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Introduction
"Culture matters" has become a general wisdom in the economics literature. Indeed, recent literature shows that norms and values, such as trust, which is an important component of culture, determines economic activity and eventually growth (e.g., Algan and Cahuc 2010; Guiso et al. 2006 Guiso et al. , 2011 Tabellini 2010) . Specifically, cultural biases hinder economic exchange across locations (Belot and Ederveen 2011; Comin et al. 2012; Felbermayr and Toubal 2010; Guiso et al. 2009; Mayda 2009; Spolaore and Wacziarg 2009) . Since culture only changes slowly over time 1 , it is also a main source of the legacy of history emphasized by economic historians (Nunn 2009). We contribute to the economics-of-culture literature by quantifying the non-pecuniary cost of migrating to a culturally different location. The key problem in quantifying this cost is to disentangle differences in culture from other (formal) institutional differences. To solve this problem, we look inside a single country, where formal institutions do hardly differ across locations, and study internal migration across locations within a country. Thereby, we exploit cultural biases between locations coming from a lack of social and economic interactions in the past.
Quantifying migration costs is important because labor immobility is associated with substantial welfare losses as it prevents the efficient allocation of labor (Clemens 2011) . Welfare losses might also arise because the mobility of workers is a precondition for cluster formation and the realization of agglomeration economics (Duranton 2011) . Worker mobility also leads to the rapid dissemination and cross fertilization of ideas, which eventually fuels innovation (Saxenian 1994) . Disentangling cultural costs from other costs of migration is thereby important from a policy perspective because policy can influence travel cost, e.g. by providing adequate infrastructure, but it can hardly influence deeply rooted cultural biases.
Conceptually, the decision to migrate, and where exactly to go, is determined by comparing the costs and benefits of moving to the costs and benefits of alternatives (Todaro 1969; Harris and Todaro 1970) . Benefits and costs can be monetary or non-monetary; also including the non-monetary psychic migration costs of moving from a familiar to an unfamiliar surrounding (Sjaastad 1962) . Examples for these costs are that migrants might have to leave family and friends or have to cope with different cultural traits and habits in the new destination. However, it is hard find direct measures of these psychic costs. For this reason, the internal migration literature typically uses simple geographic distance between the place of origin and destination as a catch-all proxy for various costs of migration (cf. Greenwood 1975) .
2 That is also the reason why the more current literature that tries to quantify non-pecuniary migration costs is still rather scarce and tailored to specific populations. For example, Barrett and Mosca (2013) find that Irish male return migrants are more likely to have suffered from alcohol problems than those who never moved. Another paper, dealing also with internal migrants, by Dahl and Sorenson (2010) looks at skilled technical workers in Denmark. They find that these workers are more likely to accept job offers from regions close to where they grew up. Based on conditional logit regressions, the paper finds substantial psychic migration costs through some back-of-the-envelope calculations to quantify, for example, the effect of doubling the distance to home or doubling the distance to parents.
We quantify the psychic costs of migration as the wage premium that migrants demand when moving to a culturally different location. This approach is motivated by regional general equilibrium models in the tradition of Roback (1982) . We assume that living in a culturally unfamiliar environment is comparable to a disamenity in the Roback model. Consequently, a potential internal migrant will move to a culturally unfamiliar environment only if she is compensated for this disamenity in the form of a higher wage and/or lower rent compared to her place of origin. For this purpose, we use administrative social security panel data to identify internal migrants in Germany. Internal migrants are defined as job switchers for whom the job switch involves the move from one county to another. 3 We merge the internal migrants' wage profiles over time with information on the geographic and cultural distance between their counties of origin and destination. Cultural distance is calculated from unique data on historical dialect dissimilarity between German counties (Falck et al. 2012) . This historical dialect information comes from a government-funded dialect survey conducted in the German Empire at the end of the 19 th century. At the time, dialects were still the prevalent languages of communication, often leading to significant problems in understanding between people from different regions or even nearby towns. As the most prominent expression of social identity, almost like a genome, historical dialects stored information about past interactions across German counties over time. Our broad and evolutionary perspective of culture is thus similar to that of Guiso et al. (2006) , who define culture as "those customary beliefs and values that ethnic, religious, and social groups transmit fairly unchanged from generation to generation." 4 Our findings imply that, conditional on geographic distance and quarterly premigration wage profiles, internal migrants demand a wage premium of about 1 percent for overcoming one standard deviation in historical dialect distance. If we index wages with 3 Thus, we do not study commuting. We are also not looking at gains to migration in general. McKenzie et al. (2010) have shown that these gains are hard to retrieve from non-experimental data. Therefore, we focus solely on the internal margin, that is, looking only at individuals who have changed their place of work and place of residence and do not discuss outcomes from individuals who have changed their place of work without moving to another region. Refer to Lehmer and Ludsteck (2011) for a study about gains to interregional migration within Germany. 4 The linguistic situation changed when social and economic exchange was intensified after the founding of the German empire in 1871. At that point, the national language (Hochdeutsch), which, until then, had been mostly reserved for written contexts, became increasingly adopted for speech also. At the same time, and considerably more so after World War II, German dialects show signs of both convergence and linguistic transfer from the national language. Obtaining explicit cultural consolidations at a very small geographic scale is thus made easier by using historical dialect data.
respect to local rents, we document an indexed wage premium of 1.5 percent. This wage premium is most likely a lower-bound estimate for internal migrants since the county of immediate origin of an internal migrant is not necessarily the place where she was born and socialized. For those cases, however, we would not expect to find a systematic correlation between wage changes and dialect distance. It could also be that migrants in culturally more distant regions are discriminated and earn lower wages. However, this would also work against our finding that migrants in culturally more distant regions earn more. The effect is driven by males and those who earn above average occupational wages, more pronounced for geographically short moves, and persistent over time. Considering higher polynomial functions of geographic distance in the regressions provides additional confidence that the effect of dialect distance is not only reflecting a non-linearity in the geographic distance effect. We also analyze those who have made multiple moves within a relatively short period and find that internal migrants who made a "wrong decision" in the first move correct this decision in the second move and demand a much higher wage premium. Our results imply that each analysis of returns to migration that do not consider these psychic costs of migration overestimates the rate of return to monetary resources allocated to migration.
We interpret our findings within a model of search and matching (see for example Postel-Vinay and Robin (2002) ) where cultural barriers to migration represent a labor market friction that prevents the efficient allocation of labor. The rationale is the following: Détang- Dessendre et al. (2004) , for example, argue that the search process of people looking for a job is not random and that individuals accept wage offers only when they are compensated for (pecuniary and non-pecuniary) migration costs. Because of cultural barriers, migrants do not consider the whole spectrum of wage offers and make suboptimal choices in terms of wage income. However, individual welfare might not suffer from this search behavior because they are finally compensated by higher cultural familiarity with the destination region.
The remainder of the paper is organized as follows. Section 2 introduces the data. Section 3 explains our estimation strategy. Section 4 shows the results. Section 5 concludes.
Data

Historical Dialect Distance between German Counties
Our proxy for cultural distance is based on historical dialect data from German localities. This unique source of data is derived from the language survey conducted for the Linguistic Atlas of the German Empire (Sprachatlas des Deutschen Reichs; data exploration between 1879 and 1888). Under the direction of the linguist Georg Wenker, pupils in more than 45,000 German schools were asked to translate 40 German sentences (more than 300 words) into their local dialect.
5 One of the chief results of this project was the discovery of 66 prototypical characteristics of pronunciation and grammar that Wenker and his successors isolated during an extensive evaluation process (cf. Wrede et al. 1927) . These characteristics are most relevant for structuring the German-language area. Hand-drawn maps illustrate the distribution of each of these prototypical characteristics across German counties.
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Using these prototypical characteristics, Falck et al. (2012) construct a dialect similarity matrix across all German counties. Based on the hand-drawn maps, they map the 66 prototypical characteristics to the current boundaries of the 439 German counties (NUTS-3 level) and count for every pair of counties how many of the characteristics can be found in both dialect profiles. Thus, the dialect similarity is 0 if there is no overlap in the dialect and 66 if all characteristics can be matched (for more details, see Falck et al. 2012 and Lameli 2013) . The authors end-up with a dialect similarity matrix of the dimension 439 x 439.
For means of comparison with geographic distance., we convert thedialect similarity measure from a similarity matrix into a distance matrix by taking one minus the dialect similarity divided through the maximum value of 66 (Equation (1)). The resulting dialect distance matrix across all counties has a dimension of 439 439 × , with elements ranging between 0 (dialect identity) to 1 (maximum dialect distance). The subscript s indicates the sending county and d the destination county. To illustrate, Figure 1 shows the dialect distance of all other counties to the city of Worms (Rhineland-Palatinate). The figure reveals that dialect distance is low for counties to the east, west, and north of Worms, but high for counties to the south of Worms. The map documents that counties closer to Worms are, on average, culturally more similar to Worms. However, if we draw a concentric circle around Worms, which we do when we control for geographic distance, there are counties on that circle that are culturally more and less similar to Worms. We exploit this variation in our empirical setup later on. <<Figure 1 about here>>
Internal Migration in Germany
Information on internal migration in Germany stems from the IAB Employment Panel. Based on the quarterly employment statistics of the Federal Employment Agency, the panel is a 2 percent subsample of the universe of employees who are subject to social security in Germany. Besides gross monthly wages, the data provide information on age, gender, educational attainment, nationality, and place of work and residence. 7 Our sample period covers the years 1998 to 2006 and thus includes about 26 million quarterly observations from around 925,000 individuals. Since information on hours worked is not accurate in the IAB Employment Panel, we restrict our analysis to full-time employed individuals. However, there are still workers who receive zero wages even if they are full-time employed. We follow Card et al. (2013) and drop all workers with daily wages below € 10. Another problem is that the wage data are top-coded at the social security maximum. The number of workers affected by this restriction in the full sample is of the order of 10 to 12 percent of male workers and 1 to 3 percent of female workers (Card et al. 2013) . The literature proposes imputing the missing wage information by assuming a normal wage distribution (Dustmann et al. 2009; Card et al. 2013) . However, we restrict our sample to include only persons who have moved between two quarters. We find that only about 2 percent of the movers, either one quarter before or after the move, report top-coded wages. Thus, in total, we have only about 4 percent of topcoded observations. Therefore, instead of using imputation methods, we check the robustness of our results by excluding this group and find that the results do not change (Column (1) of Table 3 ). 8 Finally, we restrict our sample to German citizens only because it is not clear how dialect distance should affect those born abroad.
We define internal migrants as individuals who have changed their county of residence and their county of work between two consecutive quarters. In some cases, the information on county of residence and work is missing. In these cases, we allow for an administrative lag of one quarter and determine whether the person has moved by comparing the work and residence status of the person in the wave before the missing entry with the wave after the missing entry.
9 Our final sample contains 9,090 internal migrants. The internal migration rate in our sample is roughly 3 percent, which is comparable to official aggregate internal migration statistics for Germany.
10
Panel A of Table 1 shows the distribution of wages four quarters before (t-1, t-2, t-3, t-4) and one quarter after the move (t+1). Wages are in 2010 prices, that is, we adjust wages for the national consumer price index (Federal Statistical Office, 2014) . The average monthly gross wage in 2010 prices before the move is € 2,867 and increases by 3.9 percent to € 2,980 after the move.
=
8 The social security data should only report wages until the social security maximum. However, there are a few cases in which the reported wage exceeded this amount. We restricted these cases back to the social security maximum. We also performed robustness checks by omitting the bottom and top 5 percent of the wage distribution and the results are not sensitive to this omission. 9 Omitting individuals with an administrative lag from the sample or controlling for them with an indicator variable does not change the results. 10 The average overall internal migration rate for the period 1998 to 2006 was 4.6 percent (own calculations based on official migration and population data of the Federal Statistical Office 2013). Since our sample consists only of working individuals subject to social security, the internal migration rate in our sample is slightly lower.
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To account for the fact that moving to a culturally unfamiliar environment might also be capitalized in rents, we also calculate an index wage based on local rents. Table 1 is that the average wage for movers to counties farther away than the median dialect distance is higher than that of movers to counties closer than the median dialect distance. This is the case not only one quarter after the move but at each point in time. This suggests that these "far" movers have higher skills than "close" movers. However, these skills are also reflected in pre-migration wages.
Panel B of Table 1 shows descriptive statistics for the distance data. The geographic distance definitely correlates with dialect distance.
11 The mean geographic distance is 318 km (197.6 miles) for individuals who moved to a county farther away than the median dialect distance whereas the destination county is only 76 km (47.2 miles) away for the closer-thanmedian mover. On average, an internal migrant moves 200 km (124.3 miles) and experiences 0.372 in cultural distance by doing so.
The selection of individuals into moving across cultural borders can be seen in Panel C of Table 1 . Above-median movers are more likely to have a university degree (33.9 percent vs. 26 percent) and to have attended the highest academic track in secondary school (15.2 percent vs. 13.5 percent). There is also a gender gap. The share of male migrants is higher in both the below-median mover group and in the above-median mover group. Age and 11 The correlation between dialect distance and geographic distance is 0.7697. Appendix Figure A1 provides a graphical illustration. We construct the figure by portioning the dialect distance into 20 equal sized bins (5 percentage intervals) and compute the mean geographic distance for each of the bins. The relationship between both distances shows that a higher dialect distance is associated with a higher geographic distance. One standard deviation increase in the dialect distance is associated with an increase in geographic distance by 130 km (80.8 miles). The curvature follows an s-shaped curve, with an accelerating increase in geographic distance at low levels of dialect distance and decreasing increases in geographic distance at higher levels of dialect distance. This curvature is in line with the argument that dialect distance (or cultural distance) might explain non-linearity in geographic distance. The positive correlation between geographic distance and dialect distance makes it important to control for geographic distance in the following analyses. We also control for non-linearities in geographic distance in some specifications. This can be viewed as a conservative approach since it removes some of the non-linearity that might have its origin in culture.
(potential) experience are comparable across both groups. 12 The average age of the movers is 32. The question arises whether the wage earned around age 30 is a meaningful reflection of an individual's lifetime productivity or earnings. Studies by Haider and Solon (2006) , who look at the relationship of current and life-time earnings, and by Chetty et al. (2014) , who look at the relationship of parental and child earnings, show that measures using wages at age 30 are fairly stable predictors of life-time earnings or intergenerational mobility, respectively. Finally, slightly less than 60 percent of the internal migrants change the industry in which they work when they move.
Estimation Strategy
Identification
The purpose of the paper is to show whether and how much people value cultural familiarity to a county. Intuitively, the identification problem can be illustrated in Figure 1 where we plot the dialect distance for each county to the city of Worms. If we think of one exemplary circle around Worms, there are counties on that circle that are culturally closer to Worms -counties to the east, west, and north of Worms -and there are counties that are culturally farer away to Worms -counties to the south of Worms. The empirical question is whether internal migrants to the south (culturally farer away) demand higher wages than internal migrants to the north (culturally closer). If we could randomly allocate migrants to the north and the south of Worms, our treatment effect would be the mean difference between the north and the south in post-migration wages. However, the location choice is not random. For example, Bauernschuster et al. (2014) show that skilled and risk-loving people are more likely to cross cultural borders. We can control for the educational background of movers, however, we cannot directly control for unobserved individual characteristics, such as risk-aversion, which are important determinants in the location choice. Thus, comparing unconditional postmigration wages of migrants who have moved to culturally closer regions with wages of migrants to culturally more farer regions is confounded by these unobserved individual characteristics.
To deal with self-selection into different locations, we adopt an estimation strategy from the labor economics literature on the effects of training programs on wages (e.g., Ashenfelter and Card 1985; LaLonde 1986 ). The basic idea in this strand of literature is to use pre-treatment wages to control for unobserved selection into programs. Comparing individuals with similar pre-treatment wage profiles should mitigate the selection problem because unobserved individual characteristics should already show up in pre-treatment wages. McKenzie et al. (2010) immigrate to Tongan applicants. After extensive surveys among applicants and nonapplicants, they find evidence that applicants are positively selected along observed and unobserved characteristics. They show that in the New Zealand-Tonga case, a differences-indifferences estimator, taking the wage before migration into account, is among the better performing non-experimental estimators. However, they also show that this estimator does not recover experimental estimates, which is also true for instrumental variable estimators. However, our data and approach allows us to improve on their setup.
First, McKenzie et al. (2010) only have one observation for pre-treatment wages. Kratz and Brüderl (2013) point out that internal migrants in Germany are also selected based on wage growth instead of wage levels. Thus, the parallel trends assumption of the differences-in-differences estimator is clearly violated. In addition, there is a one year gap between the pre-and post-treatment wage observation, which are collected by a survey. Instead, we use administrative quarterly panel data and several lags of pre-treatment wages as our control variables. This more detailed wage profile should control more accurately for unobserved individual characteristics. The approach should also control for the possibility that internal migrants are selected based on wage growth instead of wage levels. Second, McKenzie et al. (2010) cite the labor economics literature by arguing that non-experimental estimators perform better when the probability for receiving the treatment is more balanced in the population (common support). This should be more the case in our exercise because we look at internal migration which has lower barriers to migration than international migration. Third, we only look at the internal margin of migration, that is, where to move, whereas McKenzie et al. (2010) look at the external margin, that is, whether to move at all. Conditioning on the sample of movers, all individuals are more likely to receive the same treatment, that is, to choose a familiar or unfamiliar region.
Local amenities, such as schools, transport infrastructure, health care providers, shopping alternatives, or leisure facilities, and also disamenities, such as pollution, congestion, and the like, are also capitalized in local wages and rents. However, the local amenity level should not bias our estimate as long as the difference in amenities between two counties is not correlated with dialect distance. We check this assumption by controlling for several pair-wise county characteristics in the robustness checks (Column 5 of Table 3) . Among other things, we include two differences in local amenities, that is, differences in weather conditions and differences in per-capita expenditures on local amenities (expenditures on schools, theaters, baths, and public parks). None of these pair-wise controls significantly alters the coefficient on dialect distance. Specifically for expenditures on local amenities, we find that higher per-capita expenditure levels in the destination than in the source county substitute for higher post-migration (indexed) wages, however, they do not affect the coefficient on dialect distance.
There are two potential biases that work against our hypothesis of a wage premium for moving to a culturally more unfamiliar environment: First, our data does not allow us to pick up the people in the county where they have grown up or got socialized. However, if we think of a complete random distribution of people in the extreme, that is, that actually no one is attached to the county where he or she is coming from, we should not observe a significant correlation between dialect distance and (conditional) post-migration wages. Second, Grogger (2011) finds wage discrimination against African Americans in the United States based on their speech patterns. If internal migrants in Germany are also discriminated in regions that are culturally farer away from their former home county, we should observe that they earn less instead of receiving a wage premium for moving to that more unfamiliar region. Thus, discrimination would work against our hypothesis of a wage premium. In that sense, we interpret our results as lower bound estimates of the effect of cultural distance on postmigration wages. This is underlined by the fact that we can only trace out effects from people that actually move; which are only 3 percent of the working population (see above). For nonmovers, it seems that migration costs are so high that they do not consider moving at all, even though there are substantial differences in wages across German regions (Buettner and Ebertz 2009) .
Empirical Setup
Following the identification discussion from above, we estimate the following wage regression:
The log of the indexed wage (see Equation (2)) received by internal migrant i in destination county d in the quarter after the move, that is, at t+1, is regressed on the dialect distance between the origin county s and destination county d (see Equation (1) 13 We deal with non-linear geographic distance in Section 4.2. 14 An alternative for using a dummy for the industry change is to use industry fixed effects. The results do not change. 15 In a robustness check, we also use source county fixed effects. The results do not change. Appendix Table A1 provides the results. 16 In various robustness checks, we clustered standard errors at various levels. However, clustering at the origin county x destination county, the origin county, or the destination county yield almost the same standard errors.
The coefficient of interest is β, which is the wage premium in percent for overcoming one unit in dialect distance. The identification assumption under which β reports the causal effect of dialect distance on the wage after the move requires that dialect distance not be correlated with unobserved individual characteristics. Guided by the discussion from above, we argue that we can control for unobserved individual characteristics to a large extent by including the last four quarterly wages before the move, ∑ log
. 17 The identifying assumption, under which β describes a causal effect is that, conditional on the pretreatment wage profile and observed individual characteristics, the move to a familiar versus unfamiliar region is as good as random. Because there could be still omitted variables that bias the coefficient in one way or the other (see discussion above), we are confident that this strategy leads to a close to causal interpretation of the estimated treatment effect.
Results
Wage Premium for Overcoming Dialect Distance
Table 2 sets out our baseline results. The sample is restricted to the internal migrants' first move that we observe in the data.
18 Column (1) shows the unconditional association between dialect distance and post-migration log indexed wages. The association is positive and highly significant, meaning that a higher dialect distance leads to higher post-migration indexed wages. Column (2) shows the unconditional association between geographical distance and post-migration log indexed wages. The coefficient is also positive but not significant. Including both variables in Column (3) more than doubles the coefficient on the dialect distance and decreases the coefficient on geographic distance, which is significantly negative now. Thus, the small wage premium implied by the positive coefficient on geographic distance in Column (2) is completely captured and reversed by dialect distance. The negative coefficient on geographic distance can be explained by the construction of the dependent variable, which has the (index of the) rental price of the destination county in the denominator. We come back to this issue at the end of this section.
<< Table 2 about here >>
In Column (4), we add the last four quarterly pre-migration log indexed wages to control for unobserved individual characteristics that could drive unobserved self-selection into regions. The coefficient on dialect distance drops by almost a factor of four and almost all premigration wages are highly significant predictors of post-migration wages. This indicates that self-selection is indeed a serious issue and that neglecting pre-migration wages in the regression will lead to an upwardly biased effect of dialect distance. After controlling for premigration wage profiles, adding further control variables in Column (5) does not lead to a statistically significant change in the coefficient on dialect distance. The coefficient decreases slightly to 0.075 and is still highly significant. Thus, a one standard deviation (about 0.2) increase in dialect distance increases the post-migration indexed wage by about 1.5 percent.
In Column (6) of Table 2 , we provide an alternative specification in which we relate the log wage and control for the log rental price in the destination and the source county on the right-hand side of the regression. This specification gives us an indication whether the effect of dialect distance comes from a tradeoff in wages (nominator of the dependent variable) or in rental prices (denominator of the dependent variable). In addition, to get an impression of the importance of the tradeoff, the specification allows us to compare the effect of dialect distance to recent collective wage agreements, which we use as a benchmark. Note that we use in this model non-indexed quarterly pre-migration wages. Not surprisingly, we find that the log rental price in the destination county is a significant predictor of postmigration log wages. Thus, wages in areas with high rental rates are also relatively high. The rental price in the source county is not associated with the post-migration wage. Given rental prices in the destination and the source county, increasing dialect distance by one standard deviation increases the post-migration wage by about 1 percent.
19 This model also reveals that geographic distance is not correlated with post-migration wages when we condition on dialect distance, rental prices, and pre-migration wage profiles. 20 The result suggests that the negative coefficient on geographic distance in Columns (3) to (5) originates from a correlation between geographic distance and higher rental prices in the destination county. An explanation for this finding is that longer distance moves are associated with moves toward bigger cities. Internal migrants move on average 269 km when one of the 5 biggest cities in Germany (Berlin, Hamburg, Munich, Cologne, and Frankfurt) is the destination. For all other moves, we observe that people are only moving 179 km on average.
To benchmark our results, we compare the effect size found in Table 2 to the average increase in wages from before to after the move and to the most recent collective wage agreements. The indexed wages of internal migrants increase, on average, by about 1.4 percent from the quarter before the move to the first quarter after the move. This implies that the wage premium necessary to compensate for one standard deviation in dialect distance is about 107 percent of the average indexed wage gain in 2010 prices from internal migration. In terms of non-indexed wages, we observe an increase from the quarter before the move to the quarter after the move by 3.9 percent. Thus, in 2010 nationwide prices, the wage premium has to be 26 percent of the average wage gain in 2010 prices from internal migration. The effect size of 1 percent per standard deviation in non-indexed wages is sizeable when compared to estimated gains to internal migration in Germany, which are around 3 percent for the average mover (Kratz and Brüderl 2013; Lehmer and Ludsteck 2011) . The treatment effect is also sizable when compared to the most recent (2013) collective wage agreements in Germany. For example, in the public sector, there was an agreed upon increase of 2.65 percent in nominal wages (ver.di 2013) and in manufacturing, an increase of 3.4 percent in nominal wages was negotiated (IG Metall 2013) . Figure 2 provides a graphical illustration of the relationship between dialect distance and post-migration indexed wages. The figure shows an added-variable plot where we use only the variation in the post-migration indexed wage and the dialect distance that remains after taking account of the full control set of the baseline model in Column (5) of Table 2 . 21 The figure reveals an almost linear relationship between residual dialect distance and the conditional post-migration indexed wage once the dialect distance crosses the 10 th percentile (first two bins). This ensures that the effect is not driven by outlier observations at the top and the bottom of the dialect distance distribution and that there are no substantial nonlinearities.
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<< Figure 2 about here >>
Robustness Checks
In this section, we conduct a couple of robustness checks. We first check whether our results are driven by top-coded wages. As mentioned above, the number of top-coded wages among the movers is relatively low compared to the number of top-coded wages in the overall working population. Column (1) of Table 3 shows the results of omitting internal migrants who report a wage that is at or above the social security maximum at either directly after the move (t+1) or at some time before the move (t-1 to t-4). However, top-coded wage observations do not affect the coefficient on dialect distance.
<< Table 3 about here >> It could also be that the observed effect is driven by moves from and to large agglomerations, which might differ from other counties in terms of amenities. To check this, we exclude the five largest cities in Germany (Berlin, Hamburg, Munich, Cologne, and Frankfurt) as destination and source counties (Column (2) of Table 3 ). Even though these cities account for almost a quarter of the sample, the coefficient of the regression stays virtually the same. At contrast, restricting the sample of movers toward these five largest cities, dialect distance is only a weak explanatory variable (coefficient on dialect distance is 0.0364 and insignificant). Interestingly, the coefficient on geographic distance in this sample is positive and marginally significant at the 10 percent level. This indicates that moves toward the big agglomerations are more driven by economic rather than cultural motives.
In Column (3) of Table 3 , we test the robustness of the effect by including dummies for moving from East to West Germany, West to East Germany, and moving within East Germany (moving within West Germany is the baseline category). This specification controls for important cultural differences between German regions. However, the coefficient on dialect distance is not affected.
Unfortunately, we do not know where the individuals in our sample were born and socialized, raising the concern that a migrant might not be attached to the county he or she left. 23 In this case, however, we would not expect to see any effect of cultural distance on post-migration wages. Thus, our baseline results should indicate a lower bound of the effect of cultural distance on migration wage gains. To get some sense of the extent to which we underestimate the true effect of cultural distance on migration wage gains, we restrict the sample to those internal migrants who have not changed place of work or residence for a reasonable period before the move. Living in a region for a longer period could make a person more attached to that county than to the former home county (Burchardi and Hassan 2013) . Given that our panel covers nine years, we restrict our analysis to those 1,815 individuals who resided and worked in the origin county for at least seven years and then moved to a different county during the last two years of our panel. The result of this procedure is shown in Column (4) of Table 3 . The coefficient of dialect distance almost doubles, providing more support for our argument that the baseline effect is more of a lower bound and that being attached to a certain area for a longer period increases the cost of moving.
The last robustness check (Column (5) of Table 3 ) introduces various pair-wise historical and contemporaneous controls between the counties of origin and destination that might be correlated with both migration flows and historical dialect distance. We include the log difference in slope, the historical rail distance, a dummy that is 1 when the dominant religion is not the same in both counties, the difference in share Catholics, the difference in the historical industry structure, the difference in the current industry structure, the difference in per-capita expenditures on local amenities, and weather controls such as the difference in temperature, difference in sunshine duration, and difference in precipitation. 24 None of these controls significantly changes the coefficient on dialect distance.
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23 For example, migration flows in the aftermath of World War II (e.g., refugees, ethnic Germans, etc.) might have substantially involuntarily reshuffled the German population with respect to cultural roots. 24 Data on log difference in slope, the historical rail distance, a dummy for a different religion, the difference in share Catholics, the difference in the historical industry structure, the difference in the current industry structure are taken from Falck et al. (2012) . Climate data come from the Deutscher Wetterdienst (DWD). We use longterm averages from 1961 to 1990. We mapped all weather monitoring stations to counties and calculated A crucial assumption is that the four quarterly pre-migration wages sufficiently capture the migrant's unobserved ability. Table 4 introduces alternative specifications regarding the structure of the pre-migration wage profile. Column (1) of Table 4 includes premigration wages one, two, and three years before the move. The coefficient on dialect distance substantially increases, which indicates that a yearly pre-migration wage profile does not capture unobserved individual characteristics better than the quarterly pre-migration wage profile from the baseline model. The next specification in Column (2) uses the average yearly pre-migration wages from the last three years as control variables. The coefficient on dialect distance is almost the same as in the baseline model. In the last column of Table 4 , we include the quarterly pre-migration wages of the last three years prior to the move. In fact, this specification also shows a slightly larger coefficient on the dialect distance compared to the baseline model in Table 2. << Table 4 about here >>
The previous robustness check indicates that adding pre-migration wages beyond four quarters do not significantly change the results. In Table 5 , we provide another specification check by shifting the timing of the move to two and three years prior to the move (placebo treatment). At that time, people should not know yet that they are moving two or three years later. Therefore, the dialect distance at the time of the move should not be able to predict wages in the following quarter. If we would find that the dialect distance is able to predict wages prior to the move, we would be worried that these people are on different wage growth trajectories long before they decide to actually migrate. But Table 5 shows that this is not the case. The coefficient on the dialect distance is close to 0 and insignificant. Especially the indexed wage one quarter for the placebo move is close to one, which signals high persistence in wages. This placebo treatment analysis gives more confidence that dialect distance, conditional on pre-treatment wage profiles and observable factors, is not capturing unobserved individual characteristics.
<< Table 5 about here >>
The next concern is the possibility that dialect distance captures non-linearities in geographic distance that do not have their origin in culture. Table 6 sets out several specifications that include non-linear geographic distance measures. Column (1) replicates the baseline regression for means of comparison. Column (2) includes the geographic distance of power averages. We use state averages for missing county observations. Data on differences in per-capita expenditures on local amenities come from a special statistical evaluation for the year 2004 from the Federal Statistical Office. These expenditures include expenditures on schools, research, theaters, concerts, sport facilities, public parks, and baths. 25 We also run a regression by adding the current average bilateral migration flow (2000 -2006) to the model in Column (5) of Table 3 . Even though the bilateral migration flow might be a bad control, the coefficient on dialect distance decreases only slightly to 0.0778 and is still highly significant. The coefficient on the migration flow is, as expected, highly significant negative, indicating that the current migration flow decreases indexed post-migration wages substantially. two and three. The coefficient on dialect distance increases slightly, which indicates that dialect distance does not capture strong non-linearities in geographic distance. However, it could be that geographic distance is an insufficient distance proxy for dialect distance. Therefore, in Columns (3) and (4) of Table 6 , we use the travel distance between counties by car in minutes as an alternative geographic distance measure.
26 Column (3) shows a specification in which we include the travel distance instead of the geographic distance. The coefficient of dialect distance decreases but remains significant. When we include travel distance to the power two and three in Column (4), we see that the coefficient increases slightly again compared to Column (3). However, travel time could be affected by dialect distance because it is very likely that transportation hubs and networks have developed along historical travel routes. Therefore, it is likely that some of the effect that should be attributed to dialect distance actually goes through travel distance. Nevertheless, the results of this exercise indicate that there are only minor nonlinear effects, if any, of geographic distance that are picked up by dialect distance.
<< Table 6 about here >> Table 7 uses alternative measures of dialect distance to check the robustness of our results. To this point, we have used a metric measure of dialect distance. However, it could be that cultural space is dependent not only on gradual differences but on categorical ones. That is, the decision to move could be due to a difference between, for example, "Swabian" and "Bavarian" as such and not to the actual gradual difference between the counties within the Swabian and Bavarian region. To test for the impact on migration of categorical differences between smaller regions, we use a classification introduced by Lameli (2013) that captures the most prominent 13 dialect areas in Germany. 27 Column (1) of Table 7 sets out the results. The coefficient is positive and significant. A one standard deviation in the dialect distance by language area (1.04) leads to 1.11 percent higher post-migration indexed wages.
<< Table 7 about here >> As the most important linguistic difference between German dialects is that between Low German (northern part of Germany) and High German (southern part), we further construct a dummy that substantiates the particular locality of the counties and tests for movements within the two larger areas of Low German and High German. Column (2) of Table 7 includes a dummy for moving from a High German county to a Low German county, a dummy for moving from a Low German county to a High German county, and a dummy for moving from a High German county to another High German county. The omitted category is moving from a Low German county to another Low German county. The results show that the effect of dialect distance remains robust when testing for the north-south distinction. We find, however, a slight north-south divide, indicating the relevance of a categorical conceptualization of cultural space.
Effect Heterogeneity
The question arises as to whether there is a group of individuals that is driving the baseline results. To answer this question, we spilt in Table 8 << Table 8 about here >> Panel A of Table 8 stratifies the sample between young (below age 30) and older (above age 30) movers. In the first column, we look only at movers who are 30 or younger to discover whether age plays a crucial role in overcoming cultural distance, as argued by Schwartz (1973) . The coefficient is large and significant for these younger movers. The coefficient on dialect distance for older movers in the second column is smaller and not significant. This indicates that our results are more driven by young movers than by older movers, even though the difference between both coefficients is not significant. Schwartz (1973) further argues that the interaction of geographic distance with age should indicate the importance of the psychic costs of migration. Therefore, we interacted geographic distance with age. In this specification (not shown), the interaction is not significant and the effect of dialect distance remains unchanged, indicating that dialect distance better captures the psychic costs of migration than does an interaction between geographic distance and age.
Panel B of Table 8 shows that the wages of men are more responsive to culture than those of women. Possibly this is because in most families the male adult is the household head and his place of work largely determines where the family lives. We also see that low-and medium-qualified migrants find culture more of a barrier to migration than do higher qualified migrants.
28 However, the difference between the groups is not large. Panel C shows that within the group of men, it is again the group of lower qualified migrants that shows a larger coefficient, but the differences are not significant. The results for women are insignificant again and the coefficient for lower qualified women is slightly higher than for higher qualified women. Panel D reveals that the effect comes mainly from shorter-distance moves, that is, moves less than 300 km from the former home county. Thus, the wage increases from moving to a culturally more distant county are not driven by long-distance moves as one might have expected.
Panel E of Table 8 splits the sample by those who have earned a higher or lower wage compared to the average wage in their occupation before the move. The rationale for this split is that those who have earned a wage that is lower than the comparison wage in their occupation might move more for economic reasons and do not put so much emphasis on culture. However, those who have earned a higher wage than is typically achieved in their occupation might put a higher weight on culture. 29 To test this hypothesis, we compute average occupational wages at the national level (Columns (1) and (2)) and at the county-oforigin level (Columns (3) and (4)). Then, we compare the average wage of the four premigration periods (quarters) to the average occupational wage for the same period. Using either of the two occupational wages, we see that the baseline effect is mainly driven by internal migrants who earn above occupational wages before the move. This indicates that movers who can be expected to move for monetary reasons, that is, to receive a higher wage in the first instance, are less responsive to cultural differences. We also looked at the subsample of internal migrants who switch occupation when they move (Panel F). Compared to occupational stayers, switchers are compensated more for their move to a dialect-dissimilar county.
We also analyze in more detail the 567 two-time movers in our sample. 30 Recall that the total time period under analysis is nine years, meaning that every second move occurs within a relatively short time window. For the second move, we use the dialect distance and geographic distance between the origin county of the first move and the destination county of the second move. This should mimic the hypothetical direct move to the destination county in the second move. All other control variables (quarterly pre-treatment wages, education, experience, age, etc.) are taken from the second move. Figure 3 illustrates the composition of the sample. As mentioned above, we have 567 individuals who move at least two times. Interestingly, almost 34 percent (194 migrants) of the two-time movers in our sample return in the second move to exactly the same county from which they came. 31 However, only 32 of the 194 repatriates return to the same firm.
<< Figure 3 about here >> Table 9 shows the results of the two-time mover analysis by first and second move and by timing of the move, that is, whether the migrant moved another time after or before eight quarters (two years). Panel A shows the results with repatriates included and Panel B shows the results without this group. The first move shows, independent of the timing, that the coefficients are larger than in the baseline sample. This indicates that these particular people, 29 Complementary to that, it could also be that those who have earned above the average occupational wage have a better bargaining position. Thus, due to the higher outside option at home, they are able to negotiate a wage premium. 30 There are some individuals who moved more than two times, but this group is too small for an in-depth investigation. 31 Repatriates are those who move to their previous county of residence and again work in their previous county of work. Thus, migrants who return to their previous home county but work in a different county than before are not repatriates.
who we know are going to move again within the next nine years, value culture highly. The second move is more interesting. The coefficient for those who moved another time within eight quarters is almost seven times as large as the baseline coefficient. The above findings lead us to view these two-time movers as people who made the wrong decision about where to live and work for the first move and are now willing to sacrifice a lot more money in return for a more familiar environment.
<< Table 9 about here >>
Persistence of Wage Premium
We now turn to the question of whether the initial effect directly after the move is persistent over time. We model this question by comparing the wage growth after the move between those who have moved to a more familiar versus those who have moved to a more unfamiliar region. For the United States, Borjas et al. 1992 show that internal migrants earn initially less than comparable non-migrants in the new destination, but that this penalty disappears within a few years. Thus, for our case, it could be that the initially wage penalty pays off for migrants in more familiar regions because they might feel more comfortable, integrate more quickly, and are more productive in the end. Therefore, our hypothesis is that migrants who move to culturally more familiar regions experience a stepper wage growth after the move than migrants to culturally more unfamiliar regions. Empirically, we look at wage growth after the first move by estimating the following regression:
Conditional on the logged initial wage level after the move, we regress the average yearly wage growth from period t+1, that is, the first quarter after the move, to period t+k, on dialect distance. Thereby, k takes a maximum value of 32 (quarters), that is, we analyze wage growth within a maximum of eight years after the move. Note that by extending the growth period of analysis year by year, the number of internal migrants remaining in the sample drops significantly, until finally, in the analysis of eight-year post-move wage growth, there are less than 700 internal migrants. All other control variables remain equivalent to the baseline model. As mentioned above, due to a "catching-up" process, we expect that migrants who moved to culturally more dissimilar counties will exhibit lower wage growth rates. Table 10 shows the results for the three-to six-year wage growth rates. The coefficient on the logged initial wage level after the move shows that internal migrants with initially higher wages after the move generally have lower wage growth in the future. However, dialect distance is not significantly associated with future wage growth. Thus, we conclude that the initial wage sacrifice is persistent over time.
Conclusion
In this paper, we quantify the psychic costs of migration by combining administrative social security panel data with a proxy for cultural difference that is based on historical dialect distance between German counties. Internal migrants demand a wage premium of about 1 percent for a one standard deviation increase in dialect distance. Using wage that are indexed by local rents, we find an indexed wage premium of 1.5 percent. Compared to the general wage gain associated with internal migration, as well as to general wage increases negotiated in recent collective agreements, this wage premium is economically substantive and persistent over time. We argue that the effects are lower-bound estimates, because discrimination in regions that a culturally more distant and picking up people in regions where they might not got socialized, lead to an underestimation of the true effect. Additionally, all non-migrants should have larger migration costs than those who migrate. This implies a further underestimation of the effect. Important effect heterogeneities arise: We observe that the effect is driven by males and those who earn above average occupational wages before the move, more pronounced for geographically short moves, and persistent over time. Considering higher polynomial functions of geographic distance in the regressions provides additional confidence that the effect of dialect distance is not only reflecting a non-linearity in the geographic distance effect. We also analyze those who have made multiple moves within a relatively short period and find that internal migrants who made a "wrong decision" in the first move correct this decision in the second move and are willing to sacrifice much more of their wages to return to a more familiar region. Our results imply that each analysis of returns to migration that do not consider these psychic costs of migration overestimates the rate of return to monetary resources allocated to migration.
We interpret our findings within a model of search and matching (see for example Postel-Vinay and Robin (2002)) where cultural barriers to migration represent a labor market friction that avoids the efficient allocation of labor. The rationale is the following: Détang- Dessendre et al. (2004) , for example, argue that the search process of people looking for a job is not random and that individuals accept wage offers only when they compensate for (pecuniary and non-pecuniary) migration costs. We have demonstrated that cultural differences represent substantial migration costs. As a consequence, potential migrants might not consider wage offers from specific local labor markets because they would dislike to life there. Thus, because migrants do not consider the whole spectrum of wage offers, they make suboptimal choices. However, individual welfare might not suffer from this search behavior because they are finally compensated by higher cultural familiarity with the destination region. Notes: The figure shows a binned scatterplot of residual post-migration indexed wages on residual dialect distance. The residual post-migration indexed wages are obtained from residuals from regressions on the geographic distance, quarter-year fixed effects, the last four quarterly pre-migration wages, education dummies, male, experience, experience squared, and an industry change dummy. The residual dialect distance is obtained from residuals from regressions on the same control set. The figure is constructed by binning dialect distance into 5-percentile point bins (so that there are 20 equal-sized bins) and computing the mean conditional postmigration indexed wage within each bin. The slope of the regression of post-migration wages, conditional on the full set of control variables is equal to 0.075 (0.029). The coefficient is significant at a 1 percent level. Summary statistics are based on the baseline sample. Only the first observed move is considered for individuals who moved several times. We have full information on 567 individuals, or 6.2 percent, who moved two times during our time period. Wage data and data on individual characteristics are drawn from the IAB Employment Panel. Wages are denoted in 2010 Euros by using the consumer price index from the Federal Statistical Office (2014). The dialect and geographic distance data are from Falck et al. (2012) . Standard deviations are not computed for dummy variables. The variable t indicates the timing of the move: t+1 denotes the first observation after the move and t-1 denotes the quarter before the move. Experience represents potential labor market experience and is computed by Age -6 -years of schooling. Years of schooling is assumed to be equal to 10 years for lowest and middle academic track without vocational education and training (VET), 13 years for lowest and middle academic track with VET, 13 years for highest academic track without VET, 15 years for highest academic track with VET, 17 years for university, and 10 years for education unknown. We merged highest academic track without VET and highest academic track with VET into one education category. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). The omitted education category is lowest and middle academic track, without VET. Quarterly pre-migration wages in Column (6) are not indexed. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Column (1) drops all movers with top-coded wages (at or above the social security maximum) at either t+1 or t-1 to t-4. Column (2) drops the five largest cities (Berlin, Hamburg, Munich, Cologne, Frankfurt) as destination and source counties. Column (3) includes fixed effects for movers from East Germany to West Germany, from West Germany to East Germany, and moving within East Germany (moving within West Germany is the baseline category). Column (4) conditions the sample on having lived at least seven years in the county of origin. Column (5) includes several pair-wise controls: log difference in slope, historical rail distance, different religion dummy, difference in share Catholics, difference in historical industry structure, difference in the current industry structure, difference in temperature, difference in sunshine duration, difference in precipitation, and difference in per-capita expenditures on local amenities (expenditures for schools, research, theaters, concerts, sport facilities, public parks, and baths.). Data on pair-wise controls come from Falck et al. (2012) , from the Deutscher Wetterdienst (DWD) for the climate data, and from the Federal Statistical Office for expenditures on local amenities. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. 
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Notes:
The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. The coefficient in baseline gives the coefficient on dialect distance from the baseline regression of log indexed wage (t+1) on the full control set restricted to the respective sample. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Moving from High German to Low German indicates a move from a county in which mostly High German is spoken to a county in which mostly Low German is spoken. Moving from Low German to High German indicates a move from a county in which mostly Low German is spoken to a county in which mostly High German is spoken. Moving from High German to High German indicates a move from a county in which mostly High German is spoken to a county in which mostly High German is spoken. The omitted category is Moving from Low German to Low German. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. 5757 Notes: Each panel shows the coefficient on dialect distance from a regression on the baseline model. Dependent variable in all specifications is the log indexed wage (t+1). The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). All regressions include geographic distance, four quarterly pre-migration indexed wages, education dummies, male, experience, experience squared, industry change, and quarter-year fixed effects. In Panels B and C, low and medium education corresponds to the lowest and middle academic track with and without VET, plus unknown education. High education corresponds to the highest academic track plus university education. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. Each panel shows the coefficient on dialect distance from a regression on the baseline model. Dependent variable in the specifications is the log indexed wage after the first or the second move, respectively. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. In the second move, dialect and geographic distance are from the (hypothetical) direct move from county A to county C (or back to county A) as illustrated in Figure 3 . All regressions include four quarterly pre-migration indexed wages, education dummies, male, experience, experience squared, industry change, and quarter-year fixed effects from the first or the second move, respectively. Repatriates are those individuals who move back to their county (or counties) of origin (both county of work and county of residence) in the second move. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1. The indexed wage is the gross wage in 2010 prices divided by the index of the rental rate. Only the first observed move is considered for individuals who moved several times. Parentheses behind variables indicate x quarters before the move ( − ) and one quarter after the move ( + 1). Control variables: education dummies, male, experience, experience squared, industry change. Robust standard errors in parentheses. Significance levels: *** p < 0.01, ** p < 0.05, * p < 0.1.
