Finance is a very broad field where the uncertainty plays a central role and every financial operator have to deal with it. In this paper we propose a new method for a trend prediction on financial time series combining a Linear Piecewise Regression with a granular computing framework. A set of parameters control the behavior of the whole system, thus making their fine tuning a critical optimization task. To this aim in this paper we employ an evolutionary optimization algorithm to tackle this crucial phase. We tested our system on both synthetic benchmarking data and on real financial time series. Our tests show very good classification results on benchmarking data. Results on real data, although not completely satisfactory, are encouraging, suggesting further developments.
INTRODUCTION
Prediction of price movements of a security is a very hard task. A well known economic theory, the Efficient Market Hypothesis (EMH) (Malkiel and Fama, 1970) states that, in an informationally efficient market, price changes are unforeseeable if they fully incorporate the information and expectations of all market participants. The more efficient is a market, the more random is the sequence of price changes generated by such a market. So, in principle, the EMH does not allow to make predictions about future behaviors of a financial time series and the evolution of a stock or a bond are modeled as a random walk.
Over the years this hypothesis gave rise to a strong debate about its credibility and a lot of researchers have disputed the efficient market hypothesis both empirically and theoretically. Among the EMH skeptics it is possible to cite two works (Haugen, 1999) , (Los, 2000) in which the authors show the deficiency of the theory by analysing the behaviour of six Asian markets. In their work the authors do not find any empirical confirmations of EMH. These results give a chance to some market operators to realize a gain exploiting information on past behavior. One of the most common approaches used by brokers is called Technical Analysis (TA). TA consists in a large tool set that is used to predict market movements. One of the most common tools of TA is the Chart Pattern Analysis: technicians try to discover patterns from the market price graph and use this information to buy or sell assets. This approach appears to be very inefficient because of the subjectivity that guides the selection of patterns inside data. Today the mainstream research on the financial field employs a lot of soft computing techniques to face the challenging problem of market behaviour prediction. Considering the classification proposed in (Vanstone and Tan, 2003) it is possible to gather each method in one of the subsequent categories:
• Time Series Prediction: forecasting time series points using historical data. Research in this area generally attempts to predict the future values of time series. Possible approaches comprise raw time series data, such as Close Prices, or time series extracted from base data, like the indicators employed in TA. Some examples are: (Chang et al., 2009) , (Radeerom et al., 2012 ).
• Pattern Recognition and Classification: extraction of significant known patterns inside data and usage of such patterns to attempt a classification problem. Some examples are: (Nanni, 2006) , (Sai et al., 2007) , (Cheng et al., 2010 ).
• Optimization: solving problems where patterns in the data are not known a priori. Research in this area goes from the optimal selection of the parameters of soft computing systems, to the extraction of the optimal point at which to enter transactions. One example is (Kendall and Su, 2005 ).
• Hybrid: this category is used to identify research which attempts to combine more than one of the previous categories. One example is (Bagheri et al., 2014) .
In this paper we introduce a new Hybrid Classification Algorithm based on a Piecewise Linear Regression (PLR) preprocessing of raw data within a Granular Computing (GrC) framework (Bargiela and Pedrycz, 2003) . From a structural point of view our work has something in common with (Sai et al., 2007) , in which the authors apply a feature selection on several TA indicators and use the extracted features subset to train a Support Vector Machine for classification purposes. However, in this paper we do not use any technical indicator as input,trying to identify some recurrent patterns in the raw data prices sequence through PLR and a GrC algorithm. This approach shares some features with (Chang et al., 2009 ). In particular the main features of the proposed work are:
1. our approach analyses the financial data at different time scales since we can control the granularity of the PLR preprocessing stage;
2. we employ a Dynamic Time Warping dissimilarity measure that manages very well the presence of noise in data set; 3. our method handles the phenomenon of errors in the labeling procedure, which is very common in a financial application, due to the fact that certain types of heuristics are generally used to describe a financial time series; 4. our approach is conservative in the sense that it reduces the risk of economic loss by rejecting, during the pattern discovery phase, all the sequences that do not have informative contents.
The rest of the article consists of four parts. In the first part we provide a description of the problem definition, as well as, the hypothesis settings; in the second part we present the system GRASC-F (GRanular computing Approach for Sequences ClassificationFinancial application), focusing on the preprocessing stage and the rejection policy in the embedding procedure; in the third part we show the results obtained by applying the algorithm to synthetic data with different kinds of noise and show some test results on real stocks. Finally some comments are reported in the conclusion section.
PROBLEM DEFINITION
In this paper we propose a method that is conceived to bring a reliable approach to market trend predictions in financial time series. We refer to market trends as tendencies of a market to move in a particular direction. So through our method we want to identify ordered behaviors of the market that technicians indicate with the terms bull market, when they speak about an upward trend, and bear market, when they refer to a downward trend. This algorithm can work alone or as a trading assistant to support the buy and sell asset operations of a financial operator. Due to the overall complexity that arises when we face this kind of problems, it is necessary to make some simplifying assumptions. First of all we deny the EMH that refuses the existence of solid trends inside financial markets considering them only as random fluctuations. Instead, we take on two simple principles that are the bases of all the TA:
• prices move in trends up and down;
• history tends to repeat itself, and the collective mood of the investor works always in the same manner, impressing specific patterns on price graphs that act as fingerprints. We can use this information to make trend prediction.
In this work we represent a financial time series as a sequence of trends: raw financial data are preprocessed to extract trend objects that become the basic information units for the GrC-based data mining procedure. Therefore, the preprocessing stage plays a central role and is significant for the overall performance of the classification system. After the preprocessing phase we have to deal with a sequence of structured objects and two different kinds of problems arise:
• the selection of significant patterns inside the sequence of structured data;
• the labeling of unlabeled sequences of trends.
For the first problem we use a featureless GrC framework to describe structured data: dissimilarities between subsequences of variable lengths and a clustering procedure are used to select the best representatives for all the sequences according to some given criteria. Therefore, chosen the correct dissimilarity measure, we can identify a set of prototypes (called "Alphabet") and project all the sequences data in this prototypes space, where it is easier to accomplish a classification task. The labeling problem is faced considering the overall trend of a fixed time window of the raw data. In this paper we will not take care about the cost of transaction, taxes and other losses which take place during the common market operations, because we only want to prove the reliability of the classification algorithms and taking into consideration all the economic aspects in future works.
THE GRASC-F SYSTEM
In this Section we describe in detail the structure of the whole classification system GRASC-F, focusing our attention on all the aspects that concern the financial prediction task. The system GRASC-F is an evolution of GRAPSEC , a sequences classification system based on GrC algorithms GRADIS and RL-GRADIS . These are data mining procedures able to discover consistent patterns of variable-length that occur frequently in a data set. The computation of the prototypes through a clustering technique is central in GRASC-F system: a further refining stage is performed in order to remove prototypes with low recurrence; all the prototypes that are retained become part of the so-called symbols alphabet A. We base the new representation of the input data on the alphabet A. The alphabet is extracted with an unsupervised technique.
Since the alphabet building phase depends on the choice of a dissimilarity measure, in this paper we decide to use the DTW (Berndt and Clifford, 1994) distance, because the preprocessed sequences data are made by complex objects belonging to R n . Moreover, DTW similarity measure is resilient to noise. GRASC-F depends upon a lot of different parameters and in order to obtain a good performance of the whole classification process, a fine tuning of them becomes a critical task. We get rid of this problem including an optimization phase inside the classification system, which aims to automatize the setting of the (relevant) parameters.
From a general point of view, the GRASC-F system can be described as a pipeline of four main blocks: financial time series pre-processing, alphabet building, sequence data projection, and classification. During the preprocessing stage the input row data is transformed into sequences of trends. Then we label every sequence by means of an empirical heuristic. The alphabet building step is performed through RL-GRADIS algorithm. The developed alphabet A is successively used to represent the input sequences, building the so-called symbolic histograms representation. Finally, a suited feature-based classifier, in our case a simple K-NN , is adopted to work directly on this new representation. All these steps are repeated inside an optimization cycle until the process hits one of the stop conditions. In this paper we use a genetic algorithm as optimization procedure. Figure 1 shows the overall structure of the GRASC-F classification system. 
Preprocessor
Data preprocessing occupies the first step of the whole classification system. This phase aims to represent raw data about the prices of a stock as a labeled sequences database of trends. The main preprocessing steps are:
• Linear Piecewise Regression
• Labeling of sequences
In the following Sections we will describe briefly the preprocessing phases.
Linear Piecewise Regression
First we collect raw data about the prices of a stock, in a fixed time interval, from a specific data file. During the acquisition of the data, we consider a constant sampling rate and for each sample we choose the close price. Then, the obtained time series is normalized between zero and a fixed maximum value. At this point we perform a trend extraction on the time series, using the technique described in (Muggeo, 2003) . This method, that is freely available as an R package, takes as input a time series and returns a sequence of trends using a procedure of breakpoints detection. A breakpoint describes a sample time at which a trend stops and a new one starts. Since in our application we do not know a priori the number of breakpoints on the input time series, we decided to use the algorithm described in (Muggeo, 2003) because it performs well in this kind of situations. Practically, we set an initial number of breakpoints candidates that we call bp on the stock price function, then, after some iterations of the algorithm, we obtain a segmented linear regression with the most reliable breakpoints, while the other are dropped off. The number of breakpoints candidates determines the scale of the linear segmentation. The more are the points, the more accurate is the segmentation of the time series. The output of the LPR is a sequence of trends. Each trend is described by two real values: the slope of the current trend and its duration expressed in number of ticks. Therefore the sequence is constituted by objects that belongs to the R 2 space. Before the learning phase, we normalize each element of the sequence in the [0, 1] range. Then, the entire preprocessed data set is divided into different sequences of R 2 objects, considering a non overlapping time window W i made by a fixed number of time samples on the input time series. For example if we take a window of 1000 ticks (see Figure 2) , then all the trends that are extracted from that window become a sequence. Therefore, the preprocessed data set is made by sequences of different number of objects, depending on how many trends are detected by the preprocessor in that window. In Figure 3 it is possible to observe an example of the LPR applied to a single window of a real raw data.
Labeling of Sequences
In the second step of the preprocessing, we label the sequences previously extracted. 
otherwise Thus if the label l i is equal to 0 it means that the sequence s i anticipates a downward trend in the next time window, otherwise it anticipates an upward trend. From the practical trading point of view, a classification model able to predict such labels with a sufficient accuracy could be used to raise sell and buy signals. We repeat this procedure for each sequence of the database extracted in the previous phase except for the last one because we cannot label it. Finally, we divide the sequences database into three sets: the training set S tr , the validation set S vs and the test set S ts .
Symbols Alphabet
We define our training set S tr = {s 1 , s 2 , ..., s n } as a list of sequences, choosing the DTW distance as the dissimilarity measure d : S × S → [0, 1] for the GrCbased features mining procedure. Through a clustering algorithm and using d(·, ·) we identify a finite set of symbols A = {a 1 , a 2 , ..., a n }; the clustering procedure that we employ, is the well-known Basic Sequential Algorithmic Scheme (BSAS) algorithm. From each sequence we build a set of variable-length subsequences that is obtained by slicing the sequence considering its contiguous elements only. We repeat the slicing operation, extracting all the subsequences with a length value between two user defined parameter namely l and L, which define respectively the minimum and the maximum number of contiguous elements that compose each subsequence. After the expansion phase, in which we generate all the subsequences (from now on we refer to this new set as N ), a clustering procedure is executed on N multiple times. In BSAS we have to set a scale parameter θ, taking values in the [0, 1] interval and controlling the maximum radius allowed for all the clusters in the final partition. For information compression purpose we decide to use the Minimum Sum of Distances (MinSOD) technique to represent compactly every cluster C j with only one element η j ECTA2014-InternationalConferenceonEvolutionaryComputationTheoryandApplications selected in the cluster. In GRASC-F we decide to use RL-GRADIS as mining algorithm because it improves the overall computational performance during the clustering-based symbols alphabet extraction phase. The main idea is to track the evolution of the cluster construction when the input stream N is analyzed. RL-GRADIS maintains a dynamic list of receptors, constituted by the MinSOD cluster representatives and characterized by an additional parameter called firing strength denoted as f ∈ [0, 1], which is dynamically updated by means of two additional parameters: α, β ∈ [0, 1]. The α parameter is used as a reinforcement weight factor each time a receptor/clusterr is updated, i.e., each time a new input subsequence is added to the receptor/cluster. The β parameter, instead, is used to model the speed of forgetfulness of receptors. In this way, the clusters that are not frequently updated during the alphabet construction phase are discarded and we only retain the clusters that show a good firing strength.
Embedding Procedure
After the computation of the symbols alphabet A we if an instance of a symbol a j appears within an input sequence s i we use an inexact matching procedure based on d(·, ·). For more information about the matching procedure we suggest to read . Specifically, in GRASC-F, after the embedding procedure, a second analysis stage is performed on the symbolic histograms, that we refer to as reduction phase. In this step, we search for all the subsequences s i which are mapped to symbolic histogram with all zero entries. Every time we found such a sequence, we remove it from the data set only for the current individual fitness evaluation. In fact, we made the assumption that if there are no symbols in a sequence, it means that it is not significant and, from a financial trading point of view, it corresponds to a situation where the price of a certain security stalls and there are no emerging behaviors inside data that can be useful for prediction purposes. So, to be conservative, we prefer to clear off the data set from every sequence that does not bring any predictive information based on the current alphabet A.
Optimization
The GRASC-F classification system depends on some parameters that control the behavior of the whole system. In order to choose the best setting for these parameters, we decide to introduce an optimization step that maximizes the classification performance on a validation set. These parameters affect the functionality of every single stage that composes the system. In the following we list all the parameters to be tuned in order to improve the final performance:
• bp: the number of presumed breakpoints that control the scale of granulation of LPR;
• Q: the maximum number of receptors;
• α: the reinforcement factor when the cluster is updated;
• β: the speed of forgetfulness of receptors;
• ε: the threshold to remove not-frequently updated receptors;
• θ: the threshold to decide whether a subsequence is added to an existing receptor/cluster or to a new one;
• σ: the default strength value for new receptors.
To this aim we introduce an automatic optimization procedure using a suited genetic algorithm. We use a cross-validation strategy to evaluate the fitness function guiding the optimization, by computing the recognition rate achieved on the validation set S vs . In this paper, we incorporate the preprocessing stage inside the optimization routine to optimize also the preprocessor parameter bp. We pay in terms of computational effort, that impacts on the training time but on the other hand we are able to find the optimal time scale for sequences representation. In this way, we obtain a sort of multi-resolution approach allowing the automatic identification of the time scale which minimizes the classification error on the S vs .
In other words we choose the observation scale corresponding to the best informative process representation. Then, after the preprocessing step, the initial data set is split into a validation set S vs and a training set S tr . At this point we extract a symbols alphabet A l from S tr . By using the computed A l , the input training and validation sequences are embedded by means of the symbolic histograms representation. During the embedding phase we strip away all the sequences inside S vs and S tr that has all zeros inside the symbolic histogram and, after that, we obtain a reduced embedded training set and a reduced embedded validation set. Finally, we compute the per-class recognition rate using a K-NN classifier on the reduced embedded validation set. The fitness value f is thus given by
in which #err i is the number of misclassified patterns of class i and #patt i is the total number of patterns of class i, i = 1, ..., n. The optimization stage stops if the fitness value reaches a predefined value or after a maximum number of generations of the optimization algorithm.
TESTS AND RESULTS
In this section we present some experiments that we performed in order to test the behaviour of the classification system in different operational situations. First we analyse classification results using synthetic data set, then we evaluate the performance of the system using four real financial time series.
Synthetic Data Set Generation
The aim of this section is to test the effectiveness and performance of the GRASC-F system in a synthetic and controlled environment. In order to analyze the behavior of the algorithm, we use a synthetic data generator. The output of the generation process is a time series over a predefined time interval, representing the prices values of a fictitious stock at a fixed time sampling. As described in Section 3.1.2, we consider two possible classes for the sequences: upward and downward trends. The domain D of the sequences is defied as
, where x models the slope and y the duration of a trend. The data are generated through three main steps performed for each class:
• Frequent sequential pattern generation. For each of the two possible classes, a set of n pat sequences of objects in D (the symbols, i.e. frequent patterns) are generated. The size of each pattern is randomly determined using a normal distribution with user defined mean l pat and standard deviation σ p . These patterns should be considered as sell or buy signals for the trading system.
• Sequential database generation. A database of n seq sequences of trend and duration is built using the previously determined frequent patterns. The size of each sequence size seq represents the number of frequent patterns in each sequence.
• Labelling of sequences. A labelling sequence of duration equal to size seq ·t pat is generated for each sequence in the database in order to assign a label to it. If the sequence represents a downward trend, the domain D down of the corresponding labelling sequence is defined as In order to test the robustness of the classification system we add some noise to the original sequences before the interpolation step. In particular we consider two different types of noise:
• Intra Pattern. The noise is added in a frequent pattern according to a probability µ. Three types of intra pattern alterations are possible, deletion, insertion or substitution of N MAX objects in each instance of a pattern.
• Inter Pattern. This noise is used to insert noisy objects between patterns in a sequence, randomly generated in D. The parameter η defines the ratio between the total duration of all the symbols in the sequence and the total time of the sequence after the insertion of noise. In formula η = size seq · t pat t tot in which t tot = size seq · t pat + t noise .
Real Data Set Description
For experiments on real data we decide to try our method on a inter-day trading task. Since for our purpose we need to employ a financial time-series with a high frequency sampling time we choose data sets with a five minute tick. We decide to employ our method on single stocks and on stock market index.
To this aim, we consider Lukoil, Gazprom, MICEX and CAC-40, all in the time window from 1/1/2009 to 14/4/2014.
Classification Results
In order to test the performance of the classification system we present three different types of synthetic experiments: (1) clean sequence database (2) fixed intra pattern noise with different degrees of inter pattern noise, (3) fixed inter pattern noise with different degrees of intra pattern noise. We generate N pat = 5 sequential patterns of mean length l sec = 8. The Training Set S tr is balanced and contains 100 patterned sequences (50 sequences per class) and 100 labeling sequences, while the Validation and Test Sets (S vs and S ts ) contain 50 patterned sequences (25 sequences per class) and 50 labeling sequences. The feature-based classifier adopted on the embedding space is based on the k-NN rule equipped with the Euclidean metric. The symbols alphabet are extracted considering subsequences of length between l min = 4 and l max = 11. The overall GRASC-F performance measure is the generalization capability achieved on S ts defined as follows:
in which #errS ts is the number of classification errors on the sequences of S ts . As shown in our previous work ) the optimized system parameters allow a better performance with respect to default parameters. RL-GRADIS parameters are defined in the following search intervals:
The number of breakpoints for the preprocessing procedure can vary in the interval bp ∈ [10, 100]. The number of iterations performed for each optimization by GA is set to 10. We have empirically verified that the GA converge to a stable solution in less than 10 iterations. We show the results for k of the k-NN rule fixed to 3. The genetic algorithm has been initialized by proper random seeds.
Inter-Pattern Noise
The first experiments are performed setting µ = 0, i.e. no intra-pattern noise, and increasing levels of inter pattern noise η. This means that the patterns are left unaltered, but increasing amounts of random objects are added between symbols in every sequence. Note that the smaller is the η parameter, the higher is the inter-pattern noise and the longer is the duration of the each sequence (both patterned and labelling). Results obtained are shown in Figure 4 . The curve of the classification accuracy shows a counterintuitive trend. Higher amounts of inter-pattern noise (that means lower values for the η parameter) indicate that the frequent symbols are more likely to be separated by random objects. This prevents the clustering algorithm to find false patterns generated by portions of real contiguous patterns. This behavior occurs until the η parameter is higher than 0.3. After this value the number of noisy objects becomes very high and it is more difficult to identify frequent symbols significant for the classification problem at hand. 
Intra-Pattern Noise
Considering the results of previous experiments, in these tests we set η = 0.7 and we progressively increase the value of the intra-pattern noise µ. The classification accuracy is shown in Figure 5 . The higher is the intra-pattern noise, the lower is the classification accuracy on the test set. As we could expect, the generalization capability of the classification system decreases with the increase of noisy patterns. 
Real Data Results
We perform tests on real data sets described in Section 4.2. Table 1 shows the results in terms of classification error on the test set and of the number of sequences of S ts before and after the reduction phase described in Section 3.3. We can note that the overall number of selected sequences after the reduction phase is higher for single stocks than for the stock market indexes. Considering that the error rate between the stock market indexes and the single stocks (apart from CAC-40) is very similar, we can say that this is a very encouraging result because in principle, if we perform this method on a big set of different stocks, we could obtain a gain on average. From this point of view, we consider very promising the performances obtained on real stocks prices in this first work. 
CONCLUSION AND FUTURE WORK
In this paper we introduce a new classification system aiming to perform trend prediction on financial time series. We prove, through synthetic benchmarking data sets, that if there are some regularities inside data our method is able to detect them, showing good classification performances also in the presence of noise and with errors in the labeling procedure. The results on real data show us the path to follow for the future extension of the proposed method. We consider as encouraging the result obtained on real data, suggesting further developments. To this aim, among other possible improvements, we are currently working on an agent based mining algorithm, as the core procedure for the alphabet synthesis.
