Abstract. In this article, modi ed Korteweg-de Vries (mKdV) equation is solved numerically by using lumped Petrov-Galerkin approach, where weight functions are quadratic and the element shape functions are cubic B-splines. The proposed numerical scheme is tested by applying four test problems including single solitary wave, interaction of two and three solitary waves, and evolution of solitons with the Gaussian initial condition. In order to show the performance of the algorithm, the error norms, L2, L1, and a couple of conserved quantities are computed. For the linear stability analysis of numerical algorithm, Fourier method is also investigated. As a result, the computed results show that the presented numerical scheme is a successful numerical technique for solving the mKdV equation. Therefore, the presented method is preferable to some recent numerical methods.
Introduction
The theory of nonlinear evolution equations (NLEEs) is a very popular and fascinating area of research in the eld of applied mathematics and theoretical physics [1] [2] [3] [4] [5] [6] [7] [8] [9] . A few of the focused areas of research with NLEEs are uid dynamics, nonlinear optics, nuclear physics, plasma physics, mathematical biosciences, and several others. This paper will focus on the numerical aspects of the dynamics of shallow water waves along lakes' shores and beaches modeled by a very popular NLEE. This is the modi ed Korteweg-de Vries (mKdV) equation [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] .
While several forms of numerical analyses were reported in the past, this paper addresses mKdV 
The set of functions f 1 ; 0 ; 1 ; 2 g forms a basis for functions de ned over the interval a x b. So, the numerical solution U N (x; t) to the exact solution U N (x; t) is given by:
where j is time-dependent quantities to be determined from the boundary and weighted residual conditions. Each cubic B-spline covers four elements so that each element [x m ; x m+1 ] is covered by four splines. Applying a local coordinate system to typical nite element [x m ; x m+1 ] is de ned by: 
All splines, apart from m 1 (x); m (x); m+1 (x), and m+2 (x), are null over the element [x m ; x m+1 ]. Over the typical element [x m ; x m+1 ], the numerical solution U N (x; t) is given by:
where m 1 ; m ; m+1 , and m+2 act as element parameters and B-splines m 1 ; m ; m+1 , and m+2 as element shape functions. The values of j (x) and its derivative may be tabulated as in Table 1 . Using cubic B-splines (Eq. (7)) and trial function (Eq. (8)), the nodal values of U; U 0 , and U 00 at the knot x m are given in terms of the element parameters m by: 
where the symbols 0 and 00 denote the rst and second di erentiations with respect to x, respectively. 
Applying the Petrov-Galerkin approach to Eq. (1), we obtain the weak form of Eq. (1):
For a single element [x m ; x m+1 ], using transformation in Eq. (6) into Eq. (12), we obtain:
Integrating Eq. (13) by parts and using Eq. (1) lead to:
where = U 2 h and = h 3 Taking the weight function, i , with quadratic B-spline shape functions given by Eq. (11) and substituting approximation in Eq. (8) into integral Eq. (14), we obtain the element contributions in the form: Substituting the Crank-Nicolson approach, = 1 2 ( n + n+1 ), and the forward nite di erence, _ = n+1 n t , in Eq. (18), we obtain the following matrix system:
where t is the time step. Applying the boundary condition (2) to the system (19), we make the matrix equation square. The resulting system can be eciently solved by a variant of the Thomas algorithm. Two or three inner iterations are applied to n = n + 1 2 ( n n 1 ) at each time in order to improve the accuracy. A typical member of the matrix system (19) may be written in terms of the nodal parameters n and n+1 as: 
where: which all depend on n .
To evaluate the vector parameters, n , the initial vector 0 must be determined from the initial and boundary conditions. So, the approximation in Eq. (8) can be rewritten for the initial condition:
where the parameters 0 m will be determined. ; which can be solved using a variant of the Thomas algorithm.
Stability analysis
For the linear stability analysis of the numerical algorithm, we use the Fourier method and assume that the quantity U in the non-linear term U 2 U x is locally constant. In this case, the mKdV equation can be linearized. The growth factor of the error in a typical mode of amplitude, n m = n e ijkh ;
where k is the mode number, and h is the element size. Substituting the Fourier mode (Eq. (23)) into Eq. (20) gives the growth factor, , of the form: 
The modulus of jj is 1; therefore, the linearized scheme is unconditionally stable.
Numerical examples and results
Numerical 
so that we can calculate the di erence between analytical and numerical solutions at some speci ed times. Three of the many in nitely conserved quantities of mKdV Eq. (1) are:
U n j ;
(U n j ) 2 ;
which correspond to conversation of mass, momentum, and energy, respectively [23, 24] . In the simulation of solitary wave motion, the invariants I 1 , I 2 , and I 3 are monitored to check the conversation of the numerical algorithm.
The motion of single solitary wave
As the rst problem, Eq. Table 2 . The conserved quantities and error norms L 2 and L 1 are shown at selected times. Table 2 represents a comparison of the values of the invariants and error norms obtained by the present method with those obtained by other method [13] . It is clearly seen from the table that the invariants remain almost constant during the computer run. It is observed from the table that the error norms obtained by our method are smaller than those given in [13] . In Figure 1 , the numerical solutions are displayed at t = 0; 1; 2; ; 20. As seen from the gure, the soliton moves to the right at a constant speed and almost unchanged amplitude as time increases, as expected. In Figure 2 , the motion of single soliton is plotted with " = 3, = 1, c = 0:845, h = 0:1, and t = 0:01 at selected times from t = 0 to t = 20. Errors distributions at time t = 20 are depicted for solitary waves amplitudes 1.3 in Figure 3 to show the errors between the analytical and numerical results over the problem domain. 
Interaction of two solitary waves
As a second problem, we consider the interaction of two solitary waves by using the initial condition given by the linear sum of the two well-separated solitary waves having various amplitudes: For the simulation, the parameters " = 3, = 1, h = 0:1, t = 0:01, c 1 = 2, c 2 = 1, x 1 = 15, and x 2 = 25 are chosen over the range 0 x 80 to coincide with Ref. [13] . The experiment is run from t = 0 to t = 20 and the calculated values of the invariants I 1 , I 2 , and I 3 obtained by the present method with those obtained in [13] are compared in Table 3 . It is seen that the obtained values of the invariants remain almost constant during the computer run. Figure 4 shows the development of the interaction of two solitary waves. It is clear from the gure that at t = 0, the greater soliton is at the left position of the smaller soliton in the beginning of the run. With the increase in time, the greater soliton catches up the smaller one until at time t = 7, when the smaller soliton is absorbed. The overlapping process continues until t = 8, while greater soliton has overtaken the smaller soliton and gotten in the process of the separating. At time t = 16, the interaction is complete, and the greater soliton has been separated completely.
Interaction of three solitary waves
As for the third problem, we study the behavior of the interaction of three solitary waves with di erent amplitudes and traveling in the same direction. So, we consider Eq. (1) with initial condition given by the linear sum of three well-separated solitary waves of di erent amplitudes: almost constant during the computer run. As seen from Figure 5 , interaction started about time t = 6, overlapping processes occurred between time t = 6 and t = 20, and waves started to resume their original shapes after the time t = 20.
Evolution of solitons
As for our last problem, evolution of the solitons has been studied using the Gaussian initial condition: U(x; 0) = exp( x 2 ); Table 5 .
Also, Figures 6 and 7 illustrate the development of the Gaussian initial condition into solitary waves.
Conclusion
In this paper, a numerical treatment of the mKdV equation has been introduced using cubic B-spline Petrov-Galerkin nite element method. To examine the performance of the scheme, four test problems have been studied. To show the performance of numerical scheme, the error norms L 2 and L 1 for single solitary wave and conserved quantities I 1 and I 2 for three test problems have been calculated. These calculations represent that the obtained error norms are smaller than the existing numerical results in the literature. The changes of the invariants are su ciently small and the quantities of the invariants are consistent with those of [12] . Also, the linearized numerical scheme is unconditionally stable. Finally, the presented method can be reliably applied to obtain the numerical solution to the mKdV equation and similar types of non-linear problems.
The results of this paper stand on a very strong footing that is encouraged with a lot of future prospects in this avenue. Later, mKdV equation will be generalized to KdV equation with power law nonlinearity, so that KdV and mKdV equations will fall out as their special cases. The results of this generalized version will be disseminated elsewhere. In addition, potential KdV equation will also be addressed numerically using this scheme and other rich algorithms. Subsequently, the extension of KdV equation will be touched upon. These include Gardner's equation that is otherwise known as KdV-mKdV equation.
In order to understand the double-layered shallow water wave dynamics, there are several proposed models. A couple of them are Bona-Chen equation as well as Gear-Grimshaw system. These vector- coupled models will also be illustrated numerically to gain a better understanding of the dynamics of Exxon-Valdez oil spill in Alaska. The results of such research activities will be gradually and sequentially reported.
