As the data size of Web-related multi-label classification problems continues to increase, the label space has also grown extremely large. For example, the number of labels appearing in Web page tagging and E-commerce recommendation tasks reaches hundreds of thousands or even millions. In this paper, we propose a graph partitioning tree (GPT), which is a novel approach for extreme multi-label learning. At an internal node of the tree, the GPT learns a linear separator to partition a feature space, considering approximate k-nearest neighbor graph of the label vectors. We also developed a simple sequential optimization procedure for learning the linear binary classifiers. Extensive experiments on large-scale real-world data sets showed that our method achieves better prediction accuracy than state-of-the-art tree-based methods, while maintaining fast prediction. key words: extreme multi-label classification, k-nearest neighbor graph, tree-based classifier
Introduction
Extreme multi-label classification has received much attention. Its objective is to learn a classifier that can automatically annotate a data point with the most relevant subset from an extremely large label set (10 4 to 10 6 ) [2] , [3] . In one example, an extreme multi-label classifier learns to tag a new Wikipedia article using the subset of the most relevant Wikipedia categories [4] . In another example, a classifier is built to recommend advertisers bid on some search keywords, given their ad landing pages [5] .
Due to the extremely large label space, a conventional baseline approach that builds a one-versus-rest classifier for each label is computationally expensive [6] . More specifically, this naive approach needs to train an extremely large number of binary classifiers.
Some methods have been proposed to overcome the above problem [2] , [3] , [5] - [14] . In particular, tree-based approaches [2] , [5] , [7] , [10] , [11] achieve logarithmic time prediction because of their tree structure. This property of fast prediction is preferable for real-world applications. Thus, we focused on these tree-based approaches in this study.
FastXML [2] is a tree-based extreme multi-label classi- fier. This method learns an ensemble of multiple trees using random initialization, like random forest does [15] . During the training phase of each tree, FastXML recursively partitions the feature space corresponding to an internal node using a linear classifier optimized for normalized Discounted Cumulative Gain (nDCG) based ranking loss. A test point traverses the tree from the root node to a leaf node, and FastXML then predicts labels using the empirical label distribution of training points in the leaf node that a test point has reached. While FastXML can make fast prediction, the prediction accuracy is lower than some other approaches [3] , [12] , [14] . Some authors pointed out that this is due to the cascading effect of a tree structure [14] . Thus, this study aims to develop a new tree-based method that predicts more accurately while retaining the fast prediction property.
As described above, the FastXML prediction is made with training points in the leaf node that a test point has reached. This is considered to be a nearest neighbor classifier using all training points in the feature subspace of the leaf node. From this point of view, the key idea of our method is allocating the "nearest neighbors" on the label space to the same feature subspace. In other words, our method attempts to split each internal node of a tree while keeping as many "nearest neighbors" on the label space as possible. The prediction accuracy of the nearest neighbor classifier corresponding to a leaf node is expected to be improved by this splitting approach. We translate this idea into a graph partitioning problem and call our method a "graph partitioning tree" (GPT).
We reported an overview of this method and the preliminary experimental results in our work-in-progress paper [1] . In this paper, we describe the details of the method and report extensive evaluations. Our main contributions are as follows:
• We propose the GPT -a tree-based extreme multilabel classifier (Sect. 3) • We introduce a novel method in which classifiers are learned by finding the minimum cut of the approximate k-nearest neighbor graph (KNNG) (Sect. 3.2) • We show the results of experiments we conducted on several large-scale real-world data sets and compare our method with state-of-the-art tree-based ones (Sect. 4) Copyright c 2019 The Institute of Electronics, Information and Communication Engineers
Problem Description
In this paper, we address a multi-label classification problem with an extremely large label set (10 4 to 10 6 ). We consider a data set
consisting of N training points, where x i ∈ R M is the M-dimensional feature vector and
L is the corresponding L-dimensional label vector. y i j = 1 if the i-th sample has the j-th label, and y i j = 0 otherwise. Multi-label learning aims to build a classifier, f : R M → {0, 1} L , which accurately predicts the label vector for a given sample.
For example, the conventional one-versus-rest technique, which learns an independent classifier for each label, needs to train the same number of binary classifiers as labels. Furthermore, during the prediction phase of this approach, all binary classifiers are applied to each test point. Thus, as the number of labels increases, this naive approach might become computationally expensive in terms of both training and prediction steps.
To overcome the above problem, some methods developed for extreme multi-label classification attempt to reduce the effective number of labels. We briefly describe these methods in Sect. 5. In this study, as mentioned in Sect. 1, we focused on tree-based approaches because they achieve fast prediction speed because of their tree structure. Faster prediction is preferable for real-world Web-scale classification problems.
Proposed Method
In this section, we present our tree-based method, the GPT.
Algorithm 1 shows an overview of the training procedure. This overview is almost the same as the one for conventional decision tree learning [15] and FastXML, but the procedure for splitting the internal node (SplitNode) is tailored for multi-label classification with an extremely large label space. This splitting procedure learns a binary linear classifier (or hyperplane), which partitions the feature space and training points. If the number of training points corresponding to the node n becomes less than the predefined threshold (Line 9), splitting is terminated, and the node is treated as a leaf node. The leaf node stores the empirical label distribution of the data points as follows:
Here, we represent the index set corresponding to node n as I n ⊂ {1, 2, . . . , N}. This averaged label distribution is used for the subsequent prediction step.
Algorithm 2 shows an overview of the prediction procedure. This overview is also almost the same as that of traditional decision trees and FastXML. A test point traverses from the root node to a leaf node of a tree. At each internal node, the test point determines which child node to follow by using the linear classifier. After the test point reaches 
T i ← new tree 4:
n ← new node 9:
if |D n | < MaxInLeaf then 10:
n.y ← empirical label distribution of D n process leaf node 11:
n.w ← w n 14:
n.left ← GrowTree(D left ) 15:
n.right ← GrowTree(D right ) 16:
end if 17:
return n 18: end procedure
w n ← LearnPartitioner(G n , D n ) Algorithm 3 and Section 3.2 22:
Algorithm 2 Prediction overview of the GPT
Require: Test point:
n ← T i .root start with root node of i-th tree 4:
while n is not a leaf node do 5:
n ← n.left follow the left child node 8:
n ← n.right follow the right child node 10:
end if 11: end while 12:ŷ ←ŷ + n.y add a label distribution corresponding to the leaf node 13: end for 14: returnŷ a leaf node, the label distribution corresponding to the leaf node is returned. When predicting with multiple trees, the predicted label vectors are aggregated.
In the following subsections, we describe the details of the splitting procedure for each internal node of the tree. First, the GPT constructs an approximate k-nearest neighbor graph of the label vectors (Sect. 3.1). Then, it learns the linear binary classifier using a sequential optimization procedure (Sect. 3.2). We also discuss the computational complexity of the training procedure and its scalability (Sect. 3.3). Finally, we compare the GPT with FastXML and explain the difference between them (Sect. 3.4).
Constructing an Approximate k-nearest Neighbor
Graph using Label Vectors
To split data points at each internal node of a tree, we first construct a KNNG on the label space. Each vertex of the graph corresponds to a training point. A directed edge is connected from the i-th vertex to the j-th one if the j-th point is included in the set of the "nearest neighbors" of the i-th point on the label space. In this study, the set of "nearest neighbors" of the i-th sample in the node n is defined using the inner product between normalized label vectors y/|y| as follows:
where S is the index set in which the number of elements equals k and |y i | = j y i j is the number of labels a data point has.
Because the label vectors y are typically sparse, we can efficiently find the nearest neighbors N (i) n using an inverted index. The estimated computational cost for all data points is
n is the number of data points that have the l-th label in the node n. However, if a few N (l) n corresponding to "head" labels are near N, which means almost all data points have the same label, the above cost reaches O(N 2 ) at the root node. Therefore, we focus on tail labels and ignore some head labels. For each node n, we only consider labels under the condition N (l) n < n th to find approximate nearest neighborsÑ (i) n using the threshold parameter n th . Using this simple approximation, we only consider tail labels when the node is close to the root and it has a lot of training points. Note that some training points that only have head labels can not find approximate nearest neighbors and are omitted from the graph. Even if we ignore some head labels, the partitioned two feature subspaces are expected to contain sufficient data points which have these labels. In contrast, we construct the graph using all labels when the node is near a leaf because it includes a relatively small number of data by recursive node splitting. For example, if a node includes less than n th training points, every label is appeared less than n th times in the node. Thus, all labels are considered for constructing the graph by the definition.
Learning a Linear Binary Classifier by Finding the Minimum Graph Cut
After an approximate KNNG is constructed usingÑ
n , we want to learn a linear classifier w n ∈ R M by finding the minimum graph cut.
The graph cut is a partition that splits the vertices of the graph into two disjoint subsets [16] . In our problem setting, the set of training points I n is partitioned into two disjoint subsets, I l and I r . Here, we denote the index sets corresponding to the left and right child nodes of node n as I l and I r , respectively. That is, I l ∪ I r = I n , I l ∩ I r = ∅. The size of the cut is defined as the number of edges between the two subsets (or edges crossing the partition). More concretely, we represent the size of cut as follows:
where 1(P) = 1 if the condition P is true, and 1(P) = 0 otherwise.
In contrast to the common minimum cut problem [16] , we need to partition the graph with a hyperplane w n on the feature space in order to predict unknown test points. w n also splits the training points:
In addition, because a balanced tree is preferable for fast training and prediction, we want I l and I r to be almost the same size.
Thus, in a similar way to stochastic k-means clustering [17] , we sequentially maximize the following objective function for each i-th sample:
where σ(z) = 1/(1+exp(−z)) is a sigmoid function, S − n ⊂ I n is the set of indices randomly selected from data points the node of the tree has, and λ is a regularization parameter. c i is an indicator variable representing to which side of the partition the i-th point belongs. c i = +1 if w T n x i ≥ 0, and
The first term of the Eq. (1) is intended to assign the approximate nearest neighborsÑ (i) n to the same side of hyperplane c i to which the i-th point belongs. However, the second term aims to avoid assigning the randomly selected points S − n to the same side c i . This term prevents a lot of data points from being allocated to the same side of the hyperplane. The last term is the L 1 -regularization term to make w n sparse. Sparse w n 's are also preferable for faster prediction as well as small model size.
We learn the linear separator w n using the FTRLProximal algorithm [18] with AdaGrad [19] learning rate scheduling. Algorithm 3 and 4 show the pseudo codes of the optimization procedure.
Because the above objective function is non-convex (when c i is not fixed), the GPT can improve its prediction accuracy by learning an ensemble of multiple learners with a different random seed, like FastXML does.
Complexity Analysis
In this subsection, we present a complexity analysis of our training procedure.
The computational cost of constructing the approximate nearest neighbor graph at each node of the tree is estimated as O(n 2 thL ). Here,L is the number of labels corresponding to at most n th training points. Typically, we set Algorithm 3 Sequential optimization procedure for learning a linear classifier w n
S − n ← indices randomly selected from I n 15:
for j inÑ
(w n , n, z) ← UpdateVectors(x j , β, w n , n, z) Algorithm 4 18: end for 19:
for j in S − n do 20:
(w n , n, z) ← UpdateVectors(x j , β, w n , n, z) for i ∈ I do 4:
w i ← 0 10: else 11:
end if 13: end for 14:
return (w, n, z) 15: end procedure n th to a value much smaller than N. However, if every label appears less than n th times in training points,L equals L. In other words, if there are few head labels, we have to consider almost all labels for constructing the approximate KNNG. Therefore, the cost is basically proportional to the number of labels L and independent from N and M.
After the set of nearest neighbors is obtained, the computational cost of optimizing the Eq. (1) n | and |S − n | to a value that is much smaller than N. Therefore, these values are considered to be constant, and the above cost turns out to be O (m|I n |) for each w n . Because the total number of data points included in nodes at any tree depth d is less than or equal to N, the sum of computational costs of the nodes at tree depth d is O (mN). In addition, because the maximum tree depth is expected to be O(log N) (if the tree is balanced well), the expected overall computational cost of all nodes in a single tree is O mN log N . Since the feature vector x is basically a sparse vector,m is much smaller than M. The data sets used in our experiments (see Sect. 4) fulfill this condition. Thus, the cost is proportional to the number of samples N and independent from M and L.
The above analysis shows that the proposed training procedure can address the problems with large N and L.
Comparison with FastXML
In this subsection, we first describe the learning procedure to partition a node of FastXML and then explain the differences between the GPT and FastXML.
FastXML optimizes the following nDCG-based objective function for an internal node n of the tree:
where w n ∈ R M is the linear separator and c ∈ {+1, −1} N is a cluster assignment vector which consists of c i 's. r ± ∈ Π(1, L) are label ranking vectors corresponding to clusters, as we denote the set of all permutations of {1, 2, . . . , L} as Π(1, L). Note that the above objective function is slightly changed from that described in the original paper [2] for easy comparison to our Eq. (1). However, they are basically identical. The function L nDCG@L (r, y) in the third and fourth terms is defined on the basis of nDCG as follows:
Since the above function includes non-continuous nDCG-based terms, direct optimization is difficult. Thus, the optimization process is divided into two phases. First, FastXML optimizes c and r ± by keeping w n = 0. Then, it optimizes w n with fixed c.
The first step, which optimizes c and r ± , is regarded as a variant of k-means clustering algorithm with the nDCGbased metric and k = 2. At the beginning, each cluster assignment c i is randomly initialized by +1 or −1. Then the optimization procedure updates r ± using label vectors y i 's, where c i = ±1 for increasing the objective value. This is analogous to a k-means clustering algorithm sets the mean vector using data points currently allocated in each cluster. In a similar way, while r ± is fixed, c i for each data point is reassigned. These update and reassignment steps are repeated alternately until cluster assignments no longer change.
The second step, which learns w n , is identical to solving the ordinal L 1 -regularized logistic regression problem [20] because the first and second terms in the objective function are only considered in the optimization.
As described above, while FastXML considers the difference between each label vector y i and the "mean" label ranking vector r ± corresponding to the cluster to which it belongs, GPT simply focuses on whether a data point and its nearest neighbor are allocated to the same side of the hyperplane or not. This difference would improve the prediction accuracy of the k-nearest neighbor classifier in a leaf node.
Furthermore, FastXML first determines cluster assignments c using a variant of the k-means clustering algorithm on the label space and then learns a linear separator w n by solving a classification problem on the feature space using the cluster assignments as class labels. On the other hand, GPT optimizes w n and updates c on the feature space sequentially and simultaneously. Therefore, GPT is expected to obtain a better optimization result. Of course, FastXML can update w n multiple times by repeating the above two steps alternately. However, the authors reported that multiple updates of w n do not improve the prediction accuracy so much [2] .
Experiments
We conducted the evaluation of the GPT using five large scale multi-label data sets: AmazonCat-13K [21] , Wiki10-31K [22] , DeliciousLarge-200K [23] , WikiLSHTC-325K [4] , and Amazon-670K [21] . These data sets were provided by the Extreme Classification Repository [24] and had already been pre-processed and separated into training and test sets. We did not use any additional meta data. The statistics for the data sets are summarized in Table 1 .
As mentioned in Sect. 1, we focus on tree-based approaches in this study. Thus, we compared the GPT with several state-of-the-art tree-based classifiers, including FastXML [2] , PfastreXML [10] , and probabilistic label trees (PLTs) [11] . PfastreXML extends FastXML to improve tail label predictions. Multi-label random forest (MLRF) [5] and label partitioning for sublinear ranking (LPSR) [7] are also tree-based methods for extreme multi-label classification. However, since FastXML was reported to achieve better prediction accuracies than these two methods, we did not compare GPT with them. We evaluated the performance of the methods with precision at k (k ∈ {1, 3, 5}), which is a widely utilized metric for extreme multi-label classification and ranking tasks:
Here, π(k) = l means that the l-th label is ranked in the kth position by the predicted score. Higher P@k is better. We also evaluated the performance with nDCG at k. However, since the results showed the same tendency, we only report those with P@k. At least, by definition, the value of nDCG@1 is the same as that of P@1. We implemented the GPT in C++. In all experiments, we used common hyper-parameters to train it; the threshold parameter for finding approximate nearest neighbors: n th = 50, the number of approximate nearest neighbors and randomly sampled points used in learning:
the number of epochs for optimization w n : 10, the initial learning rate: η 0 = 0.1, the L 1 regularization parameter: λ = 4.0, and the maximum number of data points allowed in a leaf node: MaxInLeaf = 10. These common values of hyper-parameters were determined in preliminary experiments with small-scale data sets. Therefore, we avoided hyper-parameter tuning for the large-scale data sets and significantly reduced the total training time. In fact, the GPT models learned with these common values achieved sufficiently good results on various datasets as shown in the next subsection.
We used the C++ implementations the authors provided for FastXML and PfastreXML [24] . In this case, their suggested hyper-parameters were utilized. Because we used ordinary (not propensity scored) precision at k as the evaluation metrics, the same value for all labels was set in the propensity scores of PfastreXML. Thus, trees that PfastreXML learns are basically the same as those that FastXML does in this setting. The difference between these methods is the use additional classifiers for improving tail label predictions. For PLTs, we simply referred to the values reported in the original paper because the hyper-parameters were tuned by an off-the-shelf optimizer in the experiments.
Results
The experimental results are summarized in Table 2 . The bold elements indicate the best performance of all methods. In this experiment, the number of learners was set to T = 50 for the GPT, which is the default value of FastXML and PfastreXML.
The GPT achieved the best performances of the four tree-based methods for almost all data sets. For example, on the WikiLSHTC-325K data set, it was superior to PfastreXML, the second best, by approximately 5% in absolute terms of P@1. On the Amazon-670K data set, GPT was also superior to PfastreXML by about 3% in absolute terms of P@1. Since P@k is the average of precisions of test samples, we used the paired t-test for pairs of the precisions. All the improvements by the GPT over FastXML and PfastreXML were statistically significant (p-value < 0.01). We could not verify the differences between the GPT and PLTs because we just referred to the tuned results of PLTs. From these results, we see that the proposed graph cut approach successfully improves prediction accuracy. Table 3 shows the tree balance learned by the GPT and FastXML. As mentioned earlier, because FastXML and PfastreXML basically learn the same trees in our setting, we omitted the results for PfastreXML. The experimental results show that both GPT and FastXML learn well-balanced trees. On the WikiLSTHC-325K data set, which has the largest number of training points among the data sets used in our experiments, about 18 linear classifiers are evaluated on average for a prediction of a test point using a single GPT tree. Even if an ensemble of 50 trees are used for the prediction, the number of applied classifiers is much smaller than the number of labels. Therefore, the computational cost of prediction using these classifiers is much lower. Next, we present the actual prediction time of these methods. Figure 1 plots the prediction time and performance of the GPT, FastXML, and PfastreXML when the number of trees changes. Higher precision at the same prediction time (upper left line) indicates better results. This experiment was conducted using a single CPU thread on a machine with two Xeon E5-2680v3 processors and 128 GB The results show that the GTP achieves higher prediction accuracy than FastXML and PfastreXML in the same prediction time budget in almost all cases. For example, on the WikiLSHTC-325K data set, the ensemble of 16 GPT trees made predictions in approximately 0.25 milliseconds per test point. In other words, GPT can predict about 4000 examples per second using a single CPU thread. In this case, it achieves higher P@1 than the 128 PfastreXML trees (0.6159 vs. 0.5885). The difference in prediction time between FastXML and PfastreXML was caused by additional classifiers.
The sizes of learned models are presented in Table 4 . This experiment was also conducted using the C++ implementations for a fair comparison. The GPT obtained smallsized models on almost all data sets except WikiLSTC-325K, for which the GPT model is about twice the size of the FastXML and PfastreXML models. However, P@1 of 16 GPT trees is higher than that of 32 PfastreXML trees on the WikiLSTC-325K data set (see Fig. 1 ). Therefore, under the condition of the same model size, GPT can predict more accurately.
Some readers may wonder why the prediction made by a single GPT tree is much slower than that by a single FastXML tree for Delicious-200K data set even though the model size of GPT is small and depth of the tree is almost the same as that of FastXML (see Table 3 and 4). This is caused by the difference of the number of labels held in a leaf node as well as the implementation differences. FastXML limits the number of labels corresponding to each leaf node by a specified threshold while GPT does not. Therefore, leaf nodes of GPT trees typically retain more labels compared to those of FastXML trees. In fact, FastXML have at most 100 labels per a leaf node while GPT trees learned for Delicious-200K data set hold about 450 labels at each leaf node in our experiments. In Delicious-200K data set, the number of labels that a data point have is approximately 76 on average [24] . This number is more than 10 time larger than those of other data sets. Thus, predictions made by FastXML trees are faster than those by GPT trees because of the limit.
The 50 trees of the GPT could be learned in approximately six hours on WikiLSTHC-325K data set using 24 CPU threads on the aforementioned machine. Under the same conditions, it takes about two hours to learn the same number of trees on the Amazon-670K data sets. Thus, the GPT can handle the problems with hundreds of thousands labels on a single commodity machine within a reasonable training time.
Related Work
Tree-based methods are common for extreme multi-label classification because of their fast prediction. MLRF [5] extends random forest to efficiently handle extreme multi-label problems. The node splitting criterion is calculated using positive labels alone. The authors reported that distributed learning on a cluster of a thousand compute nodes make it possible to train on 90 million training points in less than a day. LPSR [7] improves the prediction speed of an already learned classifier in a post-hoc manner. This method converts a predictor that has linear time in the number of labels to a sublinear one via label partitioning. FastXML [2] can be trained on problems with more than a million labels on a standard desktop in a few hours. PfastreXML [10] is an improved version of FastXML that replaces the nDCG loss with its propensity scored variant and uses additional classifiers designed for tail labels. Jasinska et al. [11] developed PLTs, which are tree-based classifiers that maximize the Fmeasure.
Although we focus on the tree-based approaches in this paper, other approaches have also been developed for extreme multi-label classification.
Embedding-based approaches are also common for the classifiation problems. Most of them reduce the effective number of labels on the basis of the low-rank label matrix assumption. LEML [8] learns the low-rank projection matrix, which maps features to labels, using a generic empirical risk minimization framework. Mineiro and Karampatziakis developed another embedding-based method, named Rembrandt [9] , using techniques from randomized linear algebra. Si et al. proposed goal-directed inductive matrix com-pletion (GIMC) [13] and also applied this method to multilabel classification.
The low-rank label matrix assumption these embedding-based methods rely on is violated in many realworld data sets because of a number of "tail" labels that only a few data points exhibit [3] , [12] . To address this problem, some methods have been proposed. SLEEC [3] is also an embedding-based method, but it learns the embedding by preserving pairwise distances between only the k-nearest label vectors. At the prediction step, SLEEC can accurately predict "tail" labels using the k-nearest neighbor classifier on the embedded space. This idea inspires us to use KNNG when the GPT splits the feature space at each internal node of the tree. AnnexML [25] is an improved version of SLEEC. The prediction is efficiently performed by using an approximate nearest neighbor search method that efficiently explores the learned KNNG in the embedding space. REML [12] decomposes the label matrix into a low-rank structure and sparse component, which represent label correlations and outliers, respectively.
It is also important that an extreme multi-label classifier is able to keep the model size small. Therefore, some authors proposed sparsity-induced methods. PD-Sparse [6] uses primal and dual-sparse formulation, which consists of dual-sparse loss and a primal-sparse regularizer. Using these two types of sparsity and hashing techniques, PD-Sparse can be efficiently learned, and it achieves fast prediction. Babbar and Schölkopf proposed distributed sparse machines for extreme multi-label classification (DiSMEC) [14] , which is a large-scale distributed framework for learning one-versusrest linear classifiers. Using a distributed framework, DiS-MEC learns an L 2 -regularized L 2 -loss SVM for each label in parallel. To reduce the model size and make prediction faster, they pruned ambiguous weights in the region near zero after training. They reported that the model for an entire WikiLSHTC-325K data set is trained in approximately six hours on 400 cores and three hours on 1,000 cores. PPDsparse [26] extends PD-Sparse for efficient parallelization in large-scale distributed settings.
Liu et al. [27] proposed a convolutional neural network based model for extreme multi-label classification. The training and prediction procedure is efficiently done by using GPU.
Conclusion and Future Work
In this paper, we proposed a tree-based extreme multi-label classifier named the GPT. We conducted evaluations on several large-scale data sets and compared it with state-of-theart tree-based methods. Experimental results showed the GPT can significantly improve prediction accuracy. We also reported its prediction speed and model sizes.
As a future work, we plan to investigate some model compression techniques. While we showed that the model sizes of the GPT are smaller than those of FastXML and † http://research-lab.yahoo.co.jp/en/software/ PfastreXML under the condition of achieving the same level of accuracy, there is still much room for improvement. These techniques will provide compact models while keeping the prediction fast and accurate.
Our implementation of the GPT will be released on the Yahoo! Japan Research Page † after this paper is published. Our code would be useful for researchers who want to compare their results with ours.
Table A· 1 shows the experimental results of GPT, FastXML, and PfastreXML in terms of propensity scored Precision@k (PSP@k) [10] . PSP@k is an evaluation metric that promotes the accurate prediction of infrequently occurring, hard to predict, but rewarding tail labels. Experimental settings are the same as those in Table 2 .
PfastreXML achieved the best performances for three of five data sets in terms of PSP@k. Since PfastreXML is the classifier tailored for these metrics, these results are reasonable. Note that the values of PfastreXML are smaller than those presented in the authors' page [24] . This is because the same value was set for the propensity score of each label in our PfastreXML training phase, as described in Sect. 4. Thus, in this setting, trees that PfastreXML learns are basically the same as those that FastXML does. The difference between these methods is the use additional classifiers at each leaf node for improving tail label predictions. GPT achieved the best performances for the remaining two data sets. In addition, the results of GPT are better than those of FastXML for four data sets. These results show that GPT improves the classification accuracies of the tail labels. GPT may further improve prediction accuracies of the tail labels by using the additional classifiers at each leaf node, like PfastreXML does. However, we leave this as future work.
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