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SUMMARY
This thesis develops an algorithm which allows robots in a multi-robot team to optimize
for battery power while performing coverage control so as to maximize the mission life of
the multi-robot team. We envision a scenario where robots with limited battery supply are
executing the well known Lloyd’s algorithm in order to effectively cover a certain region.
We perform a trade-off between the distance of a robot from the centroid of its Voronoi
cell, and the energy required to traverse that distance. In order to execute this trade-off
two different strategies are presented – in one case, the reduction in cost due to coverage
is compared against the energy required to traverse the distance to the centroid, and using
a user-defined threshold, the decision is made. Then, a more sophisticated algorithm is
used to perform the trade-off where the robots solves a switch-time optimization problem
to decide whether it should move or it should stay.
We demonstrate that the developed algorithm’s strategy allows the robots to operate for
longer periods of time without recharging, while achieving the desired trade-off between
coverage and battery consumption, by comparing the performance against robots executing
a canonical coverage control algorithm. The optimization framework developed in this the-
sis can be used to qualitatively perform a trade-off between the level of coverage needed for
a certain use-case and the constraints on the energy consumption of the robots. The relative
importance of coverage and energy is left to the designer as a parameter that can be fit to
the application under consideration. The developed methods are completely decentralized
and only use information already known to the robots while executing the coverage control





Over the last decade, owing to advances in computational and sensory technologies, multi-
robot systems are being deployed in the real-world to perform various tasks (for e.g., see [1,
2]). This is in part due to their ability to robustly and reliably operate in varied environments
such as disaster zones [3], urban regions [4], and underwater environments [5].
A particularly well-studied multi-robot application is coverage control where a team of
robots spread themselves in an area so as to satisfactorily cover regions of interest, e.g.,
[6]. Coverage control is applied in situations where mobile sensor nodes need to position
themselves to detect relevant features and events in the region, or where robots need to
effectively provide surveillance of a region by spreading across it [7]. Such operations are
typically enabled by letting each robot be in charge of the part of the domain that is closest
to it, and using this to define an overall quality of coverage. Given this formulation, the
robots then execute a control algorithm in order to increase the overall quality of coverage
[8].
This thesis is motivated by the fact that many coverage applications require the ability
to persistently monitor a region for an extended period of time causing the rate of energy
consumption to significantly impact coverage quality. To this end, we develop a strategy
by which both the primary goals of coverage and energy can be balanced to improve upon
already existing methods of coverage control such as in [8].
The outline of this thesis is as follows. This chapter gives a general introduction to
the power-aware coverage problem (Section 1.1). This is followed by Chapter 2 where the
technical background of the coverage problem is introduced (Section 2.1) as well as the
robot’s dynamics and energy consumption model (Section 2.2). In Chapter 3 this cover-
age and energy model are then used to develop algorithms that will be used to indirectly
1
reduce a global cost function (Section 3.1), where we introduce Threshold-Based Switch-
ing (Section 3.2) and Switch-Time Optimization (Section 3.3). In Chapter 4 the developed
algorithms are verified in simulation by performing two experiments (Sections 4.1 and 4.2).
1.1 Problem Overview
Surveillance is an essential part of many multi-robot applications such as search and rescue
missions [9], border patrol and security systems [10], and disaster relief zones [3]. These
coverage applications involve the use of robots to sustain coverage with a finite supply of
energy for an extended period of time. When a robot loses power, or must leave a region
to replenish energy, a loss of surveillance occurs. This thesis looks to extend the period
of time robots can provide coverage, and therefore increasing the quality of coverage, by
creating an algorithm for movement that aims to balance the improvement in coverage with
the cost associated in achieving it.
1.1.1 Problem Motivation
The coverage task requires the robots to move through the domain, typically based on a
gradient descent method applied on the underlying cost function, such as in [6]. Owing to
the fact that mobility in robotic systems is one of the biggest sources of power consumption
[11], this can limit the ability of the multi-robot system to operate in external environments
for long periods of time, as was observed in [12]. This is due to the fact that mobile robots
are mainly battery-powered with a fixed amount of on-board energy and thus, the time
for which the team can operate without the need to recharge is inversely proportional to
the power consumed by the robots. Furthermore, recharging operations, as in [13], can
incur significant penalties on the effectiveness of the tasks performed especially in remote
environments. Thus, there is a need to reduce the frequency at which robots replenish their
batteries while executing the coverage control algorithm [11].
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1.1.2 Solution Strategy
Motivated by these issues, this thesis develops a motion strategy which allows each robot
in a multi-robot system to balance its coverage objectives against the amount of expendable
energy it has. At regular intervals of time, each robot evaluates the potential reduction in
coverage cost that would result from the execution of the coverage control algorithm, and
compares this against the amount of energy that will be consumed as a result of the motion.
If the potential benefits of better coverage outweigh the reduction in available energy, the
robot nominally executes the coverage algorithm. Conversely, if the effective reduction
in the coverage cost does not seem commensurate with the energy required to move to a
new location, the robot decides to not move. By doing so, the robots reduce their energy
consumption, and ensure that they can operate for longer periods of time on a single charge.
In order to perform this trade-off, we use ideas from hybrid systems theory [14], and
represent the robot as a hybrid dynamical system operating in two distinct modes – it either
nominally moves according to the coverage control algorithm or remains stationary. For a
given time horizon, we formulate a cost function which captures the reduction in coverage
cost due to the motion of the robot, and the reduction in battery energy incurred due to this
motion.
The first proposed strategy simply thresholds the two costs to decide whether the robot
should operate nominally or remain stationary for a certain time horizon. The thresholding
can be chosen in order to achieve a certain trade-off between the quality of coverage and
the energy consumed by the robots in a certain amount of time. The second proposed
strategy uses a switch-time optimization algorithm, such as in [15], to compute the optimal
time to switch from one mode to another in a given time horizon. For simplicity, these
algorithms are implemented in a decentralized manner to keep the robots from needing to




As described in Chapter 1, the goal of this thesis is to devise a strategy which allows robots
in a multi-robot system to balance their coverage objectives against the energy expenditure
incurred due to the motion. In order to do this systematically, we introduce cost functions
which can allow for a comparison, and subsequently an optimization, between covering
a region effectively, and conserving energy. To that end, this section introduces the nec-
essary background theory required to develop such an optimization framework. Section
2.1 introduces Lloyd’s algorithm, a canonical and widely-used algorithm which allows
agents to cover a region effectively based on an underlying distribution of the importance
of different regions (for e.g., see [6, 8]). Section 2.2 develops a mathematical model for
the dynamics of the robot, and introduces a power consumption model as a mechanism
to measure how much power a robot will consume as it moves in the domain executing a
coverage algorithm.
2.1 Locational Costs and Lloyd’s Algorithm
If the area of interest is D ⊂ R2, then the coverage problem involves placing N robots in
D. A natural choice for dividing the domain is to let Robot i be in charge of the points of
D that are closest to it. Denoting xi ∈ D, i = 1, . . . , N as the positions of the robots, we
then divide the area into subsets Vi, called Voronoi cells [16], which are defined as
Vi(x) = {q ∈ D | ‖q − xi‖ ≤ ‖q − xj‖, i 6= j}. (2.1)
This partition of D is known as a Voronoi tessellation, denoted as Vi. Since a large class of
sensors deteriorate with a rate proportional to the square of the distance from them [17], the
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measure of how well a point q ∈ D is covered by robot i at a position xi ∈ D is computed
using the square of the Euclidean norm. The cost of coverage associated with a group of






‖q − xi(t)‖2dq. (2.2)
In [18], [19] it was shown that the gradient of the cost of coverage, described in Equation






−2 (q − xi)Tdq. (2.3)










With these, the partial derivative in Equation 2.2 can be rewritten as
∂Ccov
∂xi
= 2mi(xi − ci)T . (2.5)
By looking at Equation 2.5, we can see that a gradient direction would be xi − ci, and
therefore a gradient descent motion for a network of agents would be
ẋi = −k (xi − ci). (2.6)
This is known as Lloyd’s algorithm, and will be referenced multiple times in this thesis
as a mechanism to perform coverage control with a team of robots. Figure 2.1 provides
an example of a Voronoi diagram and the theory presented in Section 2.1 for reference. In
Figure 2.1 the centroid, represented as a single red cross, is at the weighted center of its cell,
ci. The robot, represented as a single blue circle, is at a given position xi. A single robot
is drawn in a particular cell to illustrate the algorithm in use, and is shown to be moving in
5
Figure 2.1: A Voronoi diagram generated in matlab that has been annotated to visually
display the motion of Lloyd’s algorithm.
the direction of the centroid.
2.2 Robot Dynamics and Energy Model
We now introduce the dynamics and energy model that will be used to evaluate the energy
consumed by each robot as a function of its motion in the region. Differential drive robots
are used as the agents in the coverage problem whose state is comprised of position and
orientation. We will let the 2-D position of robot i be described as (qi1, qi2), with the
direction of motion being qi3 having a linear velocity υi, and angular velocity ωi. From
this, the kinematics become
q̇i1 = υi cos qi3
q̇i2 = υi sin qi3
q̇i3 = ωi
. (2.7)
Because Lloyd’s algorithm in continuous time involves evaluating the centroid, moving
towards it for a period of time, and then repeating this process, we can assume that robots
6
always move in straight lines (i.e. ωi = 0). We consider the energy dissipated in reorienting
to face the centroid negligible in comparison to the energy consumed in the linear motion.
Therefore, we turn our attention to analyzing the energy consumed in the straight line, 1-D
motion. The distance a robot has moved along its straight line path is denoted as xi1, and
ẋi1 = υi is robot i’s velocity. In order to look at battery usage it is required that we not
only look at the kinematics of the robot, but also the dynamics. We let xi2 = υi, with
dynamics xi2 = ui, where ui is the velocity input into the robot allowing us to build off of
the simplicity of single integrator dynamics. Lastly, we let xi3 be the available battery level
of the robot, and use a simple model of battery consumption based off of the velocity of the





where αi > 0 is a constant that determines how strongly velocity affects the battery level of
each robot. Observing the equation for ẋi3, we can see that it will always be either negative
or zero in the case of no motion (i.e. ẋi3 ≤ 0, ∀t).
With these dynamics, we must find a suitable model for how energy is depleted through
motion of the robots. Since the instantaneous power is modeled as the euclidean norm of
the velocity, the energy consumed can be found through integrating the power over time.
Integrating the velocity to obtain distance results in the following equation for the energy
consumed by a robot traveling from position xi10 to xi1T , in time T, as
xi3T − xi30 = −αi‖
∫ T
0
ẋi1dt‖2 = −αi‖xi1(T )− xi1(0)‖2. (2.9)
This value is always non-positive, indicating that the energy stored in the robot is non-
increasing, and the variable α indicates how strongly velocity affects the change in battery
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level. The model in Equation 2.9 is sufficient since a robot’s movement is nearly linear
over small time horizons (T ). Equation 2.9 and Equation 2.2 provide the tools to define a
cost function which accounts for both coverage and energy consumption. The next chapter
utilizes these metrics to perform a trade-off between the quality of coverage and the energy




As was stated in Chapter 1, we aim to find an algorithm that reduces coverage cost, such
as Lloyd’s algorithm, while balancing the energy consumed due to motion. We represent
the dynamics of each robot as a hybrid dynamical system able to operate in two distinct
modes. The two modes for robot i, at position xi are
ẋi =

k (ci − xi),
0,
, (3.1)
where k is a positive gain chosen to influence the speed of the robot, and ci is the cen-
troid of the ith Voronoi cell. In Section 2.2 we defined xi1 and xi2 as position and velocity
respectively. Throughout Chapter 3 we denote the position and velocity as xi and ẋi re-
spectively, to keep notation clear and understandable. The battery level, xi3, will use the
notation defined in Chapter 2. Chapter 3 focuses on how to choose between the to modes
defined in Equation 3.1 to conserve energy for persistent monitoring of a region.
3.1 Global Cost
Before developing a solution, we define two global metrics by which we will measure the
cost of coverage and the cost of energy consumption as a function of time. The coverage
metric is Ccov(x, t), as described in Equation 2.2 across all N robots. It is desired that,
as with Lloyd’s, when an algorithm is implemented on a team of robots it will cause this
coverage metric to decrease over time (i.e. Ccov(x(t)) ≤ Ccov(x(τ)), ∀ t > τ ).
9
We define an energy metric as
Cbatt(t) = ‖x3(t0)− x3(t)‖, (3.2)
where x3(t) is a column vector of every robots individual battery level defined as








Cbatt(t), in Equation 3.2, is the norm over all individual robot’s battery levels, and is a single
scalar measure of the cumulative amount of energy consumed as a function of time. The
purpose for establishing these two global cost metrics is to structure a framework across
all individual robots that measures the global cost of their movements. Since ẋi3(t) ≤
0, ∀ t, we know that Cbatt(t) will always be either increasing or constant with time just as
Ccov(x, t) will always be decreasing or constant.
We wish to reduce the cost of coverage, Ccov(x, t), by moving towards the centroid
while also limiting the amount of energy consumed, Cbatt(t), by not moving towards the
centroid. This trade-off can be captured in a combination of the above two costs to give a
combined overall global cost which incorporates coverage and energy as
C(t) = CCov(x, t) + Cbatt(t). (3.3)
The problem addressed in this thesis can now be defined as finding an algorithm that moves
agents in a manner that reduces the global cost function in Equation 3.3. Since we wish
to keep all methods and algorithms developed in this thesis decentralized, we will not be
simply using minimization techniques directly on this global cost function since it encom-
passes all agents. We instead focus on the logic by which an individual robot would switch
10
between moving towards the centroid and remaining stationary. Approaching the prob-
lem from the perspective of each individual robot ensures that the sharing of information
between agents with their neighbors is not required.
3.2 Approach: Threshold-Based Switching
The first solution for how to switch between the binary modes of operation, shown in
Equation 3.1, modifies Lloyd’s algorithm by making a decision between whether or not
an individual robot finds it “worth it” to move. This is done by repeatedly comparing





‖q − ci‖2dq −
∫
Vi(x)
‖q − xi(t)‖2dq, (3.4)
and
Gainbatt,i = −αi‖ci − xi(t)‖2. (3.5)
Equation 3.4 is taken from Equation 2.2 for a single agent, and is the difference between
the coverage cost of being positioned at the centroid, and the current position of the robot.
Equation 3.5 is taken from Equation 2.9 in Chapter 2 and is proportional to the square of
the distance traveled. The gain in coverage can be viewed as the amount that CCov(x, t)
would decrease if agents were instantaneously positioned at the centroid while holding the
Voronoi cell dimensions constant. The gain of energy can be viewed as proportional to the
amount that Cbatt(t) would increase by if the robot moved to the centroid. The algorithm’s
decision to switch between modes is made by comparing, at the end of each time interval
11
(∆T), the gain in coverage with the gain of energy according to
ẋi =

k (ci − xi), if (1− γ) |Gaincov,i| > γ |Gainbatt,i|
0, otherwise
. (3.6)
Equation 3.6 compares the absolute value of the improvement in coverage with the ab-
solute value of the energy cost weighted by the relative importance of both by γ ∈ [0, 1].
This will result in movement over the next time horizon if the coverage improvement out-
weighs the energy cost, and conversely results in the robot remaining stationary if the en-
ergy cost outweighs the coverage improvement. The time horizon (∆T ) should be chosen
according to the rate at which the Voronoi cells change since they are assumed to be sta-
tionary in the coverage gain equation. Computational time will rise as the time horizon is
made smaller. Therefore, it is left to the designer to determine what is adequate based off
the rate at which the Voronoi boundaries are changing and the computational resources at
hand. This logic for switching between modes requires only a robot’s current position and
centroid, ensuring the algorithm remains decentralized as described in Chapter 1. In the
next section we take advantage of the hybrid dynamical representation of the robot dynam-
ics to formulate a more structured way to switch between the two modes using ideas from
switch-time optimization [15].
3.3 Approach: Switch-Time Optimization
In this section we present a new method of solving the power-aware coverage control prob-
lem which is entirely independent from the threshold-based switching presented in Section
3.2. Currently at the beginning of every time interval (∆T ), the threshold-based switching
algorithm determines if it is more advantageous for each robot to move or to remain sta-
tionary. From that comes a question: if a robot is moving, and on the next horizon cycle it
decides it is not worth it to move, when should it have truly stopped moving? Switch-time
optimization such as in [20], can be used to evaluate when to start or stop motion for each
12








k (ci − xi(t)), t ≤ τi
0, t > τi
.
Where Ei is some measure of the energy consumed of robot i and Ci is some measure of
the cost of coverage for robot i. Additionally the dynamic modes can be reversed for the
case where a robot is not moving and then begins to drive towards the centroid.
3.3.1 Switch-Time Formulation
Switch-time optimization is a method by which to choose when to switch between different
modes of dynamics so as to minimize a given cost function over time. It is desired that the
integral with respect to time of Ei and Ci will result in a measure of the change in cost
of coverage combined with a change in the amount of energy stored. This thought can be
expressed mathematically as the difference in energy joined with the difference in coverage
over the time horizon, T , as follows
min
τi
(1− β)(Ci(T )− Ci(0)) + β(Ei(T )− Ei(0)). (3.7)
The change in coverage cost can be assumed to always be negative since driving to
the centroid will decrease the cost of coverage. Since our goal is to minimize the cost of
coverage we want to minimize this change, making it as negative as possible. Further, the
change in energy is assumed to always be negative or zero since the derivative of energy,
power, is always negative as described in Equation 2.8. Since the goal is to minimize the
13
amount of energy consumed, we seek to minimize the difference between the initial battery
level and the final battery level (i.e. we seek to minimize Ei(0) − Ei(T )). Therefore, we





(1− β)Ci − βEi dt = J(τi),
where Ei is not only some measure of the energy consumed, but the derivative of energy
with respect to time. Similarly, Ci is not only a measure of the cost of coverage, but the
derivative of how the cost is changing with respect to time. This formulation ensures that
when evaluating the integral over time, the intuition described in Equation 3.7 is achieved.
3.3.2 Deriving Cost Function
Since the derivative of energy with respect to time is simply the instantaneous power con-
sumed, Ei becomes ẋi3 as was described in Equation 2.8 as
Ei = −α‖ẋi‖2. (3.8)
Determining the derivative of the cost of coverage for a particular cell consists of removing
the summation over all robots from Equation 2.2, and taking the derivative of it with respect






||q − xi(t)||2dq. (3.9)











Remembering the definition of a norm and inner product while ignoring the spacial integral,
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we rewrite this as
d
dt
〈q − xi, q − xi〉 ≡
d
dt
(〈q, q〉 − 2〈q, xi(t)〉+ 〈xi(t), xi(t)〉).
Since q does not depend on time, we have two terms to differentiate as
d
dt




〈xi(t), xi(t)〉 = 2xi(t)T ẋi(t).
Therefore, Ci can be found by combining the above to obtain the time derivative of the











βα‖ẋi(t)‖2 + (1− β)
∫
Vi(x)




k (ci − xi(t)), t ≤ τi
0, t > τi
.
(3.10)
Where in Equation 3.10, β ∈ [0, 1] is a constant indicating the importance of energy as
compared to coverage; α is a parameter that dictates the effect of velocity on the drain rate
of the battery; xi and ẋi are the position and velocity of robot i respectively; T is the time
horizon, or next evaluation instant ∆T seconds away; ci is the centroid of the ith Voronoi
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cell; k is the gain of the dynamics indicating how quickly the robots move towards the
centroid; and τi is the switch time of robot i.
3.3.3 Solution and Algorithm
The structure of Equation 3.10 is of the form of the switch time optimization problem









f1(x), t ≤ τ





For the formulation in Equation 3.10, L(x(t)) is
L(x(t)) = β‖ẋi(t)‖2 + (1− β)
∫
Vi(x)
2(xi(t)− q)T ẋi(t) dq,
and f1(x) and f2(x) in ẋ are
ẋi =

f1(x) = k (ci − xi(t)), t ≤ τi
f2(x) = 0, t > τi
.
The switch-time problem in Equation 3.11 has a solution obtained through calculus of














λi, on [τi, T ]
λi(T ) = 0
. (3.12)
For the formulation of the switch time problem in Equation 3.10, we can see that when
f2i(t) = 0 ∀t, the problem is drastically simplified. First, the right term of the derivative
of the co-state, λ̇i(t), becomes zero. Second, the state of the system, xi(t), will not change
after time τi since the dynamics ẋi(t) are equal to 0 on the interval [τi, T ].
We must first solve for ∂L
∂xi
, then negate and transpose it to find λ̇i(t). To obtain ∂L∂xi we











2(xi − q)T ẋi(t) dq.
Remembering that ∂
∂x
‖x‖2 = 2xT , and that ẋi(t) = k (ci − xi(t)) we obtain
∂L
∂xi




T − 4xTi (t) dq. (3.13)
Integrals with respect to the variable q are defined in Equation 2.4, and with their definitions
Equation 3.13 can be simplified to
∂L
∂xi
= 2β α k2(xi(t)− ci)T + (1− β) ((2 cTi − 4xTi (t))mi + 2 cTi mi). (3.14)
Where mi and ci is the mass and centroid of the Voronoi cell respectively, defined in Equa-
tion 2.4. Since xi is a 2 x 1 column vector, ∂L∂xi is a 1 x 2 row vector. Transposing and
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negating to find λ̇i(t) becomes
λ̇i(t) = 2β α k
2(ci − xi(t)) + (1− β) ((4xi(t)− 2 ci)mi − 2 cimi) (3.15)





2β α k2(ci,1 − xi,1) + (1− β) ((4xi,1 − 2 ci,1)mi − 2 ci,1mi)
2β α k2(ci,2 − xi,2) + (1− β) ((4xi,2 − 2 ci,2)mi − 2 ci,2mi)
 . (3.16)
Since the state of the system, xi(t), is not changing with time, λ̇i(t) is constant on [τi, T ].
A numerical algorithm, similar to [20], can be developed to find the optimal switch time.
The pseudo code is described in Algorithm 1.
Algorithm 1 Switch-time gradient descent
1: k = 0
2: Guess τi0
3: repeat:
4: Simulate xi forward in time from xi0
5: Simulate λi backwards in time from λi(T ) = 0 to obtain λi(τik)
6: Update τik+1 as follows:τik+1 = τik − γ λTi (τik) [f1i(xi(τik))− f2i(xi(τik))]
Lastly, the dynamics must be reversed for the case in which a robot is not moving and
then switches to begin to drive towards the centroid. The dynamics for this case are
ẋi =

f1i(xi) = 0, t ≤ τi
f2i(xi) = k (ci − xi(t)), t > τi
.
This problem formulation still has the same known solution obtained through calculus of
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variations in [20], and defined in Equation 3.11. We have already obtained − ∂L
∂xi
T and now
must solve for ∂f2i
∂xi
in order to fully solve for λ̇i(t).
Remembering that
f2i =
k (ci,1 − xi,1)








 ∂∂xi,1 (k (ci,1 − xi,1)) ∂∂xi,2 (k (ci,1 − xi,1))
∂
∂xi,1














2β α k2(ci,1 − xi,1) + (1− β) ((4xi,1 − 2 ci,1)mi − 2 ci,1mi)
2β kp k









Algorithm 1 can be used as a gradient descent algorithm to find the optimal switch-time
for this case of dynamics as well noting that, in this case, the state xi is not constant on the
interval [τi, T ].
In Chapter 3 we have developed two distinct approaches by which the goals of coverage
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and energy conservation can be balanced through changeable parameters γ and β. The
algorithms derived in this section provide a framework for balance which we claim will
lead to multi-robot teams being able to operate in persistent monitoring applications for
longer periods of time as compared to the canonical Lloyd’s algorithm. The framework
provides one with the ability to achieve energy conservation through a possible decrease in
surveillance depending on the priority of each. In this thesis, we do not attempt to define
an allowable decrease in surveillance or an appropriate gain in energy conservation, since
these will vary depending on the application. The utility of the algorithms presented is the
framework itself, to which one can fit to a specific application. In Chapter 4, the threshold-




In order to demonstrate the utility of the algorithms presented in Chapter 3, experiments
were performed utilizing the algorithms in simulation. Experiments demonstrating the
ability for the algorithms to balance between coverage and energy are presented in Section
4.1. Throughout this thesis the claim has been made that the ability to balance energy and
coverage allows for the persistent monitoring of a region for a longer period of time than the
canonical Lloyd’s algorithm. To substantiate that claim, Section 4.2 presents experiments
where agents, executing each algorithm, continuously monitor a dynamically changing
environment and battery levels are compared.
4.1 Experiment: Balancing Coverage and Energy
To demonstrate the ability to balance coverage and energy, this section presents short ex-
periments using the derived algorithms for static density distributions. We qualitatively
tune the parameters that indicate the importance of energy as compared to coverage, γ and
β, until we see a trade-off between coverage and energy. It is desired that the algorithms
neither cause the robots to never move (i.e. γ and β are too high), or cause the robots to
always move (i.e. γ and β are too low). We do not formally define what values of γ and β
are best since this varies depending on the application and manner in which the algorithms
are implemented. Therefore, we only strive to show that some measure of energy savings
can be made for a trade-off in coverage cost, and ignore the degree to which the trade-off
occurs.
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Figure 4.1: A graphic representation of simulated algorithms working in real time. The
circles represent the agents which are moving towards the centroid, represented by a cross,
of their individual Voronoi cell. The trailing lines from each agent depict the movement of
the agent over time.
4.1.1 Simulation
Each algorithm presented above in section 2.1, 3.2, and 3.3 (i.e. Lloyds, Threshold-Based
Switching, and Switch-Time Optimization) was implemented in a network of 20 simulated
robots with 2-D positions in a rectangular 1.46 x 1.56 world. Given that agents in coverage
problems typically originate from a single starting point due to charging location or central
computing resource, the agents were clustered together in two groups (10 agents each) at
the south-west and north-east corners of the area being covered. The robots were clustered
in two groups so as to demonstrate a dynamic environment where the needs of coverage
are changing (i.e. as agents explore the region they may find another team of agents also
covering it). Algorithms were executed for 60 seconds. Each robot was given the same
amount of initial battery life which was 5. Figure 4.1 shows an instant in time of the
simulation graphic that was displayed while each algorithm was being executed.
The gain, k, in Equation 2.6 was chosen to be one (k = 1) for simplicity and did not
influence the speed of the robots. The threshold-based switching algorithm required a time
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cycle, ∆T , for which it would compare the two cost metrics in Equation 3.4 and Equation
3.5 in order to update the dynamics, choosing to move or not move, as shown in Equation
3.6. The time cycle was chosen to be one second (∆T = 1) because this would allow
frequent re-evaluation without slowing the algorithm’s speed through calculating coverage
and energy gains too frequently. Similarly, to conserve computational resources, the time
horizon for the switch time algorithm was set to one second (∆T = 1). The indicator
for the importance of energy in the threshold-based algorithm, γ, was chosen to be 0.45
because it was a value that neither forced the robots to never move (i.e. energy importance
is high enough that robots never deem it worth it to move), or always move (i.e. energy
is of such low importance that robots always decide to move towards their centroid). The
indicator for the importance of energy in the switch-time algorithm, β, was chosen to be
0.997 for the same reason.
It should be noted that since the left term of Gaincov,i in Equation 3.4 can be viewed as
an approximation to the coverage cost if the agents were instantaneously positioned at the
centroid, the evaluation time (∆T ) should be a small enough value that the Voronoi diagram
does not change significantly over ∆T . Since this method of comparison does not model
how the Voronoi cells will evolve as agents move towards their centroid, it also cannot
model how the centroid itself will move. Therefore, because modeling the future evolution
of the agents is computationally intensive, it is necessary to keep the time horizons small.
Conversely, the value of ∆T can not be made infinitesimally small because of an increase
in computational complexity.
When examining the results of the simulations, the three primary factors of interest
were the global cost, average battery level, and the coverage cost across all N robots.
Since the power-aware coverage problem looks to balance the energy consumed with the
minimization of coverage costs, a primary indicator of a successful algorithm would be
one that decreased the global cost function more than or equivalently to a baseline method
(i.e. Lloyds algorithm). Figure 4.2 shows how the global cost function, as described in
23



























Figure 4.2: The global cost function, derived in Section 3.1, over time for Lloyd’s and
the Threshold-Based Switching algorithms. The initial cost is strictly the cost of coverage
since no energy has been consumed at t0.
Equation 3.3, evolved over time for Lloyd’s algorithm and the threshold-based algorithm.
The threshold based algorithm provides an improvement over Lloyd’s algorithm as can be
seen by the lower global cost value as the experiment evolved. Figure 4.3 provides the
same plot for the Switch-Time Optimization algorithm. Again, the switch-time algorithm
provides an improvement to Lloyd’s algorithm as demonstrated by the lower global cost
value as the experiment evolved.
Since the algorithms presented in this thesis look to conserve energy while provid-
ing adequate coverage, it is important to also look at how the battery levels of the agents
evolved over time. Figure 4.4 and Figure 4.5 shows how the average battery levels across
all robots evolved over time. In order for Figure 4.2 and Figure 4.3 to be an important in-
dicator of a successful algorithm, it must assume that a lower global cost translates to less
energy used overall. Figure 4.4 and Figure 4.5 confirms this assumption by showing that
the threshold-based switching and the switch-time algorithm used less energy than Lloyd’s
algorithm.
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Figure 4.3: The global cost function, derived in Section 3.1, over time for Lloyd’s and the
Switch-Time Optimization algorithms. The initial cost is strictly the cost of coverage since
no energy has been consumed at t0.

















Average Battery Level Over Time
Lloyds Algorithm
Threshold-Based Algorithm
Figure 4.4: The average battery levels across all agents over time for Lloyd’s and the
Threshold-Based Switching algorithms. The initial value is 5 which was the initial bat-
tery value for all robots.
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Average Battery Level Over Time
Lloyds Algorithm
Switch-Time Algorithm
Figure 4.5: The average battery levels across all agents over time for Lloyd’s and the
Switch-Time Optimization algorithms. The initial value is 5 which was the initial battery
value for all robots.
Lastly, we examine the compromise that was made in coverage costs. The algorithms
presented in this paper are a framework to be able to quantify the balance between en-
ergy and coverage. Therefore a decrease in the amount of energy consumed resulted in an
increase of the coverage cost. Figure 4.6 shows the coverage cost over time during the ex-
periment for the threshold-based and Lloyd’s algorithms. As expected, Lloyd’s algorithm
yielded a smaller coverage cost. Similarly, Figure 4.7 show the coverage cost through-
out the experiment for the switch-time algorithm, and Lloyd’s algorithm yielded a smaller
coverage cost as expected.
4.1.2 Robotarium Simulator
In addition to the simulator used in Section 4.1.1, the three algorithms were implemented
on a robotarium simulator such as described in [21]. The simulator models differential-
drive robots with unicycle dynamics. The algorithms were implemented on a 3 x 3 world
with eight agents. The robots were again clustered into two groups (4 agents each) at the
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Coverage Cost Over Time
Lloyds Algorithm
Threshold-Based Algorithm
Figure 4.6: The total sum of coverage levels across all agents over time for Lloyd’s and the
Threshold-Based Switching algorithms.














Coverage Cost Over Time
Lloyds Algorithm
Switch-Time Algorithm
Figure 4.7: The total sum of coverage levels across all agents over time for Lloyd’s and the
Switch-Time Optimization algorithms.
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Figure 4.8: The robotarium simulator performing Lloyd’s algorithm.
south-west and north-east corners of the area being covered. Algorithms were executed for
60 seconds. Each robot was given the same amount of initial battery life, which was 500.
The initial battery was increased because the area being covered was larger, and as a result,
more energy was consumed. The constants k, and ∆T were kept the same as in Section
4.1.1. Because the area being covered changed, different values of γ and β were used. The
value indicating the importance of energy in the threshold-based algorithm, γ, was chosen
to be 0.25. The value indicating the importance of energy in the switch-time algorithm, β,
was chosen to be 0.997.
Figure 4.8 provides an example of the robotarium simulator running Lloyd’s algorithm
at a particular instant in time. Figure 4.9 shows how the global cost function, as described
in Equation 3.3, evolved over time for Lloyd’s algorithm and the threshold-based algorithm
implemented on the robotarium simulator. Figure 4.10 provides the same plot for Lloyd’s
algorithm and the switch-time algorithm being implemented on the robotarium simulator.
Figure 4.11 and Figure 4.12 shows how the total sum of battery levels across all robots
evolved over time. Figure 4.13 shows the coverage cost over time during the experiment
for the threshold-based and Lloyd’s algorithms implemented on the robotarium simulator.
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Figure 4.9: The global cost function, derived in Section 3.1, over time for Lloyd’s and the
Threshold-Based Switching algorithms implemented on robotarium simulator. The initial
cost is strictly the cost of coverage since no energy has been consumed at t0.
Similarly, Figure 4.14 shows the coverage cost throughout the experiment for the switch-
time algorithm, and Lloyd’s algorithm implemented on the robotarium simulator.
The results of running the robotarium simulator validate the results from the simula-
tion, because similar performances of the average battery level, coverage cost, and global
cost were observed. A lower global cost was achieved through the modified algorithms
as compared to Lloyd’s (Figures 4.9 and 4.10). A decrease in average battery level was
achieved (Figures 4.11 and 4.12) through an increase in coverage cost (Figures 4.13 and
4.14). With the results of the simulations in Section 4.1.1 verified, we move on to perform
a more robust experiment in Section 4.2.
4.2 Experiment: Persistent Monitoring
In order to create an environment where the true benefit of the algorithms presented in this
thesis can demonstrated, we create a persistent monitoring experiment where the needs of
coverage are continuously changing. In Section 4.1 an experiment was performed where
the robots spread out to cover a region spatially. The persistent monitoring experiment
29






























Figure 4.10: The global cost function, derived in Section 3.1, over time for Lloyd’s and
the Switch-Time Optimization algorithms implemented on the robotarium simulator. The
initial cost is strictly the cost of coverage since no energy has been consumed at t0.






















Average Battery Level Over Time
Lloyds Algorithm
Threshold-Based Algorithm
Figure 4.11: The average battery levels across all agents over time for Lloyd’s and the
Threshold-Based Switching algorithms implemented on the robotarium simulator. The
initial value is 500 which was the initial battery value for all robots.
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Average Battery Level Over Time
Lloyds Algorithm
Switch-Time Algorithm
Figure 4.12: The average battery levels across all agents over time for Lloyd’s and the
Switch-Time Optimization algorithms implemented on the robotarium simulator. The ini-
tial value is 500 which was the initial battery value for all robots.














Coverage Cost Over Time
Lloyds Algorithm
Threshold-Based Algorithm
Figure 4.13: The total sum of coverage levels across all agents over time for Lloyd’s and
the Threshold-Based Switching algorithms implemented on the robotarium simulator.
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Coverage Cost Over Time
Lloyds Algorithm
Switch-Time Algorithm
Figure 4.14: The total sum of coverage levels across all agents over time for Lloyd’s and
the Switch-Time Optimization algorithms implemented on the robotarium simulator.
can be thought of as this same experiment of coverage where some areas will be of higher
interest than others. Further, those areas of higher interest will vary with time causing for
continuous execution of the coverage algorithm.
The concept of differing regions of importance can be mathematically formulated with
a density distribution function providing a weighted factor to the cost of coverage at point
q ∈ D as in [22]. This density distribution function, denoted as φ, is a function of both
position and time. To perform this experiment we do not modify the algorithms already
presented, but simply employ the density distribution function as a tool to continuously
change the centroid of a cell. This requires a slight modification to the equations for the











The algorithms presented in Chapter 3 do not need to be modified to fit a time varying



















Figure 4.15: The two-dimensional Gaussian function plotted at the instant in time when it
is at the far south-west corner of the region.
not modifying the threshold-based switching or switch-time optimization algorithms, we
make the assumption that the density distribution is nearly constant relative to the robot.
This experiment was performed in simulation similar to that described in Section 4.1.1.
The density distribution function in the following experiment was a two-dimensional
Gausian density distribution φ(x, t) ∈ [0, 1]. The peak of this function shifted from the
south-west corner to the north-east corner of the region. Figure 4.15 and Figure 4.16 plots
the density distribution in three dimensions. Figure 4.15 displays the case where the peak
of the density distribution is at the south-west corner of the region. Figure 4.16 shows the
case where the peak of the density distribution is at the north-east corner of the region.
4.2.1 Simulation
To evaluate performance, we consider how much longer the multi robot team, running the
improved algorithms, can sustain coverage given a finite initial battery level. Since it is
difficult to construct an experiment where all robots will lose power at the same time, we
choose to use the time at which the multi-robot team’s average battery level has decreased


















Figure 4.16: The two-dimensional Gaussian function plotted at the instant in time when it
is at the far north-east corner of the region.
algorithm lasted for 100 seconds longer and used 25% of its battery power in 268 seconds.
The switch-time algorithm lasted 229 seconds longer using 25% of its overall battery power
in 452 seconds as compared to Lloyd’s 223 seconds to reach 25% of its battery power. The
reason for the difference in time that Lloyd’s reached 25% of its battery power is due to
the fact that the switch-time algorithm was run with a coarser mesh density to improve run
time by reducing the order of computation.
In addition to looking at the amount of time that the robot-team’s average battery level
decreased by 25%, we can also plot the same metrics of performance that were generated in
Section 4.1. In these experiments, the exact same values of γ, β, ∆T , and k, were used. The
20 robots were again placed in a 1.46x1.56 world. The only difference was in the varied
density distribution of φ(x, t), as shown in Figure 4.15 and Figure 4.16. Additionally,
the initial battery level was modified slightly to a value of 3. Figure 4.17 shows how the
global cost function, as described in Equation 3.3, evolved over time for Lloyd’s algorithm
and the threshold-based switching algorithm, implemented with a time-varying density
distribution. Figure 4.18 provides the same plot for the switch-time optimization algorithm.
Again, the switch-time algorithm provides an improvement to Lloyd’s as demonstrated by
34


























Figure 4.17: The curves of the global cost function, derived in Section 3.1, over time for
Lloyd’s and the Threshold-Based Switching algorithms using a time varying density distri-
bution. The initial cost is strictly the cost of coverage since no energy has been consumed
at t0.
the lower global cost value as the experiment evolved.
Figure 4.19 and Figure 4.20 shows how the average battery level across all robots
evolved over time, with a time varying density distribution, for the threshold-based and
switch-time algorithms respectively.
Figure 4.21 shows the coverage cost over time during the experiment for the threshold-
based and Lloyd’s algorithms using a time varying density distribution. As expected,
Lloyd’s algorithm yielded a smaller coverage cost. Similarly, Figure 4.22 shows the cov-
erage cost throughout the experiment for the switch-time algorithm using a time varying
density distribution, and Lloyd’s algorithm yielded a smaller coverage cost.
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Figure 4.18: The curves of the global cost function, derived in Section 3.1, over time for
Lloyd’s and the Switch-Time Optimization algorithms using a time varying density distri-
bution. The initial cost is strictly the cost of coverage since no energy has been consumed
at t0.



















Average Battery Level Over Time
Lloyds Algorithm
Threshold-Based Algorithm
Figure 4.19: The average battery levels across all agents over time for Lloyd’s and the
Threshold-Based Switching algorithms using a time varying density distribution. The ini-
tial value is 3 which was the initial battery value for all robots.
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Average Battery Level Over Time
Lloyds Algorithm
Switch-Time Algorithm
Figure 4.20: The average battery levels across all agents over time for Lloyd’s and the
Switch-Time Optimization algorithms using a time varying density distribution. The initial
value is 3 which was the initial battery value for all robots.














Coverage Cost Over Time
Lloyds Algorithm
Threshold-Based Algorithm
Figure 4.21: The total sum of coverage levels across all agents over time for Lloyd’s and
the Threshold-Based Switching algorithms using a time varying density distribution.
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Coverage Cost Over Time
Lloyds Algorithm
Switch-Time Algorithm
Figure 4.22: The total sum of coverage levels across all agents over time for Lloyd’s and




In this thesis, the reduction in energy usage is achieved through compromises in the cov-
erage cost of the multi-robot team. We do not presume to analyze the effects of that com-
promise on a system, but present a framework to quantify the balance between coverage
and energy. The algorithms presented in this thesis will provide the most improvement in
scenarios where surveillance must consistently be obtained using agents with finite energy
levels. This is achieved through a trade-off between the distance of a robot from the cen-
troid of its Voronoi cell, and the energy required to traverse that distance. We present two
separate and distinct strategies that both perform this balance.
We demonstrate that the developed algorithm’s allow robots to operate for longer peri-
ods of time without recharging, while achieving the desired trade-off between coverage and
battery consumption, by comparing the performance against robots executing a canonical
coverage control algorithm. In the case of persistent monitoring, the developed algorithms
produced a slower rate of energy loss than the canonical Lloyd’s algorithm. The relative
importance of coverage and energy is left to the designer as a parameter that can be fit to
the application under consideration. The developed methods are completely decentralized
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