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The interpolation and extrapolation problems have extensive
applications in different areas of science and engineering, so
different procedures have been developed in this ﬁeld. For in-
stance in the Hermite interpolation for a given set of distinct
nodes x1, x2, . . . ,xN and a set of given data y
ðjÞ
k we are going
to determine a polynomial P 2 Pn (the set of polynomials of
degree at most n) such that the following system consisting
of n+ 1 equations1 3341234.
om (S.M. Hashemiparast).
y. Production and hosting by
Shams University.
lsevierPðjÞðxkÞ ¼ yðjÞk ; ð1:1Þ
hold. If for each k, the orders j of the derivatives form a con-
tinuous sequence, j= 0,1, . . . ,mk  1, this is the Hermite inter-
polation. The special case when all mk are 1 is the Lagrange
interpolation. In these cases, the interpolation polynomials al-
ways exist, are unique and have explicit representations. If
some of derivatives in a given nodes are missing and the order
of sequences are discontinuous, the interpolation is called the
Lacunary or Birkhoff interpolation which the corresponding
interpolation matrix appearing in the following deﬁnition [2,3].
Deﬁnition 1. A matrix E ¼ ½ekjN nk ¼ 1 ; j ¼ 0 , is called an
interpolation matrix if its elements ekj, are deﬁned as follows:
ekj ¼ 1; P
ðjÞðxkÞ ¼ yðjÞk ;
0; otherwise:
(
ð1:2Þ
Deﬁnition 2. An interpolation matrix is called normal if the
numbers of 1s in the matrix E equals the number of
columns.
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condition
Xp
j¼0
XN
k¼1
ekj P pþ 1; p ¼ 0; 1; . . . ; r; ð1:3Þ
or
Xp
j¼0
XN
k¼1
ekj P pþ 2; p ¼ 0; 1; . . . ; r; ð1:4Þ
is called the Polya condition or the Birkhoff condition for a gi-
ven r.
In this paper, we assume the following interpolation matrix
for the generalized (0,m1,m2, . . . ,ml) Birkhoff interpolation as
follows:
It should be noted that some authors have studied the Birk-
hoff interpolation in some other cases. When the nodes are the
zeros of the zn  an0; zn  an1; . . . ; zn  anq; 0 < a0 < a1 < . . . < aq
for sufﬁciently large n, (0,m1,m2, . . . ,mq) Birkhoff interpola-
tion is studied in [4], regularity of the (0,1, . . . , r  2, r) Birk-
hoff interpolation r> 2 at the zeros of (zn + 1)(z  n) is
studied in [5], regularity for (0,1, . . . , r  2, r) Birkhoff interpo-
lation problems for two system of nodes are studied in [6], and
ﬁnally in [7] Shi obtained an explicit representation for
(0,1, . . . ,m  2,m) – interpolation on the zeros of the Jacobi
polynomials.
Now, the procedure will be considered based on a special
class of spline functions presented by Gautschi [8] with the ex-
tra conditions mi+1  mi > 1 for i= 1,2, . . . , l  1, m1P 1
which holds at least for a value of i. These conditions discrim-
inate the case from the Hermite interpolation.
One is to impose a subdivision D upon the interval [a,b]
D : a ¼ x1 < x2 < . . . < xN ¼ b; xiþ1  xi ¼ h;
and use low  degree polynomials on each sub-interval
[xi,xi+1](i= 1,2, . . . ,N  1) to approximate the given func-
tion. The rationale behind this is the recognition that on a suf-
ﬁciently small interval, functions can be approximated
arbitrarily well by polynomials of low degree, even degree 1,
or zero. Thus, measuring the ‘‘ﬁneness’’ of the subdivision D by
jDj ¼ max
16i6N1
Dxi; Dxi ¼ xiþ1  xi;
we try to control (increase) the accuracy through varying
(decreasing) ŒDŒ, keeping the degree of the polynomial pieces
uniformly low.
To discuss these approximation processes, we make use of
the class of functionsSknðDÞ ¼ fS 2 Ck½a; b : Sj½ti ;tiþ1  2 Pn; i
¼ 0; 1; . . . ;N 1g; ð1:5Þ
where nP 0, kP 0 are given nonnegative integers. We refer to
SknðDÞ as the spline functions of degree n and smoothness k rel-
ative to subdivision D. In fact, the point in the above assump-
tion is that the kth derivative of S is to be continuous
everywhere on [a,b], in particular, at the subdivision points
xi(i= 2, . . . ,N  1) of D.
In this article we use the spline functions to solve
(0,m1,m2, . . . ,ml) interpolation problems with the conditions
which will be introduced in Section 2. This procedure is a gen-
eralized form of [1].
2. Generalized (0,m1,m2, . . . ,ml) Birkhoff interpolation and
extrapolation based on splines
Regarding the above section we study generalized
(0,m1,m2, . . . ,ml) Birkhoff interpolation based on spline func-
tions. Let us deﬁne the spline functions bSDðxÞ in each sub-
interval such that
bSDðxÞ ¼
bS1ðxÞ; x1 6 x 6 x2;bSkðxÞ; xk 6 x 6 xkþ1; 2 6 k 6 N 2;bSN1ðxÞ: xN1 6 x 6 xN:
8><>:
Now, for the given data we havebSðqÞD ðx1Þ ¼ fðqÞðx1Þ ¼ yðqÞ1 ; q 2 fmigli¼1;bSðpÞD ðxkÞ ¼ fðpÞðxkÞ ¼ yðpÞk ; p 2 fmigli¼1; 2 6 k 6 N 1;bSðrÞD ðxNÞ ¼ fðrÞðxNÞ ¼ yðrÞN ; 0 6 r 6 ml;
8><>:
ð2:1Þ
where 0 6 m1 6 m2    6 ml; yðpÞk for p 2 {0,m1,m2, . . . ,ml},
1 6 k 6 N  1 and yðrÞN , for 0 6 r 6 ml are known.
Then owing to the conditions (2.1), we can write
bSkðxÞ ¼ yk þ ðx xkÞm1m1! yðm1Þk þ ðx xkÞ
m2
m2!
y
ðm2Þ
k þ . . .
þ ðx xkÞ
ml
ml!
y
ðmlÞ
k þ
Xml1
r1¼1
ðx xkÞr1
r1!
ak;r1
þ
Xm21
r2¼m1þ1
ðx xkÞr2
r2!
ak;r2 þ . . . þ
Xml1
rj¼ml1þ1
 ðx xkÞ
rj
rj!
ak;rj þ
Xmlþ1þjþr
t¼mlþ1
ðx xkÞt
t!
ak;t; 1
6 k 6 N 1; ð2:2Þ
and bSDðxÞ 2 Smlðmlþ1þrþjÞðDÞ must have the following conditions
[1]:
(i) bSDðxÞ 2 Cml ,
(ii) in each interval
½xk ; xkþ1; k ¼ 1; . . . ;N  1; bSDðxÞ 2 P ðmlþ1þrþjÞ.
In aforementioned formulas, for computing r, we ﬁrst sepa-
rate continuous subsequence in 0 6 m1 6 m2    6 ml, then we
calculate difference between maximum and minimum elements
of every continuous subsequence and ﬁnally we add up the
Generalized (0,m1,m2, . . . ,ml) interpolation and extrapolation based on splines 243obtained values. For example, computing r in
(0,1,2,5,11,12,13), we have {0,1,2}, {5} and {11,12,13},
therefore
2 0 ¼ 2;
5 5 ¼ 0; ) r ¼ 2þ 0þ 2 ¼ 4;
13 11 ¼ 2:
8><>:
and j is computed from the following formula: j= number of
sub-sequences in (0,m1,m2, . . . ,ml)  1. So j= 2.
Now we use spline conditions to determine the coefﬁcients
of these polynomials by the following conditionsbSkðxkþ1Þ¼ bSkþ1ðxkþ1Þ¼ykþ1; 16k6N2;bSðpÞk ðxkþ1Þ¼ bSðpÞkþ1ðxkþ1Þ¼yðpÞkþ1; p2fmigli¼1; 16k6N2;bSðqÞk ðxkþ1Þ¼ bSðqÞkþ1ðxkþ1Þ; 16q<ml;qRfmigl1i¼1;16k6N2;bSðrÞN1ðxNÞ¼yðrÞN ; 06 r6ml:
8>>><>>>:
ð2:3Þ
In brief, we will use the following assumptions:
ak;0 :¼ ykþ1  yk  hy0k  h
2
2
y
ð2Þ
k  h
3
3!
y
ð3Þ
k  . . .  h
ml
ðmlÞ! y
ðmlÞ
k ;
ak;1 :¼ y0kþ1  y0k  hy00k  h
2
2
y
ð3Þ
k  h
3
3!
y
ð4Þ
k  . . .  h
ml1
ðml1Þ! y
ðmlÞ
k ;
ak;2 :¼ y00kþ1  y00k  hyð3Þk  h
2
2
y
ð4Þ
k  h
3
3!
y
ð5Þ
k  . . .  h
ml2
ðml2Þ! y
ðmlÞ
k ;
..
. ..
.
ak;ml1 :¼ yðml1Þkþ1  yðml1Þk  hyðmlÞk ;
ak;ml :¼ yðmlÞkþ1  yðmlÞk ; 1 6 k 6 N 1:
8>>>>>><>>>>>>:
To obtain the unknown coefﬁcients aN1;j; 1 6
j < ml; j R fmigl1i¼1 in bSN1ðxÞ, we take the following steps
Step 1: Establishing the system of equations for k= N  1.
Using the equations in (2.2) for k= N  1 and
applying spline conditions in (2.3), we obtain the
following equations for 0 6 i 6 ml
aN1;i ¼
Xm11
r1¼1
hr1i
ðr1  iÞ! aN1;r1  y
ðr1Þ
N1
 
þ
Xm21
r2¼m1þ1
hr2i
ðr2  iÞ!
"
aN1;r2  yðr2ÞN1
 
þ . . . þ
Xml1
rj¼ml1
hrji
ðrj  iÞ! aN1;rj  y
ðrjÞ
N1
 #
þ
Xmlþ1þjþr
t¼mlþ1
hti
ðt iÞ! aN1;t:
Put (rj  i)! = 0 if rj  i< 0.
Step 2: Solving the systems of equations.We solve these
equations for the unknowns ðaN1;r  yðrÞN1Þ for
1 6 r< ml except r 2 fmigl1i¼1 and aN1,h with
ml + 1 6 h 6 (ml + j+ 1+ r). These solutions
are generally presented as
aN1;r  yðrÞN1 ¼ A0raN1;0 þ A1raN1;1 þ    þ Aml ;raN1;ml ;
ð2:4ÞaN1;h ¼ B0haN1;0 þ B1haN1;1 þ    þ Bml ;haN1;ml : ð2:5Þ
The number of solutions are ml + 1 and A,r, B,h are unknown
for 0 6 , h 6 ml.
Step 3: Establishing the system of equations for
1 6 k 6 N  2.
For 2 6 k 6 N  2, using the formulas (2.2) and
spline conditions (2.3) again gives the following
equationsak;0 ¼
Pm11
r1¼1
hr1
r1 !
ak;r1  yðr1Þk
 
þ Pm21
r2¼m1þ1
hr2
r2 !
ak;r2  yðr2Þk
 "
þ . . . þ Pml1
rj¼ml1
h
rj
rj !
ak;rj  yðrjÞk
 #
þ Pmlþ1þjþr
t¼mlþ1
ht
t!
ak;t;
ak;1 ¼ ak;1  y0k
  akþ1;1  y0kþ1 þ Pm11
r1¼2
hr11
ðr11Þ! ak;r1  y
ðr1Þ
k
 
þ
"
Pm21
r2¼m1þ1
hr21
ðr21Þ! ak;r2  y
ðr2Þ
k
 
þ . . . þ Pml1
rj¼ml1þ1
h
rj1
ðrj1Þ! ak;rj  y
ðrjÞ
k
 #
þ Pmlþ1þjþr
t¼mlþ1
hðt1Þ
ðt1Þ! ak;t;
ak;2 ¼ ak;2  y00k
  akþ1;2  y00kþ1 þ Pm11
r1¼3
hr12
ðr12Þ! ak;r1  y
ðr1Þ
k
 
þ
"
Pm21
r2¼m1þ1
hr22
ðr22Þ! ak;r2  y
ðr2Þ
k
 
þ . . . þ Pml1
rj¼ml1þ1
hrj2
ðrj2Þ! ak;rj  y
ðrjÞ
k
 #
þ Pmlþ1þjþr
t¼mlþ1
ht2
ðt2Þ! ak;t;
..
.
ak;m11 ¼ ak;m11  yðm11Þk
 
 akþ1;m11  yðm11Þkþ1
 
þ
Pm21
r2¼m1þ1
hr2m1þ1
ðr2m1þ1Þ! ak;r2  y
ðr2Þ
k
 
þ Pm31
r3¼m2þ1
hr3m1þ1
ðr3m1þ1Þ! ak;r3  y
ðr3Þ
k
 "
þ . . . þ Pml1
rj¼ml1þ1
hrjm1þ1
ðrjm1þ1Þ! ak;rj  y
ðrjÞ
k
 #
þ Pmlþ1þjþr
t¼mlþ1
htm1þ1
ðtm1þ1Þ! ak;t:
This process is for the ﬁrst summation in the beginning of step
3. If we apply the procedures to the other summations, all the
spline conditions will be obtained.
Step 4: Solving the systems of equations in the ﬁrst part of
step 3.
Now, the following system of equations can be
solved for ak,g with (ml + 1) 6 g 6
(ml + 1+ j+ r) and 0 6 s < ml; s R fmigl1i¼1
ak;g ¼ C1;g ak;1  y0k
 þ . . . þ Cm11;g ak;m11  yðm11Þk 
þ Cm1þ1;g ak;m1þ1  yðm1þ1Þk
 
þ . . .
þ Cm21;g ak;m21  yðm21Þk
 
þ . . .
þ Cml1;g ak;ml1  yðml1Þk
 
þ Cmlþs;gðak;sÞ; ð2:6Þ
and C,r, are unknown.
Step 5: Solving the systems of equations in the second part
of step 3.
The solutions from step 4 will be substituted by the remain-
ing equations ak,s, starting with ak;s  yðsÞk
 
 akþ1;sð yðsÞkþ1Þþ
. . ., for 1 6 s < ml; s R fmigl1i¼1, and using (2.4) gives the system
of equations which can be solved and obtain all the remaining
solutions. Total number of unknowns for any k obtained in
steps 4 and 5 is ml + 1.
The coefﬁcient matrix of the system of Eq. (2.4) and the
equations that we calculate for ak;s  yðsÞk
 

244 S.M. Hashemiparast, S. Hatamiakþ1;s  yðsÞkþ1
 
þ . . . ; for 1 6 s < ml; s R fmigl1i¼1; 1 6 k
6 N 2, in the unknowns ak;s  yðsÞk
 
, is non-singular matrix
and hence the coefﬁcients ak,s are uniquely determined and so
are, therefore, the coefﬁcients ak,g for (ml + 1) 6 g 6 (ml +
1+ j+ r).
So, we can summarize the above steps in the following the-
orem for generalized (0,m1,m2, . . . ,ml) Birkhoff interpolation
problems which is the generalized form of the theorem appears
in [1].
Theorem 1. For a uniform partition of the interval [a,b] called
D, there exist exactly a unique spline functionsbSDðxÞ 2 Smlðmlþjþrþ1ÞðDÞ, which is the solution of generalized
(0,m1,m2, . . . ,ml) Birkhoff interpolation problems.3. An example
Now, we apply the above procedure to the (0,2,4) Birkhoff
interpolation problem. We will have
bSðqÞD ðxkÞ ¼ fðqÞðxkÞ ¼ yðqÞk ; q 2 f0; 2; 4g; 1 6 k 6 N 1;bSðrÞD ðxNÞ ¼ fðrÞðxNÞ ¼ yðrÞN ; 0 6 r 6 4;
(
ð3:1Þ
which is illustrated by the following interpolation matrix
First of all, we construct the following interpolation
functions
bSDðxÞ ¼
bS1ðxÞ; x1 6 x 6 x2;bSkðxÞ; xk 6 x 6 xkþ1; 2 6 k 6 N 2;bSN1ðxÞ; xN1 6 x 6 xN;
8><>:
which denotes
bSkðxÞ ¼ yk þ ðx xkÞak;1 þ ðx xkÞ22! y00k þ ðx xkÞ
3
3!
ak;3
þ ðx xkÞ
4
4!
y
ð4Þ
k þ
X7
r¼5
ðx xkÞr
r!
ak;r;
1 6 k 6 N 1: ð3:2Þ
The coefﬁcients of these polynomials must be determined
having the following conditions related to splines
bSðpÞk ðxkþ1Þ¼ bSðpÞkþ1ðxkþ1Þ¼yðpÞkþ1; p2f0;2;4g; 16k6N2;bSðqÞk ðxkþ1Þ¼ bSðqÞkþ1ðxkþ1Þ; q2f1;3g; 16k6N2;bSðrÞN1ðxNÞ¼yðrÞN ; r2f0;1;2;3;4g:
8><>: ð3:3ÞFor brevity we set
ak :¼ ykþ1  yk  hy0k  h
2
2
y00k  h
3
6
y
ð3Þ
k  h
4
24
y
ð4Þ
k ;
bk :¼ y0kþ1  y0k  hy00k  h
2
2
y
ð3Þ
k  h
3
6
y
ð4Þ
k ;
ck :¼ y00kþ1  y00k  hyð3Þk  h
2
2
y
ð4Þ
k ;
dk :¼ yð3Þkþ1  yð3Þk  hyð4Þk ;
sk :¼ yð4Þkþ1  yð4Þk ; 1 6 k 6 N 1:
8>>>>><>>>>:
Now we follow the steps of the procedure
Step 1: Establishing the system of equations for
k= N  1.We establish the system of equations
for bSN1ðxÞ, in (3.2) and use the spline conditions
in (3.3) which gives
aN1¼h aN1;1y0N1
 þh3
6
aN1;3y000N1
 þX7
r¼5
hr
r!
aN1;r;
bN1¼ aN1;1y0N1
 þh2
2
aN1;3y000N1
 þX7
r¼5
hr1
ðr1Þ!aN1;r;
cN1¼h aN1;3y000N1
 þX7
r¼5
hr2
ðr2Þ!aN1;r;
dN1¼ aN1;3y000N1
 þX7
r¼5
hr3
ðr3Þ!aN1;r;
sN1¼
X7
r¼5
hr4
ðr4Þ!aN1;r:
Step 2: Solving the systems of equations.We solve these
equations for unknown in below
aN1;1  y0N1
  ¼ 399
184h
aN1  215
184
bN1 þ
89h
368
cN1
 7h
2
368
dN1  h
3
5520
sN1; ð3:4Þ
aN1;3  yð3ÞN1
 
¼  1155
92h3
aN1 þ 1155
92h2
bN1 
645
184h
cN1
þ 59
184
dN1 þ h
184
sN1; ð3:5Þ
aN1;5 ¼ 2835
23h5
aN1  2385
23h4
bN1 þ
2085
46h3
cN1 
195
46h2
dN1
 15
46h
sN1; ð3:6Þ
aN1;6 ¼ 5040
23h6
aN1  5040
23h5
bN1 þ
2160
23h4
cN1 
480
23h3
dN1
þ 48
23h2
sN1; ð3:7Þ
aN1;7 ¼  47250
23h7
aN1 þ 47250
23h6
bN1 
19215
23h5
cN1
þ 3465
23h4
dN1  105
23h3
sN1: ð3:8Þ
Step 3: Establishing the system of equations for
1 6 k 6 N  2.Now we determine coefﬁcients ofbSkðxÞ for 1 6 k 6 N  2 establishing the system of
equations for bSkðxÞ in (3.2) and using the spline’s
conditions in (3.3) it gives
;Generalized (0,m1,m2, . . . ,ml) interpolation and extrapolation based on splines 245ak¼hðak;1y0kÞþ
h3
6
ak;3y000k
 þX7
r¼5
hr
r!
ak;r;
bk¼ ak;1y0k
  akþ1;1y0kþ1 þh22 ak;3y000k þX7
r¼5
hr1
ðr1Þ!ak;r;
ck¼h ak;3y000k
 þX7
r¼5
hr2
ðr2Þ!ak;r;
dk¼ ak;3y000k
  akþ1;3y000kþ1 þX7
r¼5
hr3
ðr3Þ!ak;r;
sk¼
X7
r¼5
hr4
ðr4Þ!ak;r:
Step 4: Solving the systems of equations in the ﬁrst part of
step 3.By solving the equations, for 1 6 k 6 N  2,
we have
ak;5¼630
h5
ak30
h3
ck
3
4h
sk630
h4
ak;1y0k
 75
h2
ak;3y000k
 
; ð3:9Þ
ak;6¼4410
h6
akþ270
h4
ck
33
4h2
skþ4410
h5
ak;1y0k
 þ465
h3
ak;3y000k
 
; ð3:10Þ
ak;7¼9450
h7
ak630
h5
ckþ
105
4h3
sk9450
h6
ak;1y0k
 945
h4
ak;3y000k
 
; ð3:11Þ
Step 5: Solving the systems of equations in part two Substi-
tuting the above values in equations bk and dk, for
1 6 k 6 N  2, we get
 13
8
ak;1  y0k
  akþ1;1  y0kþ1  h216 ak;3  y000k 
¼ bk 
21
8h
ak  h
8
ck þ
61h3
960
sk; ð3:12Þ
13
8
ak;3  y000k
  akþ1;3  y000kþ1 þ 105
4h2
ak;1  y0k
 
¼ dk þ 105
4h3
ak  15
4h
ck 
21h
32
sk: ð3:13Þ
Now, we use aN1,1 and aN1,3 that we have already calcu-
lated for bSN1ðxÞ. So all unknowns in this procedure will be
obtained.
The coefﬁcient matrix of the system of Eqs. (3.4), (3.5),
(3.12) and (3.13) in the unknowns ak;1  y0k
 
and
ak;3  yð3Þk
 
; k ¼ 1; 2; . . . ;N 1, is non-singular matrix and
hence the coefﬁcient ak,1 and ak,3,k= 1,2, . . . ,N  1, are un-
iquely determined, and so are, therefore, the coefﬁcient ak,5,
ak,6 and ak,7.
So, we can summarize the above steps in the following the-
orem for generalized (0,2,4) Birkhoff interpolation problems
which is the generalized form of the theorem appears in [1].
Theorem 2. For a uniform partition of the interval [a,b] called
D there exist exactly a unique spline function bSDðxÞ 2 S47ðDÞ,
which is a solution of Generalized (0,2,4) Birkhoff interpolation
problems.
We apply Generalized (0,2,4) Birkhoff interpolation prob-
lems for the functions esin(x) and sin(x2). Now, we introduce
ek;p ¼ ak;p  yðpÞk
  (The absolute error) for the nodes xk which
subdivided of interval [a,b]. By using above notation, we can
obtain a special table and Figs. 1–3 for ek,p according to sub-
divided of [a,b] for these functions. Also, each ﬁgure combineof two parts. One part for the error function of esin(x) and an-
other for the error function sin(x2). The aim of this work is
comparison between the error function in subdivided of inter-
val [a,b] for these functions. Then we have
N f(x) (a,b) e1,1 e3,1 e2,1 e2,3 e3,1 e3,3
4 esin(x) (1,1) 0.05727 1.23773 0.08577 1.94369 0.00050 0.03145
5 esin(x) (1,1) 0.00207 0.04978 0.00179 0.06814 0.01915 0.64885
6 esin(x) (1,1) 0.00318 0.00698 0.00321 0.39299 0.00837 0.35037
4 sin(x2) (1,1) 0.33984 8.36754 0.02353 1.26784 0.00306 0.18672
5 sin(x2) (1,1) 0.14284 5.41264 0.21185 7.50702 0.11485 4.74603
6 sin(x2) (1,1) 0.01848 1.40147 0.00440 1.05085 0.06574 4.00122N f(x) (a,b) e4,1 e4,3 e5,1 e5,3
4 esin(x) (1,1) – – – –
5 esin(x) (1,1) 0.00015 0.01833 – –
6 esin(x) (1,1) 0.00210 0.03231 0.00005 0.01011
4 sin(x2) (1,1) – – – –
5 sin(x2) (1,1) 0.00039 0.04281 – –
6 sin(x2) (1,1) 0.06682 3.94852 0.00002 0.002784. Error analysis
In this section, the error analysis will be considered to estimate
the accuracy of the generalize Birkhoff interpolation and
extrapolation. It should be noted that the degrees for spline
functions bSkðxÞ for 1 6 k 6 N  1 are ml + 1+ r+ j and
these polynomials have derivatives of order ml. We consider
the error estimation in the same manner analyzed in Dubeau
[9]. We use the following notations to state the theorem. So,
we have xt = a+ th, for a function f deﬁned on R, we let
ft ¼ fðxtÞ; t 2 R and we introduce uniform partition
pah ¼ aþ Zh of mesh size h of the real line R. In this paper
we set k= ml + r+ j+ 1.
Using the polynomials
pnðt; zÞ ¼
Xn
i¼0
Qnðnþ t iÞzi;
for t 2 [0,1] and z 2 R, where Qn is the B  spline of degree n
deﬁned on p01.
Let us consider the following function spaces
L1locðRÞ ¼ f : R! R :
Z b
a
jfðxÞjdx < 1; all interval½a; b  R
 
and
ACnþ1loc ¼ f2CnðRÞj
iÞ fðnþ1Þ 2L1locðRÞ;
iiÞ for all ½a;bR;fðnÞðxÞjba¼
R b
a
fðnþ1ÞðxÞdx
( )
:
So, we have the following theorem
Theorem 3. If fðkþ1ÞðxÞ 2 L1ðRÞ and s be k  degree, spline and
e = f  s for any r 2 Z; u 2 ½0; 1 we have
jekrþuj 6 Ckkðu; vÞhkþ1kkfðkþ1Þk1;
kekk1 6 CkkðvÞhkþ1kkfðkþ1Þk1;
for k= 0,1, . . . ,k, where
Fig. 1 The error functions for esin(x) and sin(x2) with N= 4 (ﬁrst partition).
Fig. 2 The error functions for esin(x) and sin(x2) with N= 4 (second partition).
Fig. 3 The error functions for esin(x) and sin(x2) with N= 4 (third partition).
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1
jpkðv;1Þj
Z kþ1
0
jKkkðu; v; hÞj
k!
dh;
CkkðvÞ ¼ supu2½0;1Ckkðu; vÞ;
that Kkkðu; v; hÞ is a consequence of the Peano kernel theorem
[10]. We can show that C0kðu; vÞ and C0kðvÞ are the best con-
stants for Ckkðu; vÞ and CkkðvÞ [9].5. Conclusion
We introduced some explicit formulas for the generalized case
of (0,m1,m2, . . . ,ml) Birkhoff interpolation and extrapolation
via splines. These formulas are based on the solutions of sys-
tem of equations obtained in ﬁve steps explained in the proce-
dure. This system of equations are also based on a matrix of
information. The columns of the matrix include the informa-
tion of unknown function and derivatives of a given order in
some given nodes. Some arbitrary orders of derivatives except
the last row in the matrix information may be missing at least
in some of nodes and may be not in successive orders. So, a
generalized form of Birkhoff interpolation presented by
authors that did not need to have all orders of derivatives ex-
cept the last row. The extrapolation is included in the results,
too. The results in [4–7] can be deduced as a special cases.
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