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Abstract
This paper investigates the central limit theorem for linear spectral statistics of
high dimensional sample covariance matrices of the form Bn = n
−1∑n
j=1Qxjx
∗
jQ
∗
whereQ is a nonrandom matrix of dimension p×k, and {xj} is a sequence of indepen-
dent k-dimensional random vector with independent entries, under the assumption
that p/n→ y > 0. A key novelty here is that the dimension k ≥ p can be arbitrary,
possibly infinity. This new model of sample covariance matrices Bn covers most of
the known models as its special cases. For example, standard sample covariance ma-
trices are obtained with k = p and Q = T
1/2
n for some positive definite Hermitian
matrix Tn. Also with k =∞ our model covers the case of repeated linear processes
considered in recent high-dimensional time series literature. The CLT found in this
paper substantially generalizes the seminal CLT in Bai and Silverstein (2004). Appli-
cations of this new CLT are proposed for testing the structure of a high-dimensional
covariance matrix. The derived tests are then used to analyse a large fMRI data set
regarding its temporary correlation structure.
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1 Introduction
Sample covariance matrices are of central importance in multivariate and high-dimensional
data analysis. They have prominent applications in various big-data fields such as wireless
communication networks, social networks and signal processing, see for instance the re-
cent survey papers Couillet and Merouane (2013), Johnstone (2007) and Paul and Aue
(2014). Many statistical tools in these area depend on the so-called linear spectral statistics
(LSS) of a sample covariance matrix, say Bn of size p× p with eigenvalues {λi}pi=1, which
have the form p−1
∑p
i=1 f(λi) where f is a given function. Two main questions arise for
such LSS, namely (i) determining the point limit of a limiting spectral distribution (LSD),
say G, such that LSS converges to G(f) =
∫
f(x)dG(x) (in an appropriate sense and for a
wide family of functions f); and (ii) characterizing the fluctuations p−1
∑p
i=1 f(λi)−G(f)
in terms of an appropriate central limit theorem (CLT). Both questions have a long history
and continue to receive considerable attention in recent years. As for LSDs, the question
has been extensively studied in the literature starting from the classical work of Marcˇenko
and Pastur (1967), and contitued in Silverstein (1995) and Wachter (1980), and found
many recent developments (Bai and Zhou , 2008; Yao , 2012; Banna and Merleve`de , 2015,
among others.)
As for CLTs for linear spectral statistics, a CLT for (tr(Bn), · · · , tr(Bℓn)) is established
in Jonsson (1982) for a sequence of Wishart matrices {Bn} with Gaussian variables, where
ℓ is a fixed number, and the dimension p of the matrices grows proportionally to the sample
size n. By employing a general method based on Stieltjes transform, Bai and Silverstein
(2004) provides a CLT for LSS of large dimensional sample covariance matrices from a
general population, that is, not necessarily Gaussian along with an arbitrary population
covariance matrix. A distinguished feature of this CLT is that its centering term and lim-
iting means and covariance functions are all fully characterized. This celebrated paper has
been subsequently improved in several follow-up papers including Pan and Zhou (2008),
Pan (2012), Najim and Yao (2013) and Zheng, Bai and Yao (2015). These CLTs have
found successful applications in high-dimensional statistics by solving notably important
problems in parameter estimation or hypothesis testing with high-dimensional data. Exam-
ples include Bai et al. (2009), Wang and Yao (2013) and Liu et al. (2014) for hypothesis
testing on covariance matrix; Bai et al. (2013) for testing on regression coefficients, and
Jiang, Bai and Zheng (2013) for testing indepedence between two large sets of variables,
among others.
The aim of this paper is to establish a new CLT for a much extended class of sample
covariance matrices. This new development represents a novel and major extension of the
2
CLT of Bai and Silverstein (2004) and its recent follow-up version. Specifically, in this
paper, we consider samples {yj}1≤j≤n of the form yj = Qxj where
(M1) {xj = (x1j , . . . , xkj)T , 1 ≤ j ≤ n} is a sequence of independent k-dimensional random
vectors with independent standardized components xij , i.e. Exij = 0 and E|xij |2 = 1,
and the dimension k ≥ p, possibly k =∞ (for example, each xj is a white noise made
with an infinite sequence of standardized errors);
(M2) Q is a p× k matrix with arbitrary entries.
The sample covariance matrix in our setting is then given by
Bn = n
−1
n∑
j=1
yjy
∗
j = n
−1QXnX
∗
nQ
∗ , (1.1)
where Xn = (x1, . . . ,xn) is an k × n matrix (with independent entries) and ∗ stands
for the transpose and complex conjugate of matrices or vectors. In contrast, classical
sample covariance matrices as in Bai and Silverstein (2004) consider samples of the form
yj = C
1/2
n xj , where
(O1) {xj = (x1j , . . . , xpj)T , 1 ≤ j ≤ n} is a sequence of iid p-dimensional random vectors
with independent standardized components xij , i.e. Exij = 0 and E|xij|2 = 1.
(O2) C
1/2
n is a p× p positive definite Hermitian matrix.
The sample covariance matrix of interest thus takes form
Sn = n
−1
n∑
i=1
yjy
∗
j = n
−1C1/2n XnX
∗
nC
1/2
n , (1.2)
where Xn = (x1, . . . ,xn) is a p× n data matrix (with independent entries).
The main innovation in the model (1.1) is that the mixing matrix Q can have an
infinite number of columns, and this will allow to cover dependent samples. For example,
the repeated linear process {yij =
∑∞
t=−∞ btxi−t,j , i = 1, . . . , p, j = 1, . . . , n} is a special
case of (1.1) with
yj = Qxj =

· · · b1−p b2−p . . . b0 b1 b2 . . .
...
...
...
...
...
...
...
· · · b−1 b0 . . . bp−2 bp−1 bp . . .
· · · b0 b1 . . . bp−1 bp bp+1 . . .

︸ ︷︷ ︸
Q is p×∞ dimensional

...
xp,j
...
x1,j
...

︸ ︷︷ ︸
xj is ∞−dimensional
.
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Such data structure often arises in panel surveys or longitudinal studies, in which respon-
dents or subjects are interviewed/observed during a certain time period (see Wong and Miller
(1990); Wong, Miller and Shrestha (2001)). Moreover, if indeed k = p, then (1.2) of
Bai and Silverstein (2004) is a special case of our novel extension. In this case, although
the entries of p× p matrix Q are arbitrary and Q is not required to be Hermitian or pos-
itive definite, our setup is in fact strictly equivalent to Bai and Silverstein (2004) due to
the polar decomposition Q = UnT
1/2
n , in which Un is unitary and T
1/2
n is Hermitian and
nonnegative definite. Consequently, Bn = UnSnU
∗
n where Sn is equivalent to the sample
covariance matrix in (1.2) has been considered in Bai and Silverstein (2004). Therefore,
Bn and Sn have exactly the same spectrum of eigenvalues and their LSS are identical.
However, when k tends to infinity with a higher order than p, the new model in (1.1)
represents a non-trivial extension of the framework of Bai and Silverstein (2004).
We will derive the LSD of the sample covariance matrix Bn in (1.1) and the correspond-
ing CLT for its linear spectral statistics, thus extending both the results of Bai and Silverstein
(2004) and Silverstein (1995) into the new framework. As it will be seen below, establish-
ing these extensions requires several novel ideas and major techniques in order to tackle
with a mixing matrix Q that can be infinite and with arbitrary entries.
The rest of the paper is organized as follows. In Section 2, we derive the LSD of the
sample covariance matrix Bn under suitable conditions. In Section 3, we derive the CLT for
linear spectral statistics of Bn under some reinforced conditions. In Section 4, we present
two applications of these theoretical results. Section 5 collects the proofs for the main
theorems of the paper. Finally, some technical lemmas and auxiliary results used in the
proofs of Section 5 are postponed to the appendices.
2 LSD of the sample covariance matrix Bn
This section aims at the derivation of the LSD for the sample covariance matrix Bn in
(1.1) from sample yj’s of dependent data. Recall that the empirical spectral distribution
(ESD) of a p×p square matrix A is the probability measure FA = p−1∑pi=1 δλi , where the
λi’s are eigenvalues of A and δa denotes the Dirac mass at point a. For any probability
measure F on the real line, its Stieltjes transform is defined by
m(z) =
∫
1
t− z dF (x), z ∈ C
+ = {z ∈ C : ℑ(z) > 0},
where C denotes the complex plane and ℑ the imaginary part.
The assumptions needed for the derivation of the LSD of Bn are as follows.
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Assumption (a) Samples are {yj = Qxj , j = 1, . . . , n}, where Q is p × k, xj is k × 1,
xj = (x1j , . . . , xkj)
T , and the dimension k is arbitrary (possibly infinite). Moreover,
{xij , i = 1, . . . , k, j = 1, . . . , n} is a k×n array of independent random variables, not
necessarily identically distributed, with common moments
Exij = 0, E|x2ij| = 1,
and satisfying the following Lindeberg-type condition: for each η > 0,
1
pnη2
k∑
i=1
n∑
j=1
‖qi‖2E|x2ij |I
(
|xij| > η
√
n/‖qi‖
)
→ 0,
where ‖qi‖ is the Euclidean norm (k is finite) or the ℓ2 norm (k = ∞) of the i-th
column vector qi of Q.
Assumption (b) With probability one, the ESD Hn of the population covariance matrix
Tn = QQ
∗ converges weakly to a probability distribution H . Also the sequence
(Tn)n is bounded in spectral norm.
Assumption (c) Both p and n tend to infinity such that yn = p/n→ y > 0 as n→∞.
The Lindeberg-type condition in Assumption (a) is a classical moment condition of
second order. It is automatically satisfied if the entries {xij} are identically distributed.
This condition is here used to tackle with possibly non identically distributed entries and
ensures a suitable truncation of the variables. Assumption (b) is also a standard con-
dition on the convergence of the population spectral distribution and requires the weak
convergence of the ESD of the population covairance matrix. Assumption (c) defines the
asymptotic regime following the seminal work of Marcˇenko and Pastur (1967).
As the first main result of the paper, we derive the LSD of Bn.
Theorem 2.1. Under Assumptions (a), (b) and (c), almost surely the ESD FBn of
Bn weakly converges to a non-random LSD F
y,H . Moreover, the LSD F y,H is determined
through its Stieltjes transformm(z), which is the unique solution to the following Marcˇenko-
Pastur equation
m(z) =
∫
1
t[1 − y − yzm(z)]− z dH(t) , (2.1)
on the set {m(z) ∈ C : −(1 − y)/z + ym(z) ∈ C+}.
Theorem 2.1 has several important implications. The LSD F y,H is exactly the gen-
eralized Marcˇenko-Pastur distribution with parameters (y,H) as described in Silverstein
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(1995). The key novelty of Theorem 2.1 consists of an extension of this LSD into a much
more general setting on matrix entries as defined in Assumptions (a)-(b). Therefore,
Theorem 2.1 includes many existing results related to LSDs of sample covariance matri-
ces from dependent data as special cases, e.g. Bai and Zhou (2008); Jin et al. (2014);
Jin, Wang and Miao (2009); Wang, Jin and Miao (2011); Yao (2012). To the best of our
knowledge, although the model considered in Bai and Zhou (2008) is more general than
that in this paper, it relies on a strong quadratic form condition, which can be hardly
verified in many applications.
Further developments on this LSD rely on an equivalent representation of the Marcˇenko-
Pastur law. Namely, define the companion LSD of Bn as
F y,H = (1− y)δ0 + yF y,H.
It is readily checked that F y,H is the LSD of the companion sample covariance matrix
Bn = n
−1X∗nQ
∗QXn (which is n × n), and its Stieltjes transform m(z) satisfies the so-
called Silverstein equation
z = − 1
m(z)
+ y
∫
t
1 + tm(z)
dH(t), m(z) = −1 − y
z
+ ym(z). (2.2)
The advantage of this equation is that it indeed defines the inverse function of the Stieltjes
transformm(z). This equation is the key to numerical evaluation of the Stieltjes transform,
or the underlying density function of the LSD. Moreover, many analytical properties on
LSD can be inferred from this equation (see Silverstein and Choi (1995)).
We consider an example to elaborate more on Theorem 2.1.
Example 2.1. Assume that for each 1 ≤ j ≤ n, {yij}i is an ARMA(1,1) process of the
form
yij = φyi−1,j + θεi−1,j + εij,
where {εij} is an array of independently and identically distributed random variables with
mean zero and variance 1. The condition |φ| ∨ |θ| < 1 is assumed for causality and in-
vertibility of this ARMA(1, 1) process. From (2.1) or (2.2), it follows that the Stieltjes
transform m(z) of the LSD F y,H satisfies the following equation
z = − 1
m(z)
+
θ
yθm(z)− φ −
(φ+ θ)(1 + φθ)
(yθm(z)− φ)2
ǫ(α)√
α2 − 4
with
α =
ym(z)(1 + θ2) + 1 + φ2
yθm(z)− φ and ǫ(α) = sgn(ℑ(α)).
6
In the case of an AR(1) process (θ = 0), we have
z = − 1
m(z)
+
1√
[ym(z) + 1 + φ2]2 − 4φ2 .
Similarly, in the case of a MA(1) processs (φ = 0), we have
z = − 1
m(z)
+
1
ym(z)
+
1
y2m2(z)
1√{[ym(z)]−1 + 1 + θ2}2 − 4θ2
(see Jin, Wang and Miao (2009), Wang, Jin and Miao (2011) and Yao (2012)).
Remark 1. In general, we cannot find a closed-form formula for the Stieltjes transform
m(z) (or m(z)). One has to rely on numerical evaluation using the Silverstein equation
(2.2). Notice that the values of m(z) at points z = x + iε with small positive ε provides
an approximation to the value of the density of the LSD at x by the inversion formula.
For details on these numerical algorithms, we refer to Dobriban (2015). By (2.2) and
Silverstein and Choi (1995), we obtain m(z) and the limiting density f y,H of F y,H , which
satisfies f y,H(x) = (yπ)−1 lim
z→x+0i
ℑ(m(z)).
Remark 2. If Tn = QQ
∗ is the identity matrix Ip, then H = δ1 and we have by (2.2),
z = − 1
m(z)
+
y
1 +m(z)
.
That is,
m(z) =
−(z + 1− y) +
√
(z − 1− y)2 − 4y
2z
and the LSD F y,H of Bn is the Marcˇenko-Pastur law with the density function
f y,H = (2πyx)−1
√
[(1 +
√
y)2 − x][x− (1−√y)2] (2.3)
and has a point mass 1− 1/y at the origin if y > 1.
3 CLT for linear spectral statistics of the sample co-
variance matrix Bn
In this section, we establish the corresponding CLT for LSS of the sample covariance
matrix Bn in (1.1) under approriate conditions. This CLT constitutes the second main
contribution of this paper. We first introduce the assumptions needed for this CLT.
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Assumption (d) The variables {xij , i = 1, . . . , k, j = 1, . . . , n} are independent, with
common moments
Exij = 0, E|x2ij | = 1, βx = E|x4ij| − |Ex2ij |2 − 2, and αx = |Ex2ij |2,
and satisfying the following Lindeberg-type condition: for each η > 0
1
pnη6
k∑
i=1
n∑
j=1
‖qi‖2E|x4ij |I
(
|xij| > η
√
n/‖qi‖
)
→ 0. (3.1)
Assumption (e) Either αx = 0, or the mixing matrix Q is real (with arbitrary αx).
Assumption (f) Either βx = 0, or the mixing matrix Q is such that diagonal Q
∗Q (with
arbitrary βx).
Remark 3. Assumption (d) is stronger than Assumption (a) in Section 2 since Assump-
tion (d) assumes the Lindeberg-type condition on the fourth order moments (instead of
the previous moments of second order). Assumption (e) means that if variables xijs’
are complex-valued, E(x2ij) = 0 should hold which is the Gaussian-like second moment
in Bai and Silverstein (2004). However, if the other real Q condition is imposed, then
the Gaussian-like second moment can be removed (αx 6= 0). If αx 6= 0 and Q is not real,
then the CLT for LSS of Bn may not hold. Such counterexample for the case of k = p
can be found in Zheng, Bai and Yao (2015). As for Assumption (f), if the population is
Gaussian, then βx = 0 is the Gaussian-like fourth moment. If we impose the condition
that the matrix Q∗Q is real and diagonal, then the Gaussian-like fourth moment condition
can be removed. Again if βx 6= 0 and Q∗Q is not diagonal, the CLT may not hold. Such
counterexamples with k = p can be found in Zheng, Bai and Yao (2015).
Theorem 3.1. Under Assumptions (b)-(f), let f1, . . . , fL be L functions analytic on a
complex domain containing
[I(0<y<1)(1−√y)2 lim inf
n
λTnmin, (1 +
√
y)2 lim sup
n
λTnmax] (3.2)
with Tn = QQ
∗, and λTnmin and λ
Tn
max denoting its smallest and the largest eigenvalue,
respectively. Consider the random vector (Xp(f1), . . . , Xp(fL)) with
Xp(fℓ) =
p∑
j=1
fℓ(λj)− pF yn,Hn(fℓ), ℓ = 1, . . . , L, (3.3)
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in which F yn,Hn(fℓ) =
∫
fℓ(x)f
yn,Hn(x)dx and {λj}pj=1 are the sample eigenvalues of Bn.
Then, the random vector (Xp(f1), . . . , Xp(fL)) converges to a L-dimensional Gaussian ran-
dom vector (Xf1, . . . , XfL) with mean function
EXfℓ = −
1
2πi
∮
C
fℓ(z)
αxy
∫ m3(z)t2
(1+tm(z))3
dH(t)(
1− y ∫ m2(z)t2
(1+tm(z))2
dH(t)
)(
1− αxy
∫ m2(z)t2
(1+tm(z))2
dH(t)
)dz
− βx
2πi
∮
C
fℓ(z)
y
∫ m3(z)t2
(m(z)t+1)3
dH(t)
1 − y ∫ m2(z)t2dH(t)
(1+tm(z))2
dz,
and variance-covariance function
Cov(Xfℓ′ , Xfℓ)
= − 1
4π2
∮
C1
∮
C2
fℓ′(z1)fℓ(z2)
(m(z1)−m(z2))2
∂m(z1)
∂z1
∂m(z2)
∂z2
dz1dz2
−yβx
4π2
∮
C1
∮
C2
fℓ′(z1)fℓ(z2)
[∫
t
(m(z1)t+ 1)2
t
(m(z2)t+ 1)2
dH(t)
]
∂m(z1)
∂z1
∂m(z2)
∂z2
dz1dz2
+
1
4π2
∮
C1
∮
C2
fℓ′(z1)fℓ(z2)
[
∂2
∂z1∂z2
log(1− a(z1, z2))
]
dz1dz2, (3.4)
where C, C1 and C2 are closed contours in the complex plane enclosing the support of the
LSD F y,H , and C1 and C2 are non-overlapping. Moreover, a(z1, z2) is given by
a(z1, z2) = αx
(
1 +
m(z1)m(z2)(z1 − z2)
m(z2)−m(z1)
)
.
Remark 4. Theorem 3.1 gives the explicit form for the mean and covariance functions
of Xfℓ expressed by contour integrals. For some specific function fℓ and Q, the mean and
covariance functions of Xfℓ can be explicitly obtained. Even if the mean and covariance
functions of Xfℓ have no explicit forms, numerical methods can be used since the integrals
are at most two-dimensional. If the population is Gaussian, then βx = 0 and the corre-
sponding terms in both the limiting mean and covariance functions vanish. If the population
is real, then we have αx = 1 and
∂2 log(1− a(z1, z2))
∂z1∂z2
=
−1
(m(z1)−m(z2))2
∂m(z1)
∂z1
∂m(z2)
∂z2
.
Notice that the limiting mean and covariance functions of {Xfℓ} depend on the LSD H of
QQ∗ and y only. In many applications, the ESD Hn of QQ∗ and the ratio yn = p/n can
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be used to replace the LSD H and the limit y. But it is worthwhile to mention that when
Bn is the centered sample covariance matrix Bn = (n − 1)−1
∑n
i=1(yi − y¯)(yi − y¯)T with
y¯ = n−1
∑n
i=1 yi, yn in (3.3) should be replaced by yn−1. For example, yi ∼ N(0p, Ip), then
the Wishart matrices n−1
∑n
i=1 yiy
T
i and (n− 1)−1
∑n
i=1(yi − y¯)(yi − y¯)T have degrees of
freedoms n and n− 1, respectively.
For practical use, by Theorem 3.1 and Remark 2, we will give three corollaries that are
useful for computing the variance and covariance of the limiting distribution.
Corollary 3.1. Under the conditions of Theorem 3.1 and if the population is real, then
the random vector (Xp(f1), . . . , Xp(fL)) converges to an L-dimensional Gaussian random
vector (Xf1, . . . , XfL) with mean function
EXfℓ = −
1
2πi
∮
C
fℓ(z)
y
∫ m3(z)t2
(1+tm(z))3
dH(t)(
1− y ∫ m2(z)t2
(1+tm(z))2
dH(t)
)2dz − βx2πi
∮
C
fℓ(z)
y
∫ m3(z)t2
(m(z)t+1)3
dH(t)
1 − y ∫ m2(z)t2dH(t)
(1+tm(z))2
dz,
and variance-covariance function
Cov(Xfℓ′ , Xfℓ)
= − 1
2π2
∮
C1
∮
C2
fℓ′(z1)fℓ(z2)
(m(z1)−m(z2))2
∂m(z1)
∂z1
∂m(z2)
∂z2
dz1dz2
−yβx
4π2
∮
C1
∮
C2
fℓ′(z1)fℓ(z2)
[∫
t
(m(z1)t+ 1)2
t
(m(z2)t+ 1)2
dH(t)
]
∂m(z1)
∂z1
∂m(z2)
∂z2
dz1dz2,
where C, C1 and C2 are closed contours in the complex plane enclosing the support of the
LSD F y,H , and C1 and C2 are non-overlapping.
Corollary 3.2. Under the assumptions of Theorem 3.1, if the population is real and Hn =
δ1, then we have
F y,Hn(fℓ) =
∫ (1+√y)2
(1−√y)2
fℓ(x)
2πyx
√
[(1 +
√
y)2 − x][x− (1−√y)2]dx+(1−1/y)sgn(y > 1)fℓ(0),
EXfℓ =
fℓ
(
(1−√y)2)+ fℓ ((1 +√y)2)
4
− 1
2π
∫ (1+√y)2
(1−√y)2
fℓ(x)√
4y − (x− 1− y)2dx
− βx
2πi
∮
C
fℓ(z)
ym3(z)(m(z) + 1)−3
1 − ym2(z)(1 +m(z))−2dz,
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and
Cov(Xfℓ′ , Xfℓ) = −
1
2π2
∮
C1
∮
C2
fℓ′(z1)fℓ(z2)
(m(z1)−m(z2))2
∂m(z1)
∂z1
∂m(z2)
∂z2
dz1dz2
−yβx
4π2
∮
C
fℓ′(z1)
(m(z1) + 1)2
∂m(z1)
∂z1
dz1
∮
C
fℓ(z2)
(m(z2) + 1)2
∂m(z2)
∂z2
dz2,
where C, C1 and C2 are closed contours in the complex plane enclosing the support [(1 −√
y)2, (1 +
√
y)2] of the LSD F y,H , C1 and C2 are non-overlapping, and z = −m−1(z) +
y(1 +m(z))−1.
If the real samples {yi, i = 1, . . . , n} are transformed as {(QQ∗)−1/2yi, i = 1, . . . , n},
then the population covariance matrix of (QQ∗)−1/2yi is the identity matrix Ip. Then
Hn = δ1. By Corollary 3.2 and Remark 4, we give below a corollary useful for high-
dimensional statistical inference.
Corollary 3.3. Under the assumptions of Theorem 3.1, if the population is such that
Hn = δ1, then we have{
tr[(QQ∗)−1Bn]− p, . . . , tr[(QQ∗)−1Bn]L − pF (L)(yn)
}T → N(µ,Σ)
where Bn = n
−1∑n
i=1(yi − Eyi)(yi − Eyi)T , µ = (µ1, . . . , µL)T and Σ = (σℓℓ′)Lℓ,ℓ′=1.
Moreover, if Bn = (n−1)−1
∑n
i=1(yi− y¯)(yi− y¯)T with the sample mean y¯ = n−1
∑n
i=1 yi,
then we have{
tr[(QQ∗)−1Bn]− p, . . . , tr[(QQ∗)−1Bn]L − pF (L)(yn−1)
}T → N(µ,Σ).
Here,
F (ℓ)(y) =
∫ (1+√y)2
(1−√y)2
xℓ−1
2πy
√
[(1 +
√
y)2 − x][x− (1−√y)2]dx, ℓ = 1, . . . , L,
µℓ =
(1−√y)2ℓ + (1 +√y)2ℓ
4
− 1
2
ℓ∑
ℓ1=0
(
ℓ
ℓ1
)2
yℓ
+βxsgn(ℓ ≥ 2)
ℓ∑
ℓ2=2
(
ℓ
ℓ2 − 2
)(
ℓ
ℓ2
)
yℓ+1−ℓ2, ℓ = 1, . . . , L,
and
σℓℓ′ =
11
2yℓ+ℓ
′
ℓ−1∑
ℓ1=0
ℓ′∑
ℓ2=0
(
ℓ
ℓ1
)(
ℓ′
ℓ2
)(
1− y
y
)ℓ1+ℓ2 ℓ−ℓ1∑
ℓ3=0
ℓ3
(
2ℓ− 1− ℓ1 − ℓ3
ℓ− 1
)(
2ℓ′ − 1− ℓ2 + ℓ3
ℓ′ − 1
)
+yβx
ℓ∑
ℓ3=1
(
ℓ
ℓ3 − 1
)(
ℓ
ℓ3
)
yℓ−ℓ3
ℓ′∑
ℓ3=1
(
ℓ′
ℓ3 − 1
)(
ℓ′
ℓ3
)
yℓ
′−ℓ3 , ℓ, ℓ′ = 1, . . . , L.
In practice, y may be replaced by yn−1. Corollary 3.3 can be used for many high
dimensional testing problems and its proof is given in the appendix.
4 Applications
In this section, we propose two applications of Theorem 3.1. The first application is about
testing the structure of a high-dimensional covariance matrix. The second application
applies such structure testing to the analysis of a large fMRI dataset.
4.1 Testing high dimensional covariance structure
Testing the structure of high dimensional covariance matrices is a fundamental problem
in multivariate and high-dimensional data analysis (Srivastava , 2005; Bai et al. , 2009;
Chen, Zhang and Zhong , 2010; Wang and Yao , 2013). Most of this literature consider
samples of the form yi = Qxi where the dimension k of the xi’s is finite. When k =∞ as
for time series observations, these existing results are not applicable anymore for structure
testing on high dimensional covariance matrices.
We consider two testing problems on high dimensional covariance structure. Let Σ0 be
a given covariance matrix. The first testing problem is given by
H01 : QQ
∗ = Σ0. (4.1)
We consider tr(Σ
−1/2
0 BnΣ
−1/2
0 − Ip)2 as our test statistic, where Bn = (n− 1)−1
∑n
i=1(yi−
y¯)(yi − y¯)T . Because Σ−1/20 QQ∗Σ−1/20 = Ip under H01, Hn = δ1 (Dirac mass at 1).
Therefore, it follows from Corollary 3.3 and the delta method that we have under H01
1
2
{tr(Σ−10 Bn − Ip)2 − pyn−1 − (βx + 1)yn−1}/
√
y2n−1 + (βx + 2)y
3
n−1 =⇒ N(0, 1). (4.2)
The second testing problem we consider is about the hypothesis
H02 : QQ
∗ = σ2Σ0. (4.3)
12
When Σ0 = Ip, this reduces to the well known sphericity test (Wang and Yao , 2013). We
consider tr{Σ−1/20 BnΣ−1/20 /[p−1tr(Σ−10 Bn)] − Ip}2 as our test statistic. Since σ−2Σ−1/20 Q
Q∗Σ−1/20 = Ip under H02, again Hn = δ1. By Corollary 3.3 and the delta method, we have
under H02,
1
2
{tr[Σ−10 Bn/(p−1tr(Σ−10 Bn))− Ip]2 − pyn−1 − (βx + 1)yn−1}/yn−1 =⇒ N(0, 1). (4.4)
Simulation experiments are done to evaluate the finite sample performance of our test
for the null H02. The test size is set at 5% and empirical sizes and powers are obtained
using 5000 independent replications. We draw yi according to the AR(2) model yti =
φ1yt−1,i + φ2yt−2,i + eti, where the eti’s are i.i.d. as N(0, σ2). We set n ∈ {100, 200, 300}
and p ∈ {50, 100, 200, 500, 1000}. Empirical sizes are evaluated for φ1 ∈ {0.3, 0.6}, φ2 ∈
{0.2, 0.3}, and Σ0 = {γ|i−j|}pi,j=1 with γ0 = 1, γ1 = φ1/(1 − φ2) and γℓ = φ1γℓ−1 + φ2γℓ−2
for ℓ ≥ 2. They are given in Table 1. To evaluate empirical powers, the null hypothesis has
φ1 = φ2 = 0.18 and the alternative hypothesis has φ1 ∈ {0.3, 0.35} and φ2 ∈ {0.2, 0.25}.
Table 2 presents these empirical powers. Both tables show a very satisfactory finite-sample
performance of the proposed test.
Table 1: Empirical test sizes for H02 (in percentage)
φ1 = 0.3 φ1 = 0.6
φ2 n p =50 100 200 500 1000 p=50 100 200 500 1000
0.2 100 5.36 5.38 5.38 5.32 5.54 5.12 5.36 5.92 5.46 4.94
200 5.12 5.46 5.22 5.22 5.80 5.76 5.34 5.32 5.14 4.76
300 5.12 4.82 5.10 5.50 4.90 5.44 5.22 5.36 5.52 5.10
0.3 100 5.72 5.28 5.60 5.22 5.90 4.90 5.76 5.42 5.06 5.28
200 4.60 5.12 5.28 5.02 5.16 5.52 5.68 5.48 5.18 5.20
300 5.04 5.56 5.30 5.24 4.88 5.54 5.64 5.48 5.50 5.56
4.2 Application to a fMRI dataset
We apply the proposed method to a structure testing problem for the resting-state fMRI
data from the ADHD-200 sample. The whole data was collected from eight sites of the
ADHD-200 consortium. We focus on the data from New York University (NYU) with the
largest number of subjects. Among them, we used the 1000 ROI extracted time courses
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Table 2: Empirical powers for H02 (in percentage)
φ1 = 0.3 φ1 = 0.35
φ2 n p =50 100 200 500 p=50 100 200 500
0.2 100 59.00 61.24 62.80 64.50 98.54 99.36 99.54 100.00
200 97.98 98.90 99.28 100.00 100.00 100.00 100.00 100.00
300 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
0.25 100 94.46 97.18 97.46 98.3 100.00 100.00 100.00 100.00
200 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
300 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
preprocessed by the Neuroimaging Analysis Kit (NIAK) (Ahn , 2015). The data set con-
sists of 70 subjects (n = 70), each of which contains 924 Regions Of Interest (ROIs).
Moreover, each ROI contains a time series with 172 time points. At a given ROI, the fMRI
observations for the ith subject are treated as yi, a time series of length p = 172.
The question of interest here is to test whether the standard autoregressive assump-
tion (e.g., AR(1) or AR(2)) is valid for the processed fMRI time series across all ROIs
(Lindqusit , 2008). Applying results derived in the previous section, we first test the
AR(1) structure with the hypothesis
H0 : The time series in a specific ROI is an AR(1) process. (4.5)
Let φ be the coefficient of the AR(1) process and Σφ = (φ
|i−j|)pi,j=1. The auto-covariance
matrix of the AR(1) process is given by QQ∗ = σ2Σφ and then we have Cov(Σ
−1/2
φ yi) =
σ2Ip, where σ
2 is the variance. Testing the AR(1) assumption of a given ROI is equivalent
to testing the sphericity covariance structure of such ROI. Similar to the arguments of
Section 4.1, we can show that (4.4) still holds here. We detail results for ROI 200 and 500.
Since φ takes values in the interval (−1, 1), we set φ be −1+0.001,−1+0.002, . . . , 1−0.001
and calculated the P-values of the test (4.5) in Figure 1. It indicates that both sets of P-
values are much smaller than 5%, which yields the rejection of the proposed AR(1) structure
in both ROIs.
Next we test the AR(2) hypothesis
H0 : The time series in a given ROI is an AR(2) process. (4.6)
Let φ1 and φ2 be the auto-regressive coefficients of the AR(2) model. Then, the auto-
covariance matrix of the AR(2) model is equal to QQ∗ = σ2Σφ1,φ2 , where Σφ1,φ2 =
14
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Figure 1: P-values of both ROI 200 and 500 for the testing problem (4.5).
(γ|i−j|)
p
i,j=1 with γ0 = 1, γ1 = φ1/(1 − φ2), and γℓ = φ1γℓ−1 + φ2γℓ−2 for ℓ ≥ 2 satisfy-
ing φ21 + φ
2
2 < 1 and φ2 + |φ1| < 1. Then, we have Cov(Σ−1/2φ1,φ2yi) = σ2Ip. For a specific
ROI, testing the AR(2) assumption is again equivalent to testing the sphericity covariance
structure; in particular (4.4) still holds here. Similar to the previous test, we calculated
the P-values of our test statistic for every φ1, φ2 ∈ {−1 + 0.001,−1+ 0.002, . . . , 1− 0.001}
satisfying φ21 + φ
2
2 < 1 and φ2 + |φ1| < 1 for ROI 200 and 500. As a result, these P-values
from both ROI 200 and 500 are much smaller than the nominal level 5% so that the pro-
posed AR(2) structure is clearly rejected. In summary, neither of the AR(1) and AR(2)
structures is suitable for the resting-state fMRI data considered here.
5 Proofs of the main theorems
5.1 Proof of Theorem 2.1
5.1.1 Case where Q has an infinite number of columns
Consider a sequence of {kp} that satisfies p−1
∑p
i=1
∑∞
ℓ=kp+1
|q2iℓ| = o(p−2). For simplicity,
we write k for kp. If Q is a p×∞ dimensional matrix, then we truncate Q as Q = (Q̂, Q˜)
where Q̂ is a p× k dimensional matrix and Q˜ = (qij) is a p×∞ dimensional matrix with
i = 1, . . . , p, j = k+1, . . . ,∞. Similarly, truncate Xn as Xn = (X̂n, X˜n) where X̂n is k×n
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dimensional and X˜n is ∞× n dimensional. Then we have
L4(F n
−1QXnX
∗
nQ
∗
, F n
−1Q̂X̂nX̂
∗
nQ̂
∗
) ≤ 2p−2n−2tr(QXnX∗nQ∗ + Q̂X̂nX̂∗nQ̂∗)trQ˜X˜nX˜∗nQ˜∗
where L(, ) is the Levy distance, F n
−1QXnX
∗
nQ
∗
is the ESD of n−1QXnX∗nQ
∗ and F n
−1Q̂X̂nX̂
∗
nQ̂
∗
is the ESD of n−1Q̂X̂nX̂∗nQ̂
∗. We have
1
pn
tr(Q˜X˜nX˜
∗
nQ˜
∗) =
1
pn
p∑
i=1
n∑
j=1
∣∣∣∣∣
∞∑
ℓ=k+1
qiℓxℓj
∣∣∣∣∣
2
=
1
pn
p∑
i=1
n∑
j=1
∞∑
ℓ=k+1
|q2iℓ||x2ℓj|+
1
pn
p∑
i=1
n∑
j=1
∑
k1 6=k2
qik1 q¯ik2xk1,jx¯k2,j.
Note that
E
(
1
pn
p∑
i=1
n∑
j=1
∞∑
ℓ=k+1
|q2ik||x2ℓj|
)
=
1
p
p∑
i=1
∞∑
ℓ=k+1
|q2iℓ| = o(p−2)
and
E
(
1
pn
p∑
i=1
n∑
j=1
∞∑
ℓ=k+1
|q2iℓ|(|x2ℓj| − E|x2ℓj|)
)4
≤ 1
p4n4
n∑
j=1
∞∑
ℓ=k+1
(
p∑
i=1
|q2iℓ|
)4
E|x8ℓj |+
3
p4n4
 n∑
j=1
∞∑
ℓ=k+1
(
p∑
i=1
|q2iℓ|
)2
E|x4ℓj |
2
≤ η
6
n
p4
∞∑
ℓ=k+1
‖qℓ‖2 + 3η
4
n
p4
( ∞∑
ℓ=k+1
‖qℓ‖2
)2
= o(p−2). (5.1)
These inequalities simply imply (pn)−1
∑p
i=1
∑n
j=1
∑k
ℓ=1 |q2iℓ||x2ℓj| = oa.s.(1). Furthermore,
E
(
1
pn
p∑
i=1
n∑
j=1
∑
k1 6=k2
qik1 q¯ik2xk1,jx¯k2,j
)2
≤ 2
p2n2
n∑
j=1
∑
k1 6=k2
∣∣∣∣∣
p∑
i=1
qik1 q¯ik2
∣∣∣∣∣
2
≤ 2
p2n
tr(Q˜Q˜∗)2 = o(p−2), (5.2)
which implies that (pn)−1
∑p
i=1
∑n
j=1
∑
k1 6=k2 qik1 q¯ik2xk1,jx¯k2,j → 0, a.s. Then we have
(pn)−1tr(Q˜X˜nX˜∗nQ˜
∗) = oa.s.(1).
Similarly, we can prove (pn)−1tr(QXnX∗nQ
∗) = Oa.s.(1) and (pn)−1tr(Q̂X̂nX̂∗nQ̂
∗) = Oa.s.(1).
Then we have
L4(F n
−1QXnX
∗
nQ
∗
, F n
−1Q̂X̂nX̂
∗
nQ̂
∗
) = oa.s.(1).
Therefore, without loss of generality, we will hereafter assume that the number of columns
k of Q is finite.
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5.1.2 Sketch of the proof of Theorem 2.1
Silverstein (1995) obtained the LSD of the classical sample covariance matrix when the
dimension increases proportionally with the sample size. But the sample covariance matrix
Bn of this paper is different from that of Silverstein (1995) because Silverstein (1995)
assumed that Q is p × p and nonnegative definite while this paper assumes Q is p × k
with k ≥ p, even being infinity. In establishing the LSD of Bn under the assumptions
of Theorem 2.1, we need the truncation, centralization and rescaling on xij . Under the
assumptions of Theorem 2.1, the LSD of Bn will be the same before or after the truncation,
centralization and rescaling. Because the dimension of Q is different from those defined in
Silverstein (1995), the assumptions and truncations of Theorem 2.1 are also different from
those given in Silverstein (1995). The readers are reminded that the corresponding proofs
given in Bai and Silverstein (2010) and Silverstein (1995), strongly depend on a fact that∑n
j=1 βj(z) = tr(n
−1X∗nT˜nXn − zIn)−1, where βj(z)’s are defined in Subsection 5.1.3 and
T˜n = Tn in Silverstein (1995) while T˜n = Q
∗Q in the present paper. It may cause some
ambiguity when k is infinity in the multiplication of infinite-dimensional matrices, we will
avoid to use this fact in this paper.
Let mn(z) = p
−1tr(Bn − zIp)−1 be the Stieltjes transform of the ESD of Bn, where
z = u + iv with v > 0. We will show that mn(z) tends to a non-random limit that
satisfies (2.2), where mn(z) = −(1− yn)z−1 + ynmn(z) is in fact the Stieltjes transform of
Bn = n
−1X∗nT˜nXn, where T˜n = Q
∗Q. The proof will be split into two parts:
(i) mn(z)− Emn(z)→ 0 a.s., (5.3)
(ii) Emn(z)→ m(z) satisfying (2.2). (5.4)
For truncation and re-normalization (see Appendix B), we may further assume |xij | <
ηn
√
n/‖qi‖, where the constant sequence {ηn} tends to zero as n→∞.
5.1.3 Proof of (5.3)
Let rj = n
−1/2Qxj , then Bn =
n∑
j=1
rjr
∗
j . Define D(z) = Bn − zIp and
Dj(z) = D(z)− rjr∗j , βj(z) = [1 + r∗jD−1j (z)rj ]−1, γj(z) = r∗jD−2j (z)rjβj(z). (5.5)
Since ℑ(β−1j (z)) = vr∗jD−1j (z)(D−1j (z))∗rj > v
∣∣∣r∗jD−2j (z)rj∣∣∣, we obtain
|γj(z)| ≤ v−1, (5.6)
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where ℑ(z) = v. Moreover,
ℑ[zr∗jD−1j (z)rj ] = (2i)−1[zr∗jD−1j (z)rj − z¯r∗jD−1j (z)rj ]
= v|z|−2zr∗jD−1j (z)
(∑
i 6=j
z¯rir
∗
i
)
D−1j (z)rj ≥ 0,
where z¯ and D−1j (z) denote the conjugate of z and D
−1
j (z). Thus we have
|βj(z)| ≤ |z|v−1. (5.7)
Denote the conditional expectation given {r1, · · · , rj} by Ej and E0 for the unconditional
expectation. Then, we have
mn(z)− Emn(z) = p−1
n∑
j=1
(Ej − Ej−1)trD−1(z)
= p−1
n∑
j=1
(Ej − Ej−1)[trD−1(z)− trD−1j (z)]
= p−1
n∑
j=1
(Ej − Ej−1)γj(z). (5.8)
By Lemma A.1 (Burkholder inequality) and the inequality (5.6), for any ℓ > 1, we obtain
E|mn(z)− Emn(z)|ℓ ≤ K0p−ℓE
(
n∑
j=1
|(Ej − Ej−1)γj(z)|2
) ℓ
2
≤ K0v−ℓp−ℓn ℓ2 (5.9)
where K0 is a constant. Taking ℓ > 2, Chebyshev inequality and (5.9) imply (5.3): mn(z)−
Emn(z)→ 0 a.s.
5.1.4 Proof of (5.4)
Following the steps of the proof of Theorem 1.1 of Bai and Zhou (2008), define K =
(1 + ynan,1)
−1Tn and yn = p/n, where Tn = QQ∗, an,ℓ = p−1Etr[TℓnD
−1(z)], ℓ = 0 or 1.
We have
(K− zI)−1 −D−1(z) =
n∑
j=1
(K− zI)−1rjr∗jD−1(z)− (K− zI)−1KD−1(z)
=
n∑
j=1
(K− zI)−1rjr∗jD−1j (z)βj(z)− (K− zI)−1KD−1(z).
(5.10)
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For ℓ = 0, 1, multiplying both sides by Tℓn and then taking trace and dividing by p, we
have
p−1Etr[Tℓn(K− zI)−1]− an,ℓ
= p−1
n∑
j=1
Er∗jD
−1
j (z)T
ℓ
n(K− zI)−1rjβj(z)− p−1Etr[Tℓn(K− zI)−1KD−1(z)].(5.11)
One can prove a formula similar to (1.15) of Bai and Silverstein (2004) and verify that
E
∣∣r∗jD−1j (z)rj − n−1tr(Q∗D−1j (z)Q)∣∣2
≤ 2n−2Etr(Q∗D−1j (z)Q)(Q∗D−1j (z)Q)∗ + n−2
k∑
i=1
|(Q∗D−1j (z)Q)ii|2E|x4ij |
≤ 2n−2pv−2‖Q‖4 + n−2v−2
k∑
i=1
‖qi‖4η2nn/‖qi‖2 ≤ Cη2n → 0. (5.12)
By Lemma A.7, one can prove that∣∣n−1tr(Q∗D−1j (z)Q)− n−1tr(Q∗D−1(z)Q)∣∣2 ≤ K(n2v2)−1
and by the similar method of the proof of (5.3), we have
E
∣∣n−1tr(Q∗D−1(z)Q)− n−1Etr(Q∗D−1(z)Q)∣∣2 ≤ K(nv2)−1.
Therefore we have E|β−1j (z)− (1 + ynan,1)|2 = o(1) which, applying Lemma A.7 again and
(5.7), implies that
p−1
n∑
j=1
Er∗jD
−1
j (z)T
ℓ
n(K− zI)−1rjβj(z)− p−1Etr[Tℓn(K− zI)−1KD−1(z)]
= p−1
n∑
j=1
Er∗jD
−1
j (z)T
ℓ
n(K− zI)−1rj(1 + ynan,1)−1
−p−1Etr[Tℓn(K− zI)−1KD−1(z)] + o(1)
= (pn)−1
n∑
j=1
EtrD−1j (z)T
ℓ
n(K− zI)−1Tn(1 + ynan,1)−1
−p−1Etr[Tℓn(K− zI)−1KD−1(z)] + o(1)
= (pn)−1
n∑
j=1
EtrD−1j (z)T
ℓ
n(K− zI)−1K− p−1EtrD−1(z)Tℓn(K− zI)−1K+ o(1)
= o(1). (5.13)
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It then follows from (5.11) and (5.13) that
an,ℓ = p
−1tr
{
Tℓn
[
(1 + ynan,1)
−1Tn − zI
]−1}
+ o(1)
=
∫
tℓ
t(1 + ynan,1)−1 − z dHn(t) + o(1), (5.14)
whereHn is the ESD ofTn. Because ℑ[z(1+ynan,1)] > v, we conclude that |(1+ynan,1)−1| ≤
|z|/v. Taking ℓ = 1 in (5.14) and multiplying both sides by (1 + ynan,1)−1, we obtain
an,1
1+ynan,1
=
∫ t(1+ynan,1)−1
t(1+ynan,1)−1−zdHn(t) + o(1)
= 1 + z
∫
1
t(1+ynan,1)−1−zdHn(t) + o(1)
= 1 + zan,0 + o(1).
From this, one can easily derive that
1
1 + ynan,1
= 1− yn(1 + zan,0) + o(1) = 1− yn[1 + zEmn(z)] + o(1). (5.15)
Finally, from (5.14) with ℓ = 0, we obtain
Emn(z) =
∫
1
t[1− yn(1 + zEmn(z))]− z dHn(t) + o(1). (5.16)
The limiting equation of the above estimate is
m(z) =
∫
1
t[1− y(1 + zmy(z))]− z dH(t). (5.17)
It was proved in Silverstein (1995) that for each z ∈ C+ the above equation has a unique
solution m(z) satisfying ℑ(m) > 0. By this fact, we conclude that Emn(z) tends to the
unique solution to the equation (5.17). Finally, by the relationm(z) = −(1−y)z−1+ym(z),
we obtain (5.4).
5.2 Proof of Theorem 3.1
First, when the number of columns k in Q is infinite we can reduce the situation to the
finite k case using arguments analoguous to those developed in Section 5.1.1. Therefore,
without loss of generality we assume in this section that k is finite.
5.2.1 Sketch of the proof of Theorem 3.1
Let Mn(z) = p[mn(z)−m0n(z)] = n[mn(z)−m0n(z)] where mn(z) is the Stieltjes transform
of the ESD of Bn, m
0
n(z) and m
0
n(z) are the Stieltjes transforms of F
yn,Hn and F yn,Hn
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satisfying
z = − 1
m0n(z)
+ yn
∫
tdHn(t)
1 + tm0n(z)
with yn = p/n and Hn being the ESD of Tn. Let xr be a number greater than (1 +√
y)2 lim sup
n
λTnmax. Let xl be a number between 0 and (1−
√
y)2 lim inf
n
λTnmin if the latter is
greater than 0 and y < 1. Otherwise, let xl be a negative number. Let ηl and ηr satisfy
xl < ηl < (1−√y)2I(0<y<1) lim inf
n
λTnmin < (1 +
√
y)2 lim sup
n
λTnmax < ηr < xr.
Let v0 be any positive number. Define a contour C = {xl+iv : |v| ≤ v0}∪Cu∪Cb∪{xr+iv :
|v| ≤ v0} where
Cu = {x+ iv0 : x ∈ [xl, xr]}, Cb = {x− iv0 : x ∈ [xl, xr]} (5.18)
and Cn = {z : z ∈ C and |ℑ(z)| > n−1ǫn} with ǫn ≥ n−α, 0 < α < 1. Let Mn(z) =
p[mn(z)−mF yn,Hn (z)] and
M̂n(z) =

Mn(z), z ∈ Cn,
Mn(xr + in
−1ǫn), x = xr, v ∈ [0, n−1ǫn],
Mn(xr − in−1ǫn), x = xr, v ∈ [−n−1ǫn, 0),
Mn(xl + in
−1ǫn), xl < 0, x = xl, |v| ∈ [0, n−1ǫn],
Mn(xl − in−1ǫn), xl < 0, x = xl, |v| ∈ [−n−1ǫn, 0).
Lemma 5.1. Under Assumptions (b)-(c)-(d)-(e)-(f), there exists {ǫn} for which {M̂n(·)}
forms a tight sequence on C. Moreover, M̂n(·) converges weakly to a two-dimensional
Gaussian process M(·) satisfying for z ∈ C
EM(z) = αx
y
∫
m3(z)t2(1 + tm(z))−3dH(t)(
1− y ∫ m2(z)t2
(1+tm(z))2
dH(t)
)(
1− αxy
∫ m2(z)t2
(1+tm(z))2
dH(t)
)
+βx
y
∫
m3(z)t2(1 + tm(z))−3dH(t)
1− y ∫ m2(z)t2(1 + tm(z))−2dH(t) ,
and variance-covariance function
Cov(M(z1),M(z2))
=
(∂m(z1)/∂z1)(∂m(z2)/∂z2)
(m(z1)−m(z2))2 + yβx
[∫
t
(m(z1)t+ 1)2
t
(m(z2)t+ 1)2
dH(t)
]
∂m(z1)
∂z1
∂m(z2)
∂z2
− 1
(z1 − z2)2−
∂2
∂z1∂z2
log(1− a(z1, z2))
where
a(z1, z2) = αx
(
1 +
m(z1)m(z2)(z1 − z2)
m(z2)−m(z1)
)
.
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The proof of Lemma 5.1 is given in the following Section 5.2.2. We show how Theorem
3.1 follows from the above Lemma. We use the identity∫
f(x)dG(x) = − 1
2πi
∮
C
f(z)m(z)dz (5.19)
valid for c.d.f. G and f analytic on the support of G where m(z) is the Stieltjes transform
of G. The complex integral on the right is over any positively oriented contour enclosing
the support of G and on which f is analytic. Choose v0, xr, and xl so that f1, . . . , fL are all
analytic on and inside the contour C. Therefore for any f ∈ {f1, . . . , fL}, with probability
one
∫
f(x)dGn(x) = −(2πi)−1
∫
f(z)Mn(z)dz for all n large, where the complex integral is
over C. Moreover, with probability one, for all n large∣∣∣∫ f(z)(Mn(z)− M̂n(z))dz∣∣∣ ≤ 4Kǫn(|max(λTnmax(1 +√cn)2, λBnmax)− xr|−1
+|min(λTnminI(0,1)(cn)(1−
√
cn)
2, λBnmin)− xl|−1)
which converges to zero as n→∞. Here K is a bound on f over C. Since
M̂n(·) −→
(
− 1
2πi
∫
f1(z) M̂n(z)dz, . . . ,− 1
2πi
∫
fL(z) M̂n(z)dz
)
is a continuous mapping of C(C,R2) into Rr, it follows that the above vector forms tight
sequences. LettingM(·) denote the limit of any weakly converging subsequence of {M̂n(·)},
then we have the weak limit equal in distribution to(
− 1
2πi
∫
f1(z)M(z)dz, . . . ,− 1
2πi
∫
fL(z)M(z)dz
)
.
The fact that this vector, under the assumptions (b)-(c)-(d)-(e)-(f), is multivariate Gaus-
sian following from the fact that Riemann sums corresponding to these integrals are mul-
tivariate Gaussian, and that weak limits of Gaussian vectors can only be Gaussian. The
limiting expressions for the mean and covariance follow immediately.
5.2.2 Proof of Lemma 5.1
The proof of Lemma 5.1 is similar to the proof of Lemma 1.1 of Bai and Silverstein
(2004) but the proof of the mean and variance-covariance is different from Lemma 1.1
of Bai and Silverstein (2004). Let Mn(z) = p[mn(z) − m0n(z)]. In fact, we also have
Mn(z) = n[mn(z)−m0n(z)].
Convergence of finite dimensional distributions. Write for z ∈ Cn, Mn(z) =M1n(z)+M2n(z)
where
M1n(z) = p[mn(z)− Emn(z)], M2n(z) = p[Emn(z)−m0n(z)],
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and m0n(z) is the Stieltjes transform of F
yn,Hn. In this subsection we will show that for any
positive integer r and any complex numbers z1, · · · , zr, the random vector (M ℓn(zj), j =
1, · · · , r) converges to an 2r-dimensional Gaussian vector for ℓ = 1, 2. Because of Assump-
tion (e), without loss of generality, we may assume ‖Q‖ ≤ 1 for all n. Constants appearing
in inequalities will be denoted by K and may take on different values from one expression
to the next. Let
ǫj(z) = r
∗
jD
−1
j (z)rj − n−1trTnD−1j (z), δj(z) = r∗jD−2j (z)rj − n−1trTnD−2j (z) =
d
dz
ǫj(z),
(5.20)
and
β¯j(z) =
1
1 + n−1trTnD−1j (z)
, bn(z) =
1
1 + n−1EtrTnD−1(z)
. (5.21)
Notice that
D−1(z) = D−1j (z)−D−1j (z)rjr∗jD−1j (z)βj(z). (5.22)
By (5.22), we obtain
p[mn(z)− Emn(z)] = tr[D−1(z)− ED−1(z)]
=
n∑
j=1
trEjD
−1(z)− trEj−1D−1(z)
=
n∑
j=1
trEj [D
−1(z)−D−1j (z)]− trEj−1[D−1(z)−D−1j (z)]
= −
n∑
j=1
(Ej − Ej−1)βj(z)r∗jD−2j (z)rj
= − d
dz
n∑
j=1
(Ej − Ej−1) log βj(z)
=
d
dz
n∑
j=1
(Ej − Ej−1) log
(
1 + ǫj(z)β¯j(z)
)
where βj(z) = β¯j(z)− βj(z)β¯j(z)ǫj(z). By Lemma A.2, we have
E
∣∣∣∣∣ ddz
n∑
j=1
(Ej − Ej−1)
[
log
(
1 + ǫj(z)β¯j(z)
)− ǫj(z)β¯j(z)]
∣∣∣∣∣
2
≤
n∑
j=1
E
∣∣∣∣∣ 12πi
∮
|ζ−z|=v/2
[
log
(
1 + ǫj(ζ)β¯j(ζ)
)− ǫj(ζ)β¯j(ζ)]
(z − ζ)2 dζ
∣∣∣∣∣
2
≤ 1
2πv4
n∑
j=1
∮
|ζ−z|=v/2
E|ǫj(ζ)β¯j(ζ)|4dζ
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≤ K
2πn4v4
n∑
j=1
∮
|ζ−z|=v/2
{
E
[
trTnD
−1
j (ζ)TnD
−1
j (z)(ζ¯)
]2
+
k∑
i=1
E|xij |8E|qTi D−1j (z)qi|4dζ
}
≤ Kn−1 +Kη4n → 0. (5.23)
Therefore, we need only to derive the finite dimensional limiting distribution of
d
dz
n∑
j=1
(Ej − Ej−1)ǫj(z)β¯j(z) = d
dz
n∑
j=1
Ejǫj(z)β¯j(z). (5.24)
Similar to the last three lines of the proof of (5.23), one can show that
n∑
j=1
E
∣∣∣∣(Ej − Ej−1) ddz ǫj(z)β¯j(z)
∣∣∣∣2 I (∣∣∣∣(Ej − Ej−1) ddz ǫj(z)β¯j(z)
∣∣∣∣ ≥ ǫ)
≤ 1
ǫ2
n∑
j=1
E
∣∣∣Ej d
dz
ǫj(z)β¯j(z)
∣∣∣4 → 0.
Thus, the martingale difference sequence{(Ej − Ej−1) ddz ǫj(z)β¯j(z)} satisfies the Lyapunov
condition. Applying Lemma A.4, the random vector (M1n(z1), · · · ,M1n(zr)) will tend to an
r-dimensional Gaussian vector (M(z1), · · · , M(zr)) whose covariance function is given by
Cov(M(z1),M(z2)) = lim
n→∞
n∑
j=1
Ej−1
(
Ej
∂
∂z1
ǫj(z1)β¯j(z1) · Ej ∂
∂z2
ǫj(z2)β¯j(z2)
)
.
Consider the sum Γn(z1, z2) =
∑n
j=1 Ej−1[Ej(β¯j(z1)ǫj(z1))Ej(β¯j(z2)ǫj(z2))]. Using the same
approach of Bai and Silverstein (2004), we may replace β¯j(z) by bn(z). Therefore, by (1.5)
of Bai and Silverstein (2004), we have
Γn(z1, z2) =
n∑
j=1
bn(z1)bn(z2)Ej−1[Ej(ǫj(z1))Ej(ǫj(z2))]
=
1
n2
n∑
j=1
bn(z1)bn(z2)tr
[
Ej(TnD
−1
j (z1))Ej(TnD
−1
j (z2))
+αxtrEjQ¯Q
∗D−1j (z1)QQ
TEj(D
T
j )
−1(z2)
+βx
k∑
i=1
q∗iEjD
−1
j (z1)qiq
∗
iEjD
−1
j (z2)qi
]
=
1
n2
n∑
j=1
bn(z1)bn(z2)tr
[
Ej(TnD
−1
j (z1))Ej(TnD
−1
j (z2))
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+αxtrTnEjD
−1
j (z1)TnEj(D
T
j )
−1(z2)
+βx
k∑
i=1
q∗iEjD
−1
j (z1)qiq
∗
iEjD
−1
j (z2)qi
]
(5.25)
where αx = |Ex211|2 and βx = E|x411| − αx − 2. Here, the third equality holds if either
αx = 0 or Q is real which implies that Tn = QQ
T = Q¯Q∗.
Now we use the new method to derive the limit of the first term which is different from
but easier than that used in Bai and Silverstein (2004). Let v0 be a lower bound on ℑ(zi).
Define r˘j as an i.i.d. copy of rj, j = 1, · · · , n and define D˘j(z) similar as Dj(z) by using
r1, · · · , rj−1, r˘j+1 · · · , r˘n. Then we have
tr
[
EjTnD
−1
j (z1)Ej(TnD
−1
j (z2))
]
= trEj
[
TnD
−1
j (z1)TnD˘
−1
j (z2)
]
.
Similar to (5.15), one can prove that
n−1Ej [z1trTnD−1j (z1)− z2trTnD˘−1j (z2)]→ z1[b−1(z1)− 1]− z2[b−1(z2)− 1], a.s.
where b(z) = lim
n→∞
bn(z) = −zm(z). On the other hand,
Ejn
−1[z1trTnD−1j (z1)− z2trTnD˘−1j (z2)]
= n−1EjtrTnD−1j (z1)
[
(z1 − z2)
j−1∑
i=1
rir
∗
i +
n∑
i=j+1
(z1rir
∗
i − z2r˘ir˘∗i )
]
D˘−1j (z2)
= n−1
j−1∑
i=1
(z1 − z2)Ejr∗i D˘−1ji (z2)TnD−1ji (z1)riβji(z1)β˘ji(z2)
+n−1
n∑
i=j+1
Ej
[
z1β˘ji(z2)r
∗
i D˘
−1
ji (z2)TnD
−1
j (z1)ri − z2βji(z1)r˘∗i D˘−1j (z2)TnD−1ji (z1)r˘i
]
= n−2
j−1∑
i=1
(z1 − z2)EjtrTnD˘−1ji (z2)TnD−1ji (z1)b(z1)b(z2)
+n−2
n∑
i=j+1
Ej
[
z1b(z2)trTnD˘
−1
ji (z2)TnD
−1
j (z1)− z2b(z1)trTnD˘−1j (z2)TnD−1ji (z1)
]
+ oa.s.(1)
(by replacing D−1ji = D
−1
j +D
−1
ji rir
∗
iD
−1
ji βji)
=
[j − 1
n
(z1 − z2)b(z1)b(z2) + n− j
n
(z1b(z2)− z2b(z1))
]
Ejn
−1trTnD˘
−1
j (z2)TnD
−1
j (z1) + oa.s.(1).
Comparing the two estimates, we obtain
Ej
1
n
trTnD˘
−1
j (z2)TnD
−1
j (z1) =
z1(b
−1(z1)− 1)− z2(b−1(z2)− 1) + oa.s.(1)
j−1
n
(z1 − z2)b(z1)b(z2) + n−jn (z1b(z2)− z2b(z1))
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Consequently, we obtain
1
n2
n∑
j=1
bn(z1)bn(z2)trEj
[
TnD
−1
j (z1)Ej(TnD
−1
j (z2))
]
→ a(z1, z2)
∫ 1
0
1
1− ta(z1, z2)dt = − log(1− a(z1, z2)) =
∫ a(z1,z2)
0
1
1− z dz,
where
a(z1, z2) =
b(z1)b(z2)
[
z1(b
−1(z1)− 1)− z2(b−1(z2)− 1)
]
z1b(z2)− z2b(z1)
= 1 +
b(z1)b(z2)(z2 − z1)
z1b(z2)− z2b(z1) = 1 +
m(z1)m(z2)(z1 − z2)
m(z2)−m(z1) .
Thus, we have
∂2
∂z2∂z1
∫ a(z1,z2)
0
1
1− z dz
=
∂
∂z2
(
∂
∂z1
a(z1, z2)
1− a(z1, z2)
)
=
∂
∂z2
(m(z2)−m(z1))
(
∂m(z1)
∂z1
m(z2)(z1−z2)+m(z1)m(z2)
)
+m(z1)m(z2)(z1−z2)m(z1)∂z1
(m(z2)−m(z1))2

× m(z2)−m(z1)
m(z1)m(z2)(z2 − z1)
= − ∂
∂z2
(
(∂m(z1)/∂z1)
m(z1)
+
1
z1 − z2 +
(∂m(z1)/∂z1)
m(z2)−m(z1)
)
=
(∂m(z1)/∂z1)(∂m(z2)/∂z2)
(m(z2)−m(z1))2 −
1
(z1 − z2)2 .
Next, we compute the limit of the second term of (5.25). In this step, we need the assump-
tion that the matrix Q is real. Similarly, we consider
1
n
Ej [z1trTnD
−1
j (z1)− z2trTn(D˘Tj )−1(z2)]→ z1(b−1(z1)− 1)− z2(b−1(z2)− 1), a.s.
On the other hand,
n−1Ej [z1trTD−1j (z1)− z2trT(D˘Tj )−1(z2)]
= n−1EjtrTD−1j (z1)
[ j−1∑
i=1
(z1rir
∗
i − z2r¯irTi ) +
n∑
i=j+1
(z1rir
∗
i − z2¯˘rir˘Ti )
]
(D˘Tj )
−1(z2)
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= n−1
j−1∑
i=1
Ej
[
z1β˘ji(z2)r
∗
i (D˘
T
ji)
−1(z2)T[D
−1
ji (z1)−D−1ji (z1)rir∗iD−1ji (z1)βji(z1)]ri
−z2rTi
(
(D˘Tji)
−1(z2)− β˘ji(z2)(D˘Tji)−1(z2)r¯irTi (D˘Tji)−1(z2)
)
TD−1ji (z1)βji(z1)]r¯i
]
+n−1
n∑
i=j+1
Ej
[
z1β˘ji(z2)r
∗
i (D˘
T
ji)
−1(z2)TD
−1
j (z1)ri − z2r˘Ti D˘−1j (z2)TD−1ji (z1)¯˘riβji(z1)
]
=
{
(j − 1)n−1αx[−(z1b(z2)− z2b(z1)) + b(z1)b(z2)(z1 − z2)] + (z1b(z2)− z2b(z1))
}
Ejn
−1trTD−1j (z1)T(D˘
T
j )
−1(z2) + oa.s.(1).
Comparing the two estimates, we obtain
Ejn
−1trTD˘−1j (z2)TD
−1
j (z1)
=
z1(b
−1(z1)− 1)− (z2b−1(z2)− 1) + oa.s.(1)
(j − 1)n−1αx[−(z1b(z2)− z2b(z1)) + b(z1)b(z2)(z1 − z2)] + [z1b(z2)− z2b(z1)] .
Consequently, we obtain
n−2
n∑
j=1
αxbn(z1)bn(z2)trEjTD
−1
j (z1)Ej(T(D
T
j )
−1(z2))
→ a˜(z1, z2)
∫ 1
0
1
1− ta˜(z1, z2)dt = − log(1− a˜(z1, z2)) =
a˜(z1,z2)∫
0
1
1− zdz,
where
a˜(z1, z2) =
αxb(z1)b(z2)(z1(b
−1(z1)− 1)− z2(b−1(z2)− 1))
z1b(z2)− z2b(z1)
= αx
(
1 +
b(z1)b(z2)(z2 − z1)
z1b(z2)− z2b(z1)
)
= αx
(
1 +
m(z1)m(z2)(z1 − z2)
m(z2)−m(z1)
)
.
Last, we will compute the limit of the third term of (5.25). By (9.9.12) of Bai and Silverstein
(2010), we have
n−2
n∑
j=1
βx
k∑
i=1
eTi Q
∗D−1j (z1)Qeie
T
i Q
∗D−1j (z2)Qei
=
1
n2z1z2
n∑
j=1
βx
k∑
i=1
eTi Q
∗(m(z1)Tn + Ip)
−1Qeie
T
i Q
∗(m(z2)Tn + Ip)
−1Qei + op(1)
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If βx 6= 0, then by assumption, the matrixQ∗Q is diagonal. Using the identityQ∗[m(z)Tn+
Ip]
−1Q = m−1(z){Ik − [m(z)Q∗Q+ Ik]−1}, we see that the matrix is diagonal. We have
1
n2z1z2
n∑
j=1
βx
k∑
i=1
eTi Q
∗[m(z1)Tn + Ip]−1QeieTi Q
∗[m(z2)Tn + Ip]−1Qei
=
1
n2z1z2
n∑
j=1
βxtr{Q∗[m(z1)Tn + Ip]−1QQ∗[m(z2)Tn + Ip]−1Q}
=
yβx
z1z2
∫
t2
[1 + tm(z1)][1 + tm(z2)]
dH(t) + o(1).
Then the third term of Cov(M(z1),M(z2)) is
∂2
∂z1∂z2
{
yβxb(z1)b(z2)
z1z2
∫
t2
[1 + tm(z1)][1 + tm(z2)]
dH(t)
}
=
∂2
∂z1∂z2
{
yβx
∫
t2m(z1)m(z2)
[1 + tm(z1)][1 + tm(z2)]
dH(t)
}
= yβx
∂m(z1)
∂z1
∂m(z2)
∂z2
∫
t2
[1 + tm(z1)]2[1 + tm(z2)]2
dH(t).
Tightness of M1n(z). As done in Bai and Silverstein (2004), the proof of tightness of
M1n relies on the proof of
sup
n,z1,z2∈C
E
∣∣∣∣∣M̂1n(z1)− M̂n(z2)− E(M̂n(z1)− M̂n(z2))z1 − z2
∣∣∣∣∣
2
= sup
n,z1,z2∈C
|ℑ(zi)|>n
−1ǫn
E
∣∣trD−1(z1)D−1(z2)− EtrD−1(z1)D−1(z2)∣∣2
:= sup
n,z1,z2∈C
|ℑ(zi)|>n
−1ǫn
Jn(z1, z2) <∞ (5.26)
where by the formula (5.22), we have
Jn(z1, z2)
= E
∣∣∣∣∣
n∑
j=1
(Ej − Ej−1)trD−1(z1)D−1(z2)
∣∣∣∣∣
2
=
n∑
j=1
E
∣∣(Ej − Ej−1)r∗jD−1j (z1)D−1j (z2)D−1j (z1)rjβj(z1)∣∣2
+
n∑
j=1
E
∣∣(Ej − Ej−1)r∗jD−1j (z2)D−1j (z1)D−1j (z2)rjβj(z2)∣∣2
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+
n∑
j=1
E
∣∣(Ej − Ej−1)r∗jD−1j (z1)D−1j (z2)rjr∗jD−1j (z2)D−1j (z1)rjβj(z1)βj(z2)∣∣2
=
n∑
j=1
E
∣∣(Ej − Ej−1)r∗jD−1j (z1)D−1j (z2)D−1j (z1)rjbj(z1)∣∣2
+
n∑
j=1
E
∣∣(Ej − Ej−1)r∗jD−1j (z2)D−1j (z1)D−1j (z2)rjbj(z2)∣∣2
+
n∑
j=1
E
∣∣(Ej − Ej−1)r∗jD−1j (z1)D−1j (z2)rjr∗jD−1j (z2)D−1j (z1)rjbj(z1)bj(z2)∣∣2 +O(1)
= O(1).
Convergence of M2n(z). In order to simplify the exposition, we let C1 = Cu or Cu ∪ Cl if
xl < 0, and C2 = Cr or Cr ∪ Cl if xl > 0. We begin with proving
sup
z∈Cn
|Emn(z)−m(z)| → 0 as n→∞. (5.27)
Since FBn ↓ F y,H almost surely, we get from d.c.t. EFBn ↓ F y,H . It is easy to verify that
EFBn is a proper c.d.f. Since, as z ranges in C1, the functions (λ− z)−1 in λ ∈ [0,∞) form
a bounded, equicontinuous family, it follows [see, e.g. Billingsley (1968), Problem 8, p. 17]
that
sup
z∈C1
|Emn(z)−m(z)| → 0.
For z ∈ C2, we write (ηl, ηr defined as in previous section)
Emn(z)−m(z) =
∫
1
λ− z I[ηl,ηr ](λ)d(EF
Bn(λ)− F c,H(λ)) + E
∫
1
λ− z I[ηl,ηr ]c(λ)dF
Bn(λ).
As above, the first term converges uniformly to zero. With ℓ ≥ 2, we get
sup
z∈C2
∣∣∣∣E ∫ 1λ− z I[ηl,ηr ]c(λ)dFBn(λ)
∣∣∣∣
≤ (ǫn/n)−1P (‖Bn‖ ≥ ηr or λBnmin ≤ ηl) ≤ Knǫ−1n n−ℓ → 0.
From the fact that F yn,Hn ↓ F y,H [see Bai and Silverstein (1998), below (3.10)] along with
the fact that C lies outside the support of F c,H, it is straightforward to verify that
sup
z∈C
|m0n(z)−m(z)| → 0 as n→∞ (5.28)
where m0n(z) is the Stieltjes transform of F
yn,Hn. We now show that
sup
n,z∈Cn
‖(Emn(z)Tn + Ip)−1‖ <∞. (5.29)
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From Lemma 2.11 of Bai and Silverstein (1998), ‖(Emn(z)Tn + Ip)−1‖ is bounded by
max(2, 4v−10 ) on Cu. On Cl, the boundedness of ‖(Emn(z)Tn+ Ip)−1‖ follows from the fact
that
|Emn(z)λj + 1| ≥ ℜ(Emn(z)λj + 1) ≥ P (λmin(Bn) > ηl)− ǫ−1n P (λmin(Bn) < ηl)→ 1,
where λj is an arbitrary eigenvalue of Tn and ‖Q‖ ≤ 1. Now let us consider the bound on
Cr. By (1.1) of Bai and Silverstein (1998), there exists a support point t0 of H such that
1 + t0m(z) 6= 0 on Cr. Since m(z) is analytic on Cr, there exist positive constants δ1 and
µ0 such that
inf
z∈Cr
|1 + t0m(z)| > δ1, and sup
z∈Cr
|m(z)| < µ0.
By (5.27) and Hn → H , for all large n, there exists an integer j ≤ n such that |λj − t0| <
δ1/4µ0 and supz∈Cr |Emn(z)−m(z)| < δ1/4. Then, we have
inf
z∈Cr
|1 + λjEmn(z)| > δ1/2,
which completes the proof of (5.29).
Next we show the existence of ξ ∈ (0, 1) such that for all n large
sup
z∈Cn
∣∣∣∣ynEmn(z)2 ∫ t2(1 + tEmn(z))2dHn(t)
∣∣∣∣ < ξ. (5.30)
From the identity (1.1) of Bai and Silverstein (1998)
m(z) =
1
−z + y ∫ t
1+tm(z)
dH(t)
valid for z = x+ iv outside the support of F y,H , we find
ℑm(z) =
v + ℑm(z)y ∫ t2|1+tm(z)|2dH(t)∣∣∣−z + y ∫ t1+tm(z)dH(t)∣∣∣2 .
Therefore∣∣∣∣ym(z)2 ∫ t2(1 + tm(z))2dH(t)
∣∣∣∣ ≤ y
∫
t2
|1+tm(z)|2dH(t)∣∣∣−z + y ∫ t1+tm(z)dH(t)∣∣∣2
=
ℑm(z)y ∫ t2|1+tm(z)|2dH(t)
v + ℑm(z)y ∫ t2|1+tm(z)|2dH(t)
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=
y
∫
1
|x−z|2dF
y,H(x)
∫
t2
|1+tm(z)|2dH(t)
1 + y
∫
1
|x−z|2dF
y,H(x)
∫
t2
|1+tm(z)|2dH(t)
< 1,(5.31)
for all z ∈ C. By continuity, we have ξ1 < 1 such that
sup
z∈C
∣∣∣∣ym(z)2 ∫ t2(1 + tm(z))2dH(t)
∣∣∣∣ < ξ1. (5.32)
Therefore, using (5.27), (5.30) follows. We proceed with some improved bounds on quan-
tities appearing earlier. Recall the functions βj(z) and γj(z) defined in (5.5). For p ≥ 4,
we have
E|γ1(z)|p ≤ Kn−2. (5.33)
Let M be nonrandom p× p. Then
E|trD−1(z)M− EtrD−1(z)M|2
= E|
n∑
j=1
EjtrD
−1(z)M− Ej−1trD−1(z)M|2
= E|
n∑
j=1
(Ej − Ej−1)tr(D−1(z)−D−1j (z))M|2
=
n∑
j=1
E|(Ej − Ej−1)βj(z)r∗jD−1j (z)MD−1j (z)rj|2
= |bn(z)|2
n∑
j=1
E|(Ej − Ej−1)(1− βj(z)γj(z))r∗jD−1j (z)MD−1j (z)rj |2
= |bn(z)|2
n∑
j=1
E|Ej(r∗jD−1j (z)MD−1j (z)rj − n−1trD−1j (z)MD−1j (z)Tn
−(Ej − Ej−1)βj(z)γj(z)r∗jD−1j (z)MD−1j (z)rj |2
≤ 2|bn(z)|2nE|r∗jD−1j (z)MD−1j (z)rj − n−1trD−1j (z)MD−1j (z)Tn|2
+4|bn(z)|2nE|βj(z)γj(z)r∗jD−1j (z)MD−1j (z)rj |2
≤ 2|bn(z)|2nE|r∗jD−1j (z)MD−1j (z)rj − n−1trD−1j (z)MD−1j (z)Tn|2
+4|bn(z)|2n(E|γj(z)|4)1/2(E|βj(z)|8)1/4(E|r∗jD−1j (z)MD−1j (z)rj |8)1/4.
Using (9.9.3) of Bai and Silverstein (2010), (5.33) and the boundedness of bn(z) we get
E|trD−1(z)M− EtrD−1(z)M|2 ≤ K‖M‖2. (5.34)
The same argument holds for D−11 (z) so we also have
E|trD−11 (z)M− EtrD−11 (z)M|2 ≤ K‖M‖2. (5.35)
31
Our next task is to investigate the limiting behavior of
n
(
yn
∫
dHn(t)
1 + tEmn(z)
+ zynEmn(z)
)
= nEβ1(z)
[
r∗1D
−1
1 (z)(Emn(z)Tn + Ip)
−1r1 − n−1Etr(Emn(z)Tn + Ip)−1TnD−1(z)
]
,
for z ∈ Cn [see (5.2) in Bai and Silverstein (1998)]. Throughout the following, all bounds,
including O(·) and o(·) expressions, and convergence statements hold uniformly for z ∈ Cn.
We have
Etr(Emn(z)Tn + Ip)
−1TnD−11 (z)− Etr(Emn(z)Tn + Ip)−1TnD−1(z) (5.36)
= Eβ1(z)tr(Emn(z)Tn + Ip)
−1TnD−11 (z)r1r
∗
1D
−1
1 (z)
= bn(z)E(1 − β1(z)γ1(z))r∗1D−11 (z)(Emn(z)Tn + Ip)−1TnD−11 (z)r1.
From (5.29) we get
|Eβ1(z)γ1(z)r∗1D−11 (z)(Emn(z)Tn + Ip)−1TnD−11 (z)r1|
≤ (E|γ1(z)|2)1/2)(E|β1(z)|4)1/4)(E|r∗1D−11 (z)(Emn(z)Tn + Ip)−1TnD−11 (z)r1|4)1/4
≤ Kn−1/2.
Therefore
|(5.36)− n−1bn(z)EtrD−11 (z)(Emn(z)Tn + Ip)−1TnD−11 (z)Tn| ≤ Kn−1/2.
Since β1(z) = bn(z)− b2n(z)γ1(z) + β1(z)b2n(z)γ21(z), we have
nEβ1(z)r
∗
1D
−1
1 (z)(Emn(z)Tn + Ip)
−1r1 − Eβ1(z)Etr(Emn(z)Tn + Ip)−1TnD−11 (z)
= −b2n(z)nEγ1(z)r∗1D−11 (z)(Emn(z)Tn + Ip)−1r1
+b2n(z)(nEβ1(z)γ
2
1(z)r
∗
1D
−1
1 (z)(Emn(z)Tn + Ip)
−1r1
−(Eβ1(z)γ21(z))Etr(Emn(z)Tn + Ip)−1TnD−11 (z))
= −b2n(z)nEγ1(z)r∗1D−11 (z)(Emn(z)Tn + Ip)−1r1
+b2n(z)(E[nβ1(z)γ
2
1(z)r
∗
1D
−1
1 (z)(Emn(z)Tn + Ip)
−1r1
−β1(z)γ21(z)trD−11 (z)(Emn(z)Tn + Ip)−1Tn])
+b2n(z)Cov(β1(z)γ
2
1(z), trD
−1
1 (z)(Emn(z)Tn + Ip)
−1Tn)
(Cov(X, Y ) = EXY − EXEY ). Using (5.29), (5.33), (5.35) and Lemma A.2, we have
|E[nβ1(z)γ21(z)r∗1D−11 (z)(Emn(z)Tn + Ip)−1r1 − β1(z)γ21(z)trD−11 (z)(Emn(z)Tn + Ip)−1Tp]|
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≤ n(E|β1(z)|4)1/4(E|γ1(z)|4)1/2(E|r∗1D−11 (z)(Emn(z)Tn + Ip)−1r1
−n−1trD−11 (Emn(z)Tn + Ip)−1Tn|4)1/4
≤ Kn−1/2
and
|Cov(β1(z)γ21(z), trD−11 (z)(Emn(z)Tn + Ip)−1Tp)|
≤ (E|β1(z)|6)1/6(E|γ1(z)|6)1/3(E|trD−11 (z)(Emn(z)Tn + Ip)−1Tn
−EtrD−11 (z)(Emn(z)Tn + Ip)−1Tn|2)1/2
≤ Kn−2/3.
Since β1(z) = bn(z)− bn(z)β1(z)γ1(z), then we have Eβ1(z) = bn(z) +O(n−1/2). Write
Enγ1(z)r
∗
1D
−1
1 (z)(Emn(z)Tn + Ip)
−1r1
= nE[(r∗1D
−1
1 (z)r1 − n−1trD−11 (z)Tn)(r∗1D−11 (z)(Emn(z)Tn + Ip)−1r1
−n−1trD−11 (z)(Emn(z)Tn + Ip)−1Tn)]
+n−1Cov(trD−11 (z)Tn, trD
−1
1 (z)(Emn(z)Tn + Ip)
−1Tn).
From (5.35) we see that the second term above is O(n−1). Therefore, we arrive at
n
(
yn
∫
dHn(t)
1 + tEmn
+ zynEmn(z)
)
= b2n(z)n
−1EtrD−11 (z)(Emn(z)Tn + Ip)
−1TnD−11 (z)Tn
−b2n(z)nE[(r∗1D−11 (z)r1 − n−1trD−11 (z)Tn)(r∗1D−11 (z)(Emn(z)Tn + Ip)−1r1
−n−1trD−11 (z)(Emn(z)Tn + Ip)−1Tn)] + o(1)
= −b
2
n(z)
n
βx
m∑
i=1
q∗iD
−1
1 (z)qi · q∗iD−11 (z)(Emn(z)Tn + I)−1qi
−b
2
n(z)
n
αxtrTn(D
T
1 (z))
−1TnD−11 (z)(Emn(z)Tn + I)
−1.
Let An(z) = yn
∫ dHn(t)
1+tEmn(z)
+zynEmn(z). Using the identity Emn(z) = − (1−yn)z +ynEmn(z),
we have
An(z) = yn
∫
dHn(t)
1 + tEmn(z)
− yn + zEmn(z) + 1
= −Emn(z)
(
−z − 1
Emn(z)
+ yn
∫
tdHn(t)
1 + tEmn(z)
)
.
It follows that
Emn(z) =
1
−z + yn
∫ tdHn(t)
1+tEmn(z)
+ An/Emn(z)
.
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From this, together with the analogous identity [below (4.4)] we get
Emn(z)−m0n(z) = −
m0n(z)An
1 − ynEmn(z)m0n(z)
∫ t2dHn(t)
(1+tEmn(z))(1+tm
0
n(z))
. (5.37)
We see from (5.30) and the corresponding bound involving m0n(z), that the denominator
of (5.37) is bounded away from zero. First we have
αx
z2m2(z)
n2
n∑
j=1
Etr[D−11 (z){m(z)Tn + Ip}−1Tn(DT1 (z))−1Tn]
= αx
m2(z)
n
Etr(m(z)Tn + Ip)
−3T2n
+αx
z2m4(z)
n2
∑
i 6=j
Etr
{
(m(z)Tn + Ip)
−1Tnm(z)Tn + Ip)−1(rir∗i −
1
n
Tn)A
−1
ij (z)
·(m(z)Tn + Ip)−1Tn(ATij)−1(z)(r¯irTi −
1
n
Tn)
}
+ o(1)
= αx
m2(z)
n
tr(m(z)Tn + Ip)
−3T2n
+
α2xz
2m4(z)
n3
n∑
j=1
{tr(m(z)Tn + Ip)−1Tn}2 · trD−11 (z)(m(z)Tn + Ip)−1Tn(ATj (z))−1Tn + o(1).
Then we have
αx
z2m2(z)
n2
n∑
j=1
Etr[D−11 (z){m(z)Tn + Ip}−1Tn(DT1 (z))−1Tn]
=
αx
m2(z)
n
tr{(m(z)Tn + Ip)−3T2n}
1− αxm2(z)
n
tr{(m(z)Tn + Ip)−1Tn}2
+ o(1)
=
αxy
∫ m2(z)t2dH(t)
(1+tm(z))3
1− αxy
∫ m2(z)t2dH(t)
(1+tm(z))2
+ o(1).
Thus we obtain
αx
z2m2(z)
n2
n∑
j=1
Etr[D−11 (z){m(z)Tn + Ip}−1Tn(DT1 (z))−1Tn]
1− y ∫ m2(z)t2dH(t)
(1+tm(z))2
=
αxy
∫ m2(z)t2dH(t)
(1+tm(z))3
{1− y ∫ m2(z)t2dH(t)
(1+tm(z))2
}{1− αxy
∫ m2(z)t2dH(t)
(1+tm(z))2
}
+ o(1).
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Moreover, if βx = 0 or Q
∗Q is diagonal, then we have
βxynz
2m3(z) 1
pn
n∑
j=1
m∑
i=1
Eq∗iD
−1
1 (z){m(z)Tn + Ip}−1qi · q∗iD−11 (z)qi
1− y ∫ m2(z)t2dH(t)
(1+tm(z))2
= βx
y
∫ m3(z)t2
(m(z)t+1)3
dH(t)
1− y ∫ m2(z)t2dH(t)
(1+tm(z))2
+ o(1)
where
q∗iD
−1
1 (z){m(z)Tn + Ip}−1qi · q∗iD−11 (z)qi
= eTi Q
∗D−11 (z){m(z)Tn + Ip}−1QeieTi Q∗D−11 (z)Qei
= z−2eTi Q
∗{m(z)Tn + Ip}−2QeieTi Q∗{m(z)Tn + Ip}−1Qei
= z−2eTi Q
∗{m(z)Tn + Ip}−1QQ∗(QQ∗)−1{m(z)Tn + Ip}−1QeieTi Q∗{m(z)Tn + Ip}−1Qei
= z−2eTi Q
∗{m(z)Tn + Ip}−1QQ∗(QQ∗)−1/2{m(z)Tn + Ip}−1(QQ∗)−1/2Qei
·eTi Q∗{m(z)Tn + Ip}−1Qei,
and
Q∗(QQ∗)−1/2(m(z)QQ∗ + Ip)−1(QQ∗)−1/2Q = Ik − [Q∗Q+m−1(z)Ik]−1Q∗Q
Q∗(m(z)QQ∗ + Ip)−1Q = m−1(z){Ik − [Ik +m(z)Q∗Q]−1}.
That is,
Emn(z)−m0n(z)
= − m
0
n(z)An(z)
1− cnEmn(z)m0n(z)
∫ t2dHn(t)
(1+tEmn(z))(1+tm
0
n(z))
=
αxy
∫ m3(z)t2dH(t)
(1+tm(z))3(
1− y ∫ m2(z)t2dH(t)
(1+tm(z))2
)(
1− αxy
∫ m2(z)t2dH(t)
(1+tm(z))2
) + βx y ∫ m3(z)t2(m(z)t+1)3 dH(t)
1− y ∫ m2(z)t2dH(t)
(1+tm(z))2
.
5.3 Proof of Corollary 3.3
Let a(y) = (1−√y)2 and b(y) = (1 +√y)2, then for ℓ ∈ {1, . . . , L}, we have
EXfℓ =
[a(y)]ℓ + [b(y)]ℓ
4
− 1
2π
π∫
0
(1 + y − 2√y cos θ)ℓdθ
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−βx 1
2πi
∮
zℓ
ym3(z)(1 +m(z))−3
1− ym2(z)(1 +m(z))−2dz
=
[a(y)]ℓ + [b(y)]ℓ
4
− 1
2
ℓ∑
ℓ1=0
(
ℓ
ℓ1
)2
yℓ1 + βx
ℓ∑
ℓ2=2
(
ℓ
ℓ2 − 2
)(
ℓ
ℓ2
)
yℓ+1−ℓ2,
where
1
2πi
∮
zℓ
ym3(z)(1 +m(z))−3
1− ym2(z)(1 +m(z))−2dz
=
y
2πi
∮ (
− 1
m(z)
+
y
1 +m(z)
)ℓ
m(z)
(1 +m(z))3
dm(z)
=
y
2πi
∮ ℓ∑
ℓ1=0
(
ℓ
ℓ1
)
(−1)jyℓ−ℓ1m(z)
mℓ1(z)(1 +m(z))ℓ+3−ℓ1
dm(z)
=
y
2πi
∮ ℓ∑
ℓ1=2
(
ℓ
ℓ1
)
(−1)jyℓ−ℓ1
mℓ1−1(z)(1 +m(z))ℓ+3−ℓ1
dm(z)
=
ℓ∑
ℓ1=2
(
ℓ
ℓ1
)
(−1)jyℓ+1−ℓ1
2πi
∮
1
mℓ1−1(z)(1 +m(z))ℓ+3−ℓ1
dm(z)
= −
ℓ∑
ℓ1=2
(
ℓ
ℓ1 − 2
)(
ℓ
ℓ1
)
yℓ+1−ℓ1.
and
Cov(Xfℓ , Xfℓ′ )
= 2yℓ+ℓ
′
ℓ−1∑
ℓ1=0
ℓ′∑
ℓ2=0
(
ℓ
ℓ1
)(
ℓ′
ℓ2
)(
1− y
y
)ℓ+ℓ′ ℓ−ℓ1∑
ℓ3=0
ℓ3
(
2ℓ− 1− ℓ1 − ℓ3
ℓ− 1
)(
2ℓ′ − 1− ℓ2 + ℓ3
ℓ′ − 1
)
+βxy
ℓ∑
ℓ1=1
(
ℓ
ℓ1 − 1
)(
ℓ
ℓ1
)
yℓ−ℓ1 ·
ℓ′∑
ℓ2=1
(
ℓ′
ℓ2 − 1
)(
ℓ′
ℓ2
)
yℓ
′−ℓ2, ℓ, ℓ′ ∈ {1, . . . , L}
with
1
2πi
∮
zℓ
(1 +m(z))2
dm(z) =
1
2πi
∮
1
(1 +m(z))2
(
− 1
m(z)
+
y
1 +m(z)
)ℓ
dm(z)
=
1
2πi
∮ ℓ∑
ℓ1=0
(
ℓ
ℓ1
)
(−1)jyℓ−ℓ1
mℓ1(z)(1 +m(z))ℓ+2−ℓ1
dm(z)
=
ℓ∑
ℓ1=1
(
ℓ
ℓ1
)
(−1)jyℓ−ℓ1
2πi
∮
1
mℓ1(z)[1 +m(z)]ℓ+2−ℓ1
dm(z)
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=ℓ∑
ℓ1=1
(
ℓ
ℓ1 − 1
)(
ℓ
ℓ1
)
yℓ−ℓ1.
A Mathematical Tools
Lemma A.1. [Burkholder (1973)]. Let {Xk} be a complex martingale difference sequence
with respect to the increasing σ-field {Fk}. Then for p > 1
E
∣∣∣∑Xk∣∣∣p ≤ KpE(∑ |Xk|2)p/2 .
Lemma A.2. For X = (X1, . . . , Xn)
T i.i.d. standardized (complex) entries, C = (cij)
n× n matrix (complex) we have
E|X∗CX− trC|4 ≤ K
(
(tr(CC∗))2 +
n∑
i=1
E|X8ii||cii|4
)
.
The proof of the lemma can easily follow by simple calculus and thus omitted.
Lemma A.3. Let f1, f2, . . . be analytic in D, a connected open set of C, satisfying |fn(z)| ≤
M for every n and z inD, and fn(z) converges, as n→∞ for each z in a subset ofD having
a limit point in D. Then there exists a function f , analytic in D for which fn(z) → f(z)
and f ′n(z) → f ′(z) for all z ∈ D where ′ denotes the derivative. Moreover, on any set
bounded by a contour interior to D the convergence is uniform and {f ′n(z)} is uniformly
bounded.
Lemma A.4. [Theorem 35.12 of Billingsley (1995)]. Suppose for each n Yn1, Yn2, . . . ,
Ynrn is a real martingale difference sequence with respect to the increasing σ-field {Fnj}
having second moments. If as n→∞
rn∑
j=1
E(Y 2nj|Fn,j−1) i.p.→ σ2 (A.1)
where σ2 is a positive constant, and for each ǫ > 0
rn∑
j=1
E(Y 2njI(|Ynj |≥ǫ))→ 0 (A.2)
then
rn∑
j=1
Ynrn ↓ N(0, σ2).
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Lemma A.5. (Lemma 2.6 of Bai (1999)). For p× n Hermitian A and B
‖FAA∗ − FBB∗‖ ≤ p−1rank(A−B),
where ‖ · ‖ here denotes sup norm on functions.
Lemma A.6. (Lemma 2.7 of Bai (1999)). For p× n Hermitian A and B
L4(FAA
∗
, FBB
∗
) ≤ 2p−2tr(A−B)(A∗ −B∗)tr(AA∗ +BB∗),
where L(F,G) denotes the Levy distance between distribution functions.
Lemma A.7. (Lemma 2.6 of Silverstein and Bai (1995)). Let z ∈ C+ with v = ℑ z, A
and B being n× n with B Hermitian, and r ∈ Cn. Then
∣∣tr((B− zI)−1 − (B+ rr∗ − zI)−1)A∣∣ = ∣∣∣∣r∗(B− zI)−1A(B− zI)−1r1 + r∗(B− zI)−1r
∣∣∣∣ ≤ ‖A‖v .
B Truncation and normalization for the proof of The-
orem 2.1
B.1 Truncation of the matrix Q
Because H is a proper distribution function, for any given ǫ > 0, there exists a constant
τ > 0 such that 1 − H(τ) < ǫ. Without loss of generality, we may assume that τ is a
continuity point of H . Suppose the singular value decomposition of Q is given by
Q = UΛV∗
where Up×p and Vk×k are two unitary matrices and Λp×k = diag[l1, l2, · · · ] is a diagonal
matrix of nonnegative real singular values of Q in descending order. Define
Q̂ = Udiag[l1 ∧
√
τ , · · · , lk ∧
√
τ , · · · ]V∗
and B̂n =
1
n
Q̂XnX
∗
nQ̂
∗. By Lemma A.5, we have
‖FBn − F B̂n‖ ≤ 1
p
rank(Q− Q̂) ≤ 1
p
#{i : l2i > τ} → 1−H(τ) < ǫ. (B.1)
Therefore, we may assume that the norm of Q is bounded by some constant
√
τ .
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B.2 Truncation
By Assumption (a), there exists a sequence of constants ηn ↓ 0 such that
1
pnη2n
k∑
i=1
n∑
j=1
‖qi‖2E|x2ij |I
(
|xij | > ηn
√
n/‖qi‖
)
→ 0. (B.2)
Define x̂ij = xijI(|xij | ≤ ηn
√
n/‖qi‖), X̂n = (x̂ij) and B̂n = n−1QX̂nX̂∗nQ∗n. Applying
Lemma A.5 again, we have
‖FBn − F B̂n‖ ≤ p−1rank(Xn − X̂n) ≤ p−1
k∑
i=1
n∑
j=1
I(|xij | > ηn
√
n/‖qi‖)→ 0 a.s.
because
E
(
p−1
k∑
i=1
n∑
j=1
I(|xij| > ηn
√
n/‖qi‖)
)
≤ (pnη2n)−1
k∑
i=1
n∑
j=1
‖qi‖2E|x2ij |I(|xij| > ηn
√
n/‖qi‖)→ 0,
Var
(
p−1
k∑
i=1
n∑
j=1
I(|xij| > ηn
√
n/‖qi‖)
)
≤ p−2
k∑
i=1
n∑
j=1
P(|xij | > ηn
√
n/‖qi‖)
≤ (p2nη2n)−1
k∑
i=1
n∑
j=1
‖qi‖2E|x2ij |I(|xij| > ηn
√
n/‖qi‖)
= o(p−1)
and by Bernstein’s inequality we have P (p−1
∑k
i=1
∑n
j=1 I(|xij | > ηn
√
n/‖qi‖) > ǫ) ≤
K exp(−bp), for some constants K <∞ and b > 0.
B.3 Centralization
Define X˜n = X̂n − EX̂n and B˜n = n−1QX˜nX˜∗nQ∗. By Lemma A.6, we have
L4(F B̂n, F B˜n) ≤ 2p−2n−2trQ(X̂n − X˜n)(X̂n − X˜n)∗Q∗tr(QX̂nX̂∗nQ∗ +QX˜nX˜∗nQ∗).
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Notice that
(pn)−1tr(Q(X̂n − X˜n)(X̂n − X˜n)∗Q∗)
= (pn)−1trQEX̂n(EX̂n)∗Q∗
= (pn)−1
p∑
i=1
n∑
j=1
∣∣∣∣∣
k∑
ℓ=1
qiℓEx̂ℓj
∣∣∣∣∣
2
≤ n−1
p∑
i=1
n∑
j=1
k∑
ℓ=1
|qiℓ|2
k∑
h=1
‖qh‖2
η2npn
E|x2hj |I(|xhj| > ηn
√
n/‖qh‖)
(by Cauchy-Schwarz inequality)
= n−1
p∑
i=1
k∑
ℓ=1
|qiℓ|2 · (η2npn)−1
n∑
j=1
k∑
h=1
‖qh‖2E|x2hj |I(|xhj| > ηn
√
n/‖qh‖)
= n−1tr(QQ∗)(η2npn)
−1
n∑
j=1
k∑
h=1
‖qh‖2E|x2hj |I(|xhj| > ηn
√
n/‖qh‖)
= o(1).
Noticing that the above bound is non-random, to show that L4(F B̂n , F B˜n) → 0, a.s., one
only needs to prove that
1
pn
tr(QX˜nX˜
∗
nQ
∗) =
1
pn
p∑
i=1
n∑
j=1
∣∣∣∣∣
k∑
ℓ=1
qiℓx˜ℓj
∣∣∣∣∣
2
=
1
pn
p∑
i=1
n∑
j=1
k∑
ℓ=1
|q2iℓ||x˜2ℓj |+
1
pn
p∑
i=1
n∑
j=1
∑
k1 6=k2
qik1 q¯ik2 x˜k1,j
¯˜xk2,j = Oa.s.(1). (B.3)
Note that
E
(
1
pn
p∑
i=1
n∑
j=1
k∑
ℓ=1
|q2ik||x˜2ℓj|
)
≤ 1
pn
p∑
i=1
n∑
j=1
k∑
ℓ=1
|q2iℓ| = O(1)
and
E
(
1
pn
p∑
i=1
n∑
j=1
k∑
ℓ=1
|q2iℓ|(|x˜2ℓj| − E|x˜2ℓj|)
)4
≤ 1
p4n4
n∑
j=1
k∑
ℓ=1
(
p∑
i=1
|q2iℓ|
)4
E|x˜8ℓj |+
3
p4n4
 n∑
j=1
k∑
ℓ=1
(
p∑
i=1
|q2iℓ|
)2
E|x˜4ℓj |
2
≤ η
6
n
p4
k∑
ℓ=1
‖qℓ‖2 + 3η
4
n
p4
(
k∑
ℓ=1
‖qℓ‖2
)2
= o(p−2). (B.4)
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These inequalities simply imply (pn)−1
∑p
i=1
∑n
j=1
∑k
ℓ=1 |q2iℓ||x˜2ℓj| = Oa.s.(1). Furthermore,
E
(
1
pn
p∑
i=1
n∑
j=1
∑
k1 6=k2
qik1 q¯ik2 x˜k1,j
¯˜xk2,j
)2
≤ 2
p2n2
n∑
j=1
∑
k1 6=k2
∣∣∣∣∣
p∑
i=1
qik1 q¯ik2
∣∣∣∣∣
2
≤ 2
p2n
tr(QQ∗)2 = O(p−2), (B.5)
which implies that (pn)−1
∑p
i=1
∑n
j=1
∑
k1 6=k2 qik1 q¯ik2 x˜k1,j
¯˜xk2,j → 0, a.s. Hence the assertion
(B.3) is proved.
B.4 Rescaling
Denote σ2ij = E|x˜ij |2, and yij are i.i.d. random variables satisfy P(yij = ±1) = 12 and are
independent of all xij ’s. Define
x˘ij =
σ−1ij x˜ij if σ2ij > 1− ηn,yij otherwise.
We further define X˘n = (x˘ij) and B˘n = n
−1QX˘nX˘∗nQ
∗. Applying Lemma A.6 again, we
have
L4(F B˘n, F B˜n) ≤ 2p−2n−1trQ(X˜n − X˘n)(X˜n − X˘n)∗Q∗ · tr(B˜n + B˘n).
We have proved in (B.3) that p−1trB˜n = Oa.s.(1). Similarly, we can prove that p−1trB˘n =
Oa.s.(1). What remains is to show that
1
pn
trQ(X˜n − X˘n)(X˜n − X˘n)∗Q∗ = 1
pn
p∑
i=1
n∑
j=1
∣∣∣∣∣
k∑
ℓ=1
qiℓ(x˘ℓj − x˜ℓj)
∣∣∣∣∣
2
= oa.s.(1). (B.6)
Write En = {(i, j) : σ2ij < 1− ηn} and E(j) = {i : (i, j) ∈ En}. Then
p∑
i=1
n∑
j=1
∣∣∣∣∣
k∑
ℓ=1
qiℓ(x˘ℓj − x˜ℓj)
∣∣∣∣∣
2
=
p∑
i=1
n∑
j=1
∑
ℓ∈E(j)
|q2iℓ||x˘ℓj − x˜ℓj |2
+
p∑
i=1
n∑
j=1
∑
k1 6=k2
qik1 q¯ik2(x˘k1j − x˜k1j)(¯˘xk2j − ¯˜xk2j).
Note that
∑p
i=1 |qiℓ|2 ≤ ‖qℓ‖2 and hence
E
 1
pn
p∑
i=1
n∑
j=1
∑
ℓ∈E(j)
|q2iℓ||x˘ℓj − x˜ℓj |2

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≤ (pn)−1
 ∑
(i,j)∈En
‖qi‖2E|yij − x˜ij |2 +
∑
(i,j)6∈En
‖q2i ‖(1− σ−1ij )2

≤ (pn)−1
 ∑
(i,j)∈En
‖qi‖2(1 + σ2ij) + η2nn
k∑
i=1
‖q2i ‖

≤ 2(pnη2n)−1
∑
i,j
‖qi‖2(1− σ2ij) +
ηn
p
tr(QQ∗)
≤ 2(pnη2n)−2
∑
i,j
‖qi‖2E|x2ij |I(|xij | > ηn
√
n/‖qi‖) + ηn‖Q‖2 → 0.
Similar to (B.4) and (B.5), one can prove that
E
 1
pn
p∑
i=1
n∑
j=1
∑
ℓ∈E(j)
|q2iℓ|(|x˘ℓj − x˜ℓj |2 − E|x˘ℓj − x˜ℓj |2)
4 = O(p−2η−4n )
Var
(
1
pn
p∑
i=1
n∑
j=1
∑
k1 6=k2
qik1 q¯ik2(x˘k1j − x˜k1j)(¯˘xk2j − ¯˜xk2j)
)
= O(p−2).
From these, it is easy to show (B.6).
C Truncation and normalization for the proof of The-
orem 3.1
C.1 Truncation
By Assumption (c), there exists a sequence of constants ηn ↓ 0 such that
1
pnη6n
k∑
i=1
n∑
j=1
‖qi‖2E|x4ij |I
(
|xij | > ηn
√
n/‖qi‖
)
→ 0, (C.1)
Define x̂ij = xijI(|xij | ≤ ηn
√
n/‖qi‖), X̂n = (x̂ij) and B̂n = n−1QX̂nX̂∗nQ∗n. Then,
P(Bn 6= B̂n) ≤ E
k∑
i=1
n∑
j=1
I(|xij | > ηn
√
n/‖qi‖)
≤ η−4n n−2
k∑
i=1
n∑
j=1
‖qi‖2E|x4ij |I(|xij| > ηn
√
n/‖qi‖)→ 0.
(C.2)
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C.2 Centralization
Similarly define X˜n = X̂n − EX̂n and B˜n = n−1QX˜nX˜∗nQ∗. By Lemma A.6, we have
L4(F B̂n , F B˜n) ≤ n−2p−2tr(Q(X̂n−X˜n)(X̂n−X˜n)∗Q∗)tr(QX̂nX̂∗nQ∗+QX˜nX˜∗nQ∗). (C.3)
Notice that
(pn)−1tr(Q(X̂n − X˜n)(X̂n − X˜n)∗Q∗) = (pn)−1trQEX̂n(EX̂n)∗Q∗
= (pn)−1
p∑
i=1
n∑
j=1
∣∣∣∣ k∑
ℓ=1
qiℓEx̂ℓj
∣∣∣∣2 (by Cauchy-Schwarz inequality)
≤ (pn)−1
p∑
i=1
n∑
j=1
k∑
ℓ=1
|q2iℓ|
k∑
h=1
‖qh‖3
η6nn
3 E|x4ℓj |I(|xhj| > ηn
√
n/‖qℓ‖)
= n−1
p∑
i=1
k∑
ℓ=1
|q2iℓ| ·
n∑
j=1
k∑
h=1
‖qh‖3
η6npn
3E|x4ℓj |I(|xhj| > ηn
√
n/‖qℓ‖)
= o(1).
(C.4)
By the similar approach given in subsection B.3, one may prove that
(np)−1[tr(QX̂nX̂∗nQ
∗) + tr(QX˜nX˜∗nQ
∗)] = Oa.s.(1). (C.5)
Hence L4(F B̂n , F B˜n)→ 0 a.s.
C.3 Rescaling
Denote σ2ij = E|x˜ij |2, and yij are i.i.d. random variables satisfy P(yij = ±1) = 12 . Define
x˘ij =
σ−1ij x˜ij if σ2ij > 1− ηn,yij otherwise.
We further define X˘n = (x˘ij) and B˘n =
1
n
QX˘nX˘
∗
nQ
∗. Similar to subsection B.4, one can
show that
L4(F B˘n, F B˜n)→ 0, a.s. (C.6)
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