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A dynamic programn,ing problem is called inuariant if its transition mechanism depends only on 
the action taken and ‘-Lees not depend on the current state of the system. Replacement and 
maintenance problems are two typical types of problems which arise in applications and are often 
invariant. The paper studies properties of invariant problems when the state space is arbitrary and 
he action space is finite. The main result is a method of obtaining optimal policies for this case 
when the optimality criterion is that of maximizing the average reward per unit time. Results are 
Illustrated by examples. 






1. Introduction and summary 
A dynamic programming problem is called invariant if its transition mechanism 
depends only on the action taken and does not depend on the current state of the 
system. Replacement and maintenance problems often possess this property, or may 
easily be transformed into having it. This paper studies properties of invariant 
problems when the optimality criterion is that of maximizing the average reward per 
unit time. The results are of similar nature to those obtained for the discounted 
criterion in [l]. Section 2 contains a summary of previous results and notation needed 
for the paper. Our results for the invariant case are given in Section 3, where the main 
result (Theorem 3.3) presents a method of obtaining optimal policies for invariant 
problems with finite action space and arbitrary Bore1 state space. One practical 
example of this type is a version of the well known automobile replacement problem 
[7]. In this version prices are not assumed to be fixed as in the original problem, but 
are rather allowe to vary according to some known distribution. The state space in 
this version is a subset of Euclidean space and the problem can no longer be selved 
g the methods which are available for finite state and action ces. This version 
scussed in detail and solved for the discounted case in [I]. 
average reward criterion follows easily from the results of Section 3, and is shown, 
along with two other examples in Section 4. 
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A dynamic programming problem is specified by four objects S, A, q, r. S is a 
nonempty Bore1 set, A = (ao, . . . , a,} will be assumed finite in this paper, q is a 
* regular conditional distribution on S given S x A and r is a bounded Baire function 
on S x A x S called the reward function. We think of S as the set of possible states of 
some system, and of A as the set of actions available to you, Periodic 
day, ydu observe the current state s of the system, then choose a 
system then moves to a new state s’ (which will be the state you observe tomorrow), 
selected according to the transition q( l 1 s, a), and you receive a reward r(s, Q, s’). The 
process is then repeated from the new state s’ and so on. 
A (stationary nonrandomized) policy is a measurable function f from S to A. Using 
the policy f, we choose the action f(s) whenever the system is in state s. More 
generalized policies, which depend on the history of the system and allow for 
randomization, will not be considered, as they do not i.mprove the optimal returns for 
the cases tudied in this paper. 
For any state s and policy f, let rN(f)(s) be the expected reward on the Nth day 
when starting at state s and losing the policy f. For 0 G p c 1 let 
ip*f(s) = : @h(f)(s) 
N=O 
be the total discounted expected reward and let 
Lf(s) = lim inf (N + I)-’ c ri( f)(s) 12.2) 
N-LOCI i=O 
(2.1) 
be the expected ave, age reward per unit time, Let X,(a) = Sup&,,+) 
discounted expected return, and let I( l ) = Sup, Lf( * ) be the optimal e 
per unit time. A policy f is called P-optimal if &J(S) = X@(s) for all s E S, and average 
reward optimal if Lf(s) = l(s) for all s E S. 
A problem is cal ed invariant if the transition q( * 1 s, a) depends only on a. A 
convenient notation for the invariant case is qi1.e ) for q( l Is, ai), gi(s) for 
IS r(s, ai, s’) dqi(s’) (gi (s) is the one step expected reward when is state s and choosing 
action ai), and EiY for Is Y(s) dqi(s), where Y is a bounded measurable function 
on S. 
Both the discounted and the average reward models, as well as the relations 
between them have been studied by many authors (see references for some of the 
basic papers on the subject). The results needed for this paper are stated below in 
their invariant versions: 
aqua tion 
([3, Theore-ms 6(f) and 71). is the unique solution of the optimality 
Xfl(s) = ax igi(S) + P (2.3) 0GiG.n 
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avrdanypolicy thatselects, foreach s E S, an action maximizing the rightside of (2.3) is 
&optimal. 
re ([ 11, Theorem 11). If there exist a bounded measurable function Van S 
a constant I satisf gent; :he optimality equation 
V(S) + I= !&3X {gi(S) +EiV), (2.4) 
Osi- ‘t 
then 
(a) l(s) = 1 fur all s E bc, 
(b) any policy that selects, for each s E S, an action maximizing the right side of (2.4) 
is average reward optimal. 
Theorem 2.3 ([l, Theorem 3.1 (a)]). Given an invariant problem, Get m = Infi,s gi(s), 
M = Supi., g;(s). For any ~1, s2 E S and any 0 s p < 1 
(X&I) - 43(~2bl~ M - m. (2.5) . 
3. Results fort invariant problems - average reward criterion 
Invariant problems only are considered in this section. Theorem 3.1 asserts the 
existence of solution to the optimality equation (2.4) for this case. 
Theorem 3.1 (Existence). There exist a bounded measurable function V on S and a 
number I, such that 
V(S) + I= Max {gi(S) +EiV}* 
OG=_i=Z-n 
(3.1) 
Proof. Let Xijl be the optimal return function for the &discounted problem and 
denote Ki(p)-EiX~-EoX~, i-1 K ’ s n. Ki(p) and (1 - P)E& are bounded, !rni- 
formly in 0 G p < 1, by Theorem 2.3. Take a sequence 19~ t 1 for which all n + 1 lim!ts 
exi:;t, and denote vi = lirnN+= Ki(PN) and I = limN+ao (1 - PN)Eo XaN. Let V,(S) = 
X@,(S)-EoXp, SO that EiVN = Kj(PN). We now sh!ow that the sequence V’(s) 
converges for every s E S and that V(s) = lim N-+a, V’(S) and l satisfy (3.1). Indeed, 
from Theorem 2.1 it follows that 
(3.2) 
subtract PNEoXp, from both sides of (3.2) and rearrange the left side to obtain 
or 
(3.3) 
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the limit N + m of the right side of (3.3) exists and is eq to Maxi {gi(S) + ai) - 1, SO 
that V(s) = IimN,, VN(s) exists and satisfies 
V(s) + 2 = Max{gi(s) + vii. (3.4) 
To complete the proof it suffices to show that EiV = ui, 1 s i s n, rs in turn folio 
directly from the definitions of V(s) and Oi, and from dominate 
Remarks. (1) The idea of treating the average reward problem as a limit of the 
discounted problems (as the discount factor tends to 1), was utilized by Blackwell [2], 
Taylor [ 131, Derman [4], Ross [lo, 1 l] and others. It shduld be noted however that 
this method does not always work. For an interesting counterexample t 
referred to [6]. 
Existence of solution to the optimality equation (2.4), can typicall be proved only 
under the assumption that every policy leads to an ergodic pr cess. Invariant 
problems, while not necessarily ergodic, possess the property that at any two states 
the same transitions can be chosen, a property which in turn leads to inequality (2.5). 
Existence theorems for the optimality equation using inequality (2.5) were given by 
Ross for countable state spaces in [lo] and for arbitrary state spaces, under certain 
continuity conditions in [ 111. heorem 3.1 shows that in the invariant case the result 
always holds, and no additional conditions are needed. 
(2) Prom Theorems 2.2 and 3.1, it is seen that in the invariant case, the optimal 
average reward is the same for all states, and is equal to 1. I is the limit of a sequence 
(1 -&)&X&,, and from inequality (2.5) it follows that I also equals the limits 
of (l-pjEiX@, lsi<n and of {1-/3)X,(s) for all s S whenever these limits 
exist. 
The following theorem shows that, in the invariant case, the fu ion V(s) inherits 
structural properties of the functions gi(s) which hold for all 0 6 n, The statement 
and proof of the theorem are almost identical with those of the correspondin 
theorem for the function X@(s) in the discounted case [ 1, Theorem 3.11. 
Theorem 3.2 (Properties of the V function). Let V(s) be any solution of the optimafity 
equation (3.1). 
(a) Variation : Let wz = Infi,,gi(s), M = Supi,sgi(s)m For any ~1, ~2 E S 
1 V(Q) - V(s,)I s M - m. 
(b) Continuity: If go, . . . , g, are ull continuous at some SO E S, th n V is continuous 
at so. 
(c) Monotonicity : If gi(sl) 2 gi(s2) for 8 s i s n, V(Q) 2 VQsz), 
(d) Convexisty : Assume S is a convex subset of s linear space. If go, . . . , g, are 
all convex, then so is V. 
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Proof. Let sl, $2 E S. ’ ake i* such that gi*(sl) + Ei* V = MaXi {gi(sl) + EiV}. Then 
V(s,) + I= gi*(sl) + Ei* V 
s gi*(S2) + Ei* V + gi*(sl) - gi*(s2) 
S VtS2) + I+ Jgi*(st) - gi*(S2)1 
so that 
WA - Wd s Maxlgdd -- gibdl 
i 
and changing the roles of SI and s2 
1 Wd - Wsdi s MaxlgAsd -gi(sdl 
i 
from which (a) and (b) follow directly. For (c) note that if gi(sl) agi(sz), then 
gi(sl) + EiV Z+ gi(S2) + E#‘. Take the maximum of both sides to obtain V(SI) 2 V(Q). 
Finally notice that if gi( l ) is convex SO is gi( l ) + Ei V, and thus if go, . . . , g, are all 
convex, SO is V(S) = Maxi{gi(s) + EiV} - I which proves (d). 
Remark. Theorem 3.2 is easily extended to arbitrary action spaces provided a 
solution to the optimality equation exists. The only additional requirement needed is 
equicontinuity of the functions {g,(s)},.A in part (b). 
Given any policyf, let Si(f> =f-‘({ai}), 0 < i G n. Write qij( f) for qi(Sj( f)) and Q(f) 
for the (n + 1) x (n + 1) matrix U(f) = (qij(f))m Let c(f) be the (IZ + 1) X 1 COLUMN 
vector whose ith component, Ci(f), is given by 
(ci(f) is the expected value of the function s/&) with respect o the distribution qi. 
In dynamic programming terms, Ci( f) is your expected reward tomorrow, using f, if 
you choose action ur today). A method of constructing an average reward optimal 
policy for the invariant case is given in the following theorem: 
Theorem 3.3 (Optimal policy). Let {f”; t, = (ol, . . . , v,)) be the set of policies defined 
bY 
I a05 s E sow, f”(S) = : (3.5) 
I 4, =Sra(tf), 
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So(~)=~~;go(s)-gl(s)~vr, l l l 9gow-g”w+aL 
§i(V) ={S; go(S)-gi(S)s Vi, l . l 3 gi-l(S)- (S) SJ Vi - Vi-l* 
gi(S)-gi+l(S)>Vi+l -Vi9 l l l ,gi(S~~g~(S)~V~~Vi}~ 
Let v* = (VT, -. . , vz ) be Q solution of the n equations 
Vi = t (qij( fu) - qOj( fv))Vj + Cit fo) - cO( fc )s 1 
j=l 
Then 
(a) f* = fue is an average reward 
(b) The optimal average reward, 
1 = CO( f*) + i qOj(f*)VTa 
j=l 
optimal policy. 
1, is given by 
(3.7) 
(c) A solution for the V function is given by 
V(s) = f (gj(s)+ VT -l)xyys,, 0: =e;, (3.8) 
j=@ 
where XT is the indicator function of the set S&V*). 
Proof. For fixed v, fu is the policy which, for any s S, chooses the index 0~ i s n 
that maximizes gi(s) + tli(with ~0 = 0 and the convention of choosing the larger index 
in case of equalities). Let v* be a solution of (3.6) and let I and V be defined by (3.7) 
and (3.8) respectively. To complete the proof of the theorem is now sufficient o 
prove &V = 0 and EiV = vy for 1 G i G n. To show this, integrate both sides of (3.8) 
with respect o dqi( 0) to obtain: 
EiV=Ci(f”*)+ i qij(f”*)VT -1, OSiGn, 
j=O 
(3.9) 
which, for i = 0 using (3.7), yields EoV = 0. Substituting (3.7) for 1 G i S n in (3.9) 
and using the fact that v* is a solution of (3.6), it follows directly that EiV = 07 for 
1 S i G n as well. 
xistence of a solution for the system (3.6) is guaranteed by Theorem 3.1 and the 
arguments above. 
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s. (1) Eqs. (3.6) and (3.7) together can be written in the equivalent (n + 1) x 
(n + 1) TBector form as 
I 
(3.10) 
(2) Theorem 3.1 together with Theorem 4.3 of [l], characterize an average 
reward optimal policy as a limit of @optimal policies. Theorem 3.3 above, on the 
other hand, solves the limiting optimality equation directly. Both procedures are 
illustrated in the examples in Section 4. 
Given any (n + 1) x (pt + 1) stochastic matrix Q, let 
6= lim 
I+Q+Q*+-+QN 
W+ao N+l ’ 
(3.11) 
& always exists, is stochastic, and satisfies QQ = Q. If Q is ergodic, Q has equal rows 
and is equal to lim N+ao Q”. (These basic facts on stochastic matrixes may be found 
for example in [8].) Let q( l ) be the (n + 1) x 1 column vector with compclnents qi( l ), 
0~ i G n. For any policy f, define the limiting distribution as the column vector 
hf( 9) = &f)r( 9). If f is such that Q(f) is ergodic, then &( l ) has equal coordinates 
h( . ), such that for any measurable B c S, h(B) = lirnN+- P(sN E B), siV being the 
state of the system at time N. The following theorem summarizes the relations 
between the limiting elements and t5e average rewards, and is similar in nature to the 
corresponding rc;sults of 123. 
Theorem 3.4. (a) For any policy h Lf$.s) = ii(f) is constant on each of the sets 
Si(fI =f ‘W), 0 s i s n. l(f), being the (n + 1) x 1 column vector with ii(f) as it’s ith 
colmponent, is given by 
l(f) == &f>c<n. (3.12) 
(b) Let p be an average reward optimal policy. Let 1 be the (n x 1) )I: 1 column 
vector with all components equal to the optimal average reward 1, then 
1= i?(f)c(f"). (3.13) 
1 is also the expected value of gfetsJ (s) with respect to any of the coordinates of h,( l ). 
. . Let s E Z&(f). The expected reward on the Nth day, TN(f)(s), is given by 
rN(f)(s) = gi(s) for N = Q and by the ith component of N-‘(f)c( f) for N 2 1. Thus 
c i”_i’ rj(f)(s) is constant on each of the sets &(f). Taking the average expected 
reward for the N + 1 days starting tomorrow, and using (3.1 l), (3.12) easily follows. 
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Since the optimal average reward is constant for all states (Theorems 2.2 and 3.1), 
(3.13) follows from (3.12) by definition of an optimal policy. Eq. (3.13) may also be 
proved by premuklplying (3.10) by any of the rows of 6(fO*) and using &? = 6. 
Finally, the last statement of (b) is a result of (3.13) and the fact that Ci(p) is the 
expected value of gf~) c’ L’) with respect o the distribution ~(a ). 
xamples 
(a) Let S = [0, l], A ={a,-,, al}. Take qO( l ) to be point mass at s = 1 and qt(*) 
uniform on [0, 11. Let r(s, a, s’) = 1 for s’> s and 0 otherwise. Thus 
go(s) = I 1, scl, 0, s=l, g1(s) = 1 -s. 
Here n = 1 and a: = ( ul) is denoted by v. Using Theorem 3.3, So(v) = (v, 1) for 
0 c v < 1 (the cases v G 0 and v 2 1 do not yield proper solutions), co(fo) = 0, 
cl(fo) = 1 -iv2 and 
1 
acf”)=( 10, v)* 
Eqs. (3.6) and (3.7) lead to v*=2-J? (solution of v2-40+2=0 in the region 
Wv<l)andl= v* (approximately 0.586). Q( fua) is ergodic and the common row 
of &f”*) is ((1 -v*)/(2- v*), 1/(2-v*)). Eq. (3.13) reduces in this case to v* = 
d\l-$~~~~)/(2- u*) which is readily verified for v* = 2 -&, A V function for this 




Note that V is’monotone, continuous on the half open interval [0, 1) (it is not 
continuous at s = l), and it’s variation is 1. All the above properties are in a 
with Theorem 3.2. 
(b) Consider example (a) with qo( 9 ) replaced by a uniform distribution on [i, 11. 
This example was solved for the discounted case in [ 1, Example 4.11, where it was 





and the expected values of the p-optimal rewar function are given 
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is an average reward optimal policy. 
(ii) The avera optimal reward 1 is given by 
I= lim (1 -@)&& = lim (1 -p)EIXB = &. 
fit1 ml 
(iii) d(l*,-o(fV=(f 3 
(in this example the transition matrix has equal rows for all p, and so does the limiting 
matrix). 
(iv) COW) = 65, cl(f*) = g. Eq. (3.7) reduces to I = co(f*) +sol(f*)~* with v* =& 
while (3.13) for this case is I = $co(f*) +&l(p). Both are readily verified. 
(v) The limiting distribution for this case has both components equal to &( l ) + 
&< l ) and thus has the p.d.f. 





V(s) = :8’ 
&SG2, 
I 
&2s, &S c;, 
M-s, ?bSGl. 
Note again that V is monotone, continuous, and it’s variation is 1, all in agreement 
with Theorem 3.2. 
(c) A gerieralized version of the automobile replacement problem was considered 
and solved for the discounted case in [l, Example 5.2(d)]. It was found that a 
p-optimal policy was to “replace for a car of age i, where i is such that 6i -phi+1 + 1 j
is minimal”. Tasking the limit as Ptl it follows that an average reward optimal policy 
is the same, with the exception of bi - phi+1 + Ii replaced by bi - Ai+ I+ 1 i* 
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