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Se  presenta  un  esquema  adaptativo  para  problemas  tridimensionales  de  convección-difusión  discretiza-
dos  mediante  el  Método  de  Elementos  Finitos.  El  esquema  adaptativo  incluye  una  estrategia  de  remallado
basada  en  la  imposición  de  un  volumen  máximo  de  los  elementos  a partir de  una  malla  de  referencia.
El  remallado  permite  aumentar  o disminuir  drásticamente  el taman˜o  de  los  elementos  en  un solo  paso,
de forma  automática.  Se  mantiene  una  calidad  de  la  malla  adecuada;  y, como  consecuencia,  el  número  de
iteracciones  necesarias  para  solucionar  el  sistema  de ecuaciones  lineales  mediante  algoritmos  iterativos
se mantiene  constante.  Se presentan  2  ejemplos  de  características  muy  distintas  que  permiten  analizar
la propuesta  para  un  amplio  rango  de  situaciones.  Uno  es una  extensión  tridimensional  del  problema
de  Smolarkiewicz  y el otro es  una  versión  simpliﬁcada  del problema  de transporte  de contaminación
emitida  por  un  emisor  puntual.  Los resultados  muestran  la  ﬂexibilidad  de  la  propuesta.  Es  posible
encontrar  un  valor  óptimo  de  frecuencia  de  remallado,  desde  el  punto  de vista  de  coste  computacional
y  precisión  de  los  resultados,  para  ambas  tipologías  extremas  de  problemas.
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derechos  reservados.
Adaptive  scheme  for  three-dimensional  convection  –  diffusion  problems
eywords:
ransport equations
east-square stabilization
omputational cost
ccuracy
rror indicator
a  b  s  t  r  a  c  t
We  present  an  adaptive  scheme  for three-dimensional  convection-diffusion  problems  discretized  by the
Finite Element  Method.  The  adaptive  scheme  is  based  on a remeshing  strategy  that  applies  a  maximum
volume  constraint  to  the  elements  of a reference  mesh.  The  remeshing  can  increase  or decrease  drasti-
cally  the  size  of the  elements  in a  single  step  automatically.  With  this  strategy,  the mesh  quality  does  not
deteriorate;  as  a consequence,  the  number  of  iterations  required  to  solve  the  system  of  linear  equationsollutant transport using  iterative  algorithms  is  kept  constant.  Two examples  of  very  different  characteristics  are presented
in  order  to analyze  the proposal  for a wide  range  of  situations.  The  ﬁrst  is  a  three-dimensional  extension
of the  Smolarkiewicz  problem  and the  second  is a  simpliﬁed  version  of  a point  source  pollutant  trans-
port  problem.  The  results  show  the ﬂexibility  of  the  proposal.  An  optimal  remeshing  frequency,  from  a
computational  cost  and  accuracy  of  the results  point  of  view,  can be  deﬁned  for both  kinds  of  problems.
© 2011 CIMNE  (Universitat  Politècnica  de  Catalunya).  Published  by Elsevier  España,  S.L.. Introducción
Los esquemas adaptativos se emplean para resolver numéri-
amente ecuaciones en derivadas parciales con discretizaciones
isen˜adas para minimizar o controlar el error de la solución.
ediante la adaptatividad de la discretización espacial se puede
justar la precisión de la solución numérica según se requiera,
ptimizando las necesidades de memoria motivadas por el taman˜o
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del sistema de ecuaciones a resolver. Los esquemas adaptativos
requieren un indicador o estimador del error que cuantiﬁque
la necesidad de incrementar o disminuir la densidad de la
discretización, así como una estrategia de remallado eﬁciente [1].
Uno de los esquemas de remallado más  habituales es la bisec-
ción de elementos [2–4], que consiste en insertar nodos nuevos
en las aristas, las caras o el interior de los elementos que tengan
una medida del error superior a una tolerancia. Este algoritmo se
aplica de forma recursiva, dividiendo sucesivamente los elementos
en un número preﬁjado de elementos en su interior. La calidad de
los nuevos elementos creados es ligeramente inferior a la de los
de la malla anterior, pudiendo aparecer elementos de mala calidad
blicado por Elsevier España, S.L. Todos los derechos reservados.
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n la frontera de las zonas que se deben reﬁnar y las que no [5,6],
specialmente en geometrías complejas o donde la variación ﬁjada
el taman˜o de los elementos es grande. La disminución de la cali-
ad de la malla provoca el mal  condicionamiento de los sistemas
ineales que aparecen al resolver el problema, cosa que a su vez
ace que sean necesarias más  iteraciones para converger cuando
e resuelven estos sistemas mediante esquemas iterativos [7,8]. La
érdida de calidad de la malla puede solventarse recolocando los
odos de la discretización mediante técnicas de suavizado [9,10].
xisten métodos que permiten mejorar la calidad de la malla man-
eniendo el taman˜o de los elementos [11]. Sin embargo, al emplear
uavizados se pierde una de las ventajas principales de los métodos
e bisección que es la facilidad de proyección de la solución entre
allas sucesivas.
Otra técnica de remallado, típicamente empleada para gene-
ar elementos anisotrópicos, consiste en generar una nueva malla
asándose en una métrica deﬁnida a partir del estimador o indica-
or del error [12]. Se genera la malla de forma que el error presente
na distribución uniforme, tomando como criterio de medida la
étrica deﬁnida. Esta estrategia ha sido utilizada en problemas de
onvección-difusión para generar mallas de cuadriláteros en pro-
lemas bidimensionales [13,14] o tetraedros en tridimensionales
15].
En este trabajo se propone utilizar un esquema de rema-
lado de este segundo tipo, de forma que se pueda aumentar y
isminuir drásticamente, en un solo remallado, la densidad de
lementos donde se considere necesario, manteniendo mallas de
álculo de buena calidad. El esquema adaptativo se utiliza para
esolver problemas tridimensionales de convección-difusión linea-
es, discretizados mediante el Método de los Elementos Finitos.
n la siguiente sección se introduce el problema matemático, la
strategia de resolución numérica y el esquema adaptativo. Poste-
iormente, se describe la estrategia de remallado y su aplicación a
 ejemplos: una extensión tridimensional del problema de Smolar-
iewicz [16] y una versión simpliﬁcada del problema de transporte
e contaminación emitida por un emisor puntual [4]. Los 2 ejemplos
ienen soluciones con características muy  diferentes. En el primer
aso la solución presenta grandes y crecientes variaciones en una
ona acotada del dominio. En el segundo la solución tiene variacio-
es más  suaves, pero valores de interés varios órdenes de magnitud
nferiores a los impuestos en las condiciones de contorno y se tras-
ada a lo largo del dominio. Se ﬁnaliza destacando las principales
onclusiones del estudio.
. Esquema adaptativo
Se considera el siguiente problema genérico de convección-
ifusión:
∂tu + a · ∇u − ∇ · (D · ∇u) = s en  × (0,  T)
u(x, 0) = u0(x) en 
Mu = 0 en ∂ × (0,  T)
(1)
onde a es la velocidad advectiva, D es el tensor de difusiones, s el
émino fuente y M las condiciones de contorno, que deben cumplir
as condiciones de regularidad necesarias, véase Verfurth [17].
El problema se integra en el tiempo mediante el esquema de
rank-Nicolson. La discretización espacial se realiza con Elementos
initos estabilizados mediante la formulación de Mínimos Cua-
rados [18]. El sistema lineal de ecuaciones se resuelve mediante
radientes Conjugados Precondicionados con una factorización
ncompleta de Cholesky [19,20].
En el algoritmo 1 se presenta la propuesta, siendo un el vector
ue contiene la solución en los nodos en el instante tn = nt
on t  = mıt. El esquema adaptativo se aplica únicamente a la
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ıt. El valor de m es el número de pasos de tiempo que se calculan
con una misma  malla de cálculo. Se remalla cada t.
Habitualmente los esquemas recalculan la solución de cada blo-
que de pasos de tiempo, hasta que el indicador o el estimador de
error de la solución o la sucesión de mallas generadas cumplen un
determinado criterio de convergencia [21,22]. Los esquemas que no
recalculan la solución tienden a acumular más  error en la solución
[15], en cambio, presentan un coste computacional más  reducido.
En el esquema propuesto se propone no recalcularla, a excepción
del primer bloque de pasos de tiempo. Esta estrategia es adecuada
si es la primera malla de cálculo la que determina los resultados
posteriores o si la variación espacial de la solución entre remalla-
dos no es muy  elevada. En otras situaciones puede ser conveniente
incorporar el recálculo y la veriﬁcación de la convergencia para cada
t.
Algoritmo 1. Esquema adaptativo
while No convergencia do
Calcular [0, t] (m pasos de ıt)
Remallar
end while
Interpolar
Guardar u1
i = 1
while it  < T do
Calcular [it, (i + 1)t]  (m pasos de ıt)
Remallar
Interpolar
Guardar u(i+1)
i = i + 1
end while
La malla de cálculo inicial se utiliza como malla de referencia a
lo largo de todo el problema. Es una discretización muy  poco densa,
comparada con las de cálculo posterior, establecida fundamental-
mente con criterios de representación geométrica del dominio.
Puede incluir información sobre la solución y su evolución si se
dispone de ella.
Tras la convergencia del primer bloque de pasos de tiempo de
cálculo, en los siguientes se calcula la solución, se aproxima el error,
se genera una nueva malla y se interpola la solución a la nueva
malla.
El error se aproxima mediante un indicador del error. En
la literatura se encuentran distintos indicadores de error para
problemas de convección-difusión [23]; por ejemplo, el valor de
la propia solución, su gradiente [4] o su curvatura [24]. La elec-
ción es más  crítica en esquemas r-adaptativos que en esquemas
h-adaptativos, como el planteado en esta propuesta [25]. En los pri-
meros, el indicador de error actúa como criterio en un proceso de
optimización que busca el mínimo de error para un número
de grados de libertad ﬁjado. Sin embargo, en los segundos se
incorporan nuevos grados de libertad con el ﬁn de que la precisión
de los resultados aumente. Los primeros están más condicionados,
por lo que requieren que el indicador sea más preciso.
Los indicadores deﬁnidos a partir del gradiente o de la máxima
diferencia de la solución en los elementos son habituales; por ejem-
plo:
e = ‖∇u‖e (2)
siendo ‖ · ‖e la norma de · en los elementos e. Este tipo de indi-
cadores tienden a producir mallas reﬁnadas donde el gradiente de
la solución aproximada es mayor. Esto es útil en diversos proble-
mas, por ejemplo en los que se quiere localizar una capa límite [26],
pero no para otros. En problemas de calidad de aire con emisores
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al centro de los vórtices, lo que provoca fuertes y crecientes gradien-
tes en la solución. El tiempo T = 2.637, 6 coincide con el momento en
que la solución presenta 200 máximos relativos en y = L/2. El tiempo
ﬁnal de cálculo es T/50 y el paso de tiempo T/50100 .2 L. Monforte, A. Pérez-Foguet / Rev. int. mét
untuales, la solución, la concentración de las especies conside-
adas, presenta valores varios órdenes de magnitud inferiores a
os de emisión. Tanto ciertos resultados de interés, como los valores
e inmisión, como las oscilaciones introducidas por la resolución
umérica se encuentran en zonas en las que la solución presenta
alores relativos muy  bajos. Interesa determinar estas zonas para
inimizar la presencia de errores y oscilaciones. Un indicador de
rror adecuado para estas situaciones es:
e =
{
‖∇ log(u)‖e = ‖∇u/u‖e si u > tolu
0 otros
(3)
a tolerancia tolu ﬁja el límite inferior de los valores de la solución
obre los que ya no se reﬁna.
. Remallado e interpolación
El remallado se implementa a partir de la malla de referen-
ia, donde se impone, en cada elemento, un volumen máximo que
eben cumplir los nuevos elementos que se deﬁnan en su inte-
ior. Este volumen máximo depende del indicador de error y del
olumen de los elementos de la malla utilizada previamente. Cada
lemento de la malla de referencia se considera una región de rema-
lado.
Sea Vn+1r el volumen que se impone a la región r para la malla de
álculo n + 1. Si el indicador de error de algún elemento de la región r
s superior a una tolerancia, la expresión del volumen máximo que
ueden tener los nuevos elementos de la región se deﬁne como:
n+1
r = min
e∈Sr
(
Ve
1 + ˛e
)
(4)
onde Sr es el conjundo de elementos de la malla que pertenece a
a región r cuyo indicador es superior a una tolerancia dada, y Ve
 e son, respectivamente, el volumen y el indicador de error del
lemento e de la malla de cálculo. El parámetro  ˛ > 0 controla el
rado de reﬁnamiento que se quiere obtener. Mediante esta estra-
egia de reﬁnamiento se consigue que el taman˜o de los elementos
ea menor en las regiones donde el error es mayor, y que el error
sté distribuido uniformemente en los elementos de la malla [27].
e impone un volumen mínimo de los elementos, para no reﬁnar
n exceso y obtener un número de nodos mayor del deseado.
Si los errores de todos los elementos de la región r son inferiores
 la tolerancia ﬁjada, se impone un nuevo taman˜o de elemento,
ayor al impuesto en el remallado anterior:
n+1
r = min
(
min
e∈Sr
(
Ve
1 + ˛e
)
, ˇVnr
)
(5)
onde  ˇ > 1 es un parámetro que controla el desreﬁnamiento.
La estrategia de remallado propuesta permite aumentar y redu-
ir fuertemente el taman˜o de los elementos de una malla a la
iguiente. Los parámetros  ˛ y  ˇ permiten modular ambos efec-
os. Posteriormente, se muestra su inﬂuencia tanto en las mallas
e cálculo como en la solución del problema.
Al imponer un taman˜o de elemento constante para cada región,
a capacidad de adaptación de la malla a la solución está limitada
or la deﬁnición de la malla de referencia. Esto puede limitar la
fectividad de la estrategia adaptativa. En esos casos puede ser útil
odiﬁcar la malla de referencia para ajustarla a las particularidades
el problema, ya sea desde el inicio, manteniéndola constante a lo
argo del problema, o actualizándola a lo largo de la evolución del
ismo.
El remallado se ha implementado mediante el mallador Tetgen28,29]. Se ha asegurado que las mallas generadas son de cali-
ad adecuada imponiendo no solo las restricciones de volumen
eﬁnidas, sino también requisitos sobre la calidad de los elementos
enerados.umér. cálc. diseño ing. 2014;30(1):60–67
Una vez deﬁnida la nueva malla es necesario interpolar la solu-
ción. Entre 2 mallas consecutivas solo se puede asegurar que los
nodos de la malla de referencia son comunes a ambas. El esquema
de interpolación implementado en este trabajo es lineal.
4. Ejemplos
El esquema adaptativo propuesto se aplica a 2 ejemplos. El pri-
mero es una versión tridimensional del problema de Smolarkiewicz
[16]. La formulación original del problema es bidimensional y se ha
utilizado para evaluar métodos de resolución de problemas convec-
tivos transitorios. Aquí, la formulación del problema se extiende
a un dominio tridimensional. Es un ejemplo con solución analí-
tica, con fuertes y crecientes variaciones de la solución pero que se
desarrolla en una zona acotada y constante del dominio.
El segundo ejemplo es un problema simpliﬁcado de emisión y
transporte de contaminantes en la atmósfera [4]. La difusión verti-
cal y la velocidad dependen de la altura sobre el terreno. Se incluye
la discretización del emisor puntual en la malla de referencia. La
emisión se activa solo en un intervalo de tiempo. A diferencia del
primer ejemplo, en este la solución presenta variaciones más  sua-
ves, pero se traslada por el dominio. Los valores de interés de la
solución son varios órdenes de magnitud inferiores a los impuestos
en la emisión.
En ambos casos se presenta y analiza la solución para un inter-
valo de remallado m ﬁjo, y se estudia su inﬂuencia en los resultados.
En el segundo caso se estudia también la inﬂuencia de las constantes
de remallado  ˛ y ˇ.
4.1. Problema de Smolarkiewicz
El problema se deﬁne en el dominio  = [0, L] × [0, L] × [0, L/4].
Se ﬁja D = 0, s = 0 y el campo de velocidades:
a = (Aksin(kx)sin(ky), Akcos(kx)cos(ky), 0) (6)
con k = 4L , A = 8 y L = 100. La condición inicial es, para todo z, una
pirámide circular de radio 15 y altura máxima uno, centrada en el
dominio x – y. En la ﬁgura 1 se representa un esquema bidimen-
sional de las trayectorias y de la condición inicial. Las condiciones
de contorno son Dirichlet nulas en los contornos de entrada y Neu-
mann nulas en las salidas y en ambos extremos z = 0 y z = L/4.
La solución del problema se puede obtener teniendo en cuenta
que el ﬂujo es únicamente convectivo y, como consecuencia, la con-
centración se conserva a lo largo de las trayectorias. Las trayectorias
se encuentran integrando analíticamente el campo de velocida-
des [30]. La solución no es continua entre las distintas celdas. El
período de las trayectorias cerradas es proporcional a la distanciaFigura 1. Esquema bidimensional del problema de Smolarkievicz: En trazo continuo
las  líneas de corriente y en trazo discontinuo las isolíneas de la condición inicial.
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res bajos de m el error es mucho mayor valores de m igual a 20 y
mayores. Este hecho es debido al error que se introduce en la inter-
polación. La interpolación tiende a suavizar la solución y a reducir
los valores máximos. La ﬁgura 4 muestra el error introducido al
0,5
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0,25
0,15
0,1
0,05
u
0,2igura 2. Solución y mallas de cálculo y referencia (trazo ﬁno y trazo grueso) en el
ontorno superior z = L/4, (a) y (b), y para z = L/8 en (c) y (d).
Se ha utilizado el indicador de error de la ecuación (2), con un
alor umbral para activar el remallado de los elementos igual a
.05. Se han ﬁjado las constantes de remallado  ˛ = 30 y  ˇ = 2.5. En
rimer lugar se ha aplicado el esquema adaptativo considerando
n único bloque de pasos de tiempo para el remallado, es decir
on m = 100 y t  = T/50. Por tanto, repitiendo el cálculo completo,
asta convergencia, con sucesivas mallas, reﬁnadas a partir de la
alla inicial de referencia y adaptadas a la solución en el tiempo
nal de integración. Posteriormente, se ha analizado la inﬂuencia
e variar la frecuencia de remallado, variando m.
.1.1. Resultados
Las ﬁguras 2a y 2c muestran la solución para t = T50 en z = L/4
 z = L/8 respectivamente. Los resultados obtenidos son compara-
les, cuando no mejores, a los presentados en la literatura para el
roblema en 2 dimensiones, por ejemplo en Hundsdorfer y Spee
31], donde se soluciona el problema usando splitting de segundo
rden y volúmenes ﬁnitos de tercer orden, y en en Sarma [32]
 Drange y Bleck [33], donde se usa un esquema upstream. La
olución obtenida es también mejor que la presentada en Bott [34],
onde se utiliza una discretización espacial demasiado gruesa. Las
iferencias de la solución según el eje z, entre las ﬁguras 2a y 2c,
on reducidas. Son debidas a las oscilaciones que aparecen en la
olución numérica y del mismo  orden a las que aparecen en las
tras dimensiones espaciales.
Las ﬁguras 2b y 2d muestran las mallas de cálculo y referen-
ia (trazos ﬁno y grueso respectivamente) para los 2 valores de
. La primera es una vista del contorno superior del dominio y la
egunda una sección de la malla tridimensional. El esquema adap-
ativo genera mallas con un taman˜o de elemento reducido en las
onas donde el gradiente de la solución es elevado. Se puede apre-
iar como todos los elementos de la malla de cálculo que están en el
nterior de un mismo elemento de la malla de referencia tienen un
olumen parecido. Las excepciones son debidas a las condiciones
e calidad de la malla impuestas, que suavizan las transiciones en
os taman˜os de elemento.Figura 3. Evolución del coste computacional (a), la norma L2 del error en t  = T50 (b),
el  valor máximo de la solución en el dominio (c), y el número de nodos de la última
malla de cálculo (d), en función del período de remallado m.
Por último se destaca que la calidad de la malla se mantiene
adecuada a lo largo de todo el problema y no afecta la resolución
del mismo. El sistema lineal de ecuaciones se resuelve en menos de
6 iteraciones en todos los pasos de tiempo.
4.1.2. Frecuencia de remallado
Una vez resuelto el problema, se ha analizado la inﬂuencia de la
frecuencia de remallado, variando m.  La ﬁgura 3a muestra el coste
computacional relativo al de m = 100. Puede observarse que al
reducir m el coste computacional baja hasta m = 20, a partir del cual
el coste aumenta. En principio, si se remalla con más  frecuencia
es de esperar que el coste computacional sea mayor, debido a
que se realizan más  veces los procesos de cálculo del indicador,
generación de malla, interpolación de la solución y factorización
de las matrices del sistema lineal de ecuaciones. Pero, por otro
lado, al remallar antes, la malla se adapta antes a la solución y son
necesarias menos iteraciones para converger en el primer bloque
de pasos de tiempo de cálculo. La combinación de ambos efectos
explica el resultado obtenido.
Las ﬁguras 3b y 3c muestran, respectivamente, los valores de la
norma L2 del error de la solución y el valor máximo de la misma,
ambos en función del período de remallado. El valor máximo de la
solución analítica es uno, por tanto la ﬁgura 3c es, como la ﬁgura 3b,
una medida del error de la solución numérica. Se observa valo-00 20 40 60 80 100 120
x (m)
Figura 4. Solución en una malla de cálculo y resultado de la interpolación en una
nueva malla.
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La ﬁgura 7a presenta la malla de referencia y las ﬁguras 7b,d, 7f
y 7h las mallas utilizadas en t = 900, t = 1.800, t = 2.700 y t = 3.600 s
respectivamente. La malla de referencia está adaptada a la geome-
tría del problema, que incluye explícitamente el emisor. Las mallas
(a) nelem = 9.600
(b) t = 900 s, nelem = 119.214,  α = 30, β = 2,5
(d) t = 1800 s, nelem = 129272, α = 30, β = 2,5
(f) t = 2700 s, nelem = 68745, α = 30, β = 2,5
(c) t = 900 s, nelem = 98.452,  α = 10, β = 2,5
(e) t = 1800 s, nelem = 104475, α = 10, β = 2,5
(g) t = 2700 s, nelem = 65422, α = 30, β = 10igura 5. Perﬁl del módulo de la velocidad y de la difusión vertical en función de la
ltura.
nterpolar la solución entre 2 mallas consecutivas. Con el suavi-
ado disminuye el indicador de error, ecuación (2). Además, como
os indicadores propuestos no detectan los errores de interpola-
ión, con periodos de remallado pequen˜os la inﬂuencia del error de
nterpolación es mayor y las mallas generadas son menos densas,
omo muestra la ﬁgura 3d.
A la vista de los resultados se puede concluir que el esquema
daptativo propuesto presenta una frecuencia de remallado óptima
ara problemas en que la solución se concentra en una parte del
ominio y presenta fuertes variaciones. Remallar menos veces que
l número óptimo es computacionalmente más  caro, sin ofrecer
ejoras signiﬁcativas en los resultados. Remallar más  veces tam-
ién es computacionalmente desfavorable, introduciendo, además,
rrores de interpolación que no pueden ser corregidos mediante el
squema adaptativo.
.2. Ejemplo meteorológico simpliﬁcado
El segundo ejemplo consiste en una emisión puntual en el inte-
ior de un dominio  = [0, 96000] × [0, 48000] × [0, 3000] m3 con
alores no constantes de velocidad y difusión vertical [4]. El emi-
or puntual está situado en las coordenadas (6.000, 24.000, 250) m.
e ha discretizado como una esfera de radio 5 m.  La difusión es
iagonal, con valores Dxx = Dyy = 50m2s y Dzz función de la altura.
a velocidad es paralela al eje x y de módulo variable también en
ltura. La ﬁgura 5 presenta las variaciones de ambos para condicio-
es atmosféricas neutras [35]. La condición inicial es nula en todo
l dominio. El término fuente, s, también es nulo. Las condiciones
e contorno son:
u = 0 en  inext × (0,  T)
n · D · ∇u = g(t) en int × (0,  T)
n · D · ∇u = 0 g
m2s
en  out × (0,  T)
on  out el contorno con ﬂujo saliente, inext el contorno exterior
on ﬂujo entrante y  int. el contorno del emisor. La emisión es
ependiente del tiempo según:
(t) =
⎧⎨
⎩
100
g
m2s
si 0 < t < 1.800 s
0
g
m2s
si t ≥ 1.800 s
e ﬁja ıt = 1 s, y se utiliza el indicador de la ecuación (3) con
olu = 10−6 gm3 .
Primero se aplica el esquema adaptativo con m = 180 (10 rema-
lados durante la emisión) y con las constantes de remallado ﬁjas,
espués se varían las constantes de remallado  ˛ y  ˇ manteniendo
 = 180, y posteriormente se analiza la inﬂuencia de m..2.1. Resultados
La ﬁgura 6 muestra la solución obtenida para distintos instantes
e tiempo. La escala de las concentraciones es logarítmica. La
misión forma una pluma que se desarrolla en la dirección deFigura 6. Corte de la solución del problema de emisón en la dirección del transporte
para distintos instantes de tiempo.
la velocidad. Se aprecia el efecto de la variación de la difusión
en altura: en las zonas donde es menor, la variación vertical de
la solución es también menor. Cuando ﬁnaliza la emisión, para
t > 1.800 s, el penacho avanza y tiende a diluirse en el medio.
Con el esquema adaptativo propuesto la solución no presenta
oscilaciones apreciables para valores mayores a 10−5.(h) t = 3600 s, nelem = 61678, α = 30, β = 2,5 (i) t = 3600 s, nelem = 58690, α = 30, β = 10
Figura 7. Malla de referencia (a), y mallas de cálculo para distintos tiempos y dis-
tintos valores de las constantes del esquema adaptativo, de (b) a (i).
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Figura 8. Evolución de la norma L2 del error en t = 1.800 s (a), el número de nodos
en  t = 1.800 s (b), y el coste computacional (c), en función del parámetro ˛.
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e cálculo tienen entre 6 y 13 veces el número de elementos de
a malla de referencia, y se adaptan a la evolución de la solución.
a densidad de elementos es alta en las zonas donde la solución
oma valores altos, y es suﬁcientemente ﬁna en los valores bajos,
vitando que aparezcan oscilaciones. Para los valores menores al
mbral de remallado, inferiores a 10−6, la malla es muy  poco densa
 básicamente igual a la de referencia.
.2.2. Constantes del esquema de remallado
La inﬂuencia de la constante que determina el grado de reﬁna-
iento, ˛, se ha analizado en los primeros 1.800 s del problema,
n los que domina el reﬁnamiento debido a que se forma la pluma;
e han mantenido constantes m y ˇ. La de la constante de desreﬁ-
amiento, ˇ, se ha estudiado en los 1.800 s posteriores, en los que
esa la emisión, el penacho se diluye en el medio y se espera un
esreﬁnamiento en la zona entre el penacho y el emisor.
Las diferencias en la malla de cálculo según el valor de  ˛ se apre-
ian comparando las ﬁguras 7b y 7d, calculadas con  ˛ = 30, con las
guras 7c y 7e, calculadas con  ˛ = 10. Valores mayores de  ˛ con-
ucen a mallas con mayor número de elementos, entre un 20 y un
0% más  para un factor 3 en ˛. La solución para ambos casos es
uy  parecida. No se observan diferencias en los valores altos de la
olución, pero en los valores bajos aparecen menos oscilaciones en
a malla más  ﬁna.
A partir de la solución obtenida con  ˛ = 30 y  ˇ = 2.5, se han cal-
ulado los 1.800 s posteriores con 2 valores de ˇ. Esta constante
uede considerarse una velocidad de desreﬁnamiento, ya que el
uevo volumen que se impone es el producto de  ˇ con el volu-
en  impuesto en el remallado anterior. Las ﬁguras 7f y 7h se han
alculado con  ˇ = 2.5 y las ﬁguras 7g y 7i con  ˇ = 10. Ambas solu-
iones son parecidas. El desreﬁnamiento crece con ˇ, sobre todo
n la zona situada entre el penacho y el emisor. No se modiﬁca la
alla de referencia, por ello en ambos casos el taman˜o de los ele-
entos cercanos al emisor se mantiene reducido. Valores mayores
e  ˇ generan mallas con menos elementos, un 10% menos para
alores de  ˇ 4 veces mayores, en este ejemplo. Ambas constan-
es producen el efecto esperado. A continuación se cuantiﬁca más
etalladamente su inﬂuencia.
En la ﬁgura 8
se muestra la norma L2 del error, el número de nodos y el tiempo
e cálculo para  ˛ de 1 a 102, con  ˇ = 2.5 y para el cálculo hasta
 = 1.800 s. El valor de  ˛ es relativo (multiplica al valor del indicador
e error utilizado, véase la ecuación (4)). Se puede observar que
on valores elevados de  ˛ disminuye el error, tomando como refe-
encia la solución obtenida con una malla muy  densa. El número
e nodos de la malla de cálculo aumenta con el valor de ˛, y como
onsecuencia también lo hace el coste computacional. En media,
n aumento de  ˛ de 2 órdenes de magnitud duplica el taman˜o del
roblema y multiplica por 10 el coste computacional, pero reduce
 la mitad el error.
Por otro lado, la constante  ˇ está directamente relacionada con
a frecuencia de remallado; véase la ecuación (5):  ˇ multiplica al
aman˜o de elemento impuesto en el remallado anterior; por tanto,
n las zonas en que realizan repetidos desreﬁnamientos, el efecto de
 aplica de forma repetida. En la ﬁgura 9 se presentan los resultados
ara los últimos 1.800 s, variando  ˇ entre 1.5 y 102, con  ˛ constante
 m = 180 (10 desreﬁnamientos como máximo en determinadas
onas del dominio). Se pueden apreciar 2 comportamientos dife-
enciados: para  ˇ < 10 el error disminuye con  ˇ y el número de
odos y el coste computacional aumentan, en cambio, para valores
e  ˇ > 10 no se aprecia una diferencia signiﬁcativa en los resulta-
os. La malla de referencia limita el desreﬁnamiento para valores
levados de ˇ. Por otro lado, en el límite,  ˇ = 1, no se realiza desre-
namiento, y en este caso se obtiene la mitad de error al doble
e coste, en relación a las mallas más  desreﬁnadas. En general,
a reducción de error será como máximo la diferencia entre el de la
Beta
Figura 9. Evolución de la norma L2 del error en t = 3.600 s (a), el número de nodos
en  t = 3.600 s (b), y el coste computacional de los últimos 1.800 pasos de tiempo (c),
en función el parámetro ˇ.
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igura 10. Solución y malla de cálculo en t = 1.800 s para distintos valores de m.
alla de referencia y el de la malla de cálculo que se desea desre-
nar.
.2.3. Frecuencia de remallado
Por último, se analiza la inﬂuencia de m.  Se considera el cálculo
asta el tiempo ﬁnal t = 1.800 s, período de tiempo con la emisión
ctiva. La ﬁgura 10 muestra la solución y la malla de cálculo utilizada
n t = 1.800 s para m igual a 90, 180, 300, 600, 900 y 1.800 (de 20
 1 remallados). El número de elementos para todos los casos es
arecido. La diferencia es menor del 5% y se concentra en la zona
e avance del frente, para valores de m elevados (300, 600 y 900).
l taman˜o y el número de elementos en las zonas de desarrollo
nicial de la pluma y lejanas al avance de la misma  coinciden en los
istintos casos.
Los resultados obtenidos con m = 90, 180 y 1.800 son pareci-
os: tanto la solución como las mallas de cálculo utilizadas en
 = 1.800 s. La solución con más  remallados intermedios presenta
n frente algo más  suave, con la posición de la isosuperﬁcie 10−5
igeramente más  avanzada que el caso recalculado completamente.
n cambio, para valores de m intermedios, m = 300 a 900, el resul-
ado es cualitativamente diferente. El frente no se determina con
recisión, la solución se difunde en los grandes elementos pre-
entes en la zona sin reﬁnar, y las oscilaciones son visibles en el
ango de valores de interés. Esto se debe a que la zona con valores
igniﬁcativos de la solución varía mucho entre entre 2 remalla-
os consecutivos. Por ejemplo, en el caso m = 900, ﬁguras 10i y
0j, el esquema adaptativo itera el remallado y el cálculo hasta
 = 900 ıt. A continuación, se calculan los 900 pasos de tiempo
iguientes con la malla ﬁja. En estas condiciones el avance del frente
n la zona de elementos grandes no puede ser simulada con pre-
isión. Esto puede solventarse introduciendo el recálculo del pro-
lema en los bloques de tiempo posteriores al inicial, pero como ya
e ha indicado, eso aumenta el tiempo de cálculo y hace que el coste
ase a ser parecido al remallado y recálculo completo (m = 1.800).
A diferencia del problema de Smolarkievicz, el primer ejemplo,
onde se obtenían mejores resultados con periodos de remallado
randes en relación al tiempo ﬁnal de cálculo (pocos, hasta 5 rema-
lados), en este caso se producen con periodos menores (hasta
0 remallados). Esta diferencia es atribuible a que en este caso
a zona de interés de la solución se modiﬁca sustancialmente a lo
argo del problema. En este caso, además, la solución es mucho más
uave, por lo que la inﬂuencia del error de interpolación es muchoumér. cálc. diseño ing. 2014;30(1):60–67
menor, y efectuar más  remallados no inﬂuye signiﬁcativamente en
los resultados.
5. Conclusiones
El esquema adaptativo presentado puede aplicarse con éxito a
distintas tipologías de problemas tridimensionales de conveción-
difusión. Se ha aplicado a un problema con fuertes variaciones de
la solución, concentradas en una parte del dominio, y a otro en el
que la solución es más  suave pero va afectando a diversas partes
del dominio a lo largo de su evolución temporal.
El esquema se basa en una estrategia de remallado en la que
se impone un volumen máximo de elemento sobre una malla de
referencia, que se mantiene constante a lo largo del problema.
El remallado permite reﬁnar y desreﬁnar de forma muy  ﬂexible,
aumentando y disminuyendo mucho la densidad de elementos en
una única iteración. Las mallas obtenidas son de calidad suﬁciente
como para no afectar la eﬁcacia del esquema iterativo utilizado para
resolver los sistemas lineales de los problemas discretizados. Dos
parámetros permiten modular el proceso. El reﬁnamient se impone
de forma relativa a los valores del indicador de error. El desreﬁna-
miento, mediante un término de velocidad que modula la transición
de la malla de cálculo hasta la malla de referencia.
El esquema adaptativo propuesto solo recalcula el primer bloque
de pasos de tiempo de cálculo. Esto permite reducir el coste compu-
tacional en relación con la estrategia de recalcular el problema com-
pletamente o recalcular en todos los remallados intermedios. En
función del problema, el número de remallados óptimo varía. En el
caso con fuertes variaciones en la solución pero que se desarrolla en
solo una parte del dominio, el número de remallados debe ser redu-
cido para que los errores de la interpolación no afecten la calidad
de la solución. En cambio, en el caso con solución más  suave pero
que aumenta progresivamente el dominio de interés, el número
de remallados debe ser tal que la solución no avance mucho más
rápido que la adaptación de la malla; si no, puede ser conveniente
imponer recálculo, hasta convergencia, junto con el remallado.
Ante un problema nuevo, se propone utilizar inicialmente un
periodo de remallado alto (pocos remallados), y disminuirlo pau-
latinamente, mientras el coste computacional disminuya. De esta
forma se consigue llegar a una solución aceptable con el número de
grados de libertad más  bajo posible. Mientras el número de remalla-
dos sea reducido, el error introducido por la interpolación también
lo será. Con esta estrategia puede controlarse el efecto del error de
interpolación, comparando sucesivas soluciones para periodos de
remallado decrecientes.
El esquema puede ser utilizado con diversos indicadores de
error. Se ha veriﬁcado la utilidad de un indicador típico para proble-
mas  de convección-disfusión, basado en el gradiente de la solución,
así como una variante calculada como el gradiente del logaritmo de
la solución. Este segundo indicador funciona correctamente para
problemas en los que los valores de interés de la solución son varios
órdenes de magnitud inferiores a los valores impuestos en las con-
diciones de contorno.
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