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Abstract
In this paper, we develop a stochastic calculus related to a fractional Brownian sheet as in the case of the standard Brownian
sheet. Let {BHz , z ∈ [0,1]2} be a fractional Brownian sheet with Hurst parameters H = (H1,H2), and ([0,1]2,B([0,1]2),μ)
a measure space. By using the techniques of stochastic calculus of variations, we introduce stochastic line integrals along all
sufficiently smooth curves γ in [0,1]2, and four types of stochastic surface integrals: ∫ ϕ(s) dBγ
i
(s), i = 1,2, ∫ α(a)dBHa ,∫∫
β(a, b) dBHa dB
H
b
,
∫∫
β(a, b) dμ(a)dBH
b
,
∫∫
β(a, b) dBHa dμ(b). As an application of these stochastic integrals, we prove
an Itô formula for fractional Brownian sheet with Hurst parameters H1,H2 ∈ (1/4,1). Our proof is based on the repeated applica-
tions of Itô formula for one-parameter Gaussian process.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let {Wz, z ∈ [0,1]2} be a two-parameter Wiener process. For the full development of a stochastic calculus with
respect to two-parameter Wiener process, the following four types of stochastic integrals are necessary: Stochastic
integrals of the first type∫
α(a)dWa,
stochastic integrals of the second type∫ ∫
β(a, b) dWa dWb,
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β(a, b) da dWb,
∫ ∫
β(a, b) dWa db.
These integrals have been introduced and extended to general martingales by many authors (see, e.g., [2,9,10]).
Applications of these integrals appear in the references cited. In [11], Wong and Zakai derive the Itô formula for
two-parameter process {Xz, z ∈ [0,∞)2}, defined by the sum of these four integrals and an ordinary Lebesque inte-
gral.
Let {BHz , z ∈ [0,1]2} be a fractional Brownian sheet with Hurst parameter H = (H1,H2), H1,H2 ∈ (0,1). For
z = (s, t), we see that for fixed s ∈ [0,1], the process t → BHs,t is one-parameter Gaussian process, and similarly for
the process s → BHs,t if t ∈ [0,1] is fixed. These processes can be considered as two-parameter processes on horizontal
and vertical paths in [0,1]2. In this paper, by using the classical techniques of the stochastic calculus of variations for
one-parameter Gaussian process, we will define stochastic line integrals along all smooth curves γ in [0,1]2. We also
introduce various types of stochastic surface integrals with respect to fractional Brownian sheet with Hurst parameters
H = (H1,H2), H1,H2 ∈ (0,1). The following types of stochastic integrals will be considered:∫
ϕ(s) dB
γ
i (s), i = 1,2,
∫
α(a)dBHa ,
∫ ∫
β(a, b) dBHa dB
H
b ,∫ ∫
β(a, b) dμ(a)dBHb ,
∫ ∫
β(a, b) dBHa dμ(b).
The purpose of this paper is to use these various stochastic line and surface integrals in order to develop the elements
of stochastic calculus related to fractional Brownian sheet. Among them, we prove an Itô formula for a fractional
Brownian sheet by using iterated stochastic integrals. Several versions of Itô formula for a fractional Brownian sheet
can be found in the literature (see, e.g., [3,4,7,8]). In [7], Tudor and Viens derive an Itô formula for a fractional
Brownian sheet with Hurst parameters H1,H2 ∈ (1/2,1) by using the classical Malliavin calculus techniques, and
in [8], Tudor and Viens obtain an Itô formula for H1,H2 ∈ (0,1/2) by using the extended Malliavin calculus. In [3]
and [4], using white noise approach, they prove an Itô formula for arbitrary Hurst parameters H1,H2 ∈ (0,1).
Since we use the classical Malliavin calculus approach in order to define stochastic integrals, we refer, in particular,
to the work of [7] among others. In [7], Tudor and Viens show that the various integrals appearing in Itô formula can be
defined as the limit of Skorohod integral of approximations. Using these results, they establish an Itô formula through
discretization technique only in the case where H1,H2 ∈ (1/2,1). Since our proof does not require the limit procedure
of approximation to be needed for discretization technique, our proof of the Itô formula is much simpler than their
work. Furthermore, we prove an Itô formula for a fractional Brownian sheet with Hurst parameters H1,H2 ∈ (1/4,1).
In [8], Tudor and Viens prove an Itô formula for H1,H2 ∈ (0,1/2) by using the stochastic integral in the extended
Skorohod sense. As the method of the proof, they adopt the well-known method such as the algebraic identities using
Hermite polynomials. We believe that our method can be applied to the case of H1,H2 ∈ (0,1/2) by using Itô formula
for one-parameter given in [5] if we define various types of stochastic integrals in the extended Skorohod sense.
The paper is organized as follows: Section 2 contains some notations and basic theory of Malliavin calculus with
respect to the fractional Brownian sheet. In Section 3, we define four types of stochastic integrals by using the diver-
gence operator being adjoint operator of Malliavin derivative. In Section 4, as the application of these four types of
stochastic integrals, we derive Itô formula for Hurst parameters H1,H2 ∈ (1/4,1).
2. Preliminaries
2.1. Notations
We give some notations that are used throughout this paper. Let a = (a1, a2) and b = (b1, b2) be two points in the
rectangle [0,1]2.
(1) The notation a  b will denote the condition a1  b1 and a2  b2.
(2) The notation a 1 b will denote the condition a1  b1 and a2  b2.
(3) The notation a ⊗ b will denote the point (a1, b2).
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increment of a two-parameter process X over the rectangle [a, b],
Δ[a,b](X) = Xb − Xa⊗b − Xb⊗a + Xa.
(5) For (si , tj ) ∈ [0,1]2, we define Π a partition of [0, s] × [0, t] given by
Π = {(si , tj ) ∈ [0, s] × [0, t]: i = 1, . . . , n, j = 1, . . . ,m,
0 = s0 < s1 < · · · < sn = s, 0 = t0 < t1 < · · · < tm = t
}
.
(6) For (si , tj ) ∈ Π , let us set
Δij := Δ[(si ,tj ),(si+1,tj+1)], Δ(1)ij := Δ[(si ,0),(si+1,tj )], Δ(2)ij := Δ[(0,tj ),(si ,tj+1)].
(7) For a partition Π , the notation ‖Π‖ will denote the mesh of Π ,
‖Π‖ = max
i,j
∣∣(si+1, tj+1) − (si , tj )∣∣.
(8) For x = (x1, . . . , xn) ∈ Rn and α = (α1, . . . , αn) ∈ Rn, let us set xα =∏ni=1 xαi and dx =∏ni=1 dxi .
(9) The notation Rz 1 Rz will denote the set {(a, b) ∈ Rz × Rz: a 1 b}.
2.2. Malliavin calculus for fractional Brownian sheet
The fractional Brownian sheet (BHz ), z ∈ [0,1]2, with Hurst parameters H = (H1,H2), H1,H2 ∈ (0,1), is a cen-
tered Gaussian process with the covariance
E
(
BHa B
H
b
)= 2∏
i=1
1
2
(
a
2Hi
i + b2Hii − |ai − bi |2Hi
)
.
For z = (b1, b2), we can define the following integral representation for the fractional Brownian sheet:
BHb =
∫
Rb
2∏
i=1
KHi (bi, ai) dWa1,a2 ,
where (Wa), a ∈ [0,1]2, is the standard Brownian sheet, and KHi (bi, ai), i = 1,2, is the kernel
KHi (bi, ai) =
⎧⎪⎨
⎪⎩
CHi (bi − ai)Hi−(1/2) + CHi ( 12 − Hi)
× ∫ bi
ai
(u − ai)Hi−(3/2)(1 − ( aiu )(1/2)−Hi ) du for bi > ai,
0 for bi  ai,
CHi being a constant. The derivative of this kernel with respect to the first variable is
∂KHi
∂bi
(bi, ai) =
{
CHi (Hi − 12 )( aibi )(1/2)−Hi (bi − ai)Hi−(3/2) for bi > ai,
0 for bi  ai.
The canonical Hilbert space H of the fractional Brownian sheet is defined as the closure of linear span of the indicator
function {1[0,a], a ∈ [0,1]2} with respect to the scalar product
〈1[0,a],1[0,b]〉H =
2∏
i=1
1
2
(
a
2Hi
i + b2Hii − |ai − bi |2Hi
)
.
Let S be the class of smooth and cylindrical random variables F of the form
F = f (BH(ϕ1), . . . ,BH (ϕn)),
where n 1, f ∈ C∞b (Rn) and ϕi ∈ H, i = 1, . . . , n. Then the Malliavin derivative operator D is given by
D•F =
n∑ ∂f
∂xi
f
(
BH(ϕ1), . . . ,B
H (ϕn)
)
ϕi(•).i=1
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can be defined by the maps L2(Ω) into L2(Ω;H⊗l ). We denote by Dl,2 the closure of S with respect to the norm
defined by
‖F‖2l,2 = E
(|F |2)+ l∑
k=1
E
(∥∥DkF∥∥2
H⊗k
)
.
We denote by δ the adjoint of the derivative operator D. Its domain Dom(δ) is the class of elements α ∈ L2(Ω;H)
such that there exists a constant C satisfying∣∣E(〈DF,α〉H)∣∣ C(E|F |2)1/2 for all F ∈ S.
If α ∈ Dom(δ), then δ(α) is the unique element of L2(Ω) defined by
E
(
Fδ(α)
)= E(〈DF,α〉H) for all F ∈ D1,2. (1)
If α ∈ Dom(δ), we will refer to δ(α) as the Skorohod integral of the process α and use the following notation
(see [6]):
δ(α1Rz) =
∫
Rz
α(a) dBHa
(
or
∫
Rz
α(a1, a2) dB
H1,H2
a1,a2
)
. (2)
In a similar way, given a Hilbert space V , we denote by Dl,2(V ) the corresponding space of V -valued random vari-
ables.
The kernel KHi , i = 1,2, defines an operator in L2([0,1]) given by
(KHi )g(t) =
t∫
0
KHi (t, s)g(s) ds.
The right-sided fractional Riemann–Liouville integral of order α ∈ (0,1) of a function f ∈ L1([0,1]) and its derivative
of f are given by
Iα1−f (s) =
(−1)−α
(α)
1∫
s
(u − s)α−1f (u)du,
Dα1−f (s) =
(−1)−α
(1 − α)
(
f (s)
(1 − s)α − α
1∫
s
f (u) − f (s)
(u − s)α+1 du
)
,
respectively. When Hi > 1/2 and αi = Hi − (1/2), we define the operator K∗Hi as(
K∗Hih
)
(s) = CHi
(
Hi − 12
)
(Hi − (1/2))
(−1)(1/2)−αi s
−αi I αi1−(hαi )(s),
where hαi (u) = uαi h(u) and the constant
CHi =
(
2Hi((3/2) − Hi)
(Hi + (1/2))(2 − 2Hi)
)1/2
.
On the other hand, if Hi < 1/2, then the operator K∗Hi is given by(
K∗Hih
)
(s) = CHi sαiDαi1−(h−αi )(s),
where h−αi (u) = u−αi h(u).
3. Various types of stochastic integrals
In this section we define stochastic line integrals and stochastic surface integrals of various types by using the
classical Malliavin calculus.
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As mentioned in the introduction, for fixed t  0, the process s → BHs,t is a scaled fractional Brownian motion:
likewise, for fixed s  0, the process t → BHs,t is also a scaled fractional Brownian motion. Hence by using the
stochastic calculus of variation for Gaussian process, we can define stochastic line integrals on horizontal or vertical
line. In this section, we will define stochastic line integrals along more general curves than horizontal or vertical line
in [0,1]2.
Let γ be a continuous oriented curve in [0,1]2 with parameter domain [0,1]. Then there is a curve of the opposite
orientation γˆ parametrized by γˆ (σ ) = γ (1 − σ) for σ ∈ [0,1].
Definition 1.
(1) We say that γ (or γˆ ) has an increasing path if γ (σ ) γ (σ ′) (or γˆ (σ ) γˆ (σ ′)) for σ  σ ′ and has an unordered
path if γ (σ )1 γ (σ ′) (or γˆ (σ )1 γˆ (σ ′)) for σ  σ ′.
(2) The curve γ is said to be pure type if it is of types in (1).
(3) A polygonal curve γ is said to be a stepped path if its segments are either horizontal or vertical.
For a given curve γ of pure type, we will define two processes on γ , Bγ1 and B
γ
2 . Let h¯(s,t) be a horizontal segment
connecting a point (s, t) and t-axis and v¯(s,t) be a vertical segment connecting a point (s, t) and s-axis. For (s, t) ∈ γ
with the initial point γ (0) = (s0, t0) and the end point γ (1) = (se, te), denote by V¯ γ(s,t) the closed area bounded by
v¯(s0,t0), v¯(s,t), γ and the axis, and by H¯
γ
(s,t) the closed area bounded by h¯(s0,t0), h¯(s,t), γ and the axis. We define two
processes Bγ1 and B
γ
2 on the curve γ . For any curve γ of pure type, let us set θ(s) = inf{t ∈ [0,1]: (s, t) ∈ γ } and
θ∗(t) = inf{s ∈ [0,1]: (s, t) ∈ γ }. Then θ(s) and θ∗(t) are obviously unique.
Definition 2.
(1) If γ is an increasing or unordered path, we define a stochastic process Bγ1 = {Bγ1 (s), s ∈ [s0, se]} as a centered
Gaussian process with the covariance
E
[
B
γ
1 (u)B
γ
1 (v)
]= 〈1V¯ γ
(se,te)
∩[0,u]×[0,1],1V¯ γ
(se,te)
∩[0,v]×[0,1]〉H. (3)
(2) If γ is an increasing path or γˆ is an unordered path, we define a stochastic process Bγ2 = {Bγ2 (t), t ∈ [t0, te]} as a
centered Gaussian process with the covariance
E
[
B
γ
2 (u)B
γ
2 (v)
]= 〈1H¯ γ
(se,te)
∩[0,1]×[0,u],1H¯ γ
(se,te)
∩[0,1]×[0,v]〉H. (4)
Remark 1. In particular, if we take γ (σ ) = h¯(1,t)(σ ) = (σ, t) for σ ∈ [0,1], then V¯ γ(se,te) = [0,1] × [0, t]. Hence the
covariance of the process Bh¯(1,t)1 is given by
E
[
B
h¯(1,t)
1 (u)B
h¯(1,t)
1 (v)
]= 〈1(0,u]×(0,t],1(0,v]×(0,t]〉H = 12 t2H2
(
u2H1 + v2H1 − |u − v|2H1).
In a similar way, we have
E
[
B
v¯(s,1)
2 (u)B
v¯(s,1)
2 (v)
]= 1
2
s2H1
(
u2H2 + v2H2 − |u − v|2H2).
We see that the process Bh¯(1,t)1 is a fractional Brownian motion up to constant t
2H2 , and similarly for Bv¯(s,1)2 . Given a
curve γ of pure type, two processes Bγ1 and B
γ
2 on γ may be considered as obtaining from the horizontal and vertical
increments of a fractional Brownian sheet BH1,H2 , respectively.
Now we develop the theory of stochastic calculus of variation only for the process Bγ1 in the case where a curve γ
is of pure type, the development for Bγ2 being similar. The canonical Hilbert space H
γ
1 is defined as the closure of the
linear span of the indicator function {1[0,u], u ∈ [s0, se]} with respect to the scalar product
〈1[0,u],1[0,v]〉 γ = E
[
B
γ
(u)B
γ
(v)
]
.H1 1 1
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and cylindrical random variables of the form
F = f (Bγ1 (φ1), . . . ,Bγ1 (φn)),
where f ∈ C∞b (Rn) and φ ∈ Hγ1 . The derivative of a smooth and cylindrical random variable is defined as the Hγ1 -
valued random variable
D
γ
1 F =
n∑
i=1
∂f
∂xi
(
B
γ
1 (φ1), . . . ,B
γ
1 (φn)
)
φi.
We denote by Dγ,l,p1 the closure of smooth and cylindrical random variables with respect to the its associated norm.
Hence we can develop the Malliavin calculus with respect to a Gaussian process Bγ1 by following the method of
Section 2.1. We denote by δγ1 the adjoint operator of the Malliavin derivative Dγ1 .
We denote by E the linear space of step functions on [0,1]. Let us set K∗H = K∗H1 ⊗ K∗H2 . We will denote
K∗H (1V¯ γ(se,te)ϕ) by K
∗
H,V¯
γ
(se,te)
(ϕ), where K∗
H,V¯
γ
(se,te)
is the adjoint operator K∗H in the area V¯ γ(se,te). By the direct ex-
tension of Lemma 1 in [1] to two-parameter case through the tensorization and the definition of the process Bγ1 , we
can show that for any φ ∈ E ,
B
γ
1 (φ) =
∫
[0,1]2
K∗
H,V¯
γ
(se,te)
(φ ⊗ 1[0,1])(a) dWa, (5)
where (Wa), a ∈ [0,1]2, is a standard Brownian sheet. Hence the canonical Hilbert space Hγ1 can be represented as
the closure of E with respect to the norm ‖φ‖
H
γ
1
= ‖K∗
H,V¯
γ
(se,te)
(φ ⊗ 1[0,1])‖L2([0,1]2).
Now we give the definition of the stochastic line integral in the case where the integrand is an element of Dom(δ).
Proposition 1. Let ϕ = {ϕ(z), z ∈ [0,1]2} be the process such that (ϕ∗ ⊗ 1[0,1])1V¯ γ
(se,te)
∈ Dom(δ), where ϕ∗(ω, s) =
ϕ(ω, (s, θ(s))). Then we have that ϕ∗ ∈ Dom(δγ1 ) and δγ1 (ϕ∗) = δ((ϕ∗ ⊗ 1[0,1])1V¯ γ(se,te) ).
Proof. For φ1, . . . , φn ∈ Hγ1 , we take F = f (Bγ1 (φ1), . . . ,Bγ1 (φn)). Since (ϕ∗ ⊗ 1[0,1])1V¯ γ(se,te) ∈ Dom(δ), it follows
that
∣∣E(〈Dγ1 F,ϕ∗〉Hγ1 )
∣∣=
∣∣∣∣∣E
n∑
i=1
∂f
∂xi
(
B
γ
1 (φ1), . . . ,B
γ
1 (φn)
)〈
φi,ϕ
∗〉
H
γ
1
∣∣∣∣∣
=
∣∣∣∣∣E
n∑
i=1
∂f
∂xi
(
BH
(
(φ1 ⊗ 1[0,1])1V γ
(se,te)
)
, . . . ,BH
(
(φn ⊗ 1[0,1])1V γ
(se,te)
))
× 〈(φi ⊗ 1[0,1])1V¯ γ
(se,te)
,
(
ϕ∗ ⊗ 1[0,1]
)
1V¯ γ
(se,te)
〉
H
∣∣∣∣∣
= ∣∣E(〈DF, (ϕ∗ ⊗ 1[0,1])1V¯ γ
(se,te)
〉
H
)∣∣ C(E|F |2)1/2. (6)
The third equality holds because
f
(
B
γ
1 (φ1), . . . ,B
γ
1 (φn)
) d= f (BH ((φ1 ⊗ 1[0,1])1V γ
(se,te)
)
, . . . ,BH
(
(φn ⊗ 1[0,1])1V γ
(se,te)
))
.
Indeed, by Eq. (5) and the definition of the operator K∗
H,V¯
γ
(se,te)
, we have
B
γ
1 (φ) =
∫
2
K∗H
(
(φ ⊗ 1[0,1])1V¯ γ
(se,te)
)
(a) dWa, (7)[0,1]
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(se,te)
). From (6), we obtain that
E
[
Fδ
γ
1 (ϕ
∗)
]= E[Fδ((ϕ∗ ⊗ 1[0,1])1V¯ γ
(se,te)
)]
for all F ∈ Sγ1 .
Hence the result follows. 
Definition 3. Suppose that ϕ = {ϕ(z), z ∈ [0,1]2} is the process such that (ϕ∗ ⊗ 1[0,1])1V¯ γ
(se,te)
∈ Dom(δ). The sto-
chastic line integral of ϕ along the curve γ is the unique element of L2(Ω) denoted by δγ1 (ϕ
∗) such that
E
(〈
D
γ
1 F,ϕ
∗〉
H
γ
1
)= E[Fδγ1 (ϕ∗)] for all F ∈ Sγ1 . (8)
We will write δγ1 (ϕ
∗) as
δ
γ
1 (ϕ
∗) =
se∫
s0
ϕ∗(s) dBγ1 (s) =
∫
γ
ϕ∂1B
H1,H2 .
Remark 2. If we take γ (σ ) = h¯(1,t)(σ ) = (σ, t) for σ ∈ [0,1], then V¯ h¯(1,t)(se,te) = [0,1] × [0, t] and ϕ∗(u) = ϕ(u, t). For
any ϕ ∈ Dom(δ), we have by Proposition 1 that
δ
h¯(1,t)
1
(
ϕ∗1[0,s]
)=
s∫
0
ϕ∗(u) dBh¯(1,t)1 (u) =
∫
[0,1]2
(
ϕ∗1[0,s] ⊗ 1[0,1]
)
(u, v)1[0,1]×[0,t](u, v) dBH1,H2u,v
=
s∫
0
t∫
0
ϕ(u, t) dBH1,H2u,v . (9)
If γ (σ ) = v¯(s,1)(σ ) for σ ∈ [0,1], we have E(〈Dv¯(s,1)1 F,ϕ∗〉Hγ1 ) = 0 for all F ∈ S
γ
1 . Hence we have that δ
v¯(s,1)
1 (ϕ
∗) = 0
for ϕ ∈ Dom(δ).
3.2. Stochastic surface integrals
If stochastic calculus with respect to a fractional Brownian sheet is to be fully developed, the four types of stochas-
tic integrals will turn out to be necessary as in the case of ordinary Brownian sheet. In this section, we define stochastic
integrals of four types: stochastic integral with respect to a fractional Brownian sheet, the multiple Skorohod integrals
with respect to a fractional Brownian sheet, and the mixed integral with respect to a measure and fractional Brown-
ian sheet; let ([0,1]2,B([0,1]2),μ) be a measure space. For z ∈ [0,1]2, we will define the following four types of
stochastic integrals of the multi-parameter processes α(a) and β(a, b):∫
Rz
α(a) dBHa , (10)
∫
Rz1Rz
β(a, b) dBHa dB
H
b , (11)
∫
Rz1Rz
β(a, b) dμ(a)dBHb , (12)
∫
β(a, b) dBHa dμ(b). (13)Rz1Rz
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Rz
ϕ(a,ω)dμ(a) for ω ∈ Ω.
We give the definition for the stochastic integrals of the second type (as a reference for the double Skorohod integral,
see [6, p. 48]). Let us denote by δ⊗2 the adjoint operator of the 2nd iterated Malliavin derivative D2. The domain of
δ⊗2 is the element β ∈ L2(Ω;H⊗2) such that∣∣E(〈D2•,F,β〉H⊗2)∣∣C(E|F |2)1/2 for all F ∈ S.
For β ∈ Dom(δ⊗2), there exists a square integrable random variable δ⊗2(β) such that for all F ∈ D2,2,
E
[
Fδ⊗2(β)
]= E(〈D2•,F,β(•, )〉H⊗2). (14)
Definition 4. For β ∈ Dom(δ⊗2), we define a square integrable random variable δ⊗2(β) given by the relationship (14)
as the multiple stochastic integral (11) and write
δ⊗2(β) =
∫
β(a, b) dBHa dB
H
b . (15)
Stochastic integral (15) is to be necessary for the theory of stochastic calculus for fractional Brownian sheet. For
motivation, we consider a decomposition of (BHz )2 with Hurst parameter H = (H1,H2), H1,H2 ∈ (1/2,1). This
decomposition has been proven by Tudor and Viens in [7]. A different discretization from their works will be used in
order to show that the stochastic integrals of the second type are necessary for the decomposition of (BHz )2.
Lemma 1. If H1,H2 ∈ (1/2,1), we have that as n,m → ∞,∑
in−1
jm−1
∑
ki−1
l−1j
δ⊗2
(
1[si ,si+1]×[tj ,tj+1](•)1[sk,sk+1]×[tl ,tl+1]()
)→ δ⊗2(1[•1]1Rz×Rz)
=
∫
RzRz
dBHa dB
H
b in L
2(Ω). (16)
Proof. Let us set
βn,m(a, b) :=
∑
in−1
jm−1
∑
ki−1
l−1j
1[sk,sk+1]×[tl ,tl+1](a)1[si ,si+1]×[tj ,tj+1](b),
β(a, b) := 1[a1b]1Rz×Rz(a, b).
We can write
βn,m(a, b) =
∑
in−1
jm−1
1[0,si ]×[tj+1,t](a)1[si ,si+1]×[tj ,tj+1](b) (17)
and
β(a, b) =
∑
in−1
jm−1
1[si ,si+1]×[tj ,tj+1](b)
(
1[0,si ](a1) + 1[si ,b1](a1)
)(
1[b2,tj+1](a2) + 1[tj+1,t](a2)
)
. (18)
From (17) and (18), it follows that∣∣βn,m(a, b) − β(a, b)∣∣ max
0in−1
1[si ,si+1](a1) + max0jm−1 1[tj ,tj+1](a2)
+ max 1[si ,si+1](a1) max 1[tj ,tj+1](a2).0in−1 1jm−1
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as in the proof of Lemma 3 in [7], the sequence {βn,m} converges in H to β as ‖Π‖ tends to 0. Using the inequality
E
[(
δ⊗2(βn,m) − δ⊗2(β)
)2] ‖βn,m − β‖2H,
we have that δ⊗2(βn,m) → δ⊗2(β) in L2(Ω) as n,m → ∞. 
For the decomposition of (BH1,H2s,t )2, we consider the following discretization:
(
BHs,t
)2 = ( ∑
in−1
jm−1
Δij
(
BH
))2 := Jn,m1 + Jn,m2 + Jn,m3 ,
where
J
n,m
1 =
∑
in−1
jm−1
(
Δij
(
BH
))2
, J
n,m
2 = 2
∑
in−1
jm−1
∑
ki−1
lj−1
Δij
(
BH
)
Δkl
(
BH
)
,
J
n,m
3 = 2
∑
in−1
jm−1
∑
ki−1
l−1j
Δij
(
BH
)
Δkl
(
BH
)
.
It is obvious that as ‖Π‖ → 0, Jn,m1 → 0 in L2(Ω). By the property of δ, the second term Jn,m2 is
J
n,m
2 = 2
∑
in−1
jm−1
Δij
(
BH
)
BHsi,tj = 2
∑
in−1
jm−1
δ
(
1[si ,si+1]×[tj ,tj+1](•)BHsi ,tj
)
+ 2
∑
in−1
jm−1
〈1[si ,si+1]×[tj ,tj+1],1[0,si ]×[0,tj ]〉H.
By Lemma 1 in [7], we obtain that as ‖Π‖ → 0,∑
in−1
jm−1
δ
(
1[si ,si+1]×[tj ,tj+1](•)BHsi ,tj
)→ ∫
Rz
BHa dB
H
a in L2(Ω). (19)
Hence from (19), it follows that as ‖Π‖ → 0,
J
n,m
2 → 2
∫
Rz
BHa dB
H
a +
1
2
z2H in L2(Ω).
By the property of δ⊗2, the last sum Jn,m3 can be written as
J
n,m
3 = 2
∑
in−1
jm−1
∑
ki−1
l−1j
δ⊗2
(
1[si ,si+1]×[tj ,tj+1](•)1[sk,sk+1]×[tl ,tl+1]()
) (20)
+ 2
∑
in−1
jm−1
∑
ki−1
l−1j
〈1[si ,si+1]×[tj ,tj+1],1[sk,sk+1]×[tl ,tl+1]〉H⊗2 . (21)
Using Lemma 1, we obtain that as ‖Π‖ → 0,
J
n,m
3 → 2
∫
R ×R
1[a1b] dBHa dBHb +
1
2
z2H .z z
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BHz
)2 = 2∫
Rz
BHa dB
H
b + 2
∫
Rz×Rz
1[a1b] dBHa dBHb + z2H . (22)
Remark 3. By directed computation, we have
J
n,m
3 = 2
∑
in−1
jm−1
Δ
(1)
ij
(
BH
)
Δ
(2)
ij
(
BH
)
. (23)
By (23), the second integral in (22) is equal to 2M˜s,t , the notation used in [7], L2(Ω)-limit of the series∑
in−1
jm−1
δ2
(
1[si ,si+1]×[0,tj ](•)1[0,si ]×[tj ,tj+1]()
)
. (24)
Also the above series (24) can be obtained by changing the order of summations for j and l in the series (20).
Now we show that the multiple stochastic integral (11) and the mixed integrals (12)–(13) can be computed as an
iterated integral. Let (hi)i∈N be an complete orthonormal basis of Hilbert space H. We define a set of smooth H-valued
functional as
S(H) =
{
m∑
j=1
Fjhj : F1, . . . ,Fm ∈ S, h1, . . . , hm ∈ H, m ∈ N
}
,
which is dense in L2(Ω;H). For F ∈ S(H), we define its derivative as the H⊗2-valued random variable given by
D2F =
n∑
i=1
m∑
j=1
∂
∂xi
fj
(
BH(ϕ1), . . . ,B
H (ϕn)
)
ϕi ⊗ hj .
Then the derivative operator D2 is a closable unbounded operator from L2(Ω;H) to L2(Ω;H⊗2). We denote by δ2
an adjoint operator of D2. The domain of δ2 is the set of elements in L2(Ω,H2) such that∣∣E(〈β,D2F 〉H⊗2)∣∣C(E‖F‖2H)1/2 for all F ∈ S(H).
For β ∈ Dom(δ2), we have the following duality relationship
E
(〈β,D2F 〉H⊗2)= E(〈δ2(β),F 〉H) for F ∈ S(H). (25)
We can define the second derivative by D2G = D2(DG) for G ∈ S .
Theorem 1. Let β = {β(a, b), (a, b) ∈ [0,1]2 × [0,1]2} be a multi-parameter process such that β ∈ L2(Ω;H⊗2).
If β(•, )1[•1] ∈ Dom(δ2) and b ∈ [0,1]2 → δ2[β(•, b)1[•1b]] ∈ Dom(δ), then we have that β(•, )1[•1] ∈
Dom(δ⊗2) and
δ⊗2(β1[•1]) =
∫
[0,1]2
δ2
(
β1[•1b](•, b)
)
dBHb . (26)
Remark 4. If we interchange the role of the above variables a and b, the equation in (26) becomes the stochastic
Fübini theorem:
δ⊗2(β1[•1]) =
∫
[0,1]2
( ∫
[0,1]2
β(a, b)1[a1b] dBHa
)
dBHb =
∫
[0,1]2
( ∫
[0,1]2
β(a, b)1[a1b] dBHb
)
dBHa . (27)
As a consequence of Theorem 1, we can compute the multiple stochastic integral (11) as the iterated stochastic
integrals.
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is a smooth random variable, we set D2•,F = D2,D•F . Since D2D is densely defined, then we have Dom(δδ2) ⊆
Dom(δ⊗2). Hence β(•, )1[•1] ∈ Dom(δ⊗2). So the duality relations (14) and (25) yield that for all F ∈ S ,
E
[
Fδ⊗2(β1[•1])
]= E(〈D2DF,β(•, )1[•1]〉H⊗2)= E[Fδ(δ2(β1[•1]))].
Hence the result follows. 
Now we define the mixed integrals (11) and (12). First consider an operator T : R → X = L2([0,1]2,B([0,1]2),μ)
by T c = c1[0,1]2 . Notice that for f ∈ X, cT ∗f = 〈f, c1[0,1]2〉L2(μ) = 〈f,T c〉L2(μ). Hence the adjoint operator T ∗ of
T is given by T ∗f = ∫[0,1]2 f (a)dμ(a). The domain of T ∗ ⊗ δ is the element β ∈ L2(Ω;X ⊗H) such that∣∣E(〈(T ⊗ D)(1 ⊗ F),β〉
X⊗H
)∣∣ C(E|F |2)1/2 for all F ∈ S.
For β ∈ Dom(T ∗ ⊗ δ) = Dom(T ∗) ⊗ Dom(δ), there exists a square integrable random variable T ∗ ⊗ δ(β) such that
for all F ∈ S ,
E
[
F(T ∗ ⊗ δ)(β)]= E(〈(T ⊗ D)(1 ⊗ F),β(•, )〉
X⊗H
)
. (28)
Definition 5. For β1Rz×Rz ∈ Dom(T ∗) ⊗ Dom(δ), we define a square integrable random variable (T ∗ ⊗ δ)(β) given
by the duality relation (28) as the mixed integral (11) and write
(T ∗ ⊗ δ)(β1Rz×Rz) =
∫
Rz×Rz
β(a, b) dμ(a)dB
H1,H2
b . (29)
Also we define the mixed integral (12) as (δ ⊗ T ∗)(β) and write
(δ ⊗ T ∗)(β1Rz×Rz) =
∫
Rz×Rz
β(a, b) dBHa dμ(b). (30)
Theorem 2. Let X = ([0,1]2,B([0,1]2),μ) be a finite measure space. Suppose that a process β = {β(a, b), (a, b) ∈
[0,1]2 × [0,1]2} is an element of L2(Ω;X ⊗H) such that for a.e. a ∈ [0,1]2, 1[a1]β(a, ) ∈ Dom(δ) and
E
( ∫
[0,1]2
∣∣δ(1[a1]β(a, ))∣∣dμ(a)
)2
< ∞. (31)
Then we have∫
[0,1]2
1[a1]β(a, ) dμ(a) ∈ Dom(δ),
and
δ
( ∫
[0,1]2
β(a, )1[a1] dμ(a)
)
=
∫
[0,1]2
δ
(
β(a, )1[a1]
)
dμ(a). (32)
Remark 5. If we interchange the variables a and b in Theorem 2, we have another stochastic Fübini theorem:
δ
( ∫
[0,1]2
β(•, b)1[a1] dμ(b)
)
=
∫
[0,1]2
δ
(
β(•, b)1[•1b]
)
dμ(b). (33)
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we obtain that for all F ∈ S ,
E
[
(T ∗ ⊗ δ)(β1[•1])F
]= E(〈(T ⊗ D)(1 ⊗ F),β(•, )〉
X⊗H
)
= E
∫
[0,1]4
(
K∗H1 ⊗ K∗H2
)
(DF)(b)
(
K∗H1 ⊗ K∗H2
)(
β(•, )1[•1]
)
(a, b) dμ(a)db
=
∫
[0,1]2
E
〈
β(a, )1[a1],DF
〉
H
dμ(a). (34)
Since β(a, )1[a1]β belongs to Dom(δ) for a.e. a [μ], the last term of (34) becomes∫
[0,1]2
E
[
Fδ
(
β(a, )1[a1]
)]
dμ(a) = E
[
F
∫
[0,1]2
δ
(
β(a, )1[a1]
)
dμ(a)
]
. (35)
From Fübini theorem and Eq. (34), it follows that∫
[0,1]2
β(a, )1[a1] dμ(a) ∈ Dom(δ),
and the last term of (34) is equal to
E
〈 ∫
[0,1]2
β(a, )1[a1] dμ(a),DF
〉
H
= E
[
Fδ
( ∫
[0,1]2
β(a, )1[a1] dμ(a)
)]
. (36)
It follows from (35) and (36) that the equality (32) holds. 
4. Applications
In this section, we derive an Itô formula for the fractional Brownian sheet with Hurst parameters H1 > 1/4 and
H2 > 1/4 by using the four types of stochastic integrals.
First we prove that the processes, as the integrands of Skorohod integrals appearing in Itô formula (Lemma 2 and
Theorem 3) below, belong to Dom(δ) only for the case H1,H2 ∈ (1/4,1/2), the proofs for the other three cases
H1,H2 ∈ (1/2,1), 1/4 < H1 < 1/2 and 1/2 < H2 < 1, 1/2 < H1 < 1 and 1/4 < H2 < 1/2 being similar except for
the space corresponding to the each case.
Consider the following seminorm on E ⊗ E (for one-parameter Gaussian process, see [1]):
‖ϕ‖2
K⊗2 = I1(ϕ) + I2(ϕ) + I3(ϕ) + I4(ϕ),
where
I1(ϕ) =
∫
[0,1]2
ϕ(s, t)2
(
(1 − s)−α1 + s−α1)2((1 − t)−α2 + t−α2)2 ds dt,
I2(ϕ) =
∫
[0,1]2
( 1∫
s
∣∣ϕ(u, t) − ϕ(s, t)∣∣(u − s)−1−α1((1 − t)−α2 + t−α2)du
)2
ds dt,
I3(ϕ) =
∫
[0,1]2
( 1∫
t
∣∣ϕ(s, v) − ϕ(s, t)∣∣((1 − s)−α1 + s−α1)(v − t)−1−α2 dv
)2
ds dt,
I4(ϕ) =
∫
[0,1]2
( 1∫
s
1∫
t
∣∣ϕ(u, v) − ϕ(u, t) − ϕ(s, v) + ϕ(s, t)∣∣(u − s)−1−α1(v − t)−1−α2 dudv
)2
ds dt.
The completion of E ⊗ E with respect to ‖ · ‖K⊗2 is denoted by HK⊗2 . We define, as in Section 2.2, the space
D
1,2(HK⊗2) of HK⊗2 -valued random variables. If a process α belongs to D1,2(HK⊗2), then α belongs to Dom(δ).
1394 Y.T. Kim et al. / J. Math. Anal. Appl. 341 (2008) 1382–1398Let F be a function of class C4(R) satisfying the growth condition
(H) max
{∣∣F(x)∣∣, ∣∣F ′(x)∣∣, ∣∣F ′′(x)∣∣, ∣∣F (3)(x)∣∣, ∣∣F (4)(x)∣∣} c exp(λ|x|2),
where λ is a positive constant that depends on H , and c is an arbitrary constant.
Lemma 2. Suppose that H1,H2 ∈ (1/4,1/2) and F satisfies the assumption (H). Then the following processes belong
to Dom(δ) :b ∈ [0,1]2 → F ′(BHb⊗z) for fixed z ∈ [0,1]2 and b ∈ [0,1]2 → F ′(BHb ).
Proof. Since the process F ′(BH•⊗z) is the special case of the process F ′(BH• ), it is sufficient to show that the process
F ′(BH• ) ∈ Dom(δ) in order to prove lemma. To prove this we need to show that
E
∥∥F ′(BH• )∥∥2K⊗2 < ∞ and E
∫
[0,1]2
∥∥DaF ′(BH• )∥∥2K⊗2 da < ∞.
By the assumption (H) for F ′,
E
[
I1
(
F ′
(
BH•
))]
 E
[
sup
a∈[0,1]2
∣∣F ′(BHa )∣∣2]
∫
[0,1]2
(
(1 − b1)−α1 + (b1)−α1
)2
× ((1 − b2)−α2 + (b2)−α2)2 db1 db2 < ∞. (37)
First notice that |F ′(BHu,b2)−F ′(BHb1,b2)| supa∈[0,1]2 |F ′′(BHa )||BHu,b2 −BHb1,b2 |. For 2 < p < 12λ , by Hölder inequal-
ity and the assumption (H) for F ′′, we have
E
[
I2
(
F ′
(
BH•
))]
 c
(
E
[
sup
b∈[0,1]2
∣∣F ′′(BHb )∣∣p])1/p
∫
[0,1]2
( 1∫
b1
E
[∣∣BHu,b2 − BHb1,b2 ∣∣2]1/2
× (u − b1)−1−α1
(
(1 − b2)−α2 + (b2)−α2
)
du
)2
db1 db2
 c
(
E
[
sup
b∈[0,1]2
∣∣F ′′(BHb )∣∣p])1/p
∫
[0,1]2
( 1∫
b1
(u − b1)−(1/2)−2α1
× (b2)(1/2)−α2
(
(1 − b2)−α2 + (b2)−α2
)
du
)2
db1 db2 < ∞. (38)
By a similar estimate as for I2(F ′(BH• )), we have
E
[
I3
(
F ′
(
BH•
))]
< ∞. (39)
Notice that∣∣Δ[(b1,b2),(u,v)](F ′(BH• ))∣∣ sup
a∈[0,1]2
∣∣F ′′(BHa )∣∣∣∣BHu,b2 − BHb1,b2 ∣∣∣∣BHb1,v − BHb1,b2 ∣∣.
Using the argument as above,
E
[
I4
(
F ′
(
BH•
))]
 c
(
E
[
sup
b∈[0,1]2
∣∣F ′′(BHb )∣∣p])1/p
∫
[0,1]2
( 1∫
b1
1∫
b2
E
[∣∣BHu,b2 − BHb1,b2 ∣∣2∣∣BHb1,v − BHb1,b2 ∣∣2]1/2
× (u − b1)−1−α1(v − b2)−1−α2 dudv
)2
db1 db2
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(
E
[
sup
b∈[0,1]2
∣∣F ′′(BHb )∣∣p])1/p
∫
[0,1]2
( 1∫
b1
1∫
b2
(u − b1)−(1/2)−2α1
× (v − b2)−(1/2)−2α2 dudv
)2
db1 db2 < ∞. (40)
As a consequence of (37)–(40), we get E‖F ′(BH• )‖2K⊗2 < ∞. On the other hand, since E
∫
[0,1]2 ‖DaF ′(BH• )‖2K⊗2 da 
E‖F ′′(BH• )‖2K⊗2 , we can show that E
∫
[0,1]2 ‖DaF ′(BH• )‖2K⊗2 da < ∞ by using the similar argument as above and
the assumption (H) for F (3). 
Remark 6. Unfortunately, the method used in this lemma cannot be applied in order to show that F (3)(BH•⊗z) ∈
Dom(δ) because we do not assume that F ∈ C5(R) and F (5) satisfies the assumption (H). We will prove this in remark
of Lemma 3 by following the method for the proof of Theorem 1 in [1].
Now we derive Itô formulas for the process Bh¯(1,t) and Bv¯(s,1) , and then by using these formulas we prove Itô
formulas for the fractional Brownian sheet.
Lemma 3. Let F be a function of class C2(R) satisfying the condition (H). Suppose that H1 ∈ (1/4,1) and H2 ∈ (0,1).
Then for fixed t ∈ [0,1] the process F ′(BH1,H2·,t )1[0,s](·) belongs to Dom(δh¯(1,t)1 ) (also F ′(BH•⊗z)1[0,z] ∈ Dom(δ)) and
it holds
F
(
B
H1,H2
s,t
)= F(0) +
s∫
0
t∫
0
F ′
(
B
H1,H2
b1,t
)
dB
H1,H2
b1,b2
+ 2H1H2
s∫
0
t∫
0
F ′′
(
B
H1,H2
b1,t
)
(b1)
2H1−1(b2)2H2−1 db1 db2.
(41)
Proof. Notice that Bh¯(1,t)1 = {B
h¯(1,t)
1 (s) ∈ s ∈ [0,1]} is a zero mean continuous Gaussian process with the covariance
function R(1)t (s, s′) of the form
R
(1)
t (s, s
′) =
s∧s′∫
0
KH1,t (s, u)KH1,t (s
′, u) du,
where kernel KH1,t (s, u) = tH2KH1,t (s, u). Hence by applying Theorems 1 and 2 in [1] to the Gaussian process Bh¯(1,t)1 ,
we obtain that F ′(BH1,H2·,t )1[0,s](·) ∈ Dom(δh¯(1,t)1 ) and the following formula holds:
F
(
B
h¯(1,t)
1 (s)
)= F(0) +
s∫
0
F ′
(
B
h¯(1,t)
1 (b1)
)
dB
h¯(1,t)
1 (b1) +
1
2
s∫
0
F ′′
(
B
h¯(1,t)
1 (b1)
)
dR
(1)
t (b1, b1). (42)
By Remark 2 and Lemma 2, the first integral in (42) can be represented as Skorohod integral with respect to fractional
Brownian sheet:
s∫
0
F ′
(
B
h¯(1,t)
1 (b1)
)
dB
h¯(1,t)
1 (b1) =
s∫
0
t∫
0
F ′
(
B
H1,H2
b1,t
)
dB
H1,H2
b1,b2
.
Since R(1)t (b1, b1) = (b1)2H1 t2H2 , the second integral in (42) becomes
1
2
s∫
0
F ′′
(
B
h¯(1,t)
1 (b1)
)
t2H2 d
(
(b1)
2H1
)= 2H1H2
s∫
0
t∫
0
F ′′
(
B
H1,H2
b1,t
)
(b1)
2H1−1(b2)2H2−1 db1 db2.
Hence the proof is completed. 
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obtain the Itô formula along the vertical line v¯(s,1)
F
(
BHz
)= F(0) +
s∫
0
t∫
0
F ′
(
B
H1,H2
s,b2
)
dB
H1,H2
b1,b2
+ 2H1H2
s∫
0
t∫
0
F ′′
(
B
H1,H2
s,b2
)
(b1)
2H1−1(b2)2H2−1 db1 db2. (43)
(2) By the method used in the proof of [1], Theorem 1 in order to show that F ′(BH1,H2·,t )1[0,s](·) belongs to
Dom(δh¯(1,t)1 ) and the formula (41) holds, we can show that for any random variable of the form G = In(h⊗n),
E
∫
Rz
DWb GK
∗
H,[0,z]F (3)
(
BHb⊗z
)
db = E[GF (BHz )]− E[GF(0)]+ 2H
∫
Rz
E
[
GF(4)
(
BHb⊗z
)]
b2H−1 db, (44)
where DW is Malliavin derivative associated with standard Brownian sheet W , In denotes the multiple stochastic inte-
gral with respect to W and h is a step function on [0,1]2. Since E(F (BHz )−F(0)+ 2H
∫
Rz
F (4)(BHb⊗z)b2H−1 db)2 <∞, from (44), we obtain∣∣E(〈DG,F (3)(BHb⊗z)〉H)∣∣ C(E|G|2)1/2 for all G ∈ S,
and hence the process F (3)(BH•⊗z) ∈ Dom(δ) for fixed z ∈ [0,1]2.
Theorem 3. Let F : R → R be a function satisfying the condition (H). Then we have that for z = (s, t) ∈ [0,1]2,
F
(
BHz
)− f (0) = ∫
Rz
F ′
(
BHa
)
dBHa +
∫
Rz
F ′′
(
BHa
)
dμ(a)+
∫
Rz1Rz
F ′′
(
BHb⊗a
)
dBHa dB
H
b
+
∫
Rz1Rz
F (3)
(
BHb⊗a
)
dμ(a)dBHb +
∫
Rz1Rz
F (3)
(
BHb⊗a
)
dBHa dμ(b)
+
∫
Rz1Rz
F (4)
(
BHb⊗a
)
d(μ ⊗ μ)(a, b), (45)
where the measure μ is given by dμ(ξ) = 2Hξ2H−1 dξ .
Remark 8. We give the comparison of the integrals in (45) and the integrals in [7]. By Theorem 1, the third integrals
in (45) can be computed as an iterated stochastic integral,
∫
Rz1Rz
F ′′
(
BHb⊗a
)
dBHa dB
H
b =
s∫
0
t∫
0
( t∫
b2
b1∫
0
F ′′
(
B
H1,H2
b1,a2
)
dBH1,H2a1,a2
)
dB
H1,H2
b1,b2
=
s∫
0
t∫
0
F ′′
(
B
H1,H2
b1,a2
)
db1B
H1,H2
b1,a2
da2B
H1,H2
b1,a2
. (46)
By Theorem 2, the fourth integral in (45) becomes
∫
Rz1Rz
F (3)
(
BHb⊗a
)
dμ(a)dBHb = 2H1H2
s∫
0
t∫
0
( t∫
b2
b1∫
0
F (3)
(
B
H1,H2
b1,a2
)
(a1)
2H1−1(a2)2H2−1 da1 da2
)
dB
H1,H2
b1,b2
= H2
s∫ t∫
F (3)
(
B
H1,H2
b1,a2
)
(b1)
2H1(a2)
2H2−1 db1B
H1,H2
b1,a2
da2. (47)
0 0
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∫
Rz1Rz
F (3)
(
BHb⊗a
)
dBHa dμ(b) = H1
s∫
0
t∫
0
F (3)
(
B
H1,H2
b1,a2
)
(b1)
2H1−1(a2)2H2 da2B
H1,H2
b1,a2
db1. (48)
It is clear that the last integral of (45) becomes∫
Rz1Rz
F (4)
(
BHb⊗a
)
d(μ ⊗ μ)(a, b)
= 2H1H 22
s∫
0
t∫
0
( t∫
b2
F (4)
(
B
H1,H2
b1,a2
)
(b1)
4H1−1(a2)2H2−1 da2
)
(b2)
2H2−1 db1 db2
= H1H2
s∫
0
t∫
0
F (4)
(
B
H1,H2
b1,a2
)
(b1)
4H1−1(a2)4H2−1 db1 da2. (49)
Proof. From Lemma 3, we have
F
(
BHz
)= F(0) + ∫
Rz
F ′
(
BHb⊗z
)
dBHb + 2H
∫
Rz
F ′′
(
BHb⊗z
)
b2H−1 db. (50)
For b ∈ [0, z], we have by (43) that
F ′
(
BHb⊗z
)= F ′(BHb )+
∫
R[0⊗b,b⊗z]
F ′′
(
BHb⊗a
)
dBHa + 2H
∫
R[0⊗b,b⊗z]
F (3)
(
BHb⊗a
)
a2H−1 da. (51)
The right-hand side of (51) can be written as
F ′
(
BHb⊗z
)= F ′(BHb )+
∫
Rz
F ′′
(
BHb⊗a
)
1[ab] dBHa + 2H
∫
Rz
F (3)
(
BHb⊗a
)
1[ab]a2H−1 da. (52)
Similarly as for (52), we obtain for b ∈ [0, z]
F ′′
(
BHb⊗z
)= F ′′(BHb )+
∫
Rz
F (3)
(
BHb⊗a
)
1[ab] dBHa + 2H
∫
Rz
F (4)
(
BHb⊗a
)
1[ab]a2H−1 da. (53)
Lemma 2 implies that the processes {F ′(BHb⊗z), b ∈ [0, z]} and {F ′(BHb ), b ∈ [0, z]} in Eq. (52) belong to Dom(δ).
Also from (H) for F (3) and F (4), we can deduce by (2) in Remark 7 that for a.e. a, 1[a1b]F (3)(BHb⊗a) belongs to
Dom(δ). By using the condition (H) for F (3) and F (4), and the inequality
E
[(
δ(ϕ)
)2] E‖ϕ‖2
H
+ E‖Dϕ‖2
H⊗2,
we can show that∫
Rz
E
[
(δ
(
1[a1]F (3)
(
BH⊗a
))2]
dμ(a) < ∞. (54)
Applying Theorem 2 to β(a, b) = F (3)(BHb⊗a), we have∫
1[a1]F (3)
(
BH⊗a
)
a2H−1 da ∈ Dom(δ). (55)Rz
1398 Y.T. Kim et al. / J. Math. Anal. Appl. 341 (2008) 1382–1398Hence the second integral in the right-hand side of (52) belongs to Dom(δ), i.e.,
s∫
0
t∫
0
1[a1]F ′′
(
BH⊗a
)
dBHa ∈ Dom(δ).
By the condition (H), it holds that four terms in the right-hand side of (53) belong to L2([0,1]⊗2 ⊗ Ω,B([0,1]⊗2) ⊗
F ,μ ⊗ P). So by substituting (52) and (53) into F ′(BHa⊗z) and F ′′(BHa⊗z) in (50) respectively, we get
F
(
BHz
)= F(0) + ∫
Rz
F ′
(
BHa
)
dBHa + 2H
∫
Rz
F ′′
(
BHa
)
a2H−1 da +
∫
Rz1Rz
F ′′
(
BHb⊗a
)
dBHa dB
H
b
+ 2H
∫
Rz1Rz
F (3)
(
BHb⊗a
)
a2H−1 da dBHb + 2H
∫
Rz1Rz
F (3)
(
B
H1,H2
b⊗a
)
dBHa b
2H−1 db
+ 4H 2
∫
Rz1Rz
F (4)
(
BHb⊗a
)
a2H−1b2H−1 da db. 
Remark 9. In the case of fractional Brownian motion, Skorohod integral and stochastic calculus were extended beyond
the scale of Hurst parameter by Mocioalca and Viens in [5]. By following the techniques given in [5], Tudor and Viens
in [8] define the extended Skorohod integral with respect to a fractional Brownian sheet and derive an Itô formula for
H1 < 1/2 and H2 < 1/2. If we define the four types of stochastic integrals based on the extended Skorohod integral,
we can prove the Itô formula (45) for fractional Brownian sheet with H1 < 1/2 and H2 < 1/2 by using our method
under appropriate assumptions for F .
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