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Derivations of the Positive Part of the Two-parameter
Quantum Group of type G2
Yongyue Zhong and Xiaomin Tang
Abstract. In this paper, we compute the derivations of the positive part of
the two-parameter quantum group of type G2 by embedding it into a quantum
torus. We also show that the Hochschild cohomology group of degree 1 of this
algebra is a two dimensional vector space over the complex field.
1. Introduction
Throughout the paper, the symbols C,N and Z represent for the set of complex num-
bers, nonnegative integers and integers, respectively. Let g be a finite dimensional complex
simple Lie algebra and let r, s ∈ C∗ := C \ {0}. The two-parameter quantum groups (or
quantized enveloping algebras) Ur,s(g) have been introduced in the literatures [1–3] and
the references therein. Overall, the two-parameter quantized enveloping algebras Ur,s(g)
are close analogues of their one-parameter peers, and share a similar structural and repre-
sentation theory as the one-parameter quantized enveloping algebras Uq(g). For instance,
the author in [9] prove that the positive part of the two-parameter quantized enveloping
algebra U+r,s(g) is isomorphic to certain two-parameter Ringel-Hall algebra.
Nonetheless, there are some differences between the one-parameter quantum groups and
two-parameter quantum groups. The two-parameter quantum groups Ur,s(g) are more rigid
in that they possess less symmetry. In particular, the center of two-parameter quantum
groups Ur,s(g) already posed a different picture [4]. On the other hand, these differences
also make it plausible to more effectively study the structures of these algebras. In [6], the
author has studied the convex PBW-type bases of two-parameter quantum groups of typical
Lie algebra Bn, F4 and G2, respectively. It frequently inspires new directions of study in
the two-parameter quantum groups. Essentially, the two-parameter quantized enveloping
algebra Ur,s(g) and one-parameter quantized enveloping Uq(g) have similar structural and
representation theory. In [8], Fan studied the intimate relationship revealed between a two-
parameter quantum algebra and its one-parameter analog by the specialization at t = 1.
In recent years, more studies have been conducted toward their subalgebras such as
U+r,s(g), and the augmented Hopf algebras U
≥0
r,s (g). The authors has computed the deriva-
tions of the two-parameter quantized enveloping algebra U+r,s(B2) and the algebra automor-
phisms of the Hopf algebra U˘≥0r,s (sl3) in [10, 11]. A similar work has been carried out for the
algebra U+r,s(B3) and the Hopf algebra U˘
≥0
r,s (B3) in [14]. The same problem on subalgebra
of Ur,s(G2) is worth studying, i.e., to compute the derivations of U
+
r,s(G2) and the algebra
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automorphisms of U˘≥0r,s (G2). In particular, in [12] the author study the group of algebra
automorphisms for U˘≥0r,s (G2) and prove that the group of Hopf algebra automorphisms for
U˘≥0r,s (G2) is isomorphic to a torus of rank two. But the structure of derivations for U
+
r,s(G2)
was still unknown. In this paper, we will study this problem, that is, we want to determine
the structure of derivation algebra of U+r,s(G2). In order to calculate the derivation, we first
embed U+r,s(G2) into a quantum torus with know derivations, and then via this embedding
we shall be able to pull the information on derivations back to the algebra U+r,s(G2).
2. Some basic properties of the U+r,s(G2)
In this section, we recall the definitions of the algebra U+r,s(G2). We also present some facts
and notation which will be used throughout the paper.
2.1. The algebra U+r,s(G2)
In the paper, we will always assume that the parameter r, s are chosen from C∗ such
that rmsn = 1 implies m = n = 0 and use the notations ξ := r2−s2+ rs, η := r2−s2− rs,
ζ := (r3− s3)(r+ s)−1, [[k, l]] := {k, k+1, ...., l− 1, l} for any positive integers k and l with
k < l. Recall that two-parameter quantum group Ur,s(G2) associated to the complex
simple Lie algebras of type G2 have studied in [6].
Definition 2.1. The two-parameter quantized group U+ := U+r,s(G2) is defined to be the
C-algebra generated by the generators generators e1 and e2, subject to the quantum Serre
relations:
e22e1 − (r
−3 + s−3)e2e1e2 + (rs)
−3e1e
2
2 = 0,
e41e2 − (r + s)(r
2 + s2)e31e2e1 + (rs)
6e2e
4
1
+rs(r2 + s2)(r2 + rs+ s2)e21e2e
2
1 − (rs)
3(r + s)(r2 + s2)e1e2e
3
1 = 0.
The following definition of a good numbering is given by Lusztig in [16, Subsection 4.3]:
Definition 2.2. Let Φ be a root system of a complex simple Lie algebra with Φ+ a positive
root system and Π = {α1, ..., αn} a base of simple roots and i ∈ [[1, n]]. A simple root αi ∈ Π
is said to be special if the coefficient with which αi appears in any β ∈ Φ
+ (expressed as
N-linear combination of simple roots) is ≤ 1. A simple root αi ∈ Π is said to be semispecial
if the coefficient with which αi appears in any β ∈ Φ
+ is ≤ 1, except for a single root β, for
which the coefficient is necessarily 2. The numbering of the rows and columns of the Cartan
matrix (or, equivalently, of Π) has been, so far, arbitrary. We say that this numbering is
good if for any i ∈ [1, n], αi is special or semispecial when considered as a simple root of
the root system Φ ∩ (Zα1 + · · ·+ Zαi).
We can always choose a good numbering for the rows and columns of the Cartan matrix.
The following lemma tell us a good numbering of U+.
Lemma 2.3. ( see [7]) Let Φ+ be a positive root system of the complex simple Lie algebra
of type G2. Then Φ
+ = {α1, α2, α1+α2, α2+2α1, α2+3α1, 2α2+3α1} is a convex ordering
of positive roots, Π = {α2, α1} is a good numbering.
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With the notation as above, we take X1, · · · , X6 as the corresponding quantum root
vectors in U+, where
X1 = e1, X2 = e1X3 − r
2sX3e1, X3 = e1X5 − rs
2X5e1,
X4 = X3X5 − r
2sX5X3, X5 = e1e2 − s
3e2e1, X6 = e2.
Observe that {Xn66 X
n5
5 X
n4
4 X
n3
3 X
n2
2 X
n1
1 |ni ∈ N, i = 1, · · · , 6} form a convex PBW-type
Lyndon basis of the algebra U+ (see [5], Theorem 2.4).
We can get the following formula by simple calculation.
Lemma 2.4. The following identities hold:
X6X5 = r
−3X5X6,
X6X4 = r
−6s−3X4X6 − r
−3s−3(r − s)(r2 − s2)X35 ,
X6X3 = r
−3s−3X3X6 − r
−2s−3(r2 − s2)X25 ,
X6X2 = r
−3s−6X2X6 − r
−1s−5(r3 − s3)X5X3 − r
−2s−6ηX4,
X6X1 = s
−3X1X6 − s
−3X5,
X5X4 = r
−3X4X5,
X5X3 = r
−2s−1X3X5 − r
−2s−1X4,
X5X2 = r
−3s−3X2X5 − r
−2s−3ζX23 ,
X5X1 = r
−1s−2X1X5 − r
−1s−2X3,
X4X3 = r
−3X3X4,
X4X2 = r
−6s−3X2X4 − r
−3s−3(r − s)ζX33 ,
X4X1 = r
−3s−3X1X4 − r
−2s−3ζX23 ,
X3X2 = r
−3X2X3,
X3X1 = r
−2s−1X1X3 − r
−2s−1X2,
X2X1 = r
−3X1X2.
2.2. U+ as an Iterated Ore Extension
The aim of this section is to find the algebraic structures of the algebras U+ as an Ore
extension. Firstly, let us recall the definition of Ore extension. Let R be an algebra and
R[t] be the free (left) R-module consisting of all polynomials of form
P = ant
n + an−1t
n−1 + ...+ a0t
0
with coefficients in R. If an 6= 0, we say that the degree deg(P ) of P is equal to n; by
convention, we set deg(0) = −∞. Let σ be an algebra endomorphism of R. An σ-derivation
of R is a linear endomorphism δ of R such that
δ(ab) = σ(a)δ(b) + δ(a)b
for all a, b ∈ R. Let R be an algebra without zero-divisors. Given an injective algebra
endomorphism σ of R and an σ-derivation δ of R, there exists a unique algebra structure
on R[t] such that the inclusion of R into R[t] is an algebra, morphism and relation ta =
σ(a)t + δ(a) holds for all a in R, the algebra defined by above, denote R[t;σ, δ], is called
the Ore extension, also called a skew polynomial algebra [18].
Using Lemmas 2.3 and 2.4, U+ can be regarded as an iterated Ore extension as follows.
Lemma 2.5. U+ is a skew polynomial ring which could be expressed as:
U+ = C[X1][X2;σ2, δ2][X3;σ3, δ3]...[X6;σ6, δ6]
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where the σj’s are C-linear automorphisms and the δj’s are C-linear σj-derivations such
that for 1 ≤ i < j ≤ 6,σj(Xi) = λj,iXi and δj(Xi) = Pj,i, with λj,i and Pj,i defined as
follows:
XjXi − λj,iXiXj = Pj,i.
Observe that we can obtain λj,i and Pj,i for 1 ≤ i < j ≤ 6 from Lemma 2.4 and thus
determine these automorphism σj and σj-derivation δj . In fact, Pj,i are of the form
Pj,i = Σk=(ki+1,...,kj−1)ckX
ki+1
i+1 ...X
kj−1
j−1
where ck ∈ C.
Corollary 2.6. For j ∈ [[2, 6]], the C-linear automorphisms σj and σj-derivation δj which
appear in Lemma 2.5, have the following commutative relations:
σ6 ◦ δ6 = r
−3s3δ6 ◦ σ6, σ5 ◦ δ5 = r
−1sδ5 ◦ σ5,
σ4 ◦ δ4 = r
−3s3δ4 ◦ σ4, σ3 ◦ δ3 = r
−1sδ3 ◦ σ3.
Furthermore, for any ℓ ∈ [[2, 6]], there exists some qℓ ∈ C
∗ such that σℓ ◦ δℓ = qℓδℓ ◦ σℓ, in
which qi = r
−3s3 for i ∈ {4, 6} and qj = r
−1s for j ∈ {3, 5}.
Proof. According to Lemma 2.4, we can list the values of λj,i, Pj,i (1 ≤ i < j ≤ 6) in
Lemma 2.5 as
λ2,1 = r
−3, λ3,1 = r
−2s−1, λ3,2 = r
−3, λ4,1 = r
−3s−3,
λ4,2 = r
−6s−3, λ4,3 = r
−3, λ5,1 = r
−1s−2, λ5,2 = r
−3s−3,
λ5,3 = r
−2s−1, λ5,4 = r
−3, λ6,1 = s
−3, λ6,2 = r
−3s−6,
λ6,3 = r
−3s−3, λ6,4 = r
−6s−3, λ6,5 = r
−3
and
P2,1 = 0, P3,1 = −r
−2s−1X2, P3,2 = 0, P4,1 = −r
−2s−3ζX23 ,
P4,2 = −r
−3s−3ζ(r − s)X33 , P4,3 = 0, P5,1 = −r
−1s−2X3ζX
2
3 ,
P5,2 = −r
−2s−3ζX23 , P5,3 = −r
−2s−1X4, P5,4 = 0,
P6,1 = −s
−3X5, P6,2 = −r
−1s−5(r3 − s3)X5X3 − r
−2s−6ηX4,
P6,3 = −r
−2s−3(r2 − s2)X25 , P6,4 = −r
−3s−3(r − s)(r2 − s2)X35 , P6,5 = 0.
By the above equations and (2.5), we know σ6 ◦ δ6(X5) = δ6 ◦ σ6(X5) = 0; in additions,
σ6 ◦ δ6(X4) = σ6(−r
−3s−3(r − s)(r2 − s2)X35 ) = −r
−3s−3(r − s)(r2 − s2)r−9X35
and
δ6 ◦ σ6(X4) = δ6(r
−6s−3X4) = r
−6s−3(−r−3s−3(r − s)(r2 − s2)X35 )
yield that σ6 ◦δ6(X4) = r
−3s3δ6 ◦σ6(X4). Similarly, let σ6 ◦δ6 and δ6 ◦σ6 action on X3, X2
and X1 respectively, we have σ6 ◦ δ6(Xi) = r
−3s3δ6 ◦ σ6(Xi), i = 1, 2, 3. This shows that
σ6 ◦ δ6 = r
−3s3δ6 ◦ σ6. The proof for other cases is similar. The proof is completed.
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2.3. Embedding U+ into a Quantum Torus
For our proof, U+ should be embedded in a quantum group of known derivations.
We construct the so-called “Derivative-Elimination Algorithm”, it consists of a sequence of
changes of variables inside the division ring F = Fract(R), starting with the indeterminates
(X1 ,...,XN ) and terminating with new variables (T1 ,...,TN ) [16]. We fix some notation.
For any n ∈ N∗, q ∈ C, we set [n]q := 1 + q + · · ·+ q
n−1 and [n]!q := [1]q × · · · × [n]q. In
addition , we set [0]!q := 1.
Recall that U+ = C[X1][X2;σ2, δ2][X3;σ3, δ3] · · · [X6;σ6, δ6] is an iterated Ore extension.
The point is that the algebra U+r,s(G2) has a Goldie quotient ring, which we shall denote
by Frac(U+). Within the Goldie quotient ring Frac(U+) of U+, for all i ∈ [[1, 6]], we
set X
(7)
i := Xi, σ
(7)
i := σi, δ
(7)
i := δi and define X
(ℓ)
i ∈ Frac(U
+), for ℓ ∈ [[2, 6]], by the
following formulas ( see Subsections 3.2 in [16]):
X
(ℓ)
i =
{
X
(ℓ+1)
i , i ≥ l;∑+∞
n=0
(1−qℓ)
−n
[n]!qℓ
((δ
(ℓ+1)
ℓ )
n ◦ (σ
(ℓ+1)
ℓ )
−n(X
(ℓ+1)
i ))(X
(ℓ+1)
ℓ )
−n, i < l,
(2.1)
where qℓ are the same as in Corollary 2.6 and for j ∈ [[1, 6]], the σ
(ℓ+1)
j ’s are C-linear
automorphisms and the δ
(ℓ+1)
j ’s are C-linear σ
(ℓ+1)
j -derivation such that for 1 ≤ i < j ≤ 6,
σ
(ℓ+1)
j (X
(ℓ+1)
i ) = λj,iX
(ℓ+1)
i and δ
(ℓ+1)
j (X
(ℓ+1)
i ) = P
(ℓ+1)
j,i with P
(ℓ+1)
j,i defined by
P
(ℓ+1)
j,i =
{
0, j ≥ ℓ+ 1;∑
k=(ki+1,...,kj−1)
ck(X
(ℓ+1)
i+1 )
ki+1 · · · (X
(ℓ+1)
j−1 )
kj−1 , j < ℓ+ 1,
where λj,i and ck are the same as in the formulas (2.5) and (2.2.), respectively.
The relations between X
(ℓ)
i and X
(ℓ+1)
j , i, j ∈ [[i, 6]], ℓ ∈ [[2, 7]] play a very important role
in determining the derivations of U+. By making complicated calculation, we may obtain
the next result from (2.1).
Lemma 2.7. Set Yi := X
(6)
i , Zi := X
(5)
i , Ui := X
(4)
i , Ti := X
(3)
i for all i ∈ [[1, 6]]. Then we
have the following equations.
(1) Y1 = X1 − (1− r
−3s3)−1X5X
−1
6 ,
Y2 = X2 − (1 − r
−3s3)−1((r2s)(r3 − s3)X5X3 + rηX4)X
−1
6
+ (1−r
−3s3)−2
1+r−3s3 s
4(r2 − s2)((r3 − s3)− rηs−1(r − s))X35X
−2
6 ,
Y3 = X3 − (1 − r
−3s3)−1r(r2 − s2)X25X
−1
6 ,
Y4 = X4 − (1 − r
−3s3)−1r3(r − s)(r2 − s2)X35X
−1
6 ,
Y5 = X5, Y6 = X6;
(2) Z1 = Y1 − (1− r
−1s)−1Y3Y
−1
5 +
(1−r−1s)−2
(1+r−1s) r
−1sY4Y
−2
5 ,
Z2 = Y2 − (1 − r
−1s)−1rζY 23 Y
−1
5 +
(1−r−1s)−2
(1+r−1s) (sY3Y4 + r
2s2Y4Y3)Y
−2
5 ,
Z3 = Y3 − (1 − r
−1s)−1Y4Y
−1
5 , Z4 = Y4, Z5 = Y5, Z6 = Y6;
(3) U1 = Z1 − (1− r
−3s3)−1rζZ23Z
−1
4 ,
U2 = Z2 − (1− r
−3s3)−1r3ζ(r − s)Z33Z
−1
4 ,
U3 = Z4, U4 = Z4, U5 = Z5, U6 = Z6;
(4) T1 = U1 − (1− r
−1s)−1U2U
−1
3 ,
T2 = U2, T3 = U3, T4 = U4, T5 = U5, T6 = U6;
(5) X
(2)
i = Ti for all i ∈ [[1, 6]].
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Now we will give some useful corollary and proposition:
Corollary 2.8. With the notion as above, the following identities hold:
(1) X1 = Y1 + (1− r
−3s3)−1Y5Y
−1
6 ,
X2 = Y2 + (1 − r
−3s3)−1(r2s)(r3 − s3)Y5Y3Y
−1
6
+(r3s)(r3 − s3)(r2 − s2)(1− r−3s3)−2Y 35 Y
−2
6
+(1− r−3s3)−1rηY4Y
−1
6 + (1 − r
−3s3)−2r4η(r − s)(r2 − s2)Y 35 Y
−2
6
− (1−r
−3s3)−2
1+r−3s3 s
4(r2 − s2)((r3 − s3)− rηs−1(r − s))Y 35 Y
−2
6 ,
X3 = Y3 + (1 − r
−3s3)−1r(r2 − s2)Y 25 Y
−1
6 ,
X4 = Y4 + (1 − r
−3s3)−1r3(r − s)(r2 − s2)Y 35 Y
−1
6 ,
X5 = Y5, X6 = Y6.
(2) Y1 = Z1 + (1− r
−1s)−1Z3Z
−1
5 + (1 − r
−1s)−2Z4Z
−2
5 −
(1−r−1s)−2
(1+r−1s) r
−1sZ4Z
−2
5 ,
Y2 = Z2 + (1− r
−1s)−1rζZ23Z
−1
5 + 2(1− r
−1s)−2rζZ3Z4Z
−2
5
+(1− r−1s)−3rζZ4Z
−1
5 Z4Z
−2
5 −
(1−r−1s)−2
(1+r−1s) sZ3Z4Z
−2
5
− (1−r
−1s)−3
(1+r−1s) sZ4Z
−1
5 Z4Z
−2
5 −
(1−r−1s)−2
(1+r−1s) r
2s2Z4Z3Z
−2
5
− (1−r
−1s)−3
(1+r−1s) (1− r
−1s)−1Z24Z
−3
5 ;
Y3 = Z3 + (1− r
−1s)−1Z4Z
−1
5 ,
Y4 = Z4, Y5 = Z5, Y6 = Z6.
(3) Z1 = U1 + (1− r
−3s3)−1rζU23U
−1
4 ,
Z2 = U2 + (1− r
−3s3)−1r3ζ(r − s)U33U
−1
4 ,
Z3 = U3, Z4 = U4, Z5 = U5, Z6 = U6,
(4) U1 = T1 + (1− r
−1s)−1T2T
−1
3 ,
U2 = T2, U3 = T3, U4 = T4, U5 = T5, U6 = T6.
Furthermore, we can easily prove by Lemmas 2.4, 2.7 the following proposition, which
describes the relations between the variables T1, · · · , T6.
Lemma 2.9. The following identities hold:
T1T6 = s
3T6T1, T2T6 = (rs
2)3T6T2, T3T6 = (rs)
3T6T3,
T4T6 = (r
2s)3T6T4, T5T6 = r
3T6T5, T1T5 = rs
2T5T1,
T2T5 = (rs)
3T5T2, T3T5 = r
2sT5T3, T4T5 = r
3T5T4,
T1T4 = (rs)
3T4T1, T2T4 = (r
2s)3T4T2, T3T4 = r
3T4T3,
T1T3 = r
2sT3T1, T2T3 = r
3T3T2, T1T2 = r
3T2T1.
For ℓ ∈ [[2, 7]], we denote by G(ℓ) the subalgebra of Frac(U+) generated by X
(ℓ)
i with
i ∈ [[1, 6]]. Clearly, G(7) = U+. Analogous to Lemma 4.2.3 in [17], we have
(i) G(6) = C[X
(6)
1 ][X
(6)
2 ;σ
(6)
2 , δ
(6)
2 ]...[X
(6)
5 ;σ
(6)
5 , δ
(6)
5 ][X
(6)
6 ;σ
(6)
6 ];
(ii) G(5) = C[X
(5)
1 ][X
(5)
2 ;σ
(5)
2 , δ
(5)
2 ]...[X
(6)
4 ;σ
(6)
4 , δ
(6)
4 ][X
(5)
5 ;σ
(5)
5 ][X
(6)
6 ;σ
(6)
6 ];
(iii) G(4) = C[X
(4)
1 ][X
(4)
2 ;σ
(4)
2 , δ
(4)
2 ][X
(4)
3 ;σ
(4)
3 , δ
(4)
3 ][X
(4)
4 ;σ
(4)
4 ][X
(5)
5 ;σ
(5)
5 ][X
(6)
6 ;σ
(6)
6 ];
(iv) G(3) = G(2) = C[T1][T2;σ
(3)
2 ][T3;σ
(3)
3 ][T4;σ
(3)
4 ][T5;σ
(3)
5 ][T6;σ
(3)
6 ].
On the other hand, for ℓ ∈ [[2, 7]], we denote by Sℓ the multiplicative system generated
by Ti with i ∈ [[ℓ, 6]]. Since Ti = X
(ℓ)
i for all i ∈ [[ℓ, 6]], we obtain the localization:
Gℓ := G(ℓ)S−1ℓ ,
Note that G7 = G(7) = U+.
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For F = (F1, F2, · · · , F6) and γ = (γ1, · · · , γ6) ∈ Z
6, we write F γ := F γ11 F
γ2
2 · · ·F
γ6
6 . It
is easy to see that the set {
(X(ℓ))γ |γ ∈ Nℓ−1 × Z7−ℓ
}
is a PBW basis of Gℓ. Write Σℓ := {T
k
ℓ |k ∈ N}. Then by Theorem 3.2.1 in [16], we have
G(ℓ)Σ−1ℓ = G
(ℓ+1)Σ−1ℓ .
In addition, we denote by G1 the subalgebra of Frac(U+) generated by the variables
T±11 , T
±1
2 , T
±1
3 , T
±1
4 , T
±1
5 , T
±1
6 , which clearly form a quantum torus. Hence we obtain the
relation among Gℓ.
Lemma 2.10. For all ℓ ∈ [[1, 6]], we have Gℓ = Gℓ+1Σ−1ℓ .
Proof. By Lemma 2.7, T6 = U6 = Z6 = Y6. Hence by Lemma 2.8 we see that G
7Σ−16 is
generated by
Y1, Y2, Y3, Y4, Y5, Y6, Y
−1
6 .
Obviously, every elements in G6 can be expressed by G7Σ−16 . This implies G
6 ⊆ G7Σ−16 .
Similarly, we can get Gℓ ⊆ Gℓ+1Σ−1ℓ for every ℓ ∈ [[1, 5]].
Conversely, by Lemma 2.8 we can see that Gℓ ⊇ Gℓ+1Σ−1ℓ for all ℓ ∈ [[1, 6]]. The proof is
completed.
As of now, we can say that U+ may be embedded in G1. From Lemma 2.10, we have
the following corollary.
Corollary 2.11. The following tower of algebras holds:
G7 = U+ ⊂ G6 = G7Σ−16 ⊂ G
5 = G6Σ−15 ⊂ G
4 = G5Σ−14
⊂ G3 = G4Σ−13 ⊂ G
2 = G3Σ−12 ⊂ G
1 = G2Σ−11 . (2.2)
We give a formula which will be useful for calculating derivations later.
Corollary 2.12. For every positive integer k, one has
U−k3 U1 = (r
2s)kU1U
−k
3 − dkU2U
−(k+1)
3 (2.3)
where d1 = (1− r
−1s)−1(r2s− r3) and dk = (r
2s)k−1d1 + r
3dk−1 for k ≥ 2.
Proof. Lemma 2.7 tells us T1 = U1 − (1− r
−1s)−1U2U
−1
3 (or equivalently, U1 = T1 + (1−
r−1s)−1U2U
−1
3 ) and T2 = U2, T3 = U3, T4 = U4, T5 = U5, T6 = U6. We shall show the
conclusion by using induction on k. By applying Lemma 2.9 with the above relations on
Ti and Ui repeatedly, we have
U−13 U1 = U
−1
3 T1 + (1− r
−1s)−1U−13 U2U
−1
3
= r2sT1T
−1
3 + (1− r
−1s)−1T−13 T2T
−1
3
= r2s(U1 − (1 − r
−1s)−1T2T
−1
3 )T
−1
3 + (1− r
−1s)−1r3T2T
−2
3
= r2sU1U
−1
3 − (1− r
−1s)−1(r2s− r3)U2U
−2
3 ,
which implies (2.3) is true for k = 1. We assume that it is true for k = i(i ≥ 1), i.e.,
U−i3 U1 = (r
2s)iU1U
−i
3 − diU2U
−(i+1)
3 . For k = i + 1, it follows from Lemmas 2.7,2.9 and
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the inductive hypothesis that
U
−(i+1)
3 U1 = U
−1
3 ((r
2s)iU1U
−i
3 − diU2U
−(i+1)
3 )
= (r2s)iU−13 U1U
−i
3 − dir
3U2U
−(i+2)
3 )
= (r2s)i+1U1U
−(i+1)
3 − ((r
2s)i(1− r−1s)−1(r2s− r3) + r3di)U2U
−(i+2)
3
= (r2s)i+1U1U
−(i+1)
3 − di+1U2U
−(i+2)
3 ,
we obtain that (2.3) is true for k = i+ 1, and hence the proof is completed.
By Corollary 2.12, it is easy to get the following result.
Proposition 2.13. Denote by G the subalgebra of G4 generated by Uj with j 6= 3, U
−1
4 ,
U−15 and U
−1
6 , i.e.,
G = 〈U1, U2, U
±1
4 , U
±1
5 , U
±1
6 〉.
Then G4 is a free left G-module with basis (U c3 )c∈Z.
2.4. Centers of the algebra Gℓ
For γ = (γ1, · · · , γ6), the following equations will be used many times:
3γ2 + 2γ3 + 3γ4 + γ5 = 0, (2.4)
γ3 + 3γ4 + 2γ5 + 3γ6 = 0, (2.5)
−3γ1 + 3γ3 + 6γ4 + 3γ5 + 3γ6 = 0, (2.6)
3γ4 + 3γ5 + 6γ6 = 0, (2.7)
−2γ1 + 3γ2 + 3γ4 + 2γ5 + 3γ6 = 0, (2.8)
−γ1 + γ5 + 3γ6 = 0, (2.9)
−3γ1 − 6γ2 − 3γ3 + 3γ5 + 6γ6 = 0, (2.10)
−3γ1 − 3γ2 + 3γ6 = 0, (2.11)
−γ1 − 3γ2 − 2γ3 − 3γ4 + 3γ6 = 0, (2.12)
−2γ1 − 3γ2 − γ3 = 0, (2.13)
−3γ2 − 3γ3 − 6γ4 − 3γ5 = 0, (2.14)
−3γ1 − 6γ2 − 3γ3 − 3γ4 = 0. (2.15)
In ring theory, the center Z(R) of a ring R is the subring consisting of the elements x
such that xy = yx for all elements y in R. Further, we have
Lemma 2.14. For every i ∈ [[1, 7]], one has Z(Gi) = C.
Proof. Recall that, for ℓ ∈ [[2, 6]], the set
{
(X(ℓ))γ |γ ∈ Nℓ−1 × Z7−ℓ
}
is a PBW basis of Gℓ
in view of Section 2.3. Note that Lemma 2.7 tells us that Yi := X
(6)
i , Zi := X
(5)
i , Ui :=
X
(4)
i , Ti := X
(3)
i and X
(2)
i = Ti for all i ∈ [[1, 6]].
We first prove that Z(G1) = Z(G2) = Z(G3) = C.
If T γ = T γ11 T
γ2
2 · · ·T
γ6
6 in the center of the algebraG
1 then T γTi = TiT
γ for all i ∈ [[1, 6]].
By Lemma 2.9 we have
T1T
γ = T1T
γ1
1 T
γ2
2 T
γ3
3 T
γ4
4 T
γ5
5 T
γ6
6
= r3γ2+2γ3+3γ4+γ5sγ3+3γ4+2γ5+3γ6T γ11 T
γ2
2 T
γ3
3 T
γ4
4 T
γ5
5 T
γ6
6 T1
= r3γ2+2γ3+3γ4+γ5sγ3+3γ4+2γ5+3γ6T γT1.
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This together with T1T
γ = T γT1 gives r
3γ2+2γ3+3γ4+γ5sγ3+3γ4+2γ5+3γ6 = 1. Therefore,
we obtain Equations (2.4) and (2.5). Similarly, by TiT
γ = T γTi, i = 2, · · · , 6, we have
Equations (2.6)-(2.15) hold. It follows that γ1 = γ2 = γ3 = γ4 = γ5 = γ6 = 0.
Then the center of G1 is equal to C. On the other hand, note that G2 is generated by
(X
(2)
1 )
γ1(X
(2)
2 )
γ2 · · · (X
(2)
6 )
γ6 = T γ11 T
γ2
2 · · ·T
γ6
6 = T
γ where γ1 ∈ N and γi ∈ Z, i ∈ [[2, 6]].
We assume that T γ ∈ Z(G2). So we have T γTi = TiT
γ, for i ∈ [[1, 6]]. Similar to the case of
Z(G1), we have Equations (2.4)-(2.15) hold and so that γ = 0, i.e., Z(G2) = C. Note that
Ti := X
(3)
i , i ∈ [[1, 6]] yields G
3 is generated by T γ with γ1, γ2 ∈ N and γi ∈ Z, i ∈ [[3, 6]].
Similar to the case of Z(G1) or Z(G2), we also have Z(G3) = C.
Next, we prove that Z(G4) = Z(G5) = Z(G6) = Z(G7) = C.
Note that G4 is generated by (X
(4)
1 )
γ1(X
(4)
2 )
γ2 · · · (X
(4)
6 )
γ6 = Uγ11 U
γ2
2 · · ·U
γ6
6 where
γ1, γ2, γ3 ∈ N and γ4, γ5, γ6 ∈ Z. By Lemma 2.7, U1 = T1 + (1 − r
−1s)−1U2U
−1
3 and
T2 = U2, T3 = U3, T4 = U4, T5 = U5, T6 = U6. We assume that a ∈ Z(G
4). Then we
have aUi = Uia, i ∈ [[1, 3]] and aT
±1
j = T
±1
j a for j ∈ [[4, 6]]. Therefore one has aTi = Tia
for i ∈ [[2, 6]]. It follows by aU1 = U1a and aU1 = a(T1 + (1 − r
−1s)−1U2U
−1
3 ) =
aT1 + (1 − r
−1s)−1aT2T
−1
3 = aT1 + (1 − r
−1s)−1T2T
−1
3 a that aT1 = T1a. Then we
have a ∈ Z(G3) = C. Therefore Z(G4) = C. Similarly, by Lemma 2.7 we obtain that
Z(G5) ⊆ Z(G4) = C, Z(G6) ⊆ Z(G5) = C and Z(G7) ⊆ Z(G6) = C.
The proof is completed.
3. Derivations and the Hochschild Cohomology Group
of Degree 1 of U+r,s(G2)
3.1. Derivations of U+r,s(G2)
In this section, we denote by Der(U+) the set of C-derivations of U+. We now define two
derivations D5 and D6 of U
+ as follows.
Definition 3.1. Let D5 and D6 be two derivations of U
+ determined by
D5(X1) = X1, D5(X2) = 3X2, D5(X3) = 2X3,
D5(X4) = 3X4, D5(X5) = X5, D5(X6) = 0;
D6(X1) = −X1, D6(X2) = −2X2, D6(X3) = −X3,
D6(X4) = −X4, D6(X5) = 0, D6(X6) = X6.
Our main result is following.
Theorem 3.2. Every derivation D of U+ can be uniquely written as
D = adg + µ5D5 + µ6D6,
where g ∈ U+, µ5, µ6 ∈ C and D5, D6 are given by Definition 3.1.
The proof of Theorem 3.2 will be completed by several lemmas as follows. Now we assume
that D ∈ Der(U+) be a derivation of U+. Recall that U+ = G7. Due to Lemma 2.10 and
Corollary 2.10, D extends uniquely to a derivation of G6, G5, G4, G3, G2, G1, respectively.
We will still denote the extended derivations by D. Recall that G1 is generated by the
monomials T γ = T γ11 T
γ2
2 · · ·T
γ6
6 , γ ∈ Z
6. Thanks to the result in [13], one knows that the
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derivation D of the quantum torus G1 can be written as the sum of an inner derivation
and a central derivation[13]. Namely, there are some element g ∈ G1 such that
D = adg + θ, (3.1)
where θ is a central derivation of G1 which is defined by θ(Ti) = µiTi with µi ∈ Z(G
1) =
C, i = 1, · · · , 6. Although g ∈ G1, but we will prove that g ∈ G2, g ∈ G3, · · · , g ∈ G7
step by step. In addition we also will give the relations among µ1, · · · , µ6. If g ∈ C then
adg = 0 for which gives a trivial case. Hence we assume that g /∈ C below. We will prove
the following lemmas.
Lemma 3.3. For all ℓ ∈ [[1, 3]], we have g ∈ Gℓ.
Proof. The case ℓ = 1 is trivial. We first prove that g ∈ G2. For any z ∈ C = Z(G1), it
easy to see that adg = adg+z . This allows us write g ∈ G
1 as
g =
∑
γ∈ξ
cγT
γ =
∑
γ∈ξ
cγT
γ1
1 T
γ2
2 · · ·T
γ6
6
where cγ ∈ C and ξ is a finite subset of Z
6 with 0 6∈ ξ. We below will prove that γ1 ≥ 0
for all γ = (γ1, · · · , γ6) ∈ ξ, and so that g will belong to G
2. Set g = g+ + g− where
g+ =
∑
γ∈ξ,γ1≥0
cγT
γ ∈ G2
and
g− =
∑
γ∈ξ,γ1<0
cγT
γ .
we shall prove that g− = 0. Since G
2 is generated by T1, T
±1
2 , T
±1
3 , T
±1
4 , T
±1
5 , T
±1
6 and
D extends uniquely to a derivation of G2, then for any j ∈ [[2, 6]] we must have
D(Tj) = adg(Tj) + θ(Tj)
= g+Tj − Tjg+ + g−Tj − Tjg− + µjTj ∈ G
2.
Clearly, by g+, Tj ∈ G
2 we have
g−Tj − Tjg− ∈ G
2. (3.2)
Using the commutation relation among Tk, (3.2) becomes∑
γ∈ξ,γ1<0
c′j,γcγT
γ+ǫj ∈ G2 (3.3)
where ǫj denotes the j-th element of the canonical basis of Z
6 and c′j,γ ∈ C. Recall that
T γ with γ ∈ N1 × Z5 forms a PBW basis of G2. Since 0 6∈ ξ, we must have c′j,γcγ = 0 and
thus we have
g−Tj − Tjg− =
∑
γ∈ξ,γ1<0
c′j,γcγT
γ+ǫj = 0
for all j 6= 1. In other words, g− commutes with those Tj for all j 6= 1. This, together
with (3.1.), gives that cγTjT
γ = cγT
γTj for every j ∈ [[2, 6]], where γ is given by the sum
g− =
∑
γ∈ξ,γ1<0
cγT
γ . If cγ 6= 0, then similar to the proof of Lemma 2.14 we obtain that
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Equations (2.6)-(2.15) hold which implies γ = 0. This impossible since 0 /∈ ξ. Therefore,
every cγ is equal to zero. In other words, g− = 0, that is g = g+ ∈ G
2.
Next, we prove that g ∈ G3. As we already see that g ∈ G2, so we can write g as
g=
∑
γ∈ξ′ cγT
γ , where ξ′ ⊆ N1 × Z5. Set
g+ =
∑
γ∈ξ′,γ2≥0
cγT
γ, g− =
∑
γ∈ξ′,γ2<0
cγT
γ .
Similarly, we can get g− commutes with Tj such that j 6= 2. Note that the system of
Equations (2.4), (2.5) and (2.8)-(2.15) for γ1, · · · , γ6 has only zero solutions. In the same
way with the above proof process, we also get g− = 0 which yields g = g+ ∈ G
3.
Lemma 3.4. (i) µ2 − µ3 − µ1 = 0. (ii) g ∈ G
4.
(iii) D(Ui) = adg(Ui) + µiUi for all i ∈ [[1, 6]].
Proof. (i) By Lemmas 3.3 and 2.9, we can set g− =
∑
γ∈ξ′′ cγU
γ , where ξ′′ ⊆ N2×Z4 with
0 6∈ ξ′′. Set g+ =
∑
γ∈ξ′′,γ3≥0
cγU
γ and g− =
∑
γ∈ξ′′,γ3<0
cγU
γ . From proposition 2.13, g−
can be written as
g− =
−1∑
c=c0
bcU
c
3 (3.4)
where c0 < 0 and bc ∈ G. Since D can extend uniquely to a derivation of G
4, then
D(U1) ∈ G
4. From corollary 2.8, U1 = T1 + (1− r
−1s)−1T2T
−1
3 , which implies
D(U1) = adg(U1) + θ(U1)
= g+U1 − U1g+ + g−U1 − U1g− + µ1T1 + (1 − r
−1s)−1(µ2 − µ3)T2T
−1
3 ∈ G
4.
Furthermore, we have
g−U1 − U1g− + µ1T1 + (1− r
−1s)−1(µ2 − µ3)T2T
−1
3
=
−1∑
c=c0
bcU
c
3U1 −
−1∑
c=c0
U1bcU
c
3 + µ1U1 + (1− r
−1s)−1(µ2 − µ3 − µ1)T2T
−1
3 ∈ G
4.
Since Uγ with γ ∈ N3 × Z3 forms a PBW basis of G4, it follows that
µ2 − µ3 − µ1 = 0,
−1∑
c=c0
bcU
c
3U1 −
−1∑
c=c0
U1bcU
c
3 ∈ G
4.
(ii) We prove that g ∈ G4. Suppose that g− 6= 0, then there is some bc0 6= 0. By
Corollary 2.12 we have
g−U1 − U1g− =
−1∑
c=c0
bcU
c
3U1 − U1
−1∑
c=c0
bcU
c
3
=
−1∑
c=c0
(r−2cs−cbcU1 − U1bc)U
c
3 −
−1∑
c=c0
d−cbcU2U
c−1
3 ∈ G
4.
Hence, we must have bc0 = 0. This is a contradiction.
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(iii) The case for i 6= 1 is trivial since Ui = Ti and D(Ti) = adg(Ti) + µiTi. Due to
U1 = T1 + (1− r
−1s)−1T2T
−1
3 and µ1 = µ2 − µ3, we obtain
D(U1) = adg(U1) + µ1T1 + (1 − r
2s)−1(µ2 − µ3)T2T
−1
3
= adg(U1) + µ1T1 + (1 − r
2s)−1µ1T2T
−1
3
= adg(U1) + µ1U1.
This completes the proof.
Similarly, we can prove the following lemma:
Lemma 3.5. (i) 3µ3−µ4−µ2 = 0, 2µ3−µ4−µ1 = 0, µ4−µ5−µ3 = 0, 2µ3−µ5−µ2 = 0,
µ3 + µ4 − 2µ5 − µ2 = 0, 2µ4 − 3µ5 − µ2 = 0, µ3 − µ5 − µ1 = 0, µ4 − 2µ5 − µ1 = 0,
µ5 + µ3 − µ6 − µ2 = 0, µ4 − µ6 − µ2 = 0, 3µ5 − 2µ6 − µ2 = 0, µ5 − µ6 − µ1 = 0,
3µ5 − µ6 − µ4 = 0, 2µ5 − µ6 − µ3 = 0.
(ii) g ∈ Gℓ for all ℓ ∈ [[5, 7]].
(iii) D(Ai) = adg(Ai) + µiAi for all i ∈ [[1, 6]] and A ∈ {Z, Y,X}.
Now we ready to give the proof of Theorem 3.2.
The proof of Theorem 3.2: Suppose that D is a derivations of U+. Based on the
discussion at the beginning of this section with Lemmas 3.3-3.5, we know that D can be
written as
D = adg + θ,
where g ∈ U+ and θ is a derivation of U+ determined by θ(Xi) = µiXi, i ∈ [[1, 6]], in which
µ1, · · · , µ6 ∈ C satisfying 15 Equations given by (i) of Lemma 3.4 and (i) of Lemma 3.5.
By a simple computation, we obtain that
µ1 = µ5 − µ6, µ2 = 3µ5 − 2µ6, µ3 = 2µ5 − µ6, µ4 = 3µ5 − µ6,
and µ5, µ6 are any complex numbers. Now let D5 and D6 be two derivations of U+ given
by Definition 3.1, then it easy to see that D can be written as
D = adg + µ5D5 + µ6D6.
Next, we show that the decompositions is unique. Assume that adg +µ5D5+µ6D6 = 0 as
a derivation of U+, to finish the proof, we need to show that µ5 = µ6 = 0 and adg = 0. Let
us set a derivation θ := µ5D5+µ6D6 ∈ Der(U
+). Then θ uniquely extends to a derivation
θ˜ of the quantum torus G1 and adg + θ˜ = 0. In addition, we can also get
θ˜(T1) = (µ5 − µ6)T1, θ˜(T2) = (3µ5 − 2µ6)T2, θ˜(T3) = (2µ5 − µ6)(T3),
θ˜(T4) = (3µ5 − µ6)T4, θ˜(T5) = (µ5)T5, θ˜(T6) = (µ6)T6.
Hence θ˜ is a central derivation of G1. Thanks to [13], we can obtain adg = 0 = θ and
thus µ5 = µ6 = 0. This proves the uniqueness of the decomposition of the derivation D.
The proof of Theorem 3.2 is completed.
3.2. The Hochschild cohomology group of degree 1 of U+
Recall that the Hochschild cohomology group of degree 1 of U+ is denote by HH1(U+),
which defined by
HH1(U+) := Der(U+)/InnDer(U+),
where InnDer(U+) := {adg|g ∈ U
+} is the Lie algebra of inner derivations of U+. It is
easy to see that HH1(U+) is a module over HH0(U+) := Z(U+) = C. In particular, we
have the following theorem:
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Theorem 3.6. The first Hochschild cohomology groupHH1(U+) of U+ is a two-dimensional
vector space spanned by (D5, D6).
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