I. Introduction
===============

Diabetes is a chronic disease that poses a great challenge for health systems worldwide. On average, about 8.3% of people are diagnosed with diabetes around the world \[[@B1]\]. In the United States alone, 25.8 million individuals had diabetes in 2011, and 79 million more were at a high risk to develop the disease \[[@B2][@B3]\]. According to recent estimates, about 7 million Iranians have been diagnosed with diabetes. The prevalence of diabetes in the Iranian urban population is rapidly growing by 8.6% annually \[[@B1]\].

The average lifetime costs of direct medical treatment for a diabetic patient were estimated to be approximately \$85,000 in 2012 in the United States \[[@B4]\]. The burden of this disease on the economy far exceeds the direct medical costs in the health sector because diabetes reduces the quality of life and labor productivity.

Type 2 diabetes (T2D) is the most common type of diabetes, accounting for 95% of all cases \[[@B3]\]. In T2D patients, insulin is not sufficiently produced or insulin is incapable of permeating cells \[[@B5]\]. This type of diabetes is dependent on lifestyle; therefore, it can be managed or even prevented by early diagnosis and lifestyle modifications. Delayed diagnosis and control of diabetes significantly increases the risk of secondary complications, such as cardiovascular diseases, kidney failure, and sight problems, as well as lower extremity and foot problems \[[@B6][@B7][@B8]\]. However, half of people with diabetes are not aware of their disease \[[@B9][@B10]\]. In the majority of cases, diabetes is diagnosed in the advanced stage requiring medications. Therefore, timely diagnosis at an early stage of disease using clinical indicators and lifestyle indicators such as body mass index (BMI) can save lives and health resources. The importance of early diagnosis has been recognized since the early 1990s by disease management and population health programs \[[@B11]\]. These initiatives use prediction models to determine the risk of onset and progression of diseases \[[@B12][@B13]\]. Kaiser Permanente in the United States and the United Kingdom\'s National Health Service (NHS) have successfully applied disease prediction models to manage the risk of progression and avoid further resource consumption \[[@B14]\]. A wide set of techniques are employed to develop prediction models, including artificial neural networks (ANNs), meta-heuristic algorithms, mathematical models, regression models, and so forth \[[@B15]\]. Meta-heuristic algorithms and mathematical models are used to assist in the diagnosis of diabetes \[[@B16][@B17]\]. Genetic algorithms and memetic algorithms are two commonly used prediction models in diabetes care, though ANNs are more common than other models \[[@B18]\]. ANN models improve the accuracy of results; however, the designing and training of neural networks are challenging. One of the most important challenges is assigning weights in an ANN structure, which has a direct effect on the performance of output models \[[@B19]\]. Other parameters of NNs, such as inputs, the number of hidden layers and their nodes, the number of memory taps, and learning rates could also affect ANN performance. Researchers try to choose appropriate values for parameters by combining ANNs with other optimization methods, such as the genetic algorithm and simulated annealing. Mahmoudabadi et al. \[[@B20]\] reported an ANN which is optimized by the Levenberg-Marquardt (LM) algorithm and the genetic algorithm. Cho \[[@B21]\] developed a hybrid model using the concepts of fuzzy logic and the genetic algorithm.

In this study we used algorithms to develop prediction models using demographic and clinical indicators. In the first step, genetic algorithms were developed, followed by the use of a memetic algorithm to update the weights of the neural network and to improve prediction accuracy. The accuracy of prediction models based on genetic algorithms and memetic algorithms are compared with multivariate regression models.

The remainder of this paper is organized as follows. In Section II we present the modeling methods. Section III provides modeling results and analysis. In Section IV we discuss our results and provide policy recommendations for healthcare decision makers.

II. Methods
===========

Using neural networks and algorithms, prediction models were developed in five steps. These steps are shown in [Figure 1](#F1){ref-type="fig"}. First, we present an overview of the research method and then present the details of models.

In the first step shown in [Figure 1](#F1){ref-type="fig"}, data on the clinical indicators and lifestyle characteristics of individuals was collected from the clients of a diabetes clinic in Hamedan University of Medical Sciences (UMSHA), Hamedan, Iran. Data for 75% of these individuals was used to develop models and other 25% was used to test the models. In the \'pre-process\' step, the maximum and minimum of each characteristic were normalized in a range from -1 to +1. In the next step, neural network models were developed using these normalized characteristics. Parameters obtained by trial and error and from previous studies were used to calculate the optimal parameters for neural networks. In the \'update weight\' step, the optimal parameters were used to update the weight and improve the accuracy of prediction using memetic algorithms. Models produced using algorithms were compared with multivariate regression models in terms of accuracy of prediction. The accuracy of models was estimated using a confusion matrix and receptor operating curve (ROC). In the \'post-process\' step, participants\' characteristics were converted from a normalized range to actual values. Below, we present the models step by step with empirical data from patients served in the diabetes clinic in UMSHA.

1. Model Development
--------------------

In diabetes care, prediction models use demographic factors, health state, and clinical indicators to predict the onset and progression of the disease \[[@B12][@B13]\]. Therefore, to provide a basis for model development, data for demographic and clinical characteristics was collected from 545 non-diabetic and patients diagnosed with diabetes. Diabetic patients were registered in the diabetes clinic. Characteristics of interest were age, fasting blood sugar (FBS), diastolic blood pressure, BMI, and change in body weight. Of the participants, 345 had diabetes, and 170 were non-diabetic. Detailed demographic and clinical characteristics information of both groups is presented in [Table 1](#T1){ref-type="table"}.

In the first step, the values of characteristics for all individuals were normalized for the purpose of classification and accuracy of diagnosis. This was done using a min-max method in formula (1). $$X_{\textit{new}} = \left( {2*\frac{\left( {X_{\textit{max}} - X_{\textit{min}}} \right)}{\left( {X_{\textit{min}} - X_{\textit{max}}} \right)}} \right) - 1$$

Here, *X*~*max*~ and *X*~*min*~ represent the maximum and minimum of characteristics, respectively. The values of characteristics were converted to a range from --1 to +1. The normalized value of each characteristic was fed to a neural network. The algorithms of the neural network received the normalized values through the first layer neuron and trained and classified them as diabetic (+1) and non-diabetic (--1). In the training step, to ensure high accuracy, different models of transfer function and error function were trained. These models are presented in [Table 2](#T2){ref-type="table"}.

The best model with the highest accuracy in training and testing was a neural network with 7 neurons, a learning rate 0.57, and a momentum rate 0.76. More information about this model is given in row 2 in [Table 2](#T2){ref-type="table"}. We present more information about the parameters of this model in [Table 3](#T3){ref-type="table"}.

The algorithms of neural networks have a capacity to analyze incomplete data and complex situations \[[@B15][@B16]\]. It is paramount to choose the appropriate weight and bias for neural networks; otherwise, the accuracy of the neural networks will be compromised. In this study, to obtain a higher accuracy rate, after the training of neural networks, a memetic algorithm was used to update weights and improve accuracy \[[@B14]\]. Weights and bias were respectively inserted in an array ([Figure 2](#F2){ref-type="fig"}) by which the chromosomes of the genetic algorithms and memetic algorithms were made.

[Figure 3](#F3){ref-type="fig"} presents a process map by which memetic algorithms were implemented. A memetic algorithm is a combination of a genetic algorithm and a local search. A classic genetic algorithm is efficient in finding a response level; however, it is slow in finding an optimum response. Therefore, a genetic algorithm can be improved by the addition of local search algorithms. A memetic algorithm bridges between a local search and a genetic search. Memetic algorithms compared with their counterparts have a faster search process and find more accurate solutions for complex problems. The parameters of memetic algorithm were tested using the following criteria and ranges:

\- Cross rate (CR): the recommended range for CR is 80%--95%. In some cases, 60% is also appropriate.

\- Mutation rate (MR): it is usually a small figure (0.2%--0.5%).

\- Initial population (IP): The recommended size of the IP is 20--30; however, in some studies an IP size equal to a chromosome size is recommended.

Since analysis of the combinations of all above conditions of CR, MR, and IP would be difficult, combinations were analyzed using the Taguchi test ([Table 4](#T4){ref-type="table"}), and the best combination was chosen.

Among the combinations analyzed by the Taguchi test, the best combination was a CR of 0.9 and an MR of 0.05, which resulted in 90% training accuracy and 88% test accuracy (see row 6 in [Table 4](#T4){ref-type="table"}). By using these parameters for the memetic algorithm, the training accuracy and test accuracy improved to 92.84% and 93.23%, respectively.

2. Model Testing
----------------

A confusion matrix and ROC were used to analyze the accuracy of the models. We used 25% of the collected data to test the models \[[@B22]\]. ROC is a measure of accuracy. It has two dimension, the x-axis represents specificity and the yaxis represents sensitivity \[[@B16]\]. Sensitivity and specificity are common parameters to check the accuracy of tests in medical sciences. As sensitivity and specificity are insufficient to test the prediction accuracy, we also used positive predictive value (PPV), negative predictive value (NPV), positive likelihood ratio (LR+), and negative likelihood ratio (LR--).

III. Results
============

In this section, we present the results of models in terms of their accuracy. We also compare the accuracy of models based on the genetic algorithm and memetic algorithm with a logistic regression model. Results from the confusion matrix are presented in [Table 5](#T5){ref-type="table"}. This matrix compares the prediction accuracy of the models based on the genetic algorithm and the memetic algorithm with that of logistic regression models.

As seen in [Table 5](#T5){ref-type="table"}, the models based on genetic and memetic algorithms showed high sensitivity. The model based on the memetic algorithm showed the highest sensitivity. The regression model showed the lowest specificity. The memetic algorithm model showed the highest values for PPV, NPV, and LR+ and lowest value (close to zero) of LR--. This model is therefore more accurate than the other models. The ROC analysis results are shown in [Figure 4](#F4){ref-type="fig"}. In [Figure 4](#F4){ref-type="fig"}, a model has the higher accuracy when it is close to the top left corner (0, 1). This point shows the highest overlap between a prediction model and an actual model.

IV. Discussion
==============

This paper presented models developed based on neural networks and memetic algorithms to assist in diabetes prediction. These models were developed based on patient demographic, lifestyle indicators, and clinical characteristics. In this study, we also aimed to improve the accuracy of models. For this purpose we used the memetic algorithm to update the weight of neural networks. Having improved the weight of neural network models, we obtained a memetic algorithm model that achieved 93% prediction accuracy. This model was able to provide a more accurate prediction than the other two other models considered in this study. These findings confirm previous research results, such as those obtained by Wang et al. \[[@B23]\] with regard to the improved accuracy of prediction models using neural networks. They also reported more accurate prediction by neural network models in comparison to regression models \[[@B17]\]. However, these findings are not unexpected given the fact that the prediction of diabetes is a non-linear problem, and neural networks can model such problems more accurately than regression models. This comparison between models suggests that providers should more often use neural network models in healthcare issues in which regression models are dominant.

We introduced algorithms that can be used in developing a decision support tool for diabetes care management in Iran. As the empirical model developed in this study takes into consideration a wider set of characteristics related to health state and lifestyle, it is suitable for preventive and health monitoring programs. The model could facilitate the identification of individuals at high risk of becoming diabetic using FBS, blood pressure, BMI, and weight change measurements. These characteristics are not considered in real life practice for the diagnosis and prediction of diabetes.

This study had some limitations. The memetic algorithms in comparison require longer training time and more powerful processors than logistic regression models. Also, the quality of data limited the research quality somewhat.

The models developed in this study could certainly be improved. The accuracy of the memetic algorithm model could be improved by new data and training. The use of these models by other researchers may improve the reliability of models and thus help save resources.

In this study memetic algorithms were applied to update weights and improve the prediction accuracy of neural network models for diabetes prediction. Our preliminary analysis using parameters obtained by trial and error and from previous studies found that the prediction accuracy of neural networks was 88%. The use of the memetic algorithm improved this accuracy to 93.2%. Among the generic algorithm, memetic algorithm, and logistic regression models, the memetic algorithm model showed the highest prediction accuracy. For the memetic algorithm model the sensitivity, specificity, PPV, NPV, and ROC values were 96.2, 95.3, 93.8, 92.4, and 0.958, respectively, which makes it the most accurate model. Our study confirmed previous findings with regard to the low comparative accuracy of prediction by regression models. This paper also presented a prediction model which might be helpful in the development of computer-based decision support for real life diabetes care practices.
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###### Characteristics of diabetic and non-diabetic individuals
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FBS: fasting blood sugar, DBP: diastolic blood pressure, BMI: body mass index.

###### Parameters of neural network models
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###### Parameters of the best neural network model
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MSE: mean square error.

###### Combinations of parameters analysed by Taguchi test
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###### Comparison of models using confusion matrix
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PPV: positive predictive value, NPV: negative predictive value, LR+: positive likelihood ratio, LR--: negative likelihood ratio.
