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Abstract. We prove a vector-valued almost sure invariance principle for par-
tial sums generated by uniformly contracting or elliptic Markov chains and
a uniformly bounded sequence of functions. In the real-valued case we will
also consider other types of non-stationary ρ-mixing sequences. In the scalar
case, when the variance σ2n of the underlying partial sums Sn grows at least
as fast as nε (for some ε > 0), we obtain the rate σ
1/2+δ
n for any δ > 0,
while in the vector-valued case, for sufficiently regular functions, we obtain
the rate s
1/2+δ
n , where s
2
n = min|v|=1 v ·Cov(Sn)v is the “growth rate” of the
of covariance matrix of Sn in the space of positive definite matrices.
1. Introduction
The central limit theorem (CLT) for partial sums Sn =
∑n
j=1 Yj of stationary
real and vector-valued random variables {Yj}, exhibiting some type of “weak de-
pendence”, is one of the main topics in probability theory. More than 70 years ago
Dobrushin [3] proved the CLT when {Yn} forms an inhomogeneous Markov chain,
which means the transition probability of Yn given Yn−1 depends on n. Dobrushin
obtained his results for chains satisfying certain contraction properties, and we re-
fer the readers’ to the works of Sethuraman and Varadhan [12] and M. Peligrad [9]
for a more modern approach (involving martingale approximation). Of course, in
Dobrushin’s setup {Yj} is not stationary, and since then several extensions for other
non-stationary (and not necessarily Markovian) weakly dependent sequences were
obtained. The CLT states that Sn/bn converges in distribution towards a Gauss-
ian random variable, where (bn) is an appropriate normalizing sequence, but for
stationary sequences it is often the case that the, so-called, almost sure invariance
principle (ASIP) holds true; there is a sequence of independent Gaussian random
variables Z1, Z2, ... so that∣∣∣∣∣∣Sn/bn −
n∑
j=1
Zj/bn
∣∣∣∣∣∣ = o(1) almost-surely.
While such results are well established for stationary sequences, see [10], [11] and
[7] and references therein, in the non-stationary case much less is known, especially
when the variance (covariance matrix) of Sn grows sub-linearly in n. For instance,
in [13] a vector-valued ASIP was obtained under conditions guaranteeing that the
covariance matrix grows linearly fast. Similar results were obtained for random
1
2 Y. Hafouta
dynamical systems in [4] and [5], while the arguments in [5] also yield the ASIP
for certain classes of Markov chains in random (dynamical) environment. For these
models the covarinace matrix (or the variance) of the underlying random Birkhoff
sums Sn grows linearly fast in n, but in [8] a real-valued ASIP was obtained for
time-dependent dynamical systems under the assumption that Var(Sn) grows faster
than n
1
2 .
In this paper we prove the ASIP for uniformly contracting or elliptic inho-
mogeneous Markov chains {Xn} and vector-valued random variables of the form
Yj = fj(Xj) (or Yj = fj(Xj , Xj+1)), where fj ’s are uniformly bounded functions,
which in the vector-valued case satisfy an additional regularity condition such as
having a uniform bound on the ratio between the largest and smallest eigenvalues
of the covariance matrix Cov(Yj). We obtain a general statement when the covari-
ance matrix of Sn “converges to∞” (in the space of positive semi-definite matrices),
which will be effective when Cov(Sn) grows at least as fast as n
ε, for some ε > 0.
This continuous a very recent line of research due to Dolgopyat and Sarig [6], which
studied for the first time (local) limit theorems for inhomogeneous uniformly ellip-
tic Markov chains (in [6] the real-valued case was considered). When the fj ’s are
scalar functions we will also obtain an ASIP for more general exponentially fast
ρ-mixing sequences {Xj}. Our method here is based on a recent modification of
the spectral method of Goue¨zel [7] to the non-stationary setup, which was obtained
in [5]. When the covariance matrix grows faster than nε we obtain the almost sure
rate of converges s
1
2+δ
n (for any δ > 0), where s2n = min|v|=1 v · CovSn · v, which
coincides with the variance of Sn when fj ’s are real valued, and represents the
growth rate of Cov(Sn) in the space of positive definite matrices.
2. Preliminaries and main results
2.1. Markov chains. Let (Xi,Fi) i ≥ 1 be a sequence of measurable spaces. For
each i, let Qi(x, dy), x ∈ Xi be a measurable family of (transition) probability
measures on Xi+1. Let µ1 be any probability measure on X1, and let X1 be a
X1-valued random variable with distribution µ1. Let {Xj} be the Markov chain
formed by X1 and the transition probabilities
P (Xj+1 ∈ A|Xj = x) = Qj(x,A),
where x ∈ Xj and A ∈ Xj+1 is a measurable set. Each Qi gives raise to an operator
given by
Qig(x) = E[g(Xi+1)|Xi = x] =
∫
g(y)Q(x, dy)
which maps an integrable function on Xi+1 to an integrbale function on Xi (the
integrability is with respect to the laws of Xi+1 and Xi, respectively). Let ρj be
the L2-operator norm of the restriction of Qj to the space of zero-mean square-
integrable functions g(Xi+1) (see [9]). The first class of Markov chains we consider
satisfies that
sup
j
ρj := ρ < 1.
Henceforth, we will refer to this setup as the “uniformly contracting setup”. Note
that the CLT in this setup was obtained by M. Peligrad [9], even when ρj are not
uniformly bounded away from 1, but in order to get almost sure approximations we
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will need the uniform boundedness. Recall that the classical contraction coefficients
of Dobrushin [3] are given by
pij = sup
u∈U
sup
x,y
|Qju(x)−Qju(y)| = sup{|Qj(x,E)−Qj(y, E)| : x, y ∈ Xj , E ∈ Fj+1}
where U is the space of functions so that |u(x)−u(y)| ≤ 1. Then pij is the operator-
norm of Qj with respect to the oscillation “norm” osc(u) = supx,y |u(x) − u(y)|,
and by Lemma 4.1 in [12],
ρj ≤
√
δj .
Therefore ρ < 1 if δj ≤ δ := √ρ < 1 for all j ≥ 1, and our results hold true for
uniformly contracting Markov chains in the sense of Dobrushin.
We will also consider the following setup of uniformly elliptic Markov chains,
which was studied thoroughly very recently by Dolgopyat and Sarig [6]: the second
model we consider includes probability measures µi on Xi and families of transition
probabilities pi(x, y) so that
Qig(x) =
∫
g(y)pi(x, y)dµi+1(y).
Moreover, there exists ε0 > 0 so that for any i we have pi(x, y) ≤ 1/ε0, and the
transition probabilities of the second step transition operators Qi ◦ Qi+1 of Xi+2
given Xi are bounded from below by ε0 (this is the uniform ellipticity condition):
inf
i≥1
inf
x,z
∫
pi(x, y)pi(y, z)dµi+1(y) ≥ ε0.
Next, in the setup of uniformly contracting chains, let fj : Xj → R be a uniformly
bounded sequence of measurable functions; there exists K > 0 so that sup |fj | ≤ K
for any j. For any n set
Sn =
n∑
j=1
(fj(Xj)− E[fj(Xj)]).
In the setup of uniformly elliptic chains we take a uniformly bounded sequence of
measurable functions fj : Xj ×Xj+1 → Rd and define
Sn =
n∑
j=1
(fj(Xj , Xj+1)− E[fj(Xj , Xj+1)]).
Our first result is the following.
2.1. Theorem. Suppose that σ2n := Var(Sn) converges to ∞ as n → ∞. Then for
any ε > 0, after possibly enlarging the underlying probability space (Ω,F , P ), there
exists a sequence Z1, Z2, ... of zero mean independent normal random variables such
that ∣∣∣∣∣∣Sn −
n∑
j=1
Zn
∣∣∣∣∣∣ = o(n
ε) + o(σ
1
2+ε
n ), P -a.s.
Note that Theorem 2.1 is more natural when σn ≥ Cnδ for some δ > 0, C > 0
and a sufficiently large n, since then it concerns an almost sure version of the CLT
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for Sn/σn with rate o(σ
− 12+ε
n ). In the uniformly contracting setup, Proposition 13
in [9] shows that
(2.1) C1Var(fj(Xj)) ≤ Var(Sn) ≤ C2
n∑
j=1
Var(fj(Xj))
where C1 =
1−ρ
1+ρ and C2 =
1+ρ
1−ρ , whereas in the uniformally elliptic setup, by
Theorem 2.1 in [6] there are non-negative numbers ui(f) = ui(fi−2, fi−1, fi) and
constants A,B,C,D > 0 which depend only on ε0 and K := supj sup |fj | so that
for any n ≥ 3,
(2.2) A
n∑
j=3
u2j(f)−B ≤ Var(Sn) ≤ C
n∑
j=3
u2j(f) +D.
The numbers ui(f) are given in Definition 1.1 in [6]: u
2
i (f) = (ui(f))
2 is the variance
of the balance (in the terminology of [6]) function Γi = Γi,f given by
Γi(xi−2, xi−1, xi, yi−2, yi−1, yi) = fi−2(xi−2, xi−1) + fi−1(xi−1, xi) + fi(xi, yi+1)
−fi−2(xi−2, yi−1)− fi−1(yi−1, yi)− fi(yi, yi+1)
corresponding to the hexagon generated by (xi−1, xi, xi+1; yi−1, yi, yi+1), with re-
spect to the probability measure on the space of hexagons at positions i which was
introduced in [6]. Therefore, in both setups we can insure that σn ≥ Cnδ for some
δ > 0 by imposing appropriate conditions on the functions fj. In the uniformly
contracting setup we set cj = Var(fj(Xj)), while in the uniformly elliptic setup we
set c1 = c2 = 0 and cj = u
2
j(f), j ≥ 3. Let vn =
∑n
j=1 cj . We conclude that the
variance σ2n converges to ∞ as n → ∞ if and only if vn converges to ∞, and in
the latter case σ2n and vn are proportional. Note also that in the uniformly elliptic
setup the convergence of σn to ∞ (without any type of rate) was characterized in
Theorem 2.2 in [6].
2.1.1. Vector-valued functions. Let {Xj} be one of the inhomogeneous Markov
chain described in the previous section. Let d > 1 and, in the uniformly con-
tracting setup let fj : Xj → Rd be a uniformly bounded sequence of measurable
functions, while in the uniformly elliptic setup let fj : Xj × Xj+1 → Rd be a uni-
formly bounded sequence. SetK = supj sup |fj |. We denote here the scalar product
between two vectors u, v ∈ Rd by u · v. In the uniformly contracting setup, we set
cj(v) = v · Cov(fj)v = Var(fj · v) and cj = min
|v|=1
cj(v),
where fj = fj(Xj), while in the uniformly elliptic setup we set c1(v) = c2(v) = 0
and for j ≥ 3,
cj(v) = u
2
j(f · v) and cj = min
|v|=1
cj(v).
We assume here that there exists C > 0 so that for any i,
(2.3) cj ≥ C max
|v|=1
cj(v).
In the first setup, this assumption means that either fj is almost surely 0, or the
ratio between the largest and the smallest eigenvalues of the symmetric matrix
Cov(fj) is uniformly bounded in j, while in second setup, it means that either the
function Γi = (Γi,f(1) , ...,Γi,f(d)), where f = (f
(1), ..., f (d)), vanishes almost surely,
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or the ratio between the largest and smallest eigenvalues of the covariance matrix
of Γi is bounded in i ≥ 3. Set
Sn =
n∑
j=1
(fj − E[fj ]),
where in the first setup fj = fj(Xj) and in the second fj = fj(Xj , Xj+1), and
s2n = min
|v|=1
v · Cov(Sn)v = min
|v|=1
v · Var(Sn · v).
Then s2n is the minimal number so that Cov(Sn)− s2nI is positive definite, where I
is the identity d× d matrix.
2.2. Theorem. Suppose that s2n converges to ∞ as n → ∞. Then for any ε > 0,
after possibly enlarging the underlying probability space (Ω,F , P ), there exists a
sequence Z1, Z2, ... of zero mean independent Gaussian random vectors such that∣∣∣∣∣∣Sn −
n∑
j=1
Zn
∣∣∣∣∣∣ = o(n
ε) + o(s
1
2+ε
n ), P -a.s.
Theorem 2.1 follows from Theorem 2.2, since when d = 1 then (2.3) trivially
holds true as the maximum and the minimum coincide. In the uniformly elliptic
case, let vj be a unite vector so that cj = cj(vj). Then, taking into account (2.2)
and (2.3), we have that s2n converges to ∞ as n→∞ if and only if the variance of
S˜n :=
∑n
j=1 fj · vj converges to ∞. By Theorem 2.2 in [6], the latter convergence
means that we can not write fj(Xj , Xj+1)·vj = aj+1(Xj+1)−aj(Xj)+hj(Xj , Xj+1),
where {hj} has summable variances and aj . As in the scalar case, the above
theorem is more natural when sn grows faster than n
δ for some δ > 0. Since
v · Cov(Sn)v = Var(Sn · v), we can insure that by using (2.1) or (2.2). Note also
that it is enough to show that the variance of S˜n grows faster than n
δ.
2.2. More general ρ-mixing sequences. Let (Ω,F ,P) be a probability space
and let {Xj} be a sequence of random variables defined on this space, taking values
in arbitrary measurable spaces Xj . For each n ≤ m we denote by Fn,m the σ-algebra
generated by Xn, ..., Xm, and by Fn,∞ the σ-algebra generated by Xj , j ≥ n. We
assume here the sequence {Xj} is uniformly exponentially fast ρ-mixing: there
exist A > 0 and ρ ∈ (0, 1) so that for any f ∈ L2(Ω,F0,n,P), g ∈ L2(Ω,Fn+k,∞,P),
n, k ≥ 0 we have
(2.4) |Corr(f, g)| = ∣∣E[fg]− E[f ]E[g]∣∣/‖f‖L2‖g‖L2 ≤ Aρk
where E denotes the expectation with respect to P.
Next, let fj : Xj → R be a sequence of measurable functions which is uniformly
bounded; there exists K > 0 so that sup |fj | ≤ K for any j. For any m and n set
Sm,n =
m+n−1∑
j=m
(fj(Xj)− E[fj(Xj)])
and let Sn = S1,n.
2.3. Assumption. For any p ≥ 2 and a sufficiently large A1 there is A2 so that for
any n,m such that ‖Sn,m‖L2 ≤ A1 we have ‖Sn,m‖Lp ≤ A2.
We will also prove the following result.
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2.4. Theorem. Suppose that σ2n := Var(Sn) converges to ∞ as n → ∞. Then,
under Assumption 2.3, for any ε > 0, after possibly enlarging the probability space
(Ω,F , P ), there exists a sequence Z1, Z2, ... of zero mean independent normal ran-
dom variables such that
|Sn −
n∑
j=1
Zn| = o(nε) + o(σ
1
2+ε
n ), P -a.s.
2.2.1. examples. We list here several examples for which Assumption 2.3 is valid.
In the first example we explain why Theorem 2.1 follows from Theorem 2.4. In
this example we will also describe several properties of the classes of Markov chains
that we consider, which will be important in the proof of Theorem 2.2.
2.5. Example (Markov chains). The fact that both chains we have considered in
the previous section are exponentially fast ρ-mixing was proved in [9] and [6]. Along
the lines of the proof of Lemma 2.7 in [6], Dolgopyat and Sarig have shown that for
any exponentially fast ρ-mixing sequence {Xj} and a uniformly bounded sequence
of functions fj : Xj → R, for any even p ≥ 2 there exists Cp > 0 so that for any n
and m,
(2.5) ‖Sm,n‖Lp ≤ Cp,K

m+n−1∑
j=m
Var(fj(Xj))


1/2
where Cp,K depends only on p and K := supj sup |fj |. In the setup of uniformly
contracting chains (when ρ = supj ρj < 1), by (2.1) we have that
m+n−1∑
j=m
Var(fj(Xj)) ≤ 1 + ρ
1− ρVar(Sn,m),
which together with (2.5) shows that the conditions of Theorem 2.4 hold true in
this case. For uniformly elliptic chains, Assumption 2.3 follows by taking even p’s
in Lemma 2.7 in [6]. The idea is that by the “gradient lemma” (Lemma 2.2 there),
we can write
fj(Xj , Xj+1) = gj(Xj , Xj+1) + aj+1(Xj+1)− aj(Xj) + wj
where aj are uniformly bounded functions, wj are uniformly bounded constants
and
m+n−1∑
j=m
Var(gj) ≤ C
m+n−1∑
j=m
u2j(fj).
Then one can apply (2.2) and (2.5) with gj(Xj , Xj+1) instead of fj.
2.6. Example (Processes with finite conditional memory). Suppose that there ex-
ists r ≥ 1 so that for any j > n > r we have that E[fj(Xj)|f(X1), ..., f(Xn)]
depends only on f(Xn−r), ..., f(Xn). This condition holds true when the distribu-
tion of Xn given Xn−1, ..., X1 depends only on Xn−1, ..., Xn−s for some s ≥ 1 and
all n > s. Assume also that Yj = fj(Xj) is exponentially φ-mixing in the sense that
there are C > 0 and δ ∈ (0, 1) so that for any n, k ≥ 1, a σ{Y1, ..., Yn}-measurable
set and a σ{Yn+k, Yn+k+1, ...}-measurable set we have
|P (A ∩B)− P (A)P (B)| ≤ Cδk.
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This condition holds true when {Xj} is exponentially φ-mixing. Note that expo-
nential φ-mixing implies exponential ρ-mixing. Suppose, without loss of generality,
that E[Yj ] = 0. For each n set
∆Mn = Yn +
∑
j≥n+1
E[Yj |Y1, ..., Yn]−
∑
j≥n
E[Yj |Y1, ..., Yn−1].
Then ∆Mn is a martingale difference with respect to the filtration Fn =
σ{Y1, ..., Yn}. In Chapter 4 of [1], Bradly showed that for any two sub-σ-algebras
G,H ⊂ F ,
φ(G,H) := sup{|P (B|A)− P (B)| : A ∈ G, B ∈ H, P (A) > 0}
=
1
2
sup{‖E[g|G]− Eg‖∞ : g ∈ L∞(Ω,H, P ), ‖g‖∞ ≤ 1}.
Using this we find that ∆n is well defined and ‖∆Mn‖L∞ ≤ K1 for some K1 not
depending on n. Set Mn =
∑n
k=1 ∆Mk. Then Mn is a martingale with respect to
the filtration Fn = σ{Y1, ..., Yn} and for any n and m,∥∥∥∥∥∥
m+n−1∑
j=m
Yj − (Mm+n−1 −Mm−1)
∥∥∥∥∥∥
L∞
≤ K2
for some other constant K2. Finally, notice that ∆Mn is a function of Yn−r, ..., Yn
(when n > r). Therefore, by (2.5) applied with the process {(Yn−r, ..., Yn)} and
since Mn is a martingale,
‖Mm+n−1 −Mm−1‖Lp ≤ Rp‖Mm+n−1 −Mm−1‖L2
= Rp
√
Var(Mm+n−1 −Mm−1) ≤ Rp
√
C1 + ‖Sm,n‖2L2 + C2‖Sm,n‖L2
for some Rp > 0 and C1, C2 > 0. Hence,
‖Sn,m‖Lp ≤ K1 +Rp
√
C1 + ‖Sm,n‖2L2 + C2‖Sm,n‖L2
which yields the desired relations between the L2 and Lp-norms (Assumption 2.3).
2.7. Example (Locally positively correlated functions). We assume here that {Xj}
is exponentially fast ρ-mixing. It is clear that
Var(Sn,m) ≥
m+n−1∑
j=m
Var(fj(Xj))
if Cov(fi(Xi), fj(Xj)) ≥ 0 for all i and j. Taking into account (2.5), we see that
Assumption 2.5 holds. Now, assume that Cov(fi(Xi), fj(Xj)) ≥ 0 for any i and j
so that |i − j| ≤ s, for some s ≥ 0. Then, as in the proof of Lemma 4.1,
Var(Sn,m) ≥
m+n−1∑
j=m
Var(fj(Xj))−A
∑
m≤i<j<m+n
j−i>s
ρj−i
(
Var(fj(Xj)) + Var(fi(Xi))
)
≥ (1− 2Aρs
1− ρ
)m+n−1∑
j=m
Var(fj(Xj)).
Therefore, if 2Aρs < 1 − ρ then the variance of the sum is proportional to the
sum of the variances of the individual summands, which together with (2.5) yields
Assumption 2.3.
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We recall that an Rd-valued family {Xj : j ∈ I}, I is finite, is called positively
associated if for any real-valued coordinatewise increasing functions f and g of
the data XI = {Xj : J ∈ I} we have Cov(f(XI), g(XI)) ≥ 0. Then the latter
example shows that Assumption 2.3 holds true if Xi, i ∈ [j + 1, j + s] is positively
associated for any j, and fj’s are coordinatewise increasing (assuming that Xj ’s
are vector-valued of course).
2.8. Example (Large time gaps). The arguments in the last example with s = 0
show that Assumption 2.3 holds true when 2A+ ρ < 1, and also when we replace
fj(Xj) with fj(Xq(j)), where q(j) is any sequence satisfying that q(j+1)−q(j) ≥ s0
for any large enough j, where s0 satisfies 2Aρ
s0 < 1− ρ.
3. ASIP for inhomogeneous Markov chains
In this section we prove Theorem 2.2. First, by (2.1) or (2.2), in both setups
there are constants A,B,C,D > 0 so that for any v ∈ Rd,
A
n∑
j=1
cj(v)−B ≤ v · Cov(Sn)v = Var(Sn · v) ≤ C
n∑
j=1
cj(v) +D.
We conclude that under the assumptions of Theorem 2.2 we have
lim
n→∞
n∑
j=1
cj =∞ and
n∑
j=1
cj ≈ s2n = min
|v|=1
v · Cov(Sn)v
where an ≈ bn means that that for some N0, the ratio an/bn, n ≥ N0 is bounded
away from 0 and ∞. Hence, in Theorem 2.2 we can replace s2n with vn :=
∑n
j=1 cj .
Next, let A0 > C0. The main idea in the proof is to “linearize” the covariance
of Sn. Let b1 < b2 < ... a strictly increasing sequence of positive integers so that,
with b0 = 0, for any i ≥ 1,
A0 + 36K
2 ≥ A0 + cbi ≥
bi∑
j=bi−1+1
cj > A0.
Namely, b1 is the first time that
∑b1
j=1 cj > A0, b2 is the first time that
∑b2
j=b1+1
cj >
A0 and so on. For each i set
S(i) = Sbi−1+1,bi−bi−1 =
bi∑
j=bi−1+1
(fj − E[fj ]).
For each n, let kn be the largest positive integer k so that bk ≤ n. Then
(3.1)
∑
bkn<j≤n
cj ≤ A0.
3.1. Lemma. (i) There exist constants E1, E2 > 0 so that for any sufficiently large
n,
E1
n∑
j=1
cj ≤ kn ≤ E2
n∑
j=1
cj
(ii) For any ε > 0,
|Sbkn+1,n−bkn | = o(nε), P -a.s.
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Proof. The first part follows directly from the definition of the blocks {bi−1 +
1, ..., bi}. To prove the second part, first note that, by either (2.1) or (2.2), for any
unit vector v we have
Var((Sn − Sbkn ) · v) = Var(Sbkn+1,n−bkn · v) ≤ R1
n∑
j=bkn+1
cj(v) +R2
where R1 and R2 are some constant which depend only on the chain and the
functions fj. Taking into account (2.3) and (3.1), we conclude that
Var(Sbkn+1,n−bkn · v) ≤ C−1R1
n∑
j=bkn+1
cj +R2 ≤ C−1A0R1 +R2.
Since the functions fj · v, where v is a unit vector, are uniformly bounded in j and
v, applying (2.5) we see that for any p ≥ 2 there exists a constant Ep so that for
any n and a unit vector v,
‖Sbkn+1,n−bkn · v‖Lp ≤ Cp‖Sbkn+1,n−bkn · v‖L2 ≤ Ep
and hence
‖Sbkn+1,n−bkn ‖Lp ≤ E′p
for some E′p > 0. Thus, by the Markov inequality for any ε > 0 we have
P (‖Sbkn+1,n−bkn ‖ ≥ nε) ≤ Rpn−εp.
Taking p > 1/ε and applying by the Borel-Cantelli Lemma we conclude that
|Sbkn+1,n−bkn | = o(nε), P -a.s.

Using Lemma 3.1, Theorem 2.2 will follow if we show that, after possibly enlarg-
ing the underlying probability space, there exists a sequence Z1, Z2, ... of indepen-
dent Gaussian centered random vectors so that for any ε > 0,
(3.2)
∣∣∣∣∣∣
m∑
i=1
S(i) −
m∑
j=1
Zj
∣∣∣∣∣∣ = o(m
1
4+ε).
The proof of (3.2) relies on Theorem 7 in[5], which is a modification of Theorem
1.3 in [7] suited for non-stationary sequences of random vectors. For readers’ con-
venience we will describe this result here. Let (A1, A2, . . .) be an R
d-valued process
on some probability space (Ω,F ,P), where d ∈ N. We first recall the condition that
we denote (following [7]) by (H): there exists ε0 > 0 and C, c > 0 such that for any
n,m ∈ N, a1 < a2 < . . . < an+m+k, k ∈ N and t1, . . . , tn+m ∈ Rd with |tj | ≤ ε0, we
have that ∣∣∣E(ei∑nj=1 tj ·(∑aj+1−1ℓ=aj Aℓ)+i∑n+mj=n+1 tj ·(∑aj+1+k−1ℓ=aj+k Aℓ))(3.3)
−E(ei∑nj=1 tj ·(∑aj+1−1ℓ=aj Aℓ)) · E(ei∑n+mj=n+1 tj ·(∑aj+1+k−1ℓ=aj+k Aℓ))∣∣∣
≤ C(1 + max |aj+1 − aj |)C(n+m)e−ck.
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3.2. Theorem. Let (An) be a centered sequence of R
d-valued random variables
which is bounded in Lp for some p > 4, and satisfies property (H). Assume, in
addition, that there exists a constant c1 > 0 so that for any sufficiently large n and
v ∈ Rd we have
(3.4) Cov
( n∑
j=1
Aj
)
v · v ≥ c1n|v|2.
Then, by possibly enlarging the probability space, there exists a sequence of inde-
pendent and centered Gaussian d-dimensional random vectors Z1, Z2, . . . such that
for any δ > 0 we have P-a.s.,
∣∣∣∣∣∣
n∑
j=1
Aj −
n∑
j=1
Zj
∣∣∣∣∣∣ = o(n
δ+ap),
where ap =
4
4(p−1) =
1
4 +
1
4(p−1) .
Put An = S
(n) and Wn =
∑n
j=1 Aj . Then condition (H) above holds true since
the Markov chain {Xj} is exponentially ρ-mixing (see Example 2.5) and S(n) is a
function of (Xbn−1+1, ..., Xbn+1). Arguing as in the proof of Lemma 3.1, we obtain
the the Lp-norms of An are bounded in n, for any p > 1. Finally, by either (2.1) or
(2.2), there are constants R3 > 0 and R4 > 0 so that for any unit vector v,
v ·Cov(Wn)· = Var(
bn∑
j=1
fj · v) ≥ R3
bn∑
j=1
cj(v)−R4 ≥ R3
bn∑
j=1
cj −R4 ≥ R4A0n−R3.
This shows that (3.4) holds true, which completes the proof of (3.2).
4. ASIP in the scalar case for classes of ρ-mixing sequences
4.0.1. Expectations estimates. For any finite B ⊂ N set
S(B) =
∑
j∈B
(fj(Xj)− E[fj(Xj)]).
4.1. Lemma. There exist constants r ≥ 1 and C0 > 0 so that for any k and r-
separated “blocks” B1 < B2 < · · · < Bk, (i.e. bi < bj − r for any i < j and bi ∈ Bi,
bj ∈ Bj),
C0
k∑
i=1
Var(S(Bi)) ≤ Var(S(B1 ∪B2 ∪ · · · ∪Bk)) ≤ C−10
k∑
i=1
Var(S(Bi)).
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Proof. Let r ≥ 1, k ∈ N and B1 < B2 < ... < Bk be r-separated sets. Then by
(2.4),
2
∑
1≤i<j≤k
|Cov(S(Bi), S(Bj))| ≤ 2A
∑
1≤i<j≤k
ρr(j−i)‖S(Bi)‖L2‖S(Bj)‖L2
≤ A
∑
1≤i<j≤k
ρ(j−i)r(‖S(Bi)‖2L2 + ‖S(Bj)‖2L2) = A
k∑
j=1
‖S(Bj)‖2L2
j−1∑
i=1
ρr(j−i) +
A
k∑
i=1
‖S(Bi)‖2L2
k∑
j=i+1
ρr(j−i) ≤ Aρr/(1− ρr)
k∑
j=1
‖S(Bj)‖2L2
+A
k∑
i=1
‖S(Bi)‖2L2ρ−ir(1− ρr)−1
∑
j>i
ρrj ≤ Rρr
k∑
j=1
‖S(Bj)‖2L2
where R is a constant depending only on ρ and A. The proof is completed by taking
r large enough so that Rρr < 12 , and using that
Var(S(B1 ∪B2 ∪ · · · ∪Bk)) =
k∑
i=1
‖S(Bi)‖2L2 + 2
∑
1≤i<j≤k
Cov(S(Bi), S(Bj)).

4.2. Lemma. There exists a constant C > 0 so that for any two finite subsets B
and B′ of N,
|Cov(S(B), S(B′ \B))| ≤ C‖S(B)‖L2.
Proof. For any j which is larger than the maximal member of B we have
∞∑
m=j
|Cov(S(B), fm(Xm))| ≤ KA‖S(B)‖L2
∞∑
m=j
ρm−j
and for any j which is smaller than the minimal member of B we have
j∑
m=1
|Cov(S(B), fm(Xm))| ≤ KA‖S(B)‖L2
∞∑
m=1
ρm.

4.3. Corollary. Let B1 < B2 < B3 < ... be a sequence of finite r-separated blocks,
where r comes from Lemma 4.1. For each i set Bi,r = Bi ∪ {bi + 1, ..., bi+r}
where bi is the maximum of Bi. Suppose that the variance of each S(Bi) is not
less than A0, for some A0 > 0. For any k set B
(k) = B1 ∪ B2 ∪ · · · ∪ Bk and
B(k,r) = B1,r ∪B2,r ∪ · · · ∪Bk,r. Then for any k,∣∣∣∣Var(S(B
(k,r)))
Var(S(B(k)))
− 1
∣∣∣∣ ≤ 2CrKA0C0
where C0 comes from Lemma 4.1 and C comes from Lemma 4.2.
Proof. Set B = B1,r ∪ B2,r ∪ · · · ∪ Bk,r and B′ = B(k,r). Then B′ \ B = B(k).
Applying Lemma 4.2 with these sets we have∣∣∣Var(S(B(k,r)))−Var(S(B(k)))∣∣∣ = 2|Cov(S(B), S(B′ \B)| ≤ 2CrkK
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where K = supj sup |fj |, and we used that ‖S(B)‖L2 ≤ Krk (in fact, it is of order√
k but it does not really matter). By Lemma 4.1, we have that
Var(S(B(k))) ≥ C0
k∑
j=1
Var(S(Bj)) ≥ C0A0k
and the proof of the corollary is complete. 
4.1. Linearizing the variance and the ASIP. Let r and C0 be as in Lemma
4.1, C as in Lemma 4.2 and let A0 > 2CrK/C0. Since the variance of Sn tends to
∞ as n→∞, there exists a minimal b1 so that
Var(Sb1) ≥ A0.
Set B1 = {1, ..., b1}. Similarly, let b2 be the minimal index larger than b1 + r so
that
Var(S({b1 + r + 1, ..., b2})) ≥ A0
and set B2 = {b1 + r + 1, ..., b2}. Proceeding this way we construct a sequence of
r-separated blocks B1 < B2 < ... so that the distance between any block is exactly
r + 1, the variance of each S(Bi) is larger than A0, while for any interval (in the
integers) E starting from the left end point of Bi which is a proper subset of Bi we
have Var(S(E)) < A0. Note that the latter property implies that
Var(S(Bi)) ≤ A0 + 2C0K + 4K2 := A1
where we have used Lemma 4.2 and that |fj | ≤ K for any j. Observe also that
(4.1) Var(S(Bi ∪Bi,r)) ≤ 2A1 + 2Var(S(Bi,r)) ≤ 2A1 + 4r2K2 := Q.
Next, let n ≥ 1. We denote by kn the larger index k so that B(kn,r) ⊂ [1, n].
4.4. Lemma. (i) For any ε > 0 we have
(4.2) ‖Sn − S(B(kn,r))‖L2 ≤ c
where c is a constant which does not depend on n. Therefore, for any ε > 0 we
have
|Sn − S(B(kn,r))| = o(nε) P − a.s.
(ii) There are constants R1, R2 > 0 that that for any sufficiently large n,
R1kn ≤ Var(Sn) ≤ R2kn.
Proof. The first estimate (4.2) follows directly from the properties of the blocks Bi.
To prove the second estimate, combining Assumption 2.3 with (4.2), we derive that
for any p > 1 there exists Cp so that for any n,
‖Sn − S(B(kn,r))‖Lp ≤ Cp.
Therefore, by the Markov inequality, for any ε > 0 we have
P (|Sn − S(B(kn,r))| ≥ nε) = P (|Sn − S(B(kn,r))|p ≥ npε) ≤ Cpn−pε.
Taking p > 1/ε we get the desired almost sure estimate from the Borel-Cantelli
lemma.
To prove the second item we first apply Lemma 4.2 with B = {1, ..., n} \B(kn,r)
and B′ = B(kn,r) and derive that∣∣∣Var(Sn)−Var(S(B(kn,r)))
∣∣∣ ≤ 2C‖S(B)‖L2 ≤ 2Cc
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where c comes from (4.2). Next, by Corollary 4.3 and the choice of A0, we have
that
Q1 ≤ Var(S(B(kn,r)))/Var(S(B(kn))) ≤ Q2
for some positive Q1, Q2 > 0 which do not depend on n. Next, by Lemma 4.1 and
the upper and lower bounds on Var(S(Bi)),
C0knA ≤ Var(S(B(kn)) ≤ C−10 knA1
and the lemma follows using that kn converges to ∞ as n→∞. 
Set
Ai = S(Bi ∪Bi,r).
By Lemma 4.4, it is sufficient to show that, by possibly enlarging the probability
space, there exists a sequence Z1, Z2, ... of independent centered normal random
variables so that for any ε > 0,
(4.3)
∣∣∣∣∣∣
n∑
i=1
Yi −
n∑
j=1
Zj
∣∣∣∣∣∣ = o(n
1
4+ε) P − a.s.
Indeed, in this case we plug in kn instead on n and use Lemma 4.4.
The proof of (4.3) relies on Theorem 3.2. The sequence Ai = S(Bi∪Bi,r) satisfies
Property (H) because of the exponential ρ-mixing assumption. In fact, the left hand
side of (3.3) does not exceed Aρk for any appropriate choice of t′is and ai’s since
the covariance appearing there is between F0,u-measurable and Fu+k,∞-measurable
functions which are bounded by 1, for some u ≥ 1. In fact, since the size of the
blocks is at least r + 1, we can replace u + k with u + kr and ρk with ρkr , but it
does not really matter. Since the L2-norms of Ai are uniformly bounded, so are
the Lp-norms of the Ai’s, for any p > 1 (by Assumption 2.3). Therefore, we obtain
(4.3) by applying Theorem 3.2 with p > 1/ε.
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