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ABSTRACT
A primary goal of integral field spectroscopic (IFS) surveys is to provide a statistical
census of galaxies classified by their internal kinematics. As a result, the observational
spin parameter, λR, has become one of the most popular methods of quantifying the
relative importance of velocity dispersion and rotation in supporting a galaxy’s inner
structure. The goal of this paper is to examine the relationship between the observa-
tionally deduced λR and one of the most commonly used theoretical spin parameters in
the literature, the Bullock et al. (2001) λ′. Using a set of N-body realisations of galax-
ies from which we construct mock IFS observations, we measure λR as an observer
would, incorporating the effects of beam smearing and seeing conditions. Assuming
parameters typical of current IFS surveys, we confirm that there are strong positive
correlations between λR and measurement radius, and strong negative correlations
between λR and size of the PSF, for late-type galaxies; these biases can be reduced us-
ing a recently proposed empirical correction. Once observational biases are corrected
for, we find that λR provides a good approximation to ∼
√
3/2 λ′(Reff), where λ′ is
evaluated for the galactic stellar component within 1 Reff .
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1 INTRODUCTION
Our aim, as extra-galactic astronomers, is to understand the
formation and evolutionary mechanisms that lead to the va-
riety of galaxies that we observe across the Universe. The
first step in approaching any development in science is to
categorise the objects under scrutiny. Beginning with Hub-
ble (1926), de Vaucouleurs (1959), Sandage et al. (1975) and
many others, a visual classification of galaxy morphology has
been established with which we can investigate patterns and
generate hypotheses about the evolutionary paths that these
objects have followed. While it is useful to group galaxies by
their appearance, all features need to be explained by some
form of physical process. With this in mind, it is necessary
to further constrain galaxy classifications, and hence models
of formation, by folding in our growing knowledge of stellar
kinematics (Conselice 2014).
Traditionally, a galaxy’s kinematics have been charac-
terised by taking measurements in two separate apertures
- in a long-slit aligned with the galaxy’s major axis to find
the line-of-sight (LOS) velocity, V ; and in a central aper-
? E-mail: katherine.harborne@icrar.org
ture to calculate its LOS velocity dispersion, σ (Illingworth
1977; Davies et al. 1983; Bender 1988). Combining these
measurements into the ratio, V/σ, then provides a means
to quantify the relative importance of ordered versus un-
ordered motions in the galaxy. However, galaxies can have
complex kinematic structures that are not easily charac-
terised by V/σ, as demonstrated by the results of de Zeeuw
et al. (2002) and Emsellem et al. (2004), who used the inte-
gral field Spectrographic Areal Unit for Research on Optical
Nebulae (SAURON) survey to show E/S0 galaxies have a di-
verse range kinematic structures; for example, galaxies with
kinematically decoupled cores and galaxies that exhibit reg-
ular rotation both occupy similar regions of V/σ parameter
space (Emsellem et al. 2007).
A luminosity-weighted measure of galaxy rotation has
since become fashionable. In 2007, Emsellem et al. presented
SAURON galaxies in a parameter space described by an ob-
servational spin parameter, λR, and ellipticity,  . λR utilises
the radial distribution of kinematics provided by integral
field spectroscopy (IFS), defined by,
λR ≡ 〈R|V |〉〈
R
√
V2 + σ2
〉 , (1)
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where R is the circularised radial position, V is the LOS
velocity, and σ is the LOS velocity dispersion taken as
luminosity-weighted averages denoted by the angular brack-
ets. With their internal kinematics defined in this way, galax-
ies split into two distinct groups that mirror the morphology
division between ellipticals and spirals: slow rotators (SR)
and fast rotators (FR). ATLAS3D (Cappellari et al. 2011)
gave the first statistical sample of galaxies within which
these spin properties could be examined.
With the emergence of large IFS surveys (SAMI,
Sydney-AAO Multi-object Integral field spectrometer,
Croom et al. 2011; CALIFA, Calar Alto Legacy Integral
Field Area, Sa´nchez et al. 2012; and MaNGA, Mapping
Nearby Galaxies at Apache point observatory, Bundy et al.
2015), it is now possible to map gas and stellar motions,
and to measure kinematic quantities such as λR, in much
greater statistical samples of galaxies. These datasets are
being used to study the relationship between λR, galaxy
mass, and environment (Veale et al. 2017; van de Sande
et al. 2017a; Brough et al. 2017; Smethurst et al. 2018),
and, as a consequence, are providing unique insights into
the assembly history of galaxies (Foster et al. 2013; Arnold
et al. 2014; Fogarty et al. 2015; Cortese et al. 2016). This
work is complemented naturally by the emergence of galaxy
formation simulations of cosmological volumes, such as the
Illustris simulation (Vogelsberger et al. 2014) and EAGLE
simulations (Schaye et al. 2015). These simulations, which
track galaxy growth over cosmic time and span a range of
galaxy masses, environments, and assembly histories, pro-
vide a powerful tool to study the physical origin of galactic
angular momentum (Teklu et al. 2015; Genel et al. 2015; Pe-
drosa & Tissera 2015; Zavala et al. 2016; Lagos et al. 2018),
and to understand the astrophysical implications of the ob-
servational data, including V/σ and λR.
The utility of numerical simulations to interpret obser-
vational data relies upon our ability to compare observa-
tional and simulated data sets in as similar a manner as is
possible. It is worth noting that the form of λR, originally
proposed by Emsellem et al. (2007), was constructed to pro-
vide an observational proxy for the total amount of angular
momentum per unit mass, which is a natural analogue of the
theoretical spin parameter widely used in numerical simula-
tions.
Two definitions of the theoretical spin parameter are
commonplace in the literature. The first is the Peebles (1969)
λ; here,
λ =
J |E |1/2
GM5/2
; (2)
where J is angular momentum, E is total energy, M is the
virial mass and G is the gravitational constant. Eq. 2 quanti-
fies the relative importance of rotational and dispersion sup-
port to maintaining the entire gravitationally bound struc-
ture in equilibrium, and it is often used to measure specific
angular momentum (e.g. Fall & Efstathiou 1980; Mo et al.
1998; Knebe & Power 2008); indeed, Emsellem et al. (2007)
showed how λ and λR connect to one another. However,
this form has an explicit dependence on the total (i.e. ki-
netic plus gravitational) energy of the system and so special
care must be taken when calculating the gravitational po-
tential energy1, and in its standard form it is only applicable
when considering all matter out to some encompassing ra-
dius (Teklu et al. 2015), usually the virial radius.
The second is the Bullock et al. (2001) λ′, given by,
λ′ = J√
2MVcR
, (3)
where J, M and Vc are the angular momentum, mass and
circular velocity all measured within radius R. This form is
particularly attractive because it depends only on material
within R and can be calculated for an individual component,
k,
λ′k =
jk√
2VcR
, (4)
where the angular momentum is replaced with the specific
angular momentum, jk = Jk/Mk . In contrast to the Peebles
form, Eq. 3 and 4 give us the ability to examine the radial
distribution of the spin parameter straightforwardly.
When evaluated for all components within the virial ra-
dius, λ ≈ λ′. Hence, when quoting the kinematic properties
of a galaxy, typically λ′ is defined at the virial radius, rvir .
In contrast, λR is usually measured within an effective ra-
dius, Reff , of the galaxy, which is much smaller than rvir .
Although Emsellem et al. (2007) provides an approximate
conversion between λ and λR, it is important to assess how
well λR deduced from observational data and λ/λ
′ derived
from numerical simulations relate to one another in detail.
Previous work has shown that λR should be a robust
tracer of intrinsic angular momentum (e.g. Jesseit et al.
2009, who analysed N-body simulated merger remnants).
The goal of this paper is to characterise the relationship be-
tween λR, as it may be observationally deduced, and λ
′, as it
is measured in a numerical simulation, for a set of N-body re-
alisations of galaxies with varying bulge-to-total mass (B/T)
ratios. By constructing mock IFS observations of our data,
we can measure λR as an observer would, incorporating the
effects of beam smearing, seeing, and measurement radius.
This allows us to assess how well we can correct the mea-
sured λR to remove observational bias, and its relationship
to the intrinsic λ′ of the galaxy.
Understanding these observational biases is crucial if
we wish to compare observations and predictions from sim-
ulations. Spatial blurring caused by the Earth’s atmosphere
introduces uncertainties into kinematic measurements, such
that velocity gradients are smoothed, LOS velocity disper-
sions are reduced, and measurements of properties like λR
become biased. Previous studies have sought to quantify or
correct this bias (e.g. D’Eugenio et al. 2013; van de Sande
et al. 2017a,b; Greene et al. 2018; Graham et al. 2018), and
we investigate how well such corrections perform. In partic-
ular, we focus on the recent work Graham et al. (2018), who
used Jeans Anisotropic Modelling (JAM) to derive a general
analytic correction to λR for regularly rotating galaxies of
1 This is because the gravitational potential depends on the mass
distribution at all radii, not just interior to a given radius. A sur-
face pressure correction can account for this - as used previously
in cosmological N-body simulations (e.g. Shaw et al. 2006; Power
et al. 2012) - but the size of this correction tends increase with
decreasing halo-centric radius decreases, and is likely to be large
on the scale of galaxies.
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different types, based on the ratio of the width of the point
spread function (σPSF) to the effective radius of the galaxy
(Reff); we investigate how well it performs when applied to
3D dynamical galaxy models.
In the remaining sections of this paper, we describe the
simulations and the method used to construct our synthetic
observations (§ 2). In § 3, we present the results of our inves-
tigations and go on to discuss the outcome of these with re-
spect to observational and definition bias in section 4. A de-
tailed explanation of the galaxy models is given in appendix
A and a mathematical derivation of λR from λ
′ is given in
appendix B. Throughout, we assume a Lambda-cold dark
matter (ΛCDM) cosmology with Ωm = 0.308,ΩΛ = 0.692
and H0 = 67.8.
2 METHOD
We have constructed a catalogue of five isolated, stable N-
body realisations of galaxies across a range of B/T ratios in
order to explore the relationship between the observed λR
and intrinsic spin, λ′. The simple models in this catalogue
are shown in Fig. 1. The construction details of these sim-
ulations are described in section 2.1. For each of the galaxy
models, we make a series of synthetic observations using the
R package SimSpin2. This code allows the user to generate
a kinematic data cube based on simulated particle positions
and velocities, vary the level of spatial blurring and measure
λR within a specified radius. The method by which we make
these mock observations is explained in section 2.2.
2.1 The simulations
For each galaxy in the catalogue, initial conditions are con-
structed using GalIC (Yurin & Springel 2014). This code
takes an iterative approach to solving the collision-less Boltz-
man equation to create the initial conditions of isolated N-
body galaxy models in equilibrium. Stellar bulges are con-
structed in Hernquist profiles with ergodic velocity struc-
tures described by,
ρbulge(r) =
Mb
2pi
b
r(r + b)3 , (5)
where Mb is the bulge mass, r is the radius and b is the bulge
scale length. Stellar disks are formed with an axis-symmetric
velocity structure within an exponential profile described by,
ρdisk(R, z) =
Md
4piz0h2
sech2
(
z
z0
)
exp
(
−R
h
)
, (6)
where Md is the disk mass, R is the radius in the plane of
the disk, z is the height off the plane of the disk, h is the
scale length and z0 is the scale height.
To demonstrate that the galaxies are equilibrated, long-
lived structures, we evolve them over 10 Gyr using an ex-
tended version of the N-body/SPH code GADGET-2 (Springel
2005), in which the underlying 1.85 × 1012M dark matter
2 This code can be found in a github repository at https:
//github.com/kateharborne/SimSpin. Worked examples can be
found at https://rpubs.com/kateharborne.
halo has been replaced with an analytical form of the Hern-
quist dark matter profile used in GalIC. The use of an ana-
lytic potential suppresses numerical artefacts (e.g. numerical
heating of the disc) that usually arises when there is a mis-
match in dark matter and stellar particle mass, as occurs
when high resolution is adopted in the disc but not in the
halo; further details are given in appendix A1.
Every galaxy in the catalogue has a stellar mass of
1010M with the proportion of mass contained in the bulge
and disk specified in Table 1. Each model contains 2.5× 106
particles with individual masses of 4 × 103M and softening
sizes of 100 pc. The stellar disks have radial scale lengths
of h = 4.25 kpc and scale heights of z0 = 0.85 kpc. In order
to determine the ellipticity of our galaxy models, we com-
pute iso-density contours for each by first generating a flux
image at a high resolution (spaxels of 0.05”) projected at
90◦ using SimSpin with all particles within a sphere of ra-
dius r200. We use a mass-to-light ratio of 1, such that this
flux image is just a map of the mass distribution within the
model. The R-package ProFound then takes this image and
rank orders the pixels into concentric isophotes containing
equal amounts of mass in each. The ellipticity or flatten-
ing,  = 1 − q, (where q is the axial ratio of each model)
is calculated using the ProFound::profoundGetEllipses()
function, which takes all pixels within an isophote containing
half the total mass and diagonalizes the inertia tensor to give
the axial ratio, q (Robotham et al. 2018). This method en-
sures that our ellipticities are consistent with what would be
measured observationally, as shown in Fig 1. The elliptcity,
 , is defined at Reff, as in Cappellari et al. (2007); Cappellari
(2016).
We analyse a variety of the inherent kinematic proper-
ties of each galaxy to provide comparison to the synthetic
observations of λR later on. λ
′ is evaluated for the stellar
component of our models using Eq. 4 and plotted as a func-
tion of radius as shown in Fig. 2. In Bullock et al.’s (2001)
definition, the spin parameter of a dark matter subhalo is
calculated at the virial radius of that object. In Fig. 2, this
radius is shown by the black line. When attempting to make
a comparison to observable data, it is very unlikely that the
kinematics of a galaxy could be studied out to ∼ 200 kpc;
λR is typically measured out to one effective radius (on the
order of a few kpc). For this reason, we also calculate λ′ of
the stellar component at the half-mass radius, λ′(Reff). We
have assumed that each particle in the simulation has an
equal mass-to-light ratio throughout our analysis and hence
that the half-mass radius is equivalent to the half-light ra-
dius Reff ; this is the simplest assumption we can make with
these basic galaxy models. These half-mass radii are shown
in Fig. 2 by the coloured stars for each galaxy and the asso-
ciated spin denoted as λ′(Reff) in Table 1. In the derivation
of λR from Eq. 2 in appendix A of Emsellem et al. (2007), it
is shown that λ ∼ √2/3 λR. Conversion factors are required
to take account for the differences between one parameter
that is defined with full knowledge of the 3D distribution of
mass and another that is dependent on a 2D projected light
distribution. In appendix B, we show that a similar method
can be followed in order to derive λR from Eq. 3. We use the
same conversion factors to calculate the value we would ex-
pect to recover observationally at the effective radius shown
as λ′R(Reff) for each model in Table 1.
Each of these “inherent” spin parameter values may be
MNRAS 000, 1–15 (2017)
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Figure 1. The mock catalogue of galaxies investigated in this work. From left to right, we show the S0, Sa, Sb, Sc and Sd models. The
top row shows each galaxy inclined to 0◦ (i.e. face-on) and the middle row demonstrates the same particle distribution projected at 90◦
(i.e. edge-on). These top two rows demonstrate the particles contained within a radius of 50kpc. The bottom row shows the isophotal
images of each galaxy within the SAMI field of view inclined face on at 0◦. The overlaid ellipses contain 0.25-0.75 of the total flux at
increments of 0.05. The Reff for each galaxy is shown by the bold black line.
Table 1. Outlining the parameters defining each galaxy in the simulation catalogue. B/T is the bulge-to-total mass ratio; b is the bulge
scale height in kpc; n is the Sersic index; λ′ describes the stellar component Bullock spin parameter evaluated at rvir ; λ′(Reff) is the
stellar Bullock parameter evaluated at Reff; λ
′
R(Reff) describes the same value corrected using Emsellem et al.’s conversion, λ
′ ∼ √2/3λ′R ;
λ90R is the value of λR observed in perfect seeing conditions (i.e. PSF = 0”) at SAMI resolution for each galaxy oriented at 90
◦ (edge-on)
projected at z = 0.06.
B/T b/kpc n λ′ λ′(Reff) λ′R(Reff) λ
90
R
S0 0.60 2.14 2.84 0.014 0.11 0.23 0.50
Sa 0.40 1.38 2.26 0.022 0.16 0.34 0.60
Sb 0.25 0.90 1.64 0.027 0.21 0.45 0.64
Sc 0.05 0.17 0.99 0.034 0.29 0.62 0.77
Sd 0.02 0.07 0.97 0.035 0.31 0.66 0.78
valid to describe the kinematics of a given galaxy. However,
the ambiguity of “intrinsic” spin is dangerous. As shown in
Table 1, every value of the spin parameter belonging to each
galaxy is quite different despite the fact that they all provide
measures of the specific angular momentum. While, qualita-
tively, each flavour of spin gives us the same type of informa-
tion (i.e., disks have a larger spins than the more bulge dom-
inated models), the variation across the Hubble sequence is
quantitatively different. When it comes to quantifying scal-
ing relations and linking observations to theory in cosmo-
logical simulations, it is important to understand which of
these values is actually recovered by observations of λR. It is
not computationally efficient to take mock observations of all
galaxies in a cosmological volume when kinematic properties
like the spin have already been computed. Evidently, from
the range of values in Table 1, it is not sufficient to compare
λ′ and λR directly without first considering what these val-
ues really mean. One of the aims of this work is to examine
and present the links between these inherent and observed
spin parameters to aid communication between the theoret-
ical and practical communities. This is further discussed in
section 4.2.
2.2 The synthetic observations
For this experiment, we have generated images based on
the parameters of the Sydney-AAO Multi-Object Integral
Field Spectrograph (SAMI) which is mounted at the prime
focus of the 3.9m Anglo-Australian Telescope. SAMI has 13
imaging fibre bundles, known as “hexabundles”; within each
MNRAS 000, 1–15 (2017)
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Figure 2. Variation of λ′ of the stellar component with radius
for each of the galaxy models. The point at which the Bullock
parameter is traditionally measured (the virial radius) is marked
at rvir = 200 kpc with a black line. The measurements of λ′
evaluated at the half-mass radius are shown by the star points on
each line.
hexabundle, 61 multimode fibres each subtend a diameter of
1.6” such that each bundle can view 15” across its diameter
(Croom et al. 2011). All 793 fibres, plus 26 sky fibres, are
fed into the AAOmega dual beam spectrograph comprised
of a red and blue arm.
The majority of the absorption lines used for stellar
kinematic measurements fall on the blue arm of the spec-
trograph and so these parameters are used to generate the
mock images for this experiment. For SAMI, a 580V grating
is mounted on the blue arm, giving a resolution of R ∼ 1700
and wavelength coverage of 3700-5700A˚. It has been shown
that the line spread function (LSF) describing the spectral
instrument response of the prism and gratings on the ex-
tracted spectra from the blue arm is well approximated by a
Gaussian profile with full-width half-maximum, FWHMblue
= 2.65 A˚ (van de Sande et al. 2017b). The kinematic data
cubes produced on this arm have a spatial pixel scale of 0.5”
and velocity pixel scale of 1.04 A˚ (Green et al. 2017). The
flux in each spaxel is mimicked by assigning a luminosity
to each particle type using a mass-to-light ratio, 1Υ, and
approximating the flux from the projection distance.
Following the evolution of each galaxy model, a series
of mock observations were made using the R-package Sim-
Spin. Given a GADGET-2 snapshot file, a kinematic data cube
is constructed using this code according to the SAMI spec-
ifications. The spatial and velocity bin (spaxel and voxel)
sizes supplied dictate the grid of the cube. Details such as
the velocity uncertainty in an observation is incorporated
into the simulation by assuming that each particle has a
Gaussian distribution of possible velocities with width dic-
tated by the LSF and summed such that portions of each
particle’s velocity distribution may fall across several voxels.
This method is illustrated in Fig. 3.
The code will go on to generate a series of mock ob-
servational images from the kinematic cube. The observed
flux, LOS velocity and LOS velocity dispersion is mapped
by collapsing the cube down each spaxel. Flux maps are con-
structed by summing the flux contribution along each spaxel
across the various velocities; LOS velocity images are con-
structed by taking weighted averages of the voxel bins along
each spaxel; the LOS dispersion maps are weighted standard
deviations of the same voxel distributions along each spaxel.
One such example of the images output using this method
is shown in Fig. 4.
λR is then calculated via,
λR =
∑nb
i=1 FiRi |Vi |∑nb
i=1 FiRi
√
V2
i
+ σ2
i
, (7)
where Fi is the observed flux, Ri is the circularised radial po-
sition from the centre, Vi is the LOS velocity and σi is the
LOS velocity dispersion per bin, i, and summed across the
total number of bins, nb, within measurement radius, Reff
(Emsellem et al. 2011). Reff is calculated by fitting isophotal
ellipses to a flux image generated at the same projected an-
gle but a higher resolution than the IFU image as described
in section 2.1 - under the assumption that an observer would
determine such parameters from a corresponding optical im-
age.
SimSpin also allows us to investigate the effects of ob-
servational limitations on the measurement of λR:
(i) Inclination effects - Projection and distance effects
have been measured simply by observing each model across
a range of inclinations from 0◦ (face-on) to 90◦ (edge-on) at
5◦ increments and at a series of redshift distances within the
SAMI range 0.04 < z < 0.1. These redshifts were sampled at
∆z = 0.01 increments. A series of 665 kinematic cubes were
generated in total.
(ii) Measurement radius effects - We calculate λR within a
range of measurement radii. From Fig. 2, it is clear that the
spin parameter will change with radius quite significantly for
late type and lenticular galaxies. We would like to see how
the uncertainty in λR propagates due to differences in the
measurement radius that is used. Over time, the favoured
method of determining the effective radius of a galaxy has
changed from circular to elliptical apertures (Kelvin et al.
2012), and even more recently via methods of iterative dila-
tion (Robotham et al. 2018). Differences across these meth-
ods result in variations in the quoted Reff . In this work, we
have considered a range of different radii, from 0.5 - 1.5 Reff,
at increments of 0.1 Reff . This gives us a further 950 obser-
vations to work with across 19 inclinations and 10 additional
radii.
(iii) Spatial blurring effects -“Beam smearing” is an inher-
ent problem in Integral Field Units (IFUs) which results in
a distortion of the inner rotational velocity curve that is key
to measuring λR (Cecil et al. 2016). Combined with other
observational effects, such as atmospheric seeing, we tend
to see artificially high levels of LOS velocity dispersion for
the central regions of galaxies. We expect this to reduce the
measured value of λR, as dispersion appears to be more dom-
inant. These spatial blurring conditions have been modelled
in the mock observations by convolving each spatial plane
of the data cube with a Moffat point spread function (PSF)
at a selection of FWHM values between 0 - 4”, seperated by
0.5” increments. These observations are again made across
MNRAS 000, 1–15 (2017)
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Figure 3. The process followed by SimSpin when constructing a kinematic data cube. Each particle in the simulation has some known
velocity, vtrue. Observationally, we cannot be precise about the velocities we measure. To encode this uncertainty in the mock observation,
we assume that each particle’s velocity is a Gaussian distribution centred on vtrue with a width described by the LSF. If the velocity
distribution of each particle extends beyond the width of a single voxel in the cube, fractional contributions will be assigned to each bin
accordingly.
Figure 4. Using SimSpin, we generate mock IFU images by col-
lapsing the cube in Fig. 3 along the z-axis. Here we show the Sd
model inclined to 70◦ blurred with a Moffat PSF FWHM = 1” to
mimic seeing effects.
a range of inclinations from 0◦ to 90◦ resulting in a further
760 kinematic cubes.
Each of these observation parameters have been tested
individually to quantify their impact on the measurement of
λR. We can then examine how well the Graham et al. (2018)
empirical correction works for an entirely independent set of
simulations. This is the secondary aim for the paper: to un-
derstand how well we can reverse the effects of observational
limitations.
3 RESULTS
Using SimSpin, we have made 2375 mock observations of the
5 galaxy models in total. The results of these investigations
are summarised in Fig. 5. The parameter space occupied
by the synthetic data points is shown in light blue circles.
Real observations from ATLAS3D (Emsellem et al. 2011)
and SAMI (van de Sande et al. 2017a) are plotted in dark
green for comparison. The grey boundary lines distinguish
between the galaxies that are classed as slow and fast ro-
tators (Emsellem et al. 2007, 2011; Cappellari 2016) 3. The
magenta lines are a prediction from Binney (2005) for the
trend you would expect to see for oblate galaxies of differ-
ent intrinsic ellipticity (0 < intr < 0.95) and anisotropy (β)
when measured edge-on. Having calculated the edge-on val-
ues of λR, we can then predict the values we would expect
at a range of projected inclinations (0 − 90◦) using,
λR(i) = C(i)
λ90
R√
1 + λ90
R
2(C2(i) − 1)
, (8)
where C(i) = sin(i)/
√
1 − βcos2(i) and λ90
R
is the edge-on value
of the observed spin parameter (Cappellari et al. 2007; Em-
sellem et al. 2007). Here we show the two common extremes
of anisotropy, β = 0 (dashed magenta line) and = 0.7intr
(solid magenta line). Using Eq. 8, we plot the black dot-
ted lines in Fig. 5 for galaxies with intrinsic ellipticities
intr = 0.35, 0.45, 0.55, 0.65, 0.75, 0.85.
The area occupied by the true and mock observations
overlap very well, specifically in the FR regime. A few
galaxies do fall outside our probed region, but this is to
be expected. The N-body models that have been measured
throughout this work are very simplistic. We have created
a series of isolated ergodic bulges and axis-symmetric disks
in equilibrium with no gas component. The small number
of inaccessible observational examples that sit to the left of
our measurements are very round, fast rotators with spiral
arms and bars - features which do not appear in this model
3 Emsellem et al. (2007) defined a SR such that λR < 0.1, but
in 2011 updated this definition to take into account the larger
ATLAS3D data set such that a SR satisfies λR < 0.31×√ , where
 is the ellipticity of the observed system. More recently, Cap-
pellari (2016) argued that non-regular SRs are better categorised
by λR < 0.08 + 0/4, where 0 < 0.4, thereby reducing the risk of
missing FRs that are very round.
MNRAS 000, 1–15 (2017)
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Figure 5. Parameter space (λR -) of all mock observations made
in this experiment, as shown in light blue, in comparison to SAMI
(van de Sande et al. 2017a) and ATLAS3D data (Emsellem et al.
2011) in dark green. The grey lines show the SR/FR boundaries
suggested by Emsellem et al. in 2011 (long dashed line), and Cap-
pellari in 2016 (solid line). The magenta line shows the edge-on
view for oblate galaxies with anisotropy described by, β = 0.7 × 
while the magenta dashed line shows the same relationship for
β = 0 (see Cappellari et al. 2007), and black dotted lines show
the inclination dependence of galaxies with intrinsic ellipticities,
intr = 0.35, 0.45, 0.55, 0.65, 0.75, 0.85. See text for further details.
catalogue due to the specified mass and velocity conditions.
The other region we do not sample well is the lower left of
the SR regime. Observationally, this region tends to be occu-
pied by non-regular rotators and galaxies with kinematically
decoupled cores, which we do not explore in this work.
Another obvious difference between the measurement of
λR in this work and van de Sande et al.’s work is the defini-
tion of radius used in Eq. 7. For the SAMI galaxies in this
comparison, the measurement of radius, Ri , is defined as the
“semi-major axis of the ellipse on which spaxel i lies”, as op-
posed to the circularised radius used by Emsellem et al. in
his original work in 2007 and 2011 for the ATLAS3D obser-
vations. The purpose of using this elliptical definition of the
radius is to remove the inclination dependence of λR. van de
Sande et al. (2017b) show that, for rounder galaxies where
 < 0.4, there is very little difference between the spin mea-
sured using each radii measure; it becomes more important
for the flattened galaxies, though the median difference be-
tween circularly measured and intrinsic radii is ∆λR ∼ 0.04.
As we are interested in exploring the effects of projection on
the value that is recovered when paired with other limita-
tions, we have chosen to stick with the circularised radius
but draw attention to the fact that the definition of Ri in
Eq. 7 may vary across different surveys.
Figure 6. The λR measurement for each galaxy at a range of
projected distances from z = 0.04 - 0.1. Each point represents a
single mock observation of the model. The spin parameter inher-
ent to the simulation, λ′R(Reff), as in Table 1, is shown as the
black bordered simulation points. The grey SR/FR boundaries
and magenta lines are the same as shown in Fig. 5.
3.1 Projection effects
To begin, we made mock observations of each galaxy model
across a range of inclinations and projected distances. At
this stage, no further observational limitations were included
in order to provide a benchmark control by which to compare
and to ensure that our analysis performs as expected. This
corresponds to a subset of 665 observations of the 5 galaxies.
In each case, we use equation 7 to calculate λR within an
effective radius.
We found the results of this experiment on the disk
galaxies quite surprising. The effect of moving a galaxy fur-
ther and further away from the observer is that each spaxel
in the IFU cube covers a larger portion of the galaxy. This
reduced resolution was thought to have a similar effect to in-
creasing the level of spatial blurring; hence, it was expected
that λR would decrease with distance. Instead, we actually
see a very slight positive correlation on average across all
inclinations between the observed spin parameter and red-
shift distance. Increasing the distance from the observer, and
hence the spaxel size relative to the galaxy, does not blur
the central velocity dispersion in the same way that spatial
smearing does. The growth of the spatial pixel means that
slightly more disk flux contributes to the edge pixels within
Rmajeff . For the disk galaxies, we find that between z = 0.04
and 0.1, up to 1% more disk particles fall within the effective
radius of the galaxy. This means that additional rotational
components are contributing to the measurement, causing
the measurement of λR to rise a very small amount, of order
∼ 0.01 per Rfov/Rmajeff .
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Figure 7.Demonstrating the spread in the  -λR relationship that
is caused by varying the measurement radius. Each galaxy has
been observed at z = 0.06, through inclinations of 0− 90◦ and λR
measured within a range of radii. λ′R(Reff) values calculated per
simulation are shown as black bordered points. The grey SR/FR
boundaries and magenta lines are the same as shown in Fig. 5.
Fig. 6 shows the results of this test within the observer
plane, λR vs. ellipticity,  . The observed points follow the
shape we would expect with inclination (Jesseit et al. 2009;
Emsellem et al. 2011). The effects of distance are evident in
the models that contain disk components, as shown by the
scatter of mock observations. The level of this effect is negli-
gible - small enough to fall within other observational errors
- and so will not effect the measurement of λR. However, it
is interesting to note that this is not the negative correlation
one might expect.
3.2 Measurement Radius
We briefly consider the impact of measurement radius and
its impact on the λR- parameter space in Fig. 7. Here we
varied the radius within which λR was measured at regu-
lar increments of ∆Reff = 0.1 from 0.5 - 1.5 Reff . All other
variables remain fixed. The ellipticity at each radius was
calculated by specifying that more or less flux be contained
within a given isophote. All pixels within that isophote were
then used to find the ellipticity as described in section 2.1.
We projected each galaxy from the catalogue through the
full range of inclinations, but kept the redshift distance set
at z = 0.06 giving a sample of 1045 mock observations.
Fig. 7 shows that the overlap between the disk models
can be significant, and arises because an underestimate of a
galaxy’s Reff causes its λR to overlap with the λR from an
overestimated Reff of a galaxy with a slightly larger bulge.
This is consistent with recent work (e.g. van de Sande et al.
2017a).
3.3 Spatial blurring
The final step was to mimic the effects of beam smearing
and atmospheric seeing conditions by introducing spatial
blurring to the mock IFU cubes. Each galaxy was projected
through the various inclinations, but fixed at a redshift dis-
tance of z = 0.06. Following the production of the kinematic
IFU data cube, each spatial plane is convolved with a Moffat
PSF with FWHM from 0 - 4” at increments of 0.5”. Flux,
LOS velocity and LOS velocity dispersion images are then
constructed as described in section 2.2. λR is measured from
these images within 1 Reff giving a further 760 observations
to examine. Note that the effective radius of each model is
measured from the unblurred image as we assume that, for
real observations, this would not be taken from the IFU data
but from higher resolution optical counterparts.
Applying a Moffat convolution kernel blurs the flux im-
age and smooths out velocity gradients, similar to the effects
of spatial blurring seen in real astronomical data. This has
the expected result of increasing regions of artificial disper-
sion causing the recovered value of λR to fall as seeing con-
ditions grow worse. Across all inclinations, we see that there
is a negative correlation between the size of the PSF and
λR, as plotted in Fig. 8. Here we have quantified the level
of blurring by the fraction σPSF/Rmajeff , where σPSF4 is the
standard deviation of the blurring Moffat kernel and Rmajeff is
the semi-major component of the galaxy’s effective radius.
The level of blurring with respect to the radius within which
the spin parameter is measured is important to readily make
comparisons of galaxies observed using different telescopes
across different nights with varied seeing conditions.
This negative correlation is inclination and morphology
dependent. As the galaxy approaches edge on projections
(90◦), the gradient of this relationship is the most severe,
with a more linear drop off for galaxies with larger disks. At
seeing conditions typical of SAMI observations (∼ 0.3 − 0.4
σPSF/Rmajeff ), λR decreases by as much as ∼ 0.05 − 0.2 across
the range of galaxy types in comparison to the value mea-
sured if there was no spatial blurring. This is consistent
with the uncertainty quoted by van de Sande et al. (2017b)
in which it was proposed from repeat SAMI observations
that adverse seeing conditions could lower measurements of
λR by 0.05 − 0.1; our study shows that this bias could be
slightly larger for very disky galaxies. Similarly, we agree
with the work of Greene et al. (2018) in which two correc-
tions were suggested based on the spin parameter measured.
Fig. 8 demonstrates that the impact of seeing is not uniform
with galaxy type. Greene et al. suggest two corrections in
which slower galaxies are adjusted by 0.075 and faster are
adjusted by 0.125. Again, these values fall within our range,
but we suggest that the bias could be larger for faster ro-
tators. When compared to similar plots made for MaNGA’s
JAM models in Appendix C of Graham et al. (2018), Fig
8 has a very similar distribution. We find that their pro-
posed correction for λR does a reasonable job of reversing
this negative correlation across the various galaxy types, as
discussed in section 4.1.
In Fig. 9, we see the effect of beam smearing and see-
ing on an observer plane where λR is plotted against the
4 σ = FWHM / 2√2ln2
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Figure 8. The relationship between beam smearing and λR shown for 3 different projected inclinations, (a) 30◦, (b) 60◦ and (c) 90◦.
Each galaxy is observed at a redshift distance of z = 0.06 and λR measured within 1 Reff .
Figure 9. Demonstrating the spread in the  -λR relationship
that is caused by varying seeing conditions. Each galaxy has been
observed at z = 0.06, through inclinations of 0− 90◦ and λR mea-
sured within 1 Reff . λ
′
R(Reff) values calculated per simulation are
shown as black bordered points. The grey SR/FR boundaries and
magenta lines are the same as shown in Fig. 5.
ellipticity,  . This has the greatest impact on distinguish-
ing the galaxies with large bulges (S0/Sa/Sb). We see that
an Sa galaxy with & 2” seeing can become confused with
an S0 galaxy observed in near perfect conditions; the same
can be said for the Sa/Sb comparison. While our models are
simplistic and do not describe the whole range of possible
galaxy morphologies, we can still conclude from this overlap
that, when left uncorrected, atmospheric seeing can make in-
terpreting a specific morphology from the kinematics alone
difficult. Distinguishing between the fastest and slowest FR
is obviously a simple task as there is no overlap between the
S0 and Sd examples within this wide range of seeing con-
ditions. However, this effect is an important one to bear in
mind when making specific conclusions about galaxy com-
parisons based on this kinematic tracer alone and highlights
the need for corrections such as those presented in Graham
et al. (2018).
4 DISCUSSION
So far, we have considered a range of factors that contribute
to uncertainties in measurements of λR. We now investigate
the extent to which these uncertainties can be modelled and
removed from measurements, focusing on the empirical cor-
rection recently proposed by Graham et al. (2018). In sec-
tion 4.1, we investigate how effective this correction is for our
models - N-body realisations, distinct from the JAM-derived
models used in Graham et al. (2018) - with the goal of sug-
gesting an effective way to reduce observational limitations
on λR measurements.
We also examine how the theoretical spin parameters,
as measured in a numerical simulation, should be compared
most appropriately with the observed spin parameter, λR.
When modelling a galaxy’s λR, the assumption is that the
“true” λR is the one that is recovered in the limit of perfect
seeing conditions, but it is vitally important to understand
how this “true” λR maps to the “intrinsic” theoretical spin
parameter, of the kind measured in a numerical simulation.
In section 4.2, we examine the difference between various
definitions of the “intrinsic” spin parameter and its observa-
tional counterpart.
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Figure 10. Comparing the absolute (left panels) and relative (right panels) differences between the modelled observationally perfect λR
measurements (i.e. no blurring due to seeing), λmodR , and those observed, λ
obs
R . The upper panels show λ
obs
R − λmodR , demonstrating the
overall effect of increasing the blurring on the observed measurement; the lower panels show λcorrR −λmodR , demonstrating the effect when
the observed values are corrected using Eq. 9.
4.1 Observational bias
Recently Graham et al. (2018) presented an empirical for-
mula for correcting λR to account for the effects of seeing
with respect to the semi-major axis of the effective radius.
This was derived from a series of 1080 simulations created
using the JAM method (Cappellari 2008). We have a fur-
ther 1425 observations of simulated galaxy models that have
been generated using an entirely different method, and so it
is interesting to test how effective this formula is for an inde-
pendent data set. Their proposed equation contains a term
to account for the width of the PSF and a term to account
for the differences in galaxy morphologies:
λobsR = λ
corr
R gM2
©­«σPSFRmajeff ª®¬ fn ©­«σPSFRmajeff ª®¬ , (9)
where,
gM2
©­«σPSFRmajeff ª®¬ =
1 + ©­«
σPSF/Rmajeff
0.47
ª®¬
1.76
−0.84
, (10)
is a generalised form of the Moffat function and
fn
©­«σPSFRmajeff ª®¬ =
1 + (n − 2) ©­«0.26
σPSF
Rmaj
eff
ª®¬

−1
, (11)
is an empirical relationship to account for morphological
type via observed Sersic indices.
First, we measure the Sersic indices of our models using
the Bayesian galaxy fitting tool, ProFit (Robotham et al.
2017). Isophotal ellipses are extracted from a high resolu-
tion flux image of each galaxy model and a single compo-
nent Sersic profile is fitted to the surface brightness profile
produced. These values are shown in Table 1 and span a rea-
sonable range from 0.9 . n . 3. Following the same method
as section 3.3, we have projected our galaxies at z = 0.06
but increased the level of blurring from 0 - 7” in this case
such that we can investigate a similar range in σPSF/Rmajeff
as Graham et al. (2018). The correction has then been ap-
plied to our synthetic observations using Eq. 9 to solve for
λcorrR .
In Fig. 10, we present the results of this correction on
our data. In the left lower panel we plot the absolute dif-
ference between the modelled, observationally perfect value
of λR (λ
mod
R ) and the value observed following correction
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(λcorrR ) across a range of seeing conditions described by the
fraction σPSF/Rmajeff . We show the absolute difference between
λmodR and the un-corrected observed value (λ
obs
R ) in the left
upper panel as reference to demonstrate the improvement
achieved by using this correction. This is shown for each
galaxy morphology inclined to 30◦, 60◦ and 90◦. Prior to
correction, we can see that the observed value is always an
under-estimate, though the amount by which this value is
reduced is dependent on the galaxy morphology (with a mi-
nor dependence on the observed inclination). The absolute
difference between the modelled and observed value gener-
ally increases with disk dominance at each seeing increment.
As demonstrated by the spread of the points about the zero
line in the lower panel, we see a reduction in the absolute
uncertainty across all models following correction. The sys-
tematic differences between morphological types have been
mostly removed. The error on the corrected values is greatly
reduced from ∆λR . 0.2 to . 0.07 at the typical SAMI seeing
of ∼ 0.3 − 0.4σPSF/Rmajeff .
If instead we consider the relative differences
as shown on the right, using the log difference
log10(λobsR )−log10(λmodR ), we find that this relationship
between uncertainty and disk dominance is inverted. While
the absolute difference between the measured and inherent
properties may be largest for the diskiest galaxies, relatively
the uncertainty associated with a more bulge dominated
system could be as large as the inherent value itself. Hence,
it is very important to consider applying these kinds of
corrections across both slow and fast rotator regimes. We
see that in the corrected plane, irrespective of whether
we consider the absolute or relative uncertainty, this
morphological dependence is removed.
Overall, this shows that the correction presented by
Graham et al. (2018) is largely successful for an entirely
independent set of models. We do see that this is depen-
dent on inclination and agree that this correction will be
most effective when applied to galaxies inclined to interme-
diate angles i ∼ 50. Given this result, we suggest that this
correction is applied to data across all morphological types,
especially in comparisons where seeing conditions vary con-
siderably between observations.
4.2 Definition bias
Aside from the effects of the atmosphere on our observa-
tions, there is also the issue of definition bias that makes it
difficult to compare spin parameters across real and simu-
lated data sets. Often the “true” spin parameter is taken to
be the one that would be observationally measured if seeing
conditions were perfect (for example, Graham et al. 2018,
Greene et al. 2018, van de Sande et al. 2017a, D’Eugenio
et al. 2013), while in simulations the Bullock parameter is
used (Teklu et al. 2015; Rodriguez-Gomez et al. 2017; Zjupa
& Springel 2017; Stewart et al. 2017). This study has shown
that the effects of projection, distance, seeing and measure-
ment radius will impact the recovered value of λR, but even
in ideal conditions this value may not be a direct proxy for
the spin of a galaxy that a theorist would measure within a
cosmological simulation.
Because we have the 3D model of the galaxy at our
disposal, we can explore the inherent property of the sys-
tem that λR is actually measuring. We describe the intrinsic
property of the system to be the value of the stellar Bullock
spin parameter λ′ that would be recovered from a simula-
tion, as in Teklu et al. (2015). In order to make the compar-
ison between observation and simulation, we must account
for the fact that usually λ′ is evaluated at r200, rather than
Reff. In Fig 2 and Table 1, we demonstrate that the latter
values are an order of magnitude larger in general. As shown
in appendix B, we also must account for observational pro-
jection effects by the scaling λ′ ∼ √2/3λR.
Fig. 11 shows ∆λR, the absolute (left) and relative differ-
ences (right) between the observed λR value and the stellar
Bullock parameter evaluated at Reff and scaled with Em-
sellem et al. (2007)’s correction. We show the observed value
before (above) and after (below) the correction presented by
Graham et al. (2018). ∆λR is shown with respect to the level
of blurring, σPSF/Rmajeff . As, before, we have observed each
galaxy at a redshift of z = 0.06 up to a PSF of 7” in order
to consider a wider impact of typical seeing conditions. We
show the trends for each galaxy model inclined to 30◦, 60◦
and 90◦ as crosses, triangles and circles respectively.
The purpose of this comparison has been to provide a
reference between the commonly defined theoretical spin pa-
rameter and λR. Having adjusted the observed λR using the
correction provided by Graham et al. (2018), Fig. 11 demon-
strates the offsets you may expect between the observed and
the stellar Bullock spin parameter. While Graham et al.’s
correction was originally designed to reduce the difference
between the observationally perfect value and those effected
by seeing, it clearly does a good job at straightening the
λ′R relation across all seeing conditions. However, there is
still quite a significant uncertainty due to the effects of in-
clination. Our inherent measure of spin takes into account
the 3D distribution of particles in our model, but it is not
possible to recover this from the projected, observable λR.
Overall, we find that λR does a fair job of tracking the in-
herent value proposed by Emsellem et al. (2007), λ′R(Reff),
especially at intermediate inclinations. However, the spread
across the ∆λ
(2)
R
space is as high as ±0.2.
This analysis makes clear that care must be taken when
comparing a Bullock et al. (2001) λ′ measured from a simu-
lated galaxy and the observationally deduced λR. As our
results show, λR provides a reasonable approximation to
λ′ evaluated for the galactic stellar component within 1
Reff and scaled by Emsellem et al.’s 3/
√
2; this is arguably
the most attractive approach because it is straightforward
to compute directly from simulation particle data. Perhaps
more subtly, Fig 11 also demonstrates that at fixed incli-
nations there are still variations in the absolute and relative
∆λR offsets due to morpohology. This indicates that λR does
not map equally to spin for different galaxy types, which
has potential implications for the quantification of dynam-
ical scaling relations from IFS data. For example, a slope
for the observed mass-angular momentum-spin plane incon-
sistent with theoretical predictions may not necessarily im-
ply a disagreement between real and simulated galaxies, or
viceversa (e.g., Cortese et al. 2016). Constructing mock IFS
observations, deducing λR from these maps and comparing
to observations therefore provides a far more accurate yet
more expensive solution.
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Figure 11. Comparing the absolute (left panels) and relative (right panels) differences between the observed and corrected values of
λR with the λ
′
R value inherent to each simulation at a range of σPSF/ Rmajeff values for three different projections at 30◦ (crosses), 60◦
(triangles) and 90◦ (circles). On the left, ∆λ(1)R is the difference between the observed value from the value proposed by Emsellem et al.
(2007) where λ′R ∼ 3/
√
2λ′ while ∆λ(2)R is the same difference but taken from the observed value that has been corrected for seeing using
Graham et al.’s (2018) correction.
5 CONCLUSIONS
The goal of this paper has been to understand the relation-
ship between the observational spin parameter, λR, and the-
oretical Bullock et al. (2001) spin parameter, λ′, which is one
of the most widely used definitions in numerical simulations.
Using N-body models of galaxies and mock IFS observations
of these data, we have measured λR as an observer would
- incorporating the effects of, for example, beam smearing
and seeing - and demonstrated that the empirical correction
proposed by Graham et al. (2018) is an effective approach
to removing these biases. We have also shown that λR pro-
vides a good approximation to the intrinsic theoretical spin
parameter of a galaxy, provided observational biases are cor-
rected for. Measured directly from simulation data, λ′ eval-
uated for the galactic stellar component within 1 Reff and
scaled by Emsellem et al.’s 3/√2 provides a good approxi-
mation to the observed λR; mock IFS observations provide
greater accuracy, albeit at greater computational cost and
complexity of analysis.
We have found, in agreement with several previous stud-
ies, that there is a strong negative correlation between λR
and seeing conditions (D’Eugenio et al. 2013; van de Sande
et al. 2017b; Greene et al. 2018; Graham et al. 2018). We
find that at seeing conditions typical of SAMI observations
(∼ 0.3 − 0.4 σPSF/Rmajeff ), λR may decreases by as much as∼ 0.05 − 0.2, though this reduction is not consistent across
all galaxy types. Dispersion dominated systems are affected
by seeing to a much lesser degree if we consider the absolute
difference between the blurred and un-blurred values. The
necessary correction grows with disk dominance.
Finally, we have evaluated the success of Graham et al.’s
(2018) empirical correction to account for observational bias.
Using our independent set of N-body models, we confirm
that this formula reduces the effects of seeing from ∆λR . 0.2
to . 0.07. There remains a slight inclination dependence
however, such that the correction works best for galaxies
inclined at intermediate angles, i ∼ 50◦. We conclude that
this correction should be applied to observational data prior
to further comparisons in order to significantly reduce the
observational limitations. We have also discussed that, fol-
lowing this correction, the observed λR may be compared
to the theoretical definition of the Bullock spin parameter,
λ′. While often it is assumed that the “true” spin param-
eter is the one measured in perfect seeing conditions, and
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this empirical correction has been designed to assume as
much, we show that λR is offset from the commonly used
theoretical Bullock parameter. We demonstrate that using
Emsellem et al.’s (2007) linear correction to account for pro-
jection effects reduces this offset successfully. However, when
corrected for seeing, λcorr
R
is still offset from the inherent λ′R
specific to the stellar mass measured within a radius Reff by
as much as ∆ ∼ ±0.2 and this offset is not equal for fixed
inclination across different morphologies. For the most ap-
propriate comparison without relying on forward modelling
techniques, we suggest using the scaled λ′ value, λ′R(Reff),
with respect to the corrected observations, λcorr
R
measured
at intermediate inclinations.
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APPENDIX A: TESTING SIMULATION
STABILITY
A1 The analytic potential
When evolving the stellar components of the N-body mod-
els, we replace the underlying N-body dark matter halo with
the analytical form assumed when setting up the initial con-
ditions with GalIC; we do this by modifying directly the
GADGET-2 source code so that the gravitational force and
potential calculations already include the expected contri-
bution from a dark matter halo (i.e. we use a static rather
than a live dark matter halo). This is done for two reasons.
The first is that it reduces the computational cost of our
simulations by removing the need to simulate the time evo-
lution of & 106 dark matter particles when our interest is
in the evolution of the stellar component. The second is im-
plicitly related to the first; particle discreteness gives rise to
an unphysical increase in the scale-height of the disc over
time, as shown in Fig. A1, which modifies the velocity dis-
tribution of stars in the disc. The magnitude of this effect
can be suppressed by increasing the mass resolution of the
dark matter halo relative to the stellar disk, but it is more
expedient to adopt an analytical potential instead, which al-
lows us to simulate the 1 × 106 stars in the disk needed for
a careful measurement of kinematics at a relatively modest
computational cost.
In practice, before evolving our initial conditions with
GADGET-2, we remove all DM particles from the GalIC output
and ensure that GADGET-2 is initialised with the correct halo
virial mass, concentration and virial overdensity, and spheri-
cally symmetric mass profile. We use the modified Hernquist
profile adopted by GalIC
ρdm(r) =
Mdm
2pi
a
r(r + a)3 , (A1)
where Mdm is the total mass of the dark matter halo, r is
the radius at which the total enclosed mass is measured and
a is the scale factor of the halo as described by,
a =
r200
c
√
2 [ln(1 + c) − c/(1 + c)] , (A2)
in which r200 is the virial radius of the halo and c is the con-
centration of the DM halo. With these changes to GADGET-2
we can evolve our stellar-only initial conditions and ensure
that they remain in dynamical equilibrium.
A2 Testing the robustness of the analytic
potential
We have taken care to ensure that swapping the live dark
matter halo for its static, analytical, form does not affect the
evolution of the stellar disk. In Fig. A2 and A3, we assess
whether or not our choices of disk mass (Fig. A2) and grav-
itational softening (Fig. A3) influence the disk scale-height.
In Fig. A2, we check how disk mass impacts scale-height
when the live halo is swapped for a static halo. GalIC ensures
that the initial conditions are in dynamical equilibrium, and
it does this by modifying the dynamical structure of the
dark matter halo in which the N-body stellar components
are embedded; the more massive the disk, the larger the cor-
rection to the dynamical structure of the halo. Practically,
this leads to a flattening of the dark matter halo, which is
Figure A1. Demonstrating the increasing standard deviation in
the scale height density distribution of disk particles. The two
plotted simulations contain 25, 000 disk particles representing a
∼ 1010 M galaxy. The live DM halo represented by the red line
contained 3 × 106 particles. Clearly, the scale height is not well
maintained in this simulation when compared to the same disk in
an analytic Hernquist potential.
Figure A2. Showing the change in standard deviation of the
scale height density distribution of disk particles in four models
with increasing disk mass. Each model has been evolved within
the analytic DM potential. Clearly, as long as the mass of the
disk stays below 5% of the mass of the dark matter component,
the scale height of the disk remains stable.
neglected when adopting the static halo in GADGET-2 (which
assumes spherical symmetry). Our tests suggest that stel-
lar discs that contain more than ∼ 5% of the mass of the
DM component will start to deviate systematically from ex-
pected equilibrium evolution. As long as the catalogue con-
sists of lower mass galaxies and only the kinematics of the
stellar components are considered, the use of the analytic
potential remains valid.
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Figure A3. Considering how the scale height density distribu-
tions of disk particles change over time in five models with dif-
ferent disk softening values. Each model has been evolved within
the analytic DM potential. This implies that the simulation can
be run at a range of resolutions without effecting the outcome of
the kinematic analyses.
In Fig. A3, we show how the disk scale-height is influ-
enced by gravitational softening. Softening leads to a mod-
ification of the gravitational potential within which particle
trajectories are evolved, and so we expect to see differences
only when the softenings are too large. Our results indicate
that disk softening can be as large as  = 0.3 kpc (roughly
1/3rd of z0) and as small as 0.01 kpc without any adverse ef-
fects on the scale-height over time. This gives us confidence
that our results are not compromised by choice of softening.
APPENDIX B: GALACTIC ANGULAR
MOMENTUM AND λR
In Appendix A of Emsellem et al.’s 2007 paper, it’s demon-
strated how the observable spin parameter can be deduced
from the Peebles definition, Eq. 2. We follow the spirit of
this derivation and show how the observable spin parame-
ter can be deduced from Bullock definition, Eq. 3. First, the
equation can be rearranged,
λ′ = J√
2MVcR
, (B1)
=
J√
2MR
√
GM/R
, (B2)
=
(J/M)√
2R
√
GM
. (B3)
This form is similar to equation A2 in appendix A of Em-
sellem et al. (2007). Following their method of accounting
for projection and mass-to-light conversions, we also use
κr , κJ , κV and κs to incorporate obervational effects on the
radius, angular momentum, and the V2 and σ2 velocity
moments.
This leaves us with the following expressions:
J/M = κJ 〈R|V |〉 , (B4)
√
GM =
√
κR
〈
R(κVV2 + κSσ2)
〉
, (B5)
√
2R =
√
2κR 〈R〉 , (B6)
which then substituting into Eq. B3 results in a spin param-
eter,
λ′ ∼ κJ 〈R|V |〉√
2κR 〈R〉
√
κR
〈
R(κVV2 + κSσ2)
〉 , (B7)
∼ κJ
κR
√
2
〈R|V |〉〈
R
√
κVV2 + κSσ2)
〉 . (B8)
Finally, we use the second-order velocity moment V2 + σ2,
where κV = 1 and κS = 1, such that we arrive at the same
definition of λR as Emsellem et al.:
λR =
〈R|V |〉〈
R
√
V2 + σ2)
〉 . (B9)
Substituting normal values for the angular momentum and
radial conversion factors, κJ = 2 and κR = 3 respectively, we
arrive at λ′ ∼ √2/3 λR.
This paper has been typeset from a TEX/LATEX file prepared by
the author.
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