A cylindrical data set consists of circular and linear variables. We focus on developing an outlier detection procedure for cylindrical regression model proposed by Johnson and Wehrly (1978) 
INTRODUCTION
In statistical modeling, regression analysis is one of the common methods used to investigate the relationship between variables. For the linear case, the theory of linear regression is readily available in various literature. As for the circular regression, it can be divided into different types according to the type of dependent of independent variables (Jammalamadaka & SenGupta 2001) . Circularcircular regression is a type of regression when both the dependent and independent variables are circular; circularlinear regression is a regression when the linear variable depends on the independent circular variable while linearcircular regression is a type of regression when the circular variable depends on the linear variable. The regression for cylindrical data can be considered as the circular-linear regression or the linear-circular regression. Johnson and Wehrly (1978) proposed a regression of a linear variate on other linear and circular variates in which the model follows closely the linear regression; the leastsquare method is used to find the parameter estimates. Then, SenGupta and Ugwuowo (2006) proposed three different models of circular-linear regression for multivariate data based on both circular and linear predictors. These models can be used to deal with both symmetric and asymmetric model forms. Qin et al. (2011) proposed a nonparametric regression model for circular-linear multivariate regressors using a kernel-weighted local linear method.
Outliers can affect the estimation of a regression model. In linear regression, many outlier detection methods have been proposed in the literature. For the case of a single outlier, Barnett and Lewis (1978) and Srikantan (1961) used residuals from the least square fit in their outlier detection procedures. Cook (1977) presented a new distance measure based on two maximum likelihood estimates using row-deletion approach. Srivastava and Rosen (1998) proposed a likelihood ratio test for detecting single outlier in multivariate regression models. For the case of multiple outliers, Hadi and Simonoff (1993) proposed procedures to detect outliers in univariate linear regression model. Barrett and Ling (1992) presented general classes of multivariate influence measure for a univariate regression based on Cook's influence measure. The outlier detection in circular regression mainly focuses on the circular-circular regression models. Abuzaid et al. (2011) and Ibrahim et al. (2013) extended the COVRATIO statistic that is used in linear regression to a circularcircular regression model. Abuzaid et al. (2013) and Rambli et al. (2016) proposed new outlier detection methods in the circular-circular regression models called mean circular error statistic by using row-deletion method. Rambli et al. (2016) transformed the residuals into linear scales using a trigonometric function while Abuzaid et al. (2013) used the circular distance between two circular observations. While different outlier detection procedures have been developed for linear and circular regression models, no such work has been done on the regression model for cylindrical data. Hence, we propose a new test of outlier detection in the regression model for cylindrical data.
Thus in this article, the regression model for cylindrical data, in particular the Johnson-Wehrly (JW) circular-linear regression model, is discussed and a discussion on the k-nearest neighbour approach is given. Then, a new outlier detection method for circular-linear regression model based on the k-nearest neighbour approach is presented. Next, the cut-off points of the new statistic are calculated, and its performance is studied through simulation. An application of the new test of discordancy is later shown using real data set from the Malaysian Meteorological Department.
REGRESSION FOR CYLINDRICAL DATA Johnson and Wehrly (1978) proposed three different regression models including a regression of a linear variable on other linear and circular variables. Herewith, we refer to the model as the JW circular-linear regression model. Consider the joint density f (x, θ) such that
where c is a constant of integration and a(θ)' = (a 1 (θ), …, a q (θ)) is given by
is positive definite while u ijk and v ijk are constant. Let us partition x = and hence λ, Σ and a(θ) accordingly. The model is constructed from the conditional distribution of x 1 = (x 1 , x 2 , …, x r )' given x 2 and θ, where x 1 is the dependent variable while x 2 and θ are the independent variables. The conditional distribution f(x 1 ⏐x 2 , θ) is the r-dimensional normal distribution with mean λ 1 + [x 2 -(λ 2 + a 2 (θ))] and co-variance matrix . It can be shown that each component x i of x 1 has a variance not depending on the conditioning variables and a mean of the form (3) where β 0 , β i , γ ijk and δ ijk are the coefficients which represent the relationship between the variables and k is the angular frequency. This model is basically reduced to a standard method of predicting a linear variable from a mixture of linear and circular variables.
In the next section, we use a simple form of the model given in (3) with one linear variable and one circular variable with the frequency k = 1. The model takes the form of
). The estimation of the parameters β 0 , β 2 , γ and δ can be obtained using the least square estimation method.
as the distances between the ith observation with the other observations while
are the corresponding ordered distances. The first-nearest distance for the ith observation is defined as the smallest distance or the distance at the first position in the ordered distances given by,
Note that L 1i gives a sequence of distances between consecutive observations on the p-dimensional surface. Hence, we can define L ki as the k-NN distance for the ith observation to other points where,
In the next section, we develop a new test of discordancy to detect outliers in JW circular-linear regression model using the statistic as given in (6), but on residuals, instead of observations.
The new outlier detection for JW circular-linear model is constructed based on the k-NN approach when applied on the distances between the residuals. The residual is given by,
Given e i and e j , the Euclidean distance between the two residuals is defined as,
Using the same k-NN approach given in the previous section, the k-NN distance for this case is given by,
Hence, the test statistic is
where n is the sample size and k is the kth-nearest neighbour. The complete steps to detect the outlier in regression for cylindrical data are given as follows: First, fit the circular-linear regression as given in (4); next, calculate the residuals as defined in (7); after that, choose any k = 1,2,3,... for the k-nearest neighbour distance, then calculate the distances between residuals, L ki , as given in (9); subsequently, define the test statistic as given in (10); and lastly if the value of exceeds the cut-off point, say a L , then the ith observation corresponding to is identified as an outlier.
We note that statistic can also be used to detect a patch of outliers. For example, when k = 1, it can be used to detect an outlier while when k = 2, it can be used to detect a patch of 2 outliers. For multiple outliers, we usually need to repeat the statistic iteratively for k = 1,2,3,... until no outliers are detected.
CUT-OFF POINTS OF THE TEST STATISTIC
We design a simulation study for statistic to obtain the cutoff points using the R statistical package based on the null hypothesis that there are no outliers present in the cylindrical data set. The generation of the cut-off points are based on the sample size n and residual standard deviation σ.
In our study, the cut-off points are generated from various values of n in the range of [10, 100] and σ = [0.05, 1]. We generate x 2 from Normal distribution N(5,2) and θ from von Mises distribution VM(π,2). Then, we generate the residuals of size n from N(0,σ). For each sample, we obtain the variable x 1 using (4) where the values of the JW model parameters are chosen to be β 0 = 0.306, β 2 = 1, γ = 1 and δ = 1. Next, we fit the JW model and compute the fitted values and resulting residuals. We then calculate { , k = 1,2} statistic as given in (10). The process is repeated for 2000 times and the estimated cut-off points at 10%, 5% and 1% upper percentiles are collected.
The cut off-points of statistic are tabulated in Table  1 for the case of a single outlier (k = 1) and two outliers (k = 2). It can be seen that for each sample size n, the cut-off points increase as the value of σ increases. On the other hand, the cut-off points are a decreasing function of sample size n.
THE PERFORMANCE OF STATISTIC THE PERFORMANCE OF STATISTIC FOR SINGLE OUTLIER
From Barnett and Lewis (1978) and David (1981) , P1 = 1 -β is the power function where β is the type-II error; P3 is the probability that the contaminant point is an outlier and it is identified as discordant; and P5 is the probability that that the contaminant point is an outlier given that it is identified as discordant. A good test should have: high P1; high P5; and low P1-P3. The performance of statistic is conducted using simulation method. To investigate the performance of statistic, the samples are generated from various samples n = [20, 100] from normal distribution, x 2 ~ N(5,2) and von Mises distribution, θ ~ VM(π,2) with different values of σ in the range (0.2, 2). Using the generated data of x 2 and θ, the values of the response variable x 1 are obtained using (4) where the values of the JW model parameters β 0 , β 2 , γ and δ are the same as in the previous section. Then, the outlier is generated by altering, where Δ ≥ 0 is the contamination level. Next, the generated cylindrical data of x 1 , x 2 and θ are fitted to JW circular-linear regression to find the estimates 0 , 2 , and . Then, we apply the statistic for the detection of outlier in each sample. If the value of the statistic is greater than the specified cut-off points, then we have correctly detected the outlier. The process is repeated for 2000 times and the values of P1, P3 and P5 are obtained.
The results for the samples when n = 20 and n = 100 are plotted in Figures 1 and 2 , respectively. From both figures, the performance of statistic are almost similar. It can be seen that the performance of the statistic depends on the value of σ. The performance is better as the value of σ decreases. Hence, the performance is a decreasing function of σ. However, the performance is slightly better for n = 100 than for n = 20. When n is large, the distance between the residuals is expected to be shorter resulting in lower values of statistic as illustrated by the smaller cut-off points as shown in Table 1 . Hence, when outlier occurs in large sample size, we detect the corresponding observation easier as its respective distance will be relatively longer compared to the case in smaller sample size.
We can see that the performance of P1 and P5 for different values of n shows similar behaviour. However, we note that, for large sample sizes, the curves are approaching 1 slightly faster. In addition, the differences between P1 and P3 are also approximately close to 0 but not shown here.
THE PERFORMANCE OF STATISTIC FOR TWO OUTLIERS
To investigate the performance of statistic, the samples are generated from various samples n = [20,100] from normal distribution, x 2 ~ N(5,2) and von Mises distribution, θ ~VM(π,5) with different values of σ in the range (0.2, 2). The values of the response variable x 1 are obtained using the same method as for the statistic case. Then, the outlier is generated by altering, where Δ ≥ 0 is the contamination level. Then, similar procedure as the performance of is used.
The performance of statistic when n = 50 and n = 100 are given in Figures 3 and 4 , respectively. Generally, the performance of statistic shows a similar behaviour of statistic.
PRACTICAL EXAMPLE
We now apply the JW circular-linear regression model on a real data set. For a practical example, we use wind direction, wind speed (in m/s) and temperature (˚C) data taken from the Malaysian Meteorological Department, which were measured in Bayan Lepas, Penang, in January 2005 at a pressure of 850 Hpa at 12:00 am. The data are given in Table 2 . From Figures 5-7 , it can be seen that there is an observation that is located far away from the rest of the data. This shows that a possible outlier is present in the data set. We apply the proposed outlier detection method for circular-linear regression using statistic.
The root mean squared error (RMSE) for this data set is 2.547 and value of test statistic = 8.143. Knowing that n = 31 and = 2.547, the corresponding cut-off point is 3.301. Clearly, the value of the statistic for observation 1 is greater than the cut-off point. Hence, the observation is identified as an outlier. We apply again the procedure on the reduced data set by removing observation 1 and no outlier is detected. The removal of observation 1 from the data set notably changes the values of 0 , 2 , , and . The results are shown in Table 3 and Figures 8-10 . Thus, the removal of observation 1 gives a better model fitting to the data set.
CONCLUSION
In this paper, we propose a new method of outlier detection in the JW circular-linear regression based on the k-nearest neighbour distance. The proposed test statistic performs well in detecting single and multiple outliers. Although we consider only the JW circularlinear regression model, the statistic can be extended to other circular-linear regression models, with their corresponding simulated cut-off points. 
