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Abstract
The authors investigate various inclusion and other properties of several subclasses of the classAp
of normalized p-valent analytic functions in the open unit disk, which are defined here by means of
a certain linear operator. Problems involving generalized neighborhoods of analytic functions in the
class Ap are investigated. Finally, some applications of fractional calculus operators are considered.
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1. Introduction
Let Ap denote the class of functions normalized by
f (z) = zp +
∞∑
k=1
ap+kzp+k
(
p ∈ N := {1,2,3, . . .}), (1.1)
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U := {z: z ∈ C and |z| < 1}.
If f and g are analytic in U, we say that f is subordinate to g, written symbolically as
follows:
f ≺ g or f (z) ≺ g(z) (z ∈ U),
if there exists a Schwarz function ω in U such that f (z) = g(ω(z)) (z ∈ U).
For functions f ∈Ap , given by (1.1), and g ∈Ap given by
g(z) = zp +
∞∑
k=1
bp+kzp+k (p ∈ N), (1.2)
we define the Hadamard product (or convolution) of f and g by
(f ∗ g)(z) := zp +
∞∑
k=1
ap+kbp+kzp+k =: (g ∗ f )(z) (z ∈ U). (1.3)
In terms of the Pochhammer symbol (or the shifted factorial) (κ)n given by
(κ)0 = 1 and (κ)n = κ(κ + 1) . . . (κ + n − 1) (n ∈ N),
we now define the function φp(a, c; z) by
φp(a, c; z) = zp +
∞∑
k=1
(a)k
(c)k
zp+k
(
a ∈ R; c ∈ R \ Z−0 ; Z−0 := {0,−1,−2, . . .}; z ∈ U
)
. (1.4)
Corresponding to the function φp(a, c; z), we consider a linear operator Lp(a, c) which is
defined by means of the following Hadamard product (or convolution):
Lp(a, c)f (z) := φp(a, c; z) ∗ f (z) (f ∈Ap). (1.5)
It is easily seen from (1.4) and (1.5) that
z
(Lp(a, c)f (z))′ = aLp(a + 1, c)f (z) − (a − p)Lp(a, c)f (z). (1.6)
We also note that
Lp(a, a)f (z) = f (z), Lp(p + 1,p)f (z) = zf
′(z)
p
,
and
Lp(n + p,1)f (z) =Dn+p−1f (z) (n > −p),
where, in the special case when
n ∈ N0 := N ∪ {0},
Dn denotes the familiar Ruscheweyh derivative of order n. The definition (1.5) of the
linear operator Lp(a, c) was introduced and studied by Saitoh [13] on the space of analytic
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more general Dziok–Srivastava operator, one may see the work of (for example) Liu and
Srivastava [8] as well as the various references cited therein.
For fixed parameters A and B (−1 B < A 1) and 0 α < p, we say that a function
f ∈Ap is in the class Sa,c(α;p;A,B) if it satisfies the following condition:
1
p − α
(
z
(Lp(a, c)f (z))′
Lp(a, c)f (z) − α
)
≺ 1 + Az
1 + Bz (z ∈ U) (1.7)
or, equivalently, if
∣∣∣∣ z
(Lp(a, c)f (z))′ − pLp(a, c)f (z)
(A − B)(p − α)Lp(a, c)f (z) − B
{
z
(Lp(a, c)f (z))′ − pLp(a, c)f (z)}
∣∣∣∣< 1
(z ∈ U). (1.8)
For convenience, we write
Sa,c(α;p;1,−1) = Sa,c(α;p)
:=
{
f : f ∈Ap and R
(
z
(Lp(a, c)f (z))′
Lp(a, c)f (z)
)
> α (0 α < p; z ∈ U)
}
.
We observe that
Sp,p(α;p) = S∗p(α) and Sp+1,p(α;p) =Kp(α) (0 α < p),
for the subclasses of Ap consisting of all analytic functions which are, respectively,
p-valently starlike of order α in U and p-valently convex of order α in U.
Furthermore, we say that a function f ∈ Sa,c(α;p;A,B) is in the analogous class
Ta,c(α;p;A,B) if f is of the following form:
f (z) = zp −
∞∑
k=1
|ap+k|zp+k (p ∈ N). (1.9)
By specializing the parameters α, p, A and B , we obtain the following familiar subclasses
of analytic functions in U with negative coefficients:
(i) T1,1(α;1;β,−β) = S∗(α,β) and T1,1(α;1;β,−β) = C∗(α,β) (0  α < 1;
0 < β  1) (Gupta and Jain [5]);
(ii) T2(1−α),1(β;1;1,−1) = R[α,β] (0 α < 1; 0 β < 1) (Silverman and Silvia [14]);
(iii) Tλ+1,1(α;1;1,0) = Tλ(α) (0 α < 1) (Ahuja [1]);
(iv) Tn+1,1(α;1;β,−β) = Tn(α,β) (0 α < 1; 0 < β  1) (Patel and Acharya [11]).
The object of the present paper is to obtain several inclusion and other properties of
functions in the classes Sa,c(α;p;A,B) and Ta,c(α;p;A,B), which are introduced above.
Problems involving generalized neighborhoods for functions in Ap are investigated. Dis-
tortion theorems for operators of fractional calculus are also obtained.
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In proving our main results, we need each of the following lemmas.
Lemma 1 (Miller and Mocanu [9]). Let −1 B < A 1 and β > 0. Also let the complex
number γ be constrained by
R(γ )−β(1 − A)
1 − B .
Then the following differential equation:
q(z) + zq
′(z)
βq(z) + γ =
1 + Az
1 + Bz (z ∈ U)
has a univalent solution in U given by
q(z) =


zβ+γ (1 + Bz)β(A−B)/B
β
∫ z
0 t
β+γ−1(1 + Bt)β(A−B)/B dt −
γ
β
(B = 0),
zβ+γ exp(βAz)
β
∫ z
0 t
β+γ−1 exp(βAt) dt
− γ
β
(B = 0).
(2.1)
Furthermore, if
φ(z) = 1 + c1z + c2z2 + · · ·
is analytic in U and satisfies the following differential subordination:
φ(z) + zφ
′(z)
βφ(z) + γ ≺
1 + Az
1 + Bz (z ∈ U), (2.2)
then
φ(z) ≺ q(z) ≺ 1 + Az
1 + Bz (z ∈ U)
and q(z) is the best dominant of (2.2).
Lemma 2 (Wilken and Feng [17]). Let ν be a positive measure on [0,1]. Also let h(z, t) be
a complex-valued function defined on U × [0,1] such that h(z, t) is analytic in U for each
t ∈ [0,1], and h(z, t) is ν-integrable on t ∈ [0,1] for all z ∈ U. In addition, suppose that
R(h(z, t)) > 0, h(−r, t) is real and
R
(
1
h(z, t)
)
 1
h(−r, t)
(|z| r < 1; t ∈ [0,1]).
If
h(z) :=
1∫
0
h(z, t) dν(t),
then
R
(
1
)
 1
(|z| r < 1).
h(z) h(−r)
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Chapter 14]).
Lemma 3. For real or complex parameters α1, α2, β1 (β1 /∈ Z−0 ),
1∫
0
tα2−1(1 − t)β1−α2−1(1 − zt)−α1 dt = Γ (α2)Γ (β1 − α2)
Γ (β1)
2F1(α1, α2;β1; z)
(
R(β1) > R(α2) > 0
); (2.3)
2F1(α1, α2;β1; z) = 2F1(α2, α1;β1; z); (2.4)
2F1(α1, α2;β1; z) = (1 − z)−α1 2F1
(
α1, β1 − α2;β1; z
z − 1
)
. (2.5)
3. Inclusion relationships for the class Sa,c(α;p;A,B)
Unless otherwise mentioned, we assume throughout this section that a > 0, c > 0,
0 α < p, and −1 B < A 1.
Theorem 1. If f ∈ Sa+1,c(α;p;A,B) and
(1 − A)(p − α) + (1 − B)(a − p + α) 0, (3.1)
then
1
p − α
(
z
(Lp(a, c)f (z))′
Lp(a, c)f (z) − α
)
≺ 1
p − α
(
1
Q(z)
− (a − p + α)
)
= q(z)
≺ 1 + Az
1 + Bz (z ∈ U), (3.2)
where
Q(z) =


1∫
0
ta−1
(
1 + Btz
1 + Bz
)(A−B)(p−α)/B
dt (B = 0),
1∫
0
ta−1 exp
(
A(p − α)(t − 1)z)dt (B = 0),
(3.3)
and q(z) is the best dominant of (3.2). If, in addition to (3.1),
A−B(a − p + α + 1)
p − α (−1 B < 0), (3.4)
thenSa+1,c(α;p;A,B) ⊂ Sa,c(α;p;1 − 2ρ,−1), (3.5)
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ρ := 1
p − α
[
a
{
2F1
(
1,
(B − A)(p − α)
B
;a + 1; B
B − 1
)}−1
− a + p
]
.
The result is the best possible.
Proof. By setting
φ(z) = 1
p − α
(
z
(Lp(a, c)f (z))′
Lp(a, c)f (z) − α
)
(z ∈ U), (3.6)
we note that φ(z) is analytic in U with φ(0) = 1. Using the identity (1.6) in (3.6), and then
differentiating the resulting equation logarithmically with respect to z, we obtain
1
p − α
(
z
(Lp(a + 1, c)f (z))′
Lp(a + 1, c)f (z) − α
)
= φ(z) + zφ
′(z)
(p − α)φ(z) + (a − p + α) ≺
1 + Az
1 + Bz (z ∈ U), (3.7)
which shows that φ(z) satisfies the differential subordination (2.2). Hence, by applying
Lemma 1, we get
φ(z) ≺ q(z) ≺ 1 + Az
1 + Bz (z ∈ U),
where q(z) is given by (2.1) with β = p − α and γ = a − p + α, and this q(z) is the best
dominant of (3.2). This proves the assertion (3.1) of Theorem 1.
Next we show that
inf|z|<1
{
R
(
q(z)
)}= q(−1). (3.8)
If, in Lemma 3, we set
α1 = (p − α)(B − A)/B, α2 = a and β1 = a + 1,
then β1 > α2 > 0. By using (2.3) to (2.6), we see from (3.3) that, for B = 0,
Q(z) = (1 + Bz)α1
1∫
0
tα2−1(1 + Bzt)−α1 dt
= Γ (α2)
Γ (β1)
2F1
(
1, α1;β1; Bz
Bz + 1
)
. (3.9)
In order to prove (3.8), we need to show that
R
(
1
Q(z)
)
 1
Q(−1) (z ∈ U). (3.10)Since the hypothesis (3.4) implies that β1 > α1 > 0, by using (2.3), (3.9) yields
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1∫
0
h(z, t) dν(t),
h(z, t) = 1 + Bz
1 + (1 − t)Bz (0 t  1)
and
dν(t) = Γ (α2)
Γ (α1)Γ (β1 − α1) t
α1−1(1 − t)β1−α1−1 dt,
where dν(t) is a positive measure on t ∈ [0,1]. For −1  B < 0, it may be noted that
R{h(z, t)} > 0 and h(−r, t) is real for 0  r < 1 and t ∈ [0,1]. Therefore, by Lemma 2,
we have
R
(
1
Q(z)
)
 1
Q(−r)
(|z| r < 1).
Thus, by letting r → 1−, we obtain (3.10). Moreover, by letting
A →
(
−B(a − p + α + 1)
p − α
)
+
for the case when
A = −B(a − p + α + 1)
p − α ,
and using (3.2), we get the inclusion relationship (3.5) asserted by Theorem 1.
The result is the best possible as the function q(z) is the best dominant of (3.2). This
completes the proof of Theorem 1. 
Setting A = 1 and B = −1 in Theorem 1, we get the following consequence.
Corollary 1. For max{a − p, 12 (2p − a − 1)} α < p,
Sa+1,c(α;p) ⊂ Sa,c(σ ;p), (3.11)
where
σ := a
{
2F1
(
1,2(p − α);a + 1; 1
2
)}−1
− a + p.
The result is the best possible.
For a function f ∈ Ap , the generalized Bernardi–Libera–Livingston integral opera-
tor Fλ,p is defined by
Fλ,p(f ) =Fλ,p(f )(z) := λ + p
zλ
z∫
0
tλ−1f (t) dt
=
(
zp +
∞∑ λ + p
λ + p + k z
p+k
)
∗ f (z) (λ > −p). (3.12)
k=1
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(1 − A)(p − α) + (1 − B)(λ + α) 0. (3.13)
(i) If f ∈ Sa,c(α;p;A,B), then the function Fλ,p defined by (3.12) belongs to the class
Sa,c(α;p;A,B). Furthermore,
1
p − α
(
z(Lp(a, c)Fλ,pf (z))′
Lp(a, c)Fλ,pf (z) − α
)
≺ 1
p − α
(
1
Q(z)
− (λ + α)
)
= q˜(z)
≺ 1 + Az
1 + Bz (z ∈ U), (3.14)
where
Q(z) =


1∫
0
tλ+p−1
(
1 + Btz
1 + Bz
)(A−B)(p−α)/B
dt (B = 0),
1∫
0
tλ+p−1 exp
{
A(p − α)(t − 1)z}dt (B = 0),
(3.15)
and q˜(z) is the best dominant of (3.14).
(ii) If −1 B < 0 and
λmax
{
(B − A)(p − α)
B
− p − 1,− (1 − A)(p − α)
1 − B − α
}
, (3.16)
then, for f ∈ Sa,c(α;p;A,B),
Fλ,p(f ) ∈ Sa,c(α;p;1 − 2,−1),
where
 := 1
p − α
[
(λ + p)
{
2F1
(
1,
(B − A)(p − α)
B
;λ + p + 1; B
B − 1
)}−1
− (λ + α)
]
.
The result is the best possible.
Proof. From (1.5) and (3.12), it follows that
z
(Lp(a, c)Fλ,pf (z))′ = (λ + p)Lp(a, c)f (z) − λLp(a, c)Fλ,pf (z). (3.17)
By setting
φ(z) = 1
p − α
(
z
(Lp(a, c)Fλ,pf (z))′
Lp(a, c)Fλ,pf (z) − α
)
(z ∈ U), (3.18)
we see that φ(z) is analytic in U and φ(0) = 1. Using the identity (3.17) in (3.18), and then
differentiating the resulting equation logarithmically with respect to z, we obtain
1
(
z
(Lp(a, c)f (z))′ ) zφ′(z)p − α Lp(a, c)f (z) − α = φ(z) + (p − α)φ(z) + λ + α (z ∈ U).
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φ(z) ≺ q˜(z) = 1
p − α
(
1
Q(z)
− (λ + α)
)
≺ 1 + Az
1 + Bz (z ∈ U),
where Q(z) is given by (3.15). This proves the first part of Theorem 2.
Following the same lines as in our demonstration of Theorem 1, we can prove the second
part of Theorem 2. The result is the best possible as q˜(z) is the best dominant. 
By putting A = 1 and B = −1 in Theorem 2, we deduce the following consequence.
Corollary 2. If λ is a real number satisfying
λmax{−α,p − 2α − 1} and f ∈ Sa,c(α;p),
then
Fλ,p(f ) ∈ Sa,c(τ ;p),
where
τ := 1
p − α
[
(λ + p)
{
2F1
(
1,2(p − α);λ + p + 1; 1
2
)}−1
− (λ + α)
]
.
The result is the best possible.
4. Basic properties of the class Ta,c(α;p;A,B) and the generalized neighborhoods
Theorem 3. Let a > 0, c > 0, and −1 B < 0. Also let f ∈Ap be given by (1.9). Then
f ∈ Ta,c(α;p;A,B) if and only if
∞∑
k=1
{(1 − B)k + (A − B)(p − α)}(a)k
(A − B)(p − α)(c)k |ap+k| 1. (4.1)
The result is sharp.
Proof. First of all, suppose that f ∈ Ta,c(α;p;A,B) is given by (1.9). Then the inequal-
ity (1.8) readily yields∣∣∣∣ z
(Lp(a, c)f (z))′ − pLp(a, c)f (z)
(A − B)(p − α)Lp(a, c)f (z) − B
{
z
(Lp(a, c)f (z))′ − pLp(a, c)f (z)}
∣∣∣∣
=
∣∣∣∣
∑∞
k=1 k
(a)k
(c)k
|ap+k|zk
(A − B)(p − α) +∑∞k=1{A − B)(p − α) − Bk} (a)k(c)k |ap+k|zk
∣∣∣∣< 1
(z ∈ U). (4.2)
Since |R(z)| |z| for any z, choosing z to be real and letting z → 1− through real values,
we find from (4.2) that
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k=1
k
(a)k
(c)k
|ap+k| (A − B)(p − α)
−
∞∑
k=1
{
(A − B)(p − α) − Bk} (a)k
(c)k
|ap+k|, (4.3)
which gives the desired inequality (4.1).
To prove the converse part of Theorem 3, we assume that the inequality (4.1) holds true.
Letting |z| = 1, we find from (1.9) and (4.1) that∣∣z(Lp(a, c)f (z))′ − pLp(a, c)f (z)∣∣
− ∣∣(A − B)(p − α)Lp(a, c)f (z) − B{z(Lp(a, c)f (z))′ − pLp(a, c)f (z)}∣∣
=
∞∑
k=1
k
(a)k
(c)k
|ap+k|
−
(
(A − B)(p − α) −
∞∑
k=1
{
(A − B)(p − α) − Bk} (a)k
(c)k
|ap+k|
)
 0,
by the hypothesis of Theorem 3. Hence, by the Maximum Modulus Theorem, the function
f ∈Ap defined by (1.9) belongs to the class Ta,c(α;p;A,B).
Finally, we note that the inequality (4.1) is sharp for the function f defined in U by
f (z) = zp − (A − B)(p − α)(c)k{(1 − B)k + (A − B)(p − α)}(a)k z
p+k (k ∈ N).  (4.4)
Corollary 3. If the function f defined by (1.9) belongs to the class Ta,c(α;p;A,B), then
|ap+k| (A − B)(p − α)(c)k{(1 − B)k + (A − B)(p − k)}(a)k (k ∈ N).
The estimate is sharp for the function f given by (4.4).
Remark 1. It readily follows from Theorem 3 that, if 0  α  α < p and
−1 B < A 1 (−1 B < 0), then
Ta,c(α;p;A,B) ⊆ Ta,c(α;p;A,B).
Furthermore, if −1 B1  B2 < A1 A2 < 1 (−1 B1  B2 < 0), then
Ta,c(α;p;A1,B2) ⊆ Ta,c(α;p;A1,B1) ⊆ Ta,c(α;p;A2,B1).
Theorem 4. The following inclusion relationship holds true:
Ta+1,c(α;p;A,B) ⊂ Ta,c(α;p;A,B),
where
α := p − (1 − B)(p − α)a
(1 − B)(a + 1) + (A − B)(p − α) .The result is sharp.
H.M. Srivastava, J. Patel / J. Math. Anal. Appl. 310 (2005) 209–228 219Proof. We first assume that the function f , given by (1.9), belongs to the class
Ta+1,c(α;p;A,B). Then, by Theorem 3, we have
∞∑
k=1
{(1 − B)k + (A − B)(p − α)}(a + 1)k
(A − B)(p − α)(c)k |ap+k| 1. (4.5)
In order to prove that f ∈ Ta,c(α;p;A,B), we must show that
∞∑
k=1
{(1 − B)k + (A − B)(p − α)}(a)k
(A − B)(p − α)(c)k |ap+k| 1. (4.6)
Thus, in view of (4.5), (4.6) will be satisfied if
{(1 − B)k + (A − B)(p − α)}(a)k
(A − B)(p − α)(c)k 
(1 − B)k + (A − B)(p − α)}(a + 1)k
(A − B)(p − α)(c)k
for each k ∈ N. This is equivalent to
α  p − (1 − B)(p − α)a
(1 − B)(a + k) + (A − B)(p − α) (k ∈ N). (4.7)
Since the right-hand side of (4.7) is an increasing function of k, putting k = 1 in (4.7), we
get
α  p − (1 − B)(p − α)a
(1 − B)(a + 1) + (A − B)(p − α) .
Finally, by observing that the function f defined in U by
f (z) = zp − (A − B)(p − α)c{(1 − B) + (A − B)(p − α)}(a + 1)z
p+1 (4.8)
is indeed an extremal function, we complete the proof of Theorem 4. 
Remark 2. Since α > α, it follows from Remark 1 above that
Ta,c(α;p;A,B) ⊂ Ta,c(α;p;A,B)
and hence that
Ta+1,c(α;p;A,B) ⊂ Ta,c(α;p;A,B) ⊂ Ta,c(α;p;A,B).
Theorem 5. Let the function f defined by (1.9) be in the class Ta,c(α;p;A,B). Then the
function Fλ,p(f ), given by (3.9), belongs to the class Ta,c(α∗;p;A,B), where
α∗ := p − (1 − B)(λ + p)(p − α)
(1 − B)(λ + p + 1) + (A − B)(p − α) .
The result is sharp.
Proof. From the definition (3.12), it follows that
Fλ,p(f )(z) = zp −
∞∑ λ + p
ap+kzp+k.
k=1 λ + p + k
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{(1 − B)k + (A − B)(p − α∗)}(λ + p)
(A − B)(p − α∗)(λ + p + k) 
(1 − B)k + (A − B)(p − α)
(A − B)(p − α) (k ∈ N)
or, equivalently, that
α∗  p − (1 − B)(λ + p)(p − α)
(1 − B)(λ + p + k) + (A − B)(p − α) (k ∈ N). (4.9)
Since the right-hand side of (4.9) is an increasing function of k, by setting k = 1 in (4.9),
we deduce that
α∗  p − (1 − B)(λ + p)(p − α)
(1 − B)(λ + p + 1) + (A − B)(p − α) .
Finally, it is easily seen that the result is sharp for the function f defined in U by
f (z) = zp − (A − B)(p − α)c{(1 − B) + (A − B)(p − α)}a z
p+1. (4.10)
This completes the proof of Theorem 5. 
Following the earlier works (based upon the familiar concept of neighborhoods of an-
alytic functions) by Goodman [4] and Ruscheweyh [12], and (more recently) by Altintas¸
et al. [2,3], we begin by introducing here the Tδ-neighborhood of a function f ∈Ap of the
form (1.1) by means of the following definition.
Definition 1. For δ > 0, a > 0, c > 0, −1  B < A  1, and a non-negative sequence
T = {tk}∞k=1, where
tk := {(1 + |B|)k + (A − B)(p − α)}(a)k
(A − B)(p − α)(c)k ,
Tδ(f ) :=
{
g: g(z) = zp +
∞∑
k=1
bp+kzp+k ∈Ap and
∞∑
k=1
tk|bp+k − ap+k| δ
}
.
(4.11)
The definition of the special Nδ-neighborhood (when tk ≡ k) is due to Ruscheweyh [12].
Liu and Srivastava [6,7], on the other hand, extended and applied the concept of neigh-
borhoods of analytic functions to various subclasses of meromorphically multivalent func-
tions.
Theorem 6. Let f ∈Ap be given by (1.1). If f satisfies the following condition:
f (z) + εzp
1 + ε ∈ Sa,c(α;p;A,B)
(
ε ∈ C; |ε| < δ; δ > 0), (4.12)
thenTδ(f ) ⊂ Sa,c(α;p;A,B). (4.13)
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z
(Lp(a, c)f (z))′ − pLp(a, c)f (z)
(p − α)(A − B)Lp(a, c)f (z) − B
{
z
(Lp(a, c)f (z))′ − pLp(a, c)f (z)} = σ(
σ ∈ C; |σ | = 1; z ∈ U),
which is equivalent to
(g ∗ h)(z)
zp
= 0 (z ∈ U), (4.14)
where, for convenience,
h(z) = zp +
∞∑
k=1
cp+kzp+k
(
cp+k := {(1 − σB)k + (A − B)(p − α)}(a)k
σ (A − B)(p − α)(c)k
)
. (4.15)
We easily find from (4.15) that
|cp+k| {(1 + |B|)k + (A − B)(p − α)}(a)k
(A − B)(p − α)(c)k (k ∈ N).
Since f satisfies (4.12), by (4.14) we have(
f (z) + εzp
1 + ε
)
∗ h(z)
zp
= 0
or
f (z) ∗ h(z)
zp
= −ε,
which is equivalent to∣∣∣∣ (f ∗ h)(z)zp
∣∣∣∣ δ (δ > 0; z ∈ U). (4.16)
Now, by letting
g(z) = zp +
∞∑
k=1
dp+k zp+k ∈ Tδ(f ),
we deduce that∣∣∣∣
(
(g − f ) ∗ h)(z)
zp
∣∣∣∣=
∣∣∣∣∣
∞∑
k=1
(dp+k − ap+k)cp+kzk
∣∣∣∣∣

∞∑
k=1
{(1 + |B|)k + (A − B)(p − α)}(a)k
(A − B)(p − α)(c)k |dp+k − ap+k| < δ.(4.17)
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∣∣∣∣
∣∣∣∣ (f ∗ h)(z)zp
∣∣∣∣−
∣∣∣∣
(
(g − f ) ∗ h)(z)
zp
∣∣∣∣> 0.
We thus arrive at (4.14) which is equivalent to the fact that g ∈ Sa,c(α;p;A,B). This
proves the assertion (4.13) of Theorem 6. 
For δ > 0, a > 0, c > 0, −1  B < A  1, and f given by (1.9), we define the
T ∗δ -neighborhood of f by
T ∗δ (f ) :=
{
g: g(z) = zp −
∞∑
k=1
|bp+k|zp+k ∈Ap and
∞∑
k=1
(1 + |B|)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
∣∣|bp+k| − |ap+k|∣∣ δ
}
.
(4.18)
Theorem 7. Let −1 B < 0. If f ∈ Ta+1,c(α;p;A,B), then
T ∗δ (f ) ⊂ Ta,c(α;p;A,B)
(
δ := 1
a + 1
)
.
The result is the best possible in the sense that δ cannot be increased.
Proof. Let f ∈ Ta+1,c(α;p;A,B) be given by (1.9). Then, by Theorem 3, we have
∞∑
k=1
(1 − B)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
|ap+k| a
a + 1 . (4.19)
Similarly, by taking
g(z) = zp −
∞∑
k=1
|bp+k|zp+k ∈ T ∗δ (f )
(
δ = 1
a + 1
)
, (4.20)
we find from the definition (4.18) that
∞∑
k=1
(1 − B)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
∣∣|bp+k| − |ap+k|∣∣ δ. (4.21)
With the help of (4.19) and (4.21), we get
∞∑
k=1
(1 − B)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
|bp+k|

∞∑ (1 − B)k + (A − B)(p − α) (a)k |ap+k|
k=1 (A − B)(p − α) (c)k
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∞∑
k=1
(1 − B)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
∣∣|bp+k| − |ap+k|∣∣
 a
a + 1 + δ = 1.
Thus, again in view of Theorem 3, we see that g ∈ Ta,c(α;p;A,B).
In order to show that the result is the best possible, we consider the functions f , given
by (4.8), and g defined in U by
g(z) = zp −
(
(A − B)(p − α)c
{(1 − B) + (A − B)(p − α)}(a + 1)
+ (A − B)(p − α)cδ
′
{(1 − B) + (A − B)(p − α)}a
)
zp+1
(
δ′ > 1
a + 1
)
.
It is easily seen that f ∈ Ta+1,c(α;p;A,B) and g ∈ T ∗δ′ (f ). But, by Theorem 3,
g /∈ Ta,c(α;p;A,B). This completes the proof of Theorem 7. 
By using the same lines of proof as in Theorem 7, we obtain the following result.
Theorem 8. Let −1 B < 0. If f ∈ Ta,c(α;p;A,B), then
T ∗δ1(Fλ) ⊂ Ta,c(α;p;A,B)
(
δ1 := a + p + λ + 1
(a + 1)(p + λ + 1)
)
.
The result is the best possible in the sense that δ1 cannot be increased.
For the functions f and g given by (1.9) and (4.20), respectively, we now define the
quasi-Hadamard product of f and g by
(f ⊗ g)(z) := zp −
∞∑
k=1
|ap+k||bp+k|zp+k =: (g ⊗ f )(z) (z ∈ U).
We denote by A⊗B the set of all functions f ⊗ g, where f ∈A and g ∈ B.
Making use of this concept, we prove Theorem 9 below.
Theorem 9. Let a  c > 0 and −1 B < 0. Then
T ∗δ2(z
p) ⊗ T ∗δ2(zp) ⊂ Ta,c(α;p;A,B)(
δ2 :=
√
{(1 − B) + (A − B)(p − α)}a
(A − B)(p − α)c
)
.
The result is the best possible in the sense that δ2 cannot be increased.
Proof. We assume that f,g ∈ T +δ2 (zp). Then
∞∑ (1 − B)k + (A − B)(p − α) (a)k |ap+k| δ2
k=1 (A − B)(p − α) (c)k
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∞∑
k=1
(1 − B)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
|bp+k| δ2.
Since a  c > 0, we deduce that
|ap+k| δ2(A − B)(p − α)c{(1 − B) + (A − B)(p − α)}a (k ∈ N),
so that
∞∑
k=1
(1 − B)k + (A − B)(p − α)
(A − B)(p − α)
(a)k
(c)k
|ap+k| · |bp+k|
 δ22
(A − B)(p − α)c
{(1 − B) + (A − B)(p − α)}a = 1,
which, in view of Theorem 3, implies that f ⊗ g ∈ Ta,c(α;p;A,B).
In order to show that the result is the best possible, we consider the functions f and g
defined in U by
f (z) = g(z) = zp − 
√
(A − B)(p − α)c
{(1 − B) + (A − B)(p − α)}a z
p+1
(
 := δ
′
2
δ2
; δ′2 > δ2
)
.
Clearly, the functions f,g ∈ T ∗
δ′2
(zp), but f ⊗ g /∈ Ta,c(α;p;A,B). This completes the
proof of Theorem 9. 
5. Applications of fractional calculus
Various operators of fractional calculus (that is, fractional derivatives and fractional
integrals) have been studied in the literature rather extensively (cf., e.g., [16]). We find it to
be convenient to restrict ourselves to the following definitions used recently by Owa [10]
(and, more recently, by Srivastava and Aouf [15]).
Definition 2. The fractional integral of order µ is defined, for a function f , by
D−µz f (z) :=
1
Γ (µ)
z∫
0
f (ζ )
(z − ζ )1−µ dζ (µ > 0), (5.1)
where f is an analytic function in a simply-connected domain of the complex z-plane
containing the origin and the multiplicity of (z− ζ )µ−1 is removed by requiring log(z− ζ )
to be real when z − ζ > 0.
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Dµz f (z) :=
1
Γ (1 − µ)
z∫
0
f (ζ )
(z − ζ )µ dζ (0 µ < 1), (5.2)
where f is constrained, and the multiplicity of (z − ζ )−µ is removed, as in Definition 2.
Definition 4. Under the hypotheses of Definition 3, the fractional derivative of order n+µ
is defined, for a function f , by
Dn+µz f (z) :=
dn
dzn
{
Dµz f (z)
}
(0 µ < 1; n ∈ N0). (5.3)
Theorem 10. Let a  c > 0 and −1 B < 0. Also let the function f defined by (1.9) be in
the class Ta,c(α;p;A,B). Then
∣∣D−µz f (z)∣∣ Γ (p + 1)|z|p+µΓ (p + µ + 1)
(
1 + (A − B)(p + 1)(p − α)c{1 − B + (A − B)(p − α)}(p + µ + 1)a |z|
)
(z ∈ U; µ > 0) (5.4)
and
∣∣D−µz f (z)∣∣ Γ (p + 1)|z|p+µΓ (p + µ + 1)
(
1 − (A − B)(p + 1)(p − α)c{1 − B + (A − B)(p − α)}(p + µ + 1)a |z|
)
(z ∈ U; µ > 0). (5.5)
Each of the assertions (5.4) and (5.5) is sharp.
Proof. In view of Theorem 3, we have
∞∑
k=1
|ap+k| (A − B)(p − α)c{1 − B + (A − B)(p − α)}a . (5.6)
Consider the function F defined in U by
F(z) := Γ (p + µ + 1)
Γ (p + 1) z
−µDµz f (z)
= zp −
∞∑
k=1
Γ (p + k + 1)Γ (p + µ + 1)
Γ (p + 1)Γ (p + k + µ + 1) |ap+k|z
p+k
= zp −
∞∑
k=1
Φ(k)|ap+k|zp+k,
where
Γ (p + k + 1)Γ (p + µ + 1)Φ(k) :=
Γ (p + k + µ + 1)Γ (p + 1) (k ∈ N; µ > 0).
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0 < Φ(k)Φ(1) = p + 1
p + µ + 1 (k ∈ N; µ > 0). (5.7)
Thus, by using (5.6) and (5.7), we deduce that
∣∣F(z)∣∣ |z|p + Φ(1)|z|p+1 ∞∑
k=1
|ap+k|
 |z|p + (A − B)(p + 1)(p − α)c{1 − B + (A − B)(p − α)}(p + µ + 1)a |z|
p+1 (z ∈ U)
and
∣∣F(z)∣∣ |z|p − Φ(1)|z|p+1 ∞∑
k=1
|ap+k|
 |z|p − (A − B)(p + 1)(p − α)c{1 − B + (A − B)(p − α)}(p + µ + 1)a |z|
p+1 (z ∈ U),
which yield the inequalities (5.4) and (5.5) of Theorem 10.
The inequalities in (5.4) and (5.5) are sharp, the extremal function being given by (4.10).
This completes the proof of Theorem 10. 
Theorem 11. Let a  c > 0 and −1 B < 0. Also let the function f defined by (1.9) be
in the class Ta,c(α;p;A,B). Then
∣∣Dµz f (z)∣∣ Γ (p + 1)|z|p−µΓ (p − µ + 1)
(
1 + (A − B)(p − α)(p + 1)c{1 − B + (A − B)(p − α)}(p − µ + 1)a |z|
)
(z ∈ U; 0 µ < 1) (5.8)
and
∣∣Dµz f (z)∣∣ Γ (p + 1)|z|p−µΓ (p − µ + 1)
(
1 − (A − B)(p − α)(p + 1)c{1 − B + (A − B)(p − α)}(p − µ + 1)a |z|
)
(z ∈ U; 0 µ < 1). (5.9)
Each of the assertions (5.8) and (5.9) is sharp.
Proof. Since a  c, it follows from Theorem 3 that
∞∑
k=1
(p + k)|ap+k| (A − B)(p − α)(p + 1)c{1 − B + (A − B)(p − α)}a . (5.10)
We now consider the function H defined in U by
H(z) := Γ (p − µ + 1)zµDµf (z) = zp −
∞∑
Ψ (k)(p + k)|ap+k|zp+k,
Γ (p + 1) z
k=1
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Ψ (k) := Γ (p + k)Γ (p − µ + 1)
Γ (p + 1)Γ (p + k − µ + 1) (k ∈ N).
Since Ψ (k) is a decreasing function of k, we find that
0 < Ψ (k) Ψ (1) = 1
p − µ + 1 (k ∈ N; 0 µ < 1). (5.11)
Consequently, with the aid of (5.10) and (5.11), we obtain
∣∣H(z)∣∣ |z|p + Ψ (1)|z|p+1 ∞∑
k=1
(p + k)|ap+k|
 |z|p + (A − B)(p − α)(p + 1)c{1 − B + (A − B)(p − α)}(p − µ + 1)a |z|
p+1 (z ∈ U)
and
∣∣H(z)∣∣ |z|p + Ψ (1)|z|p+1 ∞∑
k=1
(p + k)|ap+k|
 |z|p − (A − B)(p − α)(p + 1)c{1 − B + (A − B)(p − α)}(p − µ + 1)a |z|
p+1 (z ∈ U),
which prove the assertions (5.8) and (5.9) of Theorem 11.
Finally, we see that the estimates in (5.8) and (5.9) are sharp for the extremal function
given by (4.10). 
By letting µ → 0 in Theorem 10 and µ → 1 in Theorem 11, we obtain the following
consequence.
Corollary 4. Let a  c > 0 and −1 B < 0. Also let the function f defined by (1.9) be in
the class Ta,c(α;p;A,B). Then
|z|p − (A − B)(p − α)c{1 − B + (A − B)(p − α)}a |z|
p+1 
∣∣f (z)∣∣
 |z|p + (A − B)(p − α)c{1 − B + (A − B)(p − α)}a |z|
p+1 (z ∈ U) (5.12)
and
p|z|p−1 − (A − B)(p + 1)(p − α)c{1 − B + (A − B)(p − α)}a |z|
p 
∣∣f ′(z)∣∣
 p|z|p−1 + (A − B)(p + 1)(p − α)c{1 − B + (A − B)(p − α)}a |z|
p (z ∈ U). (5.13)Each of the inequalities in (5.12) and (5.13) is sharp.
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