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DIFFERENTIAL SPACES, VECTOR FIELDS, AND ORBIT-TYPE
STRATIFICATIONS
JORDAN WATTS
Abstract. Let G be a Lie group, and let (M,ω) be a symplectic manifold. If G admits a
Hamiltonian action on (M,ω) with momentum map µ, then M , the zero-level set of µ, the
orbit space, and the corresponding symplectic quotient all have induced stratifications. We
push this setting into the language of differential spaces, and as a consequence we find that
the stratifications are intrinsic to the ring of smooth functions on each space.
Contents
1. Introduction 1
2. Preliminaries 3
3. The Zariski Tangent Bundle 16
4. Vector Fields on Subcartesian Spaces 18
5. Locally Complete Families of Vector Fields and Smooth Stratified Spaces 21
6. The Orbital Tangent Bundle 25
7. Orbits of Families of Vector Fields 28
8. Lie Algebras of Vector Fields 31
9. Orbital Maps 36
References 43
1. Introduction
Let G be a Lie group admitting a proper Hamiltonian group action on a symplectic
manifold (M,ω) with momentum map µ : M → g∗. Let Z := µ−1(0). Then it is known
that the action induces stratifications of M and Z, as well as the orbit space M/G and the
symplectic quotient Z/G (see, for example, [3], [4], [5], and [6], as well as [25], [2], and [11]).
These are the so-called orbit-type stratifications of each space.
Now, (M,ω) is naturally a Poisson manifold, and this structure induces a Poisson structure
on Z/G, which in turn induces symplectic structures on each of the strata. The purpose of
Date: September 17, 2018.
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this paper is to port the language of stratified spaces in this context into the language of
differential structures and subcartesian spaces (see [27], [12], and [28]). As a result, we will
see that the orbit-type stratifications are intrinsic to the rings of smooth functions (induced
by the smooth manifold structure on M) on each respective space. For the symplectic
quotient, we need the Poisson structure as well in the case that 0 ∈ g∗ is a critical value of µ.
It remains an open problem whether, in the critical case, the orbit-type stratification on Z/G
is independent of the Poisson structure (see Theorem 7.12 and Question 7.13). Much of this
work is already known (see [27], [12], [28], [25], [2], and [11]), however, not all of it has been
presented using differential structures; hence, in particular, we emphasise the intrinsicality
of the stratifications to the smooth functions on Z and Z/G. Much of the material in this
paper also appears in [31].
This paper is broken down as follows. Section 2 is a comprehensive set of preliminaries
necessary for the rest of the paper. Section 3 reviews background on the Zariski tangent
bundle on a subcartesian space. Section 4, Section 5, and Section 7 review the theory of
vector fields on subcartesian spaces as developed by Śniatycki [27], [28]. Section 6, Section 8,
and Section 9 introduce a subcategory of subcartesian spaces (in particular, subcartesian
spaces equipped with a family of vector fields) in which the context of a Hamiltonian group
action sits naturally.
Finally, there has been much study of the symplectic quotient in the case that it is not
a manifold; this is generally referred to as singular reduction, and references besides the
above include Arms-Cushman-Gotay [1], Guillemin-Ginzburg-Karshon [8], and Meinrenken-
Sjamaar [16].
The author would like to thank Yael Karshon for her enthusiasm, and both her and Jędrzej
Śniatycki for many important discussions.
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2. Preliminaries
The Setting . Let G be a compact Lie group acting smoothly on a connected smooth man-
ifold M .
Definition 2.1. The orbit space M/G of this action is the set of equivalence classes given
by the following equivalence relation on M : for x, y ∈ M , x ∼ y if x and y are in the same
G-orbit; that is, if there exists g ∈ G such that g · x = y. We equip M/G with the quotient
topology, which makes M/G into a Hausdorff and locally compact space.
Now assume M is a symplectic manifold with symplectic form ω.
Definition 2.2. A smooth G-action on (M,ω) is Hamiltonian if the action preserves ω and
there exists a smooth map µ : M → g∗ (where g∗ is the dual to the Lie algebra g of G)
satisfying:
(1) µ is G-equivariant with respect to the coadjoint action of G on g∗,
(2) For any ξ ∈ g, let ξM be the vector field induced by ξ on M : for any x ∈M ,
ξM |x := d
dt
∣∣∣
t=0
exp(tξ) · x,
and let µξ(x) := 〈µ(x), ξ〉, where 〈, 〉 is the pairing between g∗ and g. Then
ξMyω = −dµξ.
We call µ a momentum map.
Let Z := µ−1(0).
Theorem 2.3 (Marsden-Weinstein, Meyer). If 0 is a regular value of µ, then i : Z →֒ M
is a smooth embedded G-invariant submanifold of M . If in addition G acts freely on Z, then
the orbit space M//0 G := Z/G is a smooth manifold, πZ : Z → M//0G is a principal
G-bundle, and M//0G admits a symplectic form ω0 satisfying π
∗
Zω0 = i
∗ω.
Proof. (See [14] and [17].) 
Definition 2.4. M//0G above is called the symplectic reduced space of the action, and ω0
the reduced symplectic form.
If 0 is not a regular value of µ, then Z may not be a smooth submanifold, and thus M//0G
need not be a smooth manifold. The latter case may also occur if G does not act freely on Z.
In such cases, Z is still G-invariant, and the quotient space Z/G equipped with the quotient
topology is still Hausdorff and locally compact. We thus obtain the following commutative
diagram of continuous maps, where j : Z/G →֒ M/G is the inclusion, and i is smooth:
Z
i //
piZ

M
pi

Z/G
j
// M/G
(1)
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Differential Structures.
Definition 2.5 (Differential Space). Let X be a nonempty set. A differential structure
on X is a nonempty family F of functions into R, along with the weakest topology on X for
which every element of F is continuous, satisfying the following conditions.
(1) (Smooth Compatibility) For any positive integer k, functions f1, ..., fk ∈ F , and
F ∈ C∞(Rk), the composition F (f1, ..., fk) is contained in F .
(2) (Locality) Let f : X → R be a function such that for any x ∈ X there exist an open
neighbourhood U ⊆ X of x and a function g ∈ F satisfying f |U = g|U . Then f ∈ F .
A set X equipped with a differential structure F is called a differential space and is denoted
(X,F).
Remark 2.6.
(1) Let X be a set and F a family of real-valued functions on it. We will call the weakest
topology on X such that F is a set of continuous functions the topology induced or
generated by F , and denote it by TF . A subbasis for this topology is given by
{f−1(I) | f ∈ F , I is an open interval in R}.
In the case that F is a differential structure, by smooth compatibility and the facts
that translation and rescaling are smooth, the subbasis is equal to
{f−1((0, 1)) | f ∈ F}.
We will often refer to this as the subbasis induced or generated by F . Also, the basis
comprised of finite intersections of elements of this subbasis we will refer to as the
basis induced or generated by F .
(2) The smooth compatibility condition of a differential structure guarantees that F is
a commutative R-algebra under pointwise addition and multiplication.
(3) The locality condition indicates that a differential structure F on X induces a sheaf
of functions: for any open subset U of X, define F(U) to be all functions f : U → R
such that if x ∈ U , then there exist an open neighbourhood V ⊆ U of x and a
function g ∈ F such that
g|V = f |V .
Example 2.7 (Manifolds). A manifold M comes equipped with the differential structure
given by its smooth functions C∞(M).
Definition 2.8 (Functionally Smooth Maps). Let (X,FX) and (Y,FY ) be two differen-
tial spaces. A map F : X → Y is functionally smooth if F ∗FY ⊆ FX . F is called a functional
diffeomorphism if it is functionally smooth and has a functionally smooth inverse. Denote
the set of functionally smooth maps between X and Y by C∞(X, Y ).
Remark 2.9. Note that in the literature, differential structures, differential spaces, and
functionally smooth maps are sometimes called Sikorski structures, Sikorski spaces, and
Sikorski smooth maps, respectively. See, for example, [29].
Remark 2.10. A functionally smooth map is continuous with respect to the topologies
induced by the differential structures.
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Example 2.11 (Smooth Maps Between Manifolds). Given two manifoldsM andN , the
functionally smooth maps between M and N are exactly the usual smooth maps C∞(M,N).
Remark 2.12. Differential spaces along with functionally smooth maps form a category.
Let X be a set, and let Q be a family of real-valued functions on X. Equip X with the
topology induced by Q. Define a family F of real-valued functions on X as follows. f ∈ F
if for any x ∈ X there exists an open neighbourhood U ⊆ X of x, functions q1, ..., qk ∈ Q,
and a function F ∈ C∞(Rk) satisfying
f |U = F (q1, ..., qk)|U .
(This is just the set of global sections of the sheafification of Q.)
Lemma 2.13. The two topologies TQ and TF are equal.
Proof. Since Q ⊆ F , we have that the subbasis induced by Q is contained in the subbasis
induced by F , and so TQ ⊆ TF . We now wish to show the opposite containment.
Fix f ∈ F and x ∈ X. Let I ⊂ R be an open interval containing f(x). We wish to find a set
W ∈ TQ containing x and contained in f−1(I). By definition of F , there is some set U ∈ TQ
containing x, functions q1, ..., qk ∈ Q, and F ∈ C∞(Rk) such that f |U = F (q1, ..., qk)|U . Let
y = (q1, ..., qk)(x), and let B =
∏k
i=1(ai, bi) be an open box containing y and contained in
F−1(I). Then, (q1, ..., qk)−1(B) ∩ U is a set contained in f−1(I) ∩ U ⊆ f−1(I). But,
(q1, ..., qk)
−1(B) = q−11 (pr1(B)) ∩ ... ∩ q−1k (prk(B)),
where pri is the ith projection. This intersection is a finite intersection of open sets in TQ.
Hence, (q1, ..., qk)−1(B) ∩ U is an open set in TQ containing x and contained in f−1(I). So
let W := (q1, ..., qk)−1(B) ∩ U . 
Proposition 2.14. (X,F) is a differential space.
Proof. First, we show smooth compatibility. Let f1, ..., fk ∈ F and F ∈ C∞(Rk). Then, we
want to show F (f1, ..., fk) ∈ F . Fix x ∈ X. Then for each i = 1, ..., k there exist an open
neighbourhood Ui of x, q1i , ..., q
mi
i ∈ Q and Fi ∈ C∞(Rmi) such that fi|Ui = Fi(q1i , ..., qmii )|Ui.
Let U be the intersection of the neighbourhoods Ui, which itself is an open neighbourhood
of x. Then,
F (f1, ..., fk)|U = F (F1(q11, ..., qm11 ), ..., Fk(q1k, ..., qmkk ))|U .
Let N := m1 + ... +mk. Define F˜ ∈ C∞(RN) by
F˜ (x1, ..., xN ) = F (F1(x
1, ..., xm1), F2(x
m1+1, ..., xm1+m2), ..., Fk(x
m1+...+mk−1+1, ..., xN)).
Then
F (f1, ..., fk)|U = F˜ (q11, ...qm11 , q12, ...qm22 , ..., q1k, ..., qmkk )|U .
By definition of F , we have F (f1, ..., fk) ∈ F .
Next, we show locality. Let f : X → R be a function with the property that for every
x ∈ X there is an open neighbourhood U of x and a function g ∈ F such that f |U = g|U . Fix
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x, and let U and g satisfy this property. Shrinking U if necessary, there exist q1, ..., qk ∈ Q
and F ∈ C∞(Rk) such that g|U = F (q1, ..., qk)|U . Hence, f |U = F (q1, ..., qk)|U . Since this is
true at each x ∈ X, by definition, f ∈ F . This completes the proof. 
Definition 2.15 (Generated Differential Structures). We say that the differential struc-
ture F above is generated by Q.
Lemma 2.16. Let (X,F) be a differential space. Then for any subset Y ⊆ X, the subspace
topology on Y is the weakest topology for which the restrictions of F to Y are continuous.
Proof. We first set some notation. Let TY be the subspace topology on Y , and let G be all
restrictions of functions in F to Y .
Fix U ∈ TY and x ∈ U . We will show that there exists a basic open set W in TG such that
x ∈ W ⊆ U . By definition of the subspace topology on Y , there exists an open set V ∈ TF
such that
U = V ∩ Y.
There exist f1, ..., fk ∈ F such that
W˜ :=
k⋂
i=1
f−1i ((0, 1))
is a basic open set of X containing x and contained in V . Define W := W˜ ∩ Y . Then,
W =
k⋂
i=1
f−1i ((0, 1)) ∩ Y
=
k⋂
i=1
(fi|Y )−1((0, 1)).
But fi|Y ∈ G, and so W is a basic open set in TG that contains x and is contained in U .
Next, we show that for any U ∈ TG , U is in fact in the subspace topology. It is sufficient
to show this for any basic open set U , in the basis generated by G. To this end, fix a basic
open set U ∈ TG and x ∈ U . There exist g1, ..., gk ∈ G such that
U =
k⋂
i=1
g−1i ((0, 1)).
But then there exist f1, ..., fk ∈ F such that for each i = 1, ..., k we have gi = fi|Y . Then,
U =
k⋂
i=1
f−1i ((0, 1)) ∩ Y.
Since
⋂k
i=1 f
−1
i ((0, 1)) is open on X, we have that U is open in the subspace topology on Y .
We have shown that the subspace topology on Y and the topology generated by restrictions
of functions in F to Y are one and the same. 
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The above lemma allows us to make the following definition.
Definition 2.17 (Differential Subspace). Let (X,F) be a differential space, and let
Y ⊆ X be any subset. Then Y , with the subspace topology, acquires a differential structure
FY generated by restrictions of functions in F to Y . That is, f ∈ FY if and only if for every
x ∈ Y there is an open neighbourhood U ⊆ X of x and a function f˜ ∈ F such that
f |U∩Y = f˜ |U∩Y .
We call (Y,FY ) a differential subspace of X.
Definition 2.18 (Product Differential Structure). Let (X,F) and (Y,G) be two dif-
ferential spaces. The product differential space (X × Y,F × G) is given by the set X × Y
equipped with the differential structure F × G, generated by functions of the form f ◦ prX
for f ∈ F , and g ◦ prY for g ∈ G. Here, prX and prY are the projections onto X and Y ,
respectively. In particular, the projection maps are functionally smooth.
Definition 2.19 (Quotient Differential Structure). Let (X,F) be a differential space,
and let ∼ be an equivalence relation on X. Then X/∼ obtains a differential structure, called
the quotient differential structure, G = {f : X/∼ → R | π∗f ∈ F} where π : X → X/∼ is
the quotient map.
Remark 2.20. The quotient map π above is smooth by definition. Also, we do not endow
the set X/∼ above with the quotient topology. In general, the topology on X/∼ induced by
G and the quotient topology do not match (see the following example). In fact, the induced
topology is contained in the quotient topology.
Example 2.21 (Quotient Topology Does Not Work). We give an example to illustrate
the issue with topologies mentioned in the above remark. Consider the quotient space R/I,
where I is the open interval (0, 1). By definition of the quotient topology, letting π be the
quotient map, we have that π((0, 1)) is a one-point set that is open. f is in the quotient
differential structure if its pullback by π is in C∞(R). In this case, π∗f is constant on (0, 1).
But since level sets are closed, we have that π∗f is constant on [0, 1]. Thus, f is constant on
the three-point set {π(0), π(1)} ∪ π((0, 1)). Thus, the pre-image of any open interval of R
by any function in the quotient differential structure will never be included in the one-point
set π((0, 1)). Thus, the quotient topology is strictly stronger than the topology induced by
the quotient differential structure.
Definition 2.22 (Subcartesian Space). A subcartesian space is a paracompact, second-
countable, Hausdorff differential space (S, C∞(S)) where for each x ∈ S there is an open
neighbourhood U ⊆ S of x, n ∈ N, and a diffeomorphism ϕ : U → U˜ ⊆ Rn, called a chart,
onto a differential subspace U˜ of Rn. Unless otherwise it is unclear, we shall henceforth call
functionally smooth maps between subcartesian spaces simply smooth.
Remark 2.23.
(1) Subcartesian spaces, along with smooth maps between them, form a full subcategory
of the category of differential spaces.
(2) A subcartesian space admits smooth partitions of unity (see [15]).
(3) For any subset A ⊆ Rn, define n(A) to be the ideal of all smooth functions on Rn
whose restrictions to A are identically zero. Let S be a subcartesian space. Then,
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for each chart ϕ : U → U˜ ⊆ Rn, the set of restrictions of functions in C∞(Rn)
to U˜ is isomorphic as an R-algebra to C∞(Rn)/n(U˜). We thus have ϕ∗C∞(Rn) ∼=
C∞(Rn)/n(U˜) as R-algebras.
Proposition 2.24 (Closed Differential Subspaces of Subcartesian Spaces). If R
is a closed differential subspace of a subcartesian space S, then C∞(R) = C∞(S)|R, the
restrictions of functions in C∞(S) to R.
Proof. It is clear that C∞(S)|R ⊆ C∞(R). To show the opposite inclusion, fix f ∈ C∞(R).
By definition of C∞(R), we can find an open covering {Uα}α∈A of R such that for each α,
there is a function gα ∈ C∞(S) satisfying
gα|Uα = f |Uα.
Let B = {0}∪A (assume here that A does not include 0). For each α ∈ A, let Vα be an open
subset of S such that Uα = R ∩ Vα. Let V0 be the complement of R in S and define g0 := 0.
Define {ζβ}β∈B to be a partition of unity subordinate to {Vβ}β∈B. Let g˜ :=
∑
β∈B ζβgβ.
Then
g˜|R =
∑
β∈B
ζβ|Rgβ
=
∑
β∈B
ζβf
= f.

Let G be a compact Lie group acting smoothly on a manifold M , and let π : M → M/G
be the quotient map. Equip the geometric quotient M/G with the quotient differential
structure. Note that π∗ : C∞(M/G) → C∞(M)G is an isomorphism of R-algebras, where
C∞(M)G is the algebra of G-invariant smooth functions.
Theorem 2.25 (Quotients by Compact Group Actions are Subcartesian). If G is a
compact Lie group acting on a manifoldM , then M/G is a subcartesian space whose topology
matches the quotient topology induced by π.
Proof. The fact thatM/G equipped with the quotient differential structure is a subcartesian
space is proven by Schwarz in [20]. That the quotient topology and the induced topology
from C∞(M/G) are the same is shown by Cushman-Śniatycki in [5]. 
Remark 2.26. The above theorem extends to proper group actions using the Slice Theorem
of Palais [18].
We again come back to Diagram 1. Z comes equipped with a differential structure C∞(Z)
induced byM . In particular, since Z is closed, by Proposition 2.24 we have that i∗C∞(M) =
C∞(Z). Consequently, Z/G is a closed differential subspace of M/G.
Theorem 2.27 (Symplectic Quotients are Subcartesian). Z/G as a subspace of M/G
is a subcartesian space. Moreover, its subspace differential structure is equal to the quotient
differential structure obtained from Z.
8
Proof. Note that Z/G is a closed subset ofM/G (and hence is subcartesian), and so C∞(Z/G) =
C∞(M/G)|Z/G by Proposition 2.24. We now show that πZ is smooth. Let f ∈ C∞(Z/G).
Then there exists g ∈ C∞(M/G) such that f = j∗g. Let g˜ = π∗g ∈ C∞(M)G. Let
f˜ = i∗g˜ ∈ C∞(Z)G. Then, f˜ = π∗Zf .
Next, since πZ is surjective, π∗Z is injective. To show that π
∗
Z is surjective onto C
∞(Z)G,
fix f˜ ∈ C∞(Z)G. Since Z is closed, applying Proposition 2.24 once again, there exists
g˜ ∈ C∞(M) such that f˜ = i∗g˜. Averaging over G, we may assume that g˜ is G-invariant.
Thus, there exists g ∈ C∞(M/G) such that π∗g = g˜. Thus, f = j∗g ∈ C∞(Z/G), and
π∗Zf = f˜ . We get that π
∗
Z : C
∞(Z/G)→ C∞(Z)G is an isomorphism of R-algebras. 
Remark 2.28. The smooth structure C∞(Z/G) is equal to a smooth structure on Z/G
introduced by Arms, Cushman and Gotay in [1]. The isomorphism π∗Z : C
∞(Z/G) →
C∞(Z)G is in fact the definition of the latter.
Stratified Spaces. Unfortunately, in the literature, there are many definitions of stratified
spaces, not all of which are equivalent (see [27], [19], [7]). For our purposes, we start with
a topological definition, following closely the terminology used in [25]. We then transport
these concepts into the differential space category, following closely concepts introduced in
[27] and [12].
Let X be a Hausdorff, paracompact topological space, and (A,≤) a partially ordered set.
Definition 2.29 (Decomposed Space). A decomposition of X with respect to (A,≤)
is a locally finite partition of X, denoted by P, into disjoint, connected, locally closed
(topological) manifolds Si, called pieces such that the set P is indexed by A, and i ≤ j if
and only if Si ⊆ Sj if and only if Si ∩ Sj 6= ∅. The dimension of X, denoted dim(X), is the
supremum over A of the dimensions of the pieces. X equipped with a decomposition P will
be referred to as a decomposed space, denoted (X,P). Often we will drop the notation P
when the decomposition has been made clear.
Remark 2.30. We will only consider decomposed spaces in which the pieces are finite-
dimensional.
Definition 2.31 (Depth). Let (X,P) be a decomposed space, and fix a piece S ∈ P. The
depth of S, denoted depthX(S) is defined as
depthX(S) := sup{n ∈ N | S = Sa0 ( Sa1 ( ... ( San}
where each Sai ∈ P. Note the strict inclusions in the definition. The depth of X is given by
depth(X) := sup{depthX(Sa) | a ∈ A}.
A stratified space is a decomposed space in which the pieces fit together in a specific way.
Note that the following definition is recursive (in particular, F will have a smaller depth
than S).
Definition 2.32 (Stratified Space). A decomposed space X is a stratified space if the
pieces of X, called strata, satisfy the following condition.
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• (Local Triviality) For every x ∈ X, there is an open neighbourhood U ⊆ X of x, a
stratified space F with a distinguished point o ∈ F such that {o} is a stratum of F ,
and a homeomorphism ϕ : U → (S ∩U)×F where S is the stratum of X containing
x. ϕ is required to satisfy
ϕ(s) = (s, o)
for each s ∈ S ∩ U , and to map strata into strata.
Remark 2.33. The above local triviality condition is often written in the literature using
cones over stratified spaces instead of F . However, it will be easier to transport the definition
we use above into the smooth category.
Example 2.34. Consider the square [0, 1]× [0, 1]. The partition given by
P =
{
{(0, 0)}, {(0, 1)}, {(1, 0)}, {(1, 1)}, (0, 1)× {0},
(0, 1)× {1}, {0} × (0, 1), {1} × (0, 1), (0, 1)2
}
makes the square into a stratified space.
Definition 2.35 (Smooth Decomposed Space). A smooth decomposed space is a triple
(X,F ,P) where (X,F) is a differential space, and (X,P) is a decomposed space with respect
to the topology induced by F . We require that for each piece S ∈ P, the inclusion map
iS : S → X induces a smooth manifold structure on S.
Definition 2.36 (Smooth Stratified Space). A smooth decomposed space X is a smooth
stratified space if the pieces of the decomposition satisfy the following condition.
• (Smooth Local Triviality) For every x ∈ X, there is an open neighbourhood U ⊆ X
of x, a smooth stratified space F with a distinguished point o ∈ F such that {o} is
a stratum of F , and a diffeomorphism ϕ : U → (S ∩ U)× F where S is the stratum
of X containing x. ϕ is required to satisfy
ϕ(s) = (s, o)
for each s ∈ S ∩ U , and to map strata into strata.
Again, the pieces in the decomposition in this case are called strata.
For our purposes, we will always assume that the differential structure on a smooth strat-
ified space is subcartesian.
Definition 2.37 (Smooth Stratified Map). Let X and Y be smooth stratified spaces,
and let F : X → Y be a smooth map. Then F is stratified if for each stratum S of X,
F (S) ⊂ T for some stratum T of Y .
Remark 2.38. Smooth stratified spaces, along with stratified maps, form a category.
Let G be a compact Lie group acting on a (smooth) manifold M . Let H be a closed
subgroup of G, and let M(H) be the set of all points in M whose stabiliser is a conjugate of
H . Then, M is the disjoint union of the sets M(H) as H runs over closed subgroups of G.
The quotient map π : M →M/G partitions M/G into sets (M/G)(H) := π(M(H)) as H runs
over closed subgroups of G.
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Theorem 2.39 (Orbit-Type Stratification).
(1) The partitions on M and M/G defined above yield smooth stratifications with respect
to the smooth structures C∞(M) and C∞(M/G), respectively, whose strata are given
by connected components of the sets M(H) and (M/G)(H).
(2) Each subset M(H) is a G-invariant submanifold of M . If M and G are connected,
then each stratum in the stratification on M is G-invariant.
(3) If M is connected, then there exists a closed subgroup K of G such that the strata
contained in M(K) form an open dense subset of M , and hence (M/G)(K) is an open
dense subset of M/G.
(4) The orbit map π : M →M/G is stratified with respect to the stratifications described
above.
Proof. The last statement above is clear by definition of the stratifications. See [6] and [5]
for the first three statements. 
Definition 2.40. We call the above stratifications orbit-type stratifications of each respective
space.
We now return to the setting above in Diagram 1. For each closed subgroup H of G, let
Z(H) := M(H) ∩ Z. Note that this is a G-invariant subset of Z since both Z and M(H) are
invariant. Let (Z/G)(H) := π(Z(H)). For each nonempty such subset, let π(H) := π|Z(H) and
i(H) := i|Z(H). Finally, let πZ := π|Z .
Theorem 2.41 (Orbit-Type Stratification (Hamiltonian Version)).
(1) The partitions on Z and Z/G defined above yield smooth stratifications with respect to
C∞(Z) and C∞(Z/G), respectively, whose strata are given by connected components
of the sets Z(H) and (Z/G)(H).
(2) Each subset Z(H) is a G-invariant submanifold of M .
(3) If M is connected and µ is a proper map, then there exists a closed subgroup K of
G such that the strata contained in Z(K) form an open dense subset of Z, and hence
(Z/G)(K) is an open dense subset of Z/G.
(4) The orbit map πZ : Z → Z/G along with the inclusions i and j are stratified with
respect to the stratifications described above.
(5) For each nonempty stratum (Z/G)(H), there exists a symplectic form ω(H) on (Z/G)(H)
such that π∗(H)ω(H) = i
∗
(H)ω.
Proof. See [25]. 
Definition 2.42. The stratifications defined on Z and Z/G above are called orbit-type
stratifications of each space.
Remark 2.43. Note that
(Z/G)(H) = Z(H)/G = (Z/G) ∩ (M/G)(H).
To summarise, Diagram 1 sits in the category of smooth stratified spaces.
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Basic Forms. We continue with the setting given by Diagram 1.
Definition 2.44. A differential form µ ∈ Ωk(M) is basic if it is
(1) G-invariant : for any g ∈ G, g∗µ = µ, and
(2) horizontal : for any ξ ∈ g,
ξMyµ = 0.
Denote the set of all basic k-forms on M by Ωkbasic(M).
Theorem 2.45 (Koszul). (Ω∗basic(M), d) forms a subcomplex of (Ω
∗(M), d), and the cor-
responding cohomology H∗basic(M) is isomorphic to the singular cohomology H
∗(M/G) with
real coefficients.
Proof. See [10]. 
Remark 2.46. If M/G is a smooth manifold, then for each µ ∈ Ωkbasic(M), there exists a
unique η ∈ Ωk(M/G) such that π∗η = µ. Thus, in light of the above theorem and the de
Rham theorem, π∗ : (Ω∗(M/G), d)→ (Ω∗basic(M), d) is an isomorphism of complexes.
Left-Invariant and Hamiltonian Vector Fields. We continue to be in the setting of a
Hamiltonian group action (Diagram 1).
Definition 2.47. A vector field X on M is left-invariant if for any g ∈ G, we have g∗X =
X. Denote the set of left-invariant vector fields by vect(M)G. A vector field X on M is
Hamiltonian if there exists a function f ∈ C∞(M) satisfying Xyω = −df . In this case, it is
customary to denote X as Xf . This induces an R-linear map C∞(M) → vect(M). Denote
the image ham(M), and the left-invariant Hamiltonian vector fields by ham(M)G.
Remark 2.48. vect(M)G, ham(M) and ham(M)G are all Lie subalgebras of vect(M) under
the commutator bracket. Note also that for any X ∈ vect(M)G, the local flow (t, x) 7→
exp(tX)(x) of X is G-equivariant: for any g ∈ G,
g · exp(tX)(x) = exp(tX)(g · x).
Example 2.49. Let ξ ∈ g. Then the induced vector field ξM is Hamiltonian.
Proposition 2.50.
(1) If X is a left-invariant vector field, then for any H ≤ G such that M(H) is nonempty,
X is tangent to M(H), and so restricts to a vector field on M(H).
(2) If X is a left-invariant Hamiltonian vector field, then X is tangent to the G-manifold
Z(H), and so i
∗
(H)X is well-defined.
Proof.
(1) Let ψt be the flow of X. Then ψt is G-equivariant: if x ∈ M and g ∈ G, then
ψt(g · x) = g · ψt(x) for all t in the flow domain. If g ∈ Stab(x) =: H , then ψt(x) =
ψt(g · x) = g ·ψt(x), and so ψt preserves stabilisers along its trajectories. Thus, these
trajectories remain in M(H), and so X is tangent to M(H).
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(2) Using the first statement of the proposition, it is enough to show that Xµξ = 0 for
any ξ ∈ g. Let f ∈ C∞(M) such that X = Xf . By averaging over G, we can choose
f such that it is G-invariant. Thus,
Xµξ = dµξ(X)
= ω(X, ξM)
= − df(ξM) = 0.
This completes the proof.

Lemma 2.51. For any H ≤ G such that Z(H) is nonempty, there is a Lie algebra homomor-
phism ham(M)G → ham((Z/G)(H)) sending Xf to Xh where h = j∗((π∗)−1f)|(Z/G)(H) and
(π∗)−1 : C∞(M)G → C∞(M/G).
Proof. Fix Xf ∈ ham(M)G where f ∈ C∞(M)G and H ≤ G such that Z(H) is nonempty.
Then there exists g ∈ C∞(M/G) such that π∗g = f . By Proposition 2.50, Xf restricts
to a G-invariant vector field (Xf)|Z(H) on Z(H). This descends via π(H) to a vector field
Y on (Z/G)(H). We claim that Y is the Hamiltonian vector field of the smooth function
j∗g|(Z/G)(H). Indeed,
π∗(H)(Y yω(H)) = Xf |Z(H)y i∗(H)ω
= i∗(H)(Xfyω)
= i∗(H)(−df)
= (π ◦ i(H))∗(−dg)
= (j ◦ π(H))∗(−dg)
= π∗(H)(−dj∗g|(Z/G)(H)).
By Theorem 2.45 and Remark 2.46, π∗(H) is an isomorphism onto its image, and so we
conclude that Y yω(H) = −dj∗g. Letting h = j∗g|(Z/G)(H), we thus have Y = Xh. 
For any H ≤ G such that Z(H) is nonempty, let Xf , Xg ∈ ham(M)G. There exist Y1, Y2 ∈
ham((Z/G)(H))
G satisfying Lemma 2.51. We have the following second lemma.
Lemma 2.52. i∗(H)(ω(Xf , Xg)) = π
∗
(H)(ω(H)(Y1, Y2)).
Proof. By Lemma 2.51, since Xf ∈ hamG(M), there exists Y1 ∈ ham((Z/G)(H)) which is
Hamiltonian with respect to a function h1 ∈ C∞((Z/G)(H)) satisfying h1 = j∗((π∗)−1f)|(Z/G)(H).
Similarly, there exists Y2 ∈ ham((Z/G)(H)) which is Hamiltonian with respect to h2 =
j∗((π∗)−1f)|(Z/G)(H). So,
i∗(H)(ω(Xf , Xg)) = i
∗
(H)ω(Xf |Z(H), Xg|Z(H)) by Proposition 2.50
= π∗(H)ω(H)(Xf |Z(H), Xg|Z(H))
= π∗(H)(ω(H)(Y1, Y2)).

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Poisson and Symplectic Structures.
Definition 2.53. A Poisson bracket on a differential space (X,F) is a Lie bracket {, }
satisfying for any f, g, h ∈ F :
{f, gh} = h{f, g}+ g{f, h}.
Example 2.54. Define {, } on (M,ω) by
{f, g} := ω(Xf , Xg).
This is the standard Poisson structure on a symplectic manifold.
Since the manifolds (Z/G)(H) are symplectic, their rings of functions admit Poisson struc-
tures {·, ·}(H) as in Example 2.54. In fact, we can define a Poisson bracket on all of Z/G as
follows.
Definition 2.55. Let f, g ∈ C∞(Z/G), and let x ∈ (Z/G)(H) for some H ≤ G. Then define
{f, g}Z/G(x) := {f |(Z/G)(H), g|(Z/G)(H)}(H)(x).
Proposition 2.56 (Lerman-Sjamaar). The above bracket defines a Poisson bracket on
C∞(Z/G).
Proof. See [25]. 
We can also define a Poisson structure on C∞(M/G):
Definition 2.57. Let f, g ∈ C∞(M/G). Then define {f, g}M/G := (π∗)−1{π∗f, π∗g}, where
(π∗)−1 is the inverse of the isomorphism π∗ : C∞(M/G)→ C∞(M)G.
Proposition 2.58. The above bracket defines a Poisson structure on C∞(M/G).
Proof. C∞(M)G is a Poisson subalgebra of C∞(M) and π∗ is an isomorphism between
C∞(M/G) and C∞(M)G. The result follows. 
Definition 2.59. Let (X,F , {, }X) and (Y,G, {, }Y ) be differential spaces equipped with
Poisson structures. A smooth map F : X → Y is Poisson if for every f, g ∈ G, F ∗({f, g}Y ) =
{F ∗f, F ∗g}X .
Proposition 2.60. π and j are Poisson morphisms.
Proof. By definition of the Poisson structure on C∞(M/G), π is a Poisson map. As for j,
fix z ∈ Z(H) and let x = π(H)(z). Let f, g ∈ C∞(M/G). Then,
j∗{f, g}M/G(x) = {f, g}M/G(j(x))
= {π∗f, π∗g}(i(z))
= ω(Xpi∗f , Xpi∗g)(i(z))
= i∗(H)(ω(Xpi∗f , Xpi∗g))(z)
= π∗(H)(ω(H)(Y1, Y2))(z) by Lemma 2.52
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where Y1 = Xh1 and Y2 = Xh2 with h1 = j
∗((π∗)−1π∗f)|(Z/G)(H) = j∗f |(Z/G)(H), and a similar
formula for h2 replacing f with g. Thus, we have
j∗{f, g}M/G(x) = {j∗f |(Z/G)(H), j∗g|(Z/G)(H)}(H)(x) = {j
∗f, j∗g,}Z/G(x).
This completes the proof. 
Before continuing, we summarise our setting so far. Diagram 1 is in the category of smooth
stratified spaces; M , M/G, and Z/G come equipped with Poisson structures on their rings
of smooth functions, and π and j are Poisson morphisms with respect to these Poisson
structures.
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3. The Zariski Tangent Bundle
In this section, we review the basics of subcartesian space theory; in particular, those
pertaining to the Zariski tangent space. For more details, see [13]. Fix a subcartesian space
S.
Definition 3.1 (Zariski Tangent Bundle). Given a point x ∈ S, a derivation of C∞(S)
at x is a linear map v : C∞(S)→ R that satisfies Leibniz’ rule: for all f, g ∈ C∞(S),
v(fg) = f(x)v(g) + g(x)v(f).
The set of all derivations of C∞(S) at x forms a vector space, called the (Zariski) tangent
space of x, and is denoted TxS. Define the (Zariski) tangent bundle TS to be the (disjoint)
union
TS :=
⋃
x∈S
TxS.
Denote the canonical projection TS → S by τ .
TS is a subcartesian space with its differential structure generated by functions f ◦ τ and
df where f ∈ C∞(S) and d is the differential operator df(v) := v(f). The projection τ is
smooth with respect to this differential structure. Given a chart ϕ : U → U˜ ⊆ Rn on S,
(ϕ ◦ τ, ϕ∗|ϕ◦τ ) : TS → TRn ∼= R2n is a fibrewise linear chart on TS. We will denote this
chart by ϕ∗ henceforth.
Definition 3.2 (Pushforward). Let R and S be subcartesian spaces, and let F : R → S
be a smooth map. Then there is an induced fibrewise linear smooth map F∗ : TR → TS
defined by
(F∗v)f = v(F
∗f)
for all v ∈ TR and f ∈ C∞(S). F∗ satisfies the following commutative diagram.
TR
F∗ //
τ

TS
τ

R
F
// S
F∗ is called the pushforward of F , and is sometimes denoted as dF or TF .
We recall some notation. For a subset A ⊆ Rn, let n(A) be the ideal of the ring of smooth
functions on Rn consisting of functions that vanish on A.
Proposition 3.3 (Local Representatives of Vectors). Let x ∈ S and let ϕ : U → U˜ ⊆
Rn be a chart about x. Then, v˜ ∈ Tϕ(x)Rn is equal to ϕ∗v for some v ∈ TxS if and only if
v˜(n(ϕ(U))) = {0}.
Proof. See [13] 
16
Definition 3.4 (Derivations of C∞(S)). A (global) derivation of C∞(S) is a linear map
X : C∞(S)→ C∞(S) that satisfies Leibniz’ rule: for any f, g ∈ C∞(S),
X(fg) = fX(g) + gX(f).
Denote the C∞(S)-module of all derivations by DerC∞(S).
Proposition 3.5 (DerC∞(S) is a Lie Algebra). The set of derivations of C∞(S) is a
Lie algebra under the commutator bracket, and can be identified with the smooth sections of
τ : TS → S.
Proof. See [13]. 
Proposition 3.6 (Local Representatives of Derivations). Let x ∈ S, and let ϕ : U →
U˜ ⊆ Rn be a chart about x. Let X˜ ∈ DerC∞(Rn). Then X˜ satisfies
ϕ∗(X|U) = X˜|U˜
for some derivation X ∈ DerC∞(S) if and only if
X˜(n(U˜)) ⊆ n(U˜).
Moreover, for any X ∈ DerC∞(S), there exist an open neighbourhood V ⊆ U of x and
X˜ ∈ DerC∞(Rn) satisfying ϕ∗(X|V ) = X˜|ϕ(V ). We call X˜ a local extension or a local
representative of X with respect to ϕ.
Proof. See [13]. 
Definition 3.7 (Locally Trivial Surjections). Let R and S be subcartesian spaces, and
let f be a surjective smooth map between them. Then f : R → S is locally trivial if for
every x ∈ S there exist an open neighbourhood U ⊆ S of x, a subcartesian space F , and a
diffeomorphism ψ : f−1(U) → U × F such that the following diagram commutes (pr1 being
the projection of the first component.)
f−1(U)
ψ //
f
##●
●●
●●
●●
●●
U × F
pr1
||①①
①①
①①
①①
①
U
Theorem 3.8 (Local Triviality of TS). Let S be a subcartesian space. There exists an
open dense subset U ⊆ S such that τ |U : TS|U → U is locally trivial.
Proof. See [13]. 
Corollary 3.9. The kth exterior product of fibres of TS over S are also locally trivial over
an open dense subset of S.
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4. Vector Fields on Subcartesian Spaces
In this section we review the theory of vector fields on subcartesian spaces, developed by
Śniatycki in [27].
Definition 4.1 (Integral Curves). Fix X ∈ DerC∞(S) and x ∈ S. A maximal inte-
gral curve exp(·X)(x) of X through x is a smooth map from a connected subset IXx ⊆ R
containing 0 to S such that exp(0X)(x) = x, the following diagram commutes,
TIXx exp(·X)(x)∗
// TS
IXx
d
dt
OO
exp(·X)(x)
// S
X
OO
and such that IXx is maximal among the domains of all such curves. In particular, for all
f ∈ C∞(S) and t ∈ IXx ,
d
dt
(f ◦ exp(tX)(x)) = (Xf)(exp(tX)(x)).
We adopt the convention that the map c : {0} → S : 0 7→ c(0) is an integral curve of every
global derivation of C∞(S).
Theorem 4.2 (ODE Theorem for Subcartesian Spaces – Śniatycki). Let S be a
subcartesian space, and let X ∈ DerC∞(S). Then, for any x ∈ S, there exists a unique
maximal integral curve exp(·X)(x) through x.
Proof. See [26] and §4 Theorem 1 of [27]. 
Proposition 4.3 (Local Representatives of Integral Curves). Let ϕ : U → U˜ ⊆ Rn
be a chart on S, X ∈ DerC∞(S) and X˜ ∈ DerC∞(Rn) such that
ϕ∗(X|U) = X˜|U˜ .
Then for all x ∈ S and t ∈ IX|Ux ,
ϕ(exp(tX)(x)) = exp(tX˜)(ϕ(x)).
Proof. Denote by J the open subset of IXx such that for every t ∈ J , exp(tX)(x) ∈ U . Define
γ : J → U˜ : t 7→ ϕ(exp(tX)(x)). Then,
d
dt
∣∣∣
t=0
(γ(t)) = ϕ∗(X|x)
= X˜|ϕ(x).
Applying the ODE theorem, γ(t) = exp(tX˜)(ϕ(x)). 
Fix a derivation X ∈ DerC∞(S). Let AX ⊆ R× S be defined as
AX :=
∐
x∈S
IXx .
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Then there is an induced smooth map AX → S whose restriction to each fibre AX∩(R×{x})
is the domain IXx of the maximal integral curve exp(·X)(x).
Definition 4.4 (Local Flows). Let D be a subset of R× S containing {0} × S such that
D ∩ (R × {x}) is connected for each x ∈ S. A map φ : D → S is a local flow if D is open,
φ(0, x) = x for each x ∈ S, and φ(t, φ(s, x)) = φ(t+ s, x) for all x ∈ S and s, t ∈ R for which
both sides are defined.
Remark 4.5. If S is a smooth manifold, then every derivation X admits a local flow
exp(·X)(·) sending (t, x) to exp(tX)(x). This is not the case with subcartesian spaces.
Indeed, consider the closed ray [0,∞), and the global derivation X = ∂x. Then the domain
D of exp(·X)(·) is not an open subset of R× [0,∞). Indeed, D∩ (R×{x}) = [−x,∞)×{x}
for each x ∈ R. Thus, D = {(t, x) ∈ R2 | t ≥ −x, x ≥ 0}. This motivates the following
definition.
Definition 4.6 (Vector Fields). A vector field on S is a derivation X of C∞(S) such
that AX is open in R × S. Equivalently, the map (t, x) 7→ exp(tX)(x) defined on AX is a
local flow. Here let us emphasise that exp(tX)(x) is the maximal integral curve through x.
Denote the set of all vector fields on S by vect(S).
Remark 4.7. Given a vector field X on S, since AX is open, the domain of each of its
maximal integral curves is open. Note, however, that the converse is not true: if X is a
global derivation and each of its maximal integral curves has an open domain, it is not
necessarily true that X is a vector field. For a counterexample, see Example 4.10.
For the important proposition to come, we recall the concepts of “locally closed” and
“locally compact”. In the literature (for example, [27]), the notion of locally closed is used
for subsets of Rn (in particular, for differential subspaces of Rn). “Locally compact”, however,
can be used for subcartesian spaces (or any topological space), not just differential subspaces
of Rn. It also tends to be more widely used in the literature. We show in the following lemma
that, for differential subspaces of Rn, these two concepts coincide. Before stating and proving
the lemma, we recall the definitions of locally compact and locally closed subsets.
• Let S ⊆ Rn. S is locally compact if for every x ∈ S there exist a relatively open
neighbourhood U ⊆ S of x and a compact set K ⊆ S such that U ⊆ K.
• Let S ⊆ Rn. S is locally closed if for every x ∈ S there exist an open neighbour-
hood V ⊆ Rn of x and a closed set C ⊆ Rn such that V ∩ C is a relatively open
neighbourhood of x in S.
Lemma 4.8. Let S ⊆ Rn. Then S is locally closed if and only if S is locally compact.
Proof. Assume that S is locally compact, and fix x ∈ S. Then, there exist an open neigh-
bourhood U ⊆ S of x and a compact K ⊆ S such that U ⊆ K. There exists an open
neighbourhood V ⊆ Rn of x such that U = V ∩ S, and K is a compact subset of Rn and
hence closed.
V ∩K ⊆ V ∩ S = U ⊆ V ∩K
and so V ∩K = U . Hence, S is locally closed.
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Conversely, assume S is locally closed, and fix x ∈ S. There exist an open neighbourhood
V ⊆ Rn of x and a closed subset C ⊆ Rn such that V ∩ C is an open neighbourhood of x
contained in S. Let B ⊆ Rn be the open ball of radius ǫ > 0 centred at x. Then, B ∩ V ∩C
is an open neighbourhood of x in S. Choosing ǫ to be sufficiently small so that B ⊆ V , we
have B ∩ V ∩ C = B ∩ C and B ∩ C ⊆ S. Since B and C are closed subsets of Rn, their
intersection is closed. Since this intersection is contained in S, B ∩ C is a closed subset of
S. Moreover, since B is compact in Rn, B ∩ C is compact in Rn as well.
Now, let {Wα}α∈A be an open cover of B ∩C in S. Then, for each α, there exists an open
set W˜α such that Wα = W˜α ∩ S. Thus, the collection of open sets {W˜α}α∈A forms an open
cover of B∩C in Rn. Since B∩C is compact in Rn, there is a finite subcover {W˜αi} of {W˜α}
that covers B∩C. But then for each αi, Wαi := W˜αi ∩S is an open subset of S, contained in
{Wα}. We conclude that the collection {Wαi} is a finite subcover of {Wα} covering B ∩ C,
and hence B ∩ C is compact as a subset of S. 
Note that a subcartesian space can be locally compact, which extends the notion of local
closedness beyond differential subspaces of Rn.
Proposition 4.9 (Integral Curve Domains – Śniatycki). Let S be a locally compact
subcartesian space. A derivation X of C∞(S) is a vector field if and only if the domain of
each of its maximal integral curves is open.
Proof. See §4 Proposition 3 of [27]. 
Example 4.10 (Śniatycki [27]). Let S be the differential subspace of R2 given by
S = {(x, y) | x2 + (y − 1)2 < 1} ∪ {(x, y) | y = 0}.
Consider the global derivation given by the restriction of ∂x to S. Then the domain of each
maximal integral curve of ∂x is open; however, at the origin, the integral curve does not
induce a local diffeomorphism.
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5. Locally Complete Families of Vector Fields and Smooth Stratified
Spaces
We are interested in using families of vector fields in order to obtain a “nice” partition of
a subcartesian space. The condition needed to achieve this on these families is defined next.
We then give examples.
Definition 5.1 (Locally Complete Families of Vector Fields). A family of vector fields
F ⊆ vect(S) is locally complete if for every X, Y ∈ F , every x ∈ S and every t ∈ R such
that (exp(tX)∗Y )|x is well-defined, there exist an open neighbourhood U of x and a vector
field Z ∈ F such that exp(tX)∗Y |U = Z|U .
Remark 5.2. Note that for f ∈ C∞(S) and X, Y ∈ F where F is a locally complete family
of vector fields, x ∈ S and s, t ∈ R, we have (where it is defined)
d
ds
f(exp(tX)(exp(sY )(x))) = (exp(tX)∗(Y |exp(sY )(x)))f
= ((exp(tX)∗Y )f)(exp(tX)(exp(sY )(x))).
For fixed t, there exists an open neighbourhood U of x on which the local flow of (exp(tX)∗Y )|U
is equal to s 7→ exp(tX)(exp(sY )(y)) for y ∈ U .
Example 5.3 (Not Locally Complete). Consider S = R2, and let F be the family of
all R-linear combinations of the two vector fields ∂x and x∂y. This family is not locally
complete, as one can check that exp(tx∂y)∗∂x = ∂x+ t∂y is not contained in F for any t 6= 0.
Proposition 5.4 (Śniatycki). vect(S) is locally complete.
Proof. See §4 Theorem 2 of [27]. 
We will later give examples of subcartesian spaces equipped with smooth stratifications
on which we apply the theory of vector fields, but in order to do this we will need some more
terminology coming from the theory of stratified and decomposed spaces.
Definition 5.5 (Refinements of Decomposed Spaces). Fix a differential space X with
smooth decompositions D1 and D2. D1 is a refinement of D2, denoted D1 ≥ D2 if for every
piece P1 ∈ D1, there exists P2 ∈ D2 such that P1 ⊆ P2. This induces a partial ordering on
the set of decompositions on X. We say that D is minimal if for any D′ such that D ≥ D′,
we have D = D′.
Example 5.6. The square [0, 1]2 with the decomposition given in Example 2.34 is minimal.
Theorem 5.7 (Bierstone). If G is a compact Lie group acting on a manifold M , then the
orbit-type stratification of M/G is minimal.
Proof. See [3] and [4]. 
Definition 5.8 (Stratified Vector Fields). Let S be a smooth stratified space. Let
X ∈ vect(S). If for each stratum P of S, X|P is a smooth vector field on P as a smooth
manifold, then we call X stratified. Denote the set of all stratified vector fields on S by
vectstrat(S).
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Remark 5.9. As noted before, different terminology and definitions appear in the literature.
For example, in [27], Śniatycki defines a stratified vector field on a smooth stratified space
S as a continuous section (not necessarily smooth) of the Zariski tangent bundle that is
smooth on the strata. A strongly stratified vector field is an element of vect(S) that restricts
to a smooth section of each strata, which is the definition that we have taken for a stratified
vector field.
Proposition 5.10 (Śniatycki). Let S be a smooth stratified space. Then vectstrat(S) forms
a locally complete family.
Proof. See §6 Lemma 11 of [27] 
Now, let G be a compact Lie group acting on a manifold M .
Proposition 5.11. vect(M)G is a locally complete Lie subalgebra of vect(M).
Proof. For any two invariant vector fields X and Y , we have for all g ∈ G,
g∗[X, Y ] = [g∗X, g∗Y ] = [X, Y ],
and for x ∈M ,
g · exp(tX)(exp(sY )(x)) = exp(tX)(exp(sY )(g · x))
for s, t such that the composition of the curves is defined. Thus exp(tX)∗Y is locally defined
about G-orbits. Since vect(M) is locally complete, for any x ∈ M there exist a vector
field Z on M and an open neighbourhood U of x such that exp(tX)∗Y is defined on U
and (exp(tX)∗Y )|U = Z|U . Since exp(tX)∗Y is invariant about x, we can choose U to be
a G-invariant open neighbourhood. Let V ⊂ U be a G-invariant open neighbourhood of x
such that V ⊂ U . Let b : M → R be a G-invariant smooth bump function with support in
U and b|V = 1. Then, bZ ∈ vect(M)G extends (exp(tX)∗Y )|V to a invariant vector field on
M . 
Definition 5.12. Identify g with the invariant (under left multiplication) vector fields on
G. Let ρ : g→ vect(M) be the g-representation induced by the G-action.
Proposition 5.13. ρ(g) is a locally complete Lie subalgebra of vect(M).
Proof. Let ξ, ζ ∈ g, and let ξM = ρ(ξ) and ζM = ρ(ζ). Then, exp(tξM)∗ζM = (Adexp(tξ)ζ)M .

Recall that for a compact Lie group G, its Lie algebra decomposes as a direct sum of the
derived Lie subalgebra and the centre of g:
g = [g, g]⊕ z(g).
Corollary 5.14. ρ([g, g]) and ρ(z(g)) are locally complete Lie subalgebras of vect(M).
Proof. Since [g, g] and z(g) are themselves Lie algebras corresponding to compact Lie groups,
this corollary is immediate from the above lemma. 
Definition 5.15. DefineA to be the smallest Lie subalgebra of vect(M) containing vect(M)G
and ρ(g).
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Remark 5.16. Note that A, vect(M)G and ρ(g) are not necessarily closed under multipli-
cation by functions in C∞(M), but vect(M)G is closed under multiplication by G-invariant
smooth functions.
Proposition 5.17. A is locally complete, and it is a direct sum of Lie algebras:
A = ρ([g, g])⊕ vect(M)G.
Proof. Let ξ ∈ g and X ∈ vect(M)G. Then,
[ξM , X ] = lim
t→0
exp(tξM)∗(X|exp(−tξM )(x))−X|x
t
= 0
since exp(tξM)∗(X|exp(−tξM )(x)) = X|x by left-invariance. Thus,
exp(tξM) ◦ exp(sX) = exp(sX) ◦ exp(tξM). (2)
Now, let ξ ∈ g and assume for all g ∈ G and x ∈M , we have
g∗(ξM |x) = ξM |g·x;
that is, ξM is invariant. Then,
d
dt
∣∣∣
t=0
(g · exp(tξM)(x)) = d
dt
∣∣∣
t=0
exp(tξM)(g · x).
The uniqueness property of exp implies that
g · exp(tξM)(x) = exp(tξM)(g · x).
Hence (g exp(tξ)) · x = (exp(tξ)g) · x. Since this is true for all g ∈ G, exp(tξ) must be in the
centre of G, and hence ξ ∈ z(g). Thus,
ρ(g) ∩ vect(M)G = ρ(z(g)).
Since ρ is a Lie algebra homomorphism, from Equation 2: ρ(g) = ρ([g, g])⊕ ρ(z(g)), and we
obtain the direct sum structure of A.
To show local completeness, by Proposition 5.11 and Proposition 5.13 it suffices to show that
for any ξ ∈ g and X ∈ vect(M)G, exp(tξM)∗X ∈ A and exp(tX)∗ξM ∈ A. The former is
immediate since X is invariant. The latter follows from Equation 2:
exp(tX)∗(ξM |x) = d
ds
∣∣∣
s=0
exp(tX)(exp(sξM)(x))
=
d
ds
∣∣∣
s=0
exp(sξM)(exp(tX)(x))
= ξM |exp(tX)(x).

We return to Hamiltonian group action setting. Recall the Poisson structure on Z/G, and
that we can defined Hamiltonian vector fields on Z/G.
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ZpiZ

i // M
pi

Z/G
j
// M/G
Lemma 5.18. For any h ∈ C∞(Z/G), the derivation {h, ·}Z/G is a Hamiltonian vector field.
Proof. Sjamaar-Lerman prove the existence and uniqueness of maximal integral curves of
these derivations, and that they remain in the orbit-type strata (see [25]). Since these strata
are manifolds, the maximal integral curves have open domains. Hence, by Proposition 4.9,
they are vector fields. 
Proposition 5.19. ham(Z/G) is a locally complete family in vect(Z/G).
Proof. See §7 Proposition 4 in [27]. 
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6. The Orbital Tangent Bundle
In this section, for a fixed family of vector fields we introduce a “subbundle” of the Zariski
tangent bundle consisting of vectors that are fibrewise linear combinations of vectors in the
images of vector fields in the family. We show that the family of all vector fields yields such a
tangent bundle that is locally trivial on an open dense subset, as well as equal to the Zariski
tangent bundle over an open dense subset.
Definition 6.1 (Orbital Tangent Bundle). Let F be a family of vector fields on S. For
each x ∈ S, denote by T̂Fx S the linear subspace of TxS spanned by all vectors v ∈ TxS such
that there exists a vector field X ∈ F with v = X|x. If F = vect(S), then we will denote
this space by T̂xS. We will call T̂Fx S the orbital tangent space of S at x with respect to F .
Let T̂FS be the (disjoint) union
T̂FS :=
⋃
x∈S
T̂Fx S.
We will call T̂FS the orbital tangent bundle with respect to F . It is a differential subspace
of TS. Denote by τ̂F the restriction of τ : TS → S to T̂FS and by δF (x) the dimension
dim(T̂Fx S).
Remark 6.2. Since T̂FS is a differential subspace of TS, a chart ϕ : U → U˜ ⊆ Rn on S
induces a chart (ϕ ◦ τ̂F , ϕ∗|ϕ◦τ̂F ) on T̂FS, which we shall denote simply as ϕ∗. This is just a
restriction of the corresponding chart on TS. It makes the following diagram commute.
T̂FS|U
τ̂F

ϕ∗ // TRn
τ

U ϕ
// Rn
This extends to (fibred) exterior powers of T̂FS in the natural way; i.e. to
k∧
S
T̂FS :=
⋃
x∈S
k∧
T̂Fx S.
Lemma 6.3. The map δF : S → Z is lower semicontinuous.
Proof. Define Si := {x ∈ S | δF (x) ≥ i}. The goal is to show that Si is open for each i. Let
y ∈ Si. Then there exist Y1, ..., Yk ∈ F , where k ≥ i, such that {Y1|y, ..., Yk|y} is a basis for
T̂Fy S. Linear independence is an open condition, and so there exists an open neighbourhood
U of y such that {Y1|z, ..., Yk|z} is linear independent for all z ∈ U . Hence, T̂Fz S contains
the span of {Y1|z, ..., Yk|z} as a linear subspace for each z ∈ U . Thus, δF(z) ≥ k ≥ i. Thus,
U ⊆ Si. 
Proposition 6.4 (Local Triviality of T̂FS). There exists an open dense subset U ⊆ S
such that τ̂F |U : T̂FS|U → U is locally trivial.
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Proof. We will show that for any point x ∈ S and any open set U containing x, there is a
point z ∈ U and an open neighbourhood V ⊆ U of z so that τ̂−1F (V ) ∼= V × F for some
vector space F .
Fix x ∈ S. Define Si as in the proof of Lemma 6.3. Define
m := inf
V x
{sup{k | Sk ∩ V 6= ∅}}
where V runs through all open neighbourhoods of x. There exists an open neighbourhood
W of x such that supz∈W{δF(z)} = m. Now fix z ∈ W such that δF(z) = m. Then, there are
vector fields Y1, ..., Ym ∈ F such that {Y1|z, ..., Ym|z} spans T̂Fz S. Since linear independence
is an open condition and m is maximal, there is an open neighbourhood V ⊆ W of z such
that {Y1|y, ..., Ym|y} spans T̂Fy S for all y ∈ V . Hence, T̂FS is locally trivial over V .
Now, let U be any open subset containing x. We claim that there exists some z ∈ W ∩U
such that δF(z) = m. Assume otherwise. If supz∈W∩U(δF(z)) > m, then this contradicts the
definition of W . If supz∈W∩U{δF(z)} < m, then this contradicts the definition of m. Now,
choose an open neighbourhood V ⊆W ∩ U of z as above, and the result follows. 
Corollary 6.5. Let F be a locally complete family of vector fields, and let U ⊆ S be an open
dense subset on which T̂FS is locally trivial. Then, τ̂−1F (U) is open and dense in T̂
FS.
Proof. By continuity, τ̂F (U) is open. Let x ∈ S r U , and let Y1, ..., Yk ∈ F such that
{Y1|x, ..., Yk|x} forms a basis of T̂Fx S. Since linear independence is an open condition, there
is an open neighbourhood V of x on which {Y1|y, ..., Yk|y} is linear independent for all y ∈ V ,
and their span is a subset of T̂Fy S. Hence, T̂
F
x S ⊆ τ̂−1F (U). 
Remark 6.6. The above corollary extends to exterior powers of the fibres of T̂FS; that is,
there exists an open dense subset U ⊆ S on which ∧kS T̂FS
∣∣∣
U
→ U is locally trivial.
Proposition 6.7 (Zariski Versus Orbital Tangent Bundles). Let S be a locally compact
subcartesian space. Then there exists an open dense subset U ⊆ S such that for each x ∈ U ,
T̂xS = TxS.
Proof. By Theorem 3.8 and Proposition 6.4, there exists an open dense subset U ⊆ S on
which TS and T̂S are locally trivial. Let x ∈ U , and let ϕ : V → V˜ ⊆ Rn be a chart about
x where V ⊆ U and n = dim(TxS) (see [13]). Then the derivations ∂1, ..., ∂n on V arising
from coordinates on Rn give a local trivialisation of TV (again, see [13]). Let W1 and W2
be open neighbourhoods of x satisfying W1 ⊂ W2 ⊂ W2 ⊂ V . Let b : S → R be a smooth
bump function that is equal to 1 on W1 and 0 outside of W2. Then b∂1, ..., b∂n extend to
derivations on all of S, and we claim that they are vector fields.
Now, for i = 1, ..., n, shrinking V if necessary, there exist X˜1, ..., X˜n ∈ DerC∞(Rn) satisfy-
ing ϕ∗(b∂i) = X˜i|V˜ . Each X˜i gives rise to a local flow exp(·X˜i)(·), such that for each y ∈ V˜ ,
exp(·X˜i)(ϕ(y)) has an open domain. By Proposition 4.3, exp(·X˜i)(ϕ(y)) = ϕ(exp(tb∂i)(y))
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for all t ∈ Ib∂iy for which the integral curve lies in V . But since b is supported in V , the
entire curve exp(·b∂i)(y) is in V . Hence, exp(tX˜i)(ϕ(y)) ∈ V˜ for all t ∈ IX˜iϕ(y). Since X˜i is a
vector field on Rn, IX˜iϕ(y) is open, and consequently so is I
b∂i
y . Thus, by Proposition 4.9 b∂i is
a vector field on V , and since it has been extended as 0 to the rest of S, it is a vector field
on S. Finally, since (b∂i)|W1 = ∂i|W1 for each i, we see that T̂yS = TyS for all y ∈ W1, since
TyS is the span over R of {∂1|y, ..., ∂n|y}. 
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7. Orbits of Families of Vector Fields
In this section we review the theory of orbits of families of vector fields, including the
Orbit Theorem for subcartesian spaces, proven by Śniatycki in [27].
Definition 7.1 (Orbits). Let S be a subcartesian space, and let F be a family of vector
fields. The orbit of F through a point x, denoted OFx or just Ox if F = vect(S), is the
set of all points y ∈ S such that there exist vector fields X1, ..., Xk ∈ F and real numbers
t1, ..., tk ∈ R satisfying
y = exp(t1X1) ◦ ... ◦ exp(tkXk)(x).
Denote by OF , or just O if F = vect(S), the set of all orbits {OFx | x ∈ S}. Note that OF
induces a partition of S into connected differential subspaces.
Given a family of vector fields F on S, there exists a natural topology on the orbits
that in general is finer than the subspace topology. We define this topology here using
similar notation as found in [27] and [30]. Let X1, ..., Xk ∈ F . Let ξ := (X1, ..., Xk) and
T = (t1, ..., tk), and define ξT (x) := exp(tkXk) ◦ ... ◦ exp(t1X1)(x). ξT (x) is well-defined for
all (T, x) in an open neighbourhood U(ξ) of (0, x) ∈ Rk×S. Define Ux(ξ) to be the set of all
T ∈ Rk such that ξT (x) is well-defined; that is, Ux(ξ) = U(ξ) ∩ (Rk × {x}). Let i : OFx →֒ S
be the inclusion map. Fix y ∈ i(OFx ) and let ϕ : V → V˜ ⊆ Rn be a chart of S about y. We
give W := i−1(V ∩ i(OFx )) the strongest topology such that for each ξ and y ∈ i(W ) the map
ρξ,y : Uy(ξ)→ Rn : T 7→ ϕ ◦ ξT (y)
is continuous. This extends to a topology T on all of OFx , which matches on overlaps (see
[27]).
Lemma 7.2. With respect to the topology T , the orbits are connected and pairwise disjoint.
Proof. Fix x ∈ S, and choose y ∈ OFx . Then there exist X1, ..., Xk ∈ F and t1, ..., tk ∈ R
such that
y = exp(tkXk) ◦ ... ◦ exp(t1X1)(x).
Let T = (t1, ..., tk) and ξ = (X1, ..., Xk). Then
y = ξT (x).
Since T 7→ ξT (x) is continuous with respect to T , and Ux(ξ) is connected, its image is con-
nected. Hence x and y are in the same connected component of S with respect to T .
We now show that each orbit is open and closed with respect to T . Since the preimage of
any orbit via the maps T 7→ ξT (x) is open, each orbit is open in the strongest topology such
that each map ρξ,x is continuous. Moreover, since the complement of any orbit is the union
of orbits, and hence open, each orbit is closed. 
Example 7.3 (Irrational Flow on Torus). Let S be the torus R2/Z2 and let π : R2 → S
be the quotient map. Consider the one-element family {X} where X = π∗(∂1+
√
2∂2). Then
for any x ∈ S, exp(tX)(x) has domain R, and the orbit is dense in S. T in this case is such
that O{X}x is diffeomorphic to R. This is strictly stronger than the subspace topology on the
orbit.
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Theorem 7.4 (Orbit Theorem). Let S be a subcartesian space. Then for any locally
complete family of vector fields F , OF induces a partition of S into orbits OFx , each of which
when equipped with the topology T described above has a smooth manifold structure. The
inclusion i : OFx →֒ S is smooth, and i∗ : TOFx → TS is a fibrewise linear isomorphism onto
T̂FS|OFx .
Proof. See §5 Theorem 3 of [27]. 
Remark 7.5. This theorem generalises the corresponding “orbit theorem” in control theory
(see, for example, [9]).
Example 7.6. In Example 5.3 the orbital tangent space has dimension dim(T̂F(0,y)R
2) = 1
for all y, whereas T̂F(x,y)R
2 = T(x,y)R
2 for x 6= 0. But there is only one orbit: all of R2. So
the family of vector fields given by the R-span of {∂x, x∂y} does not satisfy the conclusion
of Theorem 7.4. (Recall that this family is not locally complete.)
Theorem 7.7 (Ordering on Orbit Partitions). Orbits of any family of vector fields F
are contained within orbits of vect(S).
Proof. See §5 Theorem 4 of [27]. 
Theorem 7.8 (Stratification Induced by vect(S)). Let S be a smooth stratified space.
Then the orbits on S induced by vect(S) form a smooth decomposition of S.
Proof. See §6 Theorem 8 of [27]. 
Theorem 7.9 (Orbits of Stratified Vector Fields). Let S be a smooth stratified space.
Then the orbits of vectstrat(S) are exactly the strata of S.
Proof. See §6 Theorem 12 of [27]. 
Theorem 7.10 (vect(M/G) and the Orbit-Type Stratification). Given a compact Lie
group G acting on a connected manifoldM , the strata of the orbit-type stratification on M/G
are precisely the orbits in O induced by vect(M/G).
Proof. The proof can be found in [27] and [12]. The idea is the following. By Theorem 5.7
the orbit-type stratification on M/G is minimal. The family of stratified vector fields of
this stratification is locally complete by Proposition 5.10 and its orbits are the strata by
Theorem 7.9. By Theorem 7.7, these strata lie in orbits of vect(M/G). But, the set of orbits
O induced by vect(M/G) themselves form a stratification of M/G by Theorem 7.8. So by
minimality, we must have that these two stratifications are equal. 
Proposition 7.11. Given a Hamiltonian action of a compact Lie group G on a connected
symplectic manifold (M,ω) with momentum map µ, let Z be the zero set of µ. The orbits of
ham(Z/G) are the orbit-type strata of Z/G.
Proof. Sjamaar and Lerman showed in [25] that the maximal integral curves of any Hamil-
tonian vector field on Z/G is confined to a symplectic stratum. Moreover, we can construct
these vector fields so that their orbits are exactly the connected components of the orbit-type
strata of Z/G. 
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Theorem 7.12. If 0 ∈ g∗ is a regular value of the momentum map µ, then the orbits
induced by ham(Z/G) are exactly the orbits induced by vect(Z/G), which gives a minimal
stratification.
Proof. Assume that 0 ∈ g∗ is a regular value of µ. Then Z is a G-manifold, and by
Theorem 7.10 the orbit-type stratification is minimal, and the strata are exactly the or-
bits induced by vect(Z/G). By Proposition 7.11 the orbits of vect(Z/G) and ham(Z/G)
coincide. 
Question 7.13. Does the above theorem hold in general? That is, even if 0 ∈ g∗ is a critical
value of µ?
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8. Lie Algebras of Vector Fields
Our goal for this section is to establish that for a locally compact subcartesian space S,
vect(S) is a Lie algebra under the commutator bracket. For a subset A ⊆ S we shall denote
by n(A) the set of functions {f ∈ C∞(S) | f |A = 0}. Recall that for a family F of vector
fields on S and x ∈ S, T̂Fx S is the linear subspace of TxS spanned by all vectors X|x for
X ∈ F .
Proposition 8.1 (Characterisation of Orbital Vectors). Let S be a subcartesian space
and F a locally complete family of vector fields. Let x ∈ S and v ∈ TxS. Then, v ∈ T̂Fx S if
and only if for every open neighbourhood U ⊆ OFx of i−1(x), where i is the inclusion of OFx
into S, we have v(n(i(U))) = {0}.
Proof. Let v ∈ T̂Fx S. Then by Theorem 7.4 v = i∗w for some w ∈ TOFx . For any open
neighbourhood U of i−1(x) and for any f ∈ n(i(U)),
vf = w(i∗f) = 0.
Conversely, let v ∈ TxS and let ϕ : V → V˜ ⊆ Rn be a chart about x. Then, ϕ(V ∩ i(OFx ))
is a differential subspace of Rn, and in fact since ϕ ◦ i|i−1(V ) is smooth with d(ϕ ◦ i|i−1(V ))
one-to-one (by Theorem 7.4), we have that ϕ ◦ i|i−1(V ) is an immersion. Hence by the rank
theorem there exists an open neighbourhood U ⊆ i−1(V ) of i−1(x) such that U˜ := ϕ ◦ i(U)
is an embedded submanifold of Rn.
Now, v has a unique extension to a vector v˜ = ϕ∗v ∈ TxRn. Suppose vf = 0 for all
f ∈ n(i(U)). Then for each such f , by Proposition 3.3, v˜f˜ = 0 for any local representative
f˜ of f . But then, also by Proposition 3.3, we have that v˜ is the unique local extension of a
vector w˜ ∈ Tϕ(x)U˜ since f˜ |U˜ = 0. Since U˜ is an embedded submanifold, there exists a unique
w ∈ Ti−1(x)U such that (ϕ ◦ i)∗w = w˜. Identify w˜ with v˜. By Theorem 7.4 and uniqueness,
i∗w = v. Thus, v ∈ T̂Fx S.
Since any open neighbourhood W of i−1(x) contains a smaller open neighbourhood U ⊆
i−1(V )∩W in which ϕ◦i(U) is an embedded submanifold of Rn, and also n(i(W )) ⊆ n(i(U)),
we can apply the above argument, obtaining our result. 
Proposition 8.2 (Characterisation of Vector Fields). Let S be a locally compact sub-
cartesian space. A derivation X ∈ DerC∞(S) is a vector field if and only if for every x ∈ S
and every open neighbourhood U of i−1(x),
X(n(i(U))) ⊆ n(i(U)).
Proof. Let X be a vector field. Then for any x ∈ S and any open neighbourhood U of i−1(x),
X|i(U) is a vector field on i(U). By Proposition 8.1 for any f ∈ n(i(U)),
(Xf)|i(U) = 0.
Conversely, let X be a derivation of C∞(S) satisfying the property that for any open neigh-
bourhood U of i−1(x), X(n(i(U))) ⊆ n(i(U)) for all orbits Ox with inclusion i : Ox → S.
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By Proposition 4.9, it is enough to show that each maximal integral curve of X has an open
domain.
Assume otherwise: there exists a maximal integral curve exp(tX)(x) through a point x ∈ S
with a closed or half-closed domain IXx . If X|x = 0, then exp(tX)(x) is a constant map, and
its maximal integral curve has R as its domain, which is open. So assume X|x 6= 0. Let
a ∈ IXx be an endpoint of IXx and let y := exp(aX)(x). Then for any open neighbourhood
U ⊆ Oy of i−1(y),
(Xf)|i(U) = 0
for all f ∈ n(i(U)). In particular, X|zf = 0 for all f ∈ n(i(U)) and all z ∈ i(U). By
Proposition 8.1, X|z ∈ T̂zS for all z ∈ i(U). Note that since X|x 6= 0, we have that X|y 6= 0,
and so there exists an open neighbourhood V ⊆ i(U) of y such that X|z 6= 0 for all z ∈ V .
Since X|V is a smooth section of TV ⊆ TS, by Theorem 7.4 we have constructed a vector
field Y ∈ vect(V ) such that Y |z = X|z. But note that by Proposition 4.3 these integral curves
locally are restrictions of integral curves in Rn, and so we can apply the ODE theorem, and
obtain that since X|V = Y , we have exp(tX)(y) = exp(tY )(y) for t in some domain Iy. But,
shrinking V if necessary so that it is an embedded submanifold of S (which exists by the
rank theorem), since Y is a vector field on the manifold V , Iy is open and contains 0, whereas
since exp(tX)(y) = exp((t+ a)(X))(x), by assumption Iy has 0 ∈ Iy as an endpoint. This is
a contradiction. Thus, IXx does not contain any endpoints, and hence is open. 
Corollary 8.3 (vect(S) is a Lie Algebra). Let S be a locally compact subcartesian space.
Then vect(S) is a Lie subalgebra of DerC∞(S) and is a C∞(S)-module.
Proof. Let x ∈ S, X, Y ∈ vect(S), U ⊆ Ox any open neighbourhood of i−1(x) and f ∈
n(i(U)) and g ∈ C∞(S). Applying Proposition 8.2, we have (X + Y )f |i(U) = Xf |i(U) +
Y f |i(U) = 0, (gX)f |i(U) = 0 and [X, Y ](f)|i(U) = X(Y f)|i(U) − Y (Xf)|i(U) = 0. Thus,
X + Y , gX and [X, Y ] are vector fields. 
Remark 8.4. By the above corollary, for any x ∈ S and any v ∈ T̂xS, there is a vector
field X such that X|x = v. In other words, we did not need to take the linear span in the
definition of T̂xS.
We again return to the situation of a Hamiltonian G-action on (M,ω). We have shown
that vect(Z) is a Lie algebra. Denote by vect(Z)G the Lie subalgebra of G-invariant vector
fields on Z.
Proposition 8.5 (Invariant Local Extensions for vect(Z)G). Let X ∈ vect(Z)G and
let x ∈ Z ⊆ M . Then there exist a G-invariant open neighbourhood U ⊆ M of x and
X˜ ∈ vect(M)G such that
X|U∩Z = X˜|U∩Z .
Proof. There exist an open neighbourhood V ⊆ M of x and X˜0 ∈ vect(M) such that
X˜0|V ∩Z = X|V ∩Z . Let g0 = e ∈ G and let gi be elements of G for i = 1, ..., k such that
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G · x ⊆M is covered by open sets gi · V . Let {ζi} be a partition of unity subordinate to this
cover, and define
X˜ :=
k∑
i=0
ζigi∗X˜0.
Then, letting W :=
⋃k
i=0 gi · V , we have that for any y ∈ W ∩ Z
X˜|y =
k∑
i=0
ζi(y)gi∗(X˜0|g−1i ·y)
=
k∑
i=0
ζi(y)gi∗(X|g−1i ·y)
=
k∑
i=0
ζi(y)X|y
= X|y.
Thus, X˜ ∈ vect(M) is a local extension of X on W ∩ Z. Averaging X˜ and letting U be a
G-invariant open neighbourhood of G · x contained in W , we are done. 
Proposition 8.6 (vect(Z)G is a Lie Algebra). vect(Z)G is a locally complete Lie subal-
gebra of vect(Z).
Proof. Since diffeomorphisms commute with the commutator bracket, we have that vect(Z)G
is a Lie subalgebra of vect(Z). For any two invariant vector fields X and Y , we have for all
g ∈ G and x ∈ Z
g · exp(tX)(exp(sY )(x)) = exp(tX)(exp(sY )(g · x))
for s, t such that the composition of the curves is defined. Thus exp(tX)∗Y is locally defined
about G-orbits. Since vect(Z) is locally complete, for any x ∈ Z there exist a vector field
Ξ on Z and an open neighbourhood U of x such that exp(tX)∗Y is defined on U and
(exp(tX)∗Y )|U = Ξ|U . Since exp(tX)∗Y is invariant about x, we can choose U to be a G-
invariant open neighbourhood. Let V ⊂ U be a G-invariant open neighbourhood of x such
that V ⊂ U . Let b : M → R be a G-invariant smooth bump function with support in U and
b|V = 1. Then, bΞ ∈ vect(Z)G extends (exp(tX)∗Y )|V to a invariant vector field on Z. 
Definition 8.7. Let ρZ : g→ DerC∞(Z) be the g-action induced by the action of G on Z.
Note that by Proposition 4.9, ρZ(g) ⊆ vect(Z). In fact, for any ξ ∈ g, ξZ := ρZ(ξ) is just
the restriction of ξM to Z.
Proposition 8.8 (ρZ(g) is a Lie Algebra). ρZ(g) is a locally complete Lie subalgebra of
vect(Z).
Proof. Let ξ, ζ ∈ g, and let ξZ = ρZ(ξ) and ζZ = ρZ(ζ). Then, exp(tξZ)∗ζZ = (Adexp(tξ)ζ)Z .
Thus ρZ(g) is locally complete, and since ρZ is a Lie algebra homomorphism, its image is a
Lie algebra. 
Corollary 8.9. ρZ([g, g]) and ρZ(z(g)) are both locally complete Lie subalgebras of vect(Z).
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Proof. This is immediate from the above lemma. 
Definition 8.10. Define AZ to be the smallest Lie subalgebra of vect(Z) that contains both
ρZ(g) and vect(Z)G.
Proposition 8.11. AZ is locally complete and is equal to the direct sum of Lie subalgebras
AZ = ρZ([g, g])⊕ vect(Z)G.
Proof. By Proposition 8.5, for any X ∈ vect(Z)G and for any x ∈ Z, there exist a G-invariant
open neighbourhood U ⊆ M of x and X˜ ∈ vect(M)G such that
X|U∩Z = X˜|U∩Z .
Hence,
[ξZ , X ]|U∩Z = [ξM , X˜ ]|U∩Z = 0
by Proposition 5.17. Thus, applying Proposition 4.3 and Equation 2 in the proof of Proposition 5.17,
we have that
exp(tξZ) ◦ exp(sX) = exp(sX) ◦ exp(tξZ). (3)
Now, let ξ ∈ g and assume for all g ∈ G and x ∈ Z, we have
g∗(ξZ |x) = ξZ |g·x.
Then,
d
dt
∣∣∣
t=0
(g · exp(tξZ)(x)) = d
dt
∣∣∣
t=0
exp(tξZ)(g · x).
The uniqueness property of exp implies that
g · exp(tξZ)(x) = exp(tξZ)(g · x).
Hence (g exp(tξ)) · x = (exp(tξ)g) · x. Since this is true for all g ∈ G, exp(tξ) must be in the
centre of G, and hence ξ ∈ z(g). Thus,
ρZ(g) ∩ vect(Z)G = ρZ(z(g)).
Since ρZ is a Lie algebra homomorphism, from Equation 3: ρZ(g) = ρZ([g, g]) ⊕ ρZ(z(g)),
and we obtain the direct sum structure of AZ .
To show local completeness, by Proposition 8.6 and Proposition 8.8 it suffices to show that
for any ξ ∈ g and X ∈ vect(Z)G, exp(tξZ)∗X ∈ AZ and exp(tX)∗ξZ ∈ AZ . The former is
immediate since X is invariant. The latter follows from Equation 3:
exp(tX)∗(ξZ|x) = d
ds
∣∣∣
s=0
exp(tX)(exp(sξZ)(x))
=
d
ds
∣∣∣
s=0
exp(sξZ)(exp(tX)(x))
= ξZ|exp(tX)(x).

Proposition 8.12 (ham(Z/G) is a Lie Algebra). ham(Z/G) is a locally complete Lie
subalgebra of vect(Z/G).
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Proof. For any f, g, h ∈ C∞(Z/G) and a, b ∈ R, {af + bg, h}Z/G = a{f, h}Z/G + b{g, h}Z/G,
and so aXf+bXg = Xaf+bg. Thus ham(Z/G) is a real vector space. Next, the Jacobi identity
for the Poisson bracket gives
{{f, g}Z/G, h}Z/G = −{g, {f, h}Z/G}Z/G + {f, {g, h}Z/G}Z/G.
This translates to
X{f,g}Z/Gh = XfXgh−XgXfh = [Xf , Xg]h.
To show local completeness, fix f, g ∈ C∞(Z/G) and let Xf and Xg be their corresponding
Hamiltonian vector fields. For sufficiently small t, we want to show that exp(tXf)∗Xg is a
Hamiltonian vector field. Consider Xexp(−tXf )∗g. For any h ∈ C∞(Z/G), we have
Xexp(−tXf )∗gh = {exp(−tXf )∗g, h}Z/G
= exp(−tXf )∗{g, exp(tXf )∗h}
= exp(−tXf )∗(Xg(exp(tXf)∗h))
= (exp(tXf)∗Xg)(h).
This completes the proof. 
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9. Orbital Maps
In general, a smooth map between subcartesian spaces does not lift to a map between the
corresponding orbital tangent bundles. This is illustrated in the following example.
Example 9.1. Let S = {(x, y) ∈ R2 | xy = 0}, and let γ : R → S be a curve passing
through (0, 0) ∈ S at time t = 0 such that
u :=
d
dt
∣∣∣
t=0
γ(t) 6= 0.
Then u /∈ T̂(0,0)S since T̂(0,0)S = {0}, but ddt
∣∣∣
t=0
∈ T̂0R = T0R.
To remedy this lack of the functoriality of T̂ , we introduce a special kind of smooth map.
Definition 9.2 (Orbital Maps). Let R and S be subcartesian spaces and let F : R → S
be a smooth map between them. Let F and G be families of vector fields on R and S,
respectively. F is orbital with respect to F and G if for any x ∈ R, F (OFx ) ⊆ OGF (x). That
is, for any X ∈ F , x ∈ R, and t ∈ IXx , there exist Y1, ..., Yk ∈ G and t1, ..., tk ∈ R such that
F (exp(tX)(x)) = exp(tkYk) ◦ ... ◦ exp(t1Y1)(F (x)).
If F = vect(R) and G = vect(S), then we simply call F orbital.
Proposition 9.3 (Charts, Smooth Functions, Diffeomorphisms). Charts, real-valued
smooth functions, and diffeomorphisms between subcartesian spaces are orbital.
Proof. Since Rk only has one orbit for each k ≥ 0, charts and smooth functions are trivially
orbital. Since a diffeomorphism F : R → S induces an isomorphism of Lie algebras F∗ :
DerC∞(R)→ DerC∞(S), and hence F (exp(tX)(x)) = exp(tF∗X)(F (x)) for all X ∈ vect(R)
and x ∈ R, we are done. 
Proposition 9.4 (Orbital Pushforwards). Let R and S be subcartesian spaces, and let
F be an orbital map between them with respect to locally complete families of vector fields F
on R and G on S. Then the restriction of the pushforward F∗ to T̂FR has image in T̂ GS.
Proof. This is immediate from Theorem 7.4 and the definition of an orbital map. 
Remark 9.5. Subcartesian spaces equipped with locally complete families of vector fields,
along with orbital maps with respect to these families, form a category. We will call the
objects of this category orbital subcartesian spaces.
Proposition 9.6. Let R and S be smooth stratified spaces. Then a smooth map F : R→ S
is stratified if and only if it is orbital with respect to vectstrat(R) and vectstrat(S).
Proof. This is immediate from Theorem 7.9. 
Corollary 9.7. The category of smooth stratified spaces, along with smooth stratified maps,
forms a full subcategory of orbital subcartesian spaces.
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The following theorem is a result of Schwarz; see [21] and [22] ([22] Chapter 1 Theorem
4.3 for full details). Let D be the Lie subgroup of Diff(M)G consisting of G-equivariant
diffeomorphisms of M that act trivially on C∞(M)G (that is, they send each G-orbit to
itself), and let d denote the Lie algebra of D.
Notation 9.8. For brevity, we will often use the notation V := vect(M)G in the future.
Theorem 9.9 (Schwarz). The following is a split short exact sequence.
0 // d // vect(M)G
pi∗ // vect(M/G) // 0 (4)
Remark 9.10. Actually, Schwarz showed that π∗ mapped vect(M)G onto stratified vector
fields of M/G with its orbit-type stratification. But by Theorem 7.10, this family of vector
fields is exactly vect(M/G).
Remark 9.11. Since diffeomorphisms inD keep G-orbits invariant, we have T̂ dM ⊆ T̂ ρ(g)M .
In fact, if G is abelian then we have ρ(g) ⊂ d, and so we obtain
T̂ dM = T̂ ρ(g)M.
However, in the non-abelian case, T̂ dM may be a strict subset of T̂ ρ(g)M . For example,
consider SO(3) acting by rotations on R3. For any nonzero x ∈ R3 and any nonzero ξ ∈ so(3),
ξR3|x is tangent to the SO(3)-orbit through x, but this vector is not in the image of any
invariant vector field. For if it was, then the stabiliser at x would fix the vector, and this is
not the case.
Corollary 9.12. The image of π∗ restricted to T̂AM is T̂ (M/G).
Proof. π∗ will map any vector in T̂ ρ(g)M to 0, and so it is enough to consider vectors in T̂ VM
(where we set V := vect(M)G for brevity). Let x ∈ M and v ∈ T̂ Vx M . Then, there exists a
invariant vector field X ∈ V such thatX|x = v. By Theorem 9.9 there exists Y ∈ vect(M/G)
such that Y |pi(x) = π∗(X|x).
Now, let w ∈ T̂pi(x)(M/G). There exists a vector field Y ∈ vect(M/G) such that Y |pi(x) =
w. Again by Theorem 9.9 there is a vector field X ∈ V such that π∗X = Y , and so
π∗(X|x) = w. 
Corollary 9.13. π is orbital with respect to A and vect(M/G).
Proof. Since π∗ will map any vector field in ρ(g) to the zero vector field on M/G, and local
flows of vect(M)G and ρ(g) commute, it is enough to check that π is orbital with respect to
vect(M)G and vect(M/G). Let X ∈ vect(M)G. Then by Theorem 9.9, there is a vector field
Y ∈ vect(M/G) such that π∗X = Y . Fix x ∈M . Then
d
dt
π(exp(tX)(x)) = π∗(X|x) = Y |pi(x) = d
dt
exp(tY )(π(x)).
By the ODE theorem, we have that
π(exp(tX)(x)) = exp(tY )(π(x))
for all t where it is defined. Hence orbits in OA are mapped via π to orbits of M/G induced
by vect(M/G). 
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Corollary 9.14. A local flow of M/G lifts to a G-equivariant local flow of M .
Proof. Fix a vector field Y ∈ vect(M/G). By Theorem 9.9 there is a vector field X ∈
vect(M)G such that π∗X = Y . From the ODE theorem we have that
π(exp(tX)(x)) = exp(tY )(π(x))
for all x ∈M and t ∈ IXx . 
Theorem 9.15. The orbits in OA are exactly the orbit-type strata on M .
Proof. Fix x ∈ M , and let H ≤ G be a closed subgroup of G such that x ∈ M(H). Choose
y ∈ OAx . Then, there exist vector fields X1, ..., Xk ∈ A and t1, ..., tk ∈ R such that
y = exp(t1X1) ◦ ... ◦ exp(tkXk)(x).
But then, by Corollary 9.13 and Theorem 9.9, there exist Y1, ..., Yk ∈ vect(M/G) such that
π(y) = exp(t1Y1) ◦ ... ◦ exp(tkYk)(π(x)).
Hence, π(x) and π(y) are in the same orbit Opi(x). But this is a stratum of the orbit-type
stratification of M/G by Theorem 7.10, and so y ∈M(H). Thus OAx ⊆M(H).
Now, let z be a point in the same connected component of M(H) as x. Then again
by Theorem 7.10, π(y) and π(x) are in the same orbit Opi(x), and hence there exist vec-
tor fields Y1, ..., Yk and t1, ..., tk ∈ R such that π(y) = exp(t1X1) ◦ ... ◦ exp(tkXk)(π(x)).
By Corollary 9.14, there are vector fields X1, ..., Xk ∈ A such that y = exp(t1X1) ◦ ... ◦
exp(tkXk)(x). 
We again return to the case where G is a compact Lie group now acting on a connected
symplectic manifold (M,ω) in a Hamiltonian fashion, with Z the zero set of the momentum
map µ.
Z
i //
piZ

M
pi

Z/G
j
// M/G
Recall that A = ρ(g) + vect(M)G and AZ = ρZ(g) + vect(Z)G (see Definition 5.15 and
Definition 8.10).
Proposition 9.16. i is orbital with respect to AZ and A.
Proof. Let X ∈ AZ and fix z ∈ Z ⊆ M . Then by Proposition 8.5 there exist a G-invariant
open neighbourhood U ⊆M of z and X˜ ∈ A such that X|U∩Z = ˜U ∩ Z. Applying the ODE
theorem, we are done. 
Proposition 9.17. πZ is orbital with respect to AZ and vect(Z/G).
38
Proof. By Proposition 8.11, it is enough to show this separately for ρZ(g) and vect(Z)G. For
the first subalgebra,
π(exp(tξZ)(z)) = π(z) = exp(0)(π(z))
for all z ∈ Z and t for which the integral curve is defined.
Now fix X ∈ vect(Z)G. Using Proposition 8.5 cover Z/G with a locally finite open cover
{Vα}α∈A such that for every α ∈ A, there exist X˜α ∈ vect(M)G satisfying i∗(X|pi−1Z (Vα)) =
X˜α|pi−1(j(Vα)). Note that for any α ∈ A, x ∈ Vα, z ∈ π−1Z (x) and f ∈ n(j(Z/G)),
(π∗X˜
α)|j(x)f = X˜α|i(z)π∗f
= X|zi∗π∗f
= X|zπ∗Zj∗f
= 0.
Let {ζα}α∈A be a partition of unity subordinate to {Vα}, and for each α ∈ A, let ζ˜α be an
extension of ζα to M/G. Define
Y˜ :=
∑
α
(ζ˜α(π∗X˜
α))|j(Z/G).
From the above, we have that Y˜ (f) = 0 for all f ∈ n(j(Z/G)), and so in particular, Y˜
restricts to a global derivation Y ∈ DerC∞(S). Also, for any z ∈ Z,
j∗πZ∗(X|z) =
∑
α
ζ˜αj∗πZ∗(X|z)
=
∑
α
ζ˜απ∗(X˜
α|i(z))
= Y˜ |pi(i(z))
= j∗Y |piZ(z).
Thus, πZ∗(X|z) = Y |piZ(z). Finally, we need to show that Y is a vector field, and we shall
do so by appealing to Proposition 4.9. Fix z ∈ Z, and define γ(t) := πZ(exp(tX)(z)).
Differentiating, we see that γ is an integral curve of Y through πZ(z). But γ has an open
domain and πZ is surjective, and so γ is maximal. Thus Y is a vector field. 
Proposition 9.18. j is orbital with respect to ham(Z/G) and vect(M/G).
Proof. By Proposition 7.11 orbits of ham(Z/G) are exactly the orbit-type strata of Z/G,
which in turn are contained in the orbit-type strata of M/G. By Theorem 7.10, connected
components of the orbit-type strata of M/G are the orbits induced by vect(M/G). 
Lemma 9.19. Vector fields in ham(M)G are tangent to level sets of µ.
39
Proof. Fix X ∈ ham(M)G. There exists f ∈ C∞(M)G such that X = Xf . It is enough to
show that for any ξ ∈ g, we have X(µξ) = 0. Fix ξ ∈ g. Then
X(µξ) = dµξ(X)
= ω(X, ξM)
= − df(ξM) = 0.

Lemma 9.20. There is a surjective Lie algebra homomorphism H : ham(M)G → ham(Z/G)
sending X ∈ ham(M)G to (πZ)∗(X|Z).
Proof. Fix X ∈ ham(M)G, and let f ∈ C∞(M)G such that X = Xf . By Lemma 9.19, we
have that X|Z is tangent to Z. By Proposition 4.9, since the integral curves of X through
points of Z are contained in Z, these integral curves when restricted to Z have open domains,
and hence X|Z ∈ vect(Z)G.
We now need to show that (πZ)∗(X|Z) is a smooth vector field on Z/G. Define
h := j∗((π∗)−1(f)).
We claim that Xh ∈ ham(Z/G) is exactly (πZ)∗(X|Z). By Proposition 7.11 it is enough to
show this on each stratum (Z/G)(H) of Z/G. Since X is G-invariant, it is in fact tangent
to Z(H) by Theorem 9.15 and Lemma 9.19 for each H ≤ G. Fix a nonempty Z(H). Then
Y := (π(H))∗(X|Z(H)) is a smooth vector field on (Z/G)(H). Let g ∈ C∞(M/G) such that
π∗g = f . We have
π∗(H)(Y yω(H)) = Xf |Z(H)y i∗(H)ω
= i∗(H)(Xfyω)
= i∗(H)(−df)
= (π ◦ i(H))∗(−dg)
= (j ◦ π(H))∗(−dg)
= π∗(H)(−dj∗g|(Z/G)(H))
= π∗(H)(−d(h|(Z/G)(H))).
Now, since Z(H) is a G-manifold with quotient manifold (Z/G)(H), it is known that π∗(H) is
an isomorphism of complexes between differential forms on (Z/G)(H) and basic differential
forms on Z(H). Hence,
Y yω(H) = −d(h|(Z/G)(H)).
Thus, Y = Xh|(Z/G)(H) . Thus the map H is well-defined.
To show that this map is surjective, it is enough to show that there is a surjective map
sending f ∈ C∞(M)G to j∗((π∗)−1(f)). But π∗ is an isomorphism between C∞(M/G) and
C∞(M)G, and since Z/G is closed in M/G, we have that j∗ is a surjection from C∞(M/G)
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onto C∞(Z/G) by Proposition 2.24.
We now check that this is a Lie algebra homomorphism. It is clearly R-linear. Let
f, g ∈ C∞(M)G. Then
(π∗)−1({f, g}) = {(π∗)−1f, (π∗)−1g}M/G,
and j∗ is a Poisson morphism. Thus,
H(X{f,g}) = {H(Xf), H(Xg)}Z/G.

Proposition 9.21. The orbits of AZ are contained in the orbit-type strata of Z. Moreover,
if G is connected, the orbits are exactly the orbit-type strata.
Proof. By Proposition 9.16, i is orbital with respect to AZ and A. Thus, orbits of AZ are
mapped into orbits of A, which by Theorem 9.15 are exactly the orbit-type strata on M .
Thus, the orbits of AZ are contained in the orbit-type strata on M intersected with Z. But
these are precisely the orbit-type strata of Z.
For the opposite inclusion, assume that G is connected. Let x, y be in the same orbit-
type stratum in Z. Then πZ(x) and πZ(y) are in the same orbit-type stratum in Z/G.
Thus by Proposition 7.11, there exist f1, ..., fk ∈ C∞(Z/G) and t1, ..., tk ∈ R such that the
Hamiltonian vector fields Xf1 , ..., Xfk satisfy
πZ(y) = exp(t1Xf1) ◦ ... ◦ exp(tkXfk)(πZ(x)).
By Lemma 9.20, there exist Y1, ..., Yk ∈ ham(M)G such that (πZ)∗(Yi|Z) = Xfi for each
i = 1, ..., k. So, we have
πZ(y) = πZ(exp(t1Y1|Z) ◦ ... ◦ exp(tkYk|Z)(πZ(x)).
In particular,
z := exp(t1Y1|Z) ◦ ... ◦ exp(tkYk)(x)
is contained in the same G-orbit as y. Thus there is some g ∈ G such that g · z = y. Since G
is compact and connected, there is some τ ∈ R and ξ ∈ g such that y = g · z = exp(τξZ)(z).
Thus, x and y are in the same orbit of AZ . 
Proposition 9.22. If 0 ∈ g∗ is a regular value of µ, then j is orbital (with respect to
vect(Z/G) and vect(M/G)).
Proof. By Theorem 7.12 we know that in this case, orbits of ham(Z/G) and vect(Z/G)
coincide. Thus, applying Proposition 9.18 we are done. 
Remark 9.23. Let G be a compact Lie group acting on a connected manifold M , and let Z
be an invariant closed subset of M . Then it is not true that the inclusion j : Z/G→M/G is
orbital with respect to vect(Z/G) and vect(M/G). Indeed, let G = S1 and M = R× R2. G
acts on M diagonally, trivially on R and by rotations on R2. The geometric quotient M/G
is diffeomorphic to the closed half-plane R × [0,∞). Set coordinates (x, y, z) on M , where
x describes R and (y, z) describes R2 in the product R×R2. Let Z be the cone in M given
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by {x2 = y2 + z2}. This is G-invariant, and Z/G is diffeomorphic to R. ∂x is a vector field
on Z/G whose orbit is all of Z/G, yet j(Z/G) is not contained in one orbit of vect(M/G).
Given the above remark, zero sets of momentum maps are still special invariant closed
subsets. We are left with the following question.
Question 9.24. Is j orbital in the general case when 0 ∈ g∗ is a critical value of µ?
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