to analyze fMRI data depend on a response template. However, the true form of the hemodynamic response, and thereby the response template, is often unknown. Consequently, cluster analysis provides a complementary, template-free method for exploratory analysis of multidimensional fMRI data sets. Clustering algorithms currently being applied to fMRI data separate the data into a predefined number of clusters (k). A poor choice of k will result in erroneously partitioning well-defined clusters. Although several clustering algorithms have been successfully applied to fMRI data, techniques for statistically testing cluster separation are still lacking. To address this problem we suggest a method based on Fisher's linear discriminant and the bootstrap. Also introduced in this paper is a measure based on the projection of multidimensional data from two clusters onto the vector, maximizing the ratio of the between-to the within-cluster sums of squares. The resulting one-dimensional distribution may be readily visualized and used as a heuristic for estimating cluster homogeneity. These methods are demonstrated for the self-organizing maps clustering algorithm when applied to event-related fMRI data. © 2002 Elsevier Science (USA)
INTRODUCTION
Functional magnetic resonance imaging (fMRI) has become a powerful tool for studying brain function and has generated an enormous amount of interest (Bandettini et al., 1997; Kim et al., 1997; Ogawa et al., 1998; Turner, 1992) . Most fMRI experiments are based on blood oxygenation level-dependent contrast (Ogawa et al., 1990a,b,c; Thulborn et al., 1982) resulting from the paramagnetic nature of deoxyhemoglobin. Neuronal activation is believed to cause an increase in regional blood flow without a proportional increase in the regional oxygen consumption rate (Fox et al., 1986) . Consequently, vascular deoxyhemoglobin concentrations decrease, leading to an increase in T2 and T2*, resulting in an elevation of intensity in T2-and T2*-weighted MR images.
Many methods for analyzing fMRI data have been introduced. The majority of fMRI practitioners currently use statistical techniques to determine whether voxels of the brain show task-related signal variation. Some commonly used statistical methods include cross-correlation (Rabe-Hesketh et al., 1997) , t tests (Ardekani et al., 1998) , and variations of the general linear model (Friston et al., 1995b) . While these methods have been successfully applied to fMRI, they may not be appropriate for all types of fMRI data. In particular, these methods may not be applicable to studies in which the form of the hemodynamic response is unclear. In such cases, it may also be desirable to use statistical methods which are less template dependent.
Statistical clustering has found recent application in fMRI, particularly event-related fMRI. Clustering offers a relatively unsupervised approach for partitioning data into self-similar groups without prior knowledge of the form of the fMRI response. Clustering techniques include hierarchical clustering (Anderberg, 1973; Goutte et al., 1999) , K-means clustering (Fischer et al., 1999; Goutte et al., 1999; MacQueen, 1976) , fuzzy clustering (Bezdek, 1981; Cherkassky et al., 1998; Golay et al., 1996) , and self-organizing maps (SOM) (Fischer and Henning, 1999; Kohonen, 1990; Ngan et al., 1999) .
Some work has recently been performed in examining the homogeneity of a cluster. For example, the methods proposed by Baumgartner et al. essentially purify a cluster by removing data points that do not satisfy some minimum measure of intracluster similarity (Baumgartner et al., 1999 (Baumgartner et al., , 2000 . However, no work has been done in fMRI to assess the statistical significance associated with partitioning one cluster into two clusters or the inverse problem of combining two clusters into one cluster.
While clustering and cluster purification have proven useful for analyzing fMRI data, there are no techniques in the MRI literature which quantify the statistical probability that one group actually corresponds to one cluster as opposed to two or more clus-ters. One method to statistically address this question is the ratio of the between-and the within-cluster sums of squares (Engelman et al., 1969) . However, this method is applicable only to one-dimensional data. This test has been modified for multidimensional data by Lee (1979) using the union-intersection technique (Roy, 1957) . Under certain constraints, the union-intersection modification is equivalent to Fisher's linear discriminant function (Rencher, 1998) . The technique presented here is based on the method described by Lee (1979) and uses Fisher's linear discriminant function (FLDF) as the statistical measure.
The present method is applied to fMRI data in a way which closely parallels the work of Engelman and Hartigan (1969) and Lee (1979) with two exceptions. The cluster validation technique proposed by Lee (1979) looked for the partitioning of one cluster that would minimize the within-cluster sums of squares. Since the question addressed in this paper is whether two groups generated by a clustering algorithm are significantly separated, repartitioning is not needed. In addition, the method demonstrated by Lee (1979) originally estimated the significance of the results by comparing the test statistic for the data to the distribution resulting from a Monte Carlo simulation. However, the bootstrap is used here, since it makes no parametric assumptions and has been found to give better estimates of the significance of the FLDF statistic. The distribution of the FLDF statistic is known in some instances, particularly if the hypothesized distance between group means is zero. However, the data analyzed here have been partitioned into nonoverlapping groups by a clustering algorithm and no theoretical approximation is known (discussed in detail under Theory).
The present technique will find applications in fMRI data clustering since the data analyst will seldom know the appropriate number of clusters in a data set. Clustering the fMRI time series using a predetermined number of clusters may accidentally separate a well-defined cluster into two or more clusters. The FLDF method may be used in a hypothesis-driven fashion to quantitativly test the validity of the data partitioning, when the user suspects the clusters have been erroneously partitioned.
The method presented here is applied to data acquired using an event-related design with a constant interstimulus interval. Note that this method is not restricted to such designs and can, in principle, be used for other types of studies. This test is applied to a visually cued motor activation study to demonstrate its utility in validating clusters produced by a clustering algorithm.
THEORY Cluster Significance
In cluster analysis the data analyst will frequently want to know if two clusters are significantly separated. A statistic measuring cluster separation may be used to determine if two data clusters are better represented as a single merged cluster. The null and alternative hypotheses addressing this issue can be expressed as H 0 , the clusters are not distinct and should be merged; and H A , the clusters are distinct and should not be merged. The FLDF method is introduced in the next section to address this issue.
The Test Statistic
The test assumes two p-variate clusters X 1 and X 2 of sizes (n 1 ϫ p) and (n 2 ϫ p), respectively, where n i indicates the number of objects in the ith cluster. This test assumes that the data have been jointly standardized (described under Methods). We are interested in determining the distance between the two multivariate clusters relative to the intracluster variance. This distance is a function of the intercentroid vector d,
where x i is the mean vector for the ith cluster. The test statistic of choice is FLDF. Denote the FLDF test statistic, z, as
where a i is some normalized column vector of length p, B and W are the between-and within-cluster sums-ofsquares matrices, respectively. Specifically,
where S p is the pooled covariance matrix (see Appendix) . It can be shown that z is maximized when a i ϭ a, the first normalized eigenvector of W Ϫ1 B (Mardia et al., 1979) . For the case of two groups it can be shown (Johnson et al., 1998) 
where S p Ϫ1 is the inverse of the pooled covariance matrix, y represents the magnitude of y (see Appendix), and the vector a has been normalized. Consequently, the test statistic can be expressed as
In the case of two clusters, the test statistic can also be written as
where c n ϭ ͑n 1 n 2 ͒/͓͑n 1 ϩ n 2 ͒͑n 1 ϩ n 2 Ϫ 2͔͒. Since the constant c n is a function of cluster size only and not separation, it will not be included in the final expression:
This reformulation results in the most common form of FLDF (Johnson and Wichern, 1998) and is similar to Hotelling's T 2 test (Rencher, 1998) . Since the bootstrap will be used to estimate the significance of this statistic, omitting c n will not affect the resulting significance level.
Hypotheses Testing
For an fMRI data set denote z obs as the observed value of the test statistic. The null hypothesis (H 0 ) of distinct clusters should be accepted if z obs is within some critical distance of z for one multivariate normal cluster. Conversely, H 0 should be rejected if z obs differs from z for one multivariate normal cluster by more than some critical distance. The value of z for a single multivariate normal cluster will depend on the number of variables and the sizes of the two partitioned clusters.
Estimating Statistical Significance
The significance of the observed value of the FLDF statistic, z obs, is estimated using the bootstrap. The bootstrap is a technique that empirically estimates the distribution of a statistic for a data sample (Efron et al., 1983 (Efron et al., , 1998 . For the FLDF statistic, "determining exact percentage points analytically seems intractable" (Lee, 1979) . The distribution for an F test (similar to a Hotelling's T 2 test) such as described by Chatfield et al. (1980) in Eq. 7.26 assumes (under the null hypothesis) that the empirical group means are random variables with equal theoretical means and covariance matrices. However, a clustering algorithm "pushes" these theoretical means apart, such that they will not be equal. Consequently, using an F distribution which assumes that the empirical means behave as random variables with equal theoretical means is not appropriate. Consequently, a computer-intensive method like the bootstrap must be used instead.
Once two clusters are selected, the data are adjusted to create "null hypothesis data." That is, the distance between cluster centroids is adjusted until it is the same as between two clusters from multivariate normal data. The necessity of this step and fine points of its implementation are discussed in detail by Efron and Tibsharani (1998) . Basically, the bootstrap will give the distribution of a statistic for a particular data set. However, to conduct a significance test, the data must be reduced to null hypothesis data (H 0 data). Then the test statistic for the original sample may be compared to the bootstrap values for the H 0 data and a p value can be estimated for the test statistic, similar to the way in which a p value is estimated if the statistic is known to be normally distributed.
Specifically, the distance between cluster centroids is adjusted such that z ϭ 0 , to produce two new matrices X 1 H0 and X 2 H0 , where 0 represents the true value of z for data when the null hypothesis is true. Since the distance between the clusters for multivariate data is a function of their covariance matrix, the normalized distance must be used (z) instead of the raw distance. Note that 0 is estimated using Monte Carlo simulation, as described under Methods. The adjusted data clusters are then used as the population for bootstrap resampling to give X* 1 and X * 2 . Note that
, where u j is a uniformly distributed random integer such that u j ʦ [1,n i ], j indicates the row (case/voxel) number, i indexes the cluster number, and • indicates all the columns (variables) for the jth case. The resampling is performed B times, producing B sets of resampled vectors, which will serve as bootstrap populations for the FLDF statistic. The value of z* j is calculated for each of the B bootstrap resamplings, resulting in
Denote the bootstrap p value corresponding to z obs as p b value (z obs ), the fraction of values of {z* j } that lie above z obs . That is,
where #ͭ•ͮ denotes the cardinality of the set, and j ʦ [1,B].
METHODS fMRI Data Collection
The FLDF method is demonstrated on fMRI data collected during an activation study. A visually cued motor paradigm was used, in which binocular, full-field visual stimulation was presented to the subject using LED goggles flashing at 8 Hz. In this paradigm, the subject was asked to perform a finger opposition task during the visual stimulation, which was turned on for 5.4 s in epochs of length 19.2 s. All subjects provided informed consent prior to the experiment. An oblique slice traversing the visual and motor areas was imaged during this study. The data set was acquired on a 1.5-T Siemens Vision Scanner. The data consisted of 1984 images (one slice, 1984 images per slice) acquired with a T2*-weighted EPI sequence (TR/TE 300/60 ms, field of view 22 ϫ 22 cm, slice thickness 5 mm, FA 55°). The experiment consisted of 31 epochs, with 64 images acquired per epoch. In this event-related study, a constant interstimulus interval was used.
Preprocessing of fMRI Data, Outlier Analysis
The FLDF method makes the assumption that clusters are normally distributed. While this is a relatively good approximation, the clustering algorithms will occasionally include elements that do not belong in the cluster and violate this assumption. This issue has been previously dealt with in fMRI (Baumgartner et al., 1999) , in a manner analogous to outlier tests in regression analysis. Consequently, for the fMRI data presented in this paper, all clusters were tested for outliers by examining the distribution of the externally studentized residuals of each cluster (Weisberg, 1985) . Objects which showed a large deviation from other objects in the cluster were removed prior to FLDF analysis. Note that the number of objects removed from a cluster was usually less than 10% of the objects originally assigned to that cluster by the clustering algorithm.
Standardization of fMRI Data
The test assumes that the two multivariate data clusters X 1 and X 2 , of sizes (n 1 ϫ p) and (n 2 ϫ p), respectively, have been jointly standardized. That is, for
where X 0,i represents the ith original data matrix, the standardized matrix can be expressed as
where X i ( j,•) denotes the jth row (case/voxel) of the standardized matrix X i , x is the mean of X, and S is the sample covariance matrix (see Appendix).
Estimation of 0
Since there is no analytical expression for 0 , it must be estimated using Monte Carlo simulation. First a multivariate normal cluster with p uncorrelated variables and n ϭ n 1 ϩ n 2 cases is generated, where n 1 represents the size of the smaller cluster. Because the experimental clusters have been standardized, the covariance matrices for the simulated clusters are set to the identity matrix. A clustering algorithm is used to artificially partition this single group into two clusters. As the test statistic is a function of n 1 and n 2 , we would ideally throw away the results of a simulation if the number of elements in the simulated clusters does not match those in the data. However, this makes the simulation very time consuming.
Consequently, we relax the restriction and allow the size of the smaller cluster in the simulation to be at least as large as the smaller cluster in the actual data. That is, we allow the values of n 1,sim and n 2,sim to satisfy the inequalities
where ⌬n is some small integer. For the results shown in this paper we take ⌬n ϭ 5. The value of 0 is approximated by the mean value of z for 500 multivariate normal clusters satisfying the simulated cluster size restriction previously mentioned.
FLDF Test Statistic Validation on Simulated Data
To demonstrate the validity of using the bootstrap for hypothesis testing, a simulation was conducted on multivariate normal data. One multivariate normal cluster was simulated with n ϭ 1000 and p ϭ 5. The FLDF statistic was computed, as well as 1000 bootstrap z* values. The distribution of z* was compared with the distribution of z for 5000 simulated multivariate normal clusters. The comparison was performed qualitatively using a frequency polygon and quantitatively using the Kolmogrov-Smirnov (KS) goodnessof-fit test (Lindgren, 1993) , in that the KS test was carried out after the empirical distributions were approximated with kernel density estimates (Simonoff, 1996) .
FLDF Test Statistic Applied to Experimental fMRI Data
Clustering was performed on the voxel time courses averaged across epochs. The fMRI data were clustered using an SOM algorithm on a 3 ϫ 3 grid (Fischer and Henning, 1999; Ngan and Hu, 1999) . Two pairs of clusters were selected to demonstrate the FLDF method. The cluster pairs selected were (2,3) and (2,1) for study A and (2,3) and (1,3) for study B. The observed value of the test statistic, z obs was computed and its significance was estimated using the bootstrap with 5000 bootstrap replications. Kernel density estimates (KDE) were used to graphically illustrate the separation between clusters (Simonoff, 1996) . To accomplish this, data from cluster X i were reduced to one dimension, x i ϭ X i a. The resulting distributions were scaled by the estimated value of 0 to adjust for differences in cluster size. Both distributions were smoothed with the same Gaussian kernel.
RESULTS

FLDF Test Statistic Validation on Simulated Data
The bootstrap distribution of z is compared with the Monte Carlo distribution using a frequency polygon in Fig. 1 . The close agreement of the two distributions indicates that the bootstrap generated a distribution equivalent to that of the Monte Carlo simulation of multivariate normal clusters. This qualitative observation is supported by the p value of 0.95 for the KS goodness-of-fit test, which means that, at a significance level of 0.05, we can accept the null hypothesis that the bootstrap distribution of z is equal to the Monte Carlo estimate. Note that our simulation was performed for the case in which the distribution of the clusters is known to demonstrate the utility of the bootstrap.
FLDF Test Statistic Applied to fMRI Data
The centroids for each cluster are shown in Fig. 2 . Clusters (2,3) and (2,1) of sizes n 1 ϭ 93 and n 2 ϭ 162, respectively, were selected for the first application of FLDF. The data from the two clusters were projected onto the vector a and are shown in Fig. 3a . The KDE clearly shows a separation between the two clusters. This separation is supported by the observed value for the FLDF statistic, z obs ϭ 26.5, corresponding to a bootstrap p b value of less than 0.001. Consequently, we can reject H 0 at a significance level of 0.05 for these two clusters. As is shown in Fig. 4a , the two clusters are also spatially separated, supporting the decision to avoid merging the clusters.
The data from clusters (2,3) and (1,3) of sizes n 1 ϭ 93 and n 2 ϭ 49, respectively, were projected onto the vector a giving the one-dimensional distribution shown in Fig. 3b . This KDE shows a lack of clear separation between the two clusters. This lack of separation is supported by the observed value of the FLDF statistic, z obs ϭ 21.6, corresponding to a bootstrap p b value of 0.70. Consequently, H 0 is accepted at a significance level of 0.05 and the two clusters can be merged. Figure  4b shows that the two clusters spatially colocalize, supporting the merging of the two clusters.
DISCUSSION
Projection of Multidimensional Data as a Heuristic
The performance of cluster analysis on multidimensional data is hard to assess due to the difficulty of visualizing the multidimensional clusters. Suggested in this paper is a technique for assessing the distribution of two clusters by projection onto the vector a, which maximizes the FLDF statistic. This provides an intuitive method for visualizing the data which is fast and easy to apply. For example, if the data analysts simply want a rough idea of the relationships between the multidimensional clusters in their fMRI data set, they may use this projection as an exploratory tool. If further quantification of this relationship is desired, the presented method may be used.
Bootstrap Significance Testing
While applicable to most statistics, the bootstrap is not commonly used since it is time consuming and a parametric estimate is usually adequate. For multivariate clusters defined by a clustering algorithm, there is no formal parametric theory predicting the distribution of z. Consequently, in this paper, the bootstrap has been used for significance testing. An alternative method would be to perform a Monte Carlo simulation and use the quantiles of the FLDF statistic's distribution for a significance test. However, it has been empirically observed that the bootstrap provides more accurate estimates (results not included here). Consequently, the bootstrap percentile method has been selected for significance estimation (Efron and Gong, 1983; Efron and Tibshirani, 1998 ).
An alternative method for conducting a bootstrap significance test for two clusters would be to do the following. Estimate 0 (as described previously), adjust the cluster centroids, perform bootstrap resampling, pool these clusters, recluster the data, and estimate z* j . However, this was found to take much longer and led to results similar to those from the method presented in this paper.
Dependence of FLDF on Cluster Size
The sensitivity of the FLDF statistic is optimal for clusters of approximately equal size. If the two clusters differ in size by more than a factor of 4, the sensitivity of the test is greatly reduced. This can be understood if we consider that the uncertainty of the cluster geometry (covariance matrix) is a function of the sample size. In this paper the restriction requiring the simulated cluster to have the same number of elements as the data clusters is relaxed for computational efficiency, as mentioned under Methods. Since the test statistic tends to be smaller for clusters of increasingly dissimilar sizes, this will result in a significance test that is slightly conservative. That is, it will be more likely to say that clusters should not be merged. However, it has been observed that for small ⌬n (i.e., ⌬n ϭ 5), the resultant p values are qualitatively similar to those obtained when ⌬n ϭ 0. In addition, it is important to note that this parameter can be adjusted to optimize the user's needs in terms of accuracy and speed.
It is also important to note that the FLDF distance measure can be used only if S p is nonsingular and the number of objects in both clusters (n) is greater than or equal to the number of features (p). If n Ͻ p one can either decrease the number of features used for clustering or use a different projection of the data. The current projection vector used is a ϭ S p Ϫ1 d, where d is the intercentroid vector defined in Eq. (1). However, it has been observed empirically that a is usually close to d and produces similar results. Consequently, if n Ͻ p and the data analyst does not want to change the number of features used for clustering, the intercentroid vector may be used as an alternative to a.
Preprocessing of fMRI Data
The FLDF test strongly relies on the multivariate normal assumption. However, the data clusters generated by a clustering algorithm may contain elements that do not truly belong to that group. These outliers should be removed prior to applying the FLDF test. Numerous methods are available to accomplish this task. Some work has been previously done in fMRI to purify clusters using nonparametric (Baumgartner et al., 1999) and randomization (Baumgartner et al., 2000) methods. There is also a vast amount of literature concerning outlier identification and removal in regression (Barnett et al., 1994; Hawkins, 1980) . In addition, there are several other preprocessing techniques that may be used on the fMRI data prior to analysis. For example, if subject motion is a concern, it would be prudent to use a motion-correction algorithm (Friston et al., 1995a; Woods et al., 1992) . Also, if noise due to physiological processes is significant, compensation for said noise may be advisable (Hu et al., 1995) .
Cluster Significance Testing Using the Bootstrap for fMRI Data Analysis
The FLDF method may be applied to fMRI data for clusters generated using a number of clustering algorithms. The features used for discriminating between groups may be any characteristic of the data that is of interest (including the response onset, duration, and magnitude). The FLDF statistic should prove useful in clustering fMRI data for which the number and nature of the clusters are unknown. In particular, this method may be used in a hypothesis-driven fashion to empirically merge two clusters if the data analyst suspects they do not differ significantly based on considerations such as neuroanatomy. While the FLDF method is intended for testing groups generated using a clustering algorithm, it is only as good as the initial cluster estimates. If the clusters are good representations of the true data clusters, the FLDF statistic may be used to make inferences regarding those groups.
The visually cued motor data analyzed for this study demonstrated the utility of the bootstrap for significance testing of fMRI data clusters. For groups (2,3) and (2,1), the KDE and z value indicate that these clusters are well separated and should not be merged. This decision is supported by Fig. 4a , in which the two clusters are spatially segregated to functionally distinct areas in anatomical space. This may give the data analyst reassurance that the clusters defined by the clustering algorithm accurately represent the structure of the data. In addition, the KDE and z value for clusters (2,3) and (1,3) indicate that they are not significantly separated and may be better represented by one cluster. This conclusion is maintained by Fig. 4b , which shows that the clusters seem to colocalize in anatomical space, particularly in the visual region of the brain. This provides supporting evidence that the two clusters, which do not have a significant z value, are in fact one cluster and should be merged. Such information may be used by the data analyst to refine hypotheses regarding the physiologic process responsible for those clusters. In the case of clusters (2,3) and (1,3) shown in Figs. 3b and 4b, one might conclude that the brain voxels initially identified as belonging to two distinct groups may in fact belong to one large group with shared physiological properties and that the clustering algorithm made a mistake in this case.
In this paper, spatial colocalization to functionally related areas of the brain was used to support the action of cluster merging. However, it is important to note that in its current form the FLDF statistic does not use spatial information. The FLDF method may also be used for 3D data. For large 3D data sets, the speed of this algorithm can be increased if fewer features are used. For example, the user may wish to cluster the data based on the average response shape rather than on the raw time courses.
This technique is not intended to supplant techniques currently used in the clustering field, but rather to complement them. The data analyst is encouraged select an optimum number of clusters for a data set prior to FLDF analysis with one of the methods in the literature (Goutte et al., 1999; Roberts et al., 1998; Vesanto et al., 2000) . After this number of groups has been obtained (blindly, by minimizing some cost function), the FLDF technique can be applied if the user suspects that some of the clusters should be merged or the clustering procedure should be rerun with a smaller number of clusters assumed. In short, the technique is intended to test the validity of clusters derived from an existing method, in a pair-wise fashion. Should the user desire to use this method on more than two clusters, an approach for accounting for multiple comparisons similar to the Bonferroni correction (Johnson and Wichern, 1998) may be needed.
CONCLUSIONS
A technique for merging fMRI data clusters is established following an approach developed by Engelman and Hartigan (1969) and Lee (1979) . The usefulness of this method was demonstrated on experimental fMRI data. The merged clusters may provide a better representation of the true structure of the data and may be particularly helpful for analyzing fMRI data for which the number of clusters is not known. Finally, if a significance test is not desired, projecting the data from two clusters onto the vector maximizing the FLDF statistic can serve as a useful heuristic for studying the relationship between two multivariate clusters.
APPENDIX: MATRIX ALGEBRA
Assume some data matrix X of size (n ϫ p) and the column vector a of length p, where n indicates the number of cases (objects/voxels) and p the number of variables. Throughout this paper, uppercase bold characters denote matrices and lowercase bold characters denote vectors. Also, unless otherwise stated, all vectors will be assumed to be column vectors. Let X represent the transpose of X and a represent the magnitude of the vector a: a ϭ ͱaЈa .
The mean vector for a data matrix, x , is defined as The multiplicative inverse of any invertible matrix S may be denoted as S Ϫ1 . The pooled covariance matrix S p for two data matrices X 1 and X 2 of sizes (n 1 ϫ p) and (n 2 ϫ p), respectively, may be estimated as
where S i represents the sample covariance matrix for the ith data matrix.
