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SUMMARY
The purpose of this work is to explore the capability of sensing systems to acquire infor-
mation adaptively when they are subject to practical measurement constraints. By leverag-
ing problem structure such as sparsity and probabilistic data models, intelligent sampling
schemes have the potential to enable higher quality estimation with less sensing effort in
diverse applications such as imaging, recommendation systems, information retrieval, and
psychometric studies. Existing approaches to adaptive sensing are often limited in prac-
tice as they require the ability to take arbitrary measurements while in realistic situations,
measurements must taken according to various limitations. Two representative constrained
scenarios are considered: linear settings in which measurement rows are chosen from a fixed
collection and where estimation may be performed only via sequentially chosen paired com-
parisons. Theoretical and empirical evidence are provided to suggest that adaptivity can
result in substantial improvements in these constrained settings.
vii
CHAP T E R 1
IN T RODUCT ION
This thesis investigates the problem of acquiring signals via adaptively chosen measure-
ments. Recent work in this area has shown that adaptive procedures can lead to significant
improvement over non-adaptive ones in many circumstances. This is in contrast to standard
results in compressed sensing, which suggest that any random selection of measurements
should perform equally well—provided the collection of measurements to choose from sat-
isfies certain strong incoherence conditions.
Unfortunately, existing approaches to adaptive sensing are limited in practice as they
require the ability to take arbitrary linear measurements. In more realistic situations, mea-
surements must be taken according to various practical constraints. The work presented
in this thesis helps answer a number of questions, including determining which classes of
measurements allow benefits under adaptive sensing and whether there are practical and
efficient algorithms for choosing these measurements during the sensing process.
The answer to these questions will be highly dependent on appropriate structured signal
models. For instance, we might consider a set of signals to be highly structured when its
“size” (which can be defined in many ways) is much smaller than its ambient dimension and
the set can be efficiently approached in a principled manner. As an example, the wavelet
decomposition of natural images often has a tree structure—knowing any single coefficient
tells you a great deal about other coefficients.
A well-developed theory of compressive sensing exists for the case where measurements
are chosen non-adaptively and do not depend on prior observations. These results are at-
tractive because they are signal agnostic and give uniform recovery guarantees (over the
set of sparse signals). A major drawback to this approach is the large amount of sensing
energy required by standard compressed sensing compared to a scenario in which the signal
support were known and we could direct all of our effort to those coefficients. By design,
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energy is spread over all of the ambient dimensions and all possible sparse supports.
It is reasonable to wonder whether recovery could be improved if we allow information
collected during sensing to guide the acquisition process. Unfortunately, uniform guarantees
for the performance under adaptivity are not substantially better than those of compressed
sensing [1]. Essentially, noisy measurements of signals with very small components do
not provide enough information about the signal’s support to focus sensing energy onto the
support quickly.
Nevertheless, several algorithms have recently been developed which have much better
support recovery than compressed sensing does for sufficiently strong signals, see e.g., [2–4].
These results are obtained in an idealized situation where sensing vectors can be generated
arbitrarily; it is not yet known whether more general adaptive sensing schemes can achieve
this result in practical settings. Adaptivity does not help greatly over compressed sensing
when: (i) the collection of measurements obeys the restricted isometry property (RIP) or
(ii) signal components are too small. However, there are classes of problems where neither
of these statements need be true. There is a vast unexplored middle-ground between the
requirement of RIP ensembles and having full adaptive control over measurements. A few
interesting practical situations where adaptivity is worth exploring are: magnetic resonance
imaging (MRI) [5] using Fourier measurements of wavelet-tree-sparse signals; collection
of radiation using a small number of active elements as in the single-pixel camera [6]; new
analog-to-digital converters [7] taking highly quantized wideband signals; and psychomet-
ric studies [8] using human-generated data such as questionnaires.
The work in this thesis is an effort to help answer a number of questions; among these
are determining which classes of measurements allow benefits under adaptive sensing and
whether there are practical and efficient algorithms for choosing these measurements during
the sensing process. Advancements in this area can lead to the development of efficient
methods for adaptive sensing in constrained measurement settings and lead to powerful
improvements in signal acquisition.
2
1.1 Contributions
The work in this thesis improves our understanding of sensing in two primary representative
examples of constrained scenarios. The first is constrained adaptive sensing, where mea-
surements must be drawn from a fixed collection which does not necessarily satisfy strong
properties commonly assumed in compressed sensing. This topic is the focus of Chapter 2
and Chapter 5. In the second scenario, localization via paired comparisons we introduce a
different type of constraint, where measurements are binary and are derived from distance
information of items drawn in pairs. This scenario is studied in Chapters 3, 4 and 5.
Specifically, in Chapter 2, we propose a practical algorithm for constrained adaptive
sensing by exploiting connections to optimal experimental design and show that these algo-
rithms exhibit promising performance in some representative applications.
In Chapter 3, we prove theoretical bounds for how well we can expect to estimate a
signal via paired comparisons under a randomized model of item generation in both the
noiseless case and when the comparisons are noisy and subject to error. We show that
random binary paired comparisons yield a stable embedding of the space of target signals
and finally demonstrate that we can achieve significant gains by adaptively changing the
item distribution.
In Chapter 4, we continue the study of paired comparisons, but where the items belong to
a fixed embedding and no longer assumed to be Gaussian, greatly generalizing the previous
pairwise comparison work. We discuss a fully sequential measurement approach guided
by principles of information theory. We give bounds on the expected number of queries
required to achieve a certain performance, and we validate our approach using simulated
responses from a real-world dataset.
In Chapter 5, we revisit the measurement selection problem described first in Chapter 2.
We tie the two problems constrained adaptive sensing and localization via paired compar-
isons together by showing a method of design which can work in both cases as well as apply
to generalized linear models.
3
1.2 Background
The power of adaption is critically dependent on our a-priori knowledge con-
cerning the problem being studied; even a seemingly small change in the as-
sumptions can lead to a different answer. — Erich Novak, On the power of
adaption [9].
1.2.1 Compressed sensing
This thesis begins, in spirit, with the theory of compressive sensing, which we will some-
times abbreviate as (CS). By now, its basic tenet is quite well understood: if a quantity of
interest which is nominally very high dimensional, has considerable structure, the amount
of effort needed for sensing and estimation can be greatly reduced, as compared to classical
methods [10–13]. As a brief overview, suppose we are trying to measure a signal 𝑥 ∈ ℝ𝑛
where 𝑛 is quite large. For a variety of reasons, e.g., to reduce cost, power consumption,
or time, we may want to take merely 𝑚 measurements where the number of measurements
𝑚 is much smaller than 𝑛 (this gives it the name compressive sensing). In many real-world
problems, the measurement process can be abstractly modeled as a series of noisy linear
observations;
𝐲 = 𝐀𝐱 + 𝐰 ⟺ 𝑦𝑖 = ⟨𝐚𝑖, 𝐱⟩ + 𝑤𝑖, 𝑖 = 1, … , 𝑚
where 𝐀 ∈ ℝ𝑚×𝑛 is the “sensing matrix,” 𝐰 ∈ ℝ𝑚 is a source of noise, and 𝐲 ∈ ℝ𝑚
is the vector of measurements. Using standard intuition from linear algebra, 𝐱 would be
considered irrecoverable since there are fewer equations than unknowns. However, if (i)
most of the coefficients of 𝑥 are zero and very few are non-zero (we say that 𝐱 is “sparse”),
and (ii) 𝐀 satisfies certain properties, we can actually recover 𝐱 accurately or exactly using
a relatively simple convex optimization [14].
As a slight extension, similar results hold if 𝑥 is not sparse but instead has a sparse
frequency representation, i.e., we may write 𝐱 = 𝐅−1𝛼 where 𝐅−1 represents the inverse
discrete Fourier transform (DFT) [5, 15, 16]. From standard intuition in classical signal
processing, one would need to sample at the Nyquist rate—two times the bandwidth of the
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signal [13]. Again, CS literature tells us that actually many fewer measurements are needed.
Despite tremendous under-sampling in the classical sense, reliable reconstructed is possible
and tractable. Numerous methods have been proposed, from linear programming strategies
such as basis pursuit [14, 16, 17] and the Dantzig selector [18], first-order methods such as
iterative hard thresholding [19], greedy methods such as matching pursuit [20], orthogonal
matching pursuit (OMP) [21, 22] and CoSaMP [23].
We stress that this linear formulation is quite general and many real-world measurement
systems can be modeled in this way [13, 24, 25]. To Illustrate this phenomenon at its most ex-
treme, a team created a single-pixel camera which is capable of obtaining images using only
a single photo-sensitive element [6]. Although this particular application is impractical be-
cause tens-of-megapixel sensors are extremely cheap, the implications of this breakthrough
are great. In some applications, such as magnetic resonance imaging (MRI) [26], magneto-
encephalography (MEG) [27], and hyper-spectral imaging (HSI) [28], sensing elements are
very expensive whereas computation is increasingly cheap. In these situations, it is benefi-
cial to reduce the sensing “cost,” at the expense of more advanced recovery techniques.
One might imagine that CS would require a very sophisticated measurement strategy.
Instead, the acquisition process is conceptually quite simple. In fact, CS tells us sensing
can be done in a completely signal-agnostic and non-adaptive way by using random projec-
tions [29], which essentially create a compressed representation of the entire signal space.
A commonly discussed sufficient condition on 𝐀 is the restricted isometry property (RIP),
which supposes the magnitude of sufficiently sparse vectors is approximately preserved by
the given linear mapping. A matrix 𝐀 has RIP with constant 𝛿 when
(1 − 𝛿)‖𝐱‖22 ≤ ‖𝐀𝐱‖
2
2 ≤ (1 + 𝛿)‖𝐱‖
2
2
for all 𝑘-sparse vectors 𝐱. Under this condition with 𝛿2𝑘 < √2−1, one can show the solution
?̂? to a particular convex recovery program satisfies (see e.g., [30]),
‖?̂? − 𝐱‖2 ≤ 𝐶𝑘−1/2‖𝐱 − 𝐱𝑘‖1 + 𝐶𝜖,
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where 𝐱𝑘 is the best 𝑘-sparse approximation to 𝑥 and 𝜖 bounds the norm of the noise ‖𝐰‖2.
In a way, the non-adaptive aspect of CS lies orthogonal to the aims of this thesis. Indeed,
non-adaptivity is frequently discussed as one of the primary advantages of compressive
sensing [13]. Even some of the earliest papers on CS discuss and dismiss the possibility of
adaptive strategies [11]. Despite a decade of research, the question of adaptivity remains re-
mains extremely nuanced, as discussed in the next section. Furthermore, despite its success,
some shortcomings are known in the CS line of work:
First, the best known sensing strategies are entirely random (e.g., Gaussian), and so re-
construction involves working with an extremely dense matrix. Although it is known that
many that many classes of randomized measurements have RIP with high probability [31],
but verifying any particular sensing matrix to have the RIP is hard [32]. In many applica-
tions, random Gaussian measurements or matrices which satisfy RIP is a very unrealistic
expectation [33] since we may be subject to physical measurement constraints [34]. Unfor-
tunately, deterministic strategies do not approach the guarantees of random ones. Except
for recent minor breakthroughs [35] there is a practical “square root bottleneck,” which
means on the order of 𝑘2 deterministic measurements are required to guarantee recovery of
𝑘-sparse signals instead of about 𝑘 log(𝑛/𝑘) as is possible in random approaches [36].
Second, compressive sensing is inherently wasteful of sensing energy. Each measure-
ment offers low signal-to-noise ratio (SNR) [37] since the sensing effort is spread over a
large number of coefficients, even if we know a-priori only a few are important. In some
contexts, this is not a shortcoming, but merely a trade-off relative to other considerations of
the particular application (the total number of measurements may be more important than
energy, for instance). However, there may be a benefit in adaptive strategies in applications
with moderate to large SNR [1].
1.2.2 Adaptivity
Soon after the application of compressive sensing was realized, researchers began consid-
ering sequential, streaming, active, and adaptive extensions (see e.g., [2, 3, 38–45]). These
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approaches are most often called adaptive compressed sensing or adaptive sensing. In this
context, “adaptive” means having the ability to select future measurements given the results
of previous observations. This is superficially similar, but different, from the precise notion
of an “adaptive estimator” in the statistics literature, which refers to an estimator which is
capable of effectively estimating a parameter of interest even in the presence unknown “nui-
sance” parameters of which we have no interest—as well as we could if the parameters were
known [46].
The central question of adaptive sensing is the following: Do measurements acquired
adaptively (i.e., in consideration of previous measurements) allow one to produce a signal
estimate which is “much better” than what is possible using non-adaptive type of acquisition
associated with standard CS? Allowing a measurement system to intelligently choose mea-
surements based on previously retrieved information intuitively “should” allow great bene-
fits to sensing, but this is not true without much further qualification [37]. For instance, it is
known that if a coefficient has magnitude below a particular threshold, no sensing strategy
(adaptive or otherwise) can detect it with substantially less effort than standard non-adaptive
methods can [1, 47].
On the other hand, several algorithms have been developed which are shown to have
much better recovery than compressed sensing for sufficiently strong signals (e.g. [2, 3]).
As a concrete example, the CASS algorithm from [4] succeeds in finding the support of a




(log 𝑘 + log (
8
𝛿 )) ,
where 𝑥min = min{𝑥𝑖 | 𝑥𝑖 ≠ 0}. For comparison, an analogous result from non-adaptive
compressed sensing requires ‖𝐀‖2𝐹 ≥ 𝐶
′(𝑛/𝑥2min) log 𝑛 for accurate support recovery [4].
The adaptive procedure successfully locates the support with 𝑂(log(𝑛/𝑘)) less sensing en-
ergy than non-adaptive schemes. Because a reliable estimate of the signal support allows
the signal intensity to be estimated using classical least-square methods, left-over sensing
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energy leads to a reduction in total recovery error.
1.2.3 Adaptivity in other elds
Adaptivity is seen in many fields and is by no means a new idea. In some problems, the
benefit to active and sequential acquisition has been recognized for a long time (e.g., in
the design of experiments [48, 49], and sequential testing [50–53]). In signal processing,
it is well-established that feedback does not improve the (asymptotic) channel capacity of
Gaussian channels [1, 54], although it leads to simpler encoders and decoders and makes
communication faster in a non-asymptotic sense [55]. Efficient feedback in communication
has recently received a renewed interest in the study of posterior matching, applicable to
binary, Gaussian, and more general channels [56, 57].
An exceedingly general model for many problems which involve sequentially choosing
actions based on noisy or partial feedback is the partially-observable Markov decision pro-
cess (POMDP). Although solving most instances of this problem is intractable, significant
research effort has to obtaining approximate solutions using dynamic programming [58].
The POMDP model has been applied to adaptive sensing in [59]. This framework also
lends itself to extensions for sensing time-varying and dynamic signals [60, 61]. Unfortu-
nately, this approach is extremely inefficient in high dimensions. Specialized approaches
must be considered in the hopes of obtaining practical methods for adaptive sensing.
In many problems, it is assumed that a system making decisions does not know a-priori
which actions are good or bad, but instead receives some kind of feedback, (“reward”) after
taking an action. At any stage the system has the option to exploit, taking actions seen to be
good (but probably not optimal), or explore, searching for actions that may be better. Such
an exploration/exploitation trade-off is exemplified in the multi-armed bandit abstraction
which likens actions and rewards to pulls of a slot machine; see e.g., [62, 63].
1.2.4 1-bit and quantized compressive sensing
One aspect which was ignored in the previous section on compressive sensing, is that a real
system cannot generally take and store analog, infinite-precision measurements. In digital
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signal processing, front-end hardware generally uses an analog-to-digital converter. This
may be modeled as introducing a quantizing function into the measurement process. We let
𝑄∶ ℝ𝑚 → 𝒴 where 𝒴 is some discrete set:
𝐲 = 𝑄(𝐀𝐱 + 𝐰 + 𝛕) ∈ 𝒴 𝑚
Here, 𝐰 ∈ ℝ𝑚 represents pre-quantization noise which encompasses incoming analog noise
or perhaps deficiencies in analog hardware which may cause errors in digital representation.
We also include 𝛕 ∈ ℝ,𝑚 which is a vector of thresholds provided to the analog-to-digital
hardware prior to quantization, which will be discussed shortly.
In some applications, we have so much granularity, say, 64 bits of quantization, that
quantization is practically not an issue. In other applications, the total number of bits one
is able to acquire, store, or transmit is fixed, and taking more frequent measurements, at a
lower bit-depth may be preferable to fewer at a higher bit-depth [64]. In some applications,
incoming signals have a tendency to saturate the analog hardware and in this case, treating
the digital representation as highly quantized can lead to more effective recovery [65]. In yet
other applications, quantities may be intrinsically discretized, for instance when we receive
feedback in the form of star ratings or pair-wise comparisons between items in recommender
system [66].
When 𝒴 = {−1, 1}, each measurement may be represented by a single bit. In a sense,
this is the most extreme form of quantization possible. It is initially somewhat surprising
that one can recover 𝑥 at all. We will often refer to this problem as 1-bit compressive sensing.
While there has been literature in higher forms of quantized compressive sensing (e.g., [67,
68]), much of the work has focused on the 1-bit case, in part to make analysis easier and as
a demonstration that sensing under heavy quantization is possible. Early 1-bit CS papers,
e.g., [68–71], did not use a threshold and outlined drawbacks of this model in both (i) the
number of measurements required and (ii) that while the direction of 𝑥 could be accurately
estimated, the length of 𝑥 could not be determined at all. More recent work has introduced
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the concept of the threshold 𝜏𝑖 ≠ 0, which has made it possible to estimate 𝐱 in both direction
and norm [72, 73]. Further literature has discussed the gains available when the threshold
may be chosen adaptively [74–76].
Restricting measurements to a single bit is actually not much of a limitation, provided
the front end hardware is capable of providing a threshold. It is easy to intuit that 𝑞 bits of
quantization can be roughly thought of a set of 𝑞 one bit quantization with varying threshold.
The word “compressive” will have to be redefined a bit. We’ll no longer require that the
number of measurements be small compared to the signal dimension. Instead we might
hope the number of measurements is close to the number of bits required to represent the
signal in compressed form, which may be much smaller than the extrinsic dimension [64].
1.2.5 Learning theory
Incorporating feedback into machine learning is an extremely broad area, but the focus of
this section is active learning as an extension of the probably approximately correct (PAC)
framework of learning. To set the stage, we begin with fully supervised, passive (i.e., not
active) machine learning. Suppose a learner would like to learn the behavior of an unknown
function 𝑓 ∶ 𝒜 → 𝒴 . For simplicity, we assume 𝒴 = {−1, 1} as in “classification” prob-
lems (this fits nicely with the 1-bit CS framework1). To do this, the learner receives a set of
𝑚 examples
𝐷 = (𝐚𝑖, 𝑦𝑖) ⊂ 𝒜 × 𝒴,
drawn from some distribution 𝒟 . The goal is to produce a 𝑓 which is somehow ”close”
to 𝑓 . In the absence of any additional outside information, the learner will simply aim to
reduce its error on the set it receives. We will further assume that the learner holds a set of
possible “hypotheses” ℱ and will choose the hypothesis which minimizes the number of
1A summary of the corresponding terms used in signal processing and machine learning: (Signal ↔ Hy-
pothesis/concept), (Signal Structure ↔ Hypothesis/concept class), (Measurements ↔ Labeled examples, train-
ing data), (Measurement vector ↔ Unlabeled examples/instances)
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incorrect outputs,
𝑓 = arg min
𝑓∈ℱ
|{𝑖 | 𝑓 (𝐚𝑖) ≠ 𝑦𝑖}|.
This is called empirical risk minimization [77]. The overall quality of the estimate will be
measured over the entire distribution 𝒟 (rather than the training set 𝐷);
err(𝑓 ) = ℙ𝐚,𝑦∼𝒟 [𝑓(𝐚) ≠ 𝑦].
The ability for the learner to accomplish this (computational issues aside) will depend on a
few factors, such as the number of examples available and some notion “complexity” of the
set ℱ (which can be measured in a variety of ways). Note that there is no assumption here
of any underlying variables which may parameterize 𝑓 and the space ℱ . The number of
parameters required in a given representation is just one particular notion of complexity—
another popular one is called the Vapnik Chervonenkis (VC) dimension. The VC dimension
VC(ℱ ) measures the largest number of points which functions in ℱ can assign different la-
bels to (see e.g., [78]). The connection between 1-bit CS and classification has been noticed
in e.g., [79–81].
1.2.6 Active learning
An active learner refers to a learner with the additional power to ask an oracle for labels to
unlabeled data points 𝐚𝑖. Although the learner may receive or have access to many unlabeled
examples, it need not need all or even most of the labels. Clearly, if one were comparing the
total number of examples, an active learner could not perform better than a passive one; it
has access to less information since it is missing some of the labels. However, the number
of labeled examples required may be much lower than the number of total examples, i.e.,
the number of labels used in the passive setting. The idea is that unlabeled data is cheap,
whereas labels which require human feedback, expert knowledge, or the measurement of
physical phenomena are greatly more expensive. See [82–84] for a set of excellent surveys
and introductions to active learning.
A major focus of recent active learning literature has been determining in what cases
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there is actually any benefit to learning actively. It is quite easy to show simple, non-
pathological examples where there is no benefit to actively acquiring labels, Specifically,
there are configurations of 𝑚 example points where any active learner would have to query
all 𝑚 points [85]. In other situations, active learning has shown exponential reductions in
the number of samples necessary to achieve the same error as passive learning. For exam-
ple, when 𝐚𝑖 are drawn from a log-concave distribution, [86] shows the number of labels
sufficient to learn a linear separator with accuracy err(𝑓 ) ≤ 𝜖 and probability at least 1 − 𝛿
can be reduced (1/𝜖 becomes log 1/𝜖) to
𝑂[(log
1
𝜖 )(VC(ℱ𝐻 ) + log
1
𝛿 + log log
1
𝜖 )].
Broadly speaking, there are two extremes in approach seen in the literature: (i) “mel-
low learning” in which the learner considers examples sequentially, and for each example,
queries the oracle if the corresponding label cannot be predicted with desired guaranteed
accuracy and (ii) “aggressive learning,” where the learner attempts to request labels which
it deems “most important.” The distinction of these approaches becomes clear when we
consider two instances in which the aggressive approach is infeasible. One is in streaming
settings where we may only observe one example at a time and once passing a label up, we
cannot go back to it. Aggressive methods are also not applicable when there is no structure
or prior information in the problem which we can leverage to determine which examples are
important from limited feedback [87].
Most active learning methods maintain, either implicitly or explicitly, a set of possi-
ble hypotheses called the version space. Each piece of new information has the potential
to reduces the size of the version space. operates on linear separators Although in binary
classification, the hypothesis is usually thought of as a hyperplane which separates the two
classes of example points, using duality we can instead treat the hypotheses as single points
and each label as giving us information about which side of a particular hyperplane a hy-
pothesis lies on. The part of the version space on the opposite side may then be discarded.
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The aggressive approach of [87] aims maximize the amount of volume discarded after each
label. Since labels are not known prior to asking the oracle, this amounts to maximizing
the smallest side of the cut, or bisecting the version space as evenly as possible to further
reduce the estimate uncertainty.
1.2.7 Slicing approaches
The limitation to binary feedback leads to a conceptually appealing (and occasionally op-
timal) approach towards localizing (i.e., estimating) a point. Since each measurement is
identified with a hyperplane which divides space in two, it ought to be possible to reduce
the estimation error exponentially quickly in the number of measurements. This concept
is analogous to the “binary search” in one-dimension. It is applied to adaptive sensing as
the compressive binary search in [88] and CASS in [4]. Another generalization of binary
search to higher dimensions is discussed in [89] and extended to noisy settings in [90].
Unfortunately, this idea is complicated in a few ways when it is applied it to some prob-
lems of interest: (i) when pre-quantization noise is introduced, it can no longer be ensured
that hyperplane cuts are accurate, (ii) some interesting classes of signals cannot be assigned
a volume, such as the set of sparse vectors in 1-bit CS, and (iii) determining optimal hyper-
plane cuts is very difficult in high dimensions. In fact, it is difficult to test how equally a
given hyperplane slices a convex set, even without noise. Since a hyperplane cuts a convex
set into two disjoint convex sets, to determine how well a hyperplane bisects the version
space one would merely need to compute the volumes on either side of the cut and check
their ratio. However, computing the volume of a convex set is hard [91]. Luckily, there
are randomized algorithms to approximately compute volumes and find good slicing hyper-
planes with high probability [92].
The idea of iteratively slicing a volume to approximately localize a point is also seen
in optimization where it is referred to as the cutting plane method [93]. In this case, it is
assumed that one cannot freely choose arbitrary hyperplanes but may only interact with a
separation oracle. The oracle knows a small set inside which one would like find a feasible
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point (or determine that the problem is infeasible). When presented with a candidate point,
the oracle either declares this point is inside the feasible set, or returns a hyperplane which
separates the point from the feasible set. Presenting the oracle with the centroid of the
current region would guarantee rejection of at least 1/𝑒 of the volume [91]. However, as
with volume, the centroid is difficult to compute. Instead, one must use approximations to
the centroid such as those derived from random sampling [87].
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CHAP T E R 2
CONS TRA IN ED ADAP T I V E S EN S ING
Suppose that we wish to estimate a vector 𝐱 ∈ ℂ𝑛 from a small number of noisy linear
measurements of the form 𝐲 = 𝐀𝐱 + 𝐳, where 𝐳 represents measurement noise. When the
vector 𝐱 is sparse, meaning that it has only 𝑠 nonzeros with 𝑠 ≪ 𝑛, one can obtain a sig-
nificantly more accurate estimate of 𝐱 by adaptively selecting the rows of 𝐀 based on the
previous measurements provided that the signal-to-noise ratio (SNR) is sufficiently large.
In this chapter we consider the case where we wish to realize the potential of adaptivity
but where the rows of 𝐀 are subject to physical constraints. In particular, we examine the
case where the rows of 𝐀 are constrained to belong to a finite set of allowable measurement
vectors. We demonstrate both the limitations and advantages of adaptive sensing in this
constrained setting. We prove that for certain measurement ensembles, the benefits offered
by adaptive designs fall far short of the improvements that are possible in the unconstrained
adaptive setting. On the other hand, we also provide both theoretical and empirical evi-
dence that in some scenarios adaptivity does still result in substantial improvements even
in the constrained setting. To illustrate these potential gains, we propose practical algo-
rithms for constrained adaptive sensing by exploiting connections to the theory of optimal
experimental design and show that these algorithms exhibit promising performance in some
representative applications.
2.1 Introduction
Suppose that we wish to estimate a sparse vector from a small number of noisy linear mea-
surements. In the setting where the measurements are selected in advance (independently
of the signal) we now have a rich understanding of both practical algorithms and the theo-
Material in this section is joint work with Mark Davenport, Deanna Needell, and Tina Woolf. It has
appeared in pre-print [94] and has lead to publications [34, 95].
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retical limits on the performance of these algorithms. A typical result from this literature
states that for a suitable measurement design, one can estimate a sparse vector with an accu-
racy that matches the minimax lower bound up to a constant factor [37]. Such results have
had a tremendous impact in a variety of practical settings. In particular, they provide the
mathematical foundation for “compressive sensing,” a paradigm for efficient sampling that
has inspired a range of new sensor designs over the last decade.
A distinguishing feature of the standard compressive sensing paradigm is that the mea-
surements are nonadaptive, meaning that a fixed set of measurements are designed and
acquired without allowing for any possibility of adapting as the measurements begin to re-
veal the structure of the signal. While this can be attractive in the sense that it enables
simpler hardware design, in the context of sparse estimation this also leads to some clear
drawbacks. In particular, this would mean that even once the acquired measurements show
us that portions of the signal are very likely to be zero, we may still expend significant ef-
fort in “measuring” these zeros! In such a case, by adaptively choosing the measurements,
dramatic improvements may be possible.
Inspired by this potential, recent investigations have shown that we can often acquire
a sparse (or compressible) signal via far fewer measurements or far more accurately if we
choose them adaptively (e.g., see [4, 45, 88, 96]). This body of work, which will be dis-
cussed in greater detail in Section 2.1.2, demonstrates that adaptive sensing indeed offers the
potential for dramatic improvements over nonadaptive sensing in many settings. However,
the existing approaches to adaptive sensing, which rely on being able to acquire arbitrary
linear measurements, cannot be applied in most real-world applications where the measure-
ments must respect certain physical constraints. In this chapter, our focus is on constrained
adaptive sensing, where our measurements are restricted to be chosen from a particular
set of allowable measurements. We will see that new algorithms are required and explore
the theoretical limits within this more restrictive setting. Before describing the constrained
adaptive setting in more detail, we first provide a brief review of existing approaches to
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nonadaptive and adaptive sensing of sparse signals.
2.1.1 Nonadaptive sensing
In the standard nonadaptive compressive sensing framework [10–12, 15], we acquire a sig-
nal 𝐱 via the linear measurements 𝐲 = 𝐀𝐱 + 𝐳, where 𝐀 is an 𝑚 × 𝑛 matrix representing the
sensing system and 𝐳 represents measurement noise. The goal is to design 𝐀 so that 𝑚 is
smaller than 𝑛 by exploiting the fact that 𝐱 is sparse (or nearly sparse). Given a basis 𝚿, we
say that a signal 𝐱 ∈ ℂ𝑛 is 𝑠-sparse if it can be represented by a linear combination of just
𝑠 elements from 𝚿, i.e., we can write 𝐱 = 𝚿𝛂, with ‖𝛂‖0 ≤ 𝑠, where ‖𝛂‖0 ∶= |supp(𝛂)|
denotes the number of nonzeros in 𝛂. We will typically be interested in the case where
𝑠 ≪ 𝑛.
There is now a rich literature that describes a wide range of techniques for designing
an appropriate 𝐀 and efficient algorithms for recovering 𝐱. In much of this literature, the
matrix 𝐀 is chosen via randomized constructions that are known to satisfy certain desirable
properties such as the so-called restricted isometry property (RIP).1 Under the assumption
that 𝐀 satisfies the RIP (or that 𝐀𝚿 satisfies the RIP in the case where 𝚿 ≠ 𝐈), if each
entry of 𝐳 is independent white Gaussian noise with variance 𝜎2 then one can show that
techniques based on ℓ1-minimization produce an approximation ?̂? satisfying




where 𝐶 > 1 is a fixed constant (e.g., see [12, pp. 35]). Note that this bound holds for any
𝐱, and hence any SNR (even the worst-case). It is possible to obtain improved bounds that
eliminate the log 𝑛 factor when one assumes that the SNR is sufficiently large to ensure that
the support is exactly recovered.
One can show that this result is essentially optimal in the sense that there is no alternative
1See Section 2.2 for a more detailed discussion of the RIP and its implications in the context of adaptive
sensing. Note that the RIP is typically stated to require ‖𝐀𝐱‖2 ≈ ‖𝐱‖2 for all 𝑠-sparse 𝐱, which implies a
fixed scaling for the matrix 𝐀 where ‖𝐀‖2𝐹 ≈ 𝑛. To ease the comparison with results that arise in contexts
with alternative scalings, in the result stated in (2.1) we make no assumption on the scaling of 𝐀 and merely
require ‖𝐀𝐱‖2 ≈ 𝛽‖𝐱‖2 for some 𝛽 > 0.
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method to choose 𝐀 or perform the reconstruction that can do better than this (up to the
precise value of the constant 𝐶) [37]. In the event that the signal 𝐱 is not exactly 𝑠-sparse, it
is also possible to extend these results by introducing an additional term in the error bound
that measures the error incurred by approximating 𝐱 as 𝑠-sparse. See [12] and references
therein for further details.
2.1.2 Adaptive sensing
A defining feature of the approach described above is that it is completely nonadaptive.
When we consider the effect of noise, this nonadaptive approach might draw some severe
skepticism. To see why, note that in the nonadaptive scenario, most of the “sensing energy”
is used to measure the signal at locations where there is no information, i.e., where the sig-
nal vanishes. Specifically, one consequence of using the randomized constructions for 𝐀
typically considered in the literature, or alternatively, any matrix satisfying the RIP, is that
the available sensing energy (i.e., ‖𝐀‖2𝐹 ) is evenly distributed across all possible indices.
This is natural since a priori we do not know where the nonzeros may lie, however, since
most of the coordinates 𝐱𝑗 are zero, it also means that the vast majority of the sensing en-
ergy is seemingly wasted. In other words, by design, the sensing vectors are approximately
orthogonal to the signal, yielding a poor signal-to-noise ratio (SNR).
The idea behind adaptive sensing is that we should focus our sensing energy on locations
where the signal is nonzero in order to increase the SNR, or equivalently, not waste sensing
energy. In other words, one should try to learn as much as possible about the signal while
acquiring it in order to design more effective subsequent measurements. Roughly speaking,
one would like to (𝑖) detect those entries which are nonzero or significant, (𝑖𝑖) progressively
concentrate the sensing vectors on those entries, and (𝑖𝑖𝑖) estimate the signal from such
localized linear functionals. Such a strategy is employed by the compressive binary search
and compressive adaptive sense and search strategies of [88] and [4]. These algorithms
operate by examining successively smaller pieces of the signal to accurately determine the
locations of signal energy. These techniques can yield dramatic improvements in recovery
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accuracy.
To quantify the potential benefits of an adaptive scheme, suppose that we observe
𝑦𝑖 = ⟨𝐚𝑖, 𝐱⟩ + 𝑧𝑖 (2.2)
where the 𝑧𝑖 are independent and identically distributed (i.i.d.) 𝒩 (0, 𝜎2) entries and the 𝐚𝑖
are allowed to depend on the measurement history ((𝑦1, 𝐚1), ⋯ , (𝑦𝑖−1, 𝐚𝑖−1)), with the only
constraint being that ∑𝑖 ‖𝐚𝑖‖22 = ‖𝐀‖
2
𝐹 is fixed. Consider a simple procedure that uses half
of the sensing energy in a nonadaptive way to identify the support of an 𝑠-sparse vector 𝐱
and then adapts to use the remaining half of the sensing energy to estimate the values of the
nonzeros. If such a scheme identifies the correct support, then it is easy to show that this
procedure can yield an estimate satisfying




If we contrast this result to that in (2.1), which represents the best possible performance
in the nonadaptive setting, we see that this simple adaptive scheme can potentially improve
upon the nonadaptive scheme by a factor of roughly (𝑛/𝑠) log 𝑛, which represents a dramatic
improvement in the typical scenario where 𝑠 ≪ 𝑛. Of course, this is predicated on the
assumption that the first stage of support identification succeeds, which is not always the
case.
A fundamental question is thus: in practice, how much lower can the mean squared
error (MSE) be when we are allowed to sense the signal adaptively? The answer is a subtle









In other words, for even the best possible adaptive scheme there are 𝑠-sparse vectors for
which our recovery error is bounded below by (2.4). This lower bound improves upon the
nonadaptive performance (2.1) by only a factor of log 𝑛, coming far short of the improvement
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that (2.3) indicates might be possible. Similar results are also obtained in [47]. These results
are established by considering vectors that are so difficult to estimate that it is impossible
to obtain a reliable estimate of their support, and so adaptive algorithms offer limited room
for improvement over nonadaptive ones.
The result (2.4) does not say that adaptive sensing never helps. In fact, in practice it
almost always does help. For example, when some or most of the nonzero entries in 𝐱 are
only slightly larger than the worst-case amplitude identified in [1], we can detect them suf-
ficiently reliably to enable the dramatic improvements predicted in (2.3). More concretely,
provided that 𝜎2 is not too large2 relative to the nonzero entries of 𝐱, a well-designed adap-
tive scheme, where the 𝐚𝑖 are chosen sequentially as in [4, 88], can achieve




for a fixed constant 𝐶′, which represents an enormous improvement when 𝑠 ≪ 𝑛, and
demonstrates that the potential benefits suggested in (2.3) can be realized in certain regimes.
We briefly note that these results are somewhat reminiscent of classical results from
the field of information based complexity [9, 11, 97, 98] as well as more recent results in
active learning [99]. Although this literature considers different observation models (e.g.,
noise-free observations of non-sparse signals), the general theme is that adaptivity is bene-
ficial only in certain regimes (e.g., see [45]). In another direction, we also note that several
authors have previously suggested Bayesian approaches to adaptive sensing that are highly
relevant to the problems we study in this chapter, but which currently lack much in the way
of theoretical justification or understanding [2, 100, 101].
2.1.3 Constrained sensing
Up to this point, we have discussed results in which we essentially have complete freedom
to design both the adaptive and nonadaptive measurements in an optimal fashion (that is,
2For example, the compressive binary search procedure proposed in [88] succeeds in finding the location
of the smallest nonzero entry of amplitude 𝜇 with probability 1 − 𝛿 when 𝜇2/𝜎2 > 16𝑛 log( 12𝛿 + 1)/‖𝐴‖
2
𝐹 . The
result for the procedure in [4] is similar.
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Figure 2.1: (Left) The median squared error versus the signal dimension 𝑛 for nonadaptive recovery
with uniformly random selected measurements (red) and oracle adaptive recovery (black). (Right)
The ratio (green) of the nonadaptive median squared recovery error to the oracle adaptive median
squared recovery error versus the signal dimension 𝑛, with log 𝑛 (solid magenta) and 𝑛/𝑠 (dashed
magenta) included for reference.
up to a constraint on ‖𝐀‖𝐹 ). However, there are many applications where such freedom
does not exist, and there are significant constraints on the kind of measurements that we
can actually acquire. Such constraints arise in various hardware devices inspired by com-
pressive sensing. For example, the single-pixel camera [102] acquires samples of an image
by computing inner products with binary patterns. In this application we could still utilize
adaptive measurements, but they must be binary. In other applications, we may be restricted
to obtaining point samples of the signal of interest. For example, in standard sampling sys-
tems we are restricted to individually measuring each signal coefficient over time or space.
Finally, in tomography and magnetic resonance imaging (MRI), as well as other medical
imaging settings, we cannot acquire inner products with arbitrary linear functionals—we
are limited to Fourier measurements.
In all of these settings, the measurements are constrained; we still have the flexibility to
design measurements adaptively, but we can only select measurements from a fixed ensem-
ble of predetermined measurements. Thus, the constrained setting will typically preclude
the use of any of the adaptive sensing algorithms referenced above, and a new approach is
required. Specifically, if we let ℳ ⊂ ℂ𝑛 denote the set of candidate measurement vectors,
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then the constrained adaptive sensing problem becomes one of sequentially selecting the
rows 𝐚𝑖 of our sensing matrix from the set ℳ. In this work, we assume the multiplicity
of a particular measurement from ℳ is allowed to be greater than one; that is, repeated
measurements are permitted. For the methods discussed in this chapter, we will restrict our
attention to the case where ℳ is a finite set. For a majority of our discussion and examples,
we will focus on the setting where ℳ = {𝑓1, 𝑓2, … , 𝑓𝑛} consists of rows from the Discrete
Fourier Transform (DFT) matrix. We stress, however, that we need not require |ℳ| = 𝑛 in
general.
With the restriction that the measurements be chosen from the DFT ensemble, Figure 2.1
illustrates the large potential difference between a completely nonadaptive sensing scheme,
where the measurements are selected uniformly at random, and an “oracle” adaptive sensing
scheme which uses a priori knowledge of the true locations of the nonzeros in a signal
to carefully adapt the choice of measurement vectors to minimize the expected recovery
error using the strategy outlined in Section 2.3. In both cases, the Compressive Sampling
Matching Pursuit (CoSaMP) [23] algorithm is used for the signal recovery. The median3
squared error over 200 trials is displayed against the signal dimension 𝑛. Here, the signal is
chosen to have a sparse Haar wavelet decomposition that is supported on a tree. The choice
of a tree-sparse signal is motivated by the observation that natural images typically have a
structured sparsity pattern in a wavelet domain due to correlations between scales. In these
simulations, the noise level 𝜎2 = 10−4 is held constant while the nonzero coefficients scale
as √𝑛 so that the per-measurement SNR is fixed. The number of measurements taken is set
to be 𝑚 = 0.6𝑛 (rounding when necessary). See Section 2.4.1 for further details regarding
these simulations.
It is well-known that the DFT and Haar wavelet transforms are not incoherent, which
implies that 𝐀Ψ should not satisfy the RIP; hence, we would not expect blind nonadaptive
3 Note that the median and mean curves exhibit the same overall behavior; however, we display the median
error across all trials rather than the mean error throughout because the median, being a more robust measure,
resulted in smoother curves with clearer trends between the methods.
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sensing to do well in this setting. However, Figure 2.1 does illustrate the large potential
for improvement over nonadaptive sensing. In this case, the adaptive algorithm can poten-
tially improve the recovery error over nonadaptive sensing by roughly a factor of 𝑛/𝑠, which
represents a substantial gain when 𝑠 ≪ 𝑛. While we will see below that there are also non-
adaptive strategies to address the coherence of Fourier and Haar which somewhat reduce
the gap between adaptive and nonadaptive sensing in this case, we believe that this clearly
illustrates the potential for adaptive sensing, even in the constrained setting.
2.1.4 Organization
The remainder of the chapter is organized as follows. In Section 2.2, we show a simple
lower bound on the adaptive performance of systems limited to DFT measurements. We
then generalize this result to the larger class of measurements satisfying the RIP. In both
cases, the signal is assumed to be sparse in the canonical basis. In Section 2.3, we give a
method for measurement selection based on optimal experimental design. In Section 2.4, we
provide simulations in a more realistic setting and display numerical results when Fourier
measurements are used and the signal is assumed to be sparse in the Haar wavelet basis,
for both synthetic and realistic signals. We also present some analytical justification using
1-sparse signals in this constrained adaptive setting. Finally, we conclude in Section 2.5
with a brief discussion.
2.2 Lower bounds on adaptive performance
The main result of this section shows that adaptive sensing cannot offer substantial improve-
ments over the nonadaptive scheme when the measurements are restricted to certain specific
classes of ensembles and the signal is sparse in the canonical basis (i.e., 𝚿 = 𝐈). We first
consider the Fourier ensemble, where the sensing vectors are chosen from the rows of the





for 𝑗, 𝑘 = 0, 1, … , 𝑛 − 1. In this constrained setting we have the following lower bound.
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Theorem 2.2.1. Under the adaptive measurement model of (2.2), where the 𝐚𝑖 are chosen
(potentially adaptively and allowing repeated measurements) by selecting rows from the










for any 𝑅 ≥ 0.
This shows that even using an optimal choice of sensing vectors, the recovery error is
still proportional to 𝑛𝑚𝑠𝜎
2, even if we exclude the low-SNR setting (by setting 𝑅 to be large
relative to 𝜎). This is somewhat reminiscent of the main results of [1] and [47], which (in an
unconstrained setting) establish minimax bounds of the form given in (2.4). However, a key
difference is that in the unconstrained setting the worst-case error which defines the minimax
rate is determined by the performance at a certain range of worst-case SNRs. Specifically,
these bounds are obtained by constructing a “least favorable prior” where the nonzeros of
𝐱 are near a specific level,4 and thus if we were to exclude these challenging 𝐱 via the
restriction that ‖𝑥‖2 ≥ 𝑅 as in (2.7), the bound in (2.4) would be dramatically lower – in
particular, the gains shown in (2.5) could be realized [4, 88]. Thus, in a sense Theorem 2.2.1
is far more pessimistic than these results since it applies no matter how large the SNR –
although given the incoherence of the DFT and the canonical bases, perhaps this is not that
surprising. Finally, we note that for certain values of 𝑅 it may be possible to obtain a slightly
stronger version of Theorem 2.2.1 (by a log 𝑛/ log log 𝑛 factor) using the techniques in [103,
Thm 6.1]. We do not pursue these refinements here.
Proof of Theorem 2.2.1. For any adaptive procedure ?̂?, we let 𝐅′ be the 𝑚×𝑛 sensing matrix
consisting of the 𝑚 adaptively chosen vectors from the rows of 𝐅, and let 𝐅′Λ denote the 𝑚×𝑠
submatrix of 𝐅′ whose column indices correspond to the indices of the support Λ of 𝐱. Using
the rows of 𝐅′ to acquire the measurements as in (2.2), we obtain 𝐲 = 𝐅′𝐱 + 𝐳 = 𝐅′Λ𝐱Λ + 𝐳.
4This threshold is around (min𝑖 𝑥2𝑖 )/𝜎2 ≈ (𝑛/𝑚) log 𝑠.
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𝔼‖?̂? − 𝐱‖22 ≥ inf?̂? sup𝐱′∈ℝ𝑠
‖𝐱′‖2≥𝑅
𝔼‖?̂?(𝐅′Λ𝐱′ + 𝐳) − 𝐱′‖22,
where ?̂?(⋅) takes values in ℝ𝑠.
To establish the bound in (2.7) we consider a sequence of least favorable prior distribu-
tions on 𝐱′. The minimax risk is always larger than the Bayes risk under any prior, so this
will establish a lower bound on the minimax risk. Towards this end, consider the prior on 𝐱′
where 𝐱′ ∼ 𝒩 (0, 𝜌2𝐈), but where the distribution is truncated to be zero for ‖𝐱′‖2 ≤ 𝑅 and




















where 𝜎𝑖(𝐅′Λ) denotes the 𝑖
th singular value of 𝐅′Λ. This follows from the fact that the Bayes















which reduces to (2.8) via the application of standard properties of the singular value de-
composition. We now note that for any 𝑅 ≥ 0, as 𝜌2 → ∞, the Bayes risk for the truncated






































Our next result generalizes this type of lower bound to any ensemble whose submatri-
ces satisfy the RIP with overwhelming probability. This statement is significant because it
suggests that in some constrained situations, specifically many commonly studied in com-
pressive sensing, there is little benefit from adaptivity. Formally, we define an RIP ensemble
as follows.
Definition 2.2.2. Let 𝑚 be fixed. We say that an 𝑛 × 𝑛 matrix 𝐀 with unit-norm rows is an
RIP ensemble if for any 𝑚′ ≥ 𝑚 a random 𝑚′ × 𝑛 submatrix ?̃?, whose rows are uniformly












for all 𝑠-sparse 𝐮 with probability 1 − exp(−𝑐𝑛) (where 𝑐 is such that exp(−𝑐𝑛) < 1/2𝑛).
Theorem 2.2.3 makes rigorous the claim that selecting rows intelligently from such a
matrix yields no substantial improvement over a nonadaptive scheme.
Theorem 2.2.3. Under the adaptive measurement model of (2.2), where the 𝐚𝑖 are chosen
(potentially adaptively and allowing repeated measurements) by selecting rows from an RIP
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for any 𝑅 ≥ 0.
We note that one usually anticipates 𝑚 to be on the order of 𝑠 log 𝑛, in which case this
bound becomes
𝔼‖?̂? − 𝐱‖22 ≥
𝑠𝑛
3𝑚𝑠 log 𝑛𝑠𝜎
2 = 𝑛3𝑚 log 𝑛𝑠𝜎
2,
which is roughly a factor of log2 𝑛 lower than the upper bound in (2.1). This result shows
that the recovery error with any adaptive measurements selected from some standard RIP
ensemble again falls short of the possible gains shown in (2.3).
We also note here that the bound in Theorem 2.2.3 is worse by a factor of 𝑚/𝑠 than Theo-
rem 2.2.1. However, we believe this is necessary due to the fact that the only assumption we
place on 𝐀 is that (2.9) holds with overwhelming probability; this is a much weaker require-
ment than insisting on DFT measurements as in Theorem 2.2.1. As a motivating example,
fix some subset Λ ⊂ {1, … , 𝑛} of size 𝑠. Construct a matrix 𝐀 by setting it to the DFT basis
𝐅, with its first row modified in the following way: on Λ, multiply each entry by a factor of
𝐶 where 𝐶2 = 𝑚/8𝑠 and off of Λ multiply each entry by a factor 𝑐 = √(𝑛 − 𝑠𝐶2)/(𝑛 − 𝑠).
This yields a matrix 𝐀 whose rows still have unit norm. In addition, one can show that for
this new matrix 𝐀, the property (2.9) still holds with the same probability for 𝛿 = 5/8 for
any (𝑚 + 1) × 𝑛 submatrix ?̃?. Construct an (𝑚 + 1) × 𝑛 matrix 𝐀′ with the first row of 𝐀





𝑛 (𝑠 − 1 +
𝑚
8𝑠 (𝑚 − 𝑠 + 2)) ≳ 𝑚
2/𝑛. On the other hand, any matrix of the same
size adaptively constructed from the DFT basis 𝐅 has a squared Frobenius norm equal to
𝑠(𝑚 + 1)/𝑛. Thus we may indeed lose an 𝑚/𝑠 factor because of this weakened assumption.
Proof of Theorem 2.2.3. Let 𝐀′ be the 𝑚 × 𝑛 matrix of the adaptively selected rows as in
the theorem. Fix a support set Λ of size at most 𝑠. Let 𝐀′Λ be the restriction of 𝐀
′ to
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the support set Λ. We will prove the result by showing a bound on the norm of the rows
of 𝐀′Λ which we obtain via an argument of contradiction. To that end, let 𝐚
⋆ be the row
of 𝐀 corresponding to the row of 𝐀′Λ with the greatest Euclidean norm. Now consider
drawing a random (𝑚 + 1) × 𝑛 submatrix ?̃? of 𝐀 that contains 𝐚⋆ as a row. Then one can
compute that any such submatrix ?̃? satisfies (2.9) (with 𝑚′ = 𝑚 + 1) with probability at
least 1 − exp(−𝑐𝑛)𝑛/(𝑚 + 1) > 1 − exp(−𝑐𝑛)𝑛. Indeed, one sees formally that
ℙ(?̃? does not satisfy (2.9) ∣ 𝐚⋆ is a row of ?̃?)
= ℙ(?̃? does not satisfy (2.9) and 𝐚
⋆ is a row of ?̃?)
ℙ(𝐚⋆ is a row of ?̃?)
≤ ℙ(?̃? does not satisfy (2.9))
ℙ(𝐚⋆ is a row of ?̃?)
≤ exp(−𝑐𝑛)(𝑚 + 1)/𝑛.
Now let ?̃?𝑐 be the remainder of the matrix, i.e., all rows of ?̃? except row 𝐚⋆. Similarly,
one computes that any such matrix ?̃?𝑐 satisfies (2.9) (with 𝑚′ = 𝑚) with probability at least
1 − exp(−𝑐𝑛)𝑛/(𝑛 − 𝑚) > 1 − exp(−𝑐𝑛)𝑛. Thus both of these matrices satisfy (2.9) with
probability at least 1 − 2 exp(−𝑐𝑛)𝑛 > 0. For the sake of a contradiction, suppose that
‖𝐚⋆Λ‖
2
2 > 3𝑚/𝑛. Observe that the signal 𝐱 ∈ ℝ𝑛 where 𝐱Λ = 𝐚⋆Λ and padded with zeros off



































𝑛 , which is a contradiction. Thus, it must
be that ‖𝐚⋆Λ‖
2
2 ≤ 3𝑚/𝑛. Since 𝐚
⋆
Λ is the largest row of 𝐀
′
























which completes the proof.
2.3 Adaptivity through optimal experimental design
Although there are some settings where constrained adaptive sensing does not offer sub-
stantial improvement over the nonadaptive scheme, one can of course ask if there are other
settings where notable gains are still possible. In order to address this question, we consider
the simplified constrained adaptive sensing problem where we assume the support Λ of the
signal 𝐱 (with respect to the sparsity basis 𝚿) is known, or some estimate of the support is
provided. How would we choose the measurements to best make use of this information,
while still respecting that the measurements are constrained to be from the measurement
ensemble ℳ?
Let {𝐚𝑖}𝑚𝑖=1 denote a sequence of length 𝑚 with elements 𝐚𝑖 ∈ ℳ corresponding to the
measurements of ℳ that are chosen.5 Then, denote by 𝐀′ the 𝑚×𝑛 matrix (recall ℳ ⊂ ℂ𝑛)
whose 𝑖th row is 𝐚𝑖. If Λ = supp(𝑥), then it can be shown by following the arguments in the
5We use a sequence of elements from {1, … , |ℳ|} rather than a subset to emphasize that the 𝑚 measure-
ments from ℳ need not be distinct. Note that in the general adaptive setting the order of the measurements is
also important; however, in the context of this section there is only one batch of adaptive measurements and
thus the order within this batch has no impact.
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proof of Theorem 2.2.1 that the optimal MSE satisfies
𝔼‖?̂? − 𝐱‖22 = ‖(𝐀′𝚿Λ)†‖2𝐹 𝜎2
= Tr (((𝐀′𝚿Λ)∗𝐀′𝚿Λ)−1) 𝜎2,
(2.11)
where (𝐀′𝚿Λ)† denotes the Moore-Penrose pseudoinverse of 𝐀′𝚿Λ, 𝜎2 is the variance of the
noise term as in (2.2), 𝚿Λ is the submatrix of 𝚿 restricted to the columns indexed by Λ, and
𝐀′𝚿Λ is assumed to have full (column) rank. Our goal is to find a length-𝑚 measurement
sequence {𝐚𝑖}𝑚𝑖=1 that minimizes (2.11), which is equivalent to solving
{?̂?𝑖}𝑚𝑖=1 = arg min
{{𝐚𝑖}𝑚𝑖=1∣ 𝐚𝑖∈ℳ}
Tr (((𝐀′𝚿Λ)∗𝐀′𝚿Λ)−1) , (2.12)
where 𝐀′ = 𝐀′({𝐚𝑖}𝑚𝑖=1) is constructed as described above. Note that an essentially equiva-
lent way to state (2.12) (up to a permutation of the measurements) is via the discrete opti-
mization problem




subject to Tr(𝐒) ≤ 𝑚,
(2.13)
where 𝐀 is the |ℳ| × 𝑛 matrix containing all possible measurement vectors from ℳ and
𝑠𝑖𝑖 ∈ ℤ+ forces each diagonal entry of 𝐒 to be a non-negative integer (reflecting the multi-
plicity of each 𝐚𝑖). Both (2.12) and (2.13) reflect the optimization problem that we would
ideally like to solve. Unfortunately they are computationally demanding discrete optimiza-
tion problems; hence, we instead consider the relaxation of (2.13)
?̂? = arg min
diagonal matrices 𝐒⪰0
Tr (((𝐀𝚿Λ)∗𝐒𝐀𝚿Λ)−1)
subject to Tr(𝐒) ≤ 𝑚,
(2.14)
where the constraint Tr(𝐒) ≤ 𝑚 ensures that the resulting “weighted” sensing matrix √𝐒𝐀
satisfies the “sensing energy” constraint ‖√𝐒𝐀‖2𝐹 ≤ 𝑚 when the rows of 𝐀 are normalized.
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Note that this is equivalent to the continuous design for the A-optimality criterion studied
in the optimal experimental design literature [104].
Fortunately, (2.14) is a convex problem [105] and can be efficiently solved by a number
of methods. Whereas the problem in (2.12) would tell us which measurements and how
many of each to use from ℳ, (2.14) instead tells us, through the diagonal matrix ?̂? of
weights, “how much” of each measurement to use. We simply weight each 𝐚𝑖 by √ ̂𝑠𝑖𝑖,
where ̂𝑠𝑖𝑖 denotes the 𝑖th element on the diagonal of ?̂?.
If, on the other hand, we use the measurement model where we must choose 𝑚 un-
weighted measurements from ℳ, the practical use of ?̂? from (2.14) is less obvious. We
experimented with several different (though likely sub-optimal) approaches to using the
weights in ?̂?, and the following method empirically seemed to produce the best results. In
this work, we use a simple sampling scheme to obtain a discrete design. Specifically, we




We guarantee that the resulting matrix 𝐀′ is at least rank 𝑠 by rejecting any construction
for which this constraint is not satisfied. These 𝑚 measurements then form the rows of the
sensing matrix 𝐀′.
2.4 Case study: Fourier measurements of Wavelet sparse signals
The results of Section 2.2 demonstrate that adaptive sensing cannot offer substantial im-
provements over nonadaptive sensing for certain classes of measurement ensembles when
the signal is sparse in the canonical basis. We next explore the case when 𝚿 is instead
a wavelet basis and we acquire DFT measurements (this is indeed the setting of Figure
2.1, which suggests dramatic potential improvements from constrained adaptive sensing).
This setting serves as a somewhat idealized model for a number of applications in tomogra-
phy and other medical imaging since physical limitations would entail that we can only ac-
quire DFT measurements, and realistic images are generally sparse with respect to wavelet
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bases [106]. In this setting we might receive one DFT measurement at a time, and from
those, we can (potentially in real time) request the next DFT coefficient to be measured.
For our first two sets of experiments, we will assume the sparsity basis Ψ is the Haar
wavelet basis. We will denote the 𝑛 × 𝑛 discrete Haar wavelet transform by 𝐇, with entries

















2𝑝/2 (𝑞−1)𝑛2𝑝 ≤ 𝑘 <
(𝑞−0.5)𝑛
2𝑝





Since, however, the Haar wavelet basis 𝐇 is a sparsifying transformation, for a signal (or
image) 𝐱 we have that 𝐇𝐱 = 𝛂, with ‖𝛂‖0 ≤ 𝑠. This means 𝐱 = 𝐇∗𝛂, where 𝐇∗ denotes
the adjoint of 𝐇, for which 𝐇∗ = 𝐇−1 since 𝐇 is unitary.
With this notation in hand and recalling that 𝐅 is the 𝑛 × 𝑛 DFT, (2.11) becomes
𝔼‖?̂? − 𝐱‖22 = ‖(𝐅′𝐇∗Λ)†‖2𝐹 𝜎2, (2.18)
where 𝐅′ is the 𝑚 × 𝑛 sensing matrix consisting of the 𝑚 adaptively chosen vectors from 𝐅
and 𝐇∗Λ is the 𝑛 × 𝑠 submatrix of 𝐇
∗ restricted to the columns indexed by Λ = supp(𝛂) =
supp(𝐇𝐱). Thus, we see that the optimal MSE depends on the correlations of the DFT
and Haar basis elements. In a similar manner, in our last experiment, where the signal is an
MRI image, we will assume the sparsity basis 𝚿 is the Daubechies wavelet with 3 vanishing
moments (D6).
We now present a suite of numerical simulations in these settings that employ the relax-
ation (2.14) followed by the sampling scheme described in Section 2.3 to select a sequence
of 𝑚 DFT measurement vectors. We then follow with a short analysis for the simple case
32








































































































































Figure 2.2: (Large measurement regime) The median squared error versus the number of measure-
ments 𝑚 when the nonzero locations of 𝛂 are selected on a sparse tree (left) or uniformly at random
(right). The nonadaptive (red) and adaptive (blue) recovery is shown when either VDS or uniform
sampling is used for the nonadaptive measurements, and CoSaMP (top) or ℓ1-minimization (bottom)
is used; the oracle adaptive (black) recovery is also included for comparison.
of 1-sparse signals.
2.4.1 Simulations
Here we present a practical implementation of adaptive sensing obtained via the relaxation
(2.14) which we then compare with the results of traditional nonadaptive sensing. To imple-
ment (2.14), we use the Templates for First-Order Conic Solvers (TFOCS) software package
[107, 108].
For our first two sets of experiments, we set ℳ to be the ensemble of 𝑛 measurements
from the 𝑛 × 𝑛 DFT matrix 𝐅. We define 𝐱 to be a 10-sparse signal in the Haar wavelet
basis (i.e., 𝚿 = 𝐇⋆) with the values on the support of 𝛂 distributed i.i.d as 𝒩 (√𝑛, 1) and
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Figure 2.3: (Small measurement regime) The median squared error versus the number of measure-
ments 𝑚 when the nonzero locations of 𝛂 are selected on a sparse tree (left) or uniformly at random
(right). The nonadaptive (red) and adaptive (blue) recovery is shown when either VDS or uniform
sampling is used for the nonadaptive measurements, and CoSaMP is used; the oracle adaptive (black)
recovery is also included for comparison.
the measurement noise 𝐳 is distributed as i.i.d. 𝒩 (0, 10−4).6 Unless otherwise stated, the
signal is of dimension 𝑛 = 1024. We consider signals whose support is chosen uniformly
at random, and also those whose support obeys a tree structure. Briefly, in the latter case
the support is organized on a binary tree, plus an extra node at the top. The first scaling (or
lowest frequency) coefficient has just one child; the second and further wavelet coefficients
have two children each. This model is characteristic of natural images which tend to have
inter-scale correlations (see [109, 110] for similar wavelet-tree constructions). An 𝑠-sparse
support is filled by choosing the first scaling location, and then in each of the 𝑠 − 1 remain-
ing rounds, choosing one node randomly among the unfilled nodes which currently have a
chosen parent.
Nonadaptive sensing. Due to the lack of incoherence between the DFT and Haar bases,
it has been observed (and recently theoretically shown [111, 112]) that so-called Variable-
Density Sampling (VDS) is often preferable to standard uniform random selection of DFT
measurements. In VDS7, sampling can be concentrated on the lower frequencies, producing
6We have found the adaptive procedure to be robust to the noise level, and compare similarly to the corre-
sponding nonadaptive procedure even for larger noise levels.
7Following the experiments in [111], we also do not apply any preconditioning to the sensing matrix.
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Figure 2.4: The ratio (green) of the nonadaptive median squared recovery error to the adaptive
median squared recovery error versus the signal dimension 𝑛 when the support locations of 𝛂 are
selected on a sparse tree (left) or uniformly at random (right). The ratio is shown when either VDS
or uniform sampling is used for the nonadaptive measurements, and CoSaMP (solid line) or ℓ1-
minimization (dashed line) is used. The curves for log 𝑛 (solid magenta) and 𝑛/𝑠 (dashed magenta)
are included for comparison.
superior recovery results. We test recovery using either ℓ1-minimization [16, 113, 114] or
the greedy pursuit CoSaMP [23].
Adaptive sensing. In the more realistic setting, we employ a simple strategy which uses
𝑚/2 nonadaptive measurements (using either VDS or uniform sampling) to construct an es-
timate of Λ. This is done by executing either ℓ1-minimization (followed by thresholding)
or CoSaMP. We then solve the relaxation (2.14) using this estimated support, and the re-
maining 𝑚/2 measurements are selected adaptively8 using the distribution given by (2.15).
To recover the signal, either ℓ1-minimization or CoSaMP is again used to obtain an updated
estimate Λ̂ using all 𝑚 measurements.9 The final signal coefficient estimate is calculated
as ?̂?Λ̂ = (𝐅′𝐇∗Λ̂)
†𝐲, where 𝐲 is the 𝑚-dimensional vector of measurements, 𝐅′ is the 𝑚 × 𝑛
vector of DFT measurements selected, and 𝐇∗Λ̂ is the 𝑛 × 10 submatrix of 𝐇
∗ restricted
to the columns indexed by Λ̂. One could alternatively use the signal estimate returned di-
rectly from the recovery algorithm, which we have observed to perform similarly to (or only
8Note that these 𝑚/2 adaptively selected measurements are only adapted to the first 𝑚/2 measurements, but
are nonadaptive with respect to each other. That is, only one instance of adaptive measurement selection is
being performed. Although in a different context, a similar two-stage approach is also taken in [99].
9Using dependent measurements is of course not justified theoretically, but we found unsurprisingly that
using all 𝑚 measurements gave better empirical results.
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slightly worse than) our implemented method.
Oracle adaptive sensing. For sake of comparison, we also consider the case where
the true support Λ of the signal is known a priori, and the measurements are selected as in
the adaptive sensing case using this Λ. Recovery is then performed simply by applying the
pseudoinverse: ?̂?Λ = (𝐅′𝐇∗Λ)
†𝐲.
Figure 2.2 compares recovery results over 1000 trials for nonadaptive, adaptive, and or-
acle adaptive sensing versus the number of measurements 𝑚, where 𝑚 ranges between 100
and 1000. We see that when the signal is supported on a tree, uniform sampling performs
poorly for both nonadaptive and adaptive sensing, as might be expected. The performance
of the uniform sampling methods can be understood via the empirical observation that in
this case we require roughly 500 measurements before we can reliably estimate the sup-
port. When using the CoSaMP algorithm, the sudden improvement at 𝑚 ≈ 500 for uniform
nonadaptive and at 𝑚 ≈ 1000 for uniform adaptive (which uses 𝑚 ≈ 500 measurements
for support identification) corresponds to the threshold where more than half of the trials
resulted in a correct support recovery. In contrast, sampling with VDS offers dramatic im-
provements for both nonadaptive and adaptive sensing with either reconstruction algorithm,
with adaptive sensing performing almost as well as the oracle. In this case, VDS is already
capturing much of the potential improvement offered by adaptivity because the energy of
the signal is heavily biased towards the lower frequencies, although adaptivity still results
in somewhat improved performance. In contrast to the tree-sparse case, when the signal
support is selected randomly, uniform nonadaptive sampling actually performs better than
VDS, whereas adaptive sensing performs similarly regardless of the type of nonadaptive
measurements taken. Thus if one is not sure of the signal structure in general, adaptive
sensing can offer improvements in either case. This flexibility represents one of the main
advantages of adaptive sensing.
Figure 2.3 studies the same setting as Figure 2.2 when using CoSaMP for recovery,
but focuses on the small measurement regime. These results illustrate that there are regions,
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however narrow, where the nonadaptive method can succeed while the adaptive method fails.
This is expected due to the nature of the adaptive scheme, where only 𝑚/2 measurements
are utilized to identify a support estimate. At some point, the support can be sufficiently
estimated with 𝑚, but not 𝑚/2, measurements. For tree-sparse signals, nonadaptive sensing
with VDS measurements outperforms adaptive sensing with VDS nonadaptive measure-
ments when 𝑚 ≈ 50. For uniformly sparse signals, we see this behavior even more clearly
for both VDS and uniform sampling.
The results of our second simulation are shown in Figure 2.4, where we compare the ratio
of nonadaptive to adaptive sensing recovery over 200 trials against the dimension 𝑛 of the
signal 𝐱; the number of measurements used is always 𝑚 = 0.6𝑛 (rounding when necessary).
We note that since the norms of 𝛂 and 𝐳 both scale with 𝑛, the SNR remains roughly the
same for all signal dimensions 𝑛. We observe similar results as Figure 2.2, demonstrating
the behavior holds as a function of dimension.
In our last experiment, we evaluate our adaptive approach on real images. This sce-
nario differs from previous experiments in two key aspects. First, the signal of interest is a
two-dimensional (2D) image, not a one-dimensional vector, and thus we use 2D DFT mea-
surements and a 2D discrete wavelet transform as the sparsity basis. Second, the image
is not exactly sparse in any wavelet basis. Hence, when estimating the sparse support we
introduce an additional (non-Gaussian) source of error, the contribution of the off-support
wavelet coefficients. We note that the choice of the parameter 𝑠, which we have not at-
tempted to optimize, can have an impact on signal reconstruction.
The image we use, brain.mat10, is rescaled to be 64 × 64, and is shown in Figure 2.5.
We use the Daubechies wavelet with 3 vanishing moments (D6) in a full 2D decomposition
(i.e., log2 64 = 6 levels). We set the parameter 𝑠 = 1000, which we again note was not tuned




The experiment proceeds as follows: in the nonadaptive case, 𝑚 measurements are
taken according to VDS. The set of recovered wavelet coefficients are obtained using ℓ1-
minimization and the image is reconstructed using the inverse wavelet transform. Note that
the output of ℓ1-minimization is not necessarily exactly 𝑠-sparse. The assumed sparsity 𝑠
guides our choice of the ℓ2 error term constraint, but we did no thresholding afterwards. We
evaluate performance by the median peak signal-to-noise ratio (PSNR) in dB over 50 trials.
In the adaptive case, 𝑚/2 VDS measurements are taken as in the previous nonadap-
tive case. Then, via the ℓ1-minimization reconstruction, we determine the estimated top
𝑠 wavelet coefficients in each of 50 trials. We choose the trial with accuracy (in terms of
the number of correctly identified top 𝑠 wavelet coefficients) closest to the median accu-
racy. Utilizing the size 𝑠 support estimate identified, we solve the relaxation (2.14) and
select the remaining 𝑚/2 measurements adaptively. Finally, we recover the signal via ℓ1-
minimization, and, as before, reconstruct the final wavelet coefficients using the pseudoin-
verse. Again, we evaluate performance by the median PSNR over 50 trials of the adaptive
measurement selection.
The adaptive and nonadaptive recovered images of the single trial with the closest to
median PSNR performance using a total of 𝑚 = 3000 measurements are given in Figure 2.5.
Notice that the PSNR of the adaptive strategy is 28.02 dB, which exceeds the PSNR of 25.03
dB of the nonadaptive strategy. Visually, the adaptive strategy more closely resembles the
original image. The median PSNR as the number of measurements is varied is shown in
Figure 2.6. The plot shows that as the number of measurements reaches a certain level
(roughly above 2000 measurements), the two-stage adaptive approach begins to exceed the
method which is purely nonadaptive. Hence, as long as enough nonadaptive measurements
are taken to obtain a sufficient support estimate, the adaptive procedure can improve image
reconstruction quality.
We note that adaptive approaches to medical imaging have also been studied using an




PSNR = 25.03 dB. PSNR = 28.02 dB.
Figure 2.5: (Top) The 64 × 64 brain.mat image used in our medical imaging experiments.
Reconstructed images with the closest to median PSNR among the 50 trials of nonadaptive
(bottom left) and adaptive (bottom right) sensing with 𝑚 = 3000 measurements.
the optimization of sequential sampling over stacks of neighboring image slices. In future
work, it would be interesting to extend our proposed adaptive sampling scheme to this setting.
Our method, however, is a framework for general adaptive sensing, not tuned specifically
for medical imaging.
2.4.2 Analysis of the 1-sparse case
We now provide some analytical justification explaining why adaptive sensing can achieve
a lower MSE than nonadaptive sensing for the Haar wavelet basis with DFT measurements,
but show that the largest gains are realized for a small fraction of the possible signal support
sets. We consider the simple case when 𝑠 = 1 and the support is eventually known (either by
oracle or by utilizing some method for estimation, as in the above experiments), and use this
toy problem as motivational justification for the general setting. If we denote the 𝑠 singular






























Figure 2.6: The median PSNR versus the number of measurements 𝑚 over 50 trials of
nonadaptive and adaptive sensing of the 64 × 64 brain.mat image.




. However, minimizing this quantity is the




1 . It is easy to see that ‖𝐅
′𝐇∗Λ‖
2
𝐹 is maximized when a
measurement of 𝐅 that is most correlated with 𝐇∗Λ is chosen for every measurement in 𝐅
′.
That is, if such a row can be identified, the best way to sense 1-sparse signals adaptively
once the support is known is to simply repeat that measurement until the number of allotted
measurements has been reached. Note that 𝐅′𝐇∗Λ is 𝑚 × 1 in this case, and is still full rank
when selecting the measurements in this way; thus, the theory leading to (2.18) still holds.
In this setting, we can determine explicitly what the MSE looks like, and provide bounds
on the MSE that depend on the support location of the 1-sparse signal. The result assuming
a known support is provided in Theorem 2.4.1. The result in the more realistic context
of adaptive sensing, where the first half of the measurements are selected nonadaptively,
immediately follows and is provided in Corollary 2.4.5.
Theorem 2.4.1. Denote by 𝐱 = 𝐇∗𝛂 the signal of interest, and suppose 𝐱 becomes 1-sparse
after applying the Haar wavelet transformation 𝐇 (that is, 𝐇𝐱 = 𝛂 and ‖𝛂‖0 = 1). Let
supp(𝛂) = Λ, and suppose the support Λ is completely known. Suppose we measure re-
peatedly with a particular measurement from the 𝑛 × 𝑛 DFT 𝐅 defined in (2.6); denote this
measurement by 𝐟𝑗 , where 𝑗 ∈ {0, 1, … , 𝑛 − 1} is some row index. Then, our observations
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are of the form
𝑦𝑖 = ⟨𝐟𝑗 , 𝐇∗Λ𝛂Λ⟩ + 𝑧𝑖, (2.20)
for 𝑖 = 1, … , 𝑚, where the noise 𝑧𝑖 are i.i.d. 𝑁(0, 𝜎2). Then the MSE is given by




and is bounded by
𝜎2





where the expectation is taken with respect to 𝐳.
Note that in standard compressive sensing when we rely on the RIP, the DFT matrix 𝐅




. If we make this normalization, the bound in (2.22)
becomes
𝜎2





Including pre-conditioning and other scalings of course yields an analogous bound.
The proof of Theorem 2.4.1 relies on three lemmas that provide bounds for the term





|⟨𝐟𝑗 , 𝐇∗Λ⟩|. (2.23)
The maximization over 𝑗 corresponds to selecting the best DFT measurement 𝐟𝑗 , and the
minimization accounts for the worst case signal (i.e., the worst case support Λ). On the






|⟨𝐟𝑗 , 𝐇∗Λ⟩|. (2.24)
Before proving Theorem 2.4.1, let us set some notation. The Haar wavelet transform
matrix 𝐇, defined in (2.16) and (2.17) consists of blocks of consecutive rows with the same
41
nonzero entry magnitudes. Let 1 ≤ 𝑎 ≤ log2 𝑛 denote the block of 𝐇, where 𝑎 = 1 cor-
responds to the 𝑛2 rows indexed by 𝑗 =
𝑛
2 , … , 𝑛 − 1 (i.e., the “bottom” half of 𝐇), 𝑎 = 2




4 , … ,
𝑛
2 − 1, and so on. Similarly, for 𝐇
∗,
instead of blocks of rows, we have blocks of columns; the block corresponding to 𝑎 = log2 𝑛
represents the lowest frequency wavelets, and the block corresponding to 𝑎 = 1 represents
the highest frequency wavelets.
Proof of Theorem 2.4.1. This proof requires the following three lemmas. Lemmas 2.4.2
and 2.4.3 are used to prove Lemma 2.4.4, and Lemma 2.4.4 is used to complete the proof
of Theorem 2.4.1. The lemmas can be derived using elementary trigonometric bounds, and
we omit the proofs here.
Lemma 2.4.2. Fix 𝑗 ∈ ℤ where 1 ≤ 𝑗 ≤ 𝑛 − 1 and let 𝑎 = 1, … , log2 𝑛. Choose 𝑘 ∈ ℤ,




















1 − cos(2𝑎𝜋𝑗𝑛 )
1 − cos(2𝜋𝑗𝑛 )
. (2.25)
Lemma 2.4.3. Let 𝐟𝑗 , 𝑗 ∈ {0, … , 𝑛 − 1}, be row 𝑗 from the 𝑛 × 𝑛 DFT and let 𝐇∗Λ be
the inverse discrete Haar wavelet transform restricted to the column indexed by Λ. Let
𝑎 = 1, … , log2 𝑛 denote the block of 𝐇∗ and let Λ ∈ {1, 2, … , 𝑛 − 1}, |Λ| = 1, be a column
in the set corresponding to block 𝑎. Then,

















1 Λ = 0
0 Λ ∈ {1, … , 𝑛 − 1}.
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When Λ = {0},






1 𝑗 = 0
0 𝑗 = 1, 2, … , 𝑛 − 1.
Lemma 2.4.4. Let 𝐟𝑗 , 𝑗 ∈ {0, … , 𝑛 − 1}, be a row from the 𝑛 × 𝑛 DFT matrix 𝐅 and let 𝐇∗Λ
be the inverse discrete Haar wavelet transform restricted to the column indexed by Λ. Let













|⟨𝐟𝑗 , 𝐇∗Λ⟩| = 1. (2.28)
Since |Λ| = 1, 𝛂Λ is just a scalar, so that the measurements (2.20) can be written as
𝑦𝑖 = ⟨𝐟𝑗 , 𝐇∗Λ⟩𝛂Λ + 𝑧𝑖. (2.29)
This can be concisely written as
𝐲 = 𝐀𝛂Λ + 𝐳, (2.30)
where 𝐀 is the 𝑚-dimensional column vector with each entry equal to ⟨𝐟𝑗 , 𝐇∗Λ⟩. To estimate
𝛂Λ, we apply 𝐀† to 𝐲. In this case, 𝐀† is an 𝑚-dimensional row vector, with each entry equal
to 1𝑚⟨𝐟𝑗 ,𝐇∗Λ⟩
. Therefore,


















































Using this, and since ∑𝑚𝑖=1 𝑧𝑖 ∼ 𝒩 (0, 𝑚𝜎2), we find
𝔼‖?̂? − 𝐱‖22 = 𝔼‖𝐇∗(?̂? − 𝛂)‖22











































Applying the bounds from Lemma 2.4.4 to (2.31), we arrive at
𝜎2






Corollary 2.4.5. Suppose 𝐱 = 𝐇⋆𝛂 is 1-sparse. Suppose after 𝑚2 nonadaptive DFT mea-
surements, the support Λ is correctly identified. For the remaining 𝑚2 DFT measurements,
we measure repeatedly with a particular measurement from the 𝑛 × 𝑛 DFT 𝐅; denote this
measurement by 𝐟𝑗 , where 𝑗 ∈ {0, 1, … , 𝑛 − 1} is some row index. Then our observations
are of the form (2.20) for 𝑖 = 𝑚2 + 1, … , 𝑚, where the noise 𝑧𝑖 are i.i.d. 𝑁(0, 𝜎
2). Then the
MSE is given by




and is bounded by
2𝜎2





where the expectation is taken with respect to 𝐳.
The upper bound on 𝔼‖?̂? − 𝐱‖22 in Corollary 2.4.5 is precisely the lower bound from
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Theorem 2.2.1 when 𝑠 = 1. This means that there is indeed some room for improvement
with adaptive sensing when the sparsity basis is the Haar wavelet transform rather than the
canonical basis. Corollary 2.4.5 shows that the performance of adaptive sensing, in terms
of the MSE, depends on the support location of 1-sparse signals. The best adaptive recovery
is possible when the support is located on the lowest wavelet frequency (Λ = {0}, or the
first Haar wavelet coefficient) while the worst recovery occurs when the support is located
on any of the higher wavelet frequencies in block 𝑎 = 1 (the latter half of the Haar wavelet
coefficients). This of course matches the intuition based on the correlations in these two
bases. This suggests that structured signals such as those that are tree-sparse will benefit
more from adaptivity than signals that have a uniformly distributed support.
In light of the discrepancy between (2.27) and (2.28), one wishes to know in some sense,
what fraction of signals allow for recovery more like one versus the other. Figure 2.7 shows
how max𝑗∈{0,…,𝑛−1} |⟨𝐟𝑗 , 𝐇∗Λ⟩| varies by maximizing max𝑗∈{0,…,𝑛−1} |⟨𝐟𝑗 , 𝐇
∗
Λ⟩| over Λ while
successively removing blocks from 𝐇∗. Using our notation for blocks, the blocks of 𝐇∗
are removed in the following (top-down) order: log2(𝑛), log2(𝑛) − 1, … , 1. Then, we plot
the value of max𝑗∈{0,…,𝑛−1} |⟨𝐟𝑗 , 𝐇∗Λ⟩| for the remaining submatrix of 𝐇
∗. Hence, we see
that the MSE is higher for signals supported on higher wavelet frequencies, and the upper
bound of (2.33) is achieved by exactly half of the possible signal support sets, whereas the
lower bound of (2.33) is achieved by exactly one of the possible signal supports sets (i.e.,
Λ = {0}). Fortunately, the support of natural images tends to be concentrated on lower-
frequency wavelet coefficients [118].
2.5 Discussion
Adaptive sensing has tremendous potential to improve the accuracy of sparse recovery in a
variety of settings. However, in many practical applications one does not have the freedom
to choose arbitrary measurement vectors, but instead must choose from a specified pool of
measurements. One example of particular interest is the setting where measurements must
be taken from the Fourier ensemble, as is the case in many medical imaging applications. In
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a=p−1 to p removed
a=p−2 to p removed
a=p−3 to p removed
a=p−4 to p removed
a=p−5 to p removed
a=p−6 to p removed
a=p−7 to p removed
a=p−8 to p removed
Figure 2.7: The value of max𝑗∈{0,…,𝑛−1} |⟨𝐟𝑗 , 𝐇∗Λ⟩| is displayed against the (log of the) signal
dimension 𝑛 = 2𝑝. The solid magenta curve shows the optimization when minimizing over
all possible supports Λ ∈ {0, … , 𝑛 − 1}, given by (2.27). The solid red curve shows the
opposite optimization when maximizing over all possible supports Λ ∈ {0, … , 𝑛−1}, given
by (2.28). The remaining dashed curves show the optimization when maximizing over all
supports Λ except those in the blocks indicated.
this chapter we established fundamental limitations on the improvements offered by adap-
tivity in this setting for certain sparsity bases. On the other hand, we argued that for other
sparsity bases (such as the Haar wavelet basis) the role of adaptivity in the constrained set-
ting is much less straightforward. We developed a sampling scheme which uses a simple
optimization procedure to select measurements adapted to the signal support. This scheme
results in significant improvements once an accurate estimate of the support is obtained,
which in practice can be achieved by first dedicating a portion of the measurements to sup-
port estimation. Though this approach is not necessarily provably optimal, it nonetheless
demonstrates the potential of adaptive sensing in the constrained setting. We believe future
work in this area can further the understanding of both the limitations of this approach as
well as the potential benefits.
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CHAP T E R 3
LOCA L I ZAT ION V I A PA I R ED COMPAR I SONS
Suppose that we wish to estimate a vector 𝐱 from a set of binary paired comparisons of the
form “𝐱 is closer to 𝐩 than to 𝐪” for various choices of vectors 𝐩 and 𝐪. The problem of es-
timating 𝐱 from this type of observation arises in a variety of contexts, including nonmetric
multidimensional scaling, “unfolding,” and ranking problems, often because it provides a
powerful and flexible model of preference. We describe theoretical bounds for how well we
can expect to estimate 𝐱 under a randomized model for 𝐩 and 𝐪. We also present results for
the case where the comparisons are noisy and subject to some degree of error. Additionally,
we show that under a randomized model for 𝐩 and 𝐪, a suitable number of binary paired
comparisons yield a stable embedding of the space of target vectors. Finally, we show that
we can achieve significant gains by adaptively altering the distribution for choosing 𝐩 and
𝐪.
3.1 Introduction
3.1.1 The localization problem
In this chapter we consider the problem of determining the location of a point in Euclidean
space based on distance comparisons to a set of known points, where our observations are
nonmetric. In particular, let 𝐱 ∈ ℝ𝑛 be the true position of the point that we are trying to
estimate, and let (𝐩1, 𝐪1), … , (𝐩𝑚, 𝐪𝑚) be pairs of “landmark” points in ℝ𝑛 which we assume
to be known a priori. Rather than directly observing the raw distances from 𝐱, i.e., ‖𝐱 − 𝐩𝑖‖
and ‖𝐱 − 𝐪𝑖‖, we instead obtain only paired comparisons of the form ‖𝐱 − 𝐩𝑖‖ < ‖𝐱 − 𝐪𝑖‖.
Our goal is to estimate 𝐱 from a set of such inequalities. Nonmetric observations of this
type arise in numerous applications and have seen considerable interest in recent literature
e.g., [122–125]. These methods are often applied in situations where we have a collection
Material in this section is work with Mark Davenport and is available in preprint [119], being prepared
for publication. It has lead to publications [120, 121].
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of items and hypothesize that it is possible to embed the items in ℝ𝑛 in such a way that the
Euclidean distance between points corresponds to their “dissimilarity,” with small distances
corresponding to similar items. Here, we focus on the sub-problem of adding a new point
to a known (or previously learned) configuration of landmark points.
As a motivating example, we consider the problem of estimating a user’s preferences
from limited response data. This is useful, for instance, in recommender systems, infor-
mation retrieval, targeted advertising, and psychological studies. A common and intuitively
appealing way to model preferences is via the ideal point model, which supposes preference
for a particular item varies inversely with Euclidean distance in a feature space [126]. We
assume that the items to be rated are represented by points 𝐩𝑖 and 𝐪𝑖 in an 𝑛-dimensional Eu-
clidean space. A user’s preference is modeled as an additional point 𝐱 in this space (called
the individual’s “ideal point”). This represents a hypothetical “perfect” item satisfying all
of the user’s criteria for evaluating items.
Using response data consisting of paired comparisons between items (e.g., “user 𝐱 prefers
item 𝐩𝑖 to item 𝐪𝑖”) is a natural approach when dealing with human subjects since it avoids
requiring people to assign precise numerical scores to different items (which is generally a
quite difficult task, especially when preferences may depend on multiple factors [127]). In
contrast, human subjects often find pairwise judgements much easier to make [128]. Data
consisting of paired comparisons is often generated implicitly in contexts where the user
has the option to act on two (or more) alternatives; for instance they may choose to watch a
particular movie, or click a particular advertisement, out of those displayed to them [129].
In such contexts, the “true distances” in the ideal point model’s preference space are gener-
ally inaccessible directly, but it is nevertheless still possible to obtain an estimate of a user’s
ideal point.
3.1.2 Main results
The fundamental question which interests us in this chapter is how many comparisons we





Figure 3.1: An illustration of the localization problem from paired comparisons. The infor-
mation that 𝐱 is closer to 𝐩𝑖 than 𝐪𝑖 tells us which side of a hyperplane 𝐱 lies. Through many
such comparisons we can hope to localize 𝐱 to a high degree of accuracy.
we consider the case where we are given an existing embedding of the items (as in a mature
recommender system) and focus on the on-line problem of locating a single new user from
their feedback (consisting of binary data generated from paired comparisons). The item
embedding could be generated using various methods, such as multidimensional scaling
applied to a set of item features, or even using the results of previous paired comparisons
via an approach like that in [130]. Given such an embedding of ℓ items, there are a total
of (ℓ2) = Θ(ℓ
2) possible paired comparisons. Clearly, in a system with thousands (or more)
items, it will be prohibitive to acquire this many comparisons as a typical user will likely
only provide comparisons for a handful of items. Fortunately, in general we can expect that
many, if not most, of the possible comparisons are actually redundant. For example, of the
comparisons illustrated in Figure 3.1, all but four are redundant and – at least in the absence
of noise – add no additional information.
Any precise answer to this question would depend on the underlying geometry of the
item embedding. Each comparison essentially divides ℝ𝑛 in two, indicating on which side
of a hyperplane 𝐱 lies, and some arrangements of hyperplanes will yield better tessellations
of the preference space than others. Thus, to gain some intuition on this problem without
reference to the geometry of a particular embedding, we will instead consider a probabilistic
model where the items are generated at random from a particular distribution. In this case
we show that under certain natural assumptions on the distribution, it is possible to estimate
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the location of any 𝐱 to within an error of 𝜖 using a number of comparisons which, up to
log factors, is proportional to 𝑛/𝜖. This is essentially optimal, so that no set of comparisons
can provide a uniform guarantee with significantly fewer comparisons. We then describe
several stability and robustness guarantees for various settings in which the comparisons
are subject to noise or errors. Finally, we then describe a simple extension to an adaptive
scheme where we adaptively select the comparisons (manifested here in adaptively altering
the mean and variance of the distribution generating the items) to substantially reduce the
required number of comparisons.
3.1.3 Related work
It is important to note that the ideal point model, while similar, is distinct from the low-rank
model used in matrix completion [131, 132]. Although both models suppose user choices
are guided by a number of attributes, the ideal point model leads to preferences that are non-
monotonic functions of those attributes. The ideal point model suggests that each feature has
an ideal level; too much of a feature can be just as undesirable as too little. It is not possible
to obtain this kind of performance with a traditional low-rank model, though if points are
limited to the sphere, then the ideal point model can duplicate the performance of a low-rank
factorization. There is also empirical evidence that the ideal point model captures behavior
more accurately than factorization based approaches do [133, 134].
There is a large body of work that studies the problem of learning to rank items from
various sources of data, including paired comparisons of the sort we consider in this chap-
ter. See, for example, [135–137] and references therein. We first note that in most work
on rankings, the central focus is on learning a correct rank-ordered list for a particular user,
without providing any guarantees on recovering a correct parameterization for the user’s
preferences as we do here. While these two problems are related, there are natural settings
where it might be desirable to guarantee an accurate recovery of the underlying parameter-
ization (𝐱 in our model). For example, one could exploit these guarantees in the context of
an iterative algorithm for nonmetric multidimensional scaling which aims to refine the un-
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derlying embedding by updating each user and item one at a time (e.g., see [138]), in which
case an understanding of the error in the estimate of 𝐱 is crucial. Moreover, we believe that
our approach provides an interesting alternative perspective as it yields natural robustness
guarantees and suggests simple adaptive schemes.
Perhaps most closely related to our work is that of [135], which examines the problem of
learning a rank ordering using the same ideal point model considered in this chapter. The
message in this work is broadly consistent with ours, in that the number of comparisons
required should scale with the dimension of the preference space (not the total number of
items) and can be significantly improved via a clever adaptive scheme. However, this work
does not bound the estimation error in terms of the Euclidean distance, which is our central
concern. [136] also incorporates adaptivity, but seeks to embed a set of points in Euclidean
space (as opposed to a single user’s ideal point) and relies on paired comparisons involving
three arbitrarily selected points (rather than a user’s ideal point and two items).
Also closely related is the work in [139–141] which consider paired comparisons and
more general ordinal measurements in the similar (but as discussed above, subtly different)
context of low-rank factorizations. Finally, while seemingly unrelated, we note that our
work builds on the growing body of literature of 1-bit compressive sensing. In particular,
our results are largely inspired by those in [72, 74], and borrow techniques from [69] in the
proofs of some of our main results. Note that in this work we extend preliminary results
first presented in [120, 121].
3.2 A randomized observation model
For the moment we will consider the “noise-free” setting where each comparison between
𝐱 and 𝐪𝑖 versus 𝐩𝑖 results in assigning the point which is truly closest to 𝐱 with probability
1. In this case we can represent the observed comparisons mathematically by letting 𝒜𝑖(𝐱)
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denote the 𝑖th observation, which consists of comparisons between 𝐩𝑖 and 𝐪𝑖, and setting






+1 if 𝐱 is closer to 𝐩𝑖
−1 if 𝐱 is closer to 𝐪𝑖.
(3.1)
We will also use 𝒜(𝐱) ∶= [𝒜1(𝐱), ⋯ , 𝒜𝑚(𝐱)]𝑇 to denote the vector of all observations
resulting from 𝑚 comparisons. Note that since
‖𝐱 − 𝐪𝑖‖2 − ‖𝐱 − 𝐩𝑖‖2 = 2(𝐩𝑖 − 𝐪𝑖)𝑇 𝐱 + ‖𝐪𝑖‖2 − ‖𝐩𝑖‖2,
if we set ?̄?𝑖 = (𝐩𝑖 − 𝐪𝑖) and ̄𝜏𝑖 = 12 (‖𝐩𝑖‖
2 − ‖𝐪𝑖‖2), then we can re-write our observation
model as
𝒜𝑖(𝐱) = sign (2?̄?𝑇𝑖 𝐱 − 2 ̄𝜏𝑖) = sign (?̄?𝑇𝑖 𝐱 − ̄𝜏𝑖) . (3.2)
This is reminiscent of the standard setup in one-bit compressive sensing (with dithers) [72,
74] with the important differences that: (i) we have not yet made any kind of sparsity or
other structural assumption on 𝐱 and, (ii) the “dithers” ̄𝜏𝑖, at least in this formulation, are
dependent on the ?̄?𝑖, which results in difficulty applying standard results from this theory to
the present setting.
However, many of the techniques from this literature will nevertheless be helpful in
analyzing this problem. To see this, we consider a randomized observation model where
the pairs (𝐩𝑖, 𝐪𝑖) are chosen independently with i.i.d. entries drawn according to a normal
distribution, i.e., 𝐩𝑖, 𝐪𝑖 ∼ 𝒩(𝟎, 𝜎2𝐈). In this case, we have that the entries of our sensing
vectors are i.i.d. with ̄𝑎𝑖(𝑗) ∼ 𝒩(0, 2𝜎2). Moreover, if we define 𝐛𝑖 = 𝐩𝑖 + 𝐪𝑖, then we also







(𝐩𝑖(𝑗) − 𝐪𝑖(𝑗))(𝐩𝑖(𝑗) + 𝐪𝑖(𝑗))
= 12 ∑𝑗
𝐩𝑖(𝑗)2 − 𝐪𝑖(𝑗)2 =
1
2(‖𝐩𝑖‖
2 − ‖𝐪𝑖‖2) = ̄𝜏𝑖.
Note that while ̄𝜏𝑖 = 12 ?̄?
𝑇
𝑖 𝐛𝑖 is clearly dependent on ?̄?𝑖, we do have that ?̄?𝑖 and 𝐛𝑖 are inde-
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pendent.
To simplify, we re-normalize by dividing by ‖?̄?𝑖‖, i.e., setting 𝐚𝑖 ∶= ?̄?𝑖/‖?̄?𝑖‖ and 𝜏𝑖 ∶=
̄𝜏𝑖/‖?̄?𝑖‖, in which case we can write
𝒜𝑖(𝐱) = sign (𝐚𝑇𝑖 𝐱 − 𝜏𝑖) . (3.3)
It is easy to see that 𝐚𝑖 is distributed uniformly on the sphere 𝕊𝑛−1 = {𝐚 ∈ ℝ𝑛 ∶ ‖𝐚‖ = 1}.
Note that throughout our analysis we will exploit the fact that 𝐚𝑖 is uniform on 𝕊𝑛−1 and will






Since ?̄?𝑖 and 𝐛𝑖 are independent, 𝐚𝑖 and 𝐛𝑖 are also independent. Moreover, for any unit-
vector 𝐚𝑖, if 𝐛𝑖 ∼ 𝒩(0, 2𝜎2𝐈) then 𝐚𝑇𝑖 𝐛𝑖 ∼ 𝒩(0, 2𝜎2). Thus, we must have 𝜏𝑖 ∼ 𝒩(0, 𝜎2/2),
independent of 𝐚𝑖, which is the key insight that enables the analysis below.
3.3 Guarantees in the noise-free setting
We now state our main result concerning localization under the noise-free random model
from Section 3.2. Let 𝔹𝑛𝑅 denote the 𝑛-dimensional, radius 𝑅 Euclidean ball.
Theorem 3.3.1. Let 𝜖, 𝜂 > 0 be given. Let 𝒜𝑖(⋅) be defined as in (3.1), and suppose that 𝑚
pairs {(𝐩𝑖, 𝐪𝑖)}𝑚𝑖=1 are generated by drawing each 𝐩𝑖 and 𝐪𝑖 independently from 𝒩(0, 𝜎
2𝐼)
where 𝜎2 = 2𝑅2/𝑛. There exists a constant 𝐶 such that if







then with probability at least 1 − 𝜂, for all 𝐱, 𝐲 ∈ 𝔹𝑛𝑅 such that 𝒜(𝐱) = 𝒜(𝐲),
‖𝐱 − 𝐲‖ ≤ 𝜖.
The result follows from applying Lemma 3.3.2 below to pairs of points in a covering
set of 𝔹𝑛𝑅. The key message of this theorem is that if one chooses the variance 𝜎2 of the
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distribution generating the items appropriately, then it is possible to estimate 𝐱 to within
𝜖 using a number of comparisons that is nearly linear in 𝑛/𝜖. A natural question is what
would happen with a different choice of 𝜎2. In fact, this assumption is critical—if 𝜎2 is
substantially smaller the bound quickly becomes vacuous, and as 𝜎2 grows much past 𝑅2/𝑛
the bound begins to become steadily worse.1 As we will see in Section 3.6, this is in fact
observed in practice. It should also be somewhat intuitive: if 𝜎2 is too small, then nearly
all the hyperplanes induced by the comparisons will pass very close to the origin, so that
accurate estimation of even ‖𝐱‖ becomes impossible. On the other hand, if 𝜎2 is too large,
then an increasing number of these hyperplanes will not even intersect the ball of radius 𝑅
in which 𝐱 is presumed to lie, thus yielding no new information.
Lemma 3.3.2. Let 𝐰, 𝐳 ∈ 𝔹𝑛𝑅 be distinct and fixed, and let 𝛿 > 0 be given. Define
𝐵𝛿(𝐰) ∶= {𝐮 ∈ 𝔹𝑛𝑅 ∶ ‖𝐮 − 𝐰‖ ≤ 𝛿}.
Let 𝒜𝑖 be defined as in Theorem 3.3.1. Denote by 𝑃sep the probability that 𝐵𝛿(𝐰) and 𝐵𝛿(𝐳)
are separated by hyperplane 𝑖, i.e.,
𝑃sep ∶= ℙ [∀𝐮 ∈ 𝐵𝛿(𝐰), ∀𝐯 ∈ 𝐵𝛿(𝐳) ∶ 𝒜𝑖(𝐮) ≠ 𝒜𝑖(𝐯)] .





Proof. Let 𝜖 = ‖𝐰 − 𝐳‖. Here, we denote the normal vector and threshold of hyperplane 𝑖
1We note that it is possible to try to optimize 𝜎2 by setting 𝜎2 = 𝑐𝑅2/𝑛 for some constant 𝑐 and then
selecting 𝑐 so as to minimize the constant 𝐶 in (3.4). We believe this would yield limited insight since, in
order to obtain a result which is valid uniformly for all possible 𝑛, we use certain bounds which for general 𝑛
can be somewhat loose and would skew the resulting 𝑐. We instead simply select 𝑐 = 2 for simplicity in our
analysis (as it results in 𝜏𝑖 ∼ 𝒩 (0, 𝑅2/𝑛)) and because it aligns well with simulations.
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by 𝐚 and 𝜏 respectively. It is easy to show that 𝑃sep can be expressed as
𝑃sep = ℙ [𝐚𝑇 𝐳 + 𝛿 ≤ 𝜏 ≤ 𝐚𝑇 𝐰 − 𝛿 or 𝐚𝑇 𝐰 + 𝛿 ≤ 𝜏 ≤ 𝐚𝑇 𝐳 − 𝛿]
= 2 ℙ [𝐚𝑇 𝐳 + 𝛿 ≤ 𝜏 ≤ 𝐚𝑇 𝐰 − 𝛿] , (3.5)
where the second equality follows from the symmetry of the distributions of 𝐚 and 𝜏.
Define 𝐶𝛼 ∶= {𝐚 ∈ 𝕊𝑛−1 ∶ 𝐚𝑇 (𝐰 − 𝐳) ≥ 𝛼}. Note that the probability in (3.5) is zero
unless 𝐚 ∈ 𝐶2𝛿. Thus, recalling that 𝜏𝑖 ∼ 𝒩(0, 𝜎2/2) we have
𝑃sep = 2 ∫𝐶2𝛿 |
Φ
(




𝐚𝑇 𝐳 + 𝛿
𝜎/√2 )|
𝜈(d𝐚)
≥ 2 ∫𝐶′ |
Φ
(




𝐚𝑇 𝐳 + 𝛿
𝜎/√2 )|
𝜈(d𝐚) (3.6)
for any 𝐶′ ⊆ 𝐶2𝛿. To obtain a lower bound on (3.6), we will consider a carefully chosen
subset 𝐶′ ⊆ 𝐶2𝛿 and then simply multiply the area of 𝐶′ by the minimum value 𝛾 of the
integrand over that set, yielding a bound of the form
𝑃sep ≥ 2𝛾𝜈(𝐶′).
We construct the set 𝐶′ as follows. Let 𝑊 ∶= {𝐚 ∶ 𝐚𝑇 𝐰 ≤ 𝜉/√𝑛‖𝐰‖}, 𝑍 ∶= {𝐚 ∶ 𝐚𝑇 𝐳 ≥
−𝜉/√𝑛‖𝐳‖}, and set 𝐶′ ∶= 𝐶𝛼 ∩ 𝑊 ∩ 𝑍 for some 𝛼 ≥ 2𝛿. Note that for any 𝐚 ∈ 𝐶′,










𝐚𝑇 𝐳 + 𝛿
𝜎/√2 )|




Recall by assumption we have that 𝜎 = √2𝑅/√𝑛, thus we obtain by setting 𝜉 = √5,
𝛾 ≥ √
𝑛




Next note that 𝐶′ = 𝐶𝛼 ∩𝑊 ∩𝑍 = 𝐶𝛼 ⧵𝑊 𝑐 ⧵𝑍𝑐 is a difference of a set of hyperspherical
caps. To obtain a lower bound on 𝜈(𝐶′) we use the upper and lower bounds on the measure
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of hyperspherical caps given in Lemma 2.1 of [142].
Case 𝑛 ≥ 6.—Provided that 𝛼/𝜖 < √2/𝑛 we can bound 𝜈(𝐶′) as




2𝜉 (1 − 𝜉




where the last inequality follows from the fact that (1 − 𝑥/𝑛)𝑛−1 ≤ 𝑒−𝑥 for 𝑛 ≥ 𝑥 ≥ 2.
Combining this with lower estimate (3.7),





Setting 𝛼 = 𝛿 + 𝜖/√2𝑛, since 1 − 12𝑒−5/2/√5 > 5/9, we have that
𝑃sep ≥
2√𝑛(𝜖/√2𝑛 − 𝛿)(1 − 12𝑒−5/2/√5)
12√2𝜋𝑒5/2𝑅
≥ 𝜖 − 𝛿√2𝑛
22√𝜋𝑒5/2𝑅
.
Note that this bound holds under the assumption that 𝛼/𝜖 < √2/𝑛, which for our choice
of 𝛼 is equivalent to the assumption that 𝜖 > 𝛿√2𝑛. However, this bound also holds trivially
for all 𝜖 ≤ 𝛿√2𝑛, and thus in fact holds for all 𝜖 ≥ 0.
Case 𝑛 ≤ 5.— In this case, note that 𝜉/√𝑛 ≥ 1, so the sets 𝑊 and 𝑍 are the entire sphere.
Hence, 𝜈(𝑊 𝑐) = 𝜈(𝑍𝑐) = 0 and 𝜈(𝐶′) = 𝜈(𝐶𝛼) ≥ 112 . Thus,




We obtain the stated lemma by noting 𝜖0 ≤ 𝜖.
Proof of Theorem 3.3.1. Let 𝑃e denote the probability that there exists some 𝐱, 𝐲 ∈ 𝔹𝑛𝑅
with ‖𝐱 − 𝐲‖ > 𝜖 and 𝒜(𝐱) = 𝒜(𝐲). Our goal is to show that 𝑃e ≤ 𝜂. Towards this end, let
𝑈 be a 𝛿-covering set for 𝔹𝑛𝑅 with |𝑈| ≤ (3𝑅/𝛿)𝑛. By construction, for any 𝐱, 𝐲 ∈ 𝔹𝑛𝑅, there
exist some 𝐰, 𝐳 ∈ 𝑈 satisfying ‖𝐱 − 𝐰‖ ≤ 𝛿 and ‖𝐲 − 𝐳‖ ≤ 𝛿. In this case, if ‖𝐱 − 𝐲‖ > 𝜖
then
‖𝐰 − 𝐳‖ ≥ ‖𝐱 − 𝐲‖ − 2𝛿 > 𝜖 − 2𝛿.
Our goal is to upper bound the probability that there exists some 𝐰, 𝐳 ∈ 𝑈 with ‖𝐰 − 𝐳‖ ≥
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𝜖0 = 𝜖 − 2𝛿 and 𝒜(𝐮) = 𝒜(𝐯) for some 𝐮 ∈ 𝐵𝛿(𝐰) and 𝐯 ∈ 𝐵𝛿(𝐳). Said differently, we
would like to bound the probability that there exists a 𝐰, 𝐳 ∈ 𝑈 with ‖𝐰−𝐳‖ ≥ 𝜖0 for which
𝐵𝛿(𝐰) and 𝐵𝛿(𝐳) are not separated by any of the 𝑚 hyperplanes.
Let 𝑃𝑚(𝐰, 𝐳) denote the probability that 𝐵𝛿(𝐰) and 𝐵𝛿(𝐳) are not separated by any of
the 𝑚 hyperplanes for a fixed 𝐰, 𝐳 ∈ 𝑈 with ‖𝐰 − 𝐳‖ ≥ 𝜖0. Lemma 3.3.2 controls this
probability for a single hyperplane, yielding a bound of




Since the (𝐩𝑖, 𝐪𝑖) are independent, we obtain
𝑃𝑚(𝐰, 𝐳) ≤ (





Since we are interested in the event that there exists any 𝐰, 𝐳 ∈ 𝑈 with ‖𝐰 − 𝐳‖ ≥ 𝜖0 for
which 𝐵𝛿(𝐰) and 𝐵𝛿(𝐳) are separated by none of the 𝑚 hyperplanes, we use the fact that















2𝑛 log 3𝑅𝛿 −







which follows from (1 − 𝑥) ≤ 𝑒−𝑥. Bounding the right-hand side of (3.9) by 𝜂, we obtain
2𝑛 log 3𝑅𝛿 −
(𝜖0 − 𝛿√2𝑛) 𝑚
22√𝜋𝑒5/2𝑅
≤ log 𝜂. (3.10)
If we now make the substitutions 𝜖0 = 𝜖 − 2𝛿 and 𝛿 = 𝜖/(4 + √8𝑛), then we have that
𝜖0 − 𝛿√𝑛 = 𝜖/2 and thus we can reduce (3.10) to




By rearranging, we see that this is equivalent to
𝑚 ≥ 44√𝜋𝑒5/2 𝑅𝜖 (





One can easily show that (3.4) implies (3.11) for an appropriate choice of 𝐶 . □
We now show that the result in Theorem 3.3.1 is optimal in the sense that any set of
comparisons which can guarantee a uniform recovery of all 𝐱 ∈ 𝔹𝑛𝑅 to accuracy 𝜖 will
require a number of comparisons on the same order as that required in Theorem 3.3.1 (up
to log factors).
Theorem 3.3.3. For any configuration of 𝑚 (inhomogeneous) hyperplanes in ℝ𝑛 dividing
𝔹𝑛𝑅 into cells, if 𝑚 < 2𝑒
𝑅
𝜖 𝑛, then there exist two points 𝐱, 𝐲 ∈ 𝔹
𝑛
𝑅 in the same cell such that
‖𝐱 − 𝐲‖ ≥ 𝜖.
Proof. We will use two facts. First, the number of cells (both bounded and unbounded)















where the second inequality follows from the assumption that 𝑚 < 2𝑅𝑛/𝑒𝜖.






Γ(𝑛/2 + 1) ≥ Vol(𝐾), (3.13)
with equality when 𝐾 is a ball. Since the entire volume of 𝔹𝑛𝑅, denoted Vol(𝔹𝑛𝑅), is filled
























2For non-general position, this is an upper bound [143].
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Thus there are vectors 𝐱, 𝐲 ∈ 𝐾0 such that ‖𝐱 − 𝐲‖ > 𝜖.
3.4 Stability in noise
So far, we have only considered the noise-free case. In most practical applications, obser-
vations may be corrupted by noise. We consider two scenarios; in the first, Gaussian noise
is added prior to the sign(⋅) function in (3.3); in the second we make no assumption on the
source of the errors and instead show the paired comparison observations are stable with
respect to Euclidean distance. That is, two signals that have similar sign patterns are also
nearby (and vice-versa). One can view this as a strengthening of the result in Theorem 3.3.1.
Throughout the following, we denote by 𝑑𝐻 the Hamming distance, i.e., 𝑑𝐻 counts the
fraction of comparisons which differ between two sets of observations, here denoted 𝒜(𝐱)
and 𝒜(𝐲):







2|𝒜𝑖(𝐱) − 𝒜𝑖(𝐲)|. (3.15)
3.4.1 Gaussian noise
Here we aim to understand how the paired comparisons change with the introduction of
“pre-quantization” Gaussian noise. This will have the effect of causing some comparisons
to be erroneous, where the probability of an error will be largest when 𝐱 is equidistant from
𝐩𝑖 and 𝐪𝑖 and will decay as 𝐱 moves away from this boundary.
Towards this end, recall that the observation model in (3.1) can be reduced to the form
𝒜𝑖(𝐱) = sign(𝑞𝑖) 𝑞𝑖 ∶= 𝐚𝑇𝑖 𝐱 − 𝜏𝑖. (3.16)
In the noisy case, we will consider the observations
̄𝒜𝑖(𝐱) = sign( ̄𝑞𝑖) ̄𝑞𝑖 ∶= 𝐚𝑇𝑖 𝐱 − 𝜏𝑖 + 𝑧𝑖 = ̄𝑞𝑖 + 𝑧𝑖, (3.17)
where 𝑧𝑖 ∼ 𝒩(0, 𝜎2𝑧). Note that since ‖𝐚𝑖‖ = 1, this model is equivalent to adding multivari-
ate Gaussian noise directly to 𝐱 with covariance 𝜎2𝑧𝐼 . For a fixed 𝐱, we can then quantify
the probability that 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) is large via the following theorem.
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Theorem 3.4.1. Suppose3 𝑛 ≥ 4 and fix 𝐱 ∈ 𝔹𝑛𝑅. Let 𝒜(𝐱) and ̄𝒜 (𝐱) denote the collection
of 𝑚 observations defined as in (3.16) and (3.17) respectively, where the {(𝐩𝑖, 𝐪𝑖)}𝑚𝑖=1 (and
hence the {(𝐚𝑖, 𝜏𝑖)}𝑚𝑖=1) are generated as in Theorem 3.3.1. Then,
𝔼 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) ≤ 𝜅𝑛(𝜎2𝑧) (3.18)
and




𝜎2𝑧 + 2𝑅2/𝑛 + 4‖𝐱‖2/𝑛
. (3.20)
Proof. By Lemma 3.4.2, we have that ℙ[𝒜𝑖(𝐱) ≠ ̄𝒜𝑖(𝐱)] is bounded by 𝜅𝑛(𝜎2𝑧). Since the
comparisons are independent, the expected number of sign mismatches is just the proba-
bility of a sign flip just computed, which establishes (3.18). The tail bound in (3.19) is a
simple consequence of Hoeffding’s inequality.
To place this result in context, recall that 𝜏𝑖 ∼ 𝒩(0, 𝑅2/𝑛). Suppose that 𝜎2𝑧 = 𝑐0𝑅2/𝑛.








Intuitively, if 𝑐0 is close to 1, then we would expect to lose a significant amount of infor-
mation about 𝐱, in which case 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) could potentially be quite large. Indeed, if
𝑐0 > 12 , then the lower bound above yields 𝜅𝑛(𝜎
2
𝑧) > 12 , meaning that our bound is essentially
vacuous. In contrast, by letting 𝑐0 grow small we can bound 𝜅𝑛(𝜎2𝑧) ≤ √𝑐0/2 arbitrarily close
to zero.
Lemma 3.4.2. Suppose 𝑛 ≥ 4. Then ℙ[𝒜𝑖(𝐱) ≠ ̄𝒜𝑖(𝐱)] ≤ 𝜅𝑛(𝜎2𝑧) where 𝜅𝑛 is defined in
(3.20).
3For clarity, we focus on the 𝑛 ≥ 4 case. We consider the 𝑛 = 2 and 𝑛 = 3 cases separately because when
𝑛 ≥ 4 the probability distribution function of 𝐚𝑇𝑖 𝐱 is well-approximated by a Gaussian function but not for
𝑛 < 4. We give alternative expressions for 𝜅𝑛 when 𝑛 = 2 and 𝑛 = 3 in Appendix 3.9.
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Proof. The probability of a sign flip is given by
ℙ [𝑞𝑖 ̄𝑞𝑖 < 0] = ℙ [𝑞𝑖 < 0 and ̄𝑞𝑖 > 0] + ℙ [𝑞𝑖 > 0 and ̄𝑞𝑖 < 0] .
Note that if we set 𝑑𝑖 = 𝐚𝑇𝑖 𝐱/‖𝐱‖ ∈ [−1, 1], then we can write 𝑞𝑖 = 𝑑𝑖‖𝐱‖ − 𝜏𝑖 and ̄𝑞𝑖 =
𝑑𝑖‖𝐱‖ − 𝜏𝑖 + 𝑧𝑖. Thus, if 𝑓𝑑(𝑑𝑖), 𝑓𝜏(𝜏𝑖), and 𝑓𝑧(𝑧𝑖) denote the probability density functions
for 𝑑𝑖, 𝜏𝑖, and 𝑧𝑖, then since these random variables are independent we can write
























where 𝑄(𝑥) = 1
√2𝜋
∫∞𝑥 exp(−𝑥
2/2) d𝑥, i.e., the tail probability for the standard normal dis-
tribution. Via a similar argument we have
























Combining these we obtain



















following from the symmetry of 𝑓𝑑(⋅). Using the bound 𝑄(𝑥) ≤ 12 exp(−𝑥
2/2) (see (13.48)
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of [145]), and recalling that 𝜏𝑖 ∼ 𝒩(0, 2𝑅2/𝑛), we have that

















The remainder of the proof (given in Section 3.9) is obtained by bounding this integral. Note
that in general, we have 12 (𝑑𝑖 +1) ∼ Beta((𝑛−1)/2, (𝑛−1)/2), but 𝑑𝑖 is asymptotically normal
with variance 1/𝑛 [146]. For 𝑛 ≥ 4, we use the simple upper bound




























exp(−(𝑛 − 3)𝑑2𝑖 /2)
= √𝑛 − 1
2√2𝜋





This follows from the standard inequalities 𝐵(𝑥, 𝑦) ≥ √2𝜋𝑥𝑥−1/2𝑦𝑦−1/2/(𝑥 + 𝑦)𝑥+𝑦−1/2 [e.g.,
147] and 1 − 𝑥 ≤ exp(−𝑥).
3.4.2 Stable embedding
Here we show that given enough comparisons there is an approximate embedding of the
preference space into {−1, 1}𝑚 via our model. Theorem 3.4.3 states that if 𝐱 and 𝐲 are
sufficiently close, then the respective comparison patterns 𝒜(𝐱) and 𝒜(𝐲) closely align. In
contrast with Theorem 3.4.1, Theorem 3.4.3 is a purely geometric statement which makes no
assumptions on any particular noise model. Note also that Theorem 3.4.3 applies uniformly
for all 𝐱 and 𝐲.
Theorem 3.4.3. Let 𝜂, 𝜁 > 0 be given. Let 𝒜(𝐱) denote the collection of 𝑚 observations
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then with probability at least 1 − 𝜂, for all 𝐱, 𝐲 ∈ 𝔹𝑛𝑅 we have
𝐶1
‖𝐱 − 𝐲‖
𝑅 − 𝑐1𝜁 ≤ 𝑑𝐻 (𝒜(𝐱), 𝒜(𝐲)) ≤ 𝐶2
‖𝐱 − 𝐲‖
𝑅 + 𝑐2𝜁. (3.24)
This result implies that the fraction of differences in the set of observed comparisons
between 𝐱 and 𝐲 will be constrained to within a constant factor of the Euclidean distance,
plus an additive error approximately proportional to 1/√𝑚. At first glance, this seems worse
than the result of Theorem 3.3.1, which suggests the rate 1/𝑚. However, Theorem 3.4.3
comes with much greater flexibility in that Theorem 3.3.1 only concerns the case where
𝑑𝐻 (𝒜(𝐱), 𝒜(𝐲)) = 0. Like Theorem 3.3.1, this result applies for all 𝐱 on the same randomly
drawn set of items.
In the context of a hypothetical recovery problem, suppose 𝐱 is a parameter of interest
and 𝐲 is an estimate produced by any algorithm. Then (3.24) says that if we want to recover
𝐱 to within error 𝜖, the algorithm should look for vectors 𝐲 which is have up to 𝑂(𝜖) incorrect
comparisons. Likewise, if a 𝐲 can be found having up to 𝑂(𝜖) comparison errors, we have
the same 𝑂(𝜖) guarantee on the Euclidean error of the estimate.
It is also instructive to consider this result next to Theorem 3.4.1 which also predicts
the fraction of sign mismatches generated by noise up to an additive constant which is pro-
portional to 1/√𝑚. If in a particular application the noise is expected to be Gaussian, the
bound (3.19) can be used as guidance when using (3.24) since together they predict the
fraction of comparison errors which is unavoidable. In this case, Theorem 3.3.1 would be
inappropriate because it may be impossible to find a 𝐲 such that 𝑑𝐻 ( ̄𝒜 (𝐱), 𝒜(𝐲)) = 0.
Proof. By Lemma 3.4.4, for any fixed pair 𝐰, 𝐳 ∈ 𝔹𝑛𝑅 we have bounds on the Hamming dis-
tance that hold with probability at least 1 − 2 exp(−2𝜁2𝑚), for all 𝐮 ∈ 𝐵𝛿(𝐰) and 𝐯 ∈ 𝐵𝛿(𝐳).
Recall that the radius 𝑅 ball can be covered with a set 𝑈 of radius 𝛿 balls with |𝑈| ≤ (3𝑅/𝛿)𝑛.
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Thus, by a union bound we have that with probability at least 1 − 2(3𝑅/𝛿)2𝑛 exp(−2𝜁2𝑚),























−𝜁 ≤ 𝑑𝐻 (𝒜(𝐱), 𝒜(𝐲)) ≤ √
2
𝜋 (





Letting 𝛿 = 𝜁𝑅/√𝑛 and setting 𝐶1, 𝑐1, 𝐶2, 𝑐1 appropriately4 this reduces to (3.24). Lower
bounding the probability by 1 − 𝜂, we obtain
2(3√𝑛/𝜁)2𝑛 exp(−2𝜁2𝑚) ≤ 𝜂.
Rearranging yields (3.23).
Lemma 3.4.4. Let 𝐰, 𝐳 ∈ 𝔹𝑛𝑅 be distinct and fixed, and let 𝛿, 𝜁 > 0 be given. Let 𝒜(𝐱)
denote the collection of 𝑚 observations defined as in Theorem 3.3.1, and let 𝐵𝛿(⋅) be defined















with probability at least 1 − exp(−2𝜁2𝑚).
Proof. Fix 𝛿 > 0 and let 𝐮 ∈ 𝐵𝛿(𝐰), 𝐯 ∈ 𝐵𝛿(𝐳). Recall that the Hamming distance 𝑑𝐻 is
a sum of independent and identically distributed Bernoulli random variables and we may
bound it using Hoeffding’s inequality. Since our probabilistic upper and lower bounds must
hold for all 𝐮, 𝐯 as described above, we introduce quantities 𝐿0 and 𝐿1 which represent two
4We set 𝐶1 = 1/22𝑒5/2√𝜋 and 𝐶2 = √2/𝜋. We may set 𝑐1 = 1 + 1/11𝑒5/2√𝜋 + √2/𝜋 and 𝑐2 = 1 + 3√2/𝜋
to obtain constants that are valid for all 𝑛 – improved values are possible for large 𝑛.
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𝐿1 ≤ 𝑑𝐻 (𝒜(𝐮), 𝒜(𝐯)) ≤ 𝐿0
Denote 𝑃0 = 1 − 𝔼 𝐿0 and 𝑃1 = 𝔼 𝐿1, i.e.,
𝑃0 = ℙ [∀𝐮 ∈ 𝐵𝛿(𝐰), ∀𝐯 ∈ 𝐵𝛿(𝐳) ∶ 𝒜𝑖(𝐮) = 𝒜𝑖(𝐯)]
𝑃1 = ℙ [∀𝐮 ∈ 𝐵𝛿(𝐰), ∀𝐯 ∈ 𝐵𝛿(𝐳) ∶ 𝒜𝑖(𝐮) ≠ 𝒜𝑖(𝐯)] .
By Hoeffding’s inequality,
ℙ [𝐿0 > (1 − 𝑃0) + 𝜁] ≤ exp(−2𝑚𝜁2)
ℙ [𝐿1 < 𝑃1 − 𝜁] ≤ exp(−2𝑚𝜁2).
Hence, with probability at least 1 − 2 exp(−2𝑚𝜁2),
𝑃1 − 𝜁 ≤ 𝑑𝐻 (𝒜(𝐮), 𝒜(𝐯)) ≤ (1 − 𝑃0) + 𝜁.










and from Lemma 3.4.5 we have








Lemma 3.4.5. Let 𝐰, 𝐳 ∈ 𝔹𝑛𝑅 be distinct and fixed, and let 𝛿 > 0 be given. Let 𝒜(𝐱) denote
the collection of 𝑚 observations defined as in Theorem 3.3.1, and let 𝐵𝛿(⋅) be defined as
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in Lemma 3.3.2. Denote by 𝑃0 the probability that 𝐵𝛿(𝐰) and 𝐵𝛿(𝐳) are not separated by
hyperplane 𝑖, i.e.,
𝑃0 = ℙ [∀𝐮 ∈ 𝐵𝛿(𝐰), ∀𝐯 ∈ 𝐵𝛿(𝐳) ∶ 𝒜𝑖(𝐮) = 𝒜𝑖(𝐯)] .
Then








Proof. We need an upper bound on
1 − 𝑃0 = ℙ [𝒜𝑖(𝐮) ≠ 𝒜𝑖(𝐯) for some 𝐮 ∈ 𝐵𝛿(𝐰), 𝐯 ∈ 𝐵𝛿(𝐳)] .
Suppose for now that 𝐚 is fixed and without loss of generality that 𝐚𝑇 𝐰 > 𝐚𝑇 𝐳. Then this
probability is simply
ℙ [𝐚𝑇 𝐯 < 𝜏 < 𝐚𝑇 𝐮 for some 𝐮 ∈ 𝐵𝛿(𝐰), 𝐯 ∈ 𝐵𝛿(𝐳)] = ℙ [ min𝐯∈𝐵𝛿(𝐳)
𝐚𝑇 𝐯 < 𝜏 < max
𝐮∈𝐵𝛿(𝐰)
𝐚𝑇 𝐮]
≤ ℙ [𝐚𝑇 𝐳 − 𝛿 < 𝜏 < 𝐚𝑇 𝐰 + 𝛿] ,
since by Cauchy-Schwarz we have
min
𝐯∈𝐵𝛿(𝐳)
𝐚𝑇 𝐯 ≥ 𝐚𝑇 𝐳 − 𝛿 and max
𝐮∈𝐵𝛿(𝐰)
𝐚𝑇 𝐮 ≤ 𝐚𝑇 𝐰 + 𝛿.
Thus, recalling that 𝜏𝑖 ∼ 𝒩(0, 𝑅2/𝑛), from Lemma 3.8.1 we have
ℙ [𝐚𝑇 𝐳 − 𝛿 < 𝜏 < 𝐚𝑇 𝐰 + 𝛿] = Φ (









𝑇 (𝐰 − 𝐳) + 2𝛿) .
Similarly, for 𝐚𝑇 𝐰 < 𝐚𝑇 𝐳 we have
ℙ [𝐚𝑇 𝐰 − 𝛿 < 𝜏 < 𝐚𝑇 𝐳 + 𝛿] ≤ 1𝑅√
𝑛
2𝜋 (𝐚
𝑇 (𝐳 − 𝐰) + 2𝛿) .
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Combining these we have















‖𝐰 − 𝐳‖ + 𝛿𝑅√
2𝑛
𝜋 ,
where the last equality is proven in Lemma 3.8.2. The lemma then follows from the facts







𝑛 for 𝑛 ≥ 2 [148, (2.20)].
3.5 Estimation guarantees
3.5.1 Estimation algorithms
In the noise-free setting, given a set of comparisons 𝒜(𝐱), we may produce an estimate ?̂?
by finding any ?̂? ∈ 𝔹𝑛𝑅 satisfying 𝒜(?̂?) = 𝒜(𝐱). A simple approach is the following convex
program:
?̂? = arg min
𝐰
‖𝐰‖2 subject to 𝒜𝑖(𝐱)(𝐚𝑇𝑖 𝐰 − 𝜏𝑖) ≥ 0 ∀𝑖 ∈ [𝑚]. (3.25)
This is relatively easy to solve since the constraints are simple linear inequalities and the
feasible region is convex. Note that (3.25) is guaranteed to satisfy ?̂? ∈ 𝔹𝑛𝑅 since 𝐱 ∈ 𝔹𝑛𝑅
and 𝐱 is feasible, so that ‖?̂?‖ ≤ ‖𝐱‖ ≤ 𝑅. In this case we may apply Theorem 3.3.1 to argue
that if 𝑚 obeys the bound in (3.4), then ‖?̂? − 𝐱‖ ≤ 𝜖.
However, in most practical applications, observations are likely to be corrupted by noise
leading to inconsistencies. Any errors in the observations 𝒜(𝐱) would make strictly enforc-
ing 𝒜 (?̂?) = 𝒜(𝐱) a questionable goal since, among other drawbacks, 𝐱 itself would become
infeasible. In fact, in this case we cannot even necessarily guarantee that (3.25) has any
feasible solutions. In the noisy case we instead use a relaxation inspired by the extended
𝜈-SVM of [149], which introduces slack variables 𝜉𝑖 ≥ 0 and is controlled by the parameter










subject to ̄𝒜𝑖(𝐱)([𝐚𝑇𝑖 , −𝜏𝑖]?̂?) ≥ 𝜌 − 𝜉𝑖, 𝜉𝑖 ≥ 0, ∀𝑖 ∈ [𝑚],
‖?̂?[1 ∶ 𝑛]‖2 ≤ 2𝑅
2
1+𝑅2 , and ‖?̂?‖
2 = 2.
(3.26)
Finally, we set ?̂? = ?̂?[1, … , 𝑛]/?̂?[𝑛 + 1]. The additional constraint ‖?̂?[1 ∶ 𝑛]‖2 ≤ 2𝑅
2
1+𝑅2
ensures that ‖?̂?‖ ≤ 𝑅. Note that an important difference between the extended 𝜈-SVM and
(3.26) is that there is no “offset” parameter to be optimized over. That is, if we interpret
[𝐚𝑖, −𝜏𝑖] as “training examples,” then 𝐰 ∶= [𝐱, 1] ∈ ℝ𝑛+1 corresponds to a homogeneous
linear classifier. Note that in the absence of comparison errors, setting 𝜈 = 0, we would
have a feasible solution with 𝜉𝑖 = 0.
Unfortunately, (3.26) is not convex and a unique global minimum cannot be guaranteed,
i.e., there may be multiple solutions ?̂?. Nevertheless, the following result shows that any
local minimum will have certain desirable properties, and in the process also provides guid-
ance on choosing the parameter 𝜈. Combined with our previous results, this also allows us
to give recovery guarantees.
Proposition 3.5.1. At any local minimum ?̂? of (3.26), we have 1𝑚 |{𝑖 ∶ 𝜉𝑖 > 0}| ≤ 𝜈. If the
corresponding 𝜌 > 0, this further implies that 𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)) ≤ 𝜈.
Proof. This proof follows similarly to that of Proposition 7.5 of [150], except applied to the
extended 𝜈-SVM of [149] and with the removal of the hyperplane bias term. Specifically,
we first form the Lagrangian of (3.26):
𝐿(?̂?, 𝛏, 𝜌, 𝛂, 𝛃, 𝛾, 𝛿) = −𝜈𝜌 + 1𝑚 ∑𝑖
𝜉𝑖 − ∑
𝑖




− ‖?̂?[1 ∶ 𝑛]‖2) − 𝛿(1 − ‖?̂?‖
2).
We define the functions corresponding to the equality constraints (ℎ1) and inequality con-
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straints (𝑔𝑖) as follows:
ℎ1(𝐰, 𝛏, 𝜌) ∶= (1 − ‖𝐰‖2)








̄𝒜𝑖(𝐱)[𝐚𝑖, −𝜏𝑖]𝑇 ?̂? − 𝜌 + 𝜉𝑖 𝑖 ∈ [1, 𝑚]
𝜉𝑖 𝑖 ∈ [𝑚 + 1, 2𝑚]
−(
2𝑅2
1+𝑅2 − ‖?̂?[1 ∶ 𝑛]‖
2
) 𝑖 = 2𝑚 + 1.
Consider the 𝑛 + 𝑚 + 2 variables (?̂?, 𝛏, 𝜌). The gradient corresponding to the equality
constraint, 𝛁𝐡1, involves only the first 𝑛+1 variables. Thus, there exists an 𝑚+1 dimensional
subspace 𝒟 ⊂ ℝ𝑛+𝑚+2 where for any 𝐝 ∈ 𝒟 , 𝛁𝐡𝑇1 𝐝 = 0. The gradients corresponding to























































⋯ −1 ⋯ 0 1
⋯ ⋮ ⋱ ⋮ ⋮
← (𝑛 + 1) → 0 ⋯ −1 1
irrelevant −1 ⋯ 0 0
⋯ ⋮ ⋱ ⋮ ⋮
⋯ 0 ⋯ −1 0

















Since there is a 𝐝 ∈ 𝒟 such that (𝐆𝐝)[𝑖] < 0 for all 𝑖 (for example, 𝐝 = [0, … , 0|1, … , 1, −1]),
the Mangasarian–Fromovitz constraint qualifications hold and we have the following first-
order necessary conditions for local minima [see e.g., 151],
𝜕𝐿




= 1𝑚 − 𝛼𝑖 − 𝛽𝑖 = 0 ⟹ 𝛼𝑖 + 𝛽𝑖 =
1
𝑚.
Since ∑𝑚𝑖=1 𝛼𝑖 = 𝜈, at most a fraction of 𝜈 can have 𝛼𝑖 = 1/𝑚. Now, any 𝑖 such that 𝜉𝑖 > 0
must have 𝛼𝑖 = 1/𝑚 since by complimentary slackness, 𝛽𝑖 = 0. Hence, 𝜈 is an upper bound
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on the fraction of 𝜉 such that 𝜉𝑖 > 0.
Finally, note that if 𝜌 > 0, then 𝜉𝑖 = 0 implies ̄𝒜𝑖(𝐱)([𝐚𝑇𝑖 , −𝜏𝑖]?̂?) ≥ 𝜌 − 𝜉𝑖 > 0. Hence,
the fraction of 𝜉 such that 𝜉𝑖 > 0 is an upper bound for 𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)).
3.5.2 Estimation guarantees
We now show how the results of Theorems 3.4.1 and 3.4.3 can be combined with Proposi-
tion 3.5.1 to give recovery guarantees on ‖?̂? − 𝐱‖ when (3.26) is used for recovery under
realistic noisy observation models. We consider three basic noise models. In the first, an ar-
bitrary (but small) fraction of comparisons are reversed. We then consider the implication of
this result in the context of two other noise models, one where Gaussian noise is added to ei-
ther the underlying 𝐱 or to the comparisons “pre-quantization,” that is, directly to (𝐚𝑇𝑖 𝐱 −𝜏𝑖),
and another where the observations are generated using an arbitrary (but bounded) pertur-
bation of 𝐱. We will ultimately see that largely similar guarantees are possible in all three
cases.
In our analysis of all three settings, we will use the fact that from the lower bound of
Theorem 3.4.3 we have
‖?̂? − 𝐱‖
𝑅 ≤
𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) + 𝑐1𝜁
𝐶1
(3.27)
























where 𝑊 (⋅) denotes the Lambert 𝑊 function. Using the fact that 𝑊 (𝑥) ≤ log(𝑥) for 𝑥 ≥ 𝑒
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and substituting back in for 𝛽, we have
𝜁 ≤ √
𝑛 log(18𝑚) + log(2/𝜂)
2𝑚
under the mild assumption that 𝑚 ≥ 𝑒18 (
𝜂
2 )
1/𝑛. Substituting this in to (3.27) yields
‖?̂? − 𝐱‖
𝑅 ≤
𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱))
𝐶1
+ 𝑐1𝐶1 √
𝑛 log(18𝑚) + log(2/𝜂)
2𝑚 . (3.29)
We use this bound repeatedly below.
Noise model 1..— In the first noise model, we suppose that an adversary is allowed to arbi-
trarily flip a fraction 𝜅 of measurements, where we assume 𝜅 is known (or can be bounded).
This would seem to be a challenging setting, but in fact a guarantee under this model follows
immediately from the lower bound in Theorem 3.4.3. Specifically, suppose that 𝒜(𝐱) repre-
sents the noise-free comparisons, and we receive instead ̄𝒜 (𝐱), where 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) ≤ 𝜅.
Consider using (3.26) to produce an ?̂? setting 𝜈 = 𝜅. If ?̂? is a local minimum for (3.26)
with 𝜌 > 0, Proposition 3.5.1 implies that 𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)) ≤ 𝜅. Thus, by the triangle
inequality,
𝑑𝐻 (𝒜(?̂?), 𝒜(𝐱)) ≤ 𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)) + 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) ≤ 2𝜅.






𝑛 log(18𝑚) + log(2/𝜂)
2𝑚 . (3.30)
We emphasize the power of this result—the adversary may flip not merely a random frac-
tion of comparisons, but an arbitrary set of comparisons. Moreover, this holds uniformly
for all 𝐱 and ?̂? simultaneously (with high probability).
Noise model 2..—Here we model errors as being generated by adding i.i.d. Gaussian be-
fore the sign(⋅) function, as described in Section 3.4.1, i.e.,
̄𝒜𝑖(𝐱) = sign(𝐚𝑇𝑖 𝐱 − 𝜏𝑖 + 𝑧𝑖),
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where 𝑧𝑖 ∼ 𝒩 (0, 𝜎2𝑧). Note that this model is equivalent to the Thurstone model of compar-
ative judgment [152], and causes a predictable probability of error depending the geometry
of the set of items. Specifically, comparisons which are “decisive,” i.e., whose hyperplane
lies far from 𝐱, are unlikely to be affected by this noise. Conversely, comparisons which are
nearly even are quite likely to be affected.
Under the random observation model considered in this chapter, by Theorem 3.4.1 we
have that, with probability at least 1 − 𝜂,











We now assume that ?̂? is a local minimum of (3.26) with 𝜈 = 𝜅𝑛(𝜎2𝑧) such that 𝜌 > 0. By
the triangle inequality and Proposition 3.5.1,


















𝑛 log(18𝑚) + log(2/𝜂)
2𝑚 . (3.31)
We next consider an alternative perspective on this model. Specifically, suppose that
our observations are generated via
̄𝒜𝑖(𝐱) = 𝒜𝑖(𝐱′𝑖 ) where 𝐱′𝑖 = 𝐱 + 𝐳𝑖,
where 𝐳𝑖 ∼ 𝒩(0, 𝜎2𝑧𝐼). Note that we can write this as
𝒜𝑖(𝐱′𝑖 ) = 𝐚𝑇𝑖 (𝐱 + 𝐳𝑖) − 𝜏𝑖 = 𝐚𝑇𝑖 𝐱 − 𝜏𝑖 + 𝐚𝑇𝑖 𝐳𝑖.
Since ‖𝐚𝑖‖ = 1, 𝐚𝑇𝑖 𝐳𝑖 ∼ 𝒩 (0, 𝜎2𝑧), and thus this is equivalent to the model described above.
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Thus, we can also interpret the above results as applying when each comparison is generated
using a “misspecified” version of 𝐱 which has been perturbed by Gaussian noise. Moreover,
note that
𝔼‖𝐱 − 𝐱′𝑖 ‖2 = 𝔼‖𝐳𝑖‖2 = 𝑛𝜎2𝑧 ,












𝑛 log(18𝑚) + log(2/𝜂)
2𝑚 . (3.32)
Thus, a small Gaussian perturbation of 𝐱 in the comparisons will result in an increased
recovery error roughly proportional to the (average) size of the perturbation.
Note that in establishing this result we apply Theorem 3.4.1, and so in contrast to our
first noise model, here the result holds with high probability for a fixed 𝐱 (as opposed to
being uniform over all 𝐱 for a single choice of 𝒜 ).
Noise model 3..— In the third noise model, we assume the comparisons are generated
according to
̄𝒜 (𝐱) = 𝒜(𝐱′),
where 𝐱′ represents an arbitrary perturbation of 𝐱. Much like in the previous model, com-
parisons which are “decisive” are not likely to be affected by this kind of noise, while com-
parisons which are nearly even are quite likely to be affected. Unlike the previous model,
our results here make no assumption on the distribution of the noise and will instead use
the upper bound in Theorem 3.4.3 to establish a uniform guarantee that holds (with high
probability) simultaneously for all choices of 𝐱 (and 𝐱′). Thus, in this model our guarantees
are quite a bit stronger.
Specifically, we use the fact that from the upper bound of Theorem 3.4.3, with probabil-
ity at least 1 − 𝜂 we simultaneously have (3.27) and
𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) ≤ 𝐶2
‖𝐱 − 𝐱′‖
𝑅 + 𝑐2𝜁 =∶ 𝜅.
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We again use (3.26) with 𝜈 = 𝜅 and Proposition 3.5.1 to produce an estimate ?̂? satisfying
𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)) ≤ 𝜅. Again using the triangle inequality, we have
𝑑𝐻 (𝒜(?̂?), 𝒜(𝐱)) ≤ 𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)) + 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) ≤ 2𝜅.




















𝑛 log(18𝑚) + log(2/𝜂)
2𝑚 . (3.33)
Contrasting the result in (3.33) with that in (3.32), we note that up to constants, the results
are essentially the same. This is perhaps somewhat surprising since (3.33) applies to arbi-
trary perturbations (as opposed to only Gaussian noise), and moreover, (3.33) is a uniform
guarantee.
3.5.3 Adaptive estimation
Here we describe a simple extension to our previous (noiseless) theory and show that if
we modify the mean and variance of the sampling distribution of items over a number of
stages, we can localize adaptively and produce an estimate with many fewer comparisons
than possible in a non-adaptive strategy. We assume 𝑡 stages (𝑡 = 1 for the non-adaptive
approach). At each stage ℓ ∈ [𝑡] we will attempt to produce an estimate ?̂?ℓ such that
‖𝐱 − ?̂?ℓ‖ ≤ 𝜖ℓ where 𝜖ℓ = 𝑅ℓ/2 = 𝑅2−ℓ, then recentering to our previous estimate and
dividing the problem radius in half. In stage ℓ, each 𝐩𝑖, 𝐪𝑖 ∼ 𝒩(?̂?, 2𝑅2ℓ/𝑛𝐈). After 𝑡 stages
we will have ‖𝐱 − ?̂?𝑡‖ ≤ 𝑅2−𝑡 =∶ 𝑒𝑡 with probability at least 1 − 𝑡𝜂.
Proposition 3.5.2. Let 𝜖𝑡, 𝜂 > 0 be given. Suppose that 𝐱 ∈ 𝔹𝑛𝑅 and that 𝑚 total compar-
isons are obtained following the adaptive scheme where
𝑚 ≥ 2𝐶 log2 (
2𝑅
𝜖𝑡 ) (
𝑛 log 2√𝑛 + log 1𝜂 ) ,
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where 𝐶 is a constant. Then with probability at least 1 − log2(2𝑅/𝜖𝑡)𝜂, for any estimate ?̂?
satisfying 𝒜(?̂?) = 𝒜(𝐱),
‖𝐱 − ?̂?‖ ≤ 𝜖𝑡.
Proof. The adaptive scheme uses 𝑡 = ⌈log2(𝑅/𝜖𝑡)⌉ ≤ log2(2𝑅/𝜖𝑡) stages. Assume each
stage is allocated 𝑚ℓ comparisons. By Theorem 3.3.1, localization at each stage ℓ can be







+ log 1𝜂 )
= 2𝐶 (𝑛 log 2√𝑛 + log
1
𝜂 ) .
This condition is met by giving an equal number of comparisons to each stage, 𝑚ℓ = ⌊𝑚/𝑡⌋.
Each stage fails with probability 𝜂. By a union bound, the target localization fails with
probability at most 𝑡𝜂. Hence, localization succeeds with probability at least 1 − 𝑡𝜂.
Proposition 3.5.2 implies 𝑚adapt ≍ (𝑛 log 𝑛) log2(𝑅/𝜖𝑡) comparisons suffice to estimate
𝐱 to within 𝜖𝑡. This represents an exponential improvement in terms of number of total
comparisons as a function of the target accuracy, 𝜖𝑡, as compared to a lower bound on the
number of required comparisons, 𝑚lower ∶= 2𝑛𝑅/(𝑒𝜖𝑡) for any non-adaptive strategy (re-
call Theorem 3.3.3). Note that this result holds in the noise-free setting, but can easily be
generalized to handle noisy settings via the approaches discussed above.
3.6 Simulations
In this section we perform a range of synthetic experiments to demonstrate our approach.
3.6.1 Effect of varying 𝜎2
In Fig. 3.2, we let 𝐱 ∈ ℝ2 with ‖𝐱‖ = 𝑅 = 1. We vary 𝜎2 and perform 1000 trials, each
with 𝑚 = 50 pairs of points drawn according to 𝒩(0, 𝜎2𝐼). To isolate the impact of 𝜎2, we
consider the case where our observations are noise-free, and use (3.25) to recover ?̂?. As
predicted by the theory, localization accuracy depends on the parameter 𝜎, which controls
the distribution of the hyperplane thresholds. Intuitively, if 𝜎 is too small, the hyperplane
boundaries concentrate closer to the origin and do not localize points with large norm well.
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Figure 3.2: Mean error norm ‖𝐱 − ?̂?‖ as 𝜎2 varies.
On the other hand, if 𝜎 is too large, most hyperplanes lie far from the target 𝐱. The sweet
spot which allows uniform localization over the radius 𝑅 ball exists around 𝜎2 ≈ 2𝑅2/𝑛 = 1
here.
3.6.2 Effect of noise
Here we experiment with noise as discussed in Sections 3.4 and 3.5, and use the optimization
program (3.26) for recovery. To approximately solve this non-convex problem, we use the
linearization procedure described in Pérez-Cruz, Weston, Herrmann, and Schölkopf [149].








subject to ̄𝒜𝑖(𝐱)([𝐚𝑇𝑖 , −𝜏𝑖]?̂?(𝑘)) ≥ 𝜌 − 𝜉𝑖, 𝜉𝑖 ≥ 0, ∀𝑖 ∈ [𝑚],
?̂?(𝑘)𝑇 ?̃?(𝑘) = 2
where we set ?̃?(𝑘+1) ← 𝜒?̃?(𝑘) + (1 − 𝜒)?̂?(𝑘) with 𝜒 = 0.7. After sufficient iterations, if
?̃?(𝑘) ≈ ?̂?(𝑘) then (3.26) is approximately solved. This is a linear program and it can be easily
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verified using the KKT conditions that |{𝑖 ∶ 𝜉𝑖 > 0}| ≤ 𝑚𝜈. Thus in practice, this property
will always be satisfied after each iteration.
We also emphasize that the error bounds in Section 3.5 rely on the fact from Proposi-
tion 3.5.1 that 𝑑𝐻 (𝒜(?̂?), ̄𝒜 (𝐱)) ≤ 𝜈, provided that the solution results in a 𝜌 > 0. Unfortu-
nately, we cannot guarantee that this will always be the case. Empirically, we have observed
that given a certain noise level quantified by 𝑑𝐻 (𝒜(𝐱), ̄𝒜 (𝐱)) = 𝜅, we are more likely to
observe 𝜌 ≤ 0 when we aggressively set 𝜈 = 𝜅. By increasing 𝜈 somewhat this becomes
much less likely. As a rule of thumb, we set 𝜈 = 2𝜅. We note that while in our context this
choice is purely heuristic, it has some theoretical support in the 𝜈-SVM literature (e.g., see
Proposition 5 of [153]).
We consider the following noise models; (i) Gaussian, where we add pre-quantization
Gaussian noise as in Section 3.4.1, (ii) random, where a uniform random 𝜈/2 fraction of
comparisons are flipped, and (iii) adversarial, where we flip the 𝜈/2 fraction of compar-
isons whose hyperplane lie farthest from the ideal point. In each case, we set 𝑛 = 5 and
generate 𝑚 = 1000 pairs of points and a random 𝐱 with ‖𝐱‖ = 0.7. The mean and median
recovery error ‖?̂? −𝐱‖ and the fraction of violated comparisons 𝑑𝐻 (𝒜(?̂?), 𝒜(𝐱)) are plotted
over 100 independent trials with varying number of comparison errors in Figs. 3.3–3.5. In
both the Gaussian noise and uniform random comparison flipping cases, the actual fraction
of comparison errors is on average much smaller than our target 𝜈. This is also seen in the
adversarial case (Fig. 3.5) for smaller levels of error. However, at a high fraction of error
(greater than about 17%) the error (both in terms of Euclidean norm and fraction of incor-
rect comparisons) grows rapidly. This illustrates a limitation to the approach of using slack
variables as a relaxation to the 0–1 loss. We mention that in this regime, the recovery ap-
proach of (3.26) frequently yields 𝜌 ≤ 0, to which our theory does not apply. This scenario,
with a large number of erroneous comparisons, represents a very difficult situation in which
any tractable recovery strategy would likely struggle. A possible direction for future work
would be to make (3.26) more robust to such large outliers.
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Figure 3.3: Estimation error and comparison errors when adding Gaussian noise.






















Figure 3.4: Estimation error and comparison errors with uniform random comparison errors.
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Figure 3.5: Estimation error and comparison errors when flipping the farthest comparisons.
3.6.3 Adaptive comparisons
In Fig. 3.6, we show the effect of varying levels of adaptivity, starting with the completely
non-adaptive approach up to using 10 stages where we progressively re-center and re-scale
the hyperplane offsets. In each case, we generate 𝐱 ∈ ℝ3 where ‖𝐱‖ = 0.75 and choosing
the direction randomly. The total number of comparisons are held fixed and are split as
equally as possible among the number of stages (preferring earlier stages when rounding).
We set 𝜎2 = 𝑅 = 1 and plot the average over 700 independent trials. As the number of
stages increases, performance worsens if the number of comparisons are kept small due
to bad localization in the earlier stages. However, if the number of total comparisons is
sufficiently large, an exponential improvement over non-adaptivity is possible.
3.6.4 Adaptive comparisons with a xed non-Gaussian dataset
In Fig. 3.7, we demonstrate the effect of adaptively choosing item pairs from a fixed synthetic
dataset over four stages versus choosing items non-adaptively, i.e., without attempting to
estimate the signal during the comparison collection process. We first generated 10,000
items uniformly distributed inside the 3-dimensional unit ball and a vector 𝐱 ∈ ℝ3 where
‖𝐱‖ = 0.4. In both cases, we generate pairs of Gaussian points and choose the items from the
fixed dataset which lie closest to them. In the adaptive case over four stages, we progressively
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Figure 3.6: Mean error norm ‖𝐱−?̂?‖ versus total comparisons for a sequence of experiments
with varying number of adaptive stages.
re-center and re-scale the generated points; the initial 𝜎2 is set to the variance of the dataset
and is reduced dyadically after each stage. The total number of comparisons is held fixed
and is split as equally as possible among the number of stages (preferring later stages when
rounding). We plot the mean error over 200 independent-dataset trials.
3.7 Discussion
We have shown that given the ability to generate item pairs according to a Gaussian distri-
bution with a particular variance, it is possible to estimate a point 𝐱 satisfying ‖𝐱‖ ≤ 𝑅 to
within 𝜖 with roughly 𝑛𝑅/𝜖 paired comparisons (ignoring log factors). This procedure is
also robust to a variety of forms of noise. If one is able to shift the distribution of the items
drawn, adaptive estimation gives a substantial improvement over a non-adaptive strategy.
To directly implement such a scheme, one would require the ability to generate items arbi-
trarily in ℝ𝑛. While there may be some cases where this is possible (e.g., in market testing of
items where the features correspond to known quantities that can be manually manipulated,
such as the amount of various ingredients in a food or beverage), in many of the settings
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Figure 3.7: Mean error norm ‖𝐱−?̂?‖ versus total comparisons for nonadaptive and adaptive
selection. Dotted lines denote stage boundaries.
considered by recommendation systems, the only items which can be compared belong to a
fixed set of points. While our theory would still provide rough guidance as to how accurate
of a localization is possible, many open questions in this setting remain. For instance, the
algorithm itself needs to be adapted, as done in Section 3.6.4. Of course, there are many
other ways that the adaptive scheme could be modified to account for this restriction. For
example, one could use rejection sampling, so that although many candidate pairs would
need to be drawn, only a fraction would actually need to be presented to and labeled by the
user. We leave the exploration of such variations for future work.
3.8 Supporting lemmas
Lemma 3.8.1. Let 𝑏 > 𝑎 and let 𝐿 = min{|𝑎|, |𝑏|} and 𝑈 = max{|𝑎|, |𝑏|}. Then if Φ and
𝜙 respectively denote the standard normal cumulative distribution function and probability
distribution function, we have the bounds
(𝑏 − 𝑎)𝜙(𝑈) ≤ Φ(𝑏) − Φ(𝑎) ≤ (𝑏 − 𝑎)𝜙(𝐿) ≤ (𝑏 − 𝑎)𝜙(0).
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Proof. By the mean value theorem, we have for some 𝑎 < 𝑐 < 𝑏, Φ(𝑏) − Φ(𝑎) = (𝑏 −
𝑎)Φ′(𝑐) = (𝑏 − 𝑎)𝜙(𝑐). Since 𝜙(|𝑥|) is monotonic decreasing, it is lower bounded by 𝜙(𝑈)
and upper bounded by 𝜙(𝐿) (and also 𝜙(0)).
Lemma 3.8.2. Let 𝐱, 𝐲 ∈ ℝ𝑛. Then,
∫𝕊𝑛−1





Proof. By spherical symmetry, we may assume Δ = 𝐱 − 𝐲 = [𝜖, 0, … , 0] for 𝜖 > 0 without
loss of generality. Then ‖𝐱−𝐲‖ = 𝜖 and |𝐚𝑇 (𝐱−𝐲)| = 𝑎(1)𝜖 = 𝜖|cos 𝜃|, where cos−1(𝑎(1)) =













Γ((𝜇 + 𝜔)/2) .






|cos 𝜃| sin𝑛−2 𝜃 d𝜃 = 2 ∫
𝜋/2
0
cos 𝜃 sin𝑛−2 𝜃 d𝜃 =
Γ(1)Γ(𝑛−12 )
Γ(1 + 𝑛−12 )
= 2𝑛 − 1.
Then with the appropriate normalization, we have (using Γ(1/2) = √𝜋)
∫𝑆𝑛−1


























3.9 Integral calculations for Lemma 3.4.2
First, we give an expression for 𝜅𝑛 for all cases 𝑛 ≥ 2, expanding upon that given in Theo-




























Below we derive this expression for the cases 𝑛 = 2, 𝑛 = 3, and 𝑛 ≥ 4.
3.9.1 Case 𝑛 = 2
For the special case 𝑛 = 2, 𝑑𝑖 = cos 𝜃𝑖 where 𝜃𝑖 ∈ [−𝜋, 𝜋] is distributed uniformly. In this
case, (3.21) can be re-written as


































Expanding and setting 𝛼, 𝛽, and 𝛾 appropriately,






























exp (−𝛾 cos2 𝜃𝑖 + 𝛽𝜏𝑖 cos 𝜃𝑖 − 𝛼𝜏2𝑖 ) d𝜏𝑖 d𝜃𝑖.
Completing the square for 𝜏𝑖,















+ (𝛽 cos 𝜃𝑖)
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where 𝐼0(⋅) denotes the modified Bessel function of the first kind. Since exp(−𝑡)𝐼0(𝑡) < 1,
by plugging back in for 𝛼 we obtain





















‖𝐱‖ , but one can show that the previous bound will dominate this whenever ‖𝐱‖ ≤ 𝑅.
3.9.2 Case 𝑛 = 3
For the case 𝑛 = 3, 𝑑𝑖 ∼ [−1, 1] is itself distributed uniformly. In this case we have


















Expanding and setting 𝛼, 𝛽, and 𝛾 appropriately,






























exp (−𝛾𝑑2𝑖 + 𝛽𝑑𝑖𝜏𝑖 − 𝛼𝜏2𝑖 ) d𝜏𝑖 d𝑑𝑖.
Completing the square for 𝜏𝑖,



































erf (√𝛾 − 𝛽2/4𝛼)
√𝛾 − 𝛽2/4𝛼
.
Since erf(𝑡)/𝑡 ≤ 2/√𝜋, by plugging back in for 𝛼 we obtain














Additionally, since erf(𝑡) ≤ 1,
ℙ[𝑞𝑖 ̄𝑞𝑖 < 0] ≤
√3𝜋























which can be tighter when 𝜎𝑧 is small and ‖𝐱‖ is large.
3.9.3 Case 𝑛 ≥ 4
Combining (3.21) with our upper bound (3.22) on 𝑓𝑑(𝑑𝑖), we obtain



















Expanding and setting 𝛼, 𝛽, and 𝛾 appropriately,






























𝑖 + 𝛽𝑑𝑖𝜏𝑖 − 𝛼𝜏2𝑖 ) d𝜏𝑖 d𝑑𝑖.
Completing the square for 𝜏𝑖,





































Since erf(𝑡) ≤ 1, we have































𝜎2𝑧 + 2𝑅2/𝑛 + 4‖𝐱‖2/𝑛
.
We also note that since erf(𝑡)/𝑡 ≤ 2/√𝜋, it is also possible to obtain the bound






However, this bound can only be tighter when ‖𝐱‖ is small and when 𝑛2𝜋 < 1 (i.e., for
𝑛 ≤ 6). Given this narrow range of applicability, we omit this from the formal statement of
the result.
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CHAP T E R 4
AC T I V E EMB EDD ING S EARCH V I A NO I S Y PA I R ED
COMPAR I SONS
In this chapter we consider the paired comparison setting introduced in Chapter 3. Note
that the notation in this chapter differs slightly from that of Chapter 3. Specifically, here
𝐰 ∈ ℝ𝑑 represents the signal to be estimated and 𝑑 is the dimension of space. Capital 𝐖
is used when referring to the random variable which represents our current knowledge of
𝐰. As before, we wish to estimate a vector 𝐰 from paired comparisons of the form “is 𝐰
more similar to item 𝐩 or to item 𝐪?” In such tasks, queries can be extremely costly, thus
we aim to choose pairs actively given the results of previous comparisons. By imposing a
simple probabilistic model on responses, we show that adaptive selection can lead to better
estimation with dramatically fewer queries. We greedily choose pairs which maximize the
information gain and then develop two heuristics which maximize a lower bound on mutual
information and are simpler to analyze and compute, respectively. We give bounds on the
expected number of queries required to achieve a certain performance, and we validate our
approach using simulated responses from a real-world dataset.
4.1 Introduction
We consider the problem of user preference learning, where we have a set of items (e.g.,
movies, music, or food) embedded in a Euclidean space and would like to determine the
preferences of users with respect to these items such that users with similar preferences are
assigned similar embedding coordinates. We will do this using the method of paired com-
parisons, where during each interaction a user chooses which one of two given items they
prefer [128]. For instance, to find a particular food that a person would like to eat, we might
ask them a number of queries in which they select one of two food items as more prefer-
able in taste. From this information, we find an estimate of the preference point 𝑤. This
Note.—this chapter is joint work with Greg Canal, Mark Davenport, and Chris Rozell and has been
submitted for publication.
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recovered preference point can be used in various tasks, for instance in the recommendation
of nearby items or clustering of users with similar preferences. We refer to this process as
pairwise search, and a key goal of ours is to choose these items actively and demonstrate
the advantage over non-adaptive selection of items.
More specifically, given 𝑁 items to select from, there are 𝑂(𝑁2) possible queries. Ex-
haustively querying all such pairs is not only prohibitively expensive for large datasets, but
is also unnecessary. Intuitively, the set of all possible paired comparisons contains queries
rendered obvious by the accumulation of evidence about the user’s point, as well as ambigu-
ous queries that provide no information due to their unreliability in the context of a model
that accounts for noise in the comparison process. The main aim of this work is to design
a query selection algorithm that only selects informative pairs in identifying a user’s prefer-
ence point. We achieve this by selecting pairs that aim to maximize the mutual information
between the user’s response and their true, unknown preference point.
Our approach relies on the use of mutual information to provide theoretical insights con-
cerning the user point estimation problem and to provide lower bounds on the estimation
error achievable by any query strategy. We then present upper and lower bounds on perfor-
mance of a heuristic strategy that maximizes a lower bound on mutual information. Since
estimating the mutual information of each pair in a pool can be computationally expensive,
we motivate the use of a second, computationally cheaper heuristic that also maximizes
a lower bound on mutual information while still performing comparably to naïve informa-
tion maximization. We evaluate our methods against randomly selected measurements on
a test dataset and demonstrate the benefits of our informative query strategy. To the best of
our knowledge, our work is the first attempt to search a low-dimensional embedding for a




Our goal in this chapter is to estimate a user’s preference point 𝑤 with respect to a low-
dimensional embedding of items. Specifically, we suppose user preferences can be captured
via an ideal point model in which each item and user is represented using a common set of
parameters. For simplicity, we assume that users and items are represented by points in ℝ𝑑
and that a user’s overall preference for a particular item decreases with the distance between
that item and the user’s ideal point 𝑤. This means any item placed exactly at the user would
be considered “ideal” and would be the most preferred over all other items. Although this
model can be applied to the situation where a particular item is sought, in general we do not
assume the user’s location 𝑤 to be co-located with any item.
The low-dimensional embedding of the items can be constructed through a training set
of triplet comparisons (paired comparisons regarding similarity to a third reference item)
using one of several standard non-metric embedding methods such as the Crowd Kernel
Learning [155] or Stochastic Triplet Embedding methods [156]. In this study, we assume
that such an embedding is given, presumably acquired through a large set of crowd-sourced
training triplet comparisons. We do not consider this training set to be part of the learn-
ing cost in measuring a search algorithm’s efficiency, since our focus here is on efficiently
choosing paired comparisons to search an existing embedding.
In this work, we assume a noisy observation model where the probability of a user
located at 𝑤 choosing item 𝑝 over item 𝑞 is modeled using
ℙ(𝐩 ≺ 𝐪) = 𝑓(𝑘𝑝𝑞(‖𝐰 − 𝐪‖2 − ‖𝐰 − 𝐩‖2)), (4.1)
where 𝐩 ≺ 𝐪 denotes “item 𝐩 is preferred to item 𝐪,” 𝑓(𝑥) = 1/(1 + 𝑒−𝑥) is the logistic
function, and 𝑘𝑝𝑞 is the pair’s noise constant. This type of logistic noise model is common
in psychometric literature and our model bears similarity to the Bradley–Terry model [157].
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Note that (4.1) can also be written as
ℙ(𝐩 ≺ 𝐪) = 𝑓(𝑘𝑝𝑞(‖𝐰 − 𝐪‖2 − ‖𝐰 − 𝐩‖2))
= 𝑓(𝑘𝑝𝑞(2(𝐩 − 𝐪)𝑇 𝐰 − ‖𝐩‖2 + ‖𝐪‖2))
= 𝑓(𝑘𝑝𝑞(𝐚𝑇 𝐰 − 𝑏)),
where 𝐚 = 2(𝐩 − 𝐪) and 𝐛 = ‖𝐩‖2 + ‖𝐪‖2 encode the weights and threshold of a hyperplane
bisecting items 𝐩 and 𝐪. 𝑘𝑝𝑞 represents roughly the signal-to-noise ratio of a particular
measurement, which is dependent on the values of 𝐩 and 𝐪. After observing the results of
a number of such queries, the response model in (4.1) for each query can be multiplied to
form a posterior belief about the location of 𝐰, as depicted in Figure 4.1.
Note that we allow the noise constant 𝑘𝑝𝑞 to differ for each item pair to allow for differing
user behavior depending on the geometry of the items being compared. When 𝑘𝑝𝑞 → ∞,
this supposes a user’s selection is made with complete certainty and cannot be erroneous.
Conversely, 𝑘𝑝𝑞 = 0 corresponds to choosing items randomly with probability 1/2. Varying
𝑘𝑝𝑞 allows for differing reliability when items are far apart versus when they are close. Some
concrete examples for setting this parameter are:
constant ∶ 𝑘(1)𝑝𝑞 = 𝑘0, (K1)
normalized ∶ 𝑘(2)𝑝𝑞 = 𝑘0‖𝐚‖−1 = 𝑘0‖2(𝐩 − 𝐪)‖−1, (K2)
decaying ∶ 𝑘(3)𝑝𝑞 = 𝑘0 exp(−‖𝐚‖)
= 𝑘0 exp(−‖2(𝐩 − 𝐪)‖). (K3)
4.2.2 Related work
There is a large body of work investigating preference learning and ranking via paired com-
parisons. Many of these works aim to construct embeddings, train classifiers, or learn rank-
ings over items (for instance, [125, 137, 158, 159]). In contrast to these works, we do not
intend to build an embedding of items, but instead quickly locate an individual user.
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Figure 4.1: Paired comparisons between items can be thought of as a set of noisy hyperplane
queries. In the high-fidelity case, the set of hyperplanes uniquely identifies a convex region
of ℝ𝑑 . More generally, we have a posterior distribution which only approximates the shape
of the ideal cell around the true user point, depicted here with a cross.
For instance, noisy paired comparisons are utilized to construct triplet embeddings by
repeatedly selecting which of two items is more similar to a reference item. While this
technique has been used to construct low-dimensional item embeddings [155] (which can
subsequently be searched with our technique), it does not directly explore the user point
search problem. In a classification setting such as in [160], noisy paired comparisons can
be used to estimate the parameters of a hyperplane decision surface, but this statistical es-
timation problem is inherently different from the one studied here since rather than having
a single response model, we have a separate response model for each pair in a sequence of
queries. Our model also bears similarity to standard setup in logistic regression (see e.g.,
[161]) but is subtly different due to the presence of “offsets” 𝑏, whereas logistic regression
includes only the linear weights 𝑎. These offsets are necessary to model paired comparisons
between items and adds considerable complexity to the geometry of the problem.
More generally, the presence of distinct hyperplane offsets precludes the low dimen-
sional search setting studied here from being framed as the commonly used Bradley–Terry
model where the probability model for a query is equal to the ratio of score functions over
items. This is a common model in the active ranking setting, where adaptive comparisons
aim to learn a score function or top-𝐾 ranking over a set of items [162, 163]. The difference
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in our work is that our model cannot be decomposed into a ratio of score functions, nor are
we exclusively searching for an item within a given dataset [124].
Similarly, in the setting of multi-armed or dueling bandits the goal is to find the “top
reward” item in a dataset via adaptive querying [164]. As in the active ranking setting, this
problem specifically seeks an item within a given dataset (without exploiting any underlying
geometry) rather than estimating a continuous user point. Furthermore, in the bandit setting
the queries may or may not involve paired comparisons.
The work that is most similar to the problem studied here is [135], which aims to de-
termine the ranking of an item based on paired comparisons with other items in a low-
dimensional embedding. A crucial difference between [135] and our work is that we are
not merely interested in learning a rank-ordering among items, but instead seek to estimate
a continuous user point. In contrast to the ranking of items alone, knowledge of the under-
lying user parameter in our model gives a us a stronger understanding of the user’s behav-
ior which can be used, for instance, to predict preferences for new items, as a component
in an approach which alternates the task of user and item coordinate estimation, or as a
step towards user clustering or other goals. Furthermore, the utilization of a continuous
geometric model allows us to potentially generate queries by synthesizing points in the low-
dimensional space.
4.3 Query selection
4.3.1 Information theoretic framework
Let 𝐖 ∈ ℝ𝑑 denote a random vector encoding the user preference point, assumed for




Unless noted otherwise, we denote random variables with uppercase letters, and specific
realizations with lowercase letters. Let 𝑌𝑖 ∈ {0, 1} denote the binary response to the 𝑖th
paired comparison involving items 𝐩𝑖 and 𝐪𝑖, with 𝑌𝑖 = 0 (resp. 1) indicating a user prefer-
ence for 𝐩𝑖 (resp. 𝐪𝑖). After 𝑖 queries, we have the vector of responses 𝐘𝑖 = {𝑌1, 𝑌2, … 𝑌𝑖}.
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Denoting the prior density as 𝑝0(𝐰), after 𝑖 queries we have a posterior density of




The logistic response model used here for 𝑝(𝑌𝑗|𝐰) belongs to the class of log-concave
distributions. Such distributions have probability density functions 𝑓(𝐰) satisfying 𝑓(𝛼𝑤1+
(1 − 𝛼)𝐰2) ≥ 𝑓(𝐰1)𝛼𝑓(𝐰2)1−𝛼 for any 𝐰1, 𝐰2 ∈ ℝ𝑑 and 0 ≤ 𝛼 ≤ 1. The uniform prior
on 𝐖 over the unit hypercube is also log-concave. Consequently, since products of log-
concave functions are also log-concave, we have that the posterior density given in (4.2) is
log-concave [165].
After 𝑖 queries, the posterior 𝑝𝑖(𝐰) is used to generate a user point estimate 𝐖𝑖. We
denote the mean-squared error for this estimate by MSE𝑖 = 𝔼𝐖|𝐘𝑖[‖𝐖 − 𝐖𝑖‖22]. At each
step, we desire to utilize knowledge from previous queries to select a pair (𝐩𝑖, 𝐪𝑖) such that
MSE𝑖+1 is minimized after the user responds. However, such a scheme would require both
updating the posterior distribution and estimating MSE𝑖+1 for each possible response over
all pairwise queries in a pool, which is very computationally expensive since in the model
studied here each such evaluation requires a new set of Monte Carlo samples from the poste-
rior (since there is no closed-form solution for MSE𝑖+1 under our model). This is suboptimal
for adaptive querying settings where typically data sets are large (resulting in a large number
of candidate pairwise queries) and queries need to be selected in or close to real-time.
Instead, consider the covariance matrix of the user point posterior after 𝑖 queries, de-
noted as 𝚺𝐖|𝐘𝑖 = 𝔼[(𝐖 − 𝔼[𝐖|𝐘𝑖])(𝐖 − 𝔼[𝐖|𝐘𝑖])𝑇 |𝐘𝑖]. For a mean estimator of the
user point given by 𝐖𝑖 = 𝔼[𝐖|𝐘𝑖], which is the minimum mean-squared error (MMSE)
estimator, we have
MSE𝑖 = Tr(𝚺𝐖|𝐘𝑖) ≥ 𝑑|𝚺𝐖|𝐘𝑖|
1
𝑑 (4.3)
where the last inequality is from the arithmetic-geometric mean inequality (AM–GM) [105].
This implies that a necessary condition for minimizing MSE is to minimize the determinant
of the posterior covariance matrix (denoted by |𝚺𝐖|𝐘𝑖|), which we refer to as the posterior
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volume. Unfortunately, for the same reasons described above, selecting queries that directly
minimize posterior volume is too computationally expensive to be useful in practice.
However, by utilizing statistical tools from information theory, we can select queries that
approximately minimize posterior volume (and hence MSE) while still selecting queries in a
computationally feasible manner. Furthermore, an information theoretic approach provides
convenient analytical tools which we use to provide performance guarantees for the query
selection methods we present.
Towards this end, we define the posterior entropy as the differential entropy of the pos-
terior after 𝑖 queries:
ℎ𝑖(𝐖) ≡ ℎ(𝐖|𝐲𝑖) = ∫𝑤
𝑝𝑖(𝐰) log2(1/𝑝𝑖(𝐰))𝑑𝑤. (4.4)
As we show in the following lemma, posterior entropy is both upper and lower bounded by a
monotonically increasing function of posterior volume, implying that minimizing posterior
entropy is both a necessary and sufficient condition for minimizing the posterior volume,
and hence a necessary condition for minimizing MSE. The proof of this lemma and all
subsequent results are provided in the supplementary material.












where 𝑐𝑑 = (𝑒2𝑑2)(4√2(𝑑 + 2)).
This relationship between MSE, posterior volume, and posterior entropy minimization
suggests a strategy of selecting queries that minimize the differential entropy of the pos-
terior distribution after the query. Since the actual user response is unknown at the time
of query selection, we seek to minimize the expected posterior entropy after a response
is made, i.e., 𝔼𝑌𝑖+1[ℎ𝑖+1(𝐖)|𝐲
𝑖]. Using a standard result from information theory, we have
𝔼𝑌𝑖+1[ℎ𝑖+1(𝐖)|𝐲
𝑖] = ℎ𝑖(𝐖)−𝐼(𝐖; 𝑌𝑖+1|𝐲𝑖), where 𝐼(𝐖; 𝑌𝑖+1|𝐲𝑖) is the mutual information
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between a query and the user response given previous responses [166].
Examining this identity, we observe that selecting queries that minimize the expected
posterior entropy is equivalent to selecting queries that maximize the mutual information
between the user point and the user response response.
In this setting, it is generally difficult to obtain sharp performance bounds for query
selection via mutual information maximization. Instead, we use information theoretic tools
along with Lemma 4.3.1 to provide a lower bound on MSE for any estimator and query
selection scheme in a manner similar to estimation lower bounds presented in [166]:
Theorem 4.3.2. For any user point estimator given by 𝐖𝑖 after 𝑖 queries, the MSE (averaged
over user points and query responses) for any query selection strategy is lower bounded by





Using the symmetry of mutual information [166], we can write














𝐻(𝑌 |𝐖, 𝐲𝑖) = 𝔼𝐖|𝐲𝑖[𝐻(𝑌𝑖+1|𝐖 = 𝐰, 𝐲𝑖)]. (4.8)
Unlike the MSE and posterior volume strategies, mutual information estimation only
requires a single batch of posterior samples at each round of query selection, which is used
to estimate the discrete entropy quantities in (4.6)–(4.8). If 𝑆 samples are drawn from the
posterior distribution, the information in (4.5) can be estimated for a single pair in 𝑂(𝑑𝑆)
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operations. For a pool of 𝑀 candidate pairwise queries pairs, a pair can be selected in
𝑂(𝑑𝑆𝑀) operations at each iteration, which scales linearly in the number of samples used
to estimate mutual information. Even though this is still more computationally feasible than
direct MSE or posterior volume minimization, a computational complexity of 𝑂(𝑑𝑆𝑀)
results in an expensive number of computations for highly accurate mutual information
estimates over a large pool of candidate pairs.
Because of these analytical and computational challenges with this direct mutual infor-
mation maximization strategy, we develop two heuristics that mimic the action of maximiz-
ing mutual information. In the next section we describe our first heuristic, which we analyze
for more refined upper and lower bounds on the number of queries needed to shrink the pos-
terior to a desired volume. Then we introduce a second heuristic which achieves a reduced
computational complexity while still remaining theoretically coupled to mutual information
maximization.
4.3.2 Heuristic 1: equiprobable, max-variance
In developing a heuristic for mutual information maximization, consider the scenario where
arbitrary pairs can be generated (unconstrained to a given dataset), resulting in a bisecting
hyperplane parameterized by weights 𝑎 and threshold 𝑏. In practice, such queries corre-
spond to the generation of synthetic items in the low-dimensional latent space with tools
such as generative adversarial networks [167]. With the freedom to select any hyperplane,
consider an equiprobable query strategy where where 𝑏 is selected such that each item in
the query will be selected with probability 1/2. This strategy is motivated from the fact that
mutual information is upper bounded by 𝐻(𝑌𝑖+1|𝐲𝑖), which is maximized at 1 bit if and only
if the response probability is equiprobable [166].
To motivate the selection of query hyperplane directions, we define a query’s projected
variance denoted as 𝜎2𝑖 as the variance of the posterior marginal in the direction of a query’s
hyperplane, i.e. 𝜎2𝑖 = √𝐚𝑇𝑖 𝚺𝐖|𝐲𝑖𝐚𝑖. This corresponds to a measure of how far away the user
point is from the hyperplane query, in expectation over the posterior distribution. With
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this notation, we have the following lower bound on mutual information for equiprobable
queries.
Proposition 4.3.3. For any “equiprobable” query scheme, for any choice of 0 ≤ 𝑐 ≤ 1 we
have
𝐼(𝐖; 𝑌𝑖|𝐲𝑖−1) ≥ (1 − ℎ𝑏(𝑓(
𝑐𝑘𝜎𝑖
2 )))(1 − 𝑐) ≕ 𝐿𝑐,𝑘(𝜎𝑖)
where 𝜎𝑖 = √𝐚𝑇𝑖 𝚺𝐖|𝐲𝑖𝐚𝑖 and ℎ𝑏(𝑝) = 𝑝 log2(1/𝑝) + (1 − 𝑝) log2(1/(1 − 𝑝)) is the binary
entropy function.
This lower bound is monotonically increasing with 𝑘𝜎𝑖 and achieves maximum mutual
information of 1 bit at 𝑘 → ∞ and/or 𝜎𝑖 → ∞ (with an appropriate choice of 𝑐). This
suggests choosing weights 𝑎 that maximize projected variance in addition to selecting 𝑏
according to the equiprobable strategy. Together, we refer to the selection of equiprobable
queries in the direction of largest posterior variance as the equiprobable-max-variance, or
EPMV scheme for short.
Our primary result concerns the expected number of comparisons (or query complex-
ity) sufficient to reduce the posterior volume below a specified threshold set a priori, using
EPMV.
Theorem 4.3.4. For the EPMV query scheme with 𝑘‖𝐚𝑖‖ ≥ 𝑘min > 0 for each selected
query with hyperplane weights 𝐚𝑖, consider the stopping time 𝑇𝜀 = min{𝑖 ∶ |𝚺𝐖|𝐲𝑖|
1
𝑑 < 𝜀}
for stopping threshold 𝜀 > 0. For 𝜏1 = 𝑑2 log2(
1




2𝜀 + 𝑑, we have











√2𝜋𝑒) for any 0 ≤ 𝑐 ≤ 1 as defined in Proposition 4.3.3. Furthermore,
the lower bound is true for any query selection scheme.
This result follows from a martingale stopping-time analysis of the entropy at each stage.
Our next theorem is less general, but is more easily interpretable.
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Theorem 4.3.5. The EPMV scheme, under the same assumptions as in Theorem 4.3.4, sat-
isfies







Furthermore, for any query scheme,
𝔼[𝑇𝜀] = Ω (𝑑 log
1
𝜀) .
This result has a favorable dependence on dimension 𝑑, and can be interpreted as a blend
between two rates, one of which matches that of the generic lower bound. Our upper bound
provides some evidence that our ability to recover 𝑤 worsens considerably as 𝑘min decreases
as the second term is dominant. This is intuitively unsurprising since small 𝑘min corresponds
to the case where queries are very noisy. In the derivation of the lower bound, a naïve upper
bound of 1 bit is used on mutual information. In actuality, we expect a generic upper bound
on mutual information that decreases with small 𝑘min, due to a resulting increase in response
noise. Thus, we expect a similar penalty term in the complexity of the generic lower bound,
which is deferred to future work.
On the other hand, for asymptotically large 𝑘, we have the following corollary.
Corollary 4.3.6. In the noiseless setting (𝑘0 → ∞), EPMV has optimal expected stopping
time complexity for posterior volume stopping.
Proof. For 𝑘0 → ∞, by definition 𝑘min → ∞ (ignoring the pathological case of a single
item being compared to itself i.e. ‖𝑎‖ = 0). In this case from Theorem 4.3.5, 𝔼[𝑇𝜀] =
𝑂 (𝑑 log
1
𝜀), which is optimal since for any scheme, 𝔼[𝑇𝜀] = Ω (𝑑 log
1
𝜀).
Taken together, these bounds suggest that EPMV is optimal up to a penalty term which
decreases to zero for large noise constants.
While EPMV was derived under the assumption of arbitrary hyperplane queries, depend-
ing on the application we may have to select a pair from a fixed pool of item combinations
in a given dataset. For this purpose, we implement a metric for any given pair that, when
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maximized over all pairs in a pool, approximates the behavior of EPMV. For a pair with
items 𝐩 and 𝐪 in item pool 𝒫 , let 𝐚𝑝𝑞 = 2(𝐩 − 𝐪) and 𝑏𝑝𝑞 = ‖𝑝‖2 − ‖𝑞‖2 denote the weights
and threshold parameterizing the bisecting hyperplane. We then implement EPMV with the
heuristic function (for some 𝜆 > 0):




̂𝑝1 = 𝔼 𝑓(𝑘𝑝𝑞(𝐚𝑇𝑝𝑞𝐖 − 𝑏𝑝𝑞)).
This has the effect of selecting queries which are close to equiprobable and align with the
direction of largest variance, weighted by 𝑘𝑝𝑞 to prefer higher fidelity queries. However, ̂𝑝1
must be estimated for each pair, requiring 𝑂(𝑑𝑆) operations per pair and 𝑂(𝑑𝑆𝑀) opera-
tions in total, which is the same computational complexity as the naïve information maxi-
mization approach. For this reason, we develop a second heuristic that approximates EPMV
while significantly reducing the computational complexity.
4.3.3 Heuristic 2: mean-cut, max-variance
Our second heuristic is a meancut strategy where 𝑏 is selected such that the hyperplane
passes through the mean of 𝑝(𝐖|𝐘𝑖), i.e. 𝐚𝑇 𝔼[𝐖|𝐘𝑖]−𝑏 = 0. For such a strategy, we have
the following proposition:
Proposition 4.3.7. For meancut queries parameterized by hyperplane weight 𝑎 and noise
constant 𝑘 we have
|𝑝(𝑌𝑖+1|𝐲














For large projected variances, we observe that |𝑝(𝑌𝑖+1|𝐲𝑖) − 12 | ⪅ 0.14, suggesting that
meancut queries are somewhat of an approximation to equiprobable queries in this setting.
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Furthermore, notice that the lower bound to mutual information in Proposition 4.3.7 is a
monotonically increasing function of the projected variance, 𝐚𝑇 𝚺𝐖|𝐲𝑖𝑎. As 𝐚𝑇 𝚺𝐖|𝐲𝑖𝑎 → ∞,
this bound approaches ℎ𝑏(1/𝑒) ≈ 0.95 which is nearly sharp since a query’s mutual infor-
mation is upper bounded by 1 bit. This implies some correspondence between maximizing
a query’s mutual information and maximizing the projected variance, as was the case in
EPMV. Hence, this combination of meancut, maximum variance queries (referred to as
MCMV) serves as an approximation to EPMV while still maximizing a lower bound on
mutual information.
For implementing MCMV over a fixed pool of pairs (rather than arbitrary hyperplanes),
we calculate the orthogonal distance of each pair’s hyperplane to posterior mean as |𝐚𝑇𝑝𝑞 𝔼[𝐖|𝐘𝑖]−
𝑏𝑝𝑞|/‖𝐚𝑝𝑞‖2, and the projected variance as 𝐚𝑇𝑝𝑞𝚺𝐖|𝐘𝑖𝐚𝑝𝑞. Since it is unlikely that any given
pair simultaneously minimizes the hyperplane distance to the posterior mean, has a maxi-
mal noise constant, and maximizes projected variance, each pair is evaluated with respect
to a tradeoff between these parameters (for some parameter 𝜆 > 0):
𝜂(𝑝, 𝑞; 𝜇, 𝚺) = 𝑘𝑝𝑞√𝐚𝑇𝑝𝑞𝚺𝐖|𝐘𝑖𝐚𝑝𝑞
− 𝜆
|𝐚𝑇𝑝𝑞 𝔼[𝐖|𝐘𝑖] − 𝑏𝑝𝑞|
‖𝐚𝑝𝑞‖2
(4.10)
This strategy seeks pairs that have large projected variances, while still cutting close to the
mean of the posterior. This heuristic is attractive from a computational standpoint since
the posterior mean 𝔼[𝐖|𝐘𝑖] and covariance 𝚺𝐖|𝐘𝑖 can be estimated once in 𝑂(𝑑2𝑆) com-
putations, and then calculating the hyperplane distance from mean and projected variance
𝐚𝑇 𝚺𝐖|𝐘𝑖𝑎 requires only 𝑂(𝑑2) computations per pair. Overall, this implementation of the
MCMV strategy has a computational complexity of 𝑂(𝑑2(𝑆 + 𝑀)), which scales more
favorably than both the naïve mutual information estimation and EPMV strategies.
We unify the naïve, EPMV, and MCMV query selection methods into a single frame-
work described in Algorithm 1. At each round of querying, a pair is selected that maximizes
an information metric 𝜂(𝐩, 𝐪) over a pool of candidate pairs. For naïve mutual information
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maximization, 𝜂(𝐩, 𝐪) = 𝐼(𝐖; 𝑌𝑖+1|𝐲𝑖). In Algorithm 1 we use 𝜂(𝐩, 𝐪; 𝐖) ≈ 𝜂(𝑝, 𝑞) where
𝐖 is a batch of posterior samples. (4.9) and (4.10) define 𝜂(𝐩, 𝐪) for EPMV and MCMV,
respectively.
Algorithm 1 User preference search with noisy paired comparisons
Input: item set 𝒳
𝒫 ← set of all pairwise queries from items in 𝒳
𝒫𝛽 ← uniformly downsample 𝒫 at rate 0 < 𝛽 ≤ 1
𝐲0 ← ∅ initialize set of user responses
for i = 1 to T do
𝐖𝑖 ← batch of 𝑆 samples from posterior 𝐖|𝐘𝑖−1
𝛍𝑖 ← 𝔼[𝐖|𝐘𝑖−1]
𝚺𝑖 ← 𝔼[(𝐖 − 𝛍𝑖)(𝐖 − 𝛍𝑖)𝑇 |𝐘𝑖−1]
if Naïve method then
𝐩𝑖, 𝐪𝑖 ← arg max𝑝,𝑞∈𝒫𝛽 𝜂(𝐩, 𝐪; 𝐖𝑖)
else if MPMV method then
𝐩𝑖, 𝐪𝑖 ← arg max𝑝,𝑞∈𝒫𝛽 𝜂(𝐩, 𝐪; 𝚺𝑖, 𝐖𝑖)
else if MCMV method then
𝐩𝑖, 𝐪𝑖 ← arg max𝑝,𝑞∈𝒫𝛽 𝜂(𝐩, 𝐪; 𝛍𝑖, 𝚺𝑖)
end if
𝐲𝑖 ← PairedComparison(𝐩𝑖, 𝐪𝑖)





To evaluate our approach, we constructed a realistic embedding (from a set of training user-
response triplets) consisting of multi-dimensional item points and simulated our pairwise
search methods over randomly generated user points. We constructed an item embedding
of the Yummly Food-10k data-set of [168, 169], consisting of 958,479 publicly available
triplet comparisons assessing relative similarity among 10,000 food items. The item coor-
dinates are derived only from the crowd-sourced triplets using the algorithm of [155]. We
note that the embedding method used assumes a slightly different probabilistic model than
we do in this chapter. Specifically, the probability that item 𝐫 is rated closer to 𝐩 than to 𝐪
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is given by
ℙ′(𝐩 ≺ 𝐪 ∣ 𝐫) = 11 + ‖𝐫 − 𝐩‖2/‖𝐫 − 𝐪‖2 .
Contrast this with (4.1) which supposes
ℙ(𝐩 ≺ 𝐪 ∣ 𝐫) = 11 + exp(‖𝐫 − 𝐩‖2 − ‖𝐫 − 𝐪‖2) .
Despite this difference, the successful performance of our simulation results show that our
method is somewhat adaptive to differing methods used for embedding construction.
In each simulation trial, we generate
𝐖 ∼ Unif([−1, 1]𝑑),
then adaptively collect paired comparisons drawn from the item points in our embedding,
according to Algorithm 1 using the discussed heuristic functions 𝜂. As a baseline non-
adaptive method, we also perform simulations using a randomly selected pair for each query.
The response probability of each observation follows (4.1), using each of the three schemes
for choosing 𝑘𝑝𝑞 described in (K1)–(K3). In each noise model we optimized the value of 𝑘0
using maximum-likelihood estimation (according to our probabilistic model (4.1) over a set
of training triplets. We use the Stan Modeling Language [170] to generate posterior samples,
since our model is particularly amenable to MCMC methods [171] due to log-concavity of
posteriors.
While it would be possible to compare our strategies against the method in [135] since
it produces a user point cell in ℝ𝑑 as in Figure 4.1, from which a user preference can be
estimated through a statistic such as the cell’s centroid. However, the estimation error of
this method is fundamentally lower bounded by the diameter of each cell, which is fixed and
determined a priori by item embedding positions. Since this constraint precludes arbitrary
continuous estimation of a user point (which is the goal of our work), we omit a comparison
to this method in our simulations.
In Figure 4.2 we plot MSE versus iteration number (i.e. number of queries asked) av-
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Figure 4.2: Mean squared error ± one standard error for various query selection methods
and noise constant models in a search task of the Yummly Food-10k data-set in embed-
dings of dimension 4 (top row) and dimension 7 (bottom row). Note that the three adaptive
methods perform similarly in many cases and sometimes overlap.
eraged over 30 trials of each method and each of the 𝑘𝑝𝑞 assumptions (K1)–(K3) for the
Food-10k data-set embedding. In every case, adaptive selection outperforms random se-
lection by a substantial margin. The EPMV and MCMV methods perform similarly to the
naïve mutual information maximization method, with a steep decrease in MSE over the ini-
tial queries followed by a gradual decrease in decay rate. These trends are evident across
all noise constant models, and across embeddings of various dimensions.
In Figure 4.3, we give a qualitative visualization of the error rate of the naïve and random
query selection schemes. For each method we employ the ‘decaying’ noise constant model
and select the trial whose final error was closest to each method’s respective MSE. In each
image, the 20 nearest neighbors to the user point estimate after 40 queries are displayed,
along with the item closest to ground truth user point, displayed on top. In the naïve selection
case, the closest item to the user is also the closest item to the estimate, suggestion that
the method successfully estimates the neighborhood of the true user point. In the random
case however, the ground truth’s nearest neighboring item is not even in the top 20 closest
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items to the estimate, implying that the random query strategy fails to efficiently learn the
neighborhood of the user point. This sheds light on the fact that the margin in MSE between
random and adaptive methods can lead to substantial differences in the perceptual fidelity
of the user estimate point in embedding space.
Figure 4.3: Top-20 neighborhood after 40 queries against user point nearest neighbor for
closest-to-average performing trials in random (left) and naïve mutual information maxi-
mization (right) query selection schemes. The random method fails to identify a neighbor-
hood that includes the user point’s nearest neighbor item, while the naïve adaptive method
succeeds.
Furthermore, this margin can lead to substantial differences in the size of the neighbor-
hood of items around a user estimate. For instance, by looking at the ball centered at the
embedding origin with the final MSE as its squared-radius, this ball only contains 35 items
for the naïve method but contains 216 items for randomly generated queries. This difference
is substantial when a user may wish to terminate search after a fixed number of iterations
to generate a neighborhood of items and manually select the item most similar to their pref-
erence, since a user would need to manually select from a much larger pool of items after
random queries than for the naïve information maximization strategy.
4.5 Discussion
Our simulated results demonstrate that both heuristic methods, EPMV and MCMV, greatly
outperform the case where pairs are chosen randomly. Interestingly, the MCMV approach,
while being extremely simple to implement as well as computationally efficient, performs
nearly as well as using a naïve mutual information estimate. On the other hand, as suspected
from Proposition 4.3.7, MCMV also performs similarly to EPMV, a method for which we
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have provided information theoretic performance guarantees. This motivates further study
towards direct performance guarantees for the MCMV heuristic.
Although in this work pairs were drawn from a fixed item embedding, we note that this
was not essential for the MCMV method and that it is adaptable to continuous item spaces,
which would allow for generative construction of proposal pairs. This is a very reasonable as-
sumption in some applications, such as facial composite generation for criminal cases [172]
or in evaluating foods and beverages, where we have the ability to generate almost arbitrary
stimuli based on the ratios of ingredients [173].
4.6 Proof details
4.6.1 Proof of Lemma 4.3.1
First, we begin with an additional lemma:













Proof. Since 𝑋𝑖 is a marginal of a log-concave distribution, 𝑋𝑖 is also log-concave. Further-
more, 𝑍𝑖 is a zero-mean, unit-variance (i.e., isotropic) log-concave random variable with
density 𝑝𝑍𝑖(𝑧). Then Lemma 4.6.1 follows because one-dimensional isotropic log-concave
densities are upper bounded by one [174].
A direct consequence of Lemma 4.6.1 is that for any 𝑎 > 0,














Proof of Lemma 4.3.1. Letting 𝚺𝐖 denote the 𝑑 × 𝑑 covariance matrix of random vector
𝐖 ∈ ℝ𝑑 , from Theorem 8.6.5 in [166], we have the upper bound
ℎ(𝐖) ≤ 12 log2((2𝜋𝑒)
𝑑|𝚺𝐖|). (4.12)
Now assume the distribution 𝑃𝐖 of 𝐖 is log-concave, let 𝑊1, 𝑊2 ∼ 𝑃𝐖 be i.i.d. and let
𝑊 ∶= 𝑊1 − 𝑊2. Let 𝑝𝐖 and 𝑝𝐖 denote the respective densities of 𝐖 and 𝐖. We have by
Proposition 3.5 of [165], for all 𝐳 ∈ ℝ𝑑 ,
𝑝𝐖(𝐳) = 𝑝𝐖(𝐳) ⋆ 𝑝𝐖(−𝐳), (4.13)
where ⋆ is the convolution operator, is also log-concave. Since covariances add for inde-
pendent random vectors, 𝚺𝐖 = 2𝚺𝐖.
By Theorem 4 of [175],
ℎ(𝐖) ≥ 𝑑2 log2
|𝚺𝐖|1/𝑑
𝑐(𝑑) ,
where 𝑐(𝑑) = 𝑒2𝑑2/(4√2(𝑑 + 2)). From Corollary 2.3 of [176],
ℎ(𝐖) = ℎ(𝐖1 − 𝐖2) ≤ ℎ(𝐖) + 𝑑,
which implies





𝑐(𝑑) − 𝑑 (4.14)
The result follows combining (4.13) and (4.14).
4.6.2 Proof of Theorem 4.3.2




𝐼(𝐖; 𝑌𝑗|𝑌 𝑗−1) (4.15)
≥ −𝑖 (4.16)
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from Lemma (4.3.1) with Jensen’s inequality and the concavity of log|𝐴| for any matrix 𝐴
in the positive definite cone [105]. Rearranging, we have
2−2𝑖
(2𝜋𝑒)𝑑











(𝔼𝐖,𝐘𝑖[‖𝐖 − 𝐖2𝑖 ]‖)𝑑
𝑑𝑑
(4.22)
where (4.20) is from the AM–GM inequality, (4.21) is due to the linearity of trace and
expectation, and the last inequality is due to that fact that expected value is the MMSE
estimator, from which the MSE lower bound follows.
4.6.3 Proof of Proposition 4.3.3
Proof. Consider the ‘equiprobable’ query scheme, with ℙ(𝑌𝑖 = 1|𝐲𝑖−1) = 12 for hyperplane
query given by weights 𝐚𝑖, threshold 𝜏𝑖, and noise constant 𝑘. Letting 𝑋𝑖 = 𝐚𝑇𝑖 𝑊 − 𝜏𝑖, we
have
𝐼(𝐖; 𝑌𝑖|𝐲𝑖−1) = 𝐻(𝑌𝑖|𝐲𝑖−1) − 𝐻(𝑌𝑖|𝐲𝑖−1, 𝑊 )
= 𝐻(𝑌𝑖|𝐲𝑖−1) − 𝐻(𝑌𝑖|𝐲𝑖−1, 𝑊 , 𝑋𝑖)
since 𝑋𝑖 is a deterministic function of 𝑊
= 𝐻(𝑌𝑖|𝐲𝑖−1) − 𝐻(𝑌𝑖|𝐲𝑖−1, 𝑋𝑖)
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since 𝑝(𝑌𝑖|𝐲𝑖−1, 𝑊 , 𝑋𝑖) = 𝑝(𝑌𝑖|𝐲𝑖−1, 𝑋𝑖)
= 𝐼(𝑋𝑖; 𝑌𝑖|𝐲𝑖−1).
Revisiting mutual information, we have




= 𝐸𝑋𝑖[(1 − ℎ𝑏(𝑓 (𝑘𝑋𝑖))) | 𝐲
𝑖−1] (4.24)
= 𝐸𝑋𝑖[(1 − ℎ𝑏(𝑓 (𝑘|𝑋𝑖|)))|𝐲
𝑖−1] (4.25)
since 1 − ℎ𝑏(𝑓 (𝑘𝑋𝑖)) is symmetric. From Markov’s inequality with 1 − ℎ𝑏(𝑓 (𝑘|𝑋𝑖|)) being
monotonically increasing, for any 𝑎 > 0,
≥ (1 − ℎ𝑏(𝑓 (𝑘𝑎))) ℙ(|𝑋| > 𝑎 | 𝐲𝑖−1) (4.26)




= (1 − ℎ𝑏 (𝑓 (
𝑘𝑐𝜎𝑖
2 ))) (1 − 𝑐) (4.28)
by letting 𝑎 = 𝑐𝜎𝑖2 for any 0 ≤ 𝑐 ≤ 1
4.6.4 Proof of Theorem 4.3.4
Entropy Properties:.—Let ℎ(𝐖|𝐲𝑖) denote the posterior entropy after observing 𝑖 queries.
With a uniform prior distribution over the hypercube [−12 ,
1
2 ], we have that ℎ(𝐖|𝐲
0) = 0
and ℎ(𝐖|𝐲𝑖) ≤ 0 for ∀𝑖 since the uniform distribution maximizes entropy over this bounded
space.
After query 𝑖, let the eigenvalues of the posterior covariance matrix be denoted in de-
creasing order as 𝜆1 ≥ 𝜆2 ⋯ ≥ 𝜆𝑑 . In the equiprobable, max-variance scheme, query 𝐚𝑖
is in the direction of maximal eigenvector, so the product of the noise constant and query
standard deviation at iteration 𝑖 is given by 𝑘√𝐚𝑇𝑖 𝚺𝐖|𝐲𝑖𝐚𝑖 = 𝑘‖𝐚𝑖‖√𝜆1 ≥ 𝑘min√𝜆1. From
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the monotonicity of the mutual information lower bound on equiprobable queries, we have
𝐼(𝐖; 𝑌𝑖|𝐲𝑖−1) ≥ 𝐿𝑐,𝑘min(√𝜆1) (4.29)













For compactness of notation, let






Since 𝐿𝑐,𝑘min is monotonically increasing, we have
𝐼(𝐖; 𝑌𝑖|𝐲𝑖−1) ≥ ?̃?𝑐,𝑘min(ℎ(𝐖|𝐲
𝑖)) (4.33)
Combined with the 1 bit upper bound on mutual information along 𝐼(𝐖; 𝑌𝑖|𝐲𝑖−1) =
ℎ(𝐖|𝐲𝑖) − 𝔼𝑌𝑖+1|𝐲𝑖[ℎ(𝐖|𝐲
𝑖+1)], we have
ℎ(𝐖|𝐲𝑖) − 1 ≤ 𝔼𝑌𝑖+1|𝐲𝑖[ℎ(𝐖|𝐲
𝑖+1)]
≤ ℎ(𝐖|𝐲𝑖) − ?̃?𝑐,𝑘min(ℎ(𝐖|𝐲
𝑖)) (4.34)
To bound the entropy deviations from one measurement to the next, we need the follow-
ing lemma:
Lemma 4.6.2. For the equiprobable query scheme,
|ℎ(𝐖|𝐲𝑖+1) − ℎ(𝐖|𝐲𝑖)| ≤ 𝛾(𝑑) ∀𝑖 ≥ 0
where 𝛾(𝑑) = 8𝑑 + 𝑑2 log2 (2𝜋𝑒𝑑) + 1.
The proof of Lemma 4.6.2 is highly technical and so we relegate it to the end of the
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supplementary materials.
Martingale Properties:.—Let 𝑍𝑖 = −ℎ(𝐖|𝐲𝑖). From the previous section we have 𝑍0 =
0, 𝑍𝑖 ≥ 0 ∀𝑖 ≥ 0, |𝑍𝑖+1 − 𝑍𝑖| ≤ 𝛾(𝑑) from Lemma 4.6.2, and 𝑍𝑖 + ?̃?𝑐,𝑘min(−𝑍𝑖) ≤
𝐸𝑍𝑖+1|𝐲𝑖[𝑍𝑖+1] ≤ 𝑍𝑖 + 1. Since 𝑍𝑖 is a deterministic function of 𝐲
𝑖 ∀𝑖 along with the law of
total expectation,





𝔼[𝑍𝑖+1|𝑍 𝑖] ≥ 𝔼𝐘𝑖|𝑍0,…,𝑍𝑖[𝑍𝑖 + ?̃?𝑐,𝑘min(−𝑍𝑖)]
= 𝑍𝑖 + ?̃?𝑐,𝑘min(−𝑍𝑖)
and
𝔼[𝑍𝑖+1|𝑍0, … , 𝑍𝑖] ≤ 𝔼𝐘𝑖|𝑍0,…,𝑍𝑖[𝑍𝑖 + 1]
= 𝑍𝑖 + 1
Since ?̃?𝑐,𝑘min(−𝑍𝑖) > 0, we have 𝔼[𝑍𝑖+1|𝑍
𝑖] ≥ 𝑍𝑖. For all 𝑖 ≥ 0, |𝑍𝑖| < ∞ since
|𝑍𝑖| = |𝑍0 + ∑𝑖𝑗=1 𝑍𝑗 − 𝑍𝑗−1| ≤ ∑
𝑖
𝑗=1|𝑍𝑗 − 𝑍𝑗−1| ≤ 𝑖𝛾(𝑑) < ∞. Therefore, 𝑍𝑖 is a
submartingale.
Let 𝜏 > 0 define a stopping threshold and corresponding stopping time 𝑇 = min{𝑖 ∶
𝑍𝑖 ≥ 𝜏} Considering 𝐸[𝑍𝑖+1|𝑍 𝑖] ≤ 𝑍𝑖 + 1 and taking the expectation over 𝑍 𝑖 on both
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sides and expanding, we have
𝔼[𝐸[𝑍𝑖+1|𝑈 𝑖]] ≤ 𝔼[𝑍𝑖] + 1
𝔼[𝑍𝑖+1] ≤ 𝔼 𝔼[𝑍𝑖|𝑍 𝑖−1] + 1
𝔼[𝑍𝑖+1] ≤ 𝔼[𝑍𝑖−1] + 1 + 1
…
𝔼[𝑍𝑖+1] ≤ 𝑖 + 1
⟹ 𝔼[𝑍𝑖] ≤ 𝑖
which implies
𝑇 ≥ 𝔼[𝑍𝑇 ] ≥ 𝜏
where the last inequality follows by definition, so 𝔼[𝑇 ] ≥ 𝜏. Note that this is true for any
query selection scheme since mutual information is always upper bounded by 1 bit.
To lower bound the expected stopping time, observe ?̃?𝑐,𝑘min(−𝑧) is monotonically de-
creasing in 𝑧, and 𝑍𝑖 ≤ 𝜏 for 𝑖 < 𝑇 , we have in this range that ?̃?𝑐,𝑘min(−𝑍𝑖) > ?̃?𝑐,𝑘min(−𝜏).
Using this fact, we construct a separate submartingale that equals 𝑍𝑖 up to and including







𝑍𝑖 𝑖 ≤ 𝑇
𝑈𝑖−1 + ?̃?𝑐,𝑘min(−𝜏) 𝑖 > 𝑇 .
(4.35)
Clearly for 𝑖 ≤ 𝑇 , 𝑈𝑖 = 𝑍𝑖, and if 𝑇𝑈 is defined as 𝑇𝑈 = min{𝑖 ∶ 𝑈𝑖 ≥ 𝜏}, by observa-













− (𝑖 + 1) ≥ 𝑈𝑖
?̃?𝑐,𝑘min(−𝜏)
− 𝑖 (4.38)




Assume for the time being that the optional stopping theorem can be applied to this
submartingale (proved in the sequel) - for any stopping time 𝑆 satisfying 𝑆 ≤ 𝑇 , 𝔼[𝑈 sub𝑆 ] ≤
𝔼[𝑈 sub𝑇 ]. Specifically, if 𝜏𝑆 is a stopping threshold satisfying 𝜏𝑆 ≤ 𝜏 such that 𝑆 = min{𝑖 ∶
𝑈𝑖 ≥ 𝜏𝑆}, then (for brevity, letting 𝑙(𝑢) = ?̃?𝑐,𝑘min(−𝑢))
𝔼[𝑈𝑆]
𝑙(𝜏) − 𝔼[𝑆] ≤
𝔼[𝑈𝑇 ]




− 𝔼[𝑆] = 𝑙(𝜏)𝑙(𝜏𝑆) [
𝔼[𝑈𝑆]












More generally, let Δ > 0 be given and set stopping threshold 𝜏𝑖 = 𝑖Δ, with corresponding
stopping time 𝑇𝑖. Define 𝑃𝑖 =
𝑈𝑇𝑖
𝑙(𝜏𝑖)
−𝑇𝑖. Letting 𝑟𝑖 =
𝑙(𝜏𝑖)
𝑙(𝜏𝑖−1)
and letting 𝑇 = 𝑇𝑖 and 𝑆 = 𝑇𝑖−1,
























































𝑙(𝜏𝑗) − 𝑙(𝜏𝑗 + Δ)
Δ 𝜏𝑗Δ
since 𝔼[𝑇𝑗] ≥ 𝜏𝑗 = 𝑗Δ. Now let 𝜏 > 0 be given (with corresponding stopping time 𝑇 and
let Δ → 0, choosing 𝑖 appropriately such that 𝜏 = 𝜏𝑖 = 𝑖Δ



























since 𝔼[𝑈𝑇 ] = 𝔼[𝔼[𝑈𝑇 |𝑈 𝑇 −1]] ≤ 𝔼[𝑈𝑇 −1] + 1 ≤ 𝜏 + 1
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All together we have






Now, suppose we’d like to stop the algorithm when the posterior covariance determinant
crosses below a threshold, corresponding to a low posterior volume. Denote this threshold
as 𝜀, and define the stopping time 𝑇𝜀 as min{𝑖 ∶ |𝚺𝐖|𝐲𝑖|
1
𝑑 < 𝜀}. By rearranging the upper




Letting 𝜏1 = 𝑑2 log2(
1
2𝜋𝑒𝜀 ) be the entropic stopping threshold with stopping time 𝑇1, from
(4.43) this results in (with 𝔼[𝑇𝜀] ≥ 𝔼[𝑇1] since this is a necessary condition)
𝔼[𝑇𝜀] ≥ 𝔼[𝑇1] ≥ 𝜏1 (4.45)
Similarly, by rearranging the lower bound in Lemma 4.3.1 we observe that a sufficient







where 𝑐𝑑 = (𝑒2𝑑2)(4√2(𝑑 + 2)). Letting 𝜏2 = 𝑑2 log2
𝑐𝑑
2𝜀 + 𝑑 be the entropic stopping
threshold with stopping time 𝑇2, we have from (4.43) (with 𝔼[𝑇𝜀] ≤ 𝔼[𝑇2] since this is
only a sufficient condition):







Combining these, we have the theorem result.
Verifying Optional Stopping Theorem:.—Consider a submartingale of the form 𝑃𝑖 =
𝑄𝑖
𝐶 −𝑖 for some 𝐶 > 0, where 𝑄𝑖 is also a submartingale satisfying 𝑄𝑖 = 0, 𝑄𝑖 ≥ 0 for 𝑖 ≥ 0,
114
and |𝑄𝑖+1 − 𝑄𝑖| ≤ 𝐵 for some 𝐵 > 𝐶 > 0. This implies
|𝑃𝑖+1 − 𝑃𝑖| = |
𝑄𝑖+1









≤ 𝐵𝐶 + 1 ≕ 𝐵
′ < ∞
Let stopping time 𝑇𝑄 be defined as min{𝑖 ∶ 𝑄𝑖 > 𝜏} for some threshold 0 < 𝜏 < ∞. This
implies a stopping time on 𝑃𝑖 given by 𝑇𝑃 = min{𝑖 ∶ 𝑃𝑖 > 𝜏𝐶 − 𝑖}, with 𝑇 ≔ 𝑇𝑄 = 𝑇𝑃 . We
have from [177, Theorem 5.2.6] that 𝑃𝑇 ∧𝑖 and 𝑄𝑇 ∧𝑖 are also submartingales.
Consider sup 𝔼 𝑄+𝑇 ∧𝑖 = sup 𝔼 𝑄𝑇 ∧𝑖 ≤ 𝜏 + 𝐵 < ∞, by definition. From [177, Theorem
5.2.8], as 𝑖 → ∞, 𝑄𝑇 ∧𝑖 converges a.s. to 𝑄 with 𝔼[𝑄] < ∞.
Similarly, sup 𝔼 𝑃 +𝑇 ∧𝑖 = sup 𝔼 [{
𝑄𝑇 ∧𝑖
𝐶 − (𝑇 ∧ 𝑖)}
+




𝐶 < ∞, so
as 𝑖 → ∞, 𝑃𝑇 ∧𝑖 converges a.s. to 𝑃 with 𝔼[𝑃 ] < ∞.
We have










= |𝑃𝑇 ∧𝑖| +
|𝑄𝑇 ∧𝑖|
𝐶
which implies lim𝑖→∞|𝑇 ∧ 𝑖| ≤ |𝑃 | + |𝑄|𝐶 < ∞ a.s. This implies that 𝑇 < ∞ a.s., which
further implies that 𝔼[𝑇 ] < ∞. Combining this fact with |𝑃𝑖+1 − 𝑃𝑖| ≤ 𝐵′, [177, Theorem
5.7.5] gives that 𝑃𝑇 ∧𝑛 is uniformly integrable. Then, from [177, Theorem 5.7.4], for any
stopping time 𝐿 ≤ 𝑇 , 𝔼[𝑃𝐿] ≤ 𝔼[𝑃𝑇 ].
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4.6.5 Proof of Theorem 4.3.5
To lower bound the complexity of 𝑇𝜀, we substitute the definition of 𝜏1 into (4.45), which is






⟹ 𝔼[𝑇𝜀] = Ω (𝑑 log
1
𝜀) (4.49)
To upper bound the complexity of 𝑇𝜀, note that 𝜏2 − 1𝑙(𝜏2) ∫
𝜏2
0 𝑙(𝑥)𝑑𝑥 ≤ 0 from the mean
value theorem, so 𝔼[𝑇𝜀] ≤ 𝜏2+1𝑙(𝜏2) . Also note that
𝐿𝑐,𝑘(𝜎) = (1 − ℎ𝑏 (𝑓 (
𝑐𝑘𝜎
2 ))) (1 − 𝑐)
≥ (1 − sech (
𝑐𝑘𝜎




(1 − 𝑐) (4.51)
where (4.50) is from ℎ𝑏(𝑝) ≤ 2√𝑝(1 − 𝑝), and (4.51) is from sech(𝑥) ≤ 22+𝑥2 .
Plugging in the definition for 𝜏2 into 𝑙(𝜏2) we have












128𝜋𝑒𝑐𝑑 1𝜀 + 𝑐
2𝑘2min





















4.6.6 Proof of Proposition 4.3.7




























We have that ℙ(𝑌 = 1) = 𝔼[ℙ(𝑌 = 1|𝑋 = 𝑥) = 𝔼[𝑓 (𝑥)]. Note that ∀𝑥, (1 + 𝑒−𝑘𝑥) ≤ 1.
Then,















+ ℙ(𝑋 > 0) ≤ ln 2𝜎𝑋𝑘
+ 1 − 1𝑒 ,
where we use 𝑝𝑋(𝑥) ≤ 1/𝜎𝑋 and the final inequality follows from ℙ(𝑋 ≤ 0) ≥ 1𝑒 for log-
concave 𝑋. Using a similar argument it can be shown that 𝔼[𝑓 (𝑥)] ≥ 1/𝑒 − ln 2/(𝜎𝑋𝑘).











Now we turn to lower bounding 𝐼(𝑋; 𝑌 ) ∶= 𝐻(𝑌 ) − 𝐻(𝑌 |𝑋). The second term can be
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written









where the inequality follows from Lemma 4.6.1. Since
𝐻(𝑌 |𝑋 = 𝑥)




















which is an even function, we have (omitting details of the integration)















For the second term, note that 𝐻(𝑌 = 1) = ℎ𝑏(𝑝). The binary entropy function is
symmetric about, and monotonically decreasing from 𝑝 = 1/2. Therefore,







Combining (4.56) and (4.59) gives the desired result.
4.6.7 Proof of Lemma 4.6.2
Proof. Since log2 𝑝(𝐖|𝐲𝑖+1) is log-concave, and by Jensen’s inequality,





Without loss of generality, we may suppose 𝔼[𝐖|𝐲𝑖] = 0, and let 𝐕 = 𝚺
− 12
𝐖|𝐲𝑖𝐖 where and










𝐈 and therefore 𝐕 is isotropic. From [178] we have that 𝑝𝑉 (𝐯) ≤ 28𝑑𝑑
𝑑
2 . From the density

















Therefore, for our query strategy we have (with 𝑓𝑖+1(𝐖) denoting the logistic response
model for the query at iteration 𝑖 + 1)
𝑝(𝐰|𝐲𝑖+1) = 𝑝(𝐰|𝑦𝑖+1 = 𝑦, 𝐲𝑖)
=
𝑓𝑖+1(𝐖)𝑦 + (1 − 𝑓𝑖+1(𝐖))(1 − 𝑦)
𝑝(𝑦𝑖+1 = 𝑦|𝐲𝑖)
𝑝(𝐖|𝐲𝑖)
≤ (1)𝑦 + (1 − (0))(1 − 𝑦)𝑝(𝑦𝑖+1 = 𝑦|𝐲𝑖)
𝑝(𝐖|𝐲𝑖)
= 1𝑝(𝑦𝑖+1 = 𝑦|𝐲𝑖)
𝑝(𝐖|𝐲𝑖)





















𝑝(𝐰|𝐲𝑖+1) ≤ 8𝑑 + 𝑑2 log2 𝑑 −
1
2 log2|𝚺𝐖|𝐲𝑖|
− log2(𝑝(𝑦𝑖+1 = 𝑦|𝐲𝑖)),
and hence












≥ ℎ(𝐖|𝐲𝑖) + log2(𝑝(𝑦𝑖+1 = 𝑦|𝐲𝑖))
− (8𝑑 +
𝑑
2 log2(2𝜋𝑒𝑑)) from (4.12).
For equiprobable queries (𝑝(𝑦𝑖+1 = 𝑦|𝐲𝑖) = 1/2), and so we have
ℎ(𝐖|𝐲𝑖) − ℎ(𝐖|𝐲𝑖+1) ≤ 𝛾(𝑑). (4.60)
where 𝛾(𝑑) = 8𝑑 + 𝑑2 log2(2𝜋𝑒𝑑) + 1.
To obtain the other direction, let ℎ𝑖𝑦 = ℎ(𝐖|𝑌𝑖+1 = 𝑦, 𝐲𝑖), 𝑦𝑚 = arg min𝑦∈{0,1} ℎ𝑖𝑦,
𝑦𝑀 = 1 − 𝑦𝑚. Note that ℎ𝑖𝑦𝑀 ≥ ℎ
𝑖















𝑖) − 𝛾(𝑑)) + 12ℎ(𝐖|𝐲
𝑖+1)
where the first inequality follows from (4.60) and the second inequality follows from the def-




𝑖) − 𝛾(𝑑)) + 12ℎ(𝐖|𝐲
𝑖+1)
ℎ(𝐖|𝐲𝑖) − ℎ(𝐖|𝐲𝑖+1) ≥ −𝛾(𝑑)) (4.61)
Combining (4.61) with (4.60) we have the desired result.
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CHAP T E R 5
MEA SUR EMENT S E L E C T ION AND AP P L I CAT IONS
In this chapter we revisit the problem of intelligently selecting a set of measurements to
improve our ability to perform estimation. Suppose we had some prior knowledge or ex-
isting estimate of the signal to be measured, and we would like to adapt or “tune” future
measurements to leverage this information in order to improve our estimation ability. This
goal forms an important sub-problem of general adaptive sensing and can be considered of
as an exploit phase which follows an explore phase.
We start with the familiar linear sensing model and discuss the method of [179], which
ties up some questions from Chapter 2, where we discussed constrained adaptive sensing.
We then show that this method can be used more generally by giving some examples, in-
cluding application to generalized linear models and pairwise comparisons.
5.1 Motivation
To motivate this discussion, first we consider again the linear constrained sensing setting.
Specifically, suppose that we may take 𝑚 < 𝑛 noisy linear measurements of a 𝑛-dimensional
𝑘-sparse signal;
𝐲 = 𝐀𝐱 + 𝐳,
where ‖𝐱‖0 = 𝑘 and 𝑧𝑖
𝑖𝑖𝑑∼ 𝒩 (0, 𝜎2). Further suppose that each row of 𝐀, denoted by 𝐚𝑇𝑖 , is
drawn from a fixed collection of size 𝑀 , i.e., it is highly constrained;
𝐚𝑇𝑖 ∈ {𝐮𝑇1 ; 𝐮
𝑇
2 ; ⋯ ; 𝐮
𝑇
𝑀} =∶ 𝐔 ∈ ℝ𝑀×𝑛.
Suppose we are given the sparse support of 𝐱, Λ ∶= supp(𝑥), we set ?̂?Λ = 𝐴+Λ𝑦, ?̂?Λ𝑐 = 0.
In this case we have











The trace may be recognized as resembling the A-optimal experimental design objective.
The right-hand side of the inequality shows that the mean squared error is dominated by the
smallest eigenvalue of the Gram matrix.
Measurement selection problem.—Given Λ = supp(𝐱) and hence 𝐔Λ, choose the 𝑚 rows
of 𝐀 from the rows of 𝐔 so as to minimize
Tr ((𝐀𝑇Λ𝐀Λ)







where 𝑤ℓ ∈ {0, 1, ⋯ , 𝑏} is a weight assigned to each measurement and ∑ℓ 𝑤ℓ ≤ 𝑚. We let
𝑏 ≥ 1 refer to an upper bound on the number of times each measurement may be duplicated,
depending on whether we wish to allow measurement repetition or not. Whether this is
possible or desirable depends on the specific problem at hand.
Since this problem involves optimizing over a discrete domain, it is not expected to
be tractable. Instead, we relax the problem to a continuous version, introducing weights








= Tr (𝐔𝑇Λ diag(?̂?)𝐔Λ)
−1 . (5.2)
This optimization problem is quite advantageous because it is a tractable convex pro-
gram, and often works empirically [34]. It is also somewhat well-known in the experimen-
tal design literature. Unfortunately, it is difficult to relate (5.2) to our original problem.
First, it is not guaranteed that the continuous relaxation is close to the discrete optimization
problem. That is, we must somehow round the “continuously weighted” ?̂?ℓ to 𝑚 discrete
measurements. Second, even in the relaxed setting of (5.2), it is unclear how small or large
the objective be for an optimal solution and what properties of the collection 𝐔 affect those
possible solutions. We aim to investigate these two concerns here.
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5.2 Rounding
Recently, in [179], Allen-Zhu et al. introduce a novel algorithm to approximately choose a
subset of measurements which to minimize the A-optimality criterion (among other com-
mon criteria). This is done by first solving the continuous, convex, relaxation (5.2), then
giving a procedure and guarantee on rounding the solution in order to estimate the discrete
problem with integrality constraints (5.1). Importantly, they show their algorithm gives an
𝑂(1+𝜖)-approximation to the desired objective provided the measurement budget is at least
𝑂(𝑘/𝜖2). We give an outline of their methods and results here, then give some applications
relevant to the material in this thesis.
5.2.1 Preliminaries
We assert that the objective of (5.1) satisfies a couple of important properties which will






is monotonic according to the Loewner order, where for any 𝐆1, 𝐆2 ∈ 𝑆+𝑘 (the 𝑘 dimensional
positive semi-definite cone),
𝐆1 ⪯ 𝐆2 ⟹ 𝑓𝐴(𝐆1) ≥ 𝑓𝐴(𝐆2).




In fact it is linear and this holds with equality, although we will not need that. It will also
be convenient to define a few sets; denoting the spaces of possible continuous and discrete
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weight vectors;
𝑆𝑚 ∶= {𝐬 ∈ {0, 1}𝑀 ∶ ∑
ℓ
𝑠ℓ ≤ 𝑚},
𝑆𝑏𝑚 ∶= {𝐬 ∈ {0, … , 𝑏}𝑀 ∶ ∑
ℓ
𝑠ℓ ≤ 𝑚},
𝐶𝑏𝑚 ∶= {𝐬 ∈ [0, 𝑏]𝑀 ∶ ∑
ℓ
𝑠ℓ ≤ 𝑚}.
Let 𝐹 ∶ 𝐶𝑏𝑚 → ℝ be the objective for a particular weight vector, i.e.,














Let 𝛑 refer to the solution to the continuous problem (5.2), which we assume can be
efficiently solved to arbitrary accuracy. The goal will be the following;
Find an ̂𝐬 ∈ 𝑆𝑚 such that ‖ ̂𝐬‖1 = 𝑚, ∑
ℓ
̂𝑠ℓ𝐮𝑇ℓ 𝐮ℓ ⪰ (1 − 3𝜖) ∑
ℓ
𝜋ℓ𝐮𝑇ℓ 𝐮ℓ (5.3)










𝑇 diag(𝛑)𝐔 =∶ 𝐕













−𝑇 /2 = 𝐕−1/2𝐕𝐕−𝑇 /2 = 𝐈.




















−1/2 ≻ 𝐕−𝑇 /2(𝑐𝐈)𝐕−1/2 = 𝑐𝐕.
To see that a solution ̂𝐬 to problem (5.3) would imply a result on 𝐹 (𝑠), note that by
monotonicity and reciprocal sub-linearity,
𝐹 ( ̂𝐬) = 𝑓𝐴(∑ ̂𝑠ℓ𝐮ℓ𝐮
𝑇
ℓ ) ≤ 𝑓𝐴((1 − 3𝜖)𝐈) ≤
1
1 − 3𝜖 𝐹 (𝛑) ≤ (1 + 6𝜖)𝐹 (𝛑)
for sufficiently small 𝜖 (say 𝜖 ≤ 1/3).
The remaining analysis involves giving an efficient procedure to solve the problem (5.3).
5.2.2 Primary results of [179]
Theorem 5.2.1 (Rounding, Thm 2.1 in [179]). Suppose 𝜖 ∈ (0, 1/3], 𝑛 ≥ 𝑚 ≥ 5𝑘/𝜖2,
𝑏 ∈ {1, 2, … , 𝑚}, and 𝑓 ∶ 𝑆+𝑚 → ℝ is monotone and reciprocal sub-linear. Let 𝛑 ∈ 𝐶𝑏𝑚
be any “fractional” solution to (5.2) such that 𝐹 (𝛑) < ∞. Then, there is a polynomial time
algorithm which rounds 𝛑 to an integral solution 𝐬𝑏 satisfying
𝐹 (𝐬𝑏) ≤ (1 + 6𝜖)𝐹 (𝛑).
Theorem 5.2.2 (Selection, Thm 1.4 in [179]). Suppose 𝜖 ∈ (0, 1/3], 𝑛 ≥ 𝑚 ≥ 5𝑘/𝜖2, 𝑏 ∈
{1, … , 𝑘}, and assume 𝑓 ∶ 𝑆+𝑚 → ℝ is monotone, reciprocal sub-linear, and is such that
problem min𝐬∈𝑆𝑏𝑘 𝐹 (𝐬) < ∞ can be solved in polynomial time. Then, there is a polynomial-
time algorithm that outputs 𝑠𝑏 ∈ 𝑆𝑏𝑘 satisfying
𝐹 (𝐬𝑏) ≤ (1 + 6𝜖) min
𝐬∈𝑆𝑏𝑘
𝐹 (𝐬).
In other words, as long as we allow enough measurements, an 𝑂(1 + 𝜖) approximation
to the optimal continuous relaxation is easy to obtain. This is also an approximation the
best possible discrete 𝑚 measurement selection because by definition the continuous prob-
lem (5.2) has a solution which is no worse than that of the optimal discrete selection in (5.1).
Note that in [179, Theorem 1.4] the additive constant is given as 8𝜖 whereas we have 6𝜖 be-
126
cause we do not consider the error when solving convex program (5.2). Instead, we take for
granted that efficient, highly accurate solvers exist.
5.2.3 Proof sketch
The results of [179] are shown through the framework of regret minimization. This is a
commonly used technique in many learning problems and is sometimes called optimism in
the face of uncertainty [180]. Additionally, the algorithm will use swapping to optimize the
set of measurements, where at each iteration we drop a measurement in favor of some other.
Swapping algorithms are widely used experimental design problems, e.g., the classical Fe-
dorov exchange algorithm [181, 182].
We must first reduce the problem to a set of simple steps which is in some way close to
the original hard problem. At a high level, the strategy can be thought of as a game between
two players, A and B, where the first chooses “good” sets of measurements and the second
chooses “bad” signals. The idea is to produce a set of measurements which is acceptable
even on the worst possible signal (i.e., 𝜆min (𝐀𝑇 𝐀) ≥ 𝑐).
1. Player A is an adversary who wishes to worsen player B’s score by choosing, at each
round 𝑡, an unfavorable state 𝐅𝑡, which is a 𝑝 × 𝑝 matrix. This state is hidden from
the other player until they play an action. We further assume that player A is limited
to rank-2 moves of the form 𝐅𝑡 = 𝐰𝑡𝐰𝑇𝑡 − 𝐯𝑡𝐯𝑇𝑡 for some vectors 𝐰 and 𝐯. If we set
𝐅𝑡 = ∑ℓ∈𝑆𝑡 𝐮ℓ𝐮
𝑇
ℓ given a particular subset 𝑆𝑡 ⊂ [𝑛], these adversary moves can be
thought of as swaps, or reducing the weight on one measurement while increasing the
weight of another. 𝑆0 is initialized with an arbitrary set of 𝑚 vectors. This setup gives
sufficient freedom to optimize the selection of measurements while also minimizing
algorithmic complexity.
2. At each round 𝑡, player B will choose an action 𝐁𝑡, which is also a 𝑝 × 𝑝 matrix with
the additional constraints 𝐁𝑡 ⪰ 0 and Tr(𝐁𝑡) ≤ 1, only after which state 𝐅𝑡 is revealed.
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where ⟨𝐅𝑡, 𝐁𝑡⟩ = Tr(𝐅𝑇𝑡 𝐁𝑡). This player’s final score will be their regret relative to the
best possible action 𝐁 they could have chosen if they had advance knowledge of the
𝐅𝑡 sequence;




⟨𝐅𝑡, 𝐁𝑡⟩ − min𝐁 ∑𝑡
⟨𝐅𝑡, 𝐁⟩.
Note that min𝐁 ∑𝑡⟨𝐅𝑡, 𝐁⟩ = 𝜆min (∑𝑡 𝐅𝑡). If we could provide an upper bound on the
regret 𝑅𝑇 , we would immediately have a lower bound on the minimum eigenvalue as well
as a series of actions 𝐅0 → … → 𝐅𝑇 −1 to produce 𝐅𝑇 −1 = ∑ℓ∈𝑆𝑇 −1 𝐮ℓ𝐮
𝑇
ℓ . Furthermore,
since the total number non-zero entries in 𝑆𝑡 does not change at each step, the algorithm
has chosen exactly 𝑚 measurements. This procedure is conceptually and algorithmically
simple and if the number of iterations, 𝑇 , is polynomial, it will be efficient as well. The
proof of the approximation guarantee will involve bounding regret with 𝑇 at most 𝑘/𝜖, i.e.,
a small number of steps. Compare this to the original combinatorial problem, which is often
NP-hard (depending on the choice of experimental design function).
The authors of [179] propose solving the regret minimization problem with an ℓ1/2
follow-the-regularized-leader (FTRL) strategy. Specifically, at each step 𝑡, player B’s strat-
egy is given by
𝐁𝑡 = arg min
𝐁′
𝜓(𝐁′) − 𝜓(𝐁𝑡−1) − ⟨∇𝜓(𝐁𝑡−1), 𝐁′ − 𝐁𝑡−1⟩ + 𝛾⟨𝐅𝑡−1, 𝐁′⟩
where 𝜓(𝐁) ∶= −2 Tr(𝐁1/2) is a type of regularizer and 𝛾 = √𝑘/𝜖 controls the rate that
player B learns. It turns out that this problem has the closed-form solution










where 𝑐𝑡 is chosen such that






𝐅𝑡 ≻ 0 and Tr(𝐁𝑡) = 1.
This constant (which is unique) can be found efficiently by e.g., binary search. The next
result can provide a bound on the regret.
Lemma 5.2.3 (Lem 2.5+2.7 in [179]). Suppose 𝐅𝑡 = 𝐰𝑡𝐰𝑇𝑡 − 𝐯𝑡𝐯𝑇𝑡 , that 𝐁𝑡 is given by (5.4),
𝐙0 ∶= ∑ℓ∈𝑆0 𝐰ℓ𝐰
𝑇
ℓ , and 𝛾⟨𝐁
1/2











1 + 2𝛾⟨𝐁1/2𝑡 , 𝐰𝑡𝐰𝑇𝑡 ⟩
+
⟨𝐁𝑡, 𝐯𝑡𝐯𝑇𝑡 ⟩
1 − 2𝛾⟨𝐁1/2𝑡 , 𝐯𝑡𝐯𝑇𝑡 ⟩)
+
2√𝑝 + 𝛾⟨𝐙0, 𝐔⟩
𝛾 .
The proof of this Lemma is very technical and we refer the reader to [179, Appendix].
Recall that the vectors 𝐰𝑡 and 𝐯𝑡 chosen in Lemma 5.2.3 are Player A’s choice of the two 𝐮𝑖
and 𝐮𝑗 to swap. It remains to show that at any stage, there in fact exists two such vectors
satisfying the assumptions of Lemma 5.2.3, and to provide upper bounds for each of the
result’s terms. The following estimates can be given; for any 𝑆 ⊂ [𝑛] where |𝑆| = 𝑚, and
assuming 𝜆min (∑ℓ∈𝑆𝑇 𝐮ℓ𝐮
𝑇




1 − 2𝛾⟨𝐵1/2, 𝐮𝑖𝐮𝑇𝑖 ⟩









1 − 2𝛾⟨𝐁1/2, 𝐮𝑖𝐮𝑇𝑖 ⟩
+ 𝜖𝑚.
Finally, to show there exists an 𝑖 such that 2𝛾⟨𝐁1/2𝑡 , 𝐮𝑖𝐮𝑇𝑖 ⟩ < 1 so the denominator is not
infinity, consider that if this were not the case, since if |𝑆| = 𝑚,
∑
ℓ∈𝑆
2𝛾⟨𝐁1/2𝑡 , 𝐮ℓ𝐮𝑇ℓ ⟩ ≥ 𝑚.
However, using 𝑚 ≥ 5𝑘/𝜖2, it can be shown that
2𝛾⟨𝐁1/2𝑡 , ∑
ℓ∈𝑆
𝐮ℓ𝐮𝑇ℓ ⟩ ≤ 2𝑘 + 2𝛾√𝑘 = 2𝑘 + 2(√𝑘/𝜖)√𝑘 ≤ 2𝜖
2/5 + 2𝜖𝑚/5 < 𝑚.
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𝑚 + 2𝜖 ≤ −1 + 2𝜖,
which implies 𝜆min(∑𝑗∈𝑆𝑇 𝐮𝑗𝐮
𝑇
𝑗 ) ≥ 1 − 3𝜖 as desired.
5.3 Application to generalized linear models
We consider generalized linear models (GLMs) due to their application to quantized sensing
and because they are well-studied and particularly convenient to work with. In this section
we introduce the following notation: Let Ξ be the set of possible experiments and let each
𝜉𝑖 ∈ Ξ represent an abstract experimental setup. The 𝑖th row of the measurement matrix 𝐀
will be related through the function
𝐚𝑇𝑖 = ℎ(𝜉𝑖).
This indirection in notation is more standard in the GLM literature and allows the possibility
that the sensing vectors depend on some arbitrary experimental parameters in a non-linear
way. If the set of measurements and experimental parameters are both discrete there is
otherwise no difference to the analysis. Given a set of parameters 𝐱 and an experimental
setup 𝜉, a GLM consists of (see e.g., [183]) a conditional probability distribution (usually
of an exponential family) for the response 𝑦𝑖 ∼ 𝑝(𝑦|𝐱, 𝜉) which has three properties (i) a
response 𝑦𝑖 such that 𝔼 𝑦𝑖 = 𝜇𝑖, (ii) a link function 𝑔(𝜇𝑖) = 𝜂𝑖, and (iii) a linear predictor
𝜂𝑖 = ℎ(𝜉)𝑇 𝐱. Together, 𝑔(𝔼 𝑦𝑖) = ℎ(𝜉)𝑇 𝐱.
Remark. A very common example of a GLM is the logistic regression model in which
𝑦𝑖 ∈ {0, 1}, 𝜂𝑖 = ⟨𝐚𝑖, 𝐱⟩, 𝜇𝑖 = 𝑔−1(𝜂𝑖) =
1
1 + exp(−⟨𝐚𝑖, 𝐱⟩)
.
Here, 𝜇 can also be thought of as 𝜇𝑖 = ℙ(𝑦𝑖 = 1) = 𝑔−1(⟨𝐚𝑖, 𝐱⟩). We will study the specifics
of the logistic noise case shortly.
The goal here by imposing a GLM is to allow estimation of the parameters 𝐱 from a
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set of responses {𝑦𝑖}𝑖. Frequently, maximum likelihood estimation (MLE) is used. The
exact form of the MLE depends on the likelihood function 𝑙(𝐱|𝑦) = 𝑝(𝑦|𝐱), but subject to
regularity conditions [184], we can describe the asymptotic behavior with one other piece
of information, Var(𝑦𝑖). Specifically, as 𝑚 → ∞ the solution to the MLE ?̂?MLE satisfies:
?̂?MLE ⇝ 𝒩(𝐱, 𝐌(𝐱)−1).
𝑀(𝐱) is the information matrix which can be written as
𝐌(𝐱) = ∑
𝑖




ℎ(𝜉𝑖)ℎ(𝜉𝑖)𝑇 = ℎ(𝜉)𝑇 𝐖−1(𝜉)ℎ(𝜉),
where 𝐖(𝜉) = diag(𝑤(𝜉1), … , 𝑤(𝜉𝑚)), and 𝑤(𝜉𝑖) are a set of weights given by [184]
𝑤(𝜉𝑖) = Var(𝑦𝑖)(𝑔′(𝜇𝑖))2 = Var(𝑦𝑖)(𝜕𝜇𝑖/𝜕𝜂𝑖)−2.
The inverse of the information matrix also gives a lower bound on the covariance of any
unbiased estimator of 𝐱 via the Cramér–Rao lower bound;
Cov(?̂?) ⪰ 𝐌−1(𝜉) = (ℎ(𝜉)𝑇 𝐖(𝜉)−1ℎ(𝜉))−1.
Remark. In the familiar linear Gaussian-noise setting where 𝑦𝑖 ∼ 𝒩(𝜇𝑖, 𝜎2), 𝜇𝑖 = 𝐚𝑇𝑖 𝐱,
and d𝜇𝑖/ d𝜂𝑖 = 1, this becomes the following, with equality corresponding to recovery using
the pseudo-inverse;
Cov(?̂?)) = (ℎ(𝜉)𝑇 ℎ(𝜉))−1 ⟹ 𝔼‖?̂? − 𝐱‖2 = 𝜎2 Tr[(𝐀𝑇 𝐀)−1].
As mentioned previously, in optimal experimental design one seeks to minimize a sum-
mary functional of the inverse of the information matrix, such as the trace [181]. While
the information matrix does not in general (in non-linear or non-Gaussian cases) provide an
upper bound on estimation error, this can provide a useful heuristic.
Note that 𝐖(𝜉) and 𝐌(𝜉) depend implicitly on the true parameters 𝐱 and hence cannot be
directly estimated. However, if there exist upper and lower bounds valid for any parameter
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of interest, e.g., if there is a set 𝐶 such that for any 𝐱 ∈ 𝐶 we have
𝐿𝐶 ≤ 𝑤(𝜉𝑖; 𝐱) ≤ 𝑈𝐶 (5.5)
then
𝐿𝐶 (ℎ(𝜉)𝑇 ℎ(𝜉))−1 ⪯ 𝐌−1(𝜉) ⪯ 𝑈𝐶 (ℎ(𝜉)𝑇 ℎ(𝜉))−1.
As 𝑚 grows very large, we expect
𝔼‖?̂? − 𝐱‖2 ≈ 𝑘𝑈𝐶 Tr[(𝐀𝑇 𝐀)−1].
Thus, at least heuristically, we can use the results of [179] to choose the set of {𝐚𝑖}𝑖 from
the available measurements to improve our estimate.
Corollary 5.3.1 (of Theorem 5.2.2). If 𝑚 ≥ 5𝑘/𝜖2 there a polynomial-time algorithm which
selects a set 𝑆 ⊂ [𝑀] with |𝑆| = 𝑚 such that the maximum likelihood estimate ?̂?MLE in (5.8)
asymptotically sastisfies



















(1 + cosh(−𝜅⟨𝐚𝑖, 𝐱⟩)), (5.6)
which is an increasing function in ⟨𝐚𝑖, 𝐱⟩. Let 𝐶 be the set of 𝐱 such that ‖𝐱‖ ≤ 𝑅 for some




≤ 𝑤(𝜉𝑖, 𝐱) ≤
2
𝜅2
(1 + cosh(−𝜅𝑅)) = 𝑈𝐶 .
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Note that the function (1+cosh(−𝛾))/𝛾2 is minimized at 𝛾 ≈ 2.4, so this upper bound can
be tightened in situations where we have control over parameters 𝑅 or 𝜅. Setting 𝜅 = 2.4/𝑅,




Alternatively, setting 𝑅 = 2.4/𝜅, this can be written in terms of 𝜅 as
𝔼‖?̂? − 𝐱‖2 = 𝑂(𝜅−2 Tr[(𝐀𝑇 𝐀)−1]).
As in Corollary (5.3.1), if 𝑚 ≥ 5𝑘/𝜖2 then there an efficient algorithm which selects an












A more rigorous upper bound on error will be given in the context of a related but slightly
different model.
5.4 Application to estimation with pairwise comparisons
We now consider application to a logistic model which is common in psychometric literature.
See Chapter 3 for more background and details (note that the notation in this section is
slightly different). This model is very similar to the GLM case, except with introduction of
the threshold, which will make analysis somewhat more challenging.
We investigate the problem of estimating a point 𝐱∗ ∈ ℝ𝑘 given noisy quantized obser-
vations 𝑦1, … , 𝑦𝑚 ⊂ {−1, 1}𝑚 where each 𝑦𝑖 = 1 means “𝐱∗ is closer to 𝐩𝑖 than it is to 𝐪𝑖”
for some 𝐩𝑖, 𝐪𝑖 ∈ 𝑄 ⊂ ℝ𝑘. Each measurement 𝑖 is equivalently identified with a direction
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and threshold (𝐚𝑖, 𝜏𝑖) given by
𝐚𝑖 = 2(𝐩𝑖 − 𝐪𝑖), 𝜏𝑖 = ‖𝐩𝑖‖2 − ‖𝐪𝑖‖2.
Note that we do not in general assume ‖𝐚𝑖‖ = 1. In the absence of noise, we could write
𝑦𝑖 = sign(‖𝐱∗ − 𝐪‖2 − ‖𝐱∗ − 𝐩‖2) = sign(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖).
Thus this model is naturally understood as a sequence of queries each yielding information
about which side of a hyperplane the target signal lies on. Hence, the ability to recover a
signal will depend greatly on the geometry. In the case of noise, we will relax this notion,
but it will still be helpful to think about the hyperplanes instead of the pairs which generated
them. The total collection of possible measurements is denoted by Ω where |Ω| = 𝑀 . Our
goal will be to understand the error in estimating 𝐱∗ for a given Ω and to select Ω ⊂ Ω with
𝑚 = |Ω| < 𝑀 to improve our estimation error.
5.4.1 Maximum likelihood estimation
Suppose that we have full control over the measurement selection and are able to choose
some Ω ⊂ Ω. Let 𝐀Ω be the matrix formed from the measurement directions in a particu-
lar Ω concatenated as rows and let 𝜏Ω be the corresponding sub-vector of thresholds. We
observe the following;
𝐲 = sign(𝛋Ω ∘ (𝐀Ω𝐱∗ − 𝛕Ω) + 𝑣), 𝐱∗ ∈ ℝ𝑘. (5.7)
where 𝑣 is independent noise and 𝛋Ω is a vector of possibly measurement-dependent fidelity







+1 w.p. 𝑓(𝜅𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖))
−1 w.p. 1 − 𝑓(𝜅𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)),
where 𝑓 ∶ ℝ → [0, 1] is a link function (for example, the logistic function).
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The log-likelihood for this model is given by
𝐹Ω,𝑦(𝐱) ∶= ∑
𝑖∈Ω
1{𝑦𝑖 = 1} log(𝑓 (𝜅𝑖(𝐚𝑇𝑖 𝐱 − 𝜏𝑖))) + 1{𝑦𝑖 = −1} log(1 − 𝑓(𝜅𝑖(𝐚𝑇𝑖 𝐱 − 𝜏𝑖)))
We propose estimating 𝐱 using the constrained maximum likelihood estimator
?̂? = arg max
𝐱
𝐹Ω,𝑦(𝐱) such that ‖𝛋Ω ∘ (𝐀Ω𝐱 − 𝛕Ω)‖∞ ≤ 𝛼. (5.8)
Other estimators are possible, but this one is easy to solve because it is convex and will
be particularly convenient to analyze. Here, parameter 𝛼 is known to the estimator and
functions as some prior knowledge of where the signal lies. It is straightforward to see that
if 𝛼 is allowed to become arbitrarily large and 𝐱 happens to lie very far from the origin, all
else equal, this model degenerates into a noiseless binary sensing problem. In this case,
although it would be possible to recover the direction 𝐱/‖𝐱‖, recovery of the magnitude 𝐱
will become impossible. Since we are interested in uniform bounds on ‖𝐱 − ?̂?‖, this will
not work. Imposing the 𝛼 constraint is a natural assumption and will also be important for
adaptivity.
Analysis.—Taking a second-order Taylor series expansion around the ground-truth 𝐱∗, for
any 𝐱 we have
𝐹Ω,𝑦(𝐱) = 𝐹Ω,𝑦(𝐱∗) + ⟨∇𝑥𝐹Ω,𝑦(𝐱∗), 𝐱 − 𝐱∗⟩ +
1
2⟨𝐱 − 𝐱
∗, ∇2𝑥𝑥𝐹Ω,𝑦(?̃?)(𝐱 − 𝐱∗)⟩,
for some ?̃? on the line segment connecting 𝐱 and 𝐱∗. Our strategy will be as follows; since
𝐹Ω,𝑦(?̂?) is a maximum due to our estimator, 0 ≤ 𝐹Ω,𝑦(?̂?) − 𝐹Ω,𝑦(𝐱∗). Rearranging, we see
0 ≤ ⟨∇𝑥𝐹Ω,𝑦(𝑥∗), ?̂? − 𝐱∗⟩ +
1
2⟨?̂? − 𝐱
∗, ∇2𝑥𝑥𝐹Ω,𝑦(?̃?)(?̂? − 𝐱∗)⟩
⟹ ⟨?̂? − 𝐱∗, −∇2𝑥𝑥𝐹Ω,𝑦(?̃?)(?̂? − 𝐱∗)⟩ ≤ 2⟨∇𝑥𝐹Ω,𝑦(𝐱∗), ?̂? − 𝐱∗⟩
⟹ 𝜆min(−∇2𝑥𝑥𝐹Ω,𝑦(?̃?))‖?̂? − 𝐱∗‖ ≤ 2‖∇𝑥𝐹Ω,𝑦(𝐱∗)‖.
Thus, we have
‖?̂? − 𝐱∗‖ ≤ 2‖∇𝑥𝐹Ω,𝑦(𝐱∗)‖/𝜆min(−∇2𝑥𝑥𝐹Ω,𝑦(?̃?)),
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still subject to the constraints
‖𝛋Ω ∘ (𝐀Ω𝐱∗ − 𝛕Ω)‖∞ ≤ 𝛼 and ‖𝛋Ω ∘ (𝐀Ω?̂? − 𝛕Ω)‖∞ ≤ 𝛼.
In many cases, ∇2𝑥𝑥𝐹Ω,𝑦(⋅) is negative definite so the smallest eigenvalue of −∇2𝑥𝑥𝐹Ω,𝑦(⋅) is
well-defined and positive. This shows that the behavior of the smallest eigenvalue of the
objective at points in space will become particularly important to our recovery bound and
is a focus of investigation.
Details for the logistic model.—We now go through a full derivation in the logistic noise






𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
𝑓𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
1{𝑦𝑖 = 1}+𝑎𝑖𝑗
𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
1 − 𝑓𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)













𝑎𝑖𝑗(𝐱𝑗 − 𝐱∗𝑗 )
𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
𝑓𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
1{𝑦𝑖 = 1}
+ 𝑎𝑖𝑗(𝐱𝑗 − 𝐱∗𝑗 )
−𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)







𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
𝑓𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
1{𝑦𝑖 = 1}
− 𝑎𝑖𝑗(𝐱∗𝑗 − 𝐱𝑗)
𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
1 − 𝑓𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
1{𝑦𝑖 = −1}] =∶ ∑𝑖∈Ω
𝑍𝑖
Observe that since ℙ{𝑦𝑖 = 1} = 𝑓𝑖(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖), 𝔼𝑦 𝑍𝑖 = 0 and
|𝑍𝑖𝑗| ≤ max{|
𝑎𝑇𝑖 (𝐱 − 𝐱∗)
𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱 − 𝜏𝑖)
𝑓𝑖(𝐚𝑇𝑖 𝐱 − 𝜏𝑖) |
,
|
𝑎𝑇𝑖 (𝐱 − 𝐱∗)
𝑓 ′𝑖 (𝐚𝑇𝑖 𝐱 − 𝜏𝑖)
1 − 𝑓𝑖(𝐚𝑇𝑖 𝐱 − 𝜏𝑖) |}
≤ max
𝑖
𝜅𝑖|𝐚𝑇𝑖 (𝐱 − 𝐱∗)|𝐿𝛼,
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with probability at least
1 − 2 exp(−𝑡2/(2|Ω|𝐿2𝛼 max𝑖 𝜅𝑖|𝐚
𝑇
𝑖 (𝐱∗ − 𝐱)|2)).
Put another way, this implies that with probability at least 1 − 𝜂,
|⟨∇𝑥𝐹Ω,𝑦(𝐱∗), 𝐱 − 𝐱∗⟩| ≤ 𝐿𝛼 max𝑖 𝜅𝑖|𝐚
𝑇
𝑖 (𝐱∗ − 𝐱)|√2|Ω| log(2/𝜂).










(1 − 𝑓𝑖(𝜁𝑖))𝑓 ″𝑖 (𝜁𝑖) + 𝑓 ′𝑖 (𝜁𝑖)𝑓 ′𝑖 (𝜁𝑖)
(1 − 𝑓𝑖(𝜁𝑖))2
1{𝑦𝑖 = −1}
Now suppose there is a 𝛾𝛼 > 0 such that
𝛾𝛼 ≤ min{ inf|𝛼1|≤𝛼





𝑓 ′(𝛼1)𝑓 ′(𝛼1) + (1 − 𝑓(𝛼1))𝑓 ″(𝛼1)
(1 − 𝑓(𝛼1))2 }
.
For convenience, let ?̄?𝑖 ∶= 𝜅𝑖𝐚𝑖, ?̄?Ω𝑗 ∶= 𝛋Ω ∘ 𝐀Ω𝑗 , and ?̄?Ω ∶= diag(𝛋Ω)𝐀Ω be the mea-
surements scaled by their respective fidelity parameters. Then we have,
[∇2𝑥𝑥𝐹Ω,𝑦(𝐱)]𝑗𝑘 ≥ [𝛾𝛼 ∑
𝑖∈Ω




Thus, letting 𝐰 ∶= 𝐱 − 𝐱∗,







𝛾𝛼?̄?𝑇Ω𝑗?̄?Ω𝑘𝑤𝑗𝑤𝑘 = ⟨𝐰, ?̄?
𝑇
Ω?̄?Ω𝐰⟩
≥ 𝛾𝛼𝜆min(?̄?𝑇Ω?̄?Ω)‖𝐱 − 𝐱
∗‖2.
Going back to the Taylor expansion, we can write
𝐹Ω,𝑦(𝐱) ≥ 𝐹Ω,𝑦(𝐱∗) − 𝐿𝛼 max𝑖 |?̄?
𝑇
𝑖 (𝐱∗ − 𝐱)|√2|Ω| log(2/𝜂) + 𝛾𝛼𝜆min(?̄?𝑇Ω?̄?Ω)‖𝐱 − 𝐱
∗‖2.
Since ?̂? is by definition a maximizer of 𝐹Ω,𝑦(⋅),
0 ≤ 𝐹Ω,𝑦(?̂?) − 𝐹Ω,𝑦(𝐱∗).
Immediately we have the following result.
Proposition 5.4.1. Suppose measurements 𝐲 are taken according to the model (5.7) and let
?̄?𝑖 ∶= 𝜅𝑖𝐚𝑖, ?̄?Ω ∶= diag(𝛋Ω)𝐀Ω, and 𝜂 > 0. The solution ?̂?MLE to the maximum likelihood
estimator (5.8) satisfies
‖?̂?MLE − 𝐱∗‖ ≤
𝐿𝛼
𝛾𝛼






with probability at least 1 − 𝜂.
Initially the upper bound (5.9) appears to grow with increasing |Ω|, contrary to intuition.
However, to understand the behavior more accurately consider the case where the outer














𝜅2𝑖 𝐚𝑖𝐚𝑇𝑖 ) =
1
|Ω| ∑𝑖∈Ω




assuming that 𝜅𝑖 = 𝜅 and ‖𝑎𝑖‖ = 𝑅item for all 𝑖, we would have 𝑐 = 𝜅2𝑅2item/𝑘. Thus,





As expected, this decreases with an increasing number of comparisons and shows the MLE
is consistent as |Ω| → ∞. If instead, we set 𝜅𝑖 = 𝜅/‖𝐚𝑖‖, we would have





By definition, the ratio 𝐿𝛼/𝛾𝛼 grows with increasing 𝛼. In the case where 1 − 𝑓(𝜙) =







𝑓 ′(𝛼)𝑓 ′(𝛼) − 𝑓(𝛼)𝑓 ″(𝛼) =
1
𝑓 ′(𝛼)/𝑓 (−𝛼) − 𝑓 ″(−𝛼)/𝑓 ′(𝛼) .
For the logistic model in particular, where
𝑓(𝜙) = 11 + exp(−𝜙), (5.10)
it can be shown that
𝐿𝛼
𝛾𝛼
≤ 1 + exp 𝛼′ ∀𝛼 ≤ 𝛼′.
Corollary 5.4.2 (to Proposition 5.4.1). Fix Ω ⊂ Ω̄ and suppose measurements 𝐲 are taken
according to model (5.7) in the logistic noise model (5.10) and let ?̄?𝑖 ∶= 𝜅𝑖𝐚𝑖, ?̄?Ω ∶=
diag(𝛋Ω)𝐀Ω, and 𝜂 > 0. The solution ?̂?MLE to the maximum likelihood estimator (5.8) with
constraint 𝛼 > 0 satisfies




with probability at least 1 − 𝜂.
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5.4.2 Measurement sets
We will relate estimation error to certain combinatorial properties of subsets of the ground
set Ω. First we introduce the appropriate quantities. For any 𝐱 ∈ ℝ𝑛, define
Ω𝐱,𝛼 ∶= {𝑖 ∈ Ω | 𝜅𝑖|𝐚𝑇𝑖 𝐱 − 𝜏𝑖| ≤ 𝛼}.
and let ℎ𝐱(𝛼) ∶= |Ω𝐱,𝛼|. Intuitively, ℎ𝐱(𝛼) is the number of measurements passing “within”
𝛼 of a given point 𝐱 (since ‖𝐚𝑖‖ is not necessarily one, this must be treated as a scaled
distance). We will suppose that for |Ω| chosen large enough, for all 𝐱, there should be a
large enough fraction of measurements within any 𝛼 ≥ 𝛼0 for some 𝛼0 > 0, i.e.,
ℎ𝐱(𝛼) ≥ ℎ′(𝛼) ∀‖𝐱‖ ≤ 𝑅, 𝛼 ≥ 𝛼0.
The purpose of 𝛼0 is a “smallest resolution” beyond which there are not enough measure-
ments in a given neighborhood to allow good estimation. We suppose that
|Ω𝐱,𝛼|−1𝜆min(?̄?𝑇Ω𝐱,𝛼 ?̄?Ω𝐱,𝛼 ) = 𝜆𝐱(𝛼) ≥ 𝜆
′(𝛼) ∀‖𝐱‖ ≤ 𝑅, 𝛼 ≥ 𝛼0.
Together these two properties are equivalent to assuming that the set of measurements in a
neighborhood of any particular point 𝐱 is large enough and is well-conditioned. In principle,
these conditions could be verified for a fixed Ω for every 𝐱, although this would generally
intractably difficult. One may, for instance, impose an example probabilistic model for item
generation (𝐩𝑖, 𝐪𝑖) and show that with high probability Ω satisfies these requirements.
5.4.3 Adaptivity
Given a potentially large ground set Ω, we would like to pick a small subset Ω which still
gives good sensing performance according to our upper bound (5.9). Imagine we knew of
an estimate 𝐱0 ∈ ℝ𝑘 and a 𝑐 ≥ 0 such that ‖𝐱∗ − 𝐱0‖ ≤ 𝑐. Then we might seek to use this
prior information to choose a small subset Ω ⊂ Ω which is well-conditioned and has small
𝛼 to reduce the ratio 𝐿𝛼/𝛾𝛼 in our upper bound.
Ideally we would choose a set of the form Ω ⊂ Ω𝐱∗,𝛼, but 𝐱∗ is unknown. Let 𝛼 > 0. By
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the triangle inequality, for any Ω ⊂ Ω𝑥0,𝛼,
‖𝛋Ω ∘ (𝐀Ω𝐱∗ − 𝛕Ω)‖∞ = ‖𝛋Ω ∘ (𝐀Ω(𝐱∗ − 𝐱0 + 𝐱0) − 𝛕Ω)‖∞
≤ ‖𝛋 ∘ (𝐀Ω𝐱 − 𝛕Ω)‖∞ + ‖𝛋 ∘ 𝐀Ω(𝐱∗ − 𝐱0)‖∞
≤ 𝛼 + 𝑐 max
𝑖∈Ω
𝜅𝑖‖𝐚𝑖‖ ∶= 𝛼′.
This suggests that we may set Ω = Ω𝑥0,𝛼 and use the maximum likelihood estimator
with the constraint ‖𝐀Ω𝐱 − 𝛕Ω‖ ≤ 𝛼′. The estimate ?̂? then satisfies
‖?̂? − 𝐱∗‖ ≤
(1 + exp 𝛼′) max𝑖∈Ω 𝜅𝑖‖𝐚𝑖‖√2 log(2/𝜂)
𝜆𝐱0(𝛼)√ℎ𝐱0(𝛼)
(5.12)
with probability at least 1 − 𝜂.
In general, there may be some trade-off between the number of measurements ℎ𝐱0(𝛼)
and normalized eigenvalue 𝜆𝐱0(𝛼) controlled by parameter 𝛼. However we will just focus
on taking a subset of Ω𝐱0,𝛼. This set may be much larger than necessary to reduce the
error according to our theory. The solution to (5.3) described in Section 5.2 implies that if
𝑚 ≥ 5𝑘/𝜖2, we can choose a subset Ω ⊂ Ω𝐱0,𝛼 satisfying










Of course, this will only be possible if ℎ𝐱0(𝛼) = |Ω𝐱0,𝛼| ≥ 5𝑘/𝜖
2. Combining this with
Corollary 5.4.2 we have the following result.
Proposition 5.4.3. Fix 𝛼, 𝜖 > 0 and suppose 𝑚 ≥ 5𝑘/𝜖 measurements 𝐲 are taken according
to the model (5.7) in the logistic noise setting (5.10). Let ?̄?𝑖 ∶= 𝜅𝑖𝐚𝑖, ?̄?Ω ∶= diag(𝛋Ω)𝐀Ω,
and 𝜂 > 0. There is a polynomial-time method to choose Ω ⊂ Ω0,𝛼 such that the solution
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?̂?MLE to the maximum likelihood estimator (5.8) with constraint 𝛼 satisfies
‖?̂?MLE − 𝐱∗‖ ≤ 𝐶𝛼,𝜖 infΩ⊂Ω0,𝛼
max𝑖∈Ω‖?̄?𝑖‖√2𝑚 log(2/𝜂)
𝜆min(?̄?𝑇Ω?̄?Ω)
with probability at least 1 − 𝜂, where 𝐶𝛼,𝜖 = (1 + exp 𝛼)(1 + 6𝜖).
Our maximum likelihood error upper bound also suggests a natural stage-wise adaptive
scheme which repeatedly reduces the error by a constant factor. Given an estimate 𝐱0 with
‖𝐱0 − 𝐱∗‖ ≤ 𝑐, suppose that we want to find an better estimate ?̂? which satisfies ‖?̂? − 𝐱∗‖ ≤
𝑐/2 with high probability. From (5.12), where 𝛼′ = 𝛼 + 𝑐 max𝑖∈Ω 𝜅𝑖‖𝐚𝑖‖, we have
‖?̂? − 𝐱∗‖ ≤
(1 + exp 𝛼′) max𝑖∈Ω 𝜅𝑖‖𝐚𝑖‖√2 log(2/𝜂)
𝜆𝐱0(𝛼)√ℎ𝐱0(𝛼)
(5.13)
with probability at least 1 − 𝜂. Upper bounding by 𝑐/2, we have that the following suffices;
ℎ𝑥0(𝛼) ≥ 4






where 𝜙 ≥ max𝑖∈Ω𝐱0,𝛼 𝜅𝑖‖𝐚𝑖‖.
5.5 Minimax lower bound for paired comparisons
In this section we give a minimax lower bound on estimation error from pairwise compar-
isons where noise is distributed according to according to the logistic model. Recall that
each measurement 𝑖 of a signal 𝐱 ∈ ℝ𝑘 is given by
𝑦𝑖 ∼ Bernoulli(𝑓𝜅(𝐚𝑇𝑖 𝐱 − 𝜏𝑖)) (5.14)
where
𝑓𝜅(𝜙) ∶= 𝑓(𝜅𝜙) =
1
1 + exp(−𝜅𝜙).
Note that here we only treat the case of constant noise parameter 𝜅.
Our result holds for any 𝐱 such that ‖𝐱‖ ≤ 𝑅 and any non-adaptive collection and
estimation scheme. However, we must make some assumption on the set of items. For
simplicity, assume that the items are contained inside of a sphere of radius 𝑅item. The main
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result of this section is as follows:
Theorem 5.5.1. Consider taking 𝑚 measurements according to the model (5.14), where any
item 𝐩 satisfies ‖𝐩‖ ≤ 𝑅item. and ‖𝐱‖ ≤ 𝑅 ≤ 𝑅item. Then the minimax error 𝑀∗ satisfies









In high-dimensional settings, this can be sharpened to
𝑀∗(𝐴, 𝜏) ≥ 𝐶 𝑘
2
𝑚𝑅2item𝜅2(1 + 𝛽)(1 + cosh(4𝜅𝑅2item))
,
provided 𝑚 is large enough, for some 𝐶 and where 𝛽 → 0 as 𝑘 → ∞.
The proof of this result is based on the Fano method [185] and uses ideas from [37]. A
minimax lower bound involving pairwise comparisons was given in [125], but under a very
different model where items have one-dimensional scores.
Proof. Consider a collection of points 𝒳 = {𝐱𝑗}𝑗 ⊂ ℝ𝑑 , initially arbitrary. Define
𝑝min ∶= 1 − 𝑓𝜅( sup
𝐱𝑗∈𝒲
‖𝐀𝐱𝑗 − 𝜏‖∞) ≥ 1 − 𝑓𝜅(𝛼).
where 𝛼 is a uniform bound on ‖𝐀𝐱𝑗 − 𝜏‖∞. Because 𝑓𝜅(𝜙) is Lipschitz with constant 𝜅/4,
for any pair 𝐱𝑗 , 𝐱ℓ ∈ 𝒳 , we have




𝑖 (𝐱𝑗 − 𝐱ℓ)|.
Next, using the formula [186, Appendix B] where 𝑑𝑏(𝑝, 𝑞) is the KL divergence between





and the chain rule for divergence, we obtain









Note that for the logistic model,
(𝑓𝜅(𝛼)(1 − 𝑓𝜅(𝛼)))−1 = 2(1 + cosh(𝜅𝛼)).
How large can a particular |𝐚𝑇𝑖 𝐱 − 𝜏𝑖| be? We may assume that the inner term is posi-
tive because the negative case is entirely symmetric by swapping 𝐩 and 𝐪. Re-writing this
quantity this as ‖𝐩 − 𝐱‖2 − ‖𝐪 − 𝐱‖2, we see that to maximize it, 𝐩 should be chosen to be
maximally far from 𝐱 while 𝐪 is as close as possible. In fact, if ‖𝐱‖ ≤ 𝑅item, we may always
set 𝐪 = 𝐱 regardless of 𝐩. In this case,
‖𝐩 − 𝐱‖2 − ‖𝐪 − 𝐱‖2 ≤ ‖𝐩 − 𝐱‖2 ≤ (𝑅item + ‖𝐱‖)2 ≤ 4𝑅2item
The second inequality is tight when 𝐩 and 𝐱 are oppositely oriented and equal in length. If
instead ‖𝐱‖ > 𝑅item, ‖𝐱 − 𝐪‖ may be as small as ‖𝐱‖ − 𝑅item and ‖𝐱 − 𝐩‖ may be as large
as ‖𝐱‖ + 𝑅item. Hence,
‖𝐩 − 𝐱‖2 − ‖𝐪 − 𝐱‖2 ≤ ‖𝐩 − 𝐱‖2 ≤ (‖𝐱‖ + 𝑅item)2 − (‖𝐱‖ − 𝑅item)2 = 4𝑅item‖𝐱‖.
Packing set 1.—Let 𝒱 be a 1/2-packing set for the unit ℓ2-ball where |𝒱 | ≥ 2𝑘 and let
𝒳 = 𝛿𝒱 for some 𝛿 > 0 (to be determined). Then we have for any 𝑗 ≠ ℓ,
‖𝐱𝑗 − 𝐱ℓ‖ = 𝛿‖𝐯𝑗 − 𝐯ℓ‖ ≥
𝛿
2
and since the points 𝐯𝑗 are inside the unit ball,
‖𝐱𝑗 − 𝐱ℓ‖2 = 𝛿2‖𝐯𝑗 − 𝐯ℓ‖2 ≤ 2𝛿2.
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Since 𝐚𝑖 = 2(𝐩𝑖 − 𝐪𝑖),
‖𝐀(𝐱𝑗 − 𝐱ℓ)‖2 ≤ 2‖𝐀‖2𝐹 𝛿
2 ≤ 32𝑚𝑅2item𝛿2.
By the convexity of the KL divergence [185] and from (5.15),











≤ 2𝜅2𝑚𝑅2item𝛿2(1 + cosh(4𝜅(𝛿𝑅item ∨ 𝑅2item))).
We will need the following standard result.
Lemma 5.5.2 (Fano’s inequality). Let 𝑃𝑒 be the error of any estimator on a discrete set 𝒳 .
Then,
𝑃𝑒 ≥ 1 −
𝐼(𝐱; 𝐲) + log 2
log |𝒳| .
We will consider two cases, the first being when the following assignment of 𝛿 gives
𝛿 ≤ 𝑅 ≤ 𝑅item and the second case otherwise. Specifically, in the first case, we set
𝛿2 = 𝑘 log(2)
4𝜅2𝑚𝑅2item(1 + cosh(4𝜅𝑅2item))
. (5.16)
This is possible whenever
𝑚 ≥ 𝑘 log(2)
4𝜅2𝑅2item𝑅2(1 + cosh(4𝜅𝑅2item)
.
From (5.16) and Lemma 5.5.2, 𝑃𝑒 ≥ 1 − 1/4 − 1/𝑘, and using log |𝒳| = 𝑘 log(2), we have






Otherwise, in the case where 𝑚 is not large enough to set 𝛿 < 𝑅 as in (5.16), we instead
hold 𝛿 at the critical value 𝑅, so 𝑃𝑒 may only increase with smaller 𝑚. Thus we have










Packing set 2.— In higher dimensional settings (where 𝑘 is large), we can consider an
alternative packing set. We construct 𝒱 to be an exponentially large set of unit vectors
which are far apart. Specifically, we consider generating each point 𝑣𝑗 randomly on the
unit sphere. By rotational symmetry, we can bound the probability that any pair 𝑗, 𝑘 are
correlated as [187]
ℙ(|𝐯𝑇𝑗 𝐯ℓ| > 𝑡/√𝑘) = ℙ(|𝐯𝑗[1]| > 𝑡/√𝑘) ≤ exp(−𝑡2/2).
By a union bound over all pairs in 𝒱 ,
ℙ{∃𝑗, 𝑘 ∶ |𝐯𝑇𝑗 𝐯ℓ| > 𝑡/√𝑘} ≤
1
2|𝒱 |(|𝒱 | − 1) exp(−𝑡
2/2).
Thus, if |𝒱 | = exp(𝑡2/4), we have
|𝐯𝑇𝑗 𝐯ℓ| ≤ 𝑡/√𝑘 ∀𝑗 ≠ ℓ
with probability strictly greater than 1/2.
Now letting
𝐕𝑗 ∶= 𝐯𝑗𝐯𝑇𝑗 − 𝐈/𝑑,
we have 𝐸𝐕𝑗 = 0, ‖𝐕𝑗‖ ≤ 1, and
𝜌2 ∶= ‖∑
𝑗
𝔼 𝐕2𝑗 ‖ = ‖|𝒱 |(𝑘 − 1)/𝑘2𝐈‖ ≤ |𝒱 |/𝑘.
Then by matrix Bernstein [188, Theorem 6.1],
ℙ(‖∑ 𝐕𝑗‖ ≥ 𝑡





8|𝒱 |) ≤ 𝑘 exp(−
3𝛽2|𝒱 |
8𝑘 ),
where we have set 𝑡′ = |𝒱 |𝛽/𝑘. To bound this strictly less than 1/2, we merely need


















𝑘𝐈‖ ≤ (1 + 𝛽)/𝑘.
Setting 𝑡 = (3/4)√𝑘, we demonstrated the existence of a set of size exp(3𝑘/16) with
‖𝐯𝑗 − 𝐯ℓ‖2 = ‖𝐯𝑗‖2 + ‖𝐯ℓ‖2 − 2𝐯𝑇𝑗 𝐯ℓ ≥ 2 − 2(3/4) = 1/2.













(𝐱𝑗 − 𝐱ℓ)(𝐱𝑗 − 𝐱ℓ)𝑇 )]










Again by the convexity of the KL divergence,















𝑘 (1 + cosh(4𝜅(𝛿𝑅item ∨ 𝑅
2
item))).
Assuming 𝛿 ≤ 𝑅 ≤ 𝑅item and setting
𝛿2 = 3𝑘
2/16
4𝑚𝑅2item𝜅2(1 + 𝛽)(1 + cosh(4𝜅𝑅2item))
,
we have by Lemma 5.5.2, provided 𝑚 is large enough,




11𝑚𝑅2item𝜅2(1 + 𝛽)(1 + cosh(4𝜅𝑅2item))
,
When 𝑚 is small and 𝛿 = 𝑅, we have a similar result as in the previous case.
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5.6 Application to 1-bit constrained sensing
We briefly mention another model, 1-bit constrained sensing, which is similar to the logistic







1 w.p. 𝑓𝜎(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖)
−1 w.p. 1 − 𝑓𝜎(𝐚𝑇𝑖 𝐱∗ − 𝜏𝑖).
for 𝐱∗ ∈ ℝ𝑛 with ‖𝐱∗‖0 = 𝑘 and where




This is equivalent to assuming measurements are subject to Gaussian pre-quantization noise;
𝐲 = sign(𝐀Ω𝐱∗ − 𝛕Ω + 𝐳Ω), 𝐳Ω ∼ 𝒩(0, 𝜎2𝐈). (5.17)







≤ √𝜋/2 + 𝛼/𝜎.
Besides the noise model, other key differences between this model and the pairwise
comparison model are (i) thresholds 𝜏𝑖 may be chosen independently from directions 𝐚𝑖,
since they are not based on fixed item pairs and (ii) we explicitly assume sparsity on 𝐱.
Where Λ is the support of 𝐱, we can equivalently write (5.17) as
𝐲 = sign(𝐀Ω,Λ𝐱∗Λ − 𝛕Ω + 𝐳Ω), 𝐳 ∼ 𝒩(0, 𝜎
2𝐈).
Restricting the columns of 𝐀Ω to the support allows us to use our previous theory. Similarly
to the logistic case of Corollary 5.4.2, we can obtain an estimate using maximum likelihood.
Corollary 5.6.1 (to Proposition 5.4.1). Fix Ω ⊂ Ω̄ and suppose measurements 𝐲 are taken
according to model (5.17) and let 𝜂 > 0. The solution ?̂?MLE to the maximum likelihood
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estimator (5.8) with constraint set to 𝛼 > 0 satisfies
‖?̂?MLE − 𝐱∗‖ ≤
(√𝜋/2 + 𝛼/𝜎) max𝑖‖𝐚𝑖‖√2|Ω| log(2/𝜂)
𝜎𝜆min(𝐀𝑇Ω,Λ𝐀Ω,Λ)
(5.18)
with probability at least 1 − 𝜂.
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CHAP T E R 6
CONCLU S ION AND FUTUR E WORK
This thesis primarily studied two problems which represent examples of settings in which
our ability to take measurements is fundamentally constrained by physical or situational
limitations. The first of these was constrained adaptive sensing where measurements may
be drawn from fixed, potentially coherent, ensembles. We introduced this in Chapter 2
where we show that practical improvements are possible. We returned to this problem in
Chapter 5 where some partial progress to understanding the measurement selection problem
is given. Although we were motivated by sparse recovery, we did not fully address the case
where the support is totally unknown. Thus, while this doesn’t completely solve the problem
of adaptivity it does answer important questions which further the state of our understanding
for a variety of problems.
Adaptivity makes little sense in situations where acquiring a measurement is cheap.
Adding processing to the sensing loop would perhaps offer a theoretical improvement, but
this benefit comes with a high computational cost. Traditional compressive sensing offers
a substantial reduction in up-front sensing effort and keeps the major processing burden
off-line, whereas adaptive sensing increases the complexity of the sensor considerably. On
the other hand, if measuring a particular quantity is costly such as in problems involving
human feedback, or comes at the expense of the ability to observe a different quantity, for
example when controlling the positioning of robots in a sensing network, it seems prudent
to minimize the number of samples necessary.
The second example of a constrained setting was given in localization via paired com-
parisons which aims to estimate a signal from binary measurements, formed by comparing
distances from items drawn from a fixed set two at a time. This problem was motivated
by, but is certainly not limited to, applications in recommender systems where one has an
embedding of users and items into a Euclidean space which accurately captures user prefer-
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ences. In such human-in-the-loop problems it is important to reduce the number of queries
necessary. We claimed in Chapter 3 that in a restrictive model, exponential improvement
in terms of the number of comparisons is possible using an adaptive sensing approach. We
extended this work in Chapter 4 to a real, highly constrained, dataset and show empirically
an adaptive approach greatly improves recovery.
6.1 Future work
Similar to our results in Chapter 3, active learning has characterized that an exponential
improvement in terms of the number of queries necessary is available in some specific cases.
However, distribution assumptions in the active learning literature have prevented this work
from being directly and easily applied to the pairwise comparison case. One possibility for
future work is to study active localization as an active learning problem, potentially allowing
extension to more general settings.
Mathematically, the problem of pairwise comparisons this problem may be considered
very similar to a “one-bit” sensing problem. Although both use binary measurements, the
critical challenges between the two are (i) incorporation of sparsity (or other signal structure)
and (ii) allowing the ambient dimension to become too large for previous approaches to be
tractable. Perhaps surprisingly, there has been relatively little work in active learning in a
sparse signal setting, though recent examples include [189, 190].
An extremely interesting avenue for future work in the problem of one-bit constrained
adaptive compressed sensing. As mentioned, in this thesis we considered the constraint of
binary measurements and the assumption of sparse signals largely separately. In the very
high dimensional, sparse setting the class of possible signals is non-convex and much too
large to use the methods of Chapter 4 directly. Hence, future work might study computa-
tional techniques for approximately evaluating and choosing measurements. This could be
done, by constructing and maintaining a sketched or randomly projected version of the set
of possible hypotheses. Similar ideas appeared in [191] and [192] which use random pro-
jections to operate in low-dimensional space while implicitly learning in the original higher
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dimensional space.
Future work could also characterize the bit-depth/information trade-off by introducing
a reduction of quantized (and un-quantized) sensing to the one-bit case. While higher-order
quantizations may provide more bits per measurement, a well-designed adaptive sensing
technique can perform bit-for-bit better than non-adaptive ones since there are more oppor-
tunities to adapt.
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