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Abstract. With the increase of global economic activities and high en-
ergy demand, many countries have raised concerns about air pollution.
However, air quality prediction is a challenging issue due to the complex
interaction of many factors. In this paper, we propose a multimodal ap-
proach for spatio-temporal air quality prediction. Our model learns the
multimodal fusion of critical factors to predict future air quality levels.
Based on the analyses of data, we also assessed the impacts of criti-
cal factors on air quality prediction. We conducted experiments on two
real-world air pollution datasets. For Seoul dataset, our method achieved
11% and 8.2% improvement of the mean absolute error in long-term pre-
dictions of PM2.5 and PM10, respectively, compared to baselines. Our
method also reduced the mean absolute error of PM2.5 predictions by
20% compared to the previous state-of-the-art results on China 1-year
dataset.
Keywords: Air Quality Prediction, Spatio-Temporal Data Mining
1 Introduction
Air pollution is rapidly becoming a pressing issue for many large cities due to
the rapid urbanization along with concentrated economic activities. These issues
increase the need and demand for an accurate citywide air quality prediction
model, which is vital for public health protection and government regulation.
However, air quality (AQ) prediction is a challenging problem due to the in-
volvement of multiple factors, including local pollutant emissions, coal power
plants, dust activities, seasonal conditions, meteorology, terrain, and several
other human activities [1, 2]. Moreover, one of the main reasons for the diffi-
culties of this problem is the lack of public datasets that include a large amount
of data on critical factors. A straightforward approach is to consider AQ predic-
tion as a typical time-series prediction problem [3]. Then, the predictive model
repeats this process multiple times for each sequence of data. Since air quality de-
pends on both temporal changes and spatial relations, several models have been
proposed to predict air quality levels for monitoring stations [4, 5]. However,
the prediction performances of these methods depended on feature extraction
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processes, which are manually determined. Furthermore, most of the predictive
models have focused on only hourly predictions, while long-term AQ level pre-
dictions have been overlooked.
In this paper, we propose a multimodal approach for spatio-temporal air
quality prediction, entitled STAR. Our model focuses on predicting the two
most concerned factors of air pollution PM2.5 and PM10 due to their chronic
effects on human health, according to [6]. It proceeds as follows: First, a spatial
transformation function converts observational data (AQ data and meteorology)
into heat-map images to analyze spatial changes of air quality. By using images,
our model effectively captures spatial properties and relationships without ex-
plicitly modeling the spatio-temporal dynamics of PM2.5 or PM10 and other
atmospheric factors. Secondly, the model combines the spatial representation
with temporal features of critical factors into an encoded vector. This vector
is then concatenated with the representation features of the output from the
previous time step to form a context vector. Given this, our model generates a
heat-map image with two feature maps for the prediction of particulate matters.
To prove the efficacy of the proposed method, we perform experiments on
real-world air pollution datasets. Experiments are first conducted on Seoul 5-
year dataset, and then the model robustness is evaluated using China 1-year
dataset [5]. Specifically, we directly collect 10-year data (2008-2018), includ-
ing observational meteorology and air pollutant concentrations from the Seoul
Metropolitan Government’s websites. Additionally, we attempt to collect air pol-
lution data of some Chinese cities and weather forecasts of all cities to assess the
impact of external factors on Seoul AQ levels. For Seoul dataset, we compare
our model’s results with baselines in hourly (up to 24 hours) and long-term (up
to 7 days) predictions. Our method achieves 11% and 8.2% improvement of the
mean absolute error in long-term predictions of PM2.5 and PM10 compared with
other baselines on Seoul dataset. As the size of 1-year China dataset is small, it
creates difficulties for training deep learning models. Hence, we apply a transfer
learning method, which uses the pre-trained weights of Seoul dataset for China
dataset, to overcome this issue. As a result, our method improves the mean abso-
lute error of PM2.5 predictions by 20% compared to the previous state-of-the-art
methods. We also train the model from scratch on this dataset, and the results
are 11% better than the previous method on the mean absolute error.
Based on real-world datasets, we assess the impact of critical factors on AQ
prediction. We conduct various experiments on all combinations of data sources,
including local AQ data, air pollution data of neighboring countries, and the
meteorological data. For instance, the model is trained to predict future AQ
levels using only meteorological data to assess the impact of weather conditions
on AQ levels. The experimental results reveal that the local PM2.5 levels are
directly connected with the meteorological conditions and the PM2.5 variations
of neighboring countries, while PM10 levels are localized and less sensitive to
these factors.
The remainder of this paper is structured as follows. In section 2, we introduce
the related work. In section 3, we describe datasets and collection methods. Then
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the structure and technical details of our proposed method are demonstrated in
section 4. In section 5, experiments are presented. Finally, we conclude our work
in section 6.
2 Related Work
2.1 Spatio-Temporal Prediction
The spatio-temporal prediction has been prevalent in many domains, especially
urban problems. Donahue et al., 2015 [7] proposed a class of architectures, which
combined convolutional layers and long-range temporal (CNN-LSTM), for large-
scale visual understanding tasks. Our work is similar to LRCNs in terms of the
order of learning processes, in which it first models spatial dependencies through
CNNs, then uses LSTM networks for capturing temporal dynamics. In urban
problems, several works have applied graph convolutional networks (GCN) and
RNNs for spatio-temporal prediction. For instance, Li et al., 2017 [8] introduced
a model to tackle time-series prediction problems in the traffic domain. Corre-
spondingly, Yu et al., 2017 [9] modeled the traffic flow as a diffusion process on
a directed graph and applied a derived version of GCN to the forecasting pro-
cess. In the traffic domain, Yao et al., 2018 [10] proposed a CNN-LSTM model
for taxi demand prediction, which considered multiple features such as mete-
orology or events as dominant factors. He and his co-workers also proposed a
spatio-temporal dynamic network to predict traffic volume [11].
In the AQ prediction domain, not many methods applied conventional CNN
architecture due to the spatial sparsity of monitoring data. Although some papers
used derived versions of CNNs for making predictions [12,13], they required exact
geo-location information to specify the edges in the computation graph. On the
contrary, we proposed an efficient way of transforming observational data into
heat-map images and applied CNN-LSTMs to predict future AQ levels.
In the time-series prediction domain, several works have been proposed to
improve recurrent neural networks for specific problems. For instance, Qin et al.,
2017 [14] introduced a dual-stage attention-based method to capture long-term
dependencies. Correspondingly, Seo et al., 2018 [15] proposed a generalization of
classical RNNs for predicting structured sequences of data.
2.2 Air Quality Prediction
This problem has received considerable attention from numerous researchers
across diverse subjects. In the area of environmental science, researchers tried to
identify the root cause of air pollution and the correlation with critical factors.
These predictive algorithms based on classical methods [16–18] were challeng-
ing to apply in large-scale. Our method instead employed the methodology of
multimodal fusion of numerous data sources to predict future air quality lev-
els. Multimodal fusion is becoming increasingly prevalent as it proves to be a
practical approach to learn features from various datasets for making accurate
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predictions. The advent of deep learning and big data facilitates the ubiquity of
this approach. Zheng et al. proposed [4,5], which were the very first research em-
ploying big data techniques to predict future AQ levels. However, these methods
were based on fundamental machine learning methods, which required manual
feature extraction and modeling. Lately, deep learning models for the spatio-
temporal prediction focused on the variation of AQ levels in each monitoring
station based on weighted networks [19, 20]. These works are similar to us in
feature embedding methods for meteorological conditions, time encoding, and
AQ data. However, they did not assess the exact influence of critical factors
on short-to-long-term AQ levels. Our approach, which integrates the spatio-
temporal features of multiple data sources, addresses this problem and predicts
short-to-long-term AQ levels. Similar to us, Le et al., 2019 [21] transformed ob-
servational data into heat-map images and utilized ConvLSTM [22] to handle
spatiotemporal variations.
3 Data Collection
Seoul 5-year Dataset. It consists of multiple data sources, which were directly
gathered from different public websites.
– Air Pollution Data of Neighboring Areas. We considered the air pol-
lution sources of some cities in China (Beijing, Shandong, Shenyang) as an
external factor, which affects Seoul AQ levels. PM2.5 data of these cities from
2014 were collected from the Berkeley Earth website. All data were shifted
one hour (+1h) to match the time zone of Seoul (Seoul GMT +9).
– Seoul Air Pollution Data. These data were collected from a website3 of
the Seoul Metropolitan Government. They include hourly observations of
gaseous pollutants (NO2, SO2, CO2, O3) and particulate matters (PM2.5,
PM10). Even though collected data were available from 2008, we utilized
only five years from 2014 to 2018 for training, testing, and validating to
coincide with the data of neighboring areas. The period 2014 to 2016 was
utilized as the training set. Correspondingly, 2017 data and 2018 data were
used as the validation set and test set.
– Meteorological Data. We considered meteorology as a determining fac-
tor of future AQ levels. First, we crawled weather forecast data of all cities
(Seoul, Beijing, Shenyang, and Shandong) from World Weather Online. Sec-
ond, we obtained meteorological observational data of all areas in Seoul from
the government’s system4. We aggregated the observational data, which have
been recorded every minute since 2008, to one-hour intervals. Both data
sources include standard meteorological information such as wind speed,
wind direction, humidity, temperature, and precipitation.
– Additional Information. To represent the impact of other factors, for
which data were either unavailable or difficult to obtain, we added to input
3 http://cleanair.seoul.go.kr
4 Seoul Autonomous Weather System
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vectors categorical features such as months in a year, hours in a day, and a
binary holiday flag. These features can indirectly represent additional infor-
mation such as seasonal variations, transportation situation, to name a few.
For holiday information, we collected the data for all cities from the Time
and Date website.
China 1-year dataset. This dataset was published in Zheng et al., 2015 [5]. It
consists of AQ data, meteorological data, and weather forecasts of many Chinese
cities. However, its small volume and a large amount of missing data cause
difficulties for deep learning approaches.
4 Proposed Method
4.1 Notation and Problem Statement
First, we define data sources used in our model as follows:
– I = {Ikt }: AQ data of an Investigated area
– M = {Mkt ,W xt }: Meteorological data
– N = {Nxt }: AQ data of Neighboring countries
– D = {Dxt }: Additional Date information
For brevity, index t, k, and x represent each time step, each station, and
each city, respectively. Specifically, x can be either s or c, which represent an
investigated area or cities from neighboring countries, respectively. Ikt is a 6-
dimensional vector of AQI concentrations in station k at time-step t. Similarly,
Table 1: Input Vector Features. They consist of categorical and numeric data
elements of four data sources.
Data Source Feature Range Type
I
PM2.5 [0, 1]
Float
PM10 [0, 1]
O3 [0, 1]
NO2 [0, 1]
SO2 [0, 1]
CO [0, 1]
M
Temperature [0, 1]
Float
Humidity [0, 1]
Precipitation [0, 1]
Wind Speed [0, 1]
Wind Gust [0, 1]
Wind Direction [0, 1]
N PM2.5 [0, 1] Float
D
Month [1, 12]
CategoricalIsHoliday {0, 1}
Hour [1, 24]
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Fig. 1: An overview of STAR. It is based on an encoder-decoder framework with
CNN-LSTM networks. The encoder consists of three modules, which process
input vectors of four data sources and output a 128-dimensional vector hE . The
decoder generates heat-map images of future air quality based on CNN-LSTM
units and up-sampling networks. Notably, lE and lD are arbitrary parameters,
which can be varied in different modules. The weights α and β are computed by
a softmax function.
Nxt denotes a 1-dimensional vector of PM2.5 concentrations of a city x for time
step t. Mkt and W
x
t mean a 6-dimensional vector of meteorological conditions,
including temperatures, humidity, precipitation, wind, and weather forecasts.
Additionally, Mkt denotes meteorological observational data of a station k at
time-step t, while W xt is weather forecasts of a city x. Lastly, D
x
t denotes a 3-
dimensional vector of date information of a city x, including a binary holiday
flag, months, and hours.
Based on the statistical data analysis, we specified the input features of data
sources, as described in Table 1. The features of I andM consist of all AQI and
standard meteorological conditions. Unlike I, N has only PM2.5 due to the lack
of open-source data for cities from neighboring countries. Besides, D’s features
are different, corresponding to each country.
Problem Statement Given I,M,N ,D, the model fθ aims to predict Ŷ , which
is the AQ levels (PM2.5 and PM10 concentrations) over the next Tpred hours for
each station k ∈ K.
fθ
(
I,M,N ,D
)
= Ŷ (1)
Our goal is to train the model fθ using collected datasets with L2 loss functions.
4.2 Model
To capture features from various data sources, we designed a multimodal ap-
proach based on an encoder-decoder framework. As depicted in Fig. 1, our model
comprises two main components an encoder and a decoder.
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District O3 NO2 CO SO2 PM10 PM2.5 Temp Rain … …
Jongno … … … … 50 21 … … … …
Jung … … … … 56 25 … … … …
Yongsan … … … … 49 24 … … … …
Gwangjin … … … … 65 29 … … … …
… … … … … … … … … … …
Gangnam … … … … 54 27 … … … …
Songpa … … … … 79 39 … … … …
Gangdong … … … … 64 28 … … … …
Gwanak … … … … 71 34 … … … …
Dongjak … … … … 61 26 … … … …
Geumcheon … … … … 54 29 … … … … N 
fea
tur
e m
ap
s
N dimensions
Fig. 2: Spatial transformation function. It transforms tabular data into heat-map
images. Each area’s pixels hold the same value as its observational data.
Encoder The encoder comprises an input mapping module, a sequence con-
struction module, a temporal module, and a fusion network.
Input Mapping. Based on domain knowledge, we discern that direct and indirect
factors have different effects on AQ levels. Therefore, we concatenate features
of four data sources I,M,N ,D into vectors SC, WC, and NC, as shown in (2).
These vectors are the input of three subnets SC, WC, and NC in the sequence
construction module.
SC = Concatenate(I,M,D)
WC = Concatenate(M(W s),D) (2)
NC = Concatenate(N ,M(W c),D)
Sequence Construction. The sequence construction module comprises three parts
SC, WC, and NC, which aim to construct sequences of input vectors from data
sources for the temporal module. The reason for building such three subnets is
the effect of different factors on air quality. Furthermore, it is infeasible to use
only one network to extract meaningful information from numerous features.
SC captures the spatial relations in observational data, while WC and NC
represent temporal changes in future meteorology (weather forecasts) and air
pollution sources from neighboring countries. The roles of each component can
be elaborated as follows:
– SC’s inputs are the combination of observational data and additional date
information of the investigated area. Each vector comprises of 15 features of
I, M, and D in Table 1. SC has a spatial transformation function, which
turns input vectors into heat-map images to capture spatial relations in
the observational data among areas. Finally, it generates a sequence of 128-
dimensional vectors.
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(a) CNN layers
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(b) Up-sampling unit
Fig. 3: (a) depicts the convolutional layers used in the SC module and the CNN
part of a decoder’s CNN-LSTM unit. (b) shows the structure of the Up-sampling
unit used for generating prediction outputs.
– WC captures the temporal changes in future weather conditions of inves-
tigated areas. WC’s inputs are 9-dimensional vectors, which comprise of
features of M and D.
– NC is responsible for determining the impact of transboundary air pollution
sources on local AQ levels. Its inputs are 24-dimensional vectors, including
21 (7x3) features of N and M of three Chinese cities, and 3 features of D.
These three features are critical to revealing AQ variations of neighboring
areas since N has only PM2.5 data.
Spatial Transformation. This function is implemented inside SC module to con-
vert tabular data into heat-map images of 25 × 25 size as depicted in Fig. 2. As
the observational data of investigated areas are organized as districts, heat-map
transformation allows STAR to effectively capture spatial interactions without
explicitly modeling the spatial-temporal dynamics of various factors. We de-
velop a tool to determine the boundary of districts in a 25 × 25 grid. Then,
a transformation function fills all pixels of a district with a value correspond-
ing to a dimension of an input vector. This process is repeated many times
for all dimensions. Fig. 1 depicts a group of heat-map images as P. Next, our
model pushes these images to a convolutional-based network to capture spatial
relations. A multi-scale convolutional neural network (MS-CNN) is modeled as
similar to the naive version of [23] to enable our model to learn both local and
global spatial features of the images. It consists of four kernel sizes [1, 3, 5, 7].
Fig. 3a demonstrates the detailed structure of the convolutional layers used in
the spatial transformation function.
Temporal module. The temporal module, which uses attention-based networks
with LSTM units, is responsible for outputting a 128-dimensional hidden vector
from a sequence of vectors. Our model employs LSTM to learn the temporal
changes of critical factors. A weighted attention layer is attached on top of
outputs to let our model learn the varying importance of each time step.
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Fusion Network. Lastly, a fusion network combines hidden vectors of different
components into a context output hE by using an attention layer. We use the
attention network instead of a fully-connected layer since each factor has different
impacts on AQ levels. The output vector is a 128-dimensional vector.
Decoder The decoder consists of CNN-LSTM networks and an up-sampling
unit. First, CNN-LSTM networks, which consist of convolutional layers and an
LSTM cell, are responsible for capturing spatio-temporal features of prediction
outputs. The convolution layers are the same as the ones used in SC module, as
depicted in Fig. 3a. Second, the up-sampling unit aims at generating heat-map
images of future AQ levels. It consists of three transposed-convolutional layers,
with a filter size of 5 × 5, as shown in Fig. 3b. At each prediction time step t,
a 256-dimensional vector is generated by concatenating the CNN-LSTM output
ŷt−1 with hE . This concatenated vector is reshaped to 2× 2× 64 and fed to the
up-sampling unit. The output of prediction time step t becomes the input of the
next time step t + 1, except the first time step, whose input is the last input
image of the encoder. The prediction output is an image with two feature maps
corresponding to PM2.5 and PM10. In testing, our model averages all pixels of
each district in a heat-map image into a prediction value.
5 Experiments
5.1 Baselines
Here, we briefly explain nine alternatives for comparison as follows:
– ARIMA: it is a generalization of an autoregressive moving average model
for predicting the next steps. We do not report the experimental results on
daily predictions since its errors drastically increase.
– SVR: Support Vector Regression is a variant of SVM for time-series predic-
tion. The epsilon value of the radial basis function kernel is set as 0.1.
– CNN: it constitutes of three 1-D convolution layers with kernel size 5,
[256, 128, 64] filters, and pooling layers. We only report CNN’s prediction
results with I’s features, since that is its best performance.
– RNN: it consists of [64, 64] encode-decoder states with LSTM units. Similar
to CNN, we also use only I’s features as the input of the model.
– DA-RNN [14]: DA-RNN is a dual-stage attention-based recurrent model
for time-series prediction. We use all features as the input of the model.
– GCRN [15]: GCRN fuses CNNs and RNNs for predicting time-varying
graph-based data. The localized filter is set as 2. We apply GCRN directly
to the observation data of investigated areas, including meteorological and
atmospheric features. Then we concatenate the output vector with other
temporal outputs to predict future AQ levels.
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– DCRNN [8]: DCRNN uses bidirectional graph random walk and RNNs to
capture spatio-temporal dynamics. The diffusion step value is set as 2. We
implement the model as similar to GCRN.
– ConvLSTM [21, 22]: it is an extended version of FC-LSTM to handle spa-
tiotemporal data. We use two convolution layers with a kernel size of 3× 3.
The number of filters is set as 8. Its encoder module is similar to STAR,
while the decoder is replaced with fully connected layers.
– DeepAir [20]: it is a DNN-based approach, which consists of a spatial trans-
formation module and a fusion network, and similar to us in the embedding
method for critical factors.
5.2 Experimental Settings
Implementation Details In this part, we describe hyper-parameters and con-
figurations of experiments.
Pre-processing : We used min-max normalization to normalize features into [0, 1].
In several works such as [20], categorical features were normalized using one-hot
encoding. However, we observed that one-hot encoding drastically increased the
number of dimensions, thus resulting in the decline of prediction performance.
Practically, we also transformed Month and Hour into the [0, 1] range by dividing
them by 12 and 24, respectively.
Hyper-parameters: We set the size of fully-connected layers as 128 dimensions
and used Tanh as the activation function. All weights were initialized by the
Xavier initialization. The sequence length of SC and NC was defined as 24 and
48, while the length of WC was the same as Tpred.
Optimization Method : The ADAM optimizer was used with β1 = 0.5 and β2 =
0.999 for training, the learning rate was defined as 2x10-3, and the batch size was
64. The dropout rate was set as 0.5 for multiple layers, and the early stopping
technique was utilized in training to avoid overfitting. Our model used the L2
loss function, as shown in (3).
L = 1
W
1
H
W∑
i=1
H∑
j=1
(Y i,j − Ŷ i,j)2 (3)
where W and H are the width and height of a heat-map image, Y is the ground-
truth image, while Ŷ is the predicted output of STAR.
Training and testing : We trained two different models for hourly predictions and
daily predictions. For hourly predictions, our model predicted 24 hours in one
execution time. In long-term prediction, it generated output images correspond-
ing to 24 hours of the predicted day. Accordingly, the predicted value of each day
was averaged from outputs of corresponding hours on that day. Pixels of gener-
ated images were in the range of 0 to 1. After being aggregated into predicted
values for districts, they were denormalized to get actual air quality levels.
Experimental Environment : We trained models on a GPU-server with Nvidia
1080Ti GPU and used TensorFlow 1.14.
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Table 2: Statistic of PM2.5 and PM10 in Seoul (2014 - 2018) and Beijing (May
2014 - April 2015).
City
PM2.5 PM10 Unit
µ σ µ σ
Seoul 24.75 16.54 45.99 34.07 µg/m3
Beijing
83.12 80.12 - - µg/m3
106.67 91.79 - - China AQI
Evaluation Metric Mean absolute error (MAE) used to evaluate model per-
formance is defined as follows:
MAE =
∑
i | yi − ŷi |
n
(4)
where yi and ŷi are the ground-truth value and predicted value of a time-step i,
and n is the total number of predictions.
5.3 Experimental Results
In this part, we present the experimental results of two datasets. In experi-
menting with the Seoul dataset, all prediction results were concentration values
(µg/m3). Whereas, we compared our model performance with FFA’s method on
Chinese AQI standards in China 1-year dataset. We used the following terms to
indicate the difference in time: (1) short term: ≤ 8 hours (2) middle term: 9-24
hours (3) long term: ≥ 1 day.
Before moving to experimental results, we demonstrate the statistical infor-
mation of PM2.5 and PM10 in Seoul (2014-2018) and Beijing (May 2014 - April
2015). In Seoul, we calculated the mean (µ) and standard derivation (σ) values
in particle concentrations (µg/m3). In contrast, we computed these values in
both particle concentrations and Chinese AQI standards for Beijing. As shown
in Table 2, the mean value and standard derivation of PM2.5 in Beijing are sev-
eral times greater than in Seoul. We did not compute the statistical values for
PM10 in Beijing due to 38% of missing data of this particulate matter.
Comparing with Different Baselines We compared our model with these
methods in hourly prediction for up to twenty-four hours and long-term pre-
dictions for up to seven days ahead. In hourly prediction, our model performs
better than other methods in the middle term, while baseline models, especially
time-series methods, outperform STAR in the short term, as presented in Fig. 4.
In long-term prediction, STAR is superior to other methods, as shown in Fig. 5.
To properly compare STAR with other methods, we averaged MAE scores of
seven days for all methods. The proposed method achieves 11% and 8.2% im-
provement in MAE scores for PM2.5 and PM10, respectively. To note that, we
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Fig. 4: Comparison of STAR with other methods on hourly predictions. Its per-
formance is better than baselines after the 7th hour.
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Fig. 5: Comparison of STAR with other methods on daily predictions. Unlike the
short-term prediction, STAR outperforms others by 11% and 8.2% for PM2.5 and
PM10, respectively.
conducted multiple experiments to achieve the best results for baselines with
appropriate settings.
We observed that PM10 and PM2.5 levels biased towards their levels in the
latest hours, while their long-term levels significantly fluctuated due to the com-
plex interactions of various factors, especially in the spatial dimension. Most
of the methods focused on short-term prediction leading to better performance
than STAR, while their results in the long-term prediction were unstable and
ineffective. On the contrary, STAR focused on long-term variations of AQ since
transforming monitoring data into heat-map images allowed our model to cap-
ture spatial relations efficiently, thus resulting in its superiority. However, CNN-
generator tended to spatially average the predicted AQ levels of districts, while
the dynamics of factors among areas were low in the short term. Therefore,
the spatial learning process caused STAR to be less sensitive to the short-term
variations, which affected the prediction accuracy.
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Fig. 6: The performance of RNN and 1-D CNN on hourly predictions with me-
teorology data in input vectors. When adding meteorological features to these
models, their prediction errors were increased.
Practically, it is infeasible to make a model that can predict well future AQ
levels in both the short-to-middle term and the long term. Furthermore, the bias-
variance trade-off is a fundamental concern in the classical statistical learning
theory, which describes the decline of performance as the model size increases.
More predictors and more data do not guarantee better prediction results, as
studied in [24]. Therefore, baseline models such as ARIMA, SVR, CNN, and
RNN were inefficient in middle-to-long-term predictions since they were not able
to handle numerous predictors of different sources, thus cannot exploit valuable
information from various factors. For instance, conventional time-series methods
such as RNN or 1-D CNN worked ineffectively when meteorological information
or the neighboring air pollution data was embedded in the model, as presented
in Fig. 6. Therefore, using only one model was not suitable for assessing the
impact of critical factors on AQ prediction.
STAR’s results suggested that using heat-map images to model spatial cor-
relation was an appropriate solution for long-term predictions. We directly com-
pared its performance to ConvLSTM and DeepAir. The results of ConvLSTM
in the first two days were better than other baselines, but the prediction er-
ror increased remarkably after that. The reason behind it is differences in the
decoder structure of ConvLSTM and STAR as well as the order of the spatial
information representation process. Despite the comparable performance in the
short-to-middle-term prediction, the long-term prediction results of DeepAir’s
were also unstable. We guessed that the decline of performance resulted from
the bias in predictions, which focused on the short-to-middle term. Besides,
graph-based methods such as GCRN or DCRNN were not appropriate for the
Seoul dataset since the geographical information was missing.
Experiments on China 1-year Dataset We conducted two experiments on
this dataset to evaluate model robustness. First, we conducted an experiment,
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Fig. 7: Comparison of our model with FFA and two baselines on PM2.5 predic-
tions in China 1-year dataset. Our model performance with transfer learning
outperforms other methods.
which trained the model from scratch, named as China Only. In the China-
only setting, we trained our model with 8 months and tested with 4 months
as similar to the Zheng et al., 2015 (FFA). Secondly, we checked our model’s
capability of dealing with the lack of training data by applying transfer learning
on Seoul dataset to China dataset, called Seoul Transfer. In this experiment,
we pre-trained the network on Seoul dataset for 20 epochs then re-trained it on
China dataset for 300 epochs. Both settings outperformed the previous method,
and the transfer learning setting is superior to others, as shown in Fig. 7. FFA
is a simple method that cannot capture complex interactions among factors,
especially in the spatial dimension. Besides, transfer learning is an appropriate
approach to deal with the lack of data in AQ prediction. However, experimental
results also emphasized our model weakness in short-term predictions.
Assessing the Impact of Critical Factors According to [25], the dispersion
and formation of particulate matters depend on time, wind speed, precipitation,
and humidity. Furthermore, PM2.5 can travel from hundreds to thousands of
kilometers and remain suspended in the air for weeks. Conversely, PM10 can
only disperse up to a few hundred kilometers and persist for a period ranging
from a few minutes to several days. To assess the impact of critical factors on
future AQ levels, we performed experiments on all possible combinations of data
sources I, M, and N . These combinations can be divided into two categories
(1) involving I and (2) canceling I due to the similar trend of prediction errors.
Short-to-middle-term impact. As shown in Figs. 8a and 9a, local AQ data (I),
when included in input vectors (E.g., I +M, I + N ), allowed the model to
achieve superior performance compared to the other settings. We can infer that
short-to-middle-term AQ variations firmly depended on the local AQ data.
As depicted in Fig. 8a, the performance of PM2.5 prediction using only me-
teorology data (M) is defective in the short term, while it gradually improves
in the middle term. These observations suggested the increased influence of me-
teorology on PM2.5 predictions in the middle term. The parallel performance
of experimental settings with I, I +M, and I + N indicated the correspond-
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Fig. 8: An assessment of critical factors affecting short-to-long-term predictions
of PM2.5 levels in the Seoul dataset. It was more responsive to changes in the
pattern of dominant factors than PM10.
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Fig. 9: An evaluation of the effects of critical factors on short-to-long-term pre-
dictions of PM10 levels in the Seoul dataset. Similar to PM2.5, these effects on
PM10 are more discernible in the long term than the short-to-middle term.
ing impact of both local meteorological conditions and neighboring air pollution
sources on short-to-middle-term PM2.5 levels. Additionally, the outstanding per-
formance of the experiment with all data sources emphasized the strong corre-
lation of PM2.5 variations with critical factors. Besides, the weak results of the
setting using only N data showed that external air pollution sources had less
influence on short-to-middle-term PM2.5 levels than meteorological conditions.
Therefore, short-to-middle-term PM2.5 levels were the results of a combination
of various factors.
Similarly, PM10 levels were also connected with dominant influences in the
short and middle term. However, the impact of each factor on short-to-middle-
term PM10 levels was not as discernible as PM2.5. As Fig. 9a shows, the errors of
experimental settings N ,M, andM+N are constant and significant. Besides,
the similar performance of two settings I +N and I emphasizes the negligible
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impact of external air pollution sources on the variations of short-to-middle-
term PM10. Finally, the analogy of the performance of two settings I +N +M
and I +M showed the strong correlation of meteorology and local observational
AQI with PM10 in the short and middle term.
Long-term impact. Figs. 8b and 9b showed apparent effects of dominant factors
on long-term AQ variations.
As depicted in Fig. 8b, meteorology and the external air pollution sources sig-
nificantly impact the variations of long-term PM2.5 levels. First, all experimental
settings without the advent of I have similar performance with the prediction
setting using only I data. Next, the comparable performance ofM+N , I+M,
and I + N indicated the relative effects of critical factors on long-term PM2.5
levels. Finally, similar to short-to-middle-term predictions, the distinctive results
of the combination of all data sources emphasized the strong interconnectedness
of meteorology, the external air pollution sources, and the future PM2.5 levels.
Unlike long-term PM2.5 predictions, the impact of critical factors on PM10
levels was not evident, especially the external air pollution sources. From Fig. 9b,
the experiment with only N provides the worst performance followed by the set-
tingsM+N andM. Additionally, the performance of the predictive model using
only local AQ data (I) is a bit worse than the results of the experiment with
I and N . These results showed the slight influence of the external air pollution
sources on PM10 levels as similar to short-to-middle-term predictions. Further-
more, the analogy of results of the two settings I +N +M and I +M indicated
the direct influence of meteorology on the variations of long-term PM10. Finally,
the distinguished performance of all data sources combination confirmed the
accumulative impacts of all factors on PM10 levels.
6 Conclusion
In this paper, we proposed a multimodal approach using various data sources
for predicting short-to-long-term AQ levels. Unlike previous methods, our model
transforms observational data into heat-map images to efficiently capture spatial
relations. The experimental results showed that our model outperforms baselines
and state-of-the-art methods, especially in long term predictions. The results on
China 1-year dataset demonstrated the model robustness to similar datasets.
These results open the door for dealing with the lack of data in AQ predictions
for many urban areas. Next, we assessed the impact of dominant factors on AQ
variations. Besides that, we realized that LSTM-based models are biased toward
previous values when making predictions. However, future air quality does not
entirely depend on previous time-steps due to the strong interconnectedness of
AQ levels and many factors. Therefore, further studies are necessary to identify
sudden changes in AQ levels along with short-to-long-term predictions.
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