Radiation therapy is widely used in cancer treatment; however, plans necessarily involve tradeoffs between tumor coverage and damage to healthy tissue. While current hardware can deliver custom-shaped beams from any angle around the patient, choosing (from all possible beams) an optimal set of beams that maximizes tumor coverage while minimizing collateral damage and treatment time is intractable. Furthermore, even though planning algorithms used in practice consider highly restricted sets of candidate beams, the time per run combined with the number of runs required to explore clinical tradeoffs results in planning times of hours to days.
Introduction

Problem description
In external beam radiation therapy, clinicians seek treatment plans that balance the competing objectives of maximizing tumor coverage, minimizing radiation to non-target tissue, and achieving short treatment times. However, the flexibility of modern delivery hardware in delivering shaped beams from nearly any angle around the patient results in an intractably large search space for the planning problem to be solved exactly [Cra07] .
Approaches to render the problem tractable involve restricting the search space to some manageable set of candidate beams (e.g., apertures in an arc, or beamlets in a fluence map). These include convex formulations, such as fluence map optimization problems used in IMRT planning [AGRD10, RAD
+ 03] which are paired with a set of small mixed integer programs to decompose fluence maps into deliverable beams [EMM09, BBJH09] , and nonconvex formulations, such as direct machine parameter optimization used for VMAT planning [PJG + 12] or robust optimization of beam angles and intensities [BNT10] . However, not all of these methods incorporate deliverability constraints, and all of these methods involve somewhat arbitrary choices of parameters (such as plan isocenters, beam positions, or arc angles) that have major impact on plan quality, and generally constitute significant restrictions of the search space of candidate beams [LXHB14, LX13, ZYB + 14, DLR + 13b]. Further challenges arise from the fact that clinicians balance several clinical objectivestypically at least one per anatomical structure in the plan, so at least 10-20 objectives for most planning cases. Finding an acceptable plan often involves significant time spent generating and comparing plans optimal for different objective tradeoffs [CCLS14, CB08, KMSS09] .
In tandem with a convex formulation that allows the use of state-of-the-art distributed optmization methods, we propose cluster and bound methods that allow a planning problem of a given size to be approximated by one 20-100 times smaller. This enables plans to be optimized over much larger sets of candidate beams in reasonable time, or (for modestlysized problems) for the Pareto surface to be navigated in real-time. We see that the clustered problems generate solutions that are close to those of their corresponding full problems; however, since such comparisons cannot be performed in practice, we leverage the lower bounds provided by the dual of the treatment planning problem to bound the maximum suboptimality of plans generated through clustered approximations.
Outline
This paper is structured as follows. In §2 we examine previous work related to solving large-scale treatment planning problems. In §3 we will introduce the class of convex treatment planning problems compatible with the methods detailed in this work, as well as their associated dual problems. In §4 we describe two approximation methods, voxel clustering and voxel collapse, that form relaxations of the planning problem at dramatically decreased computational cost. We further present optimality bounds for plans generated by these ap-proximation methods. In §5 we describe an approximation method, column clustering, that allows a restriction of the planning problem to be solved at significantly lower computational cost, and a paired method for generating optimality bounds on plans generated in this fashion. In §6 we present examples using these methods, including a fluence map optimization of a prostate IMRT case and an aperture reweighting of a head and neck VMAT case.
Related work
Convex programming in treatment planning. Nonconvexity in treatment planning can arise from the use of certain clinical objectives, or phrasing the problem in terms of machine parameters (such as leaflet positions) instead of optimizing over the intensities of pre-determined apertures or beamlets. To work around these challenges, a column generation approach that alternates between solving a convex FMO problem and another convex pricing problem to [LXHB14] all highlight the limitations to plan quality incurred by conventional methods that only consider beams in narrowly chosen spatial positions, and the need to be able to plan with many more candidate beams.
While some clinical objectives, such as the dose volume constraints used as clinical criteria are neither separable nor convex in the optimization variables, the authors of [RAD + 03] and [KME + 05] propose that good convex approximations exist for all clinically interesting objectives; furthermore, many of these take on the simple form of fully separable piecewise linear functions. We follow this approach.
In [PB14] , the authors describe how radiation treatment planning problems can be treated as graph form problems to benefit from highly parallel optimization algorithms; the freely available open-source POGS solver that implements graph form ADMM, which we use in this work, is described in [FB15] .
Planning tradeoff navigation. Besides the per-solve cost, much of the computational burden in planning comes from the need to iterate through many plans. While the problem of local minima in the Pareto surface is eliminated by employing a convex objective, some of this iteration is unavoidable since tradeoffs between optimal plans can only be resolved by the planner's clinical judgment.
Major research efforts in this area include multi-criterion optimization (MCO) approaches that generate libraries of optimal points along the Pareto surface and methods to approximate this surface [ ] takes a similar approach of doing some intensive computation up-front in order to estimate the principal components spanning the space of clinically relevant tradeoffs. In [BO10] , the authors score beams' effects on each voxel and cluster them by score vectors to optimize beam angle choices, while beams' optimal intensities and inter-beam similarities are used to cluster cluster and select beam angles in [LHR09] .
Both the beam and voxel clustering approaches are special cases of nonnegative matrix factorization; the broader class of NNMF algorithms could be pertinent here since they would preserve the physical sense of the entries of the dose matrix. See, for example, [UHZB16] for a detailed discussion of a broad class of low rank approximation methods, or [Tro04] for random matrix algorithms used for dimensionality reduction in optimization.
3 Convex treatment planning
Formulation
For a case with m voxels inside a patient volume and n candidate treatment beams, we consider the class of inverse treatment planning problems of the form minimize f (y) subject to y = Ax, x ≥ 0,
where the vectors of voxel doses, y ∈ R m , and beam intensities, x ∈ R n , are the optimization variables and A ∈ R m×n is a case-specific dose influence matrix with nonnegative entries. The constraint y = Ax expresses the physical relationship between beam intensities and delivered dose. The (element-wise) inequality constraint on x corresponds to the fact that the treatment hardware cannot deliver beams of negative intensity. The function f : R m → R is assumed to be convex, and is constructed to penalize voxel doses according to clinical objectives.
Any desired treatment plan can be characterized (at least partially) by a vector of nonnegative doses d ∈ R m + prescribed for each voxel. Convex objectives used in the literature typically penalize the deviation of the calculated dose y from the prescribed dose d, or calculate a penalty on y in relation to some dose statistics. Common examples include one-sided and piecewise-quadratic penalties, piecewise-linear penalties, and CVaR penalties [RAD + 03, KME + 05]. In this work we consider the case of a fully separable objective given by
where each f i is a convex function parametrized by a target dose d i and w i > 0 is a nonnegative weight. We take d i = 0 for indices i corresponding to non-target voxels and d i > 0 according to a clinical prescription for target voxels.
The m voxels of the treatment plan are grouped into N delineated structures, such as the planning target volume (PTV), various sensitive structures termed organs at risk (OARs), and unlabeled tissue. We assume that each voxel index i is assigned uniquely to a set S s such that N s=1 S s covers all voxel indices and S s S s = ∅ for s = s . Structures can be prioritized to resolve the identity of voxels assigned to multiple structures during the clinical contouring process. We choose our voxel penalties to be uniform within structures: for each structure index s we have
Optimality. We denote the optimal value of (1) as p . Any pair of variables (x, y) for which y = Ax and x ≥ 0 hold is said to be feasible. If we further have that f (y) = p , then the variables are optimal. We can express the suboptimality of any feasible pair (x, y) as
Dual problem
We now derive the dual to our treatment planning problem. The Lagrangian of the prob-
with ν ∈ R m as the dual variable associated with the constraint y = Ax, and λ ∈ R n + as the nonnegative dual variable associated with the inequality constraint x ≥ 0. The dual objective is defined as g(ν, λ) = inf x,y L(x, y, ν, λ). Applying this definition, we obtain the dual
where f * is the convex conjugate of f . This formulation implicitly carries the constraint ν ∈ dom(f * ).
Dual optimality and suboptimality bounds. We denote the optimal value of (2) as d , and we have d = p when strong duality holds. (This condition holds for the clinically relevant convex objectives enumerated in §3.1.) Any ν ∈ dom(f * ) for which the constraint A T ν ≥ 0 hold is said to be dual feasible and
for all dual feasible ν. Consequently, for some feasible pair of variables (x,ŷ), given any dual feasible ν, −f * (ν) is a lower bound on p and when −f * (ν) is nonnegative we can certify that the suboptimality of (x,ŷ) as a solution to (1) is at most
Objective function
While the techniques presented in this work are applicable to any convex, fully separable objective f (y) = w i f i (y i ), we choose f i to be defined as the piecewise-linear function
where the positive parameters w The functions f i can also be written as
where
, and e i = −c i d i . The inverse planning formulation articulated above can be summarized as
This choice of f yields the dual problem
where the absolute value and inequalities are understood to hold elementwise. We note (for later reference), that the choice of d i = 0 for non-target voxels, in conjunction with the use of piecewise linear objectives and the constraint x ≥ 0 implies we can equivalently use a linear objective for non-target voxels, i.e., w i f i (y i ) = w i y i .
Large-scale treatment planning
Since solving (1) alone is sufficient to produce a treatment plan, we now explain the value of the dual problem (2) and the suboptimality bound (3) in large-scale treatment planning. Suppose we have a treatment planning problem which, despite the use of modern hardware and the fastest available optimization methods, is too large to be solved in a clinically acceptable timeframe-e.g., a plan in which we consider 10 5 -10 6 candidate beams and a dose grid of 10 6 voxels. While we can write an optimization of the form (1) to represent our problem, we cannot solve that exact problem in the available time.
However, we may instead choose to solve smaller, computationally tractable approximations to this problem that can still be expressed in the form given by (1). In §4 and §5, we will discuss two methods for generating such reduced-footprint approximations. When we solve an optimization problem, we get both a primal optimal and a dual optimal point. Thus, upon solving one of our proposed approximations, we obtain a solutionx ,ỹ ,ν (optimal for that reduced problem), from which we can construct a solutionx,ŷ,ν that is feasible for the large-scale problem. By virtue of being primal feasible, this solution will be clinically deliverable; by virtue of being dual feasible, we can use (3) to mathematically guarantee a maximum suboptimality for this solution in regards to the large-scale problem. In other words, if the suboptimality bound is P %, we can guarantee that the treatment plan obtained by solving the reduced problem is at most P % worse than the best achievable plan for the full problem-without ever paying the full computational cost of solving the large-scale problem.
4 Voxel clustering
Formulation
We consider approximations to the dose influence matrix A obtained by clustering voxels (i.e., clustering rows of the matrix). The approximate dose influence matrix A vclu can be written as the product of an up-sampling matrix U ∈ R m×k and a voxel-clustered matrix
From the above equation we can see that voxel clustering is a special case of approximate matrix factorization. In particular, we have that A R represents in k rows (or voxel clusters) an approximation of the information contained in the m rows (or voxels) of A, while U maps each cluster to its associated voxels. The entries of U are given as
implying that U contains exactly one non-zero entry per row. For each cluster κ, the corresponding set C κ = {i | voxel i ∈ cluster κ} contains the indices of the voxels assigned to that cluster. We define a vector ω = U T 1 whose entries give the number of voxels assigned to each cluster, i.e., ω κ = |C κ |. To avoid ambiguities regarding the mapping of the voxel clusters to structures, we restrict each cluster to contain only voxels from the same planning structure.
We can write an approximation of our full problem (1) as a smaller problem defined in terms of our clustered matrix A R ,
with optimization variables x R ∈ R n , y R ∈ R k , weight vectorw ∈ R k , and (implicitly) prescriptiond ∈ R k . The entries ofd are given byd κ = d i for voxel i in cluster κ, which is uniquely defined for the reasons that d i = d i = d s for i, i ∈ S s and that, by choice, the clustering respects structure boundaries. Similarly, we have f κ = f i and we choosew κ such thatw κ = |C κ |w i = |C κ |w s for voxel i in cluster κ and structure s. Under these definitions, if U A R = A holds exactly, then the problems (1) and (6) are equivalent. Otherwise, by Jensen's inequality, for any x ≥ 0 we have
n is the ith row of A. This shows that (6) is a relaxation of (1). Solving the reduced problem (6) instead of (1) will produce a feasible, but not necessarily optimal, vector of beam intensities x. However, by choosing k m we make the voxelclustered planning problem much smaller than the original, and obtain a commensurate reduction in planning time.
Bounding procedure
Given a primal optimal point (x R , y R ) and a dual optimal point ν R for which the voxelclustered problem attains its optimal value p R , we seek upper and lower bounds on p . To obtain an upper bound, we setx = x R . Since x R ≥ 0,x is feasible for (1). We definê y = Ax R , and an upper bound is given simply by
To obtain a lower bound, it is sufficient to recall that (6) is a relaxation of (1), hence
We can therefore guarantee the suboptimality of the solution given by (x,ŷ) to be bounded by the expression
Voxel collapse for non-target structures
We present a special case of voxel clustering that applies to choices of f that impose linear penalties on non-target voxels, as it provides an opportunity for significant computational savings.
For the piecewise linear objective used in (4) and our choice of prescribed dose d
Thus, letting T be the set of target structures, N be the set of non-target structures, and A target ∈ R mt×n and y target ∈ R mt be the submatrix of A and subvector of y formed by gathering all target voxel rows, respectively, the problem (4) can be written as the smaller problem, minimize s∈T i∈Ss
T s x, s ∈ N with no approximation involved. (Here, we have also applied the definitions b i = b s , c i = c s , and e i = e s .) This substitution is effectively an |S s | : 1 voxel clustering for each non-target structure s, and it reduces the problem dimension from R m×n to R (mt+|N |)×n , where m t is the total number of target voxels and |N | is the number of non-target structures. Of course, most cases have many more target voxels than non-target structures, so m t |N | usually holds, so we expect a speed-up in solve times that is proportional to m/m t while yielding the exact solution.
When using the piecewise linear objective specified in (4), to minimize approximation error while maximizing computational speed-up, voxel clustering should be used for target structures while voxel collapse should be applied to non-target structures.
Beam clustering
Formulation
We turn to subproblems formed by clustering columns (i.e., beams, beamlets, or apertures) of our full dose influence matrix A. The approximate dose matrix A bclu can be written as the product of a column-clustered matrix A C ∈ R m×k , and an up-sampling matrix V ∈ R n×k ,
As with the up-sampling matrix U defined in (4), the entries of matrix V are given as V jκ = 1 beam j assigned to cluster κ 0 otherwise, Then, for a given set of beam-to-cluster assignments given by V , the clustered matrix A C can be constructed as:
We can write an approximation of (1) as a smaller problem in terms of our clustered matrix
with optimization variables x C ∈ R k , y C ∈ R m . Here, the functions f i , their prescription parameters d i , and the weights w i are the same as those used in (1). Solving (8) is equivalent to solving (1) with the added constraints
i.e., the added condition that beam intensities must be equal for beams assigned to the same cluster. From this it is clear that (8) is a restriction of (1). We label the optimal value of (8) as p C , and its dual problem has the form
for the dual variable ν C ∈ dom(f * ) ⊆ R m . Since this is a dual of a restriction of the full primal problem, it is a relaxation of the full dual problem.
Bounding procedure
Given a solution (x C , y C , ν C ) for which the column-clustered problem attains its optimal value p C , we seek upper and lower bounds on p .
Since we have x C ≥ 0, choosingx = V (V T V ) −1 x C andŷ = Ax = A C x C yields a pair of variables (x,ŷ) that are feasible for (1). (This choice can be interpreted as evenly distributing the optimal intensity x Cκ assigned to beam cluster κ among its constituent beams.) Thus, an upper bound to the value of (1) is given by
To obtain a lower bound we seek aν that is dual feasible for (2). Since ν C is dual feasible for (9), we have A
To obtain a feasibleν at reasonable computational cost, we propose solving a problem that takes advantage of our infeasible estimate ν C . Let ν (0) = ν C . Since the entries of A are nonnegative, we have A T δ ≥ 0 for any δ ≥ 0 and A T (ν (0) + δ) ≥ 0 for δ sufficiently large. We seek the smallest such δ (in the sense that | − f * (δ)| is small) that we can add to the optimal solution of (9) to make it feasible on (2). In other words, we desire the solution to
However, since this problem has the same dimension as the full planning problem, we propose to solve one or more problems that do not exceed the dimension (i.e., m × k) or complexity of the clustered problem. Let I = {a j | a T j ν (0) < 0} be the subset of the columns a j of A that are associated with infeasible dual constraints. If |I| exceeds the clustered dimension k, we form a matrix A
(1) C ∈ R m×k from the top k columns with the largest margins of violation, i.e., the k columns a j with the most negative values of a T j ν (0) . We then solve the problem
and ignore the remaining columns of A since it is guaranteed by the nonnegativity of δ that any feasible entries of A T ν (0) will only become feasible with greater margin upon the addition of δ.
In other words, we take a greedy approach to estimating the k columns a j for which the constraints a T j ν ≥ 0 are the most restrictive, in the hopes of solving a problem (of the same size and cost as the clustered problem) whose solution will satisfy a T j ν ≥ 0 for all n constraints. Of course, when |I| ≤ k, solving (10) satisfies all remaining constraints directly.
We check whether the optimal δ (1) produced by (10) satisfies A T (ν (0) + δ (1) ) ≥ 0. If this constraint holds, our task is complete. If the constraint fails to hold, we set ν (t) = ν (t−1) +δ (t) and repeat the above procedure. We do this for T such iterations, until
holds. At this point, we takeν = ν (0) + T t=1 δ (t) to be our feasible dual variable and the corresponding lower bound is given by
Since we require δ nonnegative in each subproblem, we are guaranteed to reduce the number of infeasible constraints by at least k on each solve t. In theory, the number T of subproblems we are required to solve to obtain a feasibleν could approach n/k; in practice, we find that a single subproblem is sufficient. We summarize the full procedure in Algorithm 5.1. given an initial point ν C optimal for (9).
3. Solve. Set the value of δ (t) to a solution of the convex problem minimize f * (ν (t) + δ) subject toÂ
Examples
Voxel collapse
The submatrices of A corresponding to non-target structures were averaged to form A collapsed , defined as
where |S t | is the number of voxels in structure s t .
Small problem instance. A 268228 voxel, 360 aperture VMAT head and neck case was used for re-optimization of the aperture intensities. The plan comprised three target regions: the PTV, treated to 66 Gray, a second lesion treated to 60 Gray and lymph nodes also treated to 60 Gray. The plan also contained fourteen other structures, including the brain, brain stem, spinal cord, optic nerve, optic chiasm, cochlea, and parotid gland. Unlabeled tissue was also included in the objective. The optimization was formulated to solve (4). We have found that a good default setting for objective weights is to set the underdosing penalty to w − i = 1 and overdosing penalty to w + i = 1/20 for target structures. We set w i = 1/30 for non-target structures. We subsequently normalize all weights by the number of voxels in its corresponding structure.
Unless mentioned otherwise, we use these weights by default throughout our experiments. We then compressed the dose matrix for this case in a lossless manner (relative to the choice of piecewise linear objective), yielding a dose matrix of 11141 voxels and 360 apertures, or 24-fold compression.
Planning was performed at the nominal objective weights introduced above, with the modification that the collapsed metavoxels for each structure were multiplied by the number of voxels structure so that the objective value coincides approximately with that of (1).
Large problem instance. We also planned a much larger case, a 589467 voxel by 68208 beamlet prostate FMO problem. This matrix contains 865 million nonzero entries, which occupies 19 GB of storage in column compressed sparse format. We did not run experiments with the full version of this matrix.
Collapsing the non-target structures yielded a dose matrix of 6054 voxels and 68208 beamlets, or 3.1GB when stored as a dense matrix.
Planning was performed using the same objective and default weights as the small problem; we performed 27 additional optimizations sweeping over a range of non-target weights of w i ∈ [1/30, 1/2] in 10 steps with 10-step sweeps of target voxel overdose penalties, w + ∈ [0.05, 1], when the non-target weights were set to their extreme high and low values.
Computational details. Optimizations were performed in the Python interface to POGS [FB15] , which calls a C or CUDA solver. The CPU version is implemented with OpenMP and was run on 32 threads a 32-core/64-thread, 2.20GHz Intel Xeon CPU E5-4620; the GPU version was executed on an nVidia TitanX. The same hardware was used for all examples below.
Results. For the head and neck case, voxel collapse resulting in a 200-fold speedup when working on the CPU, and an 11-fold speedup on the GPU, as documented in Tables 1 and  2 . We note that the GPU was about 15 times faster to begin with, and that the setup (which includes matrix equilibration and Cholesky factorization) plus solution times became comparable for the reduced size problems; however, with the larger collapsed matrix in the prostate case, we continue to observe a 20-fold speed advantage on the GPU. For the prostate case objective weight sweeps, we obtained median solve times (and ranges) of 18.5s (4.9-128.3s) on the CPU, and 1.1s (0.2-6.3s) on the GPU. 
Voxel clustering
Clustering. Vectors corresponding to the rows of A target were clustered using k-means clustering, while voxel collapse was applied to the voxels of each non-target structure. Clustering was performed separately for the rows (voxels) of each target structure's submatrix A s . While we elected to use k-means clustering, several accelerated and other (possibly computationally cheaper) alternatives exist, e.g., geometric downsampling, hierarchical clustering or mini-batch k-means [Scu10, GTB13, BZMD15, SKB
+ 05].
Sketched k-means While voxel clustering is intended to be used in cases when the dimension m is large, the dimension n may also be large if many candidate beams are under consideration. In such situations, it may be prohibitively slow to run the k-means algorithm that produces a smaller A R that would enable efficient treatment planning. In such cases, we propose sketching the matrix A by multiplication with a random matrix Ω ∈ R n×r ,
to obtain a smaller matrix A sketch ∈ R m×r . Clustering is then performed on A sketch to obtain up-sampling matrix U ∈ R m×k and clustered matrix B ∈ R k×r such that A ≈ U B. This U is then used to form A R . In our experience, drawing the entries of Ω from the normal distribution N (0, 1), choosing r = max(k, n/20), and running k-means on the sketched rows yields results comparable to running k-means on the original rows.
Problem instance. Voxel clustering was performed on the dose matrix for the head and neck case introduced in §6.1. Clustering was performed to approximately 10-, 20-, 30-, 50-, and 100-fold compression levels, yielding compressed matrices of sizes (1028 × 360), (528 × 360), (358 × 360), (318 × 360), and (108 × 360).
For each instance, we solved (6) using the piecewise linear objective discussed in §3.3, using our default objective weights ( §6.1), with the modification that the weights for each clustered (or collapsed) metavoxel are multiplied by the number of elements in its cluster (or structure) so that the objective value of (6) coincides approximately with that of (1). The objective weight sweep carried out in §6.1 was repeated for the clustered problem instances. Computational details. Clustering was performed on a 32-core, 2.20GHz Intel Xeon CPU E5-4620 processor in Julia [BEKS14] , using the language-default 8 parallel threads for BLAS operations.
Results. Results for the voxel clustering approximations are summarized in Table 3 . Encouragingly, the largest maximum-suboptimality gap was 13% for the 100-fold compressed approximation, while all other approximations were guaranteed to be within 2-5% of the true solution.
In Figure 1 , we observe that the dose volume histograms (DVHs) for the voxel-clustered plans are nearly identical across compression levels (with the most 100-fold compression plan deviating the most from the others). The voxel-clustered plans are dosimetrically comparable to the plan obtained using the uncompressed dose matrix, and the default objective weights throughout. In particular, the non-target DVHs, and underdosed portion of the target are nearly identical across all plans, while the overdosed portion of the target appears to receive consistently higher dose across all voxel-clustered plans.
Solve times (cold start) ranged from 0.14s at maximum compression to 0.53 at minimum compression on the CPU, representing a 4-10-fold speedup. Solve times on the GPU averaged 0.7s, or slower than the non-clustered, collapsed problem-this problem is effectively too small to benefit from GPU acceleration.
Warm start solve times for the objective sweep averaged in the hundredths to low tenths of seconds, making it quite conceivable to sample thousands of points on the Pareto surface for and thereby form an MCO planning library in a few minutes.
Beam clustering
Clustering. Vectors corresponding to the columns of A collapsed (as defined in §6.1) were clustered into k column clusters (i.e., aggregate beams) using k-means clustering. For a desired compression factor φ, k = n/φ initial clusters were generated by assigning approximately n clu = n/k columns to each cluster. Since sequentially indexed columns of A generally correspond to physically adjacent beams, beamlets or apertures, we would expect the numerical content of such columns to be similar, so taking sequential blocks of width n clu is a reasonable initialization for the clusters.
Problem instance. The prostate case introduced in §6.1 was clustered to approximate compression levels of 10-, 20-, 30-, 50-, and 100-fold compression, yielding clustered matrices sized (6054 × 6821), (6054 × 3410), (6054 × 2274), (6054 × 1364), and (6054 × 682).
Planning was performed at the default objective weights, and the objective weight sweep performed for the voxel-collapsed version of the prostate case was repeated for each instance of the clustered approximations to the case. Results. Beam clustering resulted in 4-10-fold speed gains on the GPU, accompanied by reasonable suboptimality bounds of 3-8% (on top of the unmeasured speedup obtained through voxel collapse of non-target structures). The gains on the CPU were more dramatic (6-190×), more sensitive to the degree of clustering, and had much looser suboptimality bounds.
On the GPU, for all but the most compressed cases, the dual variable produced by solving (9) was feasible on the full dual, which likely means that in those instances, the variable had not converged to an optimal solution of the clustered dual. (Since the columnclustered dual is a relaxation of the full dual, it is quite possible that a suboptimal ν C could still be in the narrow cone {A T ν ≥ 0} required for feasibility on the full dual problem.) Thus, no iterations of the dual bounding subproblem were required in these cases. This occurred once on the CPU, at the 20-fold compression level. The bounds obtained and timing results are summarized in Tables 4 and 5 .
The bounds generated at the 100-fold compression level were very wide, with the only reasonable CPU bound coming at the 20-fold compression level. The lower bounding procedure failed outright at the 10-fold compression level even though one might expect this to be the easiest case; we intend to try similar low-compression clustering on comparable cases to determine the source of the failure.
It appears that the bounding procedure takes longer on the smaller cases; this probably corresponds to the smaller problems being deeper relaxations than the less compressed instances, and yielding points ν C that are further from being feasible on the full dual. This trend is corroborated by the data from the objective sweep (warm start) solves, summarized in Table 6 . While the warm start solve times for the primal clustered problems are extremely fast, (again, offering the potential for real time interactive planning, or rapid, dense population of MCO plan libraries), the effort required to bound the solution is comparable to that needed for a warm-start solution of the unclustered, voxel-collapsed problem. The true errors are also 10-20% on average, so the loose bounds are not overly pessimistic.
However, when we examine the DVHs generated by the beam-clustered plans, shown in Figure 2 , we observe that the plans are highly dosimetrically similar to the uncompressed plan, despite the loose suboptimality bounds.
Summary
In this paper, we have presented theory and examples for three methods for approximately (or exactly, in the case of voxel collapse) solving treatment planning problems at significantly reduced computational cost. In addition to the gains realized by using the presented cluster-and-bound methods, a significant portion of the planning speed is due to the highly parallelized implementation of ADMM implemented by the POGS solver, which is available as a tool based on our choice of separable convex planning objectives.
Given our observations (elsewhere) that linear penalties on OAR structures produce clinically satisfactory plans (in tandem with piecewise linear penalties on target structures), the voxel collapse method is an obvious win, providing at least an order of magnitude speedup on CPU or GPU. These gains compound with another order of magnitude (or greater) speedup obtained by the clustering methods to yield planning speeds that would be sufficiently fast for a real time, interactive planning environment.
While the voxel collapse method effectively restricts planning to the use of mean dose penalties on OAR structures, a promising option would be to use this technique to rapidly form many designs on the Pareto surface; linear combinations of these designs (based on the full voxel content) could then be optimized to satisfy more complex constraints, e.g., dose volume constraints.
The row (voxel) version of the cluster and bound method produces fairly tight bounds at essentially no added computational cost, so this tool could work well to accelerate cases where finer dose grid resolution is desired, or could be used to compensate for the enlarged column dimension in cases with many beams.
Since the bounds achieved in the column (beam) version of the cluster-and-bound method were not particularly tight, we will look to improve the bounding procedure as well as the initialization of the clustering process, since k-means is non-convex and sensitive to the choice of initialization.
Extrapolating from the very rapid performance we observe on the 3GB prostate case, we estimate that for dose matrices that can fit on a single GPU (i.e., smaller than 12GB, currently), each planning run will cost no more than a few seconds, and often less than a second.
Since we have shown that for dose matrices that can fit on a single GPU (i.e., 3-GB), each planning run is on the order of tens of milliseconds-(low) tens of seconds or less, and that dose matrices can be compressed quite significantly while still yielding reasonable plans, this puts us in striking distance of efficient planning with cases that are an order of magnitude too large to fit on a GPU.
While this work does not address beam deliverability, regularization terms (such a total variation penalty on beamlet or aperture intensities) can be added while maintaining a separable formulation compatible with the POGS solver. Furthermore, we imagine that a robust approach going forward would be to optimize over tens of thousands of apertures (i.e., for non-uniform arc therapy, SPORT, or 4π planning) in lieu of the same number of beamlets. If we can efficiently handle large scale planning problems, it mitigates the need for apertures to be carefully chosen; instead, a very large number of reasonable apertures can be generated through some heuristic (e.g., one statistically learned from previous treatment plans), and the active apertures can be sparsified during planning.
