This study attempts to examine changes that have occurred in the extent of international capital flows over the past three decades. In addition, the paper investigates the influence of changes in large economies interest rates on rates in smaller economies. Empirical results of the study show that capital flows have increased over time and that the US has played a dominant role in setting global financial conditions while Germany has emerged as a dominant regional economy.
1.

Introduction
As a result of the recent turmoil in East Asia, international capital flows have come under increasing scrutiny. International capital flows have been blamed for causing the financial crises in East Asia and are viewed by some experts as a threat to the stability of the international financial system. This development has brought new debate to the efficacy of the sustained period of capital account liberalization across both developed and developing countries since the early 1980s. Many experts have gone so far as to suggest the reintroduction of capital controls to protect countries from external financial shocks, and to allow countries to effectively utilize monetary policy to stimulate the domestic economy without generating large incipient capital flows. Regardless of where one stands on these issues, it is generally regarded that international movements of capital do have economic and financial consequences.
It is clear that casual observation supports the notion that barriers to capital flows have decreased over time. In fact with the extent of recent deregulation and technological advance over the past two decades, one would expect to find evidence of highly integrated financial markets, particularly in OECD countries.
The degree of international capital flows has been measured directly and indirectly. The indirect test was first introduced by Feldstein and Horioka (FH) (1980) . FH argued that in a closed economy domestic investment is entirely financed by national saving. In an open economy, the flow of international capital may also be used for financing of domestic investment projects. It follows that the more open is an economy, the less is the need to rely on domestic sources of finance. FH used cross section data on 17 OECD countries and found that the degree of capital mobility was far from perfect.
Subsequent studies in this area such as Murphy (1984) , Golub (1990) and Monadjemi (1990) criticized FH's method on theoretical econometric grounds and attempted to suggest alternative measures for testing the degree of international capital mobility. The main problem with the FH test is its indirect nature, allowing the correlation between saving and investment to be influenced by other factors beside the degree of capital mobility.
Direct tests for capital mobility focus on the equalization of return on capital across countries through international arbitrage. The covered and uncovered interest parity conditions and the real interest parity condition are among the most popular methods used for testing the level of international capital mobility. In this area real interest parity is used more frequently than the other two methods. Notable among studies of RIP are Mishkin (1984) , Mark (1985) , Cumby and Obstfeld (1986) , Cumby and Mishkin (1986) and Dutton (1993) . The real interest parity condition is derived from the combination of purchasing power parity and uncovered interest parity. This is a strong test of capital mobility that requires equalization of real interest rates, and has generally provided little support for RIP or capital mobility. Recently many researchers in this area have applied cointegration techniques to test for the existence of a long-run equilibrium among real interest rates. Cointegration is a weaker test because it allows for short-run deviations, as opposed to the one to one correspondence required by real interest parity.
In this group of studies, Goodwin and Grennes (1994) examined the validity of real interest parity using ex post real rates for 10 OECD countries. Chinn and Frankel (1995) , Monadjemi (1997) and Al Awad and Goodwin (1998) extended cointegration techniques to test the influence of large economies on real rates in smaller economies. This paper attempts to examine changes that have occurred in the extent of international capital flows over the past three decades. Section 2 provides a theoretical model for evaluating changes in the degree of international capital flows. Econometric methodology and data description are presented in Sections 3 and 4 respectively. Empirical results of the study are reported in Section 5. The possibility of changes in the extent of capital mobility and the test of monetary dominance are examined in Section 6. Summary and concluding remarks are offered in Section 7.
Theoretical discussion
Real interest parity (RIP) is derived by combining the uncovered interest parity (UIP) condition with ex ante (or expected relative) purchasing power parity (PPP).
UIP is presented in equation 1.
( ) is the expected change in the log of the spot exchange rate between time t and k given ( )
Ex ante PPP states that, given initial price levels, the expected percentage change in the spot exchange rate is equal to the expected inflation differential over the period from t to k.
( ) ( ) ( )
is the expected inflation rate in the domestic country from time t to k, ( )
is the expected foreign inflation rate.
The ex ante (or expected) real interest rate is defined as follows:
The real interest parity condition can be derived by combining equations (1) and (2) as follows:
which yields:
Reiterating, RIP is expected to hold among countries with open capital markets as a result of agents reallocating funds in search of the highest possible yields and arbitrage profit opportunities.
Note, however, that the expected (or ex ante) real interest rate is not observable. It can be estimated by applying rational expectations. If rational expectations apply in the bond market, then expected inflation is equal to actual inflation plus an unforecastable random error. Based on current information, the expected value of the error term is equal to zero. Therefore the ex ante real interest rate is equal to the expected value of the ex post real interest rate [ex post A casual look at movements of real interest rate differentials plotted in Figure 1 , however, provides little support for the real interest parity condition. In fact, real interest rate spreads are significant and persistent over the entire sample period for similar types of financial instruments (regardless of whether money markets rates, three month rates, or long term rates are examined). Included are the graphs of the real interest rates based on nominal money market rates and annual inflation for the following country pairs: the US v. each country in the sample and Germany v. each country in the sample.
As indicated, ex post real interest rates are rarely, if ever, equal and over certain periods they tend to wander away from each other. It is apparent, however, that the rates do not wander arbitrarily apart. That is, they tend to move back towards each other after periods in which they move apart. Such a casual look at the data suggests that the RIP hypothesis seems unlikely to obtain empirical support in the short run, but it does leave room for the possibility of a long run relationship that approximates RIP.
FIGURE 1. Real Interest Rate Differentials
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As suggested above, if real interest rates are non-stationary, i.e. they wander arbitrarily without tendency to return to a long run level, simple regression tests will be inconsistent.
However, if the real interest parity theory is supported by data but not in an exact form, there should be a (linear) combination of the non stationary real interest rates that is stationary. This implies that real interest rates are cointegrated and move together over time.
Accordingly, deviations from RIP due to changing short run influences unique to the domestic country should not be surprising. However, it is expected that real interest rates continually and eventually tend to return to a long run equilibrium path via arbitrage. The expectation, therefore, is that in a highly integrated financial market, deviations from real interest parity due to domestic shocks should be at most temporary.
If this is the case, one should be able to use tests for cointegration to identify the long run relationship (RIP), and an error correction framework to model the short run dynamic component comprised of stationary fluctuations. The number of cointegrating vectors in a system of n variables identifies the stability of the system. In a time series framework, the number of cointegrating vectors is equivalent to the number of directions in which the group of time series are bounded. Specifically Dickey, Jansen and Thornton (1991) note that the greater the number of cointegrating equations within a system, the more stable that system will be. The fewer cointegrating vectors, the less constrained the system is in the long run.
Econometric Methodology
Most macroeconomic time series are non-stationary and conventional regression techniques based on non-stationary data tend to produce spurious results. However, nonstationary time series may be cointegrated if some linear combinations of the series become stationary. That is, the series may wander around, but in the long run there are economic forces that tend to push them to an equilibrium. Hence, cointegrated series will not move far away from each other and are linked in the long-run. Johansen (1988 and 1991) suggested tests for determining numbers of cointegrating vectors among a group of variables.
Consider the following p variable VAR model:
where u is the constant term, t Y is ( ) 
where I is the identity matrix. [See Johansen (1991) 
for details.]
The long-run relationship between series is determined by the rank of Π. If time series are non stationary and cointegrated, then Π is not full rank, that is 0 < rank
, where r is the number of cointegrating vectors. Johansen (1991) proposed two likelihood testing procedures in order to estimate the rank of Π.
The Trace test statistic: The Trace test statistic tests the null hypothesis that the number of cointegrating vectors is less than or equal to r against the hypothesis that the number of cointegrating vectors is greater than r.
The Maximal Eigenvalue test statistic tests the null hypothesis that the number of cointegrating vectors is r against the alternative hypothesis that there are r + 1 cointegrating vectors. When the series are found to be cointegrated, Johansen further demonstrated that Π can be factored as:
where β is matrix of r cointegrating vectors and α is the matrix of weights attached to each cointegrating vectors in equation 3. Both α and β are r p × matrices.
Data Description
The data examined here is collected from the OECD 1997 database. The real interest rate used in this study is calculated as the nominal interest rate minus annual inflation. Annual inflation is computed as the percentage change over twelve months in the all items consumer price index (CPI) for each country in the sample.
5.
Empirical Results
The first step in testing for cointegration is to test for the presence of nonstationarity in the data. The existence of unit roots (non stationarity) in the time series data will lead to spurious regression results, and therefore requires the use of cointegration and error correction model (ECM).
Each real interest rate series for the five countries in the sample was tested for the presence of unit root, using the augmented Dickey-Fuller test. The results showed that all five time series are non-stationary in levels but stationary in first differences. The presence of two cointegrating vectors in the five variable system suggests the existence of three common stochastic trends in the system. The results are similar to that found in Monadjemi (1997) , but do not coincide with those of Goodwin and Grennes who found that only one stochastic trend drove the real interest rate series, and that any rate could be solved for in terms of the nth rate. The presence of multiple stochastic trends suggests that financial markets in these countries are not perfectly integrated over the period in the sample. It does however provide evidence that real interest rates move together over time as a result of a high level of capital mobility between these countries.
The finding of less than perfect financial integration could be a reflection of the period examined. Particularly as many capital controls remained in place during the initial part of this sample. To examine whether the presence of capital controls has a significant effect on the relationship, in Section 5, the sample will be divided into two separate periods.
The Johansen methodology also allows the researcher to test restricted versions of the cointegrating relationships. For example, one may evaluate hypotheses about the estimated coefficients on the long run (cointegrating) equations, or the βs. The βs provided can be difficult to interpret in their economic meaning because any linear transformation of a stationary series is also stationary. Therefore one can test the hypothesis that the particular ϕ = β H , where H is the known matrix of restrictions. Juselius (1990, 1992) have demonstrated that this procedure can be applied using likelihood ratio tests on the linear restrictions, which are asymptotically distributed as 2 χ when tested against the unrestricted version. A relevant hypothesis to this study is the test applied by Chinn and Frankel (1995) Table 2 . A constant was allowed in the cointegrating vector, therefore the relevant hypothesis is that the cointegrating vector should be [1 -1 0]. The restriction is accepted for nearly all of the pairs discussed above using ( )
The RIP vector is accepted between each country's real rate and that of the US, and between Germany and the Netherlands. The only cases in which the RIP vector is rejected are the case of Germany and France (where the constant term was significant), and Germany and Australia where the cointegrating relationship was weaker. 
Change in the degree of capital mobility over time
Casual observation suggests that capital mobility has increased rapidly over the past two decades, mainly as a result of deregulation and technological advancement. In order to test the validity of this hypothesis, the above sample period was divided into two separate periods. If capital mobility has increased over time one would expect to see results more supportive of real interest parity and monetary dominance in the latter period. In terms of cointegration, more integrated financial markets means a higher number of cointegrating vectors. In terms of monetary dominance, integrated financial markets should provide clearer evidence of financial shocks being transmitted from large economies to small economies.
The data is divided into the two sample periods 1968 -1979 , 1980 -1996 periods are chosen for the following reasons.
In the early 1980s there was a broad change in attitudes among OECD countries toward financial deregulation, as the breakdown of capital controls became an official part of OECD policy. Significant capital market deregulation occurred in Japan and the UK in 1979, followed soon after by Australia, New Zealand and much of Continental
Europe. In addition, the 1980s saw the rapid technological advancements in telecommunications and information processing that led to the increased flow of information and money around the world, and facilitated evasion of any existing controls.
The development and rapid application of the personal computer, coupled with the decreasing costs and increasing speed of telecommunications effectively rendered capital controls a temporary measure at best.
(a) Cointegration Test
The multivariate Johansen test for cointegration is applied to both sample periods and the results are presented in Tables 3 and 4 . The results for the initial period [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] provide little evidence of capital mobility. The test statistics show no cointegration among real rates over this period. It should be noted, however, that the finding of no cointegration can possibly be attributed to extreme turbulence over this period resulting from the large external price shocks generated by the oil crises of 1973 and 1979.
Previous studies have noted that large shocks can cause problems in identifying a cointegrating relationship that might otherwise be significant.
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The multivariate results for the latter period [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] , presented in Table 4, show evidence of two cointegrating vectors over this period at the 5% level for both test statistics. This provides significant support for the conclusion that capital mobility has increased over time. The result for the latter period suggests stronger evidence of cointegration than either the first period or the entire period (despite the smaller sample), and thus strong evidence of increased financial integration since 1980. Firstly, an increase in capital mobility has generated increased responses to financial shocks originating in large countries. Secondly, the importance of Germany in determining monetary conditions in Europe has increased; and lastly the US has remained an important force in determining global monetary conditions. The Granger Causality tests are shown in Table 5 and provide convincing support for pervasive US influence and increasing German influence. The US real rate has causal influence over the German real rate in both periods, and over France in the first and the Netherlands in the second. A different story emerges for Germany however. In the period from 1968-1979, the German real interest rate did not Granger Cause movements in either of the other European real interest rates. However, during the latter sub-period from 1980-1996, there is strong evidence of a one way causal relationship between the German real interest rate and that of France and the Netherlands. This provides empirical evidence of the increasing importance of Germany in setting European monetary conditions over Europe. Two way causality also emerges between the French and Dutch rates in the latter period, while no causal relationship occurred in the earlier sample. Tables 6 and 7 and they also present interesting results. Increasing capital mobility in the post-1980 sample results in a larger portion of the forecast error variance (FEV) of each real interest rate being attributed to shocks to foreign real interest rates in the latter period. The increased endogeneity is particular pronounced in the case of the Netherlands. Shocks to its own rate accounted for over 90% of its forecast error variance after 20 periods for 1968-1979, while accounting for only roughly 30% of its forecast error variance after 20 periods for the latter period using the conservative ordering. 4 Germany is of particular importance in causing FEV in the Netherlands, providing empirical support for the aforementioned observation that monetary conditions in Germany determine Dutch monetary conditions. German real interest rates also become increasingly important in determining French monetary conditions in the latter period, while the US had been more important in the earlier period. The marginal effect of US real interest rates on Australian rates may be attributed to the regulation of Australian nominal rates, which continued into the early 1980s. The impulse response functions are presented in Figures 2 and 3 . The results for [1980] [1981] [1982] [1983] [1984] [1985] [1986] [1987] [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] , shown in Figure 3 , provide much more convincing support of the monetary dominance discussed earlier. In particular, the real interest rates of each of the four smaller countries in the sample respond significantly to shocks to the US real interest rate in the latter period while only the French and Dutch rates responded significantly in the earlier period. 5 Responses of real interest rates in the EMS countries to a German shock remain significant in both sub-periods. In the latter period the German real rate only responds to shocks to its own real rate and that of the US (and a temporary response to the Netherlands, particular to their aforementioned relationship). The US real interest rate does not respond significantly to shocks in any of the other real interest rates in the sample (with the exception of France, to which it responds negatively). 
Summary and Concluding Remarks
The empirical results of this study indicate that real interest parity appears to be valid as a long-term relationship among OECD countries. The results also indicate that real interest rate shocks are transmitted from large countries to small economies. That is countries such as US and Germany have the ability to implement an independent monetary policy that can alter global monetary conditions in the case of the US, and regional monetary conditions in case of Germany. This also implies that small economies are at the mercy of monetary policy changes in large countries, and therefore must react to changes in monetary policy in US and Germany. This outcome may be beneficial, as in the case of monetary loosening in the US and Europe in mid 1998 in order to navigate the global effect of Asian financial crises. It can also be detrimental as in the case of German monetary tightening following German reunification in 1990 that deepened recession in Europe and triggered a currency crisis. The results of this study also indicate a changing 
