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We have developed a heuristic scheduling method suitable for automatically
scheduling tasks in a software development effort and assigning them to designers. Our
experimental evaluations of the algorithm show that it is highly effective at finding feasible
schedules when they exist. A modification of the algorithm can suggest nearly minimal
adjustments to the deadlines in cases where no feasible schedule exists.
This is useful because it provides guidance to the project manager for formulating a
proper response when a project gets late and all of the planned tasks cannot be completed
within their deadlines. The algorithms are fast enough to support constant rescheduling as
circumstances change, for most projects of practical size.
A. INTRODUCTION
We have investigated scheduling of designer tasks in the context of developing an
automated evolution control system. The purpose of this system is to provide automated
assistance for coordinating a team of designers in the context of software prototyping. The
system also manages all software documents and ensures that each designer automatically
receives all documents relevant to each work assignment.
In this context, development speed and flexibility are primary considerations, and the
expected level of uncertainty is very high. Our results suggest that automated assistance for
team coordination, scheduling, and assignment of tasks to designers is feasible and can be
practically useful for realizing fast modifications to software designs.
This research was supported in part by the Army Research Office under grant number
ARO- 145-91 and the National Science Foundation under grant number CCR-9058453.
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B. PREVIOUS WORK
A scheduling problem in a real-time system is described by three basic concepts: the
model of the system, the characteristics of the tasks to be scheduled, and the objective of
the scheduling algorithm [3].
The system model in our case consists of a set of m designers D = {dj, d2, .., dm ).
Those designers are of three different expertise levels {low, medium, high}. The
scheduling algorithm determines the order of the execution of tasks by each designer in
such a way that resource, precedence, and timing constraints are met. In our system
resources required by a task other than the designer resources are assumed to be available
as soon as the task is assigned.
The tasks to be scheduled, evolution steps in our case, are characterized by their timing
constraints, precedence constraints, and resource requirements. The timing constraints of a
task are generally defined in terms of one or more of the following parameters [3]:
1. The arrival time, T
a
: The time at which a task arrives at the system.
2. The earliest start time, T




3. The worst case execution time, T
c
: The execution time of a task is always less than Tc .
4. The deadline, Td : The time by which a task must be completed.
(invariant : < Ta < Test < T^ - Tc)
While all the tasks and their timing constraints are known beforehand in a static
system, tasks arrive at arbitrary times in a dynamic system, so that the number of tasks to
be scheduled as well as their arrival times are unpredictable.
The relations between the tasks are determined by the precedence constraints among
these tasks. If a task Tj must be completed before another task T; can be started then we say
Tj precedes Tj. The precedence graph of a set of tasks is a directed acyclic graph. This
precedence graph is known in advance in static systems. In dynamic systems where new
sets of interrelated tasks arrive arbitrarily, the precedence graph is known only when the
task set arrives.
The objective of an algorithm for scheduling a set of tasks is to determine whether
there exists a schedule for executing the tasks that satisfies the timing, precedence, and
resource constraints, and to calculate such a schedule if one exists.
Task scheduling in real-time systems can be static or dynamic. A static approach
performs the calculation of the schedules for tasks off-line. It requires prior knowledge of
the characteristics of the tasks. On the other hand, a dynamic approach calculates schedules
for tasks "on the fly". Despite the fact that static approaches have low run-time cost, they
are inflexible and cannot respond to a changing environment with unpredictable behavior.
In contrast, dynamic approaches involve higher run-time costs, but they are flexible to
adapt to environment changes. A survey of static and dynamic scheduling approaches can
be found in [3].
Task scheduling can also be characterized as preemptive and nonpreemptive. A task
is preemptive if its execution can be interrupted by other tasks and resumed afterwards. A
task is nonpreemptive if it must run to completion once it starts.
1. Scheduling Tasks with Precedence Constraints
Scheduling tasks with arbitrary precedence constraints and unit computation time
in multiprocessor systems is NP-hard for both the preemptive and nonpreemptive cases [3]
[6]. Scheduling nonpreemptive tasks with arbitrary ready times is NP-hard in both
multiprocessor and uniprocessor systems [3] [5] which excludes the possibility of the
existence of a polynomial time algorithm for solving the problem. Hong and Leung [2]
proved that there is no optimal on-line scheduler can exist for task systems that have two
or more distinct deadlines when scheduled on m identical processors where m > 1.
Scheduling evolution steps to more than one designer with arbitrary precedence
constraints and arbitrary deadlines is the same problem as that of multiprocessor scheduling
mentioned above which is shown by many researchers to be NP-hard. These negative
results dictate the need for heuristic approaches to solve scheduling problems in such
systems.
In [4] Stankovic et al. present an O (n2) heuristic scheduling algorithm for
scheduling a set of independent processes on a set of identical processors. A task (process)
in this model is characterized by an arrival time T^, a deadline Tr> a worst case
computation time Tq, and a set of resource requirements {Tr}. Tasks are independent, non
periodic and non-preemptive. The authors stated that scheduling a set of tasks to find a full
feasible schedule is a search problem with a search tree as the search space. The scheduling
algorithm starts at the root of the tree which is an empty schedule. It tries to extend the
schedule by moving to the one of the nodes in the next level of the search tree until it
reaches a full feasible schedule. During the expansion of the schedule, an intermediate node
is a partial schedule, while leaf nodes (terminal node) represent full schedules. It is clear
that not every terminal node corresponds to a feasible schedule. To extend the schedule to
a node of the next level of the search tree, the algorithm uses a boolean function called
"strongly-feasible" to determine if the partial schedule can lead to a feasible schedule or
not. A partial schedule is strongly-feasible if all schedules reached by extending it by each
of the remaining tasks are also feasible. This means that if a partial feasible schedule is
found not to be strongly-feasible because a task T misses its deadline, then the search
should stop on this path since none of the future extensions of task T can meet its deadline.
However, it is possible to backtrack to continue the search in such cases. After deciding that
a partial schedule is strongly-feasible, a heuristic function (H) is used to direct the search
to a plausible path.
This algorithm works as follows: Given a particular heuristic function H, the
algorithm begins with an empty partial schedule. Every step of the algorithm includes (a)
determining if the current partial schedule is strongly-feasible, and if so (b) extending the
current partial schedule by one task. This task is selected by applying the H function to all
the tasks remaining to be scheduled and determining the one with the minimum H value.
Some of the H functions used in [4] are Minimum deadline first(Min_D),
Minimum processing time first (Min_P), Minimum earliest start time first (Min_S),
Minimum laxity first (Min_L), and the combinations (Min_D + Min_P) and (Min_D +
Min_S).
In [3], Ramamritham et al. introduce an O(nk) version of the algorithm introduced
in [4] by considering only k tasks of the remaining tasks to be scheduled for applying the
H function and evaluating the strongly-feasible function.
Both [4] and [3] use a vector data structure for each type of resource to maintain
the earliest available time for each resource of each type. In our algorithm for scheduling
evolution steps we extend this algorithm to handle the case where there are precedence
constraints between pairs of steps, and keep a vector of earliest available times of designers
for each expertise level.
C. PROBLEM DEFINITION
Our problem is to schedule a set of sporadic tasks (software evolution steps). These
sporadic tasks have random arrival times, and given deadlines, precedence constraints, and
priority values to indicate the criticalness of their deadlines. Because of the unpredictable
nature of the arrival time of the sporadic tasks, it is very difficult to design a real-time (on-
line) system that guarantees that all their deadlines can be met [2]. Moreover, each of these
tasks requires certain expertise level, which implies that the system model is a set of M
software designers of different expertise levels (not identical designers). This problem is
similar to that of dynamic scheduling tasks with arbitrary arrival times, deadlines, and
precedence constraints in a multiprocessor system where the processors are not identical.
Hong and Leung [2] proved that there is no optimal on-line scheduler can exist for task
systems that have two or more distinct deadlines when scheduled on m identical processors,
where m > 1. Scheduling tasks with arbitrary precedence constraints and unit computation
time is NP-hard both the preemptive and the non-preemptive case [3]. Our problem is even
more complicated than both of the above two cases, when contrasted with the case proven
in [2] we have more than one designer and each step of the step set has its distinct deadline
which is the same conditions for the conclusion reached by Hong and Leung, in addition,
the designers are not of the same expertise level which makes it even more complicated. In
contrast with results of [3] our problem includes arbitrary precedence constraints between
pairs of the steps in the step set to be scheduled in addition to an arbitrary computation time
for each step which makes it even harder than the case of having unit computation time.
These negative results indicate the need for heuristic approaches solve this scheduling
problem.
1. The Scheduling Algorithm
Scheduling a set of tasks to reach a feasible schedule is a search problem, where
the search space can be structured as a search tree. The root of this search tree is an empty
schedule, an intermediate node is a partial schedule, and a leaf node (terminal) is a complete
schedule. Since not all leaves correspond to feasible schedules, it might cause an exhaustive
search to find one, which is computationally intractable in the worst case. Because of the
computational complexity of finding a full feasible schedule in many of the real
applications, heuristic approaches are used.
o. System and Task Model
The task set in the ECS scheduling problem is a variable set of evolution steps
S = {Si, S2,—, Sn}, where N varies with time. This set of tasks need to be scheduled to a
set ofM designers D = {D l5 D2,..., DM }. The designers are of L different expertise levels.
Tasks (steps) are characterized by the following:
• Estimated processing time tp (Sj): a management estimate of the time required to per-
form a step.
• Deadline d (Sj): The time by which a step must be completed
• Earliest start time EST (Sj): the earliest time at which the step can be assigned to a
designer (calculated when a scheduling decision is made).
• Priority p (Sj): An integer value to reflect the criticalness of the deadline of a step.
• Resource requirement r (Sj): required expertise level for performing a step.
• Precedence constraints given in the form of a directed acyclic graph G = (S, E) such
that (Sj, Sj) g E implies that Sj cannot start until Sj has been completed.
In order to support teamwork, we assume that each step is assigned to a single
designer. This designer must have at least the same expertise level as that of the step. We
also define the earliest start time EST (Si) as the earliest time at which the step can be
assigned to a designer. This time is calculated when a scheduling decision is made.
Our goal is to determine whether there exists a schedule for executing the
tasks, that satisfies the timing, precedence, and resource constraints, and to calculate such
a schedule if one exists. Since this problem is computationally intractable, we weaken the
requirements to checking whether a feasible schedule can be found within the available
time. Otherwise the program should advise the software manager of the lowest priority
deadlines that have to be canceled (moved to their calculated finish time) in order to get a
feasible schedule. This algorithm should also give the software manager the choice to
change other constraints such as priority, precedence or estimated execution time of the
tasks to tune the schedule each time new evolution steps are to be added to the schedule and
a feasible schedule cannot be reached. It also must check the validity of these changes (e.g.
if a priority of a step is changed it has to be less than or equal the priorities of its
predecessors and greater than or equal to that of its successors).
Thus, we need an on-line scheduler that is called when one or more sporadic
tasks arrive at time t (new tasks in our system may have some of the constraints not defined
when they arrive to the scheduler) or if the attributes of the currently scheduled tasks
change, to decide if the newly arrived tasks, or the changed tasks, along with unassigned
tasks at time t (scheduled but not started yet), could be rescheduled so that all deadlines are
met. If a feasible schedule is reached the system will continue assigning the tasks to the
designers according to the schedule constructed by the on-line scheduler. Otherwise the
system will try to meet the deadlines of the most important (highest priority) tasks and
suggest changing the deadlines of the least important ones. These suggestions could be
accepted by the manager or he can change other parameters which in turn triggers the on-
line scheduler to recalculate the schedule accordingly.
Changing the attributes of currently scheduled tasks means editing any of the
constraints of the not-started-yet tasks, assigned tasks that are prone to exceed then-
estimated execution time (which is a common case in software effort estimation), and the
addition/deletion of designers.
D. PROBLEM SOLUTION
A heuristic scheduling algorithm tries to reach a feasible schedule for a set of tasks by
starting at the root of the search tree, which is an empty schedule, and tries to extend the
schedule with one more task by moving to one of the nodes in the next level of the search
tree until a feasible schedule is reached. The nodes in the next level of the search tree
consist of those tasks that are ready to be scheduled, i.e. the tasks that have all their
predecessors completed at this point or has no predecessors. A partial search path is
extended only if it is strongly feasible.This is because if extending the current schedule by
a task T causes T to miss its deadline then none of all the possible future extensions can
meet the deadline of task T, since starting T later cannot make it finish earlier [3]. To this
point we introduce the following definition:
• Strongly-feasible partial schedule: A partial schedule is strongly-feasible if all sched-
ules reached by extending it by any of the remaining (ready to be scheduled) tasks are
also feasible.
If the partial schedule is strongly feasible then a heuristic function is used to extend
the partial schedule. This heuristic function should reflect various characteristics of the
scheduling problem to effectively direct the search to a plausible path. If all the schedules
resulting from extending the current schedule with any of the remaining tasks are also
feasible, the partial schedule is called strongly feasible. The heuristic function is then
applied to every task that is ready to be scheduled. The task with a predefined property of
the heuristic function is selected to extend the current partial schedule (e.g. if we use the
earliest deadline first as our heuristic then we pick the task with earliest deadline of the
tasks that are ready to be scheduled to extend the current partial schedule), otherwise this
search path is stopped because it will not lead to a feasible schedule.
Our heuristic algorithm is based on the heuristic algorithm introduced in [3] and
discussed above. The main difference is that the tasks in our problem have precedence
constraints which is not discussed in [3] where the authors deal with a set of independent
tasks. Another difference is that each task has its own deadline rather than a common
deadline for each set of tasks as is the case in [3].
Before describing the details of our algorithm, let us introduce the following
definitions:
• Pending_step: a step whose predecessors (in the dependency graph) have all been
scheduled (not necessarily assigned yet) and their estimated finish time is calculated.
The step's earliest start time is set to the latest finish time of its predecessors.
• Ready_step: a pending step whose earliest start time is less than or equal the current
time t.
The following data structures and variables are used by the algorithm:
• Dependency_graph: a directed acyclic graph G = (S, E) such that S = {Sj, S2,..., S^} is
the set of steps to be scheduled, E is the set of edges such that (Sj, Sj) e E if and only if
S; cannot start until Sj has completed.
• In_degree: an integer representing the number of the immediate predecessors of each
node (step) in the dependency graph.
• Pending_list: a list holding pending steps sorted in a non-decreasing order of their earli-
est start time.
• Ready_list: a list holding ready steps sorted in a non-decreasing order of the heuristic
function used (e. g., deadlines, earliest start time etc.).
• Earliest Available Time (EAT): a vector ofM values to represent the earliest available
times of the resources (designers). EAT, is the earliest time when Dj becomes available
when the system has only one instance of each resource type (expertise level), e. g., for
the case of having only three expertise level low, medium, and high and one designer of
each level then EAT = (EATj EATm EAT^). In case of having multiple instances of each
expertise level the EAT is represented as a matrix so that each row represents the Earli-
est Available Times of the different instances of each expertise level.
EAT = ((EATU EAT12 .. EAT^)
(EATml EATm2 .. EATmr)
(EAThl EATh2 .. EAThp))
where 1, m, h are the three expertise levels low, medium, and high respectively, and k,
r, and p are the corresponding number of designers in each level.
The main idea of this algorithm is to extend the current schedule by one of the steps in
the ready list. The tasks in the ready list can be seen as independent tasks if we can define
an earliest start time and a deadline for each of them. This is done for the deadlines by
propagating them from the terminal to the root nodes in the dependency graph.
The propagated deadline d'(Si) of a step Si is defined by:
1) d'(Si) = d(Si) if -.3 Sj : Si precedes Sj
or
2) d'(Si) = min {d(Si), d'(Sj) - tp (Sj)} V Sj : Si precedes Sj
In 2) above, if there exists some step Sj such that Si precedes Sj then Sj cannot start
until Si has completed. In order to complete Sj's computation before its deadline, the latest
time by which Sj must be started is d'(Sj) - tp (Sj). Then Si's real deadline should be d'(Sj)
- tp (Sj) if it is smaller than d (Si).
As for the earliest start time (EST) of each step, it is adjusted according to the
following:
1) EST' (Si) = EST (Si) if -B Sj : Sj precedes Si
or
2) EST' (Si) = max {EST (Si), EST'(Sj) + tp (Sj)} VSj : Sj precedes Si
In 2) above, if there exists some step Sj such that Sj precedes Si then Si cannot start
until Sj has completed. Since the earliest time that Sj can be completed is EST'(Sj) + tp (Sj)
then Si's real EST should be EST'(Sj) + tp (Sj) if it is greater than EST (Si).
The reason for having a pending_list and a ready_list instead of having one ready_list
is to give the available tasks (in_degree = and EST <= current time) a fair chance to
compete for available designers especially when using different heuristics other than EST
first, since the scheduler considers only the steps in the readyjist.
Our scheduling algorithm has two different initialization procedures. The first one is
used when the system starts from scratch (i.e., the schedule is empty), while the second
initialization procedure is used when new tasks arrive at the system or some of the attributes
of an existing step is changed. This scheduling algorithm is similar to the branch and bound
technique. The strong feasibility check done before extending the schedule by another node
in the search tree is used instead of the lower bound check, normally used with branch and
bound algorithm, to bound the search in a given search path. The algorithm works as
follows:
Initialization_part:
(1) if initial_schedule = empty
(2) then
initialize EAT values to TO, and the schedule to empty,
perform a Depth First Search on the dependency graph to:
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- initialize the in_degree for each node (number of immediate predecessors),
- propagate deadlines, and
- initialize the ESTs (earliest start time) of the steps that have no EST to TO.




- Remove the assigned steps and their corresponding arcs from the dependency
graph
- Add the newly arrived steps to the dependency graph (if there is any) check-
ing for the "acyclic" property of the graph and the compatibility of the newly
added steps' priorities with that of their successors and predecessors and warn
the manager of any violation
Recalculate the in_degree of the graph nodes.
Re-initialize the EAT vector (matrix) to the finish time of the step assigned to each
designer and to t for the free designers.




(4) While full_schedule is not reached loop
(5) For all the steps in the pending list:
if EST (S) <= min(EAT) of the corresponding designers then
insert S into the readyjist in order of non-decreasing values of the H (heu-
ristic) function used and delete S from the pending list.
(6) end for
(7) While ready_list is not empty loop
(8) if not STRONGLY_FEASIBLE to extend the schedule by each of the steps
in the ready_list then
if the backtrack limit is not reached then increment backtrack
counter and backtrack (discard the current partial schedule and





(9) extend the schedule by the step S that has min H
in case of ties, select the step Si with the highest priority, then the step with
max tp(Si)
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(10) update the EAT of the assigned designer
(11) update the EST of the immediate successors of S
(12) decrement the in_degree of the immediate successors of S
(13) if the in_degree of any of the immediate successors of S =
then
insert it into the pending_list in order of its EST,
end if.
(14) delete S from the ready_list
(15) end while
(16) end while
The STRONGLY_FEASIBLE is a boolean function that works as follows:
FEASIBLE = TRUE
for all the steps S in the ready_list loop
if min (EAT) of the designers of the same or higher expertise level than
level(S) + Estimated_duration(S) > deadline(S)
then FEASIBLE = FALSE
end if
end for
The following are some of the heuristics that may be used with this algorithm:
• Minimum deadline first (Min_d): H(S) = d (S)
• Minimum earliest start time first (Min_est): H(S) = EST (S)
• Minimum laxity first (Min_L): H(S) = d (S) - (EST (S) + tp (S))
• Min_d + Min.est first: H(S) =W * d (S) + (1-W) * EST (S)
• In the four cases ties are broken using the priorities of the steps (the highest priority
step starts first). Further ties are broken by selecting the step that has the maximum tp.
The first three heuristics are simple heuristics and the last one is an integrated
heuristic. The weightW (0 <= W <= 1), used to combine the two simple heuristics Min_d
and Min_est, can be tuned according to the criticalness of the deadlines of the available
steps. This means if the deadlines are not critical then W can be set to which leads to
Min_est heuristic that is the best for team work to assign tasks to designers according to
their earliest start time making a full use of the human resources. On the other hand the
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value ofW can be chosen to favor the deadline heuristic or some way in between to meet
the critical deadlines and make the best use of the human resources (designers) available.
The backtracking limit is left open in the cases where the number of tasks is relatively
small, and is limited otherwise. In the cases where no feasible schedule is reached either
due to the absence of a feasible schedule for the given set of tasks or due to reaching the
backtracking limit of the algorithm without reaching one, an algorithm for adjusting the
deadlines is used. This enhancement to the algorithm is presented in the next section. This
valid schedule can be improved on by using the simulated annealing technique.
1. Algorithm for Adjusting Deadlines
A valid schedule is a schedule that satisfies the precedence constraints of its tasks
but allows some of the tasks to miss its deadlines. Different heuristics can be used to guide
the search process to a plausible path that minimizes the number of tasks that must miss its
deadlines and in the mean time supports team work by scheduling every available task as
soon as the earliest available time of the task is reached. This in turn minimizes the time a
designer has to wait for a task to be assigned to him/her.
This algorithm uses almost the same steps as in the previous search algorithm uses
with two main differences. The first difference is that: there is one ready_lists for each of
the L expertise levels. The main reason for having the different levels of ready_lists is to
guarantee that no lower task is assigned to a higher level designer while there is a task of
the designer's level ready to be assigned (recall the requirement that the expertise level of
the designer must be at least the same as that of the assigned task). The second difference
is that when failing the strong feasibility check for extending the schedule by another task,
a new deadline is suggested for the task that does not meet its deadline (equal to its
calculated finish time). Upon accepting this value by the manager the schedule is extended
to the next level and so on until a valid schedule is reached.
The Proposed deadline-adjusting scheduling algorithm works as follows:
initialization_part:
(1) if initial_schedule = empty
(2) then
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initialize EAT values to TO, and the schedule to empty,
perform a Depth First Search on the dependency graph to:
- initialize the in_degree for each node (number of immediate predecessors),
- propagate deadlines, and
- initialize the ESTs (earliest start time) of the steps that have no EST to TO.




- Remove the assigned steps and their corresponding arcs from the dependency
graph.
- Add the newly arrived steps to the dependency graph (if there is any) check-
ing for the "acyclic" property of the graph and the compatibility of the newly
added steps' priorities with that of their successors and predecessors and warn
the manager of any violation.
Recalculate the in_degree of the graph nodes.
Re-initialize the EAT vector (matrix) to the finish time of the step assigned to
each designer and to t for those free designers.




(4) While full_schedule is not reached loop
(5) For all the steps in the pending list:
if EST (S) <= min(EAT) of the corresponding designers then
insert the step into the corresponding ready_list according to the H
(heuristic) function used and delete it from the pending list.
end if
(6) end for
(7) For all ready_lists from higherjevel to Iower_Ievel loop
(8) While ready_list is not empty loop
(9) if not FEASIBLE to extend the schedule by any of the steps in the
ready_list
then suggest a new deadline for the infeasible step assignment
if the suggestion is not accepted then exit, end if.
end if
(10) extend the schedule by the step S that has min H
(11) update the EAT of the assigned designer
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(12) update the EST of the immediate successors of S
(13) decrement the in_degree of the immediate successors of S
(14) if the in_degree of any of the immediate successors of S =
then
insert it into the pending_list,
end if.
(15) delete S from the ready_list
TO = min (EAT) of the designers of the same or higher expertise
level than level(ready_list)




insert S into the ready_list according to the H function used




if not FEASIBLE then exit end if
(18) end for
if not FEASIBLE then exit end if
(19) end while
This algorithm has the property that a designer will never be left idle when there
is a ready step that the designer is qualified to do. This is because inserting steps into ready
list and their assignment to designers are triggered by the availability of designers as is the
case in statement 5, 10, and 15.
2. Complexity Analysis
Both of the two algorithms introduced above have a total of n steps, where n is the
number of the tasks to be scheduled. The complexity of each step is determined by the
complexity of the computation done to determine strong feasibility and the complexity of
H function evaluation. The strong feasibility calculation is linearly proportional to the
number of the steps in the ready list. This number depends on the connectivity of the
dependency graph which is n in the worst case. The H function computation is done simply
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by inserting the ready steps into the ready list(s) in order of their H function which has the
order of (log n) in the worst case if we use a heap data structure for the ready lists.
The overall worst case complexity of the algorithm is:
n + (n - 1) + (n - 2) + .. +2 = O (n2 ).
The backtracking of the first algorithm can be limited to a constant number which
does not affect the complexity analysis. In our experimental results we found out that the
backtracking number needed to schedule all of the feasible problems with tight deadlines
in our statistical samples is at most proportional to n with a small constant (0.57) which
leads to a worst case complexity of 0(nJ ). It is also worth noting that the number of steps
in the ready_list is linearly proportional to the remaining ready unassigned steps which is
always less than or equal to the number of the remaining unassigned steps, so that the
average case is expected to be much smaller than the worst case.
3. SIMULATION STUDY
The main goal of a scheduling algorithm is to find a feasible schedule for a set of
tasks, if one exists. Clearly, a heuristic scheduling algorithm is not guaranteed to reach such
a schedule. However, one heuristic algorithm is favored over another, if we have a number
of task sets that known to have feasible schedules, the first is able to find feasible schedules
for more task sets than the second. To take this approach, we have to come up with a
number of task sets, each of which is known to have a feasible schedule. Unfortunately,
only an exhaustive algorithm can find out whether an arbitrary task set can be feasibly
scheduled.
Given m different designers, the complexity of an exhaustive search to find a
feasible schedule for n tasks in the worst case can be 0(mn * n!). This is why we take the
approach taken by Ramamritham et. al. [3] which is using a task generator that can generate
schedulable task sets where the number of tasks in each set can be arbitrarily large without
adding much complexity on the task generator. Additionally, the tasks are generated to
guarantee the total utilization of the available designers. These task sets are then input to
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the scheduling algorithm, that has no knowledge that these sets are schedulable. The
parameters used to generate task sets are:
1. The minimum duration of a task, Min_D.
2. The maximum duration of a task, Max_D.
3. The schedule length, L.
The task set generator starts with an empty EAT matrix, it then generates a task
by selecting one of the n designers that have the earliest available time and then randomly
chooses the task duration between the minimum duration and the maximum duration. The
task generator then increments the EAT of the selected designer by the value of the task
duration. The task generator generates tasks until the remaining unused time units of each
designer, up to the schedule length L, is less than the minimum duration of a task, that
means no more tasks can be generated for this designer within the given schedule length.
The deadline for each task is chosen randomly between the task's shortest
completion time T
sc
and (1+F) * T
sc ,
where F is a parameter indicating the tightness of the
deadlines, and is related to the loading factor of each set of designers of the same expertise
level. If F is 0, the scheduler must be able to find the same schedule as that found by the
task generator in order to reach a feasible schedule. As the value of F is increased it is
obvious that the scheduler has a better chance to find a feasible schedule for the task set.
a. Simulation Method
In our simulation study, N task sets are generated, where each set is known to
be schedulable according to the task set generation procedure discussed above.
Performance of different heuristics are compared according to how many of the N feasible
task sets are found schedulable when the heuristics are used [3]. We use the same metric
used in [3] which is defined as:
SR = — , where s is the number of schedulable task sets found by the heuristicN
algorithm, and N is the total number of task sets.
The loading factor for the designers is different according to their expertise
level, we assume that the designers are of three different expertise levels High, medium and
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low, and a step can be assigned to a designer that has at least the same expertise level as
that required by the step. This assumption makes the loading factor vary for the designers
in different levels as defined below.
For high level designers we define the loading factor as follows:
2>LFh = (Max(di) -To) xMh
where LFh is the loading factor for high level designers, Tph is the estimated duration for
a high level task, To is the initial start time for scheduling the tasks, Mh is the number of
available high level designers and di is the deadline of task i.
For a medium level designer we define the loading factor as follows:
> Tpm
LFm = ^(Max(di) -To) x (Nm+Nh- NhxLFh)
> Tpm
LFm = ^
(Max(di) -To) xMm + (I -LFh) (Max(di) -To) xMh
where LFm is the loading factor for medium level designers, Tpm is the estimated duration
for a medium level task and Mm is the number of available medium level designers.
For a low level designer we define the loading factor as follows:
LFl 2>
(Max(di) -To) XNI+ (l - LFm) (Max (di) -To) X (Nm + Nh - NhX LFh)
2jP iLFl = ==
(Max (di) -To) (N - Nh (LFh + LFm - LFh X LFm) -LFmXNm)
where LFl is the loading factor for low level designers, Tpl is the estimated duration for a
low level task and Ml is the number of available low level designers.
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b. Simulation Results.
TABLE 1. Relation between Success Ratio (SR) and Laxity (L)
Laxity (F) 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
Heuristic Search 100 100 100 100 100 100 100 100
Min_D 6 14 14 40 70 72 86 100
Min_s 8 10 10 22
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FIGURE 1. Relation between Success Ratio (SR) and Laxity (L)
The system, in our experiment, consists of three designers, one of each
expertise level high, medium and low. Tasks durations are randomly chosen between
Min_D (2) and Max_D (20). The number of task sets generated is 50, and each task set has
between 28 and 31 tasks. We present the results as shown in Table 1, and in plot form in
Figure 1 where the success ratio SR is plotted on the Y-axis and F on the X-axis (F is related
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to laxity). Simulation parameter is F to measure the sensitivity of each heuristic algorithm
to the change in laxities
As can be seen from Figure 1 the greedy heuristics Min_D, Min_S, Min_D+
Min_S and Min_L perform poorly due to the dependency relations between the tasks. We
found that the heuristic search algorithm has a success ratio of 100% even when the
deadlines are very tight (F=0). It is worth noting that this excellent performance by the
heuristic search algorithm is obtained with unlimited backtracking. This leads us to study
the effect of limiting the backtracking.
TABLE 2. OBSERVED BACKTRACKING (AS PERCENTAGE OF N) AND LAXITY (L)
Laxity (F) 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7




0.6 0.7 0.8 F
FIGURE 2. Limiting Backtracking
Instead of trying different backtracking limits and studying their effects on
the performance of the algorithm, we do it the other way around by counting how many
times the algorithm backtracks to get a feasible schedule given the different task sets. The
results is shown in Table 2 where the number of backtracking is represented as a percentage
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of the total number of tasks in a task set. The results plotted in Figure 2 shows that the
backtracking limit in the worst case (tightest deadlines: F=0) is approximately 0.6 N, where
N is the number of tasks in a task set, and this limit decreases significantly as the deadlines
are relaxed.
E. CONCLUSION
The results of this study indicate that heuristic search can be a practical and very
effective method for scheduling the tasks in a software development project. We also find
that precedence constraints can have a significant impact on the relative performance of
well known scheduling heuristics, and that the earliest deadline heuristic performs well in
this context.
Our method has the advantage of providing constant monitoring of the status of the
project to detect situations where deadlines must slip as early as possible, and providing
suggested adjustments to project deadlines that reflect declared priorities when it ceases to
be possible to meet the original deadlines. Such suggestions provide a feasible baseline
schedule adjustment against which the project manager can evaluate alternative responses
to the situation
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