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Abstract
Although some of the first magnetic resonance imaging (MRI) experiments involved the 
imaging of solids, the progress of broadline (solid state) MRI has not followed as rapidly 
as that of its liquid state counterpart. The lack of progress to date has been due to the 
short spin spin relaxation times found in solid materials, which are typically of the order 
of microseconds as opposed to the seconds found in liquids. The fast relaxation rates 
mean that the relatively weak magnetic field gradients which are used extensively in 
liquid state MRI can no longer be utilised. In addition to solid materials, liquids in 
confined environments also exhibit shortened spin spin relaxation times. Thus the 
development of broadline MRI is necessary for the study of both solid systems and the 
behaviour of liquids within porous media.
In recent years solid state MRI has been the focus of increasing interest as new 
technology and methods have been devised to combat the problems encountered in the 
imaging of solid materials. This thesis begins by reviewing several of the techniques 
commonly used for solid state MRI experiments. In Chapters 3 and 4 original theoretical 
work conducted on improvements to the broadline gradient and spin echo imaging 
techniques is then presented. This is followed in Chapter 5 by a theoretical analysis of the 
use of solid echo sequences in the extremely high magnetic field gradients found at the 
edge of superconducting magnets and in Chapter 6 by the investigation of a new pulse 
sequence for stray field imaging. In each case experimental work has been conducted to 
verify the theoretical predictions. Finally, an illustration of some of the practical 
applications of broadline MRI using the aforementioned techniques is given in Chapter 7.
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Chapter 1 
Theory
1.1 Introduction
The phenomenon of niicleai’ magnetic resonance (NMR) was first observed in experiments 
conducted by Purcell et al, [1] and Bloch et al. [2] in 1946. Since its discovery, NMR has 
been extensively developed as a spectroscopic and imaging technique. The first 
specti'oscopic experiments were carried out by Proctor and Yu [3] and Dickinson [4] with 
the discovery of the chemical shift, which allowed the molecular configuration of 
molecules to be deteimined from the frequency of the resonant absorption lines. The 
observation that the NMR signal from a particulai" nucleus is influenced by its surrounding 
environment has proved to be of critical importance, both in NMR spectroscopy and MRI. 
Until 1973, NMR remained a technique used mainly for spectroscopy, but the advent of 
MRI via the use of dynamic magnetic field gradients and the availability of fast cheap 
microcomputers led to the use of NMR in spatially resolved studies. MRI now plays an 
important role in the understanding of processes within the human body. In recent yeai's 
rapid developments have ttiken place in NMR spectroscopy which have led to many 
further applications in both biology and chemistry. To summarise, since its discovery, 
NMR has developed from an interesting physical phenomenon into one of the most 
diverse, complex and useful of the available spectroscopic and imaging techniques.
1.2 Nuclear Spin
The fundamental property of nuclei which permits NMR experiments is nuclear ‘spin’, 
which gives rise to nuclear ‘angular momentum’. Although nuclear angular momentum is a 
purely quantum mechanical property aiising solely due to the appearance of relativity in 
quantum mechanics and has no identical counterpart in the macroscopic world, it bears 
many similarities with the classical property of angular momentum, and hence its name.
Classical spinning charged bodies have an intrinsic angular momentum, J, which gives rise 
to a magnetic moment p, given by the equation
F = yJ [1.1]
where y is a constant known as the magnetogyric ratio. In the conversion to the quantum 
mechanical description a vector operator Î  is defined such that
J  = h  [1.2]
and/i=/z/2jt where h is the Planck constant. The operator is used to obtain the 
magnitude of the angular momentum and has eigenvalues 1(1+1). The quantum number / 
may take integer or half integer values. Due to the nature of the commutation relationships
between Î  and its components, only one Cartesian component of Î may be specified with 
to an arbitrary degree of precision. By convention the z component of angular 
momentum is chosen. The application of the operator 7^  yields the quantum number mi 
where mi may take values between +/-1 in unit increments. A nucleus il'icrefore has 21+1 
spin states. The quantum number m/ is indicative of the orientation of the nucletir angular 
momentum vector.
Nucleus Spin Quantum Number Magnetic Moment (n/U„,tLo=5eIO-"UT‘) Magnetogyric Ratio (y/10’ radT's-') Relative Frequency 'H=100MHz
Ti 1/2 4.83724 26.7520 100.000
1 1.2126 4.1006 15.351
'"C 1/2 1.2166 6.7283 25.145
I9p 1/2 4.5532 25.181 94.094
31p 1/2 1.9602 10.841 40.481
T able 1.1 Spin characteristics of commonly encouniereci nuclei [5].
Certain isotopes, in particular those with even atomic mass and atomic numbers, posses 
zero spin. These nuclei me unaffected by the application of external magnetic fields and do 
not exhibit the phenomenon of magnetic resonance. It is thought that the zero spin nuclei 
mise due to spin paiiing of the constituent bosons in the ground state. The isolated 
neutron also possesses nuclear spin (7-7/2), as well as a magnetic moment, although its 
net chm'ge is zero. This example illustrates the danger in the classical analogue of nuclear
spin. Values of y  and /  for some of the more commonly encountered NMR nuclei are listed 
in Table 1.1.
Under nOimal conditions the quantum states produced by the presence e*" nuclear spin aie 
degenerate and indistinguishable. However, under the application of an external magnetic 
field, which is chosen to have a magnitude B and lie along the z axis, Zeeman splitting 
occurs and non degenerate energy levels appear due to the varying response of p in the 
external field. The effect of the external field Bz on the nucleus is described by the nuclear 
Zeeman Hamiltonian
= [1.3]
which simplifies to
[1.4]
The energy levels of the nuclear dipole moment in the external field are thus given by the 
equation
Ë-~ytimfB^ [1.5]
The energy level diagram for nuclei of I=H2 and 1=312 can be seen in Figure 1.1. A 
transition between energy levels can be induced by applying electromagnetic radiation to 
the nuclei. The required frequency of radiation necessary to drive a transition between the 
two states of an 7-7/2 nucleus is given by the equation
h(ü = -yhB^ (/M/+ -m ,_)  [1.6]
where m/+ and mj. are the quantum numbers of the spin 7/2 and spin -7/2 states 
respectively.
The selection rules for the tiansition may be deteimined by considering the effect of a 
sinusoidally varying magnetic field of amplitude Bj at the required transition frequency o) 
lying along one of the transverse (x or y) Cartesian axes. This acts as a perturbation on the 
main Hamiltonian Æ,
cos(cof) [1.7]
Increasing E
m =+l/2
Increasing E
m =-l/2
Increasing B Increasing B
m=+3/2
, m=+l/2
j m=-l/2
t\
f m=-3/2
F igure 1.1 The spin states o f /= i /2  and 7=5/2 nuclei.
The operator/^ links states rni and m /  only if mi- /w/+/-l. Using equation [1.6] and the
selection rules from equation [1.7], the following equation can be derived for the 
frequency of radiation absorbed in a spin 7/2 system
co=Y^j, [1.8]
Equation [1.8] is the fundamental equation of nuclear magnetic resonance and is known as 
the Laitnor Equation and co the Lamaor precession frequency.
1.3 The Boltzmann Distribution and Classical Behaviour
The presence of an external magnetic field on a spin 7/2 nucleus leads to the existence of 
two energy states, which we will label the spin Tip’ state, in which the nuclear magnetic 
moment is aligned with the external field and thus has a lowered interaction energy, and 
the spin ‘down’ state, in which the magnetic moment is aligned opposite the external field 
and therefore has a raised interaction energy. The relative populations of any system of 
energy states can be calculated using the Boltzmann equation and for a spin 7/2 system are 
given by tlie expression 
n..-up
down
-  e [1.9]
where n is the number of spins in the particular state, k is the Boltzmann constant, T the 
temperature and co the frequency of the radiation necessary to induce transitions between 
the nuclear spin states. It can be seen that as increases, so the number of nuclei in the 
spin up state relative to the spin down state increases. The NMR signal sti'ength therefore 
increases with Bz as the sensitivity is dependent on the spin population difference.
F igure  1.2
The presence of the external magnetic field Bt 
causes the individual magnetic moments to 
precess about at the frequf'pcy The 
surplus of spins aligned in the +z direction 
produces a net magnetisation vector M.
M
Although the quantum mechanical description of spin behaviour is .essential for the 
description of the spin system On a microscopic level, it is more usual to consider the 
action of external magnetic fields on the system by the use of classical NMR theory. 
Classical NMR theoiy assumes that there is a net magnetisation vector M which results 
from the summation of all the magnetic moments of the n individual nuclei within the 
sample (Figure 1.2). This vector is defined as
M =  [1.10]
and in the presence of an external field lies in equilibrium along the i! axis. The 
behaviour of M under the application of static and oscillating external magnetic fields can 
be described using simple electromagnetic theory, as the sample is now being considered 
on a macroscopic basis. A full description of the equivalence of quantum mechanical 
model and the classical approach can be found in the book by Slichter [6].
1.4 The Classical Description of Nuclear Magnetic Resonance
A body with a magnetic moment \x placed in an external magnetic field B will experience a 
torque which changes the angulai' momentum of the body J  such that
■ ^ = |XxB [1,11]dt
As M is the summation of the [i vectors across the spin ensemble, for the macroscopic 
system equation described in equation [1.10], equation [1.11] can be rewritten as 
dM
dt “TM x B [1.12]
Equation [1.12] describes the motion of the magnetisation vector about the applied field. 
If B is chosen to have one component lying along the z axis, the Cartesian components of 
M are described by the equations 
dM, =  0
=
dt 
dM^
dt [1.13]
Thus the effect of B on M is to make M precess about B at the angular frequency yB. The 
precession of M about Bz is shown in Figure 1.3. It should be noted that the product ySz is 
identical to that given in equation [1.8] and so the magnetisation vector processes at the 
Larmor precession frequency.
F igure  1.3
The net magnetisation vectors precession about 
Bf. This occurs only if M has non zero and 
My components.
Next the action of an oscillating magnetic field will be investigated. The magnetic field is 
defined as being applied along the x  axis and is given by the equation
5^ = 2J5, cos(cof) [1.14]
This field can be resolved into two separate components given by the equations 
=.^1 coscof 
fi, =-B,SinCûî
each rotating at angular frequency co in opposite directions. Under appropriate conditions 
where Bi is small the two components can be considered independently and the 
component rotating with frequency +co can be neglected. Equation [1.15] can be 
incorporated into equation [1.13] to give the response of the system to both the static and 
oscillating magnetic fields 
dM, = -^ 1  (M cos (Of + M^ sin cor) dt
dM^ = - y  (B  ^M^ -  M^ cos cof)
= y  M, sin cat)
It is now beneficial to move from the laboratory frame of reference into the so called 
rotating frame of reference. In this system the entire reference frame rotates at an angular 
frequency -co about the z axis, (Figure 1.4) which results in the transformation of Bx into a 
static magnetic field which is invariant along the x  axis of the rotating frame (which is re­
labelled tire x' axis).
Figure 1.4
In the rotating frame the co-ordinate system is 
rotated about the z axis at a frequency -m. Bj 
becomes static in the transverse plane and a 
fictitious field arising due to tJie rotation appears 
along the -z' axis.
The expressions for the Cartesian components of the magnetisation vector in the rotating 
frame (MO are given by
M ' = cos (Of -  My sin cof
My = M^ sin (Of + My cos (Of [1.17]
M; = M,
In the rotating reference frame, the static field provides a reference for the z axis. 
However the transverse plane has no such reference and the x' and y' axes are symmetric 
by translation about z . It is usual to define the arbitrary phase of the first radio frequency 
(RF) pulse of an NMR sequence as x' axis pulse. Pulses along any subsequent axis in the 
transverse plane may be applied by phase shifting the oscillating magnetic field by the 
required amount. A pulse shifted in phase by +/-90" relative to the initial x' axis is 
therefore designated a M-y' pulse.
Using equations [1.16] and [1.17] the following expression can be foimulated for the 
response of M ' in the rotating frame to tiie applied magnetic fields Z>’y and where Bi 
corresponds to an x* pulse
àt ((Oo-(O)M'
^  = ((0 -(0 jM :4-y5 ,M ; [1.18]
where represents the Larmor frequency and o) is included to illustrate the effect of an 
off resonance shift in the applied radiation.
When the oscillating field is applied at the resonant or Larmor frequency, cOo, a fictitious 
field appearing due to the effects of the rotation, B/ appears along the -z axis and exactly 
cancels the static Bz field. The effect can be seen in Figure 1.5. In the rotating reference 
frame the magnetisation vector no longer processes about Bz, the motion \of M ' is solely
influenced by the Bi field. M ' now processes about Bi at a rate detemiined by the 
magnitude of Bi and 7.
F igu re  1,5
In the rotating frame when the applied radiation 
is on resonance, the motion of M ' is solely 
influenced by 5^. Here the m agnetisation vector 
processes about a Bj field placed along the x '  
axis.
The magnetisation vector M ' can be given any orientation within the rotating reference 
frame by the application of oscillating magnetic fields of various duration, strength and 
phase in the transverse plane.
1.5 Spin Relaxation in Nuclear Magnetic Resonance 
Experiments
A magnetisation vector displaced from equilibrium along the z rotating axis does not 
remain indefinitely offset but returns to its equilibrium position via relaxation mechanisms. 
These mechanisms were first discussed by Bloch [7] and divided into two distinct types. 
Spin lattice or Tj relaxation governs the return of M '  to equilibrium. The time constant 
for this process, Ti, is determined by the rate at which the nuclear spins can exchange their 
newly acquired energy with the surrounding envkonment or lattice. The return of the 
magnetisation to its original value Mq along the i  axis is assumed to be exponential in 
time and is given by the equation
dt T, [1.19]
The second relaxation process, called spin spin relaxation, also known as Tt or nans verse 
relaxation is defined as a loss of coherence of the transverse magnetisation components
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M ' and M '. This process is caused by the mutual exchange of magnetisation within the
spin system and requires no energy transfer from the spins into the lattice. The effect of T2 
relaxation on the ti'ansverse rotating frame components of magnetisation is given by the 
equations
dt %
dM ' m ; 
dt "  Tj
The effects of Tj and T2 can be incorporated into the equations of motion of the 
magnetisation within the rotating reference frame from equation [1.18]
,  MJ— ( C O [ 1, 21]
dt ' '  r,
These are the fundamental equations governing the response of the system to the 
application of the RP pulse and its subsequent relaxation and are known as the Bloch 
equations.
The measurement of T] and T2 can be used to provide important information on both the 
molecular environment and motional properties of the spins. Much of the usefulness of 
NMR and MRI relies on the fact that similtu’ nuclei in different molecular environments 
have differing spin spin and spin lattice relaxation times.
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1.6 Methods of Measurement of Spin Lattice and Spin Spin 
Relaxation
As described earlier, the principle of pulsed NMR spectroscopy is to apply a resonant RF 
pulse in the presence of an external magnetic field. When the spins are subjected to an on 
resonance field of strength By, they will precess through an angle 0 about By given by the 
equation
90 x ’ pulse
lime
Figure 1.6
The magnetisation com ponents following the 
application of a 90“ jc' pulse in the rotating 
frame. The A/' com ponent decays with a time
constant T j  (dotted line) which is determined by 
a com bination of relaxation processes (solid 
line) and magnet inhomogeneity.
(^ 0 = 1 [ 1.22]
where îp is the time for which the pulse is applied and 7 is the magnetogyric ratio. If By and 
tp are chosen such that M ' precesses 90° about By during the application of the pulse, the 
pulse is labelled a 7t/2 or 90° pulse.
Following the application of the RF pulse the magnetisation is recorded by the 
spectrometer. In pulsed NMR, changes in the transverse rotating frame components M[ 
and M' induce cuixents in a receiver coil and are recorded by the NMR spectrometer via
phase sensitive detection. The transverse magnetisation response in the rotating frame 
following an x' RF pulse can be seen in Figure 1.6. In the pulsed NMR experiment, 
magnetisation is only detected in the transverse plane, thus the RF pulse is usually chosen 
to be a 90° pulse as this rotates the entire available magnetisation into the xy' plane and 
allows a greater signal to noise ratio to be achieved.
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The response following the pulse is known as an FED or free induction decay. Its time 
constant, in the presence of a perfectly homogeneous field and a homogeneous sample 
is T2 and its equation is given by
[1.23]
where Mo is the equilibrium magnitude of the magnetisation vector lying along the z' axis 
prior to the 90° pulse and t is the time following the pulse.
90, 180 y Spin Echo 180 y Spin Echo 180,
Figure 1.7
The CPMG spin echo sequence.
Equation [1.23] is only valid in the case where Bz is uniform over the entire sample 
volume. In practice the presence of an inhomogeneous static field causes the magnetisation 
to decay with an effective constant T2 * which takes into account the additional loss of 
coherence in the transverse plane caused by differing precession rates ol the magnetisation 
vectors due to the variation in the field across the sample. Thus in many practical NMR 
experiments T2 *<T2 , especially for long T2 systems and larger sample volumes, where the 
problems of engineering magnets to produce large volume homogeneous magnetic fields 
increases. By the process of Fourier transform the magnetisation following the RF pulse 
may also be represented in the frequency domain. The linewidth of the corresponding 
absorption spectrum is inversely proportional to the T2 * of the sample and so an 
inhomogeneous magnetic field leads to a large absorption linewidth which may prevent the 
resolution of fine structure within the absorption spectrum. This effect is known as line 
broadening and as the T2 relaxation time depends on the magnet in homogeneity, from the 
point of quantitative measurement it is usual therefore not to use the FID itself to measure 
the T2 of a sample but to rephase the loss of coherence caused by the magnetic field 
inhomogeneities and observe the signal in the fomi of a spin echo. Spin echoes were 
originally observed by Hahn in 1950 [8],[9].
13
Figure 1.8(b)
The spins dephase in the transverse plane due to 
gradient inhomogeneity in the first time interval t .
Figure 1.8(d)
A spin that precessed an angle 0 away from the x ’ 
axis in the first interval t  will precess through an 
angle 0 towards it in the second time interval.
spin echo
Figure 1.8(a)
A 90° y ’ preparation pulse is used to place all the 
spins along the x' axis in the rotating frame.
Figure 1.8(c)
A 180° pulse is applied which rotates the spins 
through 180° about the x' axis.
Figure 1.8(e)
At a lime 2 t  the spins rephasc and coherence is re­
established in the transverse plane along the x' axis, 
causing the appearance of a ‘spin echo'.
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The more commonly encountered pulse sequence for the production of spin echoes 
(Figure 1.7) was first proposed by Carr and Purcell [10] with later modifications added 
by Meiboom and Gill [11]. The production of the spin echoes is illustrated in Figure 1.8. 
Following the precession about the initial 90° x' FlF pulse the spins lie along the y' axis of 
the rotating frame.
The spins in each part of the sample then precess at differing frequencies due to 
inhomogeneity, which results in T2 * decay. A time x after the initial pulse a second RF 
pulse is applied along the /  axis. This pulse is of sufficient power or duration to rotate 
each spin isochromat through 180° about the y  axis (and is thus labelled a 180° y  pulse). 
The spins are now orientated such that if a spin precessed an angle 0 away from the y axis 
during the first interval t, it will now precess though an angle 0 towards it in the second x 
time interval. The result is that at time 2x the spins once again rephase, producing a spin 
echo which has an amplitude independent of Tg* effects. Further applications of 180° 
pulses in the sequence leads to the creation of more spin echoes. In the absence of other 
dephasing processes the maximum amplitude of these echoes can be used to evaluate T2 
for the sample. The sequence shown in Figure 1.7 is known as the CPMG sequence and 
many derivatives of it exist, including the alternating phase variant in which the 180° pulse 
is phase cycled to eliminate cumulative pulse offsets and the double phase variant in which 
so called spin locking effects are reduced.
Static field inhomogeneity and T2 relaxation are not the sole contributors to the loss in 
echo intensity with time. In addition, in liquid an additional loss of transverse coherence 
may occur due to the diffusion of the nuclear spins into different ai*eas of the static 
magnetic fields. The T2 * relaxation effects caused by diffusion in an inhomogeneous static 
magnetic field cannot be refocused by the application of 180° pulses and therefore the spin 
echoes produced in mobile systems are attenuated by this effect. This property is useful as 
it can allow the determination of liquid self diffusion coefficients and enables the use of 
NMR in a wide variety of flow experiments, examples of which may be found in the book 
by Callaghan [12]. The effect of spin diffusion is often enhanced by the application of
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magnetic field gradients during the pulse gaps which leads to a larger known magnetic 
field inhomogeneity and thus an increased resolution in flow experiments. Diffusion effects 
can be incorporated into the relaxation equation and for the CPMG sequence [10] are 
given by the expression
A(t = 2z)oce  ^ [1.24]
where A is the amplitude of the produced echo at time r, D is the diffusion coefficient of 
the liquid and g is the magnitude of the magnetic field gradient placed across the sample.
180,
Figure 1.9
The inversion recovery technique.
9 0 ,
The second relaxation constant T'y is more difficult to measure, due lo the fact that only 
transverse magnetisation is usually detected in NMR experiments. Ty relaxation is usually 
measured indirectly by the so called inversion recovery technique (Figure 1.9). A 180° 
pulse is applied to place the magnetisation vector M ' along the -z axis. After a pulse gap 
T, a 90° read pulse is applied which tips the remaining component into the xy' plane, 
where the resulting magnetisation may be measured at a constant time during the FID or 
rephased to produce a spin echo whose amplitude varies with x. By varying the pulse gap 
X and recording the amplitude of the produced spin echoes it is possible to detemiine the 
value of Ty by solution of equation [1.21] which for a single component exponential is 
given by the expression
This expression is usually transfomied into the equation 
ln(A^ - \ )  = ln(2A „ ) - ^
[1.25]
.26]
where A« is the limiting echo amplitude for a long inversion gap and A, is the amplitude of 
an echo produced from an inversion gap x. It can be seen that a plot of ln(Aoo-A,) vs the
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inversion gap z  must have a gradient equal to -1/Tj. From equation [1.26] it can also be 
seen that for some value Znuii
r . = ^  [1.27]
the amplitude of the inversion curve will be equal to zero. This point, known as the null 
point may be used to give a quick measurement of Tj and can also be utilised to eliminate 
the signal from one component of a liquid mixture.
1.7 Transverse Relaxation Mechanisms
Several factors contribute towards transverse relaxation, with varying degrees of 
importance. In liquids the transverse relaxation times are relatively long and the absorption 
line widths are consequently narrow. In solids however the observed linewidth is 
extremely large and often masks fine structure due to coupling effects. The magnitude of 
the linewidtli also means Ta is very short which leads to a complex series of problems in 
the acquisition of solid state NMR data. The chief cause of the extensive line broadening 
in solids is the dipolar interaction between nuclei in the rigid crystal lattice.
Any nucleus which possesses a magnetic moment generates a localised magnetic field. An 
analysis shows that in the presence of an external static field the field consists of two 
distinct components, a fluctuating component in the rotating transverse plane and a static 
component along the z' axis. Any area in the sample space will experience distortions in 
the static applied field from all the surrounding nuclei, which results in a decrease in the 
spin spin relaxation constant Tz and through this an extensive broadening of the observed 
frequency absorption peak (line broadening).
In liquids the component molecules are in a state of rapid random motion. The effect of 
this motion is to average out the effect of the fluctuating dipolar fields resulting from the 
nuclei on their neighbours. Thus in liquids the dipolar field is time averaged to zero and as
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a consequence the T2 decay constant is relatively long. In solids however the nuclei are 
fixed in a rigid lattice and the effect of the dipolar fields becomes highly significant. The 
perturbing effect of the dipole dipole interaction on the Hamiltonian of an isolated static 
spin system was first analysed by Van Vleck in 1948 [13]. The system can be examined 
using Figure 1.10. The energy of two identical classically interacting magnetic dipoles is 
given by the equation
E = M-l • 1 ^2  q  ( P - l  • * ) ( F '2  •- 7 — 3 p 47t
which yields the quantum mechanical expression for the two nuclei
47:
Il I2 o  CIi.rXI^.r) 
, ,3
[1.28]
[1.29]
By expansion of the scalar products and a conversion to the more appropriate polar co­
ordinates the expression can be written as
y-- - ^ ^ -[A + B + C + D + E + F]dd [1.30]
where
d = - 4 - 4 ( 3 c o s ^ e - i )  
a = + 7 ,_ L )(3 e o s 'e  - 1)
C = - ~ U u - L  + cosO e-
D =  + Â --4 )s in e  cosee'* 11.31]
2a^2,-(Î)F ~ — /i_./,_sin Qe 4
where 7^ + and are the spin raising and lowering operators given by the expressions
[1.32]
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and 6, ^ and r are defined in Figure 1.10. The effect of on main Zeeman Hamiltonian
of equation [1.3] can be evaluated using perturbation theory. The energy levels due to 
two isolated interacting spins can be seen in Figure 1.11. Using the basis states l++>, l+->, 
l-+> and l"> and the A and B expressions it can be seen that A is completely diagonal and 
connects all the states. B is  a flip flop term which only connects states in which it can flip 
both spins, which are the states l+-> and !-+>. The terms C and D flip a single spin each 
and connect the states l+-> and l-+> to l++> and l->. Tenns E and F flip both spins up or 
both spins down and therefore connect the states l++> to l->. The effect of terms C to F 
is to produce admixtures of the basis states.
Figure 1.10
■The co-ordinate reference frame for the analysis 
of a pair of dipolar coupled spin 7/2 nuclei. Due 
to the nature of the system, spherical polar co­
ordinates are used, r represents the distance 
between spins, 0 the azim uth angle and p the 
angle between p i and in the transverse plane.
The net result of these terms is to allow a transition between the -- and ■{-+ states in the 
two spin system, which is noimally forbidden and occurs at 2coo, and a second transition 
occurring at zero frequency. These transitions are weak in comparison to the absorption 
caused by the A and B tenns and for the purpose of this analysis may be neglected.
y
The dipolar Hamiltonian of equation [1.30] may be rewritten in a truncated fonn, 
neglecting the teims C to F
2 + 2
% ( l - 3 c o s '8 ) ( 3 / , / , , - I , . I J [1.33]r- 2 r '
The entire Hamiltonian for the spin ensemble, incorporating both the Zeeman Hmniltonian 
and the truncated dipolar Hamiltonian may thus be written
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^  = X > ' A ' X A  -  I r  I . )k 4 [1.34]
This Hamiltonian can be used to evaluate the NMR line shape of a dipolar coupled system 
of spins.
A
7 _____\ B
A•>/ \
■” /   \  ■"
/'c,D '"^ C.D
/  \
/
\C.D ^C.D
: — Z
E.F
F igu re  1.11 The energy slates linked by the dipolar terms A to F. Terms A and B cause an increase in 
the available energy states in tlie spin ensem ble and lead to significant dipolar broadening. Terms C to 
F produce admixtures o f the existing basis order states.
The elimination of the dipolar part of the Hamiltonian in liquids can be seen by 
examination of the spatial term (1 —3cos^0). Within liquid the molecules are in 
continuous random motion and thus 0 varies continuously and randomly over time. A 
simplified understanding of the effect of the motion may be gained by evaluating the time 
averaged value of the spatial term
2k
I  (1 -  3 cos^ 9 ) sin 0^0 =0 [1.35]
and so the dipolar contribution to the overall Hamiltonian in liquids is removed by the 
motion of the molecules. It can be seen that two other possible methods exist for the 
removal of the dipolar contribution to the overall Hamiltonian. The first would involve the
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removal of the spin part of the dipolar Hamiltonian This method forms
the basis of multiple pulse line narrowing and a discussion of this will be presented in 
Chapter 2. The second method involves the removal of the spatial temi by fast rotation of 
the sample about an axis inclined at an angle cos“  ^(1 / V3) to the static field [14],[15]. 
This technique is known as magic angle spinning. To be useful practically, the sample must 
be rotated at a frequency comparable to that of the dipolar linewidth, typically a few KHz 
at the magic angle of 54.7”, The engineering problems behind this method are substantial 
and because of this magic angle spinning remains a technique carried out on micro volume 
samples for high resolution spectroscopy experiments.
Susceptibility effects, which in NMR experiments are caused by the polarisation of the 
electron clouds of atoms or molecules by the applied fields, may also contribute to 
transverse relaxation. In the case where the molecule or atom is a paramagnetic species 
(has a net electronic angular momentum) the distortions experienced are large and lead to 
inhomogeneities in which cause line broadening. Susceptibility effects can become 
particularly important in samples such as oil bearing rocks and cements, where high levels 
of paramagnetic impurities are often found. Atoms with no net electronic angular 
momentum, known as diamagnetic species are also polmised via the application of a static 
magnetic field, although their effect on homogeneity is much less marked. Susceptibility 
effects are often especially important in heterogeneous systems, where they may differ 
significantly over boundaries or in the example of rocks, pore surfaces. A diffusing 
molecule within a rock may move through many areas of differing susceptibility as it 
passes through the pore network and the effects of this must be considered before NMR 
diffusion experiments can be undertaken. Although dipolar line broadening and 
susceptibility effects are often the most significant contributors to transverse relaxation in 
solids, other line broadening mechanisms also exist, such as chemical shift anisotropy. 
These effects are often insignificant in solids compared to those caused by dipohu* line 
broadening.
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broadening mechanisms also exist, such as chemical shift anisotropy. These effects are 
often insignificant in solids compared to those caused by dipolar line broadening.
1.8 Quadrapolar or Solid Echoes
Solid echoes were first observed by Powles and Mansfield in 1962 [16]. A solid echo is 
produced when the dephasing due to the dipole dipole interaction in solid materials is 
refocused, in much the same way as static field inhomogeneity is refocused in the spin 
echo sequence. The sequence necessary to rephase dipolar coupling is somewhat different 
to that required for T2 * rephasing and can be seen in Figure 1.12. The sequence consists of 
two 90° pulses with the second pulse phase shifted by 90° relative to the first. In a similar 
manner to the CPMG sequence described earlier, a series of echoes can be created by 
applying a train of rephasing pulses to create a train of relaxation weighted echoes. In 
order to examine the fomiation of solid echoes it is necessary to develop a quantum 
mechanical model of the nuclear spin system based on the density matrix formalism.
We begin the analysis by defining a density matrix, Ô, of a two spin dipolar coupled system 
before the application of the first RF pulse
6 (r = 0) = A ( /i ,+ /2J  [1.36]
where A is a constant for the two spin coupled system and 7,^  and are the components 
of spin angular momentum along the z' axis for the two coupled nuclei. The constant A is 
irrelevant to the effect of the RF pulses on the spin system and because of this it is now 
dropped.
90 Solid Echoy
Figure 1.12
The solid echo pulse sequence.
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P, (Jt /  2)1,P:' (It /  2 ) =  1, P, (7C /  2 ) / ,P ; '  (71 /  2 ) =  / ,
P , ( 7 t / 2 ) / / ; ‘(7 t/2) = /, P^  {K / 2)J/ ; ' ( % !  2) = 1^  [1.37]
p , (7t /  2 ) / . p ; ‘ (It /  2 ) =  ^  (7t /  2 ) / .p ; '  (7C /  2 ) =
where and A are operators corresponding to 90° r:' and 9 0 ° / RF pulses.
The density matrix following the application of a 90° x' pulse of length tp is thus given by 
tlie expression
5(r = t ,)  = A , ( / „ + 4 ) P /
— fp) — "(Ay "i" Ây) [1.38]
The effect of the dipolar coupling on the system following the pulse can then be studied by 
applying an evolution operator \J
6(f =1: + [1.39]
The operator TJ takes the form
= [1.40]
where a is a constant relating to the magnitude of the dipolar coupling between the two 
nuclei and x is the time for which the system is allowed to evolve. By the. substitution of
operators and using the identity = /,^cos(“ ) - / ] , ( 2/2, sin(^)) from [6],
b(t=i+tp) may be rewritten as
5(i = t  + r^) = ( /„  + / ; , ) c o s ( y )  -  ( L L  + A .4 ) 2 s in ( y )  [1.41]
the aim now is to apply a second RF pulse ^  such that d(t=2x+2tp)=d(t=tp) or a pulse 
such that the density matrix returns to its original value following the first pulse before the 
evolution of the dipolar coupling. We therefore have the relationships
6(f = 2x+2f^) = 6(f = f )^ [1.42]
8 (r = 2t + 2f, ) = Û7%5 (r = T + )?-*£/-'
where ^ i s  the operator corresponding to the second applied RF pulse.
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It can be seen by inspection from equations [1.39],[1.40] and [1.42] that if
= x [1.43]
then ^(2z+2tp)~^(tp) as
8(f = 2x+2f^) = = T+
- ô ( t - t p )  [1.44]
Using equation [1.41], equation [1.43] can be rewritten as
^ [1.45]
We also have the expression
^ [(Â , 4- 4 , ) c o s  A  -  (/, J 22 + /n L )2 s in  A ] ^ - '^ ^ [1.46]
Comparison of the two equations [1.45] and [1.46] leads us to the conditions that ^  must 
fulfil, namely
[1.47]
and
(AzA,+A,4J=-4(V2,+V2jA''' [1.48]
It can be seen from the equations of [1.37] that the condition of equation [1.47] is met if
p2 is any rotation about the /  axis. To satisfy equation [1.48], ^  must specifically be a
%!2 rotation about the f  axis.
Several points should be noted about the above formalism. Firstly, It is only valid for a pair 
of identical spin 7/2 nuclei and in the limit of a dipolar coupled spin ensemble the 
refocusing is not perfect. Also, like the CPMG sequence described earlier for the creation 
of spin echoes, the rephasing of the magnetisation is valid only if the spin system is rigid. 
This has important consequences when the technique is used to image partially mobile
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systems such as rubbers, polymers with mobile side chains and molecules in restricted 
environments. It also important to note that in this description only the dephasing due to 
the dipole dipole coupling has been considered. Under certain conditions dephasing due to 
other processes such as magnetic field inhomogeneity (T2 * effects] may also be partially 
refocused. When the term ‘solid echo’ is used later in this thesis, it refers to the production 
of an echo via the use of a solid echo sequence and does not imply that the echo intensity 
occurs solely due to the rephasing of dipolar coupling.
1.9 Magnetic Resonance Imaging
NMR imaging or MRI involves the use of magnetic field gradients to spatially resolve or 
spatially isolate the NMR signal from different parts of a sample. Two imaging techniques 
are currently used, the more commonly being the use of dynamic gradients to spatially 
encode the nuclear spins. These methods were fhst proposed by Lciuterber [17] and 
independently by Mansfield and Grannell [18]. Equation [1.8] gives the frequency of 
absorption of an ensemble of spins in a homogeneous static magnetic field. It can be seen 
that if Bz was not homogeneous over the sample length / but varied linearly according to 
the equation
[1.49]
where z is the required imaging axis and g is the magnitude of the magnetic field gradient, 
the resulting FID in the presence of the gradient (assuming infinite pulse bandwidth) would 
no longer consist of a single frequency but a superposition of frequencies which may range 
from
œ = y ( f i o - Y )  to w = y ( B „ + ^ )  [1.50]
As the magnetic field gradient is linetu' across the sample, the spatial frequency of a 
particular element is directly proportional to its distance along the z axis. The magnitude 
of the spin density of each element in the sample is also reflected in the magnitude of the 
corresponding spatial frequency. By applying a Fourier transform, the frequencies present 
and tlieir magnitudes in the FID may be extracted to produce a one dimensional profile of
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the spin density along the z tixis. The relationship between the complex magnetisation 
following the FID, M{t), and the spin density projection along the z axis, p(z], is given by 
the expression
M (0 = Mo J [1.51]
where Mo is a normalisation coefficient and k is the spatial frequency variable which in the 
case of the MRI experiment is given by the equation
t'
k = jjg ( t)d t  - [1.52]
0
where g(t) is the function describing the amplitude variation of the magnetic field gradient 
with respect to time and t' is the time for which the gradient is applied.
By examining a spin density projection consisting of two discrete elements, the resolution 
of the imaging technique may be deteimined. For example, consider a spin density 
distribution with the elements
p(z) = 1 when z~-l/2 and z=+H2
p(z) = 0 otherwise. [1.53]
The frequencies present in the FID produced by this sample in the presence of a constant 
gradient are given by the equations
0) / = 7(^0  and co , = 7 % + A  [1.54]
—  2 + -  2
The resulting magnetisation signals in the transverse plane are weighted by the exponential 
T2 decay function and demodulated by the phase sensitive detection. The linewidth in the 
frequency domain of each peak is inversely proportional to T2 as mentioned emlier. If the 
equation
(h / [1.55]
-2 +2
is satisfied the two peaks may be resolved. As O) is proportional to z, the following 
expression can be formulated for the spatial resolution of the profile
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ôz [1.56]
The pixel resolution of the image is also limited by the duration for which the gradient is 
applied, which is known as the spatial encoding time. The criteria for which two spatial 
points can be resolved is that magnetisation vector at co-ordinate z must have processed 
through an angle 2?t relative to magnetisation vector at position z+6z during the 
application of the gradient. This condition is given by the equations
0 1 -0 2  =-2% -yg[ 'z~ yg t'{z  + bz) [1.57]
where t' is the duration for which the gradient is applied. It can be seen that the pixel 
resolution is given by the equation 
2tc6z = [1.58]
It can be seen from equations [1.56] and [1.58] that the spatial resolution is dependent on 
the gradient strength g, the T2 decay constant and the spatial encoding time t'.
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Figure 1.13 A simple sequence for the production of ID  profiles.
These equations have important consequences for solid state MRI. It can be seen that as 
T2 decreases, 5z increases and therefore in short T2 samples the only way of producing 
reasonable spatial resolution is to increase the gradient strength. This causes further 
problems due to the inductance of the gradient set which will be discussed in Chapter 2.
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A simple practical sequence for the creation of one dimensional profiles may be seen in 
Figure 1.13. A single RF pulse is applied to tip the magnetisation into the transverse plane. 
Following this a magnetic field gradient is applied. The gradient is switched on after the 
RF pulse to prevent limitations in the pulse bandwidth affecting the profile. The effect of 
the gradient is to dephase the spins and cause an additional loss of coherence in the 
transverse plane. After a time duration x a reverse gradient is applied which rephases the 
spins. The total gradient acts as a unit operator on the spin system and an echo, known as 
a gradient echo, is formed at 2x. The Fourier uansform of the echo produces the spin 
density projection along the z axis.
Further dimensions may be added by the use of additional gradients. A illustration of the 
commonly encountered spin warp sequence [19], first proposed by Edelstein et al. in 1980 
is shown in Figure 1.14. A gradient used during the application of the RF pulse is used to 
select a slice of the sample [12]. Following the slice select, two gradients are applied to 
produce an image. These gradients are known as the read gradient and phase encoding 
gradients and are historically applied along the x' and y' axes respectively. A spin echo or 
gradient echo, depending on the presence of the 180° pulse is acquired at a time t after the 
initial RF pulse and is subsequently Fourier transformed. The process is repeated using 
differing gradient strengths along the y' axis and differing RF pulse frequencies to select 
slices of the sample.
Using this method a full 3 dimensional spin density map may be produced. The technique 
of NMR imaging has undergone rapid development since it was first proposed by 
Lauterber in 1973 and many complex sequences now exist which are optimised for the 
production of high speed, high quality images. The reader is referred to the book by 
Mansfield and Morris [20] for a comprehensive review of the available methods
The second imaging technique involves the use of extremely large static magnetic field 
gradients. This is the main principle used in stray field imaging or STRAFl. In such 
experiments a large field gradient is used to spatially isolate a small shce of the sample.
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When an RF pulse at an appropriate frequency is applied, the finite bandwidth ensures only 
the spins within the slice are on resonance and following a simple FID the magnetisation 
can be recorded and its magnitude used as a measure of the spin density within that 
particular slice.
Slice selective Hard 180 degree
90 degree pulse pulse
â ................ RF channel
Æ  M
Slice select 
gradient
Magnetisation rephase 
lobe
Z axis gradient
Read gradient
dephase
Read gradient
rephase X axis gradient
Phase encode 
steps
Y axis gradient
F igure 1.14 The spin warp imaging sequence.
The sample is then moved mechanically through space, or the resonant frequency shifted 
and the process is repeated to produce a spin density profile. This method formed the basis 
of one of the earliest proposed NMR imaging schemes in a patent by Damadian but 
following the advent of imaging with dynamic magnetic field gradients became unpopular 
due to the problems associated with sample translation and image acquire times.
Comparatively recently the technique has been utilised to measure diffusion constants 
within liquids and in a paper by Samoilenko et a i  the fringe fields of .superconducting
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magnets were used to overcome the problems caused by the large dipolar linewidth in the 
imaging of rigid dipolai' coupled solids.
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Chapter 2 
Solid State 
MRI 
Techniques.
2.1 Introduction
The development of solid state MRI techniques has undergone steady but not rapid 
progress since the discovery of NMR imaging in 1973. An early attempt in 1975 devised 
by Mansfield and Grannell [21], involved the use of a multiple pulse sequence to 
overcome the problems caused by short T2 times in dipolar coupled solids. The sequence 
led to the development of multiple pulse imaging throughout the 1970s and 1980s. By 
1990 multiple pulse imaging sequences, such as those proposed by Cory et al. [22] were 
producing images with a spatial resolution of up to 300 pm in small samples of polythene. 
Extensive investigations into the use of multiple pulse sequences in solid state MRI 
continue and examples of cunent work include that of Barth et al. [23] and Matsui et al. 
[24]. Samoilenko et al. presented the first STRAFl experiments in 1988 [25]. The 
technique is currently being used for the imaging of solvent ingress into polymers [26], 
investigations of systems with large susceptibility effects [27] and for the detemiination of 
diffusion coefficients [28]. STRAFl is the focus of much interest for solid state NMR 
microscopy as the method provides previously unavailable spatial resolution in solid 
materials and is relatively simple to implement. In 1992, Cottrell et al. [29] presented the 
broadline gradient echo technique which, with its many variants can be used to obtain 
images of relatively high spatial resolution of large samples via the use of oscillating 
magnetic field gradients. The technique is not suitable for the imaging of rigid dipolar 
coupled solids, but is applicable in the analysis of ‘soft’ solids such as elastomers, certain 
plastics and in studies of the diffusion kinetics of molecules within porous media [30],[31].
A comprehensive review of the available solid state imaging techniques may be found in 
the 1991 paper by Jezzard et al. [32]. In the following chapter, an outline of the theory 
and necessary experimental equipment for the above three solid state MRI methods will be 
presented, followed by a comparison of the suitability of the techniques for various 
applications.
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2.2 Series Resonant Magnetic Field Gradients
Series resonant gradients have been utilised in many different imaging experiments. 
Techniques devised by Miller and Garroway [33], McDonald et a i  [34] and Cottrell et 
ah [29] have all utilised oscillating gradients to overcome the problems caused by gradient 
rise times in solid state MRI. The difficulties encountered can be explained as follows. The 
current I  produced in a gradient coil of inductance L and resistance /? at a time t after an 
initial voltage Vo has been applied to the coil is given by the expression 
-£i
/(0  = /o ( l-e ~ M  [2.1]
where Io=Vo!R. Figure 2.1 shows the current in a gradient set against time for a coil of 
inductance 0.12 mH (millihenries) and 0.28 0. (ohms) resistance. The initial cunent 
applied in this figui-e is 50 A (amps) which conesponds to a total produced gi'adient 
strength of 30 Gcm’^  (Gauss per centimetre) in this particular gradient set. It can be seen 
that the rise time to 99% of the required gradient strength is 2000 ps (microseconds). This 
clearly illustrates the limitations of using blipped gradients in solid state MRI, where T; 
relaxation times may be much less than 50 ps and a high gradient strength is required to 
achieve a reasonable spatial resolution (equation [1.56]).
Figure 2.1
The rise time of a solid stale imaging 
gradient set designed to produce a 
maximum field strength 120 Gem '. The 
time taken to achieve 99% of the input 
current (in this case 50 A) in the circuit for 
a 30 Gem ' gradient is approximately 2000 
ps.
0)  30
1000 2000 
Time (|.is)
4000 '
If a sequence such as the simple one dimensional technique illustrated in Figure 1.15 was 
attempted using a gradient set with the above specifications, the fast T2 relaxation rate of 
the solid would ensure that no significant signal remained to-fomi the spin echo after the 
gradients had been switched. The solution to the problem is to reduce the inductance of
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the gradient set by either using less turns on the gradient coils or decreasing the sample 
volume size. Less turns on the gradient coils limits gradient strength and causes a 
significant reduction in the image resolution, a smaller sample size places restrictions on 
tlie type of system that may be imaged. This is especially important in the area of industrial 
testing, where the required sample volumes are relatively large.
A third solution is to oscillate the magnetic field gradients sinusoidally in time as part of a 
series LCR resonant circuit. In many imaging schemes of this type the RF pulses requked 
to manipulate the sample magnetisation are placed at the nodes where the magnitude of 
the gradient is approximately equal to zero. This limits the degradation of the RF pulse by 
the gradients and helps reduce image distortions. The ckcuit for the resonant gradients is 
shown in Figure 2,2. The gradients contribute the resistance R and the inductance L to the 
circuit, the current is supplied by a gradient amplifier and the capacitance is obtained via 
the use of suitably high voltage capacitors. The complex impedance of the circuit is the 
sum of the impedance of each individual component and is given by the expression
Z = «  + i(coL— k )  [2,21coC
where co is the angular frequency at which the amplifier diives the circuit and i is the 
complex unit.
The magnitude of current flowing within the circuit is given by the equation 
V V/  = ^  = - ------  r —  [2,3][i?^+(COL------- / ] ‘"coC
and the condition for current resonance occurs when
coL = —^  [2.4]coC
At tills frequency, called the resonant frequency and labelled coo, the impedance is purely 
resistive and both V and I  are in phase. At cOo, the maximum current will flow through the 
circuit, which is desirable for the production of the strongest magnetic field gradients. The
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gradients can be tuned to any resonant frequency by carefully altering the value of series 
capacitance C, depending on the inductance L  and resistance R of the gradient coils.
Several problems may be encountered when gradients are rapidly switched as part of a 
resonant circuit. The gradients may cause image artefacts due to the eddy currents they 
induce in coils carrying the main static magnetic field. This phenomenon, known as shift 
is a serious problem in imaging systems where the magnet bore diameter is comparable 
with the diameter of the insert gradient set (the coils producing the main static field and 
the coils producing the gradients are closer together and therefore couple more 
efficiently).
Figure 2.2
A  series resonant circuit for broadline gradient 
echo MRI. The inductance and resistance of the 
circuit are provided by the gradient coils. The 
capacitance is produced using high voltage 
capacitors. By varying the value of the capacitors, 
the circuit can be tuned to oscillate a t a range of 
different frequencies.
G radient P ow er A m plifier
C
The solution is to either use a large bore magnet with a small gradient insert (which is 
expensive and inefficient), or use actively shielded gradients similar to those proposed by 
Mansfield and Chapman [35]. Actively shielded gradients employ a surrounding mesh of 
wires around the main gradient coils which cancel any stray fields produced by the 
gradients by setting up equal and opposite magnetic fields. The technique is highly efficient 
and eliminates many of the problems caused by eddy currents. Another problem is the skin 
effect that occurs in the conducting wire of the gradients when high oscillating frequencies 
are used. This effect can cause a dramatic increase in the resistance of the gradient coils 
and results in a loss of current and a subsequent decrease in the spatial resolution of the 
acquired profile. One possible way of avoiding this problem is the use of multi stranded
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conductors which helps to decrease the resistance of the gradients by increasing the 
surface aiea of the coil conductors.
Current development On gradient sets relevant to solid state MRI includes the work of 
Harvey and Mansfield [36], in which gradients are tuned to have multiple sinusoidal 
resonances which when driven produce trapezoidal waveforms. The technique allows 
exti'emely high sti*ength magnetic field gradients with short rise times to be produced and 
may be useful in solid state imaging applications. Another approach is outlined in the work 
of Conradi et al. [37] where gradient pulses of approximately 3 \xs with a peak value of 20 
Gcm'^ were generated via the use of complex electronic switching cii'cuits for use in 
multiple pulse MRI experiments.
2.3 Introduction to Broadline Gradient Echo Magnetic 
Resonance Imaging
Several variants of the broadline gradient echo technique exist for the production of T/, 
T2 * and T2 weighted relaxation profiles. The common feature of the technique is the use of 
sinusoidally oscillating magnetic field gradients, as described earlier. The variation of the 
applied sinusoidal magnetic field gradients as a function of time is given by the equation 
8 (t) = 8 0  sin(CûO [2.5]
where 00 is the angulai* frequency and go is the maximum value of the applied field 
gradient. Figure 2.3 illustrates some of the variants of the broadline gradient echo imaging 
technique.
In the simple technique of Figure 2.3a, first described by Cottrell et al. [29], a single 90° 
pulse is applied to the spin system at a time t~0. The pulse is symmetric in time about the 
gradient nodes and occurs after the gradient magnitude has been allowed to stabilise due 
to rise time effects.
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Figure 2.3(a)
The broadline gradient echo sequence. A single 
90° puise is applied a t a gradient node. A time t  
later a Tg* weighted echo is produced. 90° pulse
180° pulse90° pulse
Figure 2.3(b)
The broadline spin echo sequence. In this 
variant a 180° rephasing pulse is placed at a 
time T from the initial preparation pulse. A T2 
w eighted spin echo is produced at a time 2t .
Figure 2.3(c)
The steady state variant o f the broadline 
gradient echo im aging technique. In this version 
sub 90° pulses are placed at regular intervals 
and many echoes are acquired in order to 
enhance the profile quality.
Sub 90° pulse
180° pulse Sub 90° pulse
Figure 2.3(d)
T he inversion recovery variant of the gradient 
echo im aging sequence. A 180° inversion pulse 
is followed by a read pulse a time later. 
V ariation of n introduces Tj contrast into the 
profile.
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The placing of the RF pulse at a gi'adient node removes the requirement for large RF 
power, the pulse bandwidth can be relatively low as the gradient is small during the 
application of the pulse. However, as go and the pulse length increase and as t  decreases, 
so the magnitude of the gradient becomes large during the pulse. This leads to distortions 
in the produced images which may seriously Limit the usefulness of the technique for 
applications such as concentration profiling in the study of diffusion mechanisms within 
porous media. Thus it is essential to choose appropriate values of r  and go for a paiticulai- 
pulse length. As will be seen later in this thesis modifications to the original technique 
presented by Cottrell et al. may be used to overcome some of the problems caused by 
finite RF pulse band widths.
The fact that relatively long pulses may be used and the removal of problems due to 
gradient rise times means that sample volumes for broadline gradient echo MRI 
experiments can be large in comparison with other solid state MRI techniques. In the 
gradient echo experiment illustrated in Figure 2.3a, the resulting transverse plane 
magnetisation following the RF pulse is dephased during the first half gradient cycle and 
rephased during the second half, resulting in a gradient echo at time x, where x is the 
period of the gradient cycle (x=2nl(a). The gradient echo itself is acquired over the time x 
from r=x/2 to t~3x/2 and is T2* weighted due to the absence of rephasing pulses. The 
choice of x reflects both the need for the echo to be acquired outside the pre-amplifier and 
RF coil dead times, as well as the T2 of the sample. The value of x also limits the resolution 
of the acquired profile or image. The observed pixel resolution is given by the equation
Ôr = —- — [2.6]
From the above equation it can be seen that as x is decreased, so go must be increased to 
maintain the pixel resolution. This is often the limiting factor in broadline gradient echo 
MRI experiments. As go increases, so do the distortions associated with finite pulse 
bandwidths mentioned earlier. In addition, the gradient duty cycle dramatically increases, 
leading to increased gradient heating effects and their associated problems.
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Figure 2.4 shows an echo produced by a broadline gradient echo imaging experiment. 
Before the application of the Fourier transform the echo must first be linearised to account 
for the fact it was acquired under a sinusoidal gradient. This effect manifests itself as non 
linear sampling of the echo, it can clearly be seen from Figures 2.5a and 2.5b that more 
samples are taken at the echo centre than at its extremities relative to the linearised echo.
(a) Sinusoidal Gradient Echo (b) Linearised Sinusoidal Gradient Echo
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F igu re  2,4 The various stages in the reconstruction of a profile resulting from an echo acquired under a 
sinusoidal gradient. Figure 2.4a shows the acquired echo, Figure 2.4b shows the echo after the process of 
linearisation and Figure 2.4c shows the final profile. The gradient echo was acquired using a t  of 216 ps,
a go  of 35 Gcm‘* and an RF pulse length of 4 ps.
From the echo peak the complex magnetisation can be described by equation [1.51]
M (r)=  [2.7]
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where p(x) represents the spin density profile along the imaging axis. Due to the time 
dependence of the magnetic field gradients k is no longer directly proportional to t but is 
given by the expression
^ (0  =Ygo j  sin(cor)dr
fc(r) = ( ^ ) .( l - c o s ( ® r ) )  [2.8]
CO
The magnetisation acquired during the gradient echo M(t) needs to be shifted in time 
according to the equation
f  =  - ^ ± - l - c o s - ' ( l - ^ )  [ 2 . 9 ]
2 tico CO CO
where t is the time at which the magnetisation is acquired during the gradient echo and is
the shifted time for the correct reconstruction.
In equation [2.4] the positive sign is used for t>2%/co and the negative is used for the time 
period t<2rc/co [38]. In addition, one half of the imaginaiy signal must be inverted to 
correctly reconstruct the profile from a single experiment [29 \. This means the echo must 
be perfectly phased at the centre of the profile to allow valid reconstruction, to prevent 
discontinuities in the imaginary signal causing problems with the Fourier transform. As a 
result the acquired magnetisation must be phase rotated before reconstruction may take 
place.
The technique can be enhanced in several ways in order to improve profile quality, change 
echo contrast and add extra imaging dimensions. In 1992 Halse and Matt Daiid extended 
the technique to two dimensions [39] and in their original broadline gradient echo paper, 
Cottrell et al. also demonstrated a scheme for the production of T2 weighted images by 
using 180° rephasing pulses at the gradient nodes. This variant, about which more will be 
discussed in Chapter 5, can be seen in Figure 2.3b.
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In a steady state version of the sequence, first proposed by McDonald et al. in 1994 [40], 
profile quality and resolution was enhanced by the rapid acquisition of large numbers of 
profiles using a train of equally spaced sub 90° pulses. The timing diagram for the 
technique can be seen in Figure 2.3c. The sequence overcomes- signal to noise 
disadvantages of using sub 90° RF pulses by acquiring large number of profiles. A 
variation of the pulse spacing within steady state techniques can also allow the user to 
alter the profile relaxation contrast as the observed echo intensity varies according to the 
equation
S -   ^ . s i n ( ^ )  [2,10]
2^ 90
where S is the observed echo intensity, nr is the pulse spacing t9o is the duration of the 
theoretical 90° pulse and tp is the duration of the broadband sub 90° pulse used in the 
steady state sequence. Caieful consideration of the sample T2 and Tj as well as pulse gap 
spacing n% is necessary for the production of steady state profiles of known contrast using 
this technique. A demonstration of the use of steady state broadline gradient echo 
sequences to produce Tj image contrast can be seen in the work of Roberts [41 J.
TI weighted profiles may also be produced by the introduction of a 180° pulse prior to the 
start of the sequence (Figure 2.3d). The relatively long spin lattice relaxation times of 
many solid materials means it is not always necessai-y to start the gradients before the 
application of the initial 180° inversion pulse. This helps aid the reduction of distortion in 
the resultant profiles. Ti contrast may be inti'oduced by vaiying the inversion gap between 
the application of the inversion and the 90° read pulse, in a similai' manner to the bulk 
technique presented in Chapter 1.
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2.4 Inôti^umentatlûn for Broadline Gradient Echo MRI
A block diagram of the spectrometer used for broadline gradient echo MRI at Surrey is 
shown in Figure 2.5. The spectrometer consists of a IBM PC compatible 386 SX 
computer system and a SMIS MR3020 pulse sequencer equipped with 2 analogue 
MR3031 waveform boards to diive the imaging gradients. A third MR3030 RF board is 
used to produce the waveform for the RF pulse, which currently in our broadline gradient 
echo experiments is a simple step function. The reference frequency source is a PTS-040 
which provides 30 MHz and 10 MHz sinusoidal waveforms for the RF unit, the reference 
signal for phase sensitive detection and the phase shifter reference. Pulses of different 
phases are produced by an 6 bit Merrimac PTM-64A digital phase shifter chosen for its 
fast switching time. Phase cycling of both the RF pulses and the sinusoidal gradients is 
employed to reduce image artefacts, most notably the troublesome delta function that 
arises due to both baseline offsets and the superposition of sinusoidal noise on the 
acquired signal at the gradient frequency.
25 inm
70 mm
c
F igure  2.6 The circuit diagram ol‘ the low pass birdcage coil used for broadline gradient echo imaging at 
Surrey. The coil is 70 mm long and has an inside diam eter o f 25 mm, producing 90" pulse lengths for ‘H
of approximately 8 ps using 330 W of RF power.
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The RF pulses aie generated by a two stage amplifier combination, the fii'st of which 
produces 10 W of power which is then fed into the Heatheriite amplifier to produce 
approximately 330 W of RF power at 30 MHz.
The amplified RF pulse is fed into a home built low noise preamplifier where it passes 
through a diode ladder before travelling down a V2 cable to the RF coil itself. The RF coil 
is based on an 8 leg birdcage design, first proposed by Hayes et al. [42]. The circuit 
diagram for the birdcage coil can be seen in Figure 2.6. Each leg has approximately 440 pF 
(picofarads) of capacitance (C/), the circuit is driven inductively using a 330 pF capacitor 
(C/), tuned to 30 MHz using C, and matched to 50 Q using C,„. The birdcage coil works 
on the principle that to produce a perfectly homogeneous magnetic field inside a cylinder, 
the current distribution on the outside of the cylinder must vary sinusoidally as a function 
of the coils azimuth angle. The birdcage coil approximates this distribution by cari-ying a 
current around its axis which varies with a sinusoidally weighting in each of its legs. The 
birdcage coil design is preferred for several reasons. As the coil produces a B] field 
perpendicular to its axis in its first resonant mode, a profile may be acquired along the axis 
of the superconducting magnet using the z magnetic field gradients, which are more 
efficient than the corresponding x  and y gradient coils due to the nature of their design.
Properties Z Axis X/Y Axis
Inductance 12 mH 28 niH
Resistance 046  0 0.28 0
Strength 0.62 G em 'A  ' 0.26 Gcnf'A '
Linearity (4cmDSV) +/-2% H^2% ' ,
Capacitor tuning value for 4.5 
I<Hz
11.8 |LtF 4.6 i^F
Capacitor tuning value for 12.5 
KHz
1.38 |iF 0.814 pF
T able 2.1 Actively shielded gradient set characteristics.
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Also, as the coil lies along the axis, T2 * is less significant over a given sample volume. 
Finally, the Bi field produced by the birdcage design is much greater and more 
homogeneous over a larger volume than the corresponding field produced using other coil 
designs, such as a saddle coil. Using the RF amplifiers described above the 25 mm by 70 
mm birdcage coil can be tuned to produce 90“ pulse lengths of less than 8 ps 
coiTesponding to Bi magnetic fields of approximately 7 G.
The signal induced in the coil following the pulse is fed back into a two stage pre­
amplifier. The signal is attenuated before being fed into a phase sensitive detector which 
has a manual phase shift control to allow for accurate signal phasing. Finally a filter is 
applied to remove undesirable high frequency signal components before the signal is fed 
into a digital storage oscilloscope for display and also into two LSI data capture boards, 
both of which are capable of 4 MHz and 10 MHz sample rates. The data is then saved to 
the hard drive for processing. The gradient circuit is comprised of Techron 7700 series 
amplifiers and a 80mm Magnex Scientific Ltd actively shielded gradient set. The 
specifications for the tuning capacitors and the gradient set characteristics are listed in 
Table 2.1. Using this equipment allows the collection of broadline gradient echoes at 
values of x as low as 80 p,s (12.5 KHz). The final system component is the Magnex 
Scientific Ltd. 0.7T superconducting magnet which is used to create the static Bz field. The 
magnet incorporates passive shimming to achieve a homogeneity of better than 20 ppm 
over a 4.5 cm dsv sphere and is equipped with a thermostat device which can be used to 
maintain the magnet bore at a chosen temperature.
2.5 Introduction to Stray Field Imaging
First proposed by Samoilenko et al. in 1988, STRAFI is r apidly becoming one of the most 
promising techniques for solid state MRl. STRAFI is able to image short T2 materials at 
extremely high spatial resolution (approximately 20 |j.m). The success of the technique 
originates from the way the gradients required to produce the image are created. In
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conventional MRI, the gradients are dynamic or time dependent. STRAFI, however, relies 
on the use of static, time independent gradients. This means that the problems described 
earlier caused by finite gradient rise times are eliminated. The use of static fields means 
extremely high gradient strengths may be utilised in STRAFI experiments. One place 
where magnetic field gradients of this magnitude are produced is in the stray fields of high 
strength superconducting magnets and hence the name stray field imaging.
Choice for 
resonant 
positionMagnetic
Field
Strength
D istance along magnets central axis
F igu re  2.7 strength along the magnet axis as a function of axial distance. STRAFI experiments are 
conducted where the field gradient is strongest as this offers the highest image resolution.
The on axis fringe field of a typical superconducting magnet is shown in Figure 2.7. At a 
certain distance from the centre of the magnet the magnitude of the stray field varies 
linearly with axial distance. At this point the fringe field gradient is maximised and is also 
relatively homogeneous across a large area of the magnets transverse plane. To conduct 
STRAFI experiments, an RF coil is tuned to a frequency approximately corresponding 
with this magnetic field strength. The sample* is placed within the coil and an RF pulse is 
applied. Even though the pulse is of large bandwidth, the extremely large field gradient 
across the sample means only a very thin slice can be considered to be on resonance and 
only spins within that particular slice are affected by the pulse. The contribution to the FID 
from the other spins in the sample is negligible-and so the amplitude of the signal is 
proportional to the spin density within the excited slice. The sample is then physically
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moved though the resonant position in the gradient field and the process is repeated on the 
next slice. In this way a spin density profile of the sample along the magnet axis can be 
created. Further dimensions can be imaged by rotating the sample about its various axes 
and applying the appropriate back projection reconstruction techniques. The STRAFI 
experiment can be considered as an exti'eme fomi of the slice select technique used in 
liquid state imaging. More information on the theoi*y and consequences of slice selection 
can be found in the book by Callaghan [12].
The magnetisation in STRAFI experiments is usually observed using the solid echo 
technique described in Chapter 1 as the high T2 * of the system means the FED has normally 
decayed before the pre-amplifier has recovered. The solid echo sequence is.preferred as it 
has component pulses of equal length, unlike the CPMG sequence. This is important as the 
slice excitation profile is inextricably linked to the pulse width. The solid echo sequence 
also allows the introduction of relaxation contrast into the experiment via the use of a solid 
echo pulse train. Throughout the application of the solid echo train the sample is often 
moved at a constant velocity as this di’amatically reduces the acquisition time of the 
profile. As will be seen later in this thesis, the rate at which the sample is moved has 
important consequences for the relaxation introduced into the echo train.
2.6 Instrumentation for Stray Field Imaging
The equipment needed for STRAFI experiments can be seen in the block diagram of 
Figure 2.8. The basic components required are a high field superconducting magnet, a 
suitable spectrometer for pulse generation and data acquisition, an RF amplifier, an RF coil 
and a stepper motor with contioller boards to enable sample translation. The choice of 
magnet central field strength is important this may lead to an inappropriate value of the 
fringe field gradient. This can cause problems in attaining the necessary pulse widths for a 
desirable slice excitation profile. The equipment at Surrey consists of a Magnex 9.4 T 89 
mm bore superconducting magnet, which produces a field gradient at the chosen resonant 
position in excess of 58 Tm‘' (Telsas per metre).
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F igu re  2.8 A block diagram of ihc basic equipm ent necessary for STRAFI cxperimenis.
The resonant frequency of the slice is approximately 235 Mliz, producing a 10 jis pulse 
with a slice width of approximately 40 |im. The RF amplifier is manufactured by 
Chemagnetics and is capable of producing 1.5 kW of power. The RF coil is based on the 
saddle coil design, which is preferred over a solenoid as it facilitates sample translation 
along the axis of the magnet. Although a birdcage coil would probably produce greater Bi 
fields, problems with coil manufacture (the saddle coil has an Internal diameter of 
approximately 7 mm) make the use of this design difficult. In addition, one of the major 
advantages of birdcage coils, their good Bj homogeneity over a large sample volume, is 
unnecessary for STRAFI experiments. The spectrometer is a Chemagnetics CMX Infinity 
model based around a Sun Microsystems SPARC 20 microcomputer. It possesses boards 
for the controlling of both the RF pulses and data acquisition, as well as controlling the 
stepper motor used for the translation of the sample through space. The sample is 
mounted on a glass rod which is attached to the stepper motor •••la a drive shaft. 
Synchronisation of the stepper motor with the RF pulses is of vital importance, especially
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when the sample is moved at a constant velocity between the application of echo trains. 
The stepper motor itself is capable of 1 pm increments,
2.7 Introduction to Multiple Pulse Imaging
Multiple pulse sequences for spectroscopic applications were first proposed by Ostrojf 
and Waugh in 1966 [43]. The technique uses manipulation of the nuclear dipolar 
Hamiltonian to remove the line broadening associated with the dipolar coupling. Although 
multiple pulse sequences were originally designed for spectroscopic studies of solid 
materials, enabling chemists to see fine structure in spectra that was nomially masked by 
dipolar broadening, the sequences have also been harnessed to produce images of rigid 
dipolar solids. Multiple pulse sequences have been developed throughout the last three 
decades for solid state MRI and until the advent of STRAFI represented the only way of 
producing relatively high spatial resolution images in solid materials. Multiple pulse 
sequences consist of a large number of phase shifted RF pulses which are applied to the 
sample. The magnetisation is sampled stroboscopically during the gaps between the pulses. 
The success of the sequence in removing the dipolar Hamiltonian depends on the pulse 
spacing, the duration of the pulses and the relative phases of the component pulses. In 
general the closer the pulse spacing and the shorter the RF pulses, the better the line 
narrowing will be achieved with a particular sequence. A complete description of the 
tlieory of multiple pulse line narrowing can be found in the book by Schlicter [6j.
F ig u re  2 .10
The ZZ6 multiple pulse
imaging sequence.
A large number of multiple pulse techniques have been developed, which are optimised for 
different applications, ranging from the original four pulse WAHUHA sequence [44] to 
the long, highly compensated 48 pulse cycles proposed by Mansfield |45j for multiple
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pulse imaging. Like most other MRI techniques, multiple pulse imaging sequences require 
spatially encoding gradients, in order to function. Due to the close spacing of the pulses, 
(typically less than 20 p,s) which is required to achieve a reasonable degree of line 
narrowing, the production of intense gradient bursts during the pulse gaps is highly non 
trivial.
F igu re  2.11
A profile of a two slice rubber phantom 
obtained with the ZZ6 imaging sequence for 
the param eters given in the text. The 
resolution is low, due to the limited gradient 
strength available during the pulse gaps. The 
profile is also extensively rounded due to B, 
inhomogeneity. The sample size was 
approxim ately 1 c n f .
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This problem, along with RF power requirements is the limiting factor for both resolution 
and sample size in multiple pulse MRI. Figure 2.10 shows the timing diagram for a solid 
state multiple pulse imaging sequence ZZ6 devised by McDonald and Tokarczuk [46]. The 
spatially encoding gradient has a sinusoidal time dependence similtu" to that of the gradient 
echo experiment. The magnetisation is ‘oversampled’ twice during the cycle, after the 
third and sixth pulses. The signal decays in a modulated FID following these pulses, which 
can be Fourier transformed to produce a profile. Triangular or square gradient shapes can 
also be used. However, the prohibitive gradient rise times tend to limit the gradient 
strength available with these methods. Figure 2.11 shows a profile of a two slice rubber 
phantom (1 mm slice width separated by 1 mm teflon) obtained using the ZZ6 sequence 
with a 10 Gcm'^ magnetic field gradient and a 20 p.s pulse gap. The resolution is far lower 
than that obtainable with gradient echo techniques with the two slices bcuely resolved in 
the profile and significant rounding occurs due to the use of a solenoid RF coil. The pulse 
spacing was approximately 18 [is, the pulse length 2.2 p.s and the gradient strength 
approximately 3 Gcm'\
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2.8  Multiple Pulse Imaging Practical Implementation
Multiple pulse imaging requires much the same hardware as that needed for the broadline 
gradient echo technique. Subtle differences in equipment are however necessary for the 
production of good quality data. Multiple pulse imaging may be implemented with either 
series resonant gradients as in the case of the ZZ6 sequence, or with ‘blipped’ gradients. 
Sinusoidal gradients offer a greater strength and consequently a higher image resolution, 
but the images tend to be distorted due to the finite width of the RF pulses. Blipped 
gradients generally lack resolution, unless exnemely small sample sizes are used, or special 
pulsed gradient circuits are implemented. The requirement for short RF pulses means that 
large RF power amplifiers and/or small RF coils are needed. The recovery time of the pre­
amplifier electronics must also be very fast to prevent signal being lost in the dead time of 
the receiver. Finally multiple pulse sequences place specific demands on the RF unit. The 
pulse programmer must be capable of producing many short, accurately spaced phase 
shifted RF pulses. In general, a timing resolution of at least 100 ns (nanoseconds) is 
required for the production of high quality, undistorted images.
2.9 Solid State Imaging Techniques - A Comparison
The three types of solid state imaging techniques described all have relative advantages 
and disadvantages for practical implementations. Broadline gi-adient echo imaging 
produces useful images of ‘soft’ solids and liquids within porous media. The nature of the 
technique also means relatively large sample sizes may be used. The technique is also 
relatively simple to implement. However, rigid dipolar coupled solids are extremely 
difficult to image using this method. Profiles are often distorted due to the finite width of 
the RF pulse during the application of the magnetic field gradients and the equipment 
required for gradient echo experiments is relatively expensive as the gradients are switched 
and often need to be actively shielded. The technique has possible applications in on-line
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or industrial testing, as at present it is the only solid state MRI method that can be used to 
image large volume samples.
In comparison most modern spectroscopy laboratories posses the equipment required to 
conduct STRAFI experiments. The special requirement for STRAFI is a probe which is 
capable of moving the sample through space, although theoretically this need can be 
circumvented by the use of a frequency sweep rather than sample translation. The STRAFI 
imaging sequences are relatively easy to implement and require no sophisticated high 
power gradient amplifiers, gradient controller boards or actively shielded gradient sets. 
However, the limitations of the STRAFI experiment are its restricted sample size and 
difficulty of adding extra imaging dimensions, both in temis of image acquire time and 
probe construction. The geometry of most current STRAFI experiments and the small 
sample size limit the use of STRAFI for industrial testing, although the development of 
STRAFI on horizontal bore systems would lead to an ideal system for on line inspection, 
the translation of the sample through the resonant position in the field gradient could be 
provided by the action of a conveyor belt to produce ID spin density profiles. The 
technique is also relatively inexpensive to implement compared to the multiple pulse and 
gradient echo systems, which is often the dominant factor for industrial applications. 
STRAFI also has the ability to image rigid dipolar solids at a high degree of spatial 
resolution and of requires no complex mathematical processing techniques for the creation 
of ID profiles. Although the technique is still in its infancy, spatial resolution of less than 
20 p.m in rigid dipolai* solids is attainable at present, and further decreases are only limited 
by the signal to noise ratio of the experiment and the strength of the magnetic field 
gradients available for the process of spatial isolation.
Multiple pulse imaging, the last of the three techniques is arguably the least useful for 
practical applications. Although multiple pulse line narrowing experiments have enabled 
chemists to make significant advances in solid state spectroscopy, the problem of gradient 
rise times has severely limited the use of multiple pulse MRI techniques. The method is 
severely limited by sample size (a larger sample size means longer rise time gradients) and
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RF power (extremely short RF pulses are required for efficient line narrowing). The 
technique is also relatively expensive to implement and the hardware required for the 
production of the highly accurate pulse sequences is complex. Sample sizes are 
comparable with STRAFI experiments but the achievable spatial resolution is much less. 
The future use of multiple pulse imaging for on line testing is doubtful due to the huge 
cost and complexity of implementation for convenient sample sizes, although it will 
continue to find specialist applications in research laboratories. Of the three techniques 
multiple pulse imaging seems to present the least opportunity for practical implementation 
in industrial applications.
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Chapter 3 
Magnetisation Rewind 
in
Broadline Gradient Echo 
MRI.
3.1 Introduction
The broadline gradient echo technique described in Chapter 2 has severe limitations when 
high spatial resolution and large sample volumes are required. Large samples often require 
relatively long 90° pulses due to the limited RF power available and thus the opportunity 
for degradation of the pulse by the gradient is increased, As a result of the finite RF pulse, 
echoes produced using sinusoidal gradients are inherently double peaked and phase 
rotated at the centre. These effects lead to severe distortions in the final profiles, which 
severely limit the advantage of the technique compared with other methods.
It has been shown as part of this work [47],[48] that by shifting the centre of the pulse 
relative to the gradient node (Figure 3.1) the phase rotation induced by the finite RF pulse 
width may be reduced. It is perhaps not intuitively obvious that a shift of the centre of the 
RF pulse relative to the nodes of the oscillating gradients would produce an improved 
image, one would expect that the shift would enhance many of the pulse bandwidth 
problems that gradient echo imaging was originally designed to avoid. To understand how 
pulse offsets lead to improved profiles, it is first necessaiy to build a theoretical model to 
describe the various interactions between the magnetisation vector and the applied 
magnetic fields that take place during the broadline gradient echo experiment.
3.2 Theory
The effect of the various magnetic fields on the sample magnetisation during a gradient 
echo experiment may be analysed by the numerical integration of the Bloch equations 
during the RF pulse. We begin by defining the magnetisation for a homogeneous sample of 
as a function of spatial position before the application of an RF pulse. The sample of 
length I is divided up into a large number of spatial elements dz. For each spatial element a 
normalised magnetisation vector M (to ,z )  (the " symbol from Chapter 1 has now been 
dropped and from hereon all magnetisation components are given in the rotating reference
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frame), which is a function of both time and spatial co-ordinate z initially lies along the z' 
axis of the rotating frame. Each element di is assigned a co-ordinate z along the imaging 
axis. The magnetisation at the start of the experiment for all z is given by the expression 
M(fo,z) = (0,0,1) [3.1]
0
1=0
kl ki
F igure  3,1 The timing diagram for the broadline gradient echo imaging sequence
The analysis proceeds by calculating the effect of the gradient echo sequence on each 
spatial element dz. It is important to note that each sample element is considered 
independently during the simulation, which means that the outcome is independent of the 
spin density distribution along the imaging axis (z). The uniforar sample is used only to 
enable distortions in the magnetisation to be visualised over the entire sample length.
Prior to the application of the RF pulse no component of M(t,z) lies in the xy' plane and 
therefore the orientation of any M(f,zj is unaffected by the gradients oscillating before the 
application of the first 90° pulse. At a time t~0 (Figure 3.1), a 90° RF pulse is applied 
along the y' axis of the rotating frame (Figure 3.2a). The magnitude of the magnetic field 
of an RF pulse required to rotate the magnetisation vector through n/2 radians about the x' 
axis is given by the equation
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[3.2]
where tp is the duration of the 90° pulse. In the absence of any magnetic field gradients, the 
precession of the magnetisation vector about the RP field Bj in the rotating frame can be 
described by equation [1.18]. Thus the components of any M(t,z) are identical for all z and 
may be calculated at any time during the pulse.
The addition of sinusoidally varying magnetic field gradients, (Figure 3.2b) means that the 
magnetisation no longer processes in a simple path about B, during the pulse, but instead 
about a new field which varies with both time and spatial position z. The magnitude of 
Beffis given by the expression
= - \ / ( A + s V )  13.3]
where g-gosin((ùt) from equation [2.5] and z is the spatial co-ordinate of the required
length element along the imaging axis. Equation [3.3] only accounts for the effective field
amplitude and takes no account of the effective field direction. The analysis may be
simplified by dividing the pulse into a large number of time steps and rotating the
reference frame so that Beff lies along the rotating z' axis for each time step (Figure 3.2c).
M is then allowed to process about the i  axis by an angle determined by Bejj (Figure 3.2d)
and the rotating frame is returned to its original orientation (Figure 3.2e). The process is
repeated for each for the duration of the pulse. For an axis 90° pulse the matrix
required to rotate the Bejf so it lies along the z' axis will be a ÿ  axis rotation matrix which
is a function of both z and t and is given by the expression
cos(a) 0 sin(a)
0 1 0
-s in (a )  0 cos(a)
a  is defined as the angle between the effective field and the z axis in the xz plane and is 
given by the equation
a  = tan"* (— ) gz
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[3.4]
Figure 3.2(b)
W hen field gradients are used the m agnetisation no 
longer precesses about B i but about which is the 
effective field generated by the gradients and the RF 
pulse in the yz' plane.
Figure 3.2(d)
M  is then made to precess about B^jf for a small time 
increment.
U o f f
F igu re  3.2(a)
In the absence of magnetic field gradients, the 
m agnetisation vectors from all parts of the sample 
precess about Bt onto tlie x ’ axis.
'eft
Figure 3.2(c)
In order to calculate the effect of B^jf on M , the 
reference frame is rotated about the axis so B e lie s  
along z .
et(
F igure  3.2(e)
The rotating frame is then restored to its original 
position. A new 8^^  is calculated and the entire 
process is repeated for the duration of the 90” pulse 
and for each spatial clem ent o f the sample.
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F igu re  3.3 A flow diagram of the algorithm used in the PASCAL simulation.
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The z' axis precession matrix is given by the equation
cos(0 ) sin(0 ) 0
-sin(0) cos(0) 0
0 0 1
^Beff - [3.5]
where 0 is the angle that the magnetisation vector precesses about the z' axis in a given 
time ht and is given by the expression
0 [3.6]
As the effective field is time dependent, the approach is only valid if Beff can be considered 
to be invariant during the rotation about z \  i.e if ht is small. After the rotation about the z' 
axis, the co-ordinate system is rotated back towards its original position via a -y rotation
matrix . New values of Beff, a  and 0 are then calculated for the next time step and
the process is repeated. The process described in Figure 3.2 can be summai'ised by the 
equation
M{t,z) = Ry{t,z)~^ PB,^it,z)Ry{t,z)...R^itQ +ht,z)R^{tQ+ht,z)...
... , z)"' (fo, (fo, z)M(fo, z). ;  [3.7]
The entire effect of the 90° pulse may be evaluated by continuing the application of the 
operators until t=tp (where tp is the pulse length). Equation [3.7] can be used to calculate 
the components of the magnetisation for any spatial element at any time during the initial 
90° pulse, assuming the ht of equation [3.6] is small enough. A PASCAL program was 
written in order to perform the numerical integration for the entire sample length. A flow 
diagram of the program may be seen in Figure 3.3.
Of particulai' interest are the x' and y' components of the magnetisation immediately after 
the 90° pulse. Provided the correct reconstruction procedure described in Section 3.3 is 
implemented, the transverse phase distribution following the pulse is identical to that at the 
rephasing point(s) of the gradient echo. The transverse components of magnetisation 
provide information about how the image profile is likely to be distorted due to the 
giadient pulse overlap. From equation [3.2] it can be seen that the response of the
60
magnetisation to the ideal 6-function 90° pulse (i.e. a 90° pulse of infinitesimal width) 
would be a single unit component of magnetisation along the y' axis, which would be 
produced from all spatial positions along the sample, i.e
M (f^,z) = (0,1,0) [3.8]
for all values of z. The result of a 90° pulse applied in the presence of an oscillating 
magnetic field gradient can vary in two distinct ways from this ideal;
i) The resulting magnetisation vector does not lie completely in the xy' plane, but has a z' 
component. As quadrature detection is only used in the transverse plane, any spatial 
positions in the sample which have a large z' component of magnetisation following the 
initial 90° pulse will show a corresponding loss in signal intensity and the profile will be 
'rounded' at its extremities.
ii) The resulting magnetisation is phase rotated in the x /  plane as a function of spatial 
position along tlie stunple. This introduces an additional phase shift into the magnetisation, 
which is not corrected by the phasing described in Chapter 2 to enable discontinuities in 
the imaginary magnetisation at the centre of the echo to be eliminated. The result is that 
the modulus profile produced has significant distortion at its extremities.
Figures 3.4a to 3.4c show the path of the magnetisation vector through three different 
planes in the rotating frame during the application of the 90° pulse at three points along a 4 
cm sample with uniform spin density {z--2cm, z=+2cm and z~0). Throughout the 
simulations a 30 Gcm'^ magnetic field gradient (go) was used with a 20 qs 90° RF pulse 
and a gradient cycle time (t) of 216 qs. The sample was assigned the magnetogyric ratio 
of nuclei. Note in Figures 3.4a-c the magnetisation vector at the centre of the sample 
precesses as if was exposed only to the 90° pulse due to the absence of a magnetic field 
gradient. It is therefore not surprising to see that the largest variation from the ideal 6- 
function pulse occurs at the furthest ends of the sample where the applied magnetic field 
gradients have the largest magnitude.
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The inü'oduction of a pulse phase shift O90 relative to the gradient nodes (Figure 3.1) was 
then studied. The motivation behind the investigation was that effect of shifting the RF 
pulse had been observed experimentally to improve profile quality, suggesting that a more 
favourable magnetisation distribution across the profile length could be produced by using 
pulse offsets.
(a) Magnetisation in the YZ' Piane (b) Magnetisation in the XY' Piane
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F igu re  3.4 Paths o f the magnetisation vectors at the extrem ities o f a sample through the rotating frame 
during the application of an RF pulse. The pulse length was 20 ps, the gradient strength go 30 Gcm’\  the 
gradient cycle time 216 ps and the sam ple length 4 cm. The magnetisation in the y z '  (Figure 3.4a), xy' 
(Figure 3.4b) and x z '  (Figure 3.4c) planes is shown.
Variations in O90 produces the simulation results shown in Figures 3.5 and 3.6. Figures 
3.5a to 3.5c show the variation of the x' and y' magnetisation components for varying 
values of the phase shift O g o -
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F igu re  3.5 The effect on the magnetisation distribution in the xy ' plane caused by variations in 0%. Each 
line represents the magnetisation vector from a particular elem ent of the sample. It can be seen that when 
Gpo=-3 ps, (Figure 3.5c), the magnetisation is alm ost perfectly in phase along the y ' axis. The simulation 
parameters are identical to those used in Figure 3.4.
The parameters used in the simulation were the same as those used for Figure 3.4. Each 
line represents the magnetisation vector of a particular spatial element of the sample di 
following the 90° pulse. It can be seen that vtirying O90 can lead to a reduced phase 
rotation of the transverse magnetisation following the pulse For a pulse offset of 
approximately -3 |as the transverse magnetisation is almost perfectly aligned along the x' 
axis. Figures 3.6a and 3.6b illustrate the magnitude and phase rotation of the transverse 
magnetisation as a function of sample length (z) for variations in Ogo- It can be seen from 
Figure 3.6a that increasing the pulse offset leads to an increase in the undesirable 2'’ 
component of magnetisation at the extremities of the sample.
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F igure 3.6a
The normalised transverse magnetisation 
distribution as a function of sam ple length 
for various values of O^o- A 20 p.s 90° pulse, 
a 30 G em '' gradient and a 1.5 cm sample 
were used. It can be seen that for a pulse 
phase shift of -3 jis, over 90% of the 
magnetisation is placed in the transverse 
plane.
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F igu re  3.6b
The phase rotation of the m agnetisation in
the transverse plane relative to the y ' axis
following an x ' pulse. At the centre of the
sample the phase rotation is small as the
pulse is relatively unaffected by the
magnetic field gradient. Towards the
sample extrem ities, the phase rotation
increases. It can be seen that for an Opo=-3
US the phase rotation across the sample
length is negligible
Sample Length (cm)
This is not surprising as the introduction of the pulse offset means the sample as a whole 
will experience larger values magnetic field gradients while the RF pulse is applied. 
However, in practice this effect is often masked by Bi inhomogeneity and contributes 
relatively little distortion in the profiles. In cases where the distortion becomes significant, 
increased bandwidth pulses, such as those used in the steady state variant of the broadline 
gradient echo technique may be employed to overcome these effects. The phase rotation 
of the transverse magnetisation as a function of spatial position is shown in Figure 3.6b. It 
is apparent that the optimum value for the offset, approximately -3 fis in this case, 
produces virtually no phase rotation of the magnetisation across the sample.
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3.3 Reconstruction Procedures for Shifted Pulses
Modifications to the linearisation procedure described in equations [2.11] and [2.13] are 
also required in order to correctly reconstruct the profile produced using shifted pulse 
offsets. The original linearisation procedure is based on the assumption that the transverse 
magnetisation is in phase following the RF pulse, which occurs exactly at a gradient node 
[29] (this assumption is only correct in the limit of a delta function RF pulse). As a result 
of the sinusoidal gradients, the magnetisation to be Fourier uansformed M'(t') equals the 
acquired magnetisation M(t) recorded at a shifted time according to the expression
t -■ % ± —  cos '(1 
1 %
from equation [2.9].
4|fl [3.8]
It should be noted that due to the finite width of the RF pulse in non ideal gradient echo 
experiments, the time at which the transverse magnetisation is initially in phase is not 
coincident with the gradient crossing. This effect becomes more prominent when the RF 
pulse is shifted in time relative to the gradient nodes. The result of this is that the 
transverse magnetisation is refocused twice, either side of the gradient node (Figure 3.1), 
where the total integrated gradient field is equal to zero following the end of the RF pulse. 
The result is an echo which is slightly double peaked. To correctly reconstruct the profile, 
the fii’St half of the echo should be taken from the time interval t/2 to r - y  and the second 
half should be ttiken from the time interval r + y  to 3x11 (Figure 3 .1) where
^90 [3.9]
The linearisation procedure needs to be modified accordingly to account for this effect, 
[47], which produces the following expression for the linearistation of an echo produced 
by a finite RF pulse
Xr -  X ± —  cos"' 271 c o s(^ & ) ^ ( l  + co s(3 î^ ))X X [3.10]
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The modified linearisation procedure needs to be used in conjunction with the pulse offset 
to correctly account for the finite pulse width to reduce distortions in the produced profile.
In addition, the phasing acquired by the magnetisation which is illustrated in Figure 3.5b 
can be accounted for by phase rotating the reconstructed profiles [47]. This procedure is 
inherently inaccurate, mainly due to a difficulty detemiining the correct phase rotation 
angle as a function of sample position for an experimental RF pulse and it is preferable to 
remove the distortion due to incorrect phasing via the use of pulse shifts. Under certain 
circumstances the benefits caused by reconstructing the correct profile via phase rotation 
as opposed to the use of pulse offsets may outweigh this disadvantage. This becomes 
especially relevant when the pulse width is so long that the distortion is not limited by the 
pulse length but by the amount of magnetisation that is placed within the transverse plane.
3.4 Experimental
In order to test the theoretical predictions, a phantom made of rubber slices separated by 
Teflon spacers was constructed. A diagram of the phantom and its spin density projection 
along its z axis can be seen in Figure 3.7. A pulse sequence was written for the 
spectrometer described in Chapter 2 which allowed accurate movement (100 ns 
increments) of the 90^ pulses relative to the gradient nodes.
Figures 3.8a through to 3.8c show the improvement m image quality that can be achieved 
by implementing the pulse offset and reconstruction techniques that have been described 
above. Figure 3.8a shows a profile obtained of the six rubber slices, acquired at an echo 
time of 216 jis and a 90° pulse length of 20 |is. The maximum gradient strength go was 30 
Gcm '\
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F igu re  3.7 The lest phantom used in the broadline gradient echo imaging experiments. The phantom 
consists o f six disks of rubber, each 1 mm across and separated by 2 mm tellon spacers. A 2 ' axis spin
density projection can be seen to the right.
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F igure  3.8 Experim ental modulus profiles obtained using the gradient echo imaging technique. The 
param eters are given in the text. It can be seen that the profile obtained with a -3 |.is O^o (Figure 3.8b) is 
relatively undistortcd compared with the other profiles.
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Figures 3.8b and 3.8c show profiles obtained with siiTiilai' parameters bût with varying 
giadient phase delays. The pulse shift relative to the gradient nodes was measured using a 
search coil to prevent differing delays in the RF and gradient inputs causing timing errors. 
The ideal pulse offset (Figure 3.8b) was found to be approximately -3 ps in the above 
experiment, although it should be noted that there was a relatively large uncertainty in this 
result due to the nature of the measurement. It is unlikely that the pulse offset would 
match exactly with that predicted by theory due to pulse rise time effects, which are 
considerable on the SMIS MR3020 console which was specifically designed for liquid 
state imaging sequences.
F igure  3.9
A  profile acquired with steady state 
techniques and an ideal pulse offset. The use 
o f the steady state method improves the 
signal to noise ratio and reduces rounding 
effects. The 90° pulse length was shortened 
to 8 p s and the pulse offset to -1 ps for this 
acquisition. The m odulus profile only is 
shown.
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Finally, Figure 3.9 shows a profile obtained with the use of pulse phase shifts, phase 
cycling and steady state acquisition. The acquire time of the image was approximately 10 
seconds. It can be seen that the rounding caused by the relatively long pulse length in 
Figure 3.8b has be eliminated. Profiles of the quality demonstrated in Figure 3.9 are 
required fôr the accurate studies of diffusion kinetics in porous media.
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3.5 Summary
In reti'ospect, it can be seen that the method of pulse offsets is similar to that used in liquid 
state MRI to remove the phase rotation of magnetisation across a sample following a slice 
selective pulse by giadient reversal. The principle was fiist discussed by Hoult [49j and 
Sutherland and Hutchison [50] and a coherent description may be found in the book by 
Callaghan [12]. The cases aie not identical however, as in the liquid state technique, the 
phase acquired by the magnetisation in the transverse plane during the RF pulse is 
removed by applying a rephasing gradient of half the pulse width following the pulse 
whereas in the case of the time vai'ying gradients, the rephasing takes place during the 
application of the 90” pulse.
After further analysis it was found that the optimum pulse offset for the gradient echo 
experiment was approximately equal to 0.14 of the pulse length. A possible explanation 
for this can be seen in Figure 3.10. In this figure the pulse is divided into two time 
durations. One section is symmetiic about the gradient node and has duration Iti. The 
other section t2 represents the offset part of the pulse. It is in the  ^ area t2 that the 
magnetisation rewind takes place. The absolute integral of the gradient over the time 2r, is 
given by the expression
A = 2j gfdr = grf [3 11]
0
where g is the magnitude of the magnetic field gradient, assuming the sinusoidally 
oscillating gradient is linear about the gradient node. The absolute integral of the gradient 
over the period Î2 is
1 1/ l j=  J gtdt = - g ( t ^ + t , f - - g t ' ^  [3.12]
Using equations [3.13] and [3.14] A 1 - A 2 if
+ [3.13]
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F igure 3.10
The integral of the gradient during the 
pulse. When the offset is such that the 
integral o f the gradient over the time period 
// is equal to the time period i2 , the phase 
rotation of the magnetisation in the 
transverse plane will be minimised.
Following algebraic nianipiilation an expression for the ideal offset O90 in terms of the 
pulse length tp can be formulated
,2 - 7 3 ,o.90 -) [3.14]
This is the condition for the production of in phase magnetisation at the end of the pulse 
and is equivalent to the pulse being offset by approximately 0.14 of its length relative to 
the gradient node. This derivation has important consequences for the effect of the various 
experimental parameters on the quality of the resultant profile.
To summarise, the use of pulse shifts in broadline gradient echo MRI has been 
demonstrated both theoretically and experimentally and has led to increased profile quality 
in both the single average gradient echo techniques and the steady state variants. The 
improvements in profile quality have allowed studies of the diffusion of molecules within 
porous media. Examples of such studies may be found in the work of Hughes [30] and 
Roberts [31]. Simulations of the broadline gradient echo technique are also useful for the 
design of solid state MRI systems. The specifications of a pmticular imaging system may 
be used in the simulations to conduct a feasibility study on the possibilities of imaging 
various sample sizes.
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Further work in this topic could involve the use of shaped RF pulses for improved 
excitation profiles and the implementation of the technique for large scale industrial type 
imaging. A decrease in the experimental value of x would also be desirable as it would lead 
to better signal to noise ratios in the imaging of short Tz samples. Implementation of the 
pulse shift techniques for two dimensional imaging would also prove useful for future 
experiments. In addition, the theories presented for the pulse offsets would also be 
applicable for gradients oscillated in a trapezoidal manner, as these gradient shapes also 
vary linearly about the gradient nodes.
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Chapter 4 
Magnetisation Rewind in 
Broadline Spin Echo 
MRI.
4.1 Introduction
Although the process of broadline gradient echo imaging described in Chapter 3 is useful 
for obtaining images of soft solids and liquids within porous media, it has the disadvantage 
of producing images which are Tz weighted, i.e. the relative amplitude of the resultant 
profile is dominated by the static field and gi-adient. inhomogeneity. From the point of view 
of quantitative measurement, Tz weighted images are more desirable. In addition, the 
rephasing of the magnet inhomogeneities produces a greater signal to noise ratio which is 
always of importance in solid state MRI. Tz weighted imaging is especially applicable to 
samples which exhibit susceptibility broadening. In these samples dephasing caused 
paramagnetic impurities may also be refocused using 180* pulses.
Although the production of Tz weighted images is desirable, the broadline spin echo 
technique first described by Cottrell et al. [29] and illustrated in Figure 2.3b suffers due to 
the relatively low bandwidth of the rephasing pulses, which inti'oduce distortions into the 
profiles. These distortions are of a similar nature to those discussed in Chapter 3 and 
natural extension of the theoretical techniques developed earlier in this thesis is to apply 
them to the broadline spin echo sequence. By conducting simulations of the behaviour of 
the sample magnetisation vectors as a function of spatial position the optimum criteria in 
temis of RF pulse shifts for the creation of undistorted Tz weighted profiles may be 
established. Information acquired from the simulations has helped lead to the production 
of high quality Tz weighted profiles of relatively large objects (51 ].
4.2 Theory
The broadline spin echo technique is conducted in a similar manner to the Tz* weighted 
scheme illustrated in Chapter 3. A single 90* pulse placed at the gradient nodes is used to 
place the nucleai' spins in the transverse plane. One gradient cycle later a 180* rephasing 
pulse is applied to the spins and the magnetisation rephases after a further cycle of the
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oscillating gradients. Further profiles may be collected by the use of additional rephasing 
pulses. From Figure 4.1 the origin of time to is defined to be at a gradient node. The centre 
of the first 90° pulse lies at a. time Ogo shifted relative to to. The gradients then cycle for a 
time z  and the first 180° rephasing pulse is applied at a time {z+Ojso ) from to. The echo 
itself is acquired over a period x, from 1.5x to 2.5% from to. Second and subsequent 
rephasing pulses ai*e applied at a time (2 n~\)% from to where n is the rephasing pulse 
number. Similarly, subsequent echoes are acquired over the times \.5%+2nz.
F igure 4.1 A detailed timing diagram for the broadline spin echo imaging sequence. The first 90° pulse is 
shifted a time Ogo from the origin of time, the second 180° pulse a time 0,so from a lime r .
As mentioned earlier, the 180° pulses have a relatively low bandwidth in comparison to the 
initial 90° preparation pulses. This means that possibilities for degradation by the magnetic 
field gradients during the application of the pulse are increased. As with the gradient echo 
imaging technique, the distortion tends to occur at the extremities of the profile where the 
magnetic field gradient experienced by the sample is of greatest magnitude. The distortion 
manifests itself as a rounding on the modulus image due to the phase rotation of the 
magnetisation as a function of sample length following the pulses, as well as rounding due 
to magnetisation placed Outside the transverse plane. Profiles produced using 180° pulses a 
fixed time % following the initial 90° pulse show significant phase distortions, even when
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the 90° pulse is moved relative to the gradient nodes. It is impossible to remove these 
effects simply using the 90° pulse shifts alone as in Chapter 3, which was attempted in the 
work of Attard et al. [52]. The degree of distortion introduced means that the profiles 
produced using the method outlined in [29] are unsuitable for accurate studies of the 
diffusion behaviour of liquids within large samples such as those presented in Chapter 7.
The theory presented in Chapter 3 for the analysis of the gradient echo sequence can be 
extended to simulate the behaviour of the spin echo sequence. Two new operators first 
need to be defined, corresponding to the application of 180° pulses in the presence of an 
oscillating field gradient and the precession of the magnetisation about the sinusoidal
gradient during the pulse gap. The rephasing 180° pulse may be represented by the
equation
z)"' heff (h > Co, z)Mo (to, z). [4.1]
where the matrix is given by equation [3.6] and the matrix is an x' axis rotation 
matrix
"1 0 0
0 cos(a) sin(a) 
0 -s in (a )  cos(a)
[4.2]
where a  is given by equation [3.5].
A second matrix, F, describing the precession of the magnetisation vector about a 
sinusoidally oscillating magnetic field gradient is defined by the equation 
cos((|)) sin((j)) 0
-sin((|)) cos((t)) 0 
0 0 1
where (j) can be obtained from the integral of 
d(^~yg{t)dt
[4.3]
[4 .4 ]
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where g is given by equation [2.5]. Integration of equation [4.4] between the appropriate 
limits leads to the value of (j) for the pulse gap.
The new operators are applied to the unit magnetisation in conjunction with the 
operator of Chapter 3 according to the following sequence
M C,,z) = F,(?2,z)F/z)F,CpZ)P^MCo,z) [4.5]
where is the magnetisation vector from a spatial element dz which exists at a co­
ordinate z along the imaging axis at time t and ti, Î2 and te are the time durations of the first 
pulse gap, the second pulse gap and the time at the maximum rephasing point of the echo 
respectively. The magnetisation distribution M(fo,z) remains as defined in equation [3.1] to 
aid in the visualisation of the distortion effects.
The addition of the extra pulse offset means additional complications are introduced into 
determining the rephasing position of the spin echo. The magnetisation could be expected 
to refocus several times approximately 2 % from the time origin due to the finite widths of 
the pulses and the rephasing of T2 * relaxation effects. To combat this problem the 
maximum echo rephasing position was defined to be at 2x from the time origin. This was 
allowed by the fact that the 180° pulse and its offset introduce an extra degree of freedom 
in the system, which allows the removal of the double peaked echo observed in Chapter 3. 
The choice of rephasing position at a time 2x from to also has the advantage that no 
modifications to the reconstruction procedure presented in Chapter 2 are required.
At the maximum rephasing position of the echo, it is desirable for the magnetisation from 
each spatial element of the sample to be in phase along a single axis and also for the 
transverse magnetisation to be maximised across the sample length. In order to aid in the 
discussion of profile distortions, two new parameters are now defined. The first, is 
the sum of the transverse magnetisation from each spatial element of the sample, and can 
be represented by the equation
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z=+//2 ________________________________
Z " * ,  = X  + [4.6]2=-//2
This pai-ameter can be used to indicate how much of the sample magnetisation exists 
entirely in the transverse plane at the echo rephasing point (or at any point following the 
180° pulse). From equation [4.6] it can be seen that I^mi will be maximised for the best 
attainable profile.
The second parameter, Za, is the sum of the modulii of the deviations of the phase of the 
magnetisation vectors from each spatial element of the sample from an axis in the rotating 
frame (namely the y' axis in the experiment of equation [4.3]) and may be represented by 
the equation
z = - / /2
arctan ^ M,{z,2 x)M(z , 2x [4.7]
It can be seen from equation [4.7] that L a will be minimised for the most favourable 
magnetisation distribution. It follows that if the magnetisation from all spatial elements of 
the sample is perfectly in phase at the ideal rephasing position, (2x from the,time origin to), 
the echo will be undistorted over the whole of the acquire time from t-3%12 to f=5x/2.
Using equation [4.5], the phase and magnitude of the echo transverse magnetisation as a 
function of sample position at the echo rephasing point can be calculated. This was done 
via the use of a FORTRAN program. The parameters used throughout the simulations 
included a maximum gradient amplitude go of 36 Gem’', a B, amplitude of 7 G and a 
sample length of 2 cm. The value % of the gradients was chosen to be 216 ps. These values 
were chosen so experimental comparisons could be made.
The results of the simulations can be seen in Figures 4.2 to 4.8. The parameters used 
throughout the simulation were as described above, only Ogo and Oiso were varied. Figure 
4.2 shows the phase rotation (a) as a function of sample length when the pulses are 
symmetric about the gradient nodes. It can be seen that a large a  exists across the sample
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for these particular values of the pulse offsets. The corresponding transverse magnetisation 
(m/) across the sample length (not shown) indicates that relatively little magnetisation is 
placed outside the xy' plane. Figure 4.3a shows similar information, only this time Oiso is 
equal to +5 ps. This leads to a degradation of rrit and an decrease in a . The result of 
shifting Oj8o by -5 ps is shown in Figure 4.3b. The distribution of m/ has changed so as to 
make the sequence impractical. The parameter a  has improved somewhat relative to the 
zero pulse offsets. It can be seen that when Oço=0, the distribution of m, and a  is 
symmetric about the sample centre for any value of A similai- procedure was cai'ried 
out varying O g o  and keeping O j s o  constant and the results can be seen in Figure 4.4.
F igure  4.2
The phase rotation of the magnetisation across 
the sample length when 0go=0i8o-0. The large 
value of a  across the sample causes distortions 
in the final image. The corresponding 
distribution of magnetisation in the transverse 
plane is approximately unitary over the entire 
sam ple length, indicating that little 
m agnetisation is being placed out o f the x y ‘ 
plane.
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Once again the figure shows that a rapid decrease in m, occurs at the sample extremities as 
the pulses are moved further from the gradient nodes. The phase rotation a  is also seen to 
change. It should be noted that the functions are now asymmetric about the sample centre, 
in contrast to the symmetric distributions produced by the O/so shifts. This is true 
whenever ^  0. Figure 4.5 shows the effect of varying Ogo and Otso on Lm, and Za. In 
Figure 4.5 Ojso is held constant while Ogo is varied. The effect on Lm, (normalised to 1) 
and Z a  can be seen for each offset. The same figure shows similar results for the variation 
of Oi8 o^ It can be seen under these conditions variations in Oi8o cause the greatest variation 
in 'Zrrii and Za.
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F igure 4.3 The effect o f variations in 0,so  about Opo=0. Figures 4.3a and b have Ojÿo=-5 p.s, Figures 4.3c 
and d have (9/go=+5 |is. It can be seen that +/-5 |xs shifts lead to an increasing the value of a  and 
significantly reduce the amount of magnetisation placed in the xy' plane.
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F igure  4.4 The effect of variations in Opg about In Figures 4.4a and b Oÿo=-5 |is, in Figures 4.4c
and d Oç>o=+5 |is. Once again variations in Ogo significantly increase a  and reduce the amount of
magnetisation placed in the xy' plane.
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F igure  4,5 The variation of E a  (Figures 4.5a and c) and Ef (Figures 4.5b and d, normalised to 1) for pulse 
offsets about Oço=0 ills and 0/so=0 fis. It can be seen that variations in 0,so  have the greatest effect on the
quality o f the resultant profiles.
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F igure 4.6 The phase rotation (Figure 4.6a) and magnetisation distribution (Fig-ure 4.6b) across the 
sample when the ideal pulse offsets Ogo=2.8 p.s and 0 ,w =-3.6  |.is are used. Below the effect on E a  is 
shown for offsets o f 0%  and Oiao about the ideal position. It can be seen that for these parameters, Ogo has 
a greater effect on E a. The variation in h  is negligible.
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It is clear from Figures 4.2 through to 4.5 that the response of the system to pulse shifts is 
. complex. The additional vaiiable in the system Ojgo has introduced behaviour that is 
difficult to predict. In order to facilitate the analysis a modification was made to the 
simulation. The modification allowed the variation of both Ogo and Oiso within the 
program. The program then calculated Z a and Zm, for all combinations of Ogo and Oiso for 
a range of +/- 5 p,s in steps of 100 ns about the zero pulse offsets. The minimum value for 
Z a  was found at Opo=2.8 p.s and Oygo=-3.6 p.s. Figure 4.6 shows the result of using these 
paiticulai* pulse offsets on the phase rotation and transverse magnetisation. Figure 4.6a 
shows that the phase rotation for these values of the pulse offsets is negligible across the 
sample length, it is a factor of 10 smaller than that produced for the zero pulse shift values. 
In Figure 4.6b the distribution is shown. It can be seen that rrit is almost equal to one 
across the entire length of the sample (the deviation is less than 1%). The effect of fixing 
one of the offsets at its ideal value and vaiying the value of the other can be seen in 
Figures 4.6c and 4.6d. For variations in Z a about the ideal position the phase rotation 
increases much more diamatically with Ogo than Oiso, indeed Za at Opo=0, 6)/go=0 < Z a at 
Opo=0.8 |is, Om=-3.6, frs. This indicates that the profile quality will be highly sensitive to 
90° pulse offsets about the ideal position and much less sensitive to Omo variations. Shifts 
in Oi8o and Ogo produce similar decreases in Zm, but this decrease is relatively small, 
approximately 3% across the whole sample for Oiso  and Ogo= +/-2 jas, which is much less 
than the RF field inhomogeneity.
The simulation results although being difficult to interpret in a quantitative sense have 
indicated that pulse offsets exist which lead to minimisation of Z a and maximisation of 
Zm, across the sample length. Thus theoretically the use of pulse offsets can reduce profile 
distortions in broadline spin echo imaging.
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4.3 Experimental
Experiments were performed to attempt to validate the theoretical results presented in 
Section 4.2. A pulse sequence was written that allowed the movement of the 90° RF pulse 
relative to the gradient nodes and also a shift of the following 180° pulses relative to the 
first pulse. The program was designed to collect 4 spin echoes at 432 p.s increments and 
had a timing resolution of 100 ns. Hardware limitations meant the collection of more 
echoes was impossible. Each echo was sampled 864 times at a frequency of 4 MHz. The 
program employed both the phase cycling of both the 90° pulses and the gradient 
mentioned in Chapter 3. Six rubber slices each approximately 25 mm diameter and 1 mm 
thick separated along the imaging axis by 2 mm Teflon spacers were used to evaluate 
distortions in the profile, in a similar manner to that used in Chapter 3. The total sample 
length used was approximately 16 mm , the total sample volume approximately 8 cm .^ A 
birdcage coil of the design described in Chapter 2 was used to produce 90° pulses of 
approximately 7 G, resulting in a pulse length of 8.3 qs. The corresponding 180° pulse 
length was found to be 16.7 jits. The applied gradient field had a maximum value of around 
36 Gcm'^ with a gradient cycle time t of 216 qs. The observed pixel resolution was 
approximately 250 p.m.
As in the gradient echo version of the technique, exact measurement of the pulse offsets 
Ogo and O m  was difficult, due to the nature of the sequence. Although the timing of the 
pulses relative to the gradient nodes was difficult to measure, the relative time between the 
application of the 90° pulse and the first 180° pulse can be calculated precisely by 
accounting for tlie length of each pulse programmer command. This delay was found to be 
211 |is, in accordance with the values predicted by theory within the bounds of 
experimental error (210.4 p.s). Due to the difficulties in measuring the exact values of Ogo 
and Oi8o the most undistorted profile was found and this was defined to have the ideal Ogo 
and 0 ]8o parameters.
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Figure 4.7a illustrates the modulus profiles for echo 1 for the defined ideal values of O90 
and Oi8 0 ‘ It can be seen that that this profile is undistorted and of comparable quality of 
those produced in Chapter 3, despite the use of the additional rephasing pulses. The 
contribution to the profile from magnetisation in the imaginary channel can be seen in 
Figure 4.7b. It can be seen that the imaginai-y signal is small, indicating that hardly any 
phase rotation exists across the sample length for these particular pulse offsets.
Figure 4.8 illustrates the effect of vmying O9Q and Oiso on modulus profiles. In Figures 
4.8a and 4.8b O90 has been varied by +/-2 ps about the ideal offset value.
(a) Og.=2.8^s O ='3.6MS (b) 0 ^ = 2 . 8 | i s  O , = -3 .6 ^ s
1.0
.1I 0.5
0.5-0.5- 1.0
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I •0.5
• 1.0 0.5-0.5- 1.0
Position (cm) P o s i tio n  (cm )
F igure 4.7 The best profile produced by variation ol‘ the pulse olTseis. This profile was defined to have Oçq 
and 0]8o eciual to the ideal values predicted by theory. Figure 4,7a shows the modulus profile, Figure 4.7b 
the imaginary com ponent of the profile following the Fourier transform.
The produced profiles suffer increased rounding and a loss of resolution at their 
extremities due to extra phase rotation introduced. In comparison for Figure 4.8c and 
Figure 4.8d O m  is shifted by +/- 2 ps while O90 is kept at its ideal value of 2.8 ps. These 
figures show that Ojso pulse shifts have relatively little effect on the profile quality. This 
verifies the results shown in Figure 4.6 which suggested that profiles acquired at the ideal 
position would be relatively insensitive to variations in O/gg. To confirm these findings, the 
Fourier transform of the imagintu-y components of the magnetisation are shown in Figure 
4.9.
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Figure 4.8 The effect of Ogo and 0/so on the modulus profiles of an experimentally obtained echo. It can 
be seen that for the top two profiles shifts in Ogo cause profile rounding (Figures 4.8a and b). By 
comparison the distortions caused by shifts in O/so are negligible (Figures 4.8c and d).
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Figure 4.9 The effect on the Fourier transform of the imaginary magnetisation by the pulse offsets. It can 
be seen tliat profiles with large Ogo offsets (Figures 4.9a and b) have relatively large contributions from the 
imaginary channel which leads to rounding in the modulus profiles. Shifts in the Otso offset produce 
relatively little variation in tlic imaginary magnetisation across the sample length (Figures 4.9c and d).
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It can be seen that shifts in O90 (Figures 4.9a and 4.9b) introduce a large component of 
magnetisation into the imaginary channel. This is indicative of the sample having a large 
phase rotation a  across its length. In comparison the imaginary channels of the Otso shift 
data (Figures 4.9c and 4.9d) show relatively little change. As in the case of the gradient 
echo experiments presented in Chapter 3, it is also possible to remove the imaginary 
component by phase rotating the profile about the centre. This generally leads to a better 
modulus image, although the use of pulse shifts is preferable as the error in selecting the 
correct phase shift angle, especially when the phase rotation is a complex function of 
sample length, leads to a more distorted profile.
Two final experiments were conducted, a CPMG analysis was performed on the sample 
without the imaging gradients present and an alternating phase variant of the sequence was 
compared with the normal CPMG sequence to test for any additional relaxation effects 
due to the gradients and the pulse offsets. The amplitudes of the first four echoes of the 
bulk CPMG sequence were recorded and superimposed on the ideal profiles of Figure 4.7. 
The results can be seen in Figure 4.10.
Figure 4.10
The relative amplitude of the first four echo 
profiles are compared with the amplitudes of the 
first four echoes of a CPMG sequence (dashed 
lines). It can be seen that the echoes decay in the 
same ratios, indicating that the decay observed is 
true T2 decay.
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Figure 4.10 shows that the relaxation of the acquired echoes is T2 weighted, and the 
echoes are not losing T2 intensity though any additional relaxation processes. Using the 
alternating phase variant of the CPMG sequence, it was found that no difference occurred 
in the final profiles compared to the noimal CPMG sequence. This was probably due to 
two reasons. Firstly, the 90” and 180” pulse lengths were tuned very carefully for the 
experiment and secondly, only four echoes were produced. For accurate data fitting at 
least 12 echoes are required to give a reasonable value of T2 for the sample. It would be
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expected that if twelve echoes were acquii'ed, the reduction in cumulative pulse errors 
given by the alternating phase variant of the CPMG sequence would make this sequence 
favourable for the acquisition of undistorted T2 weighted profiles.
4.4 Summary
Undistorted T2 weighted profiles at 432 qs intervals have been produced over sample 
volumes of approximately 8 cn f. The effect of RF pulse shifts on the quality of broadline 
T2 weighted profiles has been demonstrated, both theoretically and experimentally. 
Although an analytical explanation of the effect of pulse shifts on broadline gradient echo 
MRI remains to be produced, computer simulations have been developed which allow the 
calculation of optimised pulse offsets for any set of imaging parameters. These simulations 
have allowed the production of increased quality profiles using the technique.
Further opportunities remain for experimental work to take place in this area. 432 qs, 
although useful for soft solids and rubber, is of too long a duration to produce a good 
signal to noise ratio for the short T2 times found in porous media. Work needs to be 
carried Out on reducing the gradient cycle time to enable shorter T? materials to be imaged. 
Shaped RF pulses may help reduce distortions at low values of t. As with the gradient 
echo techniques presented in Chapter 3, extension to two dimensional imaging is another 
possible line of future development. A larger version of the imaging apparatus with more 
RF power is currently being developed for the acquisition of profiles from large scale 
concrete samples. Work on this scale is necessary to investigate the feasibility of broadline 
gradient echo techniques for industrial testing. Work carried out in Chapter 6 has 
illustrated the use of double amplitude rephasing pulses in STRAFl experiments. These 
techniques could also be applied to broadline spin echo experiments, although this would 
require a considerable increase in RF power.
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Chapter 5 
Profile Amplitude Modulation 
in Stray Field Imaging.
5.1 Introduction
The first STRAFl experiments presented by Samoilenko et a i  [25] utilised the solid echo 
of Powles and Mansfield described in Chapter 1 to introduce relaxation contrast into the 
profiles. When solid echo sequences are used in STRAFl experiment, the echoes produced 
are modulated by the presence of the strong magnetic field gradient. It is apparent that the 
second echo is often substantially larger than the first, the reverse of which is expected if 
the echoes are subject to one of the usual fonns of relaxation (Ti, T2 or T2 *). One of the 
great advantages of NMR experiments is that the relaxation data can be used to provide 
important details about molecular envii'onment of the nuclear spins and without this 
infoiTnation much of the usefulness of the technique is lost. This provides strong 
motivation for an understanding of the nature of echo modulation so relaxation weighted 
profiles acquired using STRAFl can be interpreted correctly.
In order to investigate the origin of the echo modulation and the effect of vaiying 
experimental parameters on the relative echo amplitudes, it is necessary to produce a 
mathematical model which describes the precession of the magnetisation vectors within 
the sample about the magnetic field gradient and the applied RF pulses [53]. Not 
surprisingly, the analysis is similai* to that used earlier to describe the behaviour of 
magnetisation vectors in the broadline gradient and spin echo experiments.
5.2 Theory
Although the mathematical model for the investigation of STRAFl experiments beais 
similai'ities to the analysis used for the broadline gradient and spin echo techniques of 
Chapters 3 and 4, several new features must be added in order to fully investigate the 
phenomena caused by solid echo sequences in STRAFl. In the case where the sample is 
stationaiy during the application of the solid echo pulse train, the analysis becomes 
somewhat easier as the time dependence of the magnetic field gradient is removed and
replaced by a constant gradient across the sample. This special case will be treated in 
Section 5.3. For the general case of a moving sample, the effect of a solid echo sequence 
in the presence of a large magnetic field gradient on the magnetisation of a sample of 
length I can be summarised by the following equation
M k ,z )  = ( F ,^ ^ r .F , .M ( f o ,z )  [5.1]
where is the time at echo number n and gives the magnetisation at the respective
echo peaks for a particular spatial element of the sample dz a distance z along the imaging 
axis. To calculate the theoretical maximum magnetisation available for each particular 
echo the transverse magnetisation needs to be evaluated over the entire sample length / 
and integrated
a  ^= [5,2]
The initial magnetisation distribution is assumed to be homogeneous over the sample 
length and is given by the equation
M(fo,z) = (0,0,1) [5.3]
for all values of z between z~-l/2 and z=+ll2. Although the magnetisation vector at z 
behaves independently fiom the magnetisation vector at position z+dz, the overall echo 
amplitude from equation [5.2] is dependent on the magnetisation of the entire sample from 
all spatial elements dz. As will be seen later, in the STRAFl experiment, the vast majority 
of the contribution to a„ originates from a small slice of the sample. This means that the 
definition of a homogeneous sample is equivalent to assuming the", magnetisation 
distribution is unifomi over the excited slice. This assumption is valid for a non unifomi 
sample as long as the variation in M(fo,z) is small over a distance comparable to the slice 
excitation width described in equation [5.14].
The evaluation of equation [5.1] is earned out in a simihu* manner to that presented in 
Chapters 3 and 4. For a small time element during the pulse an effective field is calculated. 
The rotating frame is then transformed such that the effective field lies along the z axis of
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the new co-ordinate frame. The magnetisation is then rotated about the new z axis for a 
suitably small time step and then the rotating frame is returned to its original orientation. 
The main difference between tliis analysis and that presented in the preceding chapters is
that the time dependence of the effective field is not due to the gi'adients vaiying as a
function of time, but due to the sample translation through space. The operators of 
equation [5.1] can be broken down into components similar to thoSp described in 
equations [3.7] and [4.1]. and P^  represent rotation operators for 90° RF pulses of 
relative phases %% y' and durations tp in the rotating frame in the presence of a magnetic 
field gradient and aie functions of both time and spatial position. The operator F, 
represents the precession of the magnetisation vector due to the field gradient during the 
pulse gap. In order to evaluate the product of equation [5.1] on M, the operator P^  may 
be broken down into the following components
... Pseff ih  > , Z) [5.4]
Similarly P^  may be represented by the following combination of operators
, z) =  (f p, z )R , , z ) . .. (fo + 0 ? ,z ) “‘ / \ ,^ r io  + 6 f ,z )^ ,r io  + 5 q z ) . . .
" (^ 0, z)"' (fg, z) , z ) M (fu, z) [5.5]
where and are rotation matrices which transform the rotating frame such that the 
effective applied field lies along the z axis, z is the spatial co-ordinate of the sample 
element dz along the imaging axis and is a z axis rotation mati'ix which rotates the
magnetisation about the effective field for a small time is given by equation [3.5]
and operators R^ and R^ , are given by equations [4.2] and [3.4]. The parameters a  and 0 
for use in these operators are given by the equations
— " ( ÿ  [5.6]
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6 = Y V Â ^ 5 t  15.7]
where a  is the angle required to rotate the rotating reference until the effective field lies 
along the z' axis, 0 is the angle through which the magnetisation vector processes about 
the z' axis in the small time step 8f and g=go(z+vt) where go is the magnitude of the 
magnetic field gradient. In the case of the first pulse, t varies from 0 to tp in small time 
increments 5r. As defined eaiiier, z is the distance of the particular spatial element dz 
relative to a reference position (which is chosen to be the middle of the sample at t-0) and 
V is the velocity of the sample.
During the pulse gaps when the magnetisation is solely influenced by the magnetic field 
gradient g, the matrix is identical to that of equation [4.3] where the parameter (j) can 
be obtained from the integral of
d(^=ygdt [5.8]
where d(j) is the rotation of the magnetisation about g in the time element dt. Integration of 
equation [5.8] leads to the value of (j) for any pulse gap
‘2
jd< ^= yjgd t
‘x
= Yj^o(z + vOûff
vt= Ygo[f(z + Y)]|; [5.9]
where tj and t2 are the time limits at the beginning and end of the pulse gap.
The product of equation [5.1] may be evaluated for any sequence by using the algorithm 
described in the flow chart of Figure 5.1. From this algorithm a FORTRAN progr am was 
written to enable evaluation of equation [5.1] under all conditions. The program was 
subsequently used to study the dependence of the echo amplitudes for both stationary and 
moving samples on experimental variables such as pulse length, pulse gap and velocity.
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F igure 5.1 The flow diagram tor the algorithm used in the FORTRAN program.
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5.3 The Effect of a Solid Echo Sequence on a Stationary 
Sample
In the event that the sample is stationary during the application of the solid echo pulse 
train simplifications may be made to the analysis presented in Section 5.2 which offer extra 
insight into the phenomena that occur in STRAFl experiments. A stationaiy sample is 
subjected to a time independent gradient during the application of the solid echo sequence
which means the operators Ry and become time independent and the operator 
simplifies to
= [5.10]
As Ry is time independent, = (^y(to))  ^ ^  can thus be represented by the
composite matrix
COS0 cos^ a  + sin^ a  -s in G co sa  ( l-co sG )s in ac o sa
P = sinGcosa cosG -s in  G sin a
( l-co sG )s in a  cosa sin G sin a  cosG sin^ a  + cos^ a
[5.11]
[5.12]
A similar analysis can be performed for rotation about the y' axis to yield the composite 
matrix
cos G -s inG cosa  sin G sin a
sinGcosa cosG cos^ a  + sin^ a  ( l-co sG )s in ac o sa
-s in  G sin a  ( l-c o sG )s in a c o sa  cosG sin^ a  + cos^ a
Due to the removal of time dependence from g, G may be rewritten as 
S, '2
where g=goz^ a  remains as defined in equation [5.6]. The resulting magnetisation as a 
function of sample length z produced by the first rotation matrix P, for the x \  y' and z' 
components of magnetisation is well known from earlier investigations into the effect of 
slice selective RF pulses in MRI [12]. The equation describing the function for the y
0 [5.13]
93
magnetisation can be derived by simple multiplication of the above matrices according to 
equation [5.1]
W, = -^ s in (e ) [5.14]
Using equation [5.14], a slice width can be defined. The definition of the slice width is 
chosen to be when the sine function first intersects the z axis. i.e. when ' ...
■n
(a) X" Magnetisation
[5.15]
(b) Y' Magnetisation
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F igure  5.2 The magnétisation components following the application of a - f  pulse in the presence of a 
strong magnetic field gradient. The pulse length used was 10 ps and the magnetic field gradient used was 
700 Gem ' for chuity. The size of sample shown is 1 mm.
Algebraic manipulation yields the following equation for the defined slice width 
VStcAr [5.16]
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T h e y  component of magnetisation is a sine function with a maximum value of unity at the 
centre (where the 90° pulse can be considered to be perfect due to the absence of the 
magnetic field gradient). The x' component of the magnetisation can also be produced by 
multiplication of the aforementioned matiices and is given by the equation 
TC (l-cos(0 ))M, = ■cos(a) [5.17]2 8
It can be seen that the x' component of magnetisation is an even function, whereas the /  
component is odd. This has important consequences for the respective contributions from 
Mx and My to the echo intensity. .
(a) X Magnetisation (b) Y’ Magnetisation
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F igure  5.3 The magnetisation components o f Figure 5.2 following their evolution under the magnetic 
field gradient during the pulse gap. The effect o f the field gradient is to modulate the z ' and y' components 
o f the magnetisation with sine functions. The z' com ponent remains unchanged from Figure 5.2c. The
pulse gap used was 50 ps.
An example of the magnetisation components following an initial -z' 90° pulse in the 
presence of a magnetic field gradient may be seen in Figure 5.2.
For a stationary sample, the matrix P, remains as described in equation [4.3]. (j) is given by 
tlie expression
^ -yg%  [5.18]
for the first pulse gap. The effect of the application of the operator for a time t=tp to 
t~x+tp where % is the pulse gap on the magnetisation components shown in Figure 5.2
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produces the magnetisation components of Figure 5.3. The x \  y' and z components as a 
function of sample length aie shown immediately before the start of the second pulse. It 
can be seen that the effect of the magnetic field gradient during the pulse gap is to produce 
a sinusoidal modulation on the transverse components of magnetisation. During the first 
pulse gap, the z' component of the magnetisation is unaffected and thus the magnitude of 
the transverse magnetisation is independent of the pulse gap. The modulation induced by 
the precession of the transverse magnetisation about the field gradient after a time 
duration t' following the initial 90“ pulse has a spatial length given by the equation 
2tcÔZj = [5.19]
(a) X' Magnetisation (b) Y* Magnetisation
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F igure 5.4 The components of magnetisation following the second pulse. Magnetisation from the 
transverse plane is placed along the z' axis and the /  and y' components are modulated by similar
functions to those seen in Figure 5.2.
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The pulse length tp is introduced into equation [5.19] due to modulation caused by the 
gradient during the RF pulse and t' is the time for which the magnetisation precesses in the 
presence of the gradient. The spatial modulation length for any echo can thus be calculated 
by setting t'~2nz where n is the echo number.
A second spatial modulation length, ÔZ2 also exists due to the 90“ pulses storing
magnetisation along the z' axis which is subsequently remixed into the transverse plane. 
The constructive/destructive remixing of this magnetisation introduces a spatial 
modulation length given by the expression
5z, = —  [5.20]ygx
A knowledge of 5zj is important in determining iteration steps for the numerical solution 
of equation [5.1] for a moving sample. ÔZ2 is less important as 0z;<5z2 for all echoes.
Figure 5.4 shows the effect of a second 90“ -y' pulse on the components shown in Figure 
5.3. The action of the second pulse is to modulate the functions shown in Figure 5.3 by 
similar functions to those shown in Figure 5.2. Following the application of F^, a further
application of F^  partially rephases the loss in coherence caused by the evolution of the 
magnetisation in the magnetic field gradient during the first pulse gap. This produces the 
magnetisation distributions shown in Figure 5.5, The magnetisation components are 
illustiated as a function of sample position midway between the first and second rephasing 
pulses, i.e. at the point in time where the maximum amplitude of the first echo will occur. 
The distiibutions of Figures 5.2 to 5.5 show how each set of rotation operators 
correspond to a further modulation of the initial symmeuic and asymmetric sine functions.
The integration of the My and Mx components of magnetisation over 2 enables a relative 
value for the transverse magnetisation (which is directly proportional to the maximum 
echo amplitude in the absence of relaxation mechanisms such as decay) to be 
calculated, according to equation [5.2]. The results for the next echo in the series can be
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calculated by application of the appropriate operators in a similar manner to that described 
above.
(a) X’ Magnetisation (b) Y' Magnetisation
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F igu re  5.5 The x ' and ÿ  components o f magnetisation at the peak of the first echo. The largely even y' 
component contains the magnetisation that contributes to the echo intensity.
The preceding analysis allows the effect of experimental parameters on  the echo 
amplitudes to be investigated. Figures 5.6a and 5.6b ,show the dependence of the echo 
amplitudes on the 90® pulse length. In Figure 5.6a the y' magnetisation as a function of 
sample length is shown following two -x' pulses of 5 p.s and 20 [is duration using a 
constant magnetic field gradient.
(a) Variation of Slice Width with t (b) Echo Amplitude for varying t
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F igure  5.6 In Figure 5.6a the inverse relationship between the slice excitation width and pulse length is 
shown for the parameters given in the text. Figure 5.6b shows the variation of echo amplitude with pulse 
width. It can be seen that the echo amplitudes produced are inversely proportional to the pulse width.
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It is apparent that an increase in the pulse length produces a decrease in the slice excitation 
width. This effect can also be seen from equation [5.14], As a result, the corresponding 
echo intensities are also inversely proportional to the slice width as can be seen from 
Figure 5.6b. This figure shows the dependence of the amplitudes of the first four echoes as 
a function of pulse width using a constant magnetic field gradient.
Figure 5.7 shows the relationship between the pulse gap x and the amplitude of the first 
three echoes. It can be seen that the amplitudes of the echoes are independent of pulse gap 
for long values of x when the sample is stationary, which indicates that the degree of 
partial rephasing during the second pulse gap is independent of x.
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F igure 5.7
The variation of echo (numbered) intensity 
with pulse gap r  is illustrated for a 10 ps 
pulse in a 5000 Gem ' magnetic field 
gradient. It can be seen that for a stationary 
sample the ratio of the echo intensities 
remains constant for all pulse gaps in the 
absence of relaxation.
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Figure 5.8 illustrates the variation of echo amplitude with pulse efficiency factor. The 
pulse efficiency factor P is defined by the equation
9^0
where Bqo is the required magnitude of magnetic field for a 90" pulse.
[5.21]
By varying Bj, the effect of using a pulse of a similar duration but of a different power 
may be studied. The motivation behind the investigation is that the 90" pulse length is 
extremely difficult to set in the STRAFl experiment. This is due to the fact that in the 
presence of a strong magnetic field gradient the maximum echo amplitude is not produced 
by a 90" pulse. iFcan be seen from Figure 5.8 that the relative amplitudes of the first two
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echoes vary as a function of P. The variation of echo amplitude with P occurs for all the 
echoes in the pulse train and it is therefore important to set the 90° pulse length properly 
for the accurate interpretation of relaxation data, or at least compensate for the efficiency 
of the pulse. The information in Figure 5.8 may be used to assist in the setting of the 90° 
pulse length in STRAFl or account for modulation effects due to pulse imperfections.
F igure  5.8
The variation of echo intensity for the first 
two echoes for differing values of the pulse 
efficiency factor P  for a pulse gap of 50 ps, a 
gradient strength of 5000 Gcm*‘ and a 90° 
pulse length of 10 ps. It can be seen that the 
maximum echo intensity of the first echo 
occurs not at a 90° pulse but at approximately 
120°.
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Although the above figuies give some insight into the origin of certain STRAFl 
phenomena, they do not directly explain why the amplitude of the second echo is so much 
greater than the first. This effect can be readily understood by making a modification that 
treats all the pulse in the echo nain as 0-function rotations (i.e. the rotations due to the 
pulses take place in an infinitesimal time, in practice requiring an infinite amount of RF 
power). This '5-function pulse approximation' means that the operators P^  and P^  reduce 
to the following
[5.22]
The amplitude of the produced echoes can be calculated by substituting these new 
operators into equation [5.1]. As the x' magnetisation component is a laigely asymmernc 
function (equation [5.17]), its contribution to the overall intensity of the echo is effectively 
zero. The entire echo amplitude can be considered to be due to magnetisation components 
along the y' axis. Thus the integral of the /  component over the sample length should
'1 0 o' ■Q 0 r
0 0 1 0 1 0
0 -1 0 -1 0 0
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yield the entire echo intensity, although it should be noted that this approximation 
becomes increasing invalid at higher echo numbers as the magnetisation becomes 
distributed in the xy> plane and as the asymmetry of the /  component is reduced. For the 
first two echoes the integrals are
2ît
«1 = 1 cos^ (j)<i(j) = % [5.23]
0
2it
«2 = 1 sin^ <}) + (2cos'* (j) -  cos^ ([))# = —  [5.24]
0 ^
By evaluating similar expressions for the next four echoes, the ratio of the first four echoes
in the echo train of a STRAFl experiment in the absence of relaxation can be expressed as
1:3/2:3/2:11/8.
5.4 Transverse Relaxation in STRAFl Experiments
In Section 5.2, the effect of a solid echo sequence in the presence of a large magnetic field 
gradient has been investigated using classical NMR theory. This means no account has 
been taken of the extra refocusing caused by the rephasing of dipolar coupling as 
described in Chapter 1. The theory presented in Sections 5.2 and 5.3 is useful when 
STRAFl is utilised in studies of relatively long T2 systems, such as elastomers, where the 
dominant contribution to the echo intensity arises not due to the rephasing of relaxation 
effects due to the dipolai* interaction but the partial rephasing of T2 * effects via the use of 
the solid echo sequence.
The effect of transverse relaxation can be inü'oduced into the analysis presented in Section 
5.2 by defining a new operator F which accounts for the decrease in magnetisation due to 
transverse relaxation. During the pulse gaps the effect of transverse relaxation can be 
simulated by multiplying the transverse magnetisation components by the following 
operator
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F(t) -
e x p (^ )
0 exp(— ) 0
0 0 '  1
[5.25]
where t is the time period over which the relaxation occurs (t ) and T, is the transverse 
relaxation constant. Thus equation [5.1] can be rewritten as
M(»,z) = ( f  [5.26]
in order to account for relaxation effects. Relaxation during the pulse may be incorporated 
by defining an additional operator which reduces the transverse components of the 
magnetisation by a small amount for each time increment of the simulation.
The result of introducing relaxation during the pulse gaps produces the following 
expressions for the relative amplitudes ()>' magnetisation) of the ftist four echoes 
(assuming the 5-function approximation is valid)
J / ^  cos^ ({)# = /^7t 
0
2ir
f /^  sin  ^$ + / ‘'(2 cos‘‘<t) -cos^<l))d(t) = + f '  —
0 2
2ic
[ y  {echo3)d(^ = / ' ‘ît + /  ^  —
0 2
J y  (echo4)d<\) = + +
[5.27]
[5.28]
[5.29]
[5.30]
where /=exp(i:/T,). These equations enable the detennination of the relaxation time 
constant from the experimentally obtained echoes, assuming the pulse width is small in 
comparison with the pulse gap. In situations where this approximation is not valid, the 
transverse relaxation constant may be calculated numerically.
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5.5 The Effect of Sample Movement on Echo Amplitude 
Modulation
The time required for the completion of STRAFl experiments can be considerably reduced 
by introducing sample movement as described in Chapter 2. Sample movement refers to 
the constant motion of the sample throughout the application of the solid echo pulse train, 
as opposed to the simple periodic position increment needed for the multiple slice 
excitation. The expressions formulated for the relative echo amplitudes of a moving 
sample bear many similarities to those used in previous NMR flow investigations [12], 
This is not surprising, as the motion of the sample through the resonant position is 
equivalent to flow. However subtle differences occur, mainly due to the use of solid echo 
rather than CPMG sequences and also due to the rephasing of later echoes in the STRAFl 
experiment.
The addition of sample translation during the experiment introduces several new 
parameters that need to be introduced into the mathematical model. The magnetic field 
gradient across the sample becomes time dependent and many of the assumptions that 
have already been made are no longer valid. Equation [5.2] becomes an integral over time 
and space and the 6-function pulse approximation is no longer applicable. Thus the general 
analysis of Section 5.2 must be applied to investigate motion related effects.
There are two critical velocities that are important to consider when the STRAFl 
experiment is perfoimed. The first occurs when the sample moves a distance comparable 
with the initial slice excitation thickness (equation [5.14]) during the application of the 
pulse sequence. The result of moving the sample above this velocity is apparent from 
Figure 5.9a. In this figure a 10 |is 90° pulse in conjunction with a 50 jis pulse gap and a 
5000 G cm“^ field gradient was used to investigate the effect of fast sample movement (8 
cms'^). It can be seen from the y' component of magnetisation as a function of sample 
length that each pulse of the sequence acts on an isolated slice and because of this no
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echoes can be created. Equation [5.14] can be used to produce the relevant equation for 
this particular velocity
VBtc [5.31]
where n is the total number of echoes acquired in the course of the experiment. Below the 
velocity v_y, all the pulses of the applied train can be considered to act on the same slice of
the sample.
A second critical velocity is defined as when the sample moves a distance greater than the 
smallest spatial modulation length encountered, (equation [5.19]) during the 
application of the echo u*ain. This velocity is given by the equation 
2k [5.32]
(a) Y' Magnetisation for a Fast Moving Sam ple (b) 2nd Echo Amplitude
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F igure  5.9 The effect of sample movement on the relative echo intensities, for the parameters given in the 
text. Figure 5.9a shows the /  magnetisation as a function o f sample length for a fast moving sample. The 
velocity is so large (8 cms"') that each RF pulse acts on an isolated slice of the sample. Figure 5.9b shows 
the effect o f sample moment on the second echo intensity as a function o f pulse gap for a sample moving
at 2 cm s'h
Below this critical velocity, the 0-function approximation outlined earlier is valid. 
However, between this velocity and the first defined critical velocity the 8-function 
approximation becomes invalid and numerical methods have to be used. Figure 5.9b shows
1Ü4
the amplitude of the second echo as a function of pulse gap for a sample moving at 2 cms"' 
using similar parameters to those given in Figure 5.9a,
It can be seen from Figure 5.9b that when the smnple moves during the application of the 
pulse train, the relative echo amplitudes are no longer independent of pulse gap. The 
velocity dependence of the second and subsequent echoes is caused by the motion of the 
sample introducing an additional phase into the spatial modulation of the transverse 
magnetisation. In the 6-function pulse approximation this phase acquired by the 
magnetisation during the period between the start of the initial 90” pulse and the first echo 
is given by the integral
= 15.33]
a T->2t
2x
=  \ygQVtdt ^  Bygovt' 2 [5.34]
To further the understanding of this process, two new operators will be defined which 
rotate the transverse magnetisation by the phases calculated in equations [5.33] and [5.34]
1 0
0 c o s ( 3 ^ ) [5.35]
V 2 =
1 0
0 cos( -) sin(- -)
0 c o s ( ] ^ )
15.36]
2 2
Thus equation [5.1] can be rewritten for the first echo of a moving sample
= [5.37]
The effect of the additional operators is to phase rotate the transverse magnetisation at the 
first echo by 2a  and shift the magnetisation in space by the equation
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—  [5.38]
Y«o't
relative to the transverse magnetisation of a stationm-y sample. It should be noted that this 
equation becomes increasingly inaccurate towards the extremities of the sample as the 
validity of the 5-function approximation decreases.
The dependence of the second echo amplitude with pulse gap is considerably more 
complex. This is due to the fact that each subsequent 90” ÿ  pulse exchanges magnetisation 
between the xy' and z' axes. As magnetisation is brought back into the xy plane 
constructive/destructive mixing takes place, causing the echo amplitude variation to have 
maxima and minima dependent on the pulse gap. The constructive remixing occurs when 
the sample moves during the pulse gap a distance equal to an integral multiple of the 
increase in spatial modulation length that occurs over the corresponding period. For the 
second echo this is given by the condition
m  ^ 2tc 271 ^ = 2vt [5.39]
where 27t/ygûT is the spatial modulation length induced in the sample magnetisation 
between the start of the fiist pulse and the beginning of the second, 2Kl3ygoi is the spatial 
modulation length induced between the start of the first pulse and the beginning of the 
third and m is an integer. The second echo amplitude therefore varies with pulse gap 
according to the following equation
^2 = 1 + i  cos(3%oV% ^  ) [5.40]
For the third echo the complexity of the analysis.increases further, as more conditions for 
desti'uctive/constructive remixing are introduced by the additional pulses and pulse gaps.
To summarise, it can be seen from the above analysis that the effect of motion above the 
smaller of the defined critical velocities (equation [5.18]) can introduce complex effects 
into the data produced from STRAFl experiments. It therefore advisable to conduct all 
experiments below both critical velocities.
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5.6 Experimental
Aspects of the above theoiy were tested by performing a STRAFl experiments on various 
samples. Firstly, a long T2 sample was imaged in the limits of the 6-function pulse 
approximation. The sample chosen was a block of polymer (PVC), into which acetone had 
been allowed to diffuse, which created a sample with a relatively long transverse relaxation 
time. The profiles for the first two echoes can be seen in Figure 5.10a. It is apparent that 
the second echo is very much greater than the first. Multiplication of echo one by 1.5 
yields the results shown in Figure 5.10b. It can be seen that the amplitudes of the first and 
second echoes are now approximately equal, which is expected in the limit of a long T2 
relaxation time.
(a) Echoes 1 and 2 from a STRAFl experiment (b) Echo 1 after fvlultiplication by 3/2
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F igure  5.10 The profiles reconstructed I'rom the first two echoes of a sample under conditions where the 
8-function pulse approximation is applicable. The pulse lengtli used was 20 ps, the pulse gap 50 ps and 
tlie NM R frequency 160 MHz. Figure 5.10a shows the two acquired echoes. It is apparent that the second 
echo is much greater than the first. In Figure 5.10b the first echo is multiplied by 3/2 and shifted along the
X axis for comparison.
Another experiment on a similar sample can be seen in Figure 5.11. In this figure the first 
four echoes of a STRAFl experiment to measure the ingress of deuterated acetone into 
PVC are shown. The RF pulse length used was 10 ps, the pulse gap 50 ps and the 
gradient strength 5000 Gcm'\ The sample was moved with a constant velocity of 2 cms"' 
during the acquisition of the profiles and the pulse power was tuned for maximum profile
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amplitude. These pai'ameters along with the appropriate relaxation constants [26] were 
used in the FORTRAN simulation described eaiiier to compare the experimental 
amplitudes with those predicted by theory. The simulation predicted that the ratio of the 
first four echoes should be 1:0.88:0.24:0.34. It can be seen from Figure 5.11 that the 
relative echo amplitudes match those predicted by theory within the bounds of 
experimental error. Discrepancies in the results are probably due to errors in the sample 
velocity and in the setting of the 90° pulse amplitude.
Figure 5.11
The first four echoes of an experim ent to 
m easure the ingress of deuterated acetone into c
PVC are shown. The parameters used for the %•1acquisition are given in the text. These g 
param eters were also used in a FORTRAN J  
sim ulation of the experiment, along with the 
sample bulk relaxation times (90 ps and 1500 ps 
in the ratio 5:3 [26]). The theoretical echo 
amplitudes are given-alongside the profiles.
1.00
.75
.50
0.34
,25 0.24
0
-.25 0 2 4 6 8 10 12 14 16
Position (mm)
A second investigation was performed using a rubber slice phantom. A one dimensional 
profile can be seen in Figure 5.12. The phantom consisted of four rubber slices, two 
approximately 1500 )im thick, the other two approximately 500 |im thick. The profile 
amplitudes across the thick slices were measured and averaged over several spatial 
positions from the first four echoes.
The relative amplitudes of the echoes are shown in Figure 5.13a. It can be seen that echo 
two is substantially greater than echo one, although not by a factor of 3/2. This is because 
in the long pulse gap transverse relaxation is taking place. The rubber was then analysed to 
obtain transverse relaxation times using a Bruker Minispectrometer. The slices were found 
to have tv/o component decays, one of 1700 ps and another of 5200 ps in the ratio 7:3 
respectively. This data, along with the pulse gap and pulse length were used in the 
FORTRAN program described earlier to evaluate the relative echo amplitudes.
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Figure 5.12
A four slice rubber phantom imaged using 
STRAFl. The pulse length used was 10 |is, 
the pulse gap I  was 100 |a.s. The profiles 
constructed from the first four echoes are 
shown , in descending order of amplitude the 
echo numbers are 2,3,4 and 1.
Sample Position (pm)
The experimental echoes were then multiplied by the factors produced by the actual 
program in order to establish the true rate of T2 decay. The results for the first four echoes 
can be seen in Figure 5.13b. It can be seen that the decay shown in Figure 5.13b is now 
exponential. Further analysis of later echoes leads to a Tg for the system of approximately 
2000 |J.s which is of the order of that given by the Minispectrometer.
(a) Absolute Echo Amplitudes (b) Echo Amplitudes After Reconstruction
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F igu re  5.13 The relative echo amplitudes resulting from the phantom shown in Figure 5.12. Figure 5.13a 
shows the echo amplitudes for the first four echoes. Figure 5.13b shows the echoes after they have been 
corrected, accounting for the pulse width, transverse relaxation constant and pulse efficiency factor.
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5.7 Summary
The theoretical calculations made within this chapter allow a more accurate interpretation 
of STRAFl relaxation data. This means that the STRAFl technique can be used to provide 
relaxation contrast, which is one of the most important features of MRI. In addition, 
practical aspects of the STRAFl experiment have been discussed involving the motion of 
the sample during data acquisition. Equations have been fonnulated regarding sample 
translation that are of importance to anyone conducting STRAFl experiments. These 
equations may also be relevant to STRAFl flow techniques. A method of setting the 90® 
pulse length has also been proposed. This enables the collection of more accurate 
relaxation data using STRAFL Aspects of the analysis presented have been verified using 
experimental methods for both stationary and moving samples.
Future work in tliis area includes the investigation of amplitude modulated excitation 
pulses for increased signal to noise and resolution, as well as investigations of the use of 
Fourier techniques in STRAFl by the use of high bandwidth excitation pulses. Other 
possibilities include the use of frequency sweep sequences to remove the need for sample 
translation. These sequences will be especially useful where relatively low resolution rapid 
acquisition images are required and may possibly be applicable in studies of fast dynamic 
processes within dipolar coupled systems. The removal of the need for sample ti*anslation 
will also dramatically lessen the expense of STRAFl equipment, making indusU'ial 
applications more likely.
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Chapter 6 
Alternative Pulse Sequences 
for
Stray Field Imaging.
6.1 Introduction
The solid echo sequence described in Chapters 1 and 4 was originally used by Samoilenko 
et al. to gain spin relaxation contrast (and under certain conditions T2 contrast) in STRAFl 
experiments. Aside from its relative ease of implementation, the sequence is useful for 
STRAFl as all of its component pulses are of equal duration. This is essential for slice 
selective experiments, as the slice excitation width is inextricably linked to the pulse 
duration, as can be seen from Figure 4.6. Pulse sequences with component pulses of 
differing durations, most notably the 90''x~{x y~% -  echo~)n CPMG sequence 
described in Chapter 1 for the production of Tg weighted spin echoes in bulk materials 
may not be used, as the 180® rephasing pulses result in an excitation slice considerably 
smaller than that produced by the initial preparation pulse.
The problems caused by varying pulse durations may be overcome using the relatively 
simple technique of doubling the magnetic field amplitude of the rephasing pulses [54]. 
The increase in the Ry amplitude of the rephasing pulses allows the CPMG sequence to be 
used with all the component pulses of equal duration. The sequence has certain advantages 
over the conventional solid echo sequence. In particular the signal to noise ratio of the 
produced echoes is increased and the relaxation contrast tends towards T2 decay as the 
pulse duration decreases with respect to the pulse spacing. However, as with the solid 
echo sequence, using CPMG sequences in the high magnetic field gradient environment 
produces effects in the echo trains which are not intuitively obvious. The surprising result 
is that although the CPMG sequence may be used in STRAFl, the alternating phase 
variant, which is often employed due to its ability to eliminate errors caused by cumulative 
pulse imperfections, leads to a rapid decay of the transverse magnetisation and is generally 
unsuitable for STRAFL In the following chapter, the simulations developed in Chapter 5 
will be used to investigate tlie behaviour of CPMG sequences in the STRAFl experiments.
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6.2 Theoretical Simulations of CPMG Sequences in Stray Field 
Imaging
The effect of CPMG sequences in STRAFl experiments can be studied by making minor 
modifications to the theory presented in Chapter 5. To complete the analysis, a new 
operator Py^ .iso) must be defined, which is similai' to that defined in equation [5.11] for a
90° y' pulse in the presence of a magnetic field gradient and is used in the investigation of
the alternating phase variant of the CPMG sequence
C O S 0  -s in  8 sin a  -sinB cosa
sin 8 sin a  cos0 sin^a+  cos^a (cos8 -  l)co sas in a
-s in 8 sin a  (c o s0 -l)s in a c o sa  cos0 cos^a+ sin^a
In addition a  and 8 must be redefined for the 180° pulse operators to account for the 
increase in the Bj amplitude
y^(-180) [6.1]
8 =  . jc and a  =  ai’c t a n ( ^ ^ )  [6,2]g
The effect of the CPMG sequence on the magnetisation as a function of sample length can 
be calculated by evaluating the products of the required operators on the unit 
magnetisation, as demonstrated in the three preceding chapters. The two expressions for 
the CPMG sequence and the alternating phase variant of the CPMG sequence are as 
follows
M (f,, 2) = (P, P J " . P,M(fo, z) [6.3]
M (f,,z) = [6.4]
where n is the echo number and P^  is the operator describing the evolution of the spins 
under the magnetic field gradient during the pulse gap, given by equation [5.8]. In 
equation [6.4] the appropriate pu^se must be chosen depending on the required
phase. The resultant relative echo amplitudes may be calculated by integrating the even /
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component of magnetisation over the entire length of the sample. This may either be done 
numerically or using an algebraic computing package.
Analysis of the slice excitation profiles produced at the peak of the first echo for the spin 
echo sequence show a decrease in the modulation of the central slice region compared to 
that of the solid echo sequence. This leads to an increase in the integral over the central 
slice and results in an echo of greater magnitude. The cumulative integral over all the 
spatial elements indicates that the slice excitation width remains constant for both the spin 
echo and the solid echo sequences. This is important as it indicates that spatial resolution 
is not suffering at the expense of signal to noise increase. For the parameters used in the 
simulation, an increase in fii'st echo magnitude of approximately 50% over the solid echo 
was observed using the spin echo sequence.
(a) CPMG S equence (b) Solid'Echo S equence
1.0
c  06I<53 0.2
- 0.2
-0.6
- 1.0
60250-25-50
0.6
0.2I - 0.2-0.6
- 1.0
25 500-25-60
Sample Position (nfn) Sam ple Position (pm) (c) Alternating P hase CPMG Sequence
1.0
0.6sI 0.2
- 1,0
50250-25-50
Sample Position (pm)
F igu re  6.1 The slice excitation profiles O’' magnetisation) for the second echo of a CPMG sequence 
(Figure 6.1a), a solid echo sequence (Figure 6.1b) and the alternating phase variant o f the CPMG 
sequence (Figure 6.1c).The field gradient used was 5000 Gcm ‘, the pulse length 10 ps and the pulse
gap 50 |is.
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The slice excitation profiles for the second echoes of the CPMG, the solid echo and the 
alternating phase variant of the CPMG sequence are illustrated in Figure 6.1. From these 
profiles it can be seen that the alternating phase variant of the CPMG sequence 
( 90" X -  (T -180" y-% -  echo -  't -1 8 0 " - )» - 't  -  echo-)n ) results is a more heavily 
modulated central slice region than the CPMG sequence. Indeed, all later echoes of the 
alternating phase variant of the CPMG sequence suffer a greatly diminished intensity 
compared with the standard CPMG and solid echo sequences. The relative amplitudes for 
the first eight echoes of each of the three sequences has been calculated in the absence of 
transverse relaxation and the values are presented in Figure 6.3. This figure clearly 
illustrates the problems caused by the use of the alternating phase variant of the CPMG 
sequence in STRAFl.
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Figure 6.2
Integrals o f the slice excitation profiles shown in 
Figure 6.1 over the sample length. It can be seen 
that the CPMG sequence produces an increase 
in the integral of the /  magnetisation witliout 
increasing the slice width.
Sample Position (pm)
The low signal to noise ratio of the resultant echoes in the alternating phase variant of the 
CPMG sequence is due to the lack of unitary operation on the magnetisation by the 
Fy(i80)Py(-i80) product in the presence of the strong magnetic field gradient. The
J^(i80)j^(i80) combination is less susceptible to this effect and as a consequence can be
assumed to act as a unit operator over a greater sample length, enhancing the 
demodulation of the central slice region. The effect illustrates that operator combinations 
that can assumed to be unitaiy in zero or low field gradients, such as those encountered in 
gradient echo experiments are not valid in the high field gradient regime of STRAFL The 
effect of transverse relaxation in the CPMG STRAFl experiment can be considered using 
the 6-functiùn pulse approximation described in Chapter 5. Using this approximation, the
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180° pulses reduce to perfect rephasing pulses and the echo train becomes T2 weighted. 
This indicates that the variation in echo amplitudes using the CPMG sequence originate 
solely from the presence of the gradient during the pulse and not due to the evolution of 
the spin system under the gradient as in the solid echo sequence. From this, it can be 
assumed that when the pulse length is small compared with the pulse gap the echo trains 
are T2 weighted, unlike the complex weighting that is produced from a solid echo 
sequence (equation [5.27]). This considerably facilitates the interpretation of STRAFl 
relaxation data.
It should be noted that a further increase in Bj amplitude of the rephasing pulses leads to 
further demodulation of the central slice region. A qualitative explanation for this 
behaviour is that the additional power introduced into the rephasing pulse makes Bj large 
compared with g over a greater sample distance. Thus the pulse can be assumed to act as a 
perfect rephasing pulse over a larger slice of the sample. The results of increasing the 
amplitude of the rephasing pulses can be seen in Figure 6.4. This shows the effect of 
increasing the Bj field is that the amplitude of the echoes increases. This effect continues 
for higher multiples of Bj until the central slice region is completely demodulated.
Figure 6.3
The relative echo intensities for the first eight 
echoes of the three sequences, for sim ilar ^
param eters used in Figure 6.1. It can be seem 
that the CPMG sequence (circles) offers ^
approximately 25%  more signal than the solid .c
LUecho sequence (squares). The rapid decay of 
the alternating variant of the CPMG sequence 
(triangles) illustrates its unsuitability for use in 
STRAFl. Echo N um ber
The signal from the central slice is then saturated and no further increase in echo intensity 
will be observed by increasing the rephasing pulse amplitude further. A comparison 
between the integral of the y' magnetisation for the first echo of the two sequences can be
seen in Figure 6.4. The central slice region width remains constant despite the increase in
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amplitude of the rephasing pulses, which indicates that the resolution of the experiment is 
not being degraded at the expense of echo intensity. The integral of Figure 6.5 shows an 
increase of approximately 50% with no appreciable increase in the slice excitation width.
(a) 180® Rephasing Pulse (b) 540° Rephasing Pulse
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F igure 6.4 The slice excitation profiles for the first echo of a CPMG sequence using a 180“ pulse (a) and a 
540“ pulse (b). All other parameters are as described in Figure 6.1. The use of high power rephasing 
pulses helps to further demodulate tlie central slice region and increase the echo intensity.
Further doubling the rephasing pulses suggests a way of increasing the signal to noise ratio 
of STRAFl experiments while maintaining resolution without having to resort to 
sophisticated methods such as pulse shaping. Flowever, the extretne power requirements 
needed for the RF amplifiers may prove a limiting factor.
F igure 6.5
The integrals of the slice excitation profiles 
shown in Figure 6.4. It can be seen that 
increasing the rephasing pulse power leads to a 
gain of approximately 50% in the echo intensity 
for this particular case.
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6.3 Experimental
Experiments were performed to test the theoretical predictions of Section 6.2. A rubber 
slice was imaged using the standard solid echo sequence. A 90° pulse length of 20 jis was 
used producing a Bj field of approximately 3 G. The magnetic field gradient was 
approximately 5800 Gcm'\ resulting in a slice excitation width of approximately 20 p.m. 
The pulse separation t  was 100 |is. The sample, a slice of rubber, was moved by 50 |im 
between the application of each echo train. 3 [is of data was sampled at a rate of 10 MHz 
at the centi’e of each echo to produce the final profiles. The experiment was the repeated 
with the CPMG sequence and the alternating phase variant of the CPMG sequence. The 
results can be seen in Figure 6.6. The profiles resulting from the first four echoes of the 
solid echo sequence and the CPMG sequence are illustrated. It can be seen that the echoes 
resulting from the CPMG sequence have an increase in intensity of approximately 25% in 
comparison to the solid echo sequence. The alternating phase variant of the CPMG 
sequence produced an echo train that decayed extremely rapidly, as expected.
(a) Solid Echo Sequence (b) Spin Echo Sequence
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F igure  6 . 6  Experimental profiles resulting from the application of solid echo (a) and CPMG (a) sequences 
to the imaging o f a rubber slice for the parameters given in the text. The first four echoes from each 
sequence are shown. The signal to noise increase provided by the CPMG sequence is clearly evident.
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The experiments performed have shown that the signal to noise advantages of the spin 
echo sequence are as expected for soft solids such as rubber. However, for rigid dipolar 
solids the advantages of the new sequences are somewhat reduced, though still present.
This is probably due to the partial line narrowing ability of the solid echo sequence, the 
additional dipolar refocusing and the effect of cumulative pulse errors in the CPMG 
sequence. Experiments investigating the effect of multiple double amplitude rephasing 
pulses have yet to be perfomied. At present the RF power and coils needed for these 
experiments are unavailable, although recent developments in coil design suggest 720° 
pulses may soon be attainable for practical 180° pulse lengths (approximately 20 jis).
6.4 Proposed Tuning Sequences for Stray Field Imaging
One of the disadvantages of using CPMG type sequences in STRAP! is the difficulty of 
accurately setting the 90° and 180° pulse amplitudes. The presence of the gradient during 
the application of the RF pulses means the maximum echo amplitude is not seen at a 90° 
pulse but rather at a value some way above this. An example of this phenomena can be 
seen in Figure 4.7 where the amplitude of the fii'st echo of a nomial solid echo sequence is 
illustrated as a function of 90° pulse amplitude.
(a) Third Echo (b) Fourth Echo
1.0
Q. 0.6
IO 0.4 
U 0.2
lOjlS
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0.90.70.5
a>3
Q. 0.6E<O 0.4 
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0.7 0.90.5
Pulse Efficiency Factor (P) Pulse Efficiency Factor (P)
F igure 6.7 The echo amplitudes of Lite third (Figure 6 .8 a) and fourth (Figure 6 .8 b) echoes of an 
alternating phase solid echo seciuence as a function of pulse efficiency factor P for 10 ps and 20 ps 
pulse lengths. The remaining parameters used are given in the lexi
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The maximum echo amplitude is seen to occur when the Bj amplitude is approximately 1.2 
times that corresponding to a 90° pulse. Although the calculations in Chapter 5 present a 
possible way of tuning the pulse length, the method is relatively time consuming and is 
subject to relatively large errors. A more preferable way of setting the pulse length would 
be to use a pulse tuning sequence which would give a cleai* indication when the 90° pulse 
was correctly set.
A pulse length tuning sequence for STRAFI must fulfil two criteria necessary for any 
tuning sequence. Fh'stly its response should be highly sensitive to the setting of the 90° 
pulse lengtli. Secondly it should be valid over a wide range of pulse gaps, pulse lengths 
and most commonly encountered experimental conditions. A sequence ’which may be 
useful for tuning pulses is the 90°x -  (t -90°^ - t  -  echo - i  -  90° - y - i  -  echo-)n 
sequence. For the experimental parameters encountered at Surrey, the third and fourth 
echoes of this sequence are always at maximum and minimum amplitudes within 5% of the 
90°pulse length for pulse durations ranging from 5 |is to 30 jUS and for all pulse gaps for a 
stationary sample. The response of the third and fourth echoes of the sequence to varying 
pulse efficiency factors for two separate pulse lengths can be seen in Figure 6.8. The 
parameters used in the simulation were a field gradient of 5000 Gcm'^ and a pulse gap of 
50 |Lis. It can be seen that the sequence is also highly sensitive to deviations in the 90° 
pulse amplitude. The use of this sequence may provide a more accurate and convenient 
way of setting the 90° pulse amplitudes in STRAFI experiments than currently avmlable 
metliods.
6.5 Summary
The potential use of spin echo sequences within STRAFI experiments has been 
demonstrated. Theoretical investigations suggested that use of the CPMG sequence would 
lead to signal to noise benefits over the solid echo sequence. Experiments have been 
undertaken and these have verified the theoretical findings. It has been shown that in soft
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solids the use of CPMG type sequences may increase the signal to noise ratio of the 
experiment by as much as 25%. This improvement is vital as at present the signal to noise 
ratio of the experiment is one of the most limiting factors in the drive for increased 
resolution. Simulations involving multiple amplitude rephasing pulses have indicated that 
further increases in the Bi amplitude of the rephasing pulses may lead to even higher signal 
to noise ratios. The simulations presented on pulse tuning sequences show how it may be 
possible to quickly and efficiently set 90° pulse lengths within STRAFI experiments. This 
is of importance not only in the setting up of STRAFI sequences such as CPMG, but filso 
for the accurate interpretation of relaxation data.
Future possibilities for work in this area involve the investigation of slice selective 90° and 
180° pulses used in combination and investigation of the magnetisation behaviour as a 
function of time following the rephasing pulses. Investigations of pulse behaviour in the 
presence of large magnetic field gradients may have important consequences for other 
solid state imaging methods.
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Chapter 7 
Applications 
of
Solid State MRI
7.1 Introduction
Solid state MRI has a wide variety of practical applications. In particular, it has many uses 
in the study of diffusion processes of molecules within porous media [55]. Examples to 
which MRI has been applied include the study of oil and water within rocks, the diffusion 
kinetics of water within zeolites and the ingress of solvents into polymers. Within porous 
structures at low levels of concentration the peneti’ating molecules ai'e often adsorbed on 
the surface of the pores which restricts effects such as motional line naiTowing and leads 
to extremely short T’a relaxation times. In addition, porous materials such as rocks often 
contain paramagnetic impurities which further enhance transverse relaxation, making 
studies using conventional MRI methods exnemely difficult.
In the following chapter the improvements to solid state MRI sequences developed earlier 
in this thesis are applied to illustrate the potential of MRI in experimental studies of the 
diffusion kinetics of solvents within polymers and investigations into the transport of 
liquids within building materials,
7.2 The Ingress of Solvents into Polymers
As polymer materials find increasing applications in engineering and materials science, 
their response to hostile chemical envkonments becomes important. The suitability of a 
particular polymer for an application may well depend on its resistance to ingress from 
various chemical compounds. This is because chemical ingress leads to a change in the 
physical properties of the polymer which may cause either catastrophic mechanical failure 
or the fomiation of toxic chemicals. In addition, studying the rate and mechanism of 
penetiation of vtuious solvent molecules into polymers may lead to an increased 
understanding of polymer morphology and small scale molecular structure, as the 
mechanism and rate of penetration of the solvent molecules into the polymer mauix is 
highly dependent on the nature of the polymers microscopic structure, as well as the
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solvent used and the polymer chemisti'y. MRI provides an important tool for the analysis 
of these systems [56]. In particular broadline MRI may image both the swollen polymer 
chains as well as the mobile solvent liquid within the polymer matrix which leads to a 
greater understanding of the penetration mechanism.
7.3 Broadline Gradient Echo Magnetic Resonance Imaging of 
the Ingress of Solvents into Polymers
Broadline gradient echo MRI is suitable for medium resolution (approx. 250 qm) studies 
of solvent imbibition into polymers. When relatively short echo times are used, in this case 
216 p.s, both signal due to the swollen polymer chains (Tg approximately 1000 ps) and the 
mobile solvent molecules (T2 a few hundied ms) may be resolved. The use of broadline 
gradient echo MRI enables the experimentalist to study the ingress of the solvent as a 
function of time on large scale samples and provides important infoimation regarding the 
diffusion kinetics of the penetrating solvent molecules.
(a) 50% Acetone (b) 40% Acetone
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F igure 7.1 The ingress o f two mixtures o f methanol and acetone into PMMA as a function of time using 
the parameters given in the text. Profiles arc illustrated at 48 hour intervals. Figure 7.1a shows 50:50 
methanol/acetone mixture, Figure 7.1b a 60:40 methanol/acetone mixture.
To illustrate the potential of broadline gradient echo imaging in studies of this kind, two 
mixtures of acetone and methanol in varying proportions were prepared and a single 
surface (25 mm diameter) of polymethylmethaciT'late (PMMA) was exposed to the liquid
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mixture. After various time intervals the system was profiled along the axis of solvent 
penetration using the steady state version of the broadline gradient echo technique 
described in Chapter 2. An echo time of 216 ps was used, along with a 4 ps pulse. The 
pixel resolution achieved in the final images was approximately 250 pm from a gradient 
strength of 35 Gcm'\ The samples were kept at 30" C for the duration of the experiment 
to prevent the diffusion being influenced by temperature variations. The solvent ingress as 
a function of time for the two mixtures (50:50 methanol/acetone and 60:40 
methanol/acetone) can be seen in Figures 7.1a and 7.1b. Each profile represents a 48 hour 
time interval. The figure shows how varying the percentage of acetone in the binary 
mixture has a marked effect on the rate of penetration of the polymer by the solvent. In 
particular it can be seen that a higher acetone concentration leads to an increased rate of 
ingress. This is to be expected as pure acetone is a much faster penetrant of PMMA than 
pure methanol. The rate of ingress for both mixtures is seen to follow Case II kinetics
[57], that is to say the penetration depth is linear as a function of time. In addition it can be 
seen that the profile of the 50:50 methanol/acetone mixtiue has a higher magnetisation 
amplitude. This is due to increased swelling of the system which allows more solvent 
molecules to be admitted to the polymer matrix.
7.4 Stray Field Imaging of the Ingress of Solvents into Polymers
STRAFI may also be used to image the ingi'ess of solvents into polymers. Although the 
sample size is somewhat reduced compared to the gradient echo experiments, this 
disadvantage is more than made up for in the increased spatial resolution available using 
the technique. With the use of deuterated solvents high spatial resolution images of the 
order of 50 )im may be produced of the mobile solvent, the swollen polymer chains and 
the rigid polymer. With the development of quantitative relaxation analysis [58], useful Tj 
information can be extracted from the echo trains. Figures 7.2 demonstrates the use of 
STRAFI to follow the ingress of the vapour produced by a binaiy solvent mixture into 
PMMA, Small discs of linear uncrosslinked PMMA were exposed to the vapour produced 
from various mixtures of acetone and methanol. The fact that the samples were exposed to
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the vapour needs to be accounted for in comparisons with the gradient echo data prepared 
earlier as the relative vapour pressures of the two solvents, as well as molecular 
interactions such as hydrogen bonding within the solvent mixture mean that the 
composition of the vapour phase is somewhat different to that of the liquid phase.
(a) 70% Methanol (b) 80% Methanol
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F igure  7.2 The use of STRAFI to follow tlie ingress of solvents into polymers. The ingress as a function of 
time ( 6  hour intervals) is shown for 3 mixtures o f methanol/acetone vapour into PM M A using the 
parameters given in the text. In Figure 7.2a the penetration of a 70:30 mixture, in Figiire 7.2b a 80:20 
mixture and in Figure 7.2c a 90:10 mixture of methanol/acetone is shown.
Figure 7.2 illustrates the vapour penetration of the polymer as a function of time for three 
of the mixtures. A 90° pulse length of 10 jas was used in conjunction with a pulse gap of 
50 lis which resulted in a spatial resolution of approximately 50 |_tm. The profiles shown 
were taken at 6 hour intervals. To the left of the profiles the rigid polymer can be seen. To 
the right the swelling of the polymer in response to the solvent ingress is observed. The 
penetration begins with a short induction period in which the concentration of the solvent 
builds up to a maximum at the surface of the polymer, which is a typical characteristic of
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Case II diffusion. After the induction period the solvent front can be seen to penetrate 
linearly as a function of time for all three solvent mixtures. The small increase in the rigid 
polymer signal over time is due to slight penetration of the sides of the sample by the 
solvent vapour. The diffusion kinetics observed are once again characteristic of Case II 
diffusion with a linear* increase in penetration depth observed with respect to time. Studies 
to compare the response of the crosslinked polymer with the linear polymer have also been 
carried out. The diffusion of solvents into the crosslinked polymer generally takes longer, 
as the crosslinks inhibit the relaxation of the polymer chains in response to the solvent 
ingress, resulting in less swelling.
7.5 Diffusion Processes in Building Materials
The use of MRI to image oil bearing rocks is a well established practice. This is mainly 
due to the desire of petroleum engineers to map the spatial distribution and diffusion 
characteristics of oil within its host rock. The application of MRI techniques may lead to 
information such as rock pore size distribution and porosity, which is invaluable to 
petroleum engineers who need to characterise the physical properties of the rocks 
accurately in order to deteimine the oil flow rates and overall recoverable oil volume.
Although studies of oil bearing rocks have dominated MRI until recently, the transport of 
fluids within other materials such as building stone and concrete are now being studied 
using NMR techniques [59]. NMR has the great advantage of being non-destructive which 
allows time dependent investigations to be conducted, unlike many of the destructive 
techniques currently used by civil engineers.
Building materials are usually subjected to environmental erosion mechanisms, a typical 
example being freeze-thaw weathering which results from the ingress of water into rock or 
cement through micro fractures or via the pore structure. The usual method of combating 
water penetration is through the use of hydrophobic treatments such as silanes, which seal 
off the pores on the surface of the material. MRI provides a useful way of studying the
127
motion of water through building stone and through this the effectiveness of the various 
treatments that may be applied to inhibit it. In addition, solid state MRI may also be used 
to image the distribution of the treatment itself and its level of penetration into the stone.
7.6 Broadline Gradient and Spin Echo Imaging of Building 
Stone.
The broadline spin echo technique described in Chapter 4 was utilised to investigate the 
penetration of both water and silane treatment into building stone. Figure 7.3 shows the 
effect of applying silane treatment to a green sandstone. The treatment consisted of a 
liquid mixture of solvent (in this case methanol) and a silane compound ^approximately 5% 
by volume). As the liquid penetrates the stone, the methanol carries the silane into the rock 
pores.
F igure 7.3
The treatment of a green sandstone building rock 
with 0.15 g of silane solution. The time for each 
profile is given in hours. It can be seen that the 
treatm ent penetrates to a depth of approximately 
6  mm and the polymerisation or drying process 
has apparently finished by 24 hours after the 
initial application.
0.75§% 0.50II 0.25
10-10 0
Sam ple Position (mm)
The methanol then evaporates, leaving the silane to polymerise on the surface of the rock. 
When polymerised the silane forms a hydrophobic layer that resists water ingress. Figure 
7.3 shows the applied treatment as a function of time after the application. In all the 
experiments the profiles were acquired at 432 p.s with a 8.3 ps 90” pulse length and 
maximum gradient strength of 35 Gem"' producing a pixel resolution of approximately 250 
pm. These parameters were used throughout the study. It can be seen that the 
concentration/T2 of the treatment decreases as a function of time, which was probably due
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to both the evaporation of the methanol and the polymerisation of the silane compound. 
After 24 hours the observed signal from the treatment was negligible, the silane was 
considered to be fully polymerised on the surface of the rock and the methanol completely 
evaporated. The initial penetration depth of the treatment was approximately 6 mm.
1.00
0.75
c.O
1§)
CO2
24
36
100-10
Sam ple Position (mm)
F igure  7.4
Afier treatment, 0.6 g of water was added to the 
opposite end of the rock shown in Figure 7.3, 
which was then imaged as a function of time. It 
can be seen that relatively little water penetrates 
into the 6  mm zone of treatment that is shown in 
Figure 7.3. The decrease in signal is caused by a 
shortening of the 72 of the water molecules within 
the sample.
Water was then placed onto the opposite face of the rock (Figure 7.4) and a profile of the 
rock was acquired once every 2 hours for a 24 hour duration while the water disnibution 
was allowed to equilibriate within the sample. Selected profiles can be seen in Figure 7.4.
(a) Untreated Building Stone
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F igure  7.5 In Figure 7.5b the treated rock from Figures 7.3 and 7.4 was placed in a water bath (untreated 
end) and imaged after 18 hours. A sim ilar untreated rock was subjected to the same procedure in Figure 
7.5a. It can clearly be seen that the treatm ent inhibits water transport through the pore structure. The
imaging parameters are given in the text.
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The aim of the experiment was to study how the treatment may inhibit the ti'ansport of 
water within the rock.
Finally Figure 7.5a shows the rock illustrated in Figure 7.4 after it had been placed in 1 
mm of water for 24 hours at 25”C (the untreated end of the treated rock was placed in the 
water bath). Figure 7.5b shows the resultant spin echo profile from a similar untreated 
rock. It can clearly be seen that the treatment is effective at preventing water transport 
through the pore structure. Profiles such as the ones shown in Figure 7.3, 7.4 and 7.5 can 
be used to show how the hydrophobic treatment inhibits the motion of the water into and 
within the stone. The use of MRI also enables the depth of treatment penetration to be 
established. Studies of this type may help reduced building costs, as often two treatments 
are applied to ensure the silane has penetrated to a reasonable level and the cost of the 
treatment is considerable.
7.7 Broadline Spin/Gradient Echo Imaging of Cement Pastes 
and Aggregates
In addition to imaging liquid dynamics in building rocks, MRI is also useful for the study 
water transport in cement. Cement pastes contain a wide variety of different chemical 
components, including many paramagnetic impurities that ensure that Tz values remain 
relatively short. Although a relatively large number of bulk relaxation studies of hydration 
processes within concrete have been conducted, for example Halperin et al. [60], 
relatively few spatially resolved studies have taken place.
Broadline gradient echo techniques in particular are especially useful for the imaging of i
large, non idealised concrete samples. The provision for large samples becomes important 
in the study of aggregates, where relatively large particles are inti'oduced into the cement 
paste. Broadline gradient echo imaging may also be used to image the ingress of water
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into cement as a function of time and can be used evaluate the effectiveness of common 
cement treatments such as silanes, in a similar way to that described for building stone.
Figures 7.4 and 7.5 illustrate the use of broadline gradient echo imaging in the examination 
of cement pastes. Figure 7.4 shows a cement sample curing as a function of time using the 
imaging technique described in Chapter 3. To the left a small spike due to surface water 
may be seen, to the right the main body of the paste exists. As time progresses the signal 
decreases as the water becomes less mobile and the cement hydrates. After a certain time 
the cement can be considered cured and the excess water vapour begins to dry out from 
the surface, this can be seen from profiles at 8 hours and onwards.
<0 0.6
0.4
F igure 7.4
A cem ent plug imaged as a function of time 
using broadline gradient echo*MRI. To the left a 
spike due to excess water on the surface of the 
sample can be seen. The profiles are taken at 1 
hour intervals. It can be seen that after a certain
       time (approx. 8  hours) the cement begins to dry
® ro out from the surface.
Sam ple Length (cm)
The rate at which the cement dries has consequences for the mechanical behaviour of the 
material, as well as for any steel reinforcements that may be placed in the cement structure 
to provide additional strength. Corrosion of the steel reinforcing rods may occur if too 
much excess water remains in the cement after the setting process has taken place.
Figure 7.5 illustrates a similar sample illustrated using the Tz weighted technique of 
Chapter 5 with the parameters given earlier. The profiles once again show a decrease in Tz 
as the water becomes chemically combined with the cement. Indeed after 6 hours very 
little signal can still be seen at 432 p.s. Approximate values of the Tz of the water within 
the sample have been extracted and are displayed in the same figure. The transverse 
relaxation times can be used to provide important infoimation on the chemistry of the
1 3 1
setting process. Variations in the initial composition of the pastes will affect the T2 values 
as a function of time and may help lead to an improved characterisation of setting time and 
well as being able to measure the strength of the sample via T2 measurements.
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F igu re  7.5 The setting of a cement plug using broadline spin echo MRI. The approximate 72 values are 
2700 l-ts (2 hours) 1800 p.s (4 hours) and 900 ps (6 hours).
7.8 Summary
Demonstrations of the practical uses of both broadline gradient echo solid state MRI and 
STRAFI have been presented in several studies of porous systems. STRAFI offers many 
Opportunities for the measurement of diffusion constants, the investigation of the 
properties of thin films, the study of molecular diffusion into porous systems and the 
formation/degradation of surface layers in systems where the T2 relaxation time is 
relatively short. In addition STRAFI may also be used in systems where the T2 relaxation
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time is long, although the spatial resolution will become limited by molecular diffusion 
across the slice width.
Broadline gradient echo technique has shown its potential for both the imaging of building 
materials and the imaging of solvent ingress into polymers. The method is especially useful 
for the imaging of samples such as concrete where large scale heterogeneities may make 
studies using smaller sample sizes invalid. The technique is also useful for pepoleum 
engineering applications where the sample size is often a minimum of 25 mm in diameter 
which at present is unsuitable for techniques such as STRAFI. The use of gradient echo 
MRI in the imaging of concrete has shown that solid state MRI has an important part to 
play in the investigations of setting processes as the technique can be used to image from 
the liquid state until the sample has become rigid, which provides valuable infomiation of 
both the chemistry and the kinetics of the setting process.
More comprehensive studies by Roberts [41], Hughes et al. [61] and Perry [62] have 
proved the value of the enhancements presented in this thesis to solid state MRI. In these 
cases the use of high quality MRI data acquired with the aid of techniques described in the 
preceding chapters has led to simple and elegant mathematical models which accurately 
describe the macroscopic diffusion kinetics of molecules within porous media.
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Conclusion
Several improvements to existing broadline MRI techniques have been described and 
demonstrated. In addition practical work has been carried out to illustrate the potential of 
some of the improved methods. The results obtained indicate that broadline MRI has an 
important role to play in the imaging of liquids vrithin porous media and may in fiitme 
have an increasing number of applications in non destructive testing.
The improvements described in Chapters 3 and 4 have led to high quality broadline T2  
weighted gradient echo and 7^  weighted spin echo profiles, which are essential for studies 
of liquid dynamics within porous media. The broadline gradient echo teclinique has the 
advantage of low power requirements for both the RF pulses and the magnetic field 
gradients. The use of oscillating gradients means that large practically sized samples with 
relatively short 2^  relaxation times may be imaged. MRI with oscillating gradients has 
much potential for industrial testing and quality control, mainly because of its relatively 
cheap implementation costs. The value of this type of imaging has been previously 
demonsti ated in studies of water tr ansport in rock cores and zeolites. In addition the use of 
the teclinique for imaging building materials has been demonstrated in this thesis.
The work presented in Chapter 5 enables one of the most useful aspects of MRI to be 
utilised in STRAFI experiments, namely the ability to provide quantitative relaxation 
data. The new CPMG type pulse sequence presented in Chapter 6 enables T2  and possibly 
high spatial resolution T; contrast to be gained using STRAFI. The sequence also has 
contributions to make in the quest for improved signal to noise ratio in STRAFI 
experiments, which at present is one of the limiting factors in obtaining high spatial 
resolution profiles. STRAFI CPMG sequences may also prove valuable for high 
resolution spatially resolved diffusion studies of liquids within porous media. The 
possibilities for on line testing and its relative cost mean that in the future STRAFI could 
well be used in industrial applications, providing problems such as sample size are 
addressed.
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Errata
Page 3. The isolated neutron also possesses nuclear spin.
Page 6. -lies in equilibrium along the z  axis.
Page 13. This effect is known as line broadening and as the 7  ^ relaxation time depends on the 
magnet inhomogeneity-.
Page 22. 1.8 Quadrupolar or Solid Echoes.
Page 25. These methods were first proposed by Lauterbur.
Page 28. As above.
Page 29. Samoilenko et al. [25].
Page 39. This effect manifests itself as a non linear sampling of the echo and can clearly be seen 
from Figures 2.4a and 2.4b.
Page 40. Equation [2.9] should read as Equation [3.8].
Page 46. One place where a magnetic field gradient of this magnitude is produced is in the stray 
field of a high strength superconducting magnet and hence-.
Page 47. The choice of magnet central field strength is important as this may lead to an 
inappropriate value of the fringe field gradient.
Page 49. A complete description of the theory of the multiple pulse technique may be found in the 
book by Slichter [6].
Page 62. The motivation behind the investigation was that tiie effect of shifting the RF pulse-.
Page 65. -which produces the following expression for the linearisation of an echo produced by a 
finite RF pulse.
Page 69. -using equations [3.11]and [3.12]-.
Page 73. In these samples dephasing caused by paramagnetic impurities may also be refocused.
Page 112. The solid echo sequence described in Chapters 1 and 5.
Page 115. The alternating phase variant of the CPMG sequence results in a more heavily modulated 
central slice region.
Equation [4.7] should read
z=+Z/2
E a =  I
z= -1 /2
Equation [2.6] requires the definition of y where
y = E L
271
where y^  is defined by equation [1.1].
Equation [1.47] should read
h i j  +  L y  -  ^ 2 ( h y  +  L y  ) P l
Equation [1.32] requires the definition of x where x may be equal to 1 or 2 from equation [1.31], 
depending on the nucleus in question. '
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