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SOME MARTINGALES ASSOCIATED WITH MULTIVARIATE
BESSEL PROCESSES
MIKLOS KORNYIK, MICHAEL VOIT, AND JEANNETTE H.C. WOERNER
Abstract. We study Bessel processes on Weyl chambers of types A and B
on RN . Using elementary symmetric functions, we present several space-time-
harmonic functions and thus martingales for these processes (Xt)t≥0 which
are independent from one parameter of these processes. As a consequence,
p(y) := E(
∏
N
i=1
(y−Xi
t
)) can be expressed via classical orthogonal polynomials.
Such formulas on characteristic polynomials admit interpretations in random
matrix theory where they are partially known by Diaconis, Forrester, and
Gamburd.
1. Introduction
Interacting Calogero-Moser-Sutherland particle models on R with N particles
can be described via Bessel processes (Xt)t≥0 associated with root systems; see
e.g. [CGY, GY, R, RV1, RV2, DV, AKM1, AKM2]. These processes are classi-
fied via root systems and finitely many multiplicity parameters which control the
interaction. In this paper, we only study the root systems AN−1 and BN .
In the case AN−1, we have a multiplicity k ∈ [0,∞[, (Xt)t≥0 lives on the closed
Weyl chamber
CAN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN},
the generator of the transition semigroup is
∆kf :=
1
2
∆f + k
N∑
i=1
(∑
j:j 6=i
1
xi − xj
) ∂
∂xi
f, (1.1)
and we assume reflecting boundaries, i.e., the domain of ∆k may be chosen as
D(∆k) := {f |CA
N
: f ∈ C(2)(RN ), f invariant under all coordinate-premutations}.
In the case BN , we have two multiplicities k1, k2 ≥ 0, the processes live on
CBN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN ≥ 0},
the generator of the transition semigroup is
∆k1,k2f :=
1
2
∆f + k2
N∑
i=1
∑
j:j 6=i
( 1
xi − xj +
1
xi + xj
) ∂
∂xi
f + k1
N∑
i=1
1
xi
∂
∂xi
f, (1.2)
and we again assume reflecting boundaries.
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The transition probabilities of the diffusions (Xt)t≥0 on CN (with CN = C
A
N or
CBN ) are as follows by [R, RV1, RV2]: For any x ∈ CN , and E ⊂ CN Borel set,
Kt(x,E) = ck
∫
E
t−γk−N/2 e−(‖x‖
2+‖y‖2)/(2t)Jk(
x√
t
,
y√
t
) · wk(y) dy (1.3)
with
wAk (x) :=
∏
i<j
(xi − xj)2k, wBk (x) :=
∏
i<j
(x2i − x2j )2k2 ·
N∏
i=1
x2k1i , (1.4)
and
γAk = kN(N − 1)/2, γB(k1,k2) = k2N(N − 1) + k1N (1.5)
respectively. The weights wk are homogeneous of degree 2γk. Furthermore, the
ck > 0 are known normalization constants, and Jk is a multivariate Bessel function
of type AN−1 or BN with multiplicities k or (k1, k2) respectively; see e.g. [R]. Jk is
analytic on CN×CN with Jk(x, y) > 0 for x, y ∈ RN . Moreover, Jk(x, y) = Jk(y, x)
and Jk(0, y) = 1 for all x, y ∈ CN .
Therefore, if X0 = 0, then for t > 0, Xt has the Lebesgue density
ck
tγk+N/2
e−‖y‖
2/(2t) · wk(y) dy (1.6)
on CN for t > 0. In particular, in the case AN−1 for k = 1/2, 1, 2, Xt has the distri-
bution of the eigenvalues of Gaussian orthogonal, unitary, and symplectic ensembles
up to scalings; see e.g. [M]. Moreover, for general k > 0, these distributions appear
as spectral distributions of the tridiagonal β-Hermite ensembles of Dumitriu and
Edelman [DE]. Similar interpretations exist in the case BN for Laguerre ensembles
and the tridiagonal β-Laguerre ensembles of [DE].
In this paper we use the generators (1.1), (1.2) and the associated stochastic
differential equations for the diffusions (Xt)t≥0 and construct polynomials pl in
N+1 variables of order l = 1, . . . , N such that the processes (pl(Xt, t))t≥0 are mar-
tingales. The functions pl are constructed via elementary symmetric polynomials
such that, up to some rescaling of the processes (Xt)t≥0, these polynomials do not
depend on the parameter k in the case AN−1, while they depend on one parameter
only in the case BN . Moreover, due to this observation, our martingale result can
be also extended to the case where the independent parameter is equal to ∞, in
which case the SDE of the renormalization of (Xt)t≥0 simplifies to an ODE. The
solution of this ODE starting in the origin 0 ∈ CN can be described explicitely in
terms of the zeros of the Hermite polynomial HN or the Laguerre polynomial L
(α)
N
with a suitable α in the cases AN−1 or BN respectively. This observation will lead
to closed formulas for
E
( N∏
i=1
(y −Xβt,i)
)
(y ∈ R)
for the processes (Xt)t≥0 starting in 0, which involve Hermite and Laguerre polyno-
mials. These formulas are known for the multiplicities associated with the classical
random matrix ensembles [DG, FG].
This paper is organized as follows: In Section 2 we consider the case AN−1 while
Section 3 is devoted to the case BN .
We finally recapitulate the following well-known result (see Lemma 3.4, Corollary
6.6, and Proposition 6.8 of [CGY] and [Sch, GM] for corrections of the proofs of
these results) which will be the basis for our SDE approach:
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Theorem 1.1. Let k > 0 or k1, k2 > 0 in the AN−1- or BN -case. Then, for each
starting point x ∈ CN and t > 0, the initial problem
X0 = x, dXt = dBt +
1
2
(∇(lnwk))(Xt) dt (1.7)
where wk is defined by (1.4) and (Bt)t≥0 is an N -dimensional Brownian motion,
has a unique strong solution (Xt)t≥0. This solution is a Bessel process as above.
Moreover, if k ≥ 1/2 in the AN−1-case or k1, k2 ≥ 1/2 in the BN -case, then Xt
is in the interior on CN almost surely for t > 0.
2. Bessel processes of type A
We now study Bessel processes of type AN−1 where we denote the multiplicities
by β ≥ 0 instead of k in order to avoid confusions with indices and coordinates.
Therefore, let (Xβt )t≥0 be a Bessel process of type AN−1 with multiplicity β ≥ 0
with values from
CAN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN}.
(Xβt )t≥0 satisfies the SDE
dXβt,i = dBt,i + β
∑
j:j 6=i
1
Xβt,i −Xβt,j
dt (i = 1, . . . , N). (2.1)
with an N -dimensional Brownian motion (Bt,1, . . . , Bt,N )t≥0, where the paths are
reflected whenever they hit the boundary ∂CAN of C
A
N . By Theorem 1.1, (X
β
t )t≥0
does not meet ∂CAN for t > 0 a.s. for β ≥ 1/2.
For the sake of convenience we will study the renormalized processes (X˜t :=
X˜βt := X
β
t /
√
β)t≥0 which satisfy
dX˜βt,i =
1√
β
dBt,i +
∑
j:j 6=i
1
X˜βt,i − X˜βt,j
dt (i = 1, . . . ,m). (2.2)
¿From now on the parameter β in X˜βt will be omitted unless it is explicitly referred
to.
Now we will derive some results for symmetric polynomials of (Xt)t≥0 and
(X˜t)t≥0. First let us we recapitulate that the elementary symmetric polynomials
emk (m ∈ N, k = 0, . . . ,m) in m variables are characterized by
m∏
k=1
(z − xk) =
m∑
k=0
(−1)m−kemm−k(x)zk (z ∈ C, x = (x1, . . . , xm)), (2.3)
in particular, em0 = 1, e
m
1 (x) =
∑m
k=1 xk, . . . e
m
m(x) =
∏m
k=1 xk.
We need a further notation: For a non-empty set S ⊂ {1, . . . , N}, let X˜t,S be
the R|S|-valued random vector with the coordinates X˜t,i for i ∈ S in the natural
ordering on S. The following technical observation is our starting point:
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Lemma 2.1. For β ≥ 1/2, k = 2, . . . , N , and l ≥ 0
d(tl · eNk (X˜t)) =
tl√
β
N∑
j=1
eN−1k−1 (X˜t,{1,...,N}\{j}) dBt,j
+
(
ltl−1 · eNk (X˜t)−
tl
2
(N − k + 2)(N − k + 1)eNk−2(X˜t)
)
dt.
Proof. Itoˆ’s formula and the SDE (2.2) show that
d(tl · eNk (X˜t)) = ltl−1 · eNk (X˜t) dt+ tl
N∑
j=1
eN−1k−1 (X˜t,{1,...,N}\{j}) dX˜t,j.
Therefore, by the SDE (2.2),
d(tl · eNk (X˜t)) = ltl−1 · eNk (X˜t) dt+
tl√
β
N∑
j=1
eN−1k−1 (X˜t,{1,...,N}\{j}) dBt,j (2.4)
+ tl
N∑
j=1
∑
i:i6=j
eN−1k−1 (X˜t,{1,...,N}\{j})
X˜t,j − X˜t,i
dt
= ltl−1 · eNk (X˜t) dt+
tl√
β
N∑
j=1
eN−1k−1 (X˜t{1,...,N}\{j}) dBt,j
+
tl
2
∑
i,j=1,...,n;i6=j
eN−1k−1 (X˜t,{1,...,N}\{j})− eN−1k−1 (X˜t,{1,...,N}\{i})
X˜t,j − X˜t,i
dt.
Moreover, by simple combinatorial computations (see (2.10), (2.11) in [VW]) we
have for i 6= j that
eN−1k−1 (X˜t,{1,...,N}\{j})− eN−1k−1 (X˜t,{1,...,N}\{i}) = (X˜t,i − X˜t,j)eN−2k−2 (X˜t,{1,...,N}\{i,j})
(2.5)
and ∑
i,j=1,...,N ;i6=j
eN−2k−2 (X˜t,{1,...,N}\{i,j}) = (N − k + 2)(N − k + 1)eNk−2(X˜t). (2.6)
(2.4)-(2.6) now lead to the lemma. 
We also need the following well known observation. Here we always use the
canonical filtration of the Brownian motion (Bt)t≥0.
Lemma 2.2. For each polynomial p in N variables, β ≥ 0, i = 1, . . . , N , and
l ≥ 0, the process
(∫ t
0 s
l · p(X˜s) dBs,i)t≥0 is a martingale.
Proof. The process (
∑N
i=1X
2
t,i)t≥0 is a classical one-dimensional squared Bessel pro-
cess (see e.g. [RV1]), i.e., all powers of this process are square-integrable w.r.t. the
measure P ⊗ λ|[0,t] on Ω × [0, t] for each t > 0, the probability measure P on the
underlying probability space Ω, and the Lebesgue measure λ. The lemma is now
clear by the very construction of the Itoˆ integral. 
Using Lemmas 2.1 and 2.2, the following martingales can be constructed for
Bessel processes via elementary symmetric polynomials:
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Proposition 2.3. For all β > 0, k = 1, . . . , N , and all starting points x0 ∈ CAN of
(X˜t,β)t≥0, the process(
eNk (X˜t) +
⌊k/2⌋∑
l=1
(N − k + 2l)!
2l · l! · (N − k)! t
l · eNk−2l(X˜t)
)
t≥0
(2.7)
is a martingale.
Proof. First assume β ≥ 1/2. For k = 1 we obtain from the SDE (2.2) that
eN1 (X˜s) =
N∑
i=1
X˜s,i =
1√
β
N∑
i=1
Bs,i + e
N
1 (x0) (2.8)
which proves the proposition for k = 1. In general, it follows from Lemmas 2.1 and
2.2 that(
eNk (X˜t)+
⌊k/2⌋−1∑
l=1
(N − k + 2l)!
2l · l! · (N − k)! t
l · eNk−2l(X˜t) (2.9)
+
(N − k + 2⌊k/2⌋)!
2⌊k/2⌋ · (⌊k/2⌋ − 1)! · (N − k)!
∫ t
0
s⌊k/2⌋−1 · eNk−2⌊k/2⌋(X˜s) ds
)
t≥0
is a martingale. We thus only have to compare the last term on the RHS of (2.9)
with the summand l = ⌊k/2⌋ on the RHS of (2.7). Here the arguments are different
for even and odd k.
If k is even, then eNk−2⌊k/2⌋ = e
N
0 = 1 and
∫ t
0 s
⌊k/2⌋−1 ds = 1⌊k/2⌋ t
⌊k/2⌋. This
shows that the last term on the RHS of (2.9) is the last summand for l = ⌊k/2⌋ in
(2.7). This yields the claim in the even case.
Now let k ≥ 3 be odd. Here eNk−2⌊k/2⌋ = eN1 , and we obtain from the SDE (2.2)
and Itoˆ’s formula that
t⌊k/2⌋eNk−2⌊k/2⌋(X˜t) = t
⌊k/2⌋
N∑
i=1
X˜t,i =
t⌊k/2⌋√
β
N∑
i=1
Bt,i + t
⌊k/2⌋eN1 (x0)
=
1√
β
∫ t
0
s⌊k/2⌋ d
( N∑
i=1
Bs,i
)
+
⌊k/2⌋√
β
∫ t
0
( N∑
i=1
Bs,i
)
s⌊k/2⌋−1 ds+ t⌊k/2⌋eN1 (x0)
=
1√
β
∫ t
0
s⌊k/2⌋ d
( N∑
i=1
Bs,i
)
+ ⌊k/2⌋
∫ t
0
(eN1 (X˜s)− eN1 (x0))s⌊k/2⌋−1 ds+ t⌊k/2⌋eN1 (x0)
=
1√
β
∫ t
0
s⌊k/2⌋ d
( N∑
i=1
Bs,i
)
+ ⌊k/2⌋
∫ t
0
eN1 (X˜s)s
⌊k/2⌋−1 ds.
This and (2.9) yield the proposition for k ≥ 3 odd. In summary, the proposition
holds for β ≥ 1/2.
We now use Dynkin’s formula (see e.g. Section III.10 of [RW]) which implies
that the symmetric functions
fN,k : C
A
N × [0,∞[→ R, (x, t) 7→ eNk (x) +
⌊k/2⌋∑
l=1
(N − k + 2l)!
2l · l! · (N − k)! t
l · eNk−2l(x)
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are space-time-harmonic w.r.t. the generators
∆˜βf =
1
2
√
β
∆f +
N∑
i=1
(∑
j 6=i
1
xi − xj
) ∂
∂xi
f
of the diffusions (X˜t)t≥0 for β ≥ 1/2, i.e., we have
(
∂
∂t
+ ∆˜β)fN,k ≡ 0. (2.10)
As the left hand side of (2.10) is analytic in β, analytic continuation shows that
fN,k is space-time-harmonic also for all β > 0. Dynkin’s formula now yields the
proposition in general. 
Notice that the functions fN,k do not depend on β > 0, and that the simultanous
space-time harmonicity w.r.t. all ∆˜β (β > 0) is trivial, as β only appears as a factor
of the classical Laplacian ∆, for which obviously ∆eNk ≡ holds for all k.
We also point out that Lemma 2.1 and Proposition 2.3 remain valid for β =∞,
in which case the SDE (2.2) is an ODE, and the process (X˜∞t )t≥0 is deterministic
whenever so is the initial condition for t = 0. There are several limit theorems (laws
of large numbers, CLTs) for the limit transition β → ∞; see [AKM1, AV, VW].
Proposition 2.3 for β ∈]0,∞] leads to:
Corollary 2.4. Let (X˜βt )t≥0 be a normalized Bessel process for β ∈]0,∞] which
starts in some x0 ∈ CAN . Then for k = 0, 1, . . . , N and t ≥ 0, the expectations
E(eNk (X˜
β
t )) do not depend on β.
Proof. The the case k = 0 is trivial, and, by (2.8), E(eN1 (X˜
β
t )) = 0, which proves
the result for k = 1. Proposition 2.3 and induction now lead to the general case. 
We now study the case when the process is initially in the origin. For β =∞, the
solution of the ODE (2.2) can be expressed via the ordered zeros z1 > z2 > . . . > zN
of the Hermite polynomial
HN (x) =
⌊k/2⌋∑
k=0
(−1)k N !
k! (N − 2k)!2
N−2kxN−2k (2.11)
where the Hermite polynomials (HN )N≥0 are orthogonal w.r.t. the density e
−x2;
see [S] for details. We have the following result by [AV] which follows easily from
Section 6.7 of [S] on the zeros of HN :
Lemma 2.5. The solution of the ODE (2.2) with β = ∞ and start in 0 ∈ CAN is
given by X˜∞t =
√
2t · z with z := (z1, . . . , zN ).
This and the preceding results have the following consequence:
Corollary 2.6. For β ∈]0,∞[ let (Xt,β)t≥0 be the Bessel process of type A with
start in 0. Then,
E
( N∏
i=1
(y −Xβt,i)
)
= cAβ
∫
RN
( N∏
i=1
(y − xi)
) · t−γAβ −N/2e−‖x‖2/(2t)∏
i<j
(xi − xj)2β dx
= (tβ/2)N/2 ·HN (y/
√
2βt) for y ∈ R. (2.12)
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Moreover, for k = 0, 1, . . . , ⌊k/2⌋ − 1, E(eN2k+1(Xβt )) = 0, and
E
(
eN2k(X
β
t )
)
= (tβ/2)k
N !
k! (N − 2k)! (k = 0, 1, . . . , ⌊k/2⌋). (2.13)
Proof. Corollary 2.4 and Lemma 2.5 yield
E
( N∏
i=1
(y −Xβt,i)
)
=
N∑
k=0
(−1)kE(eNk (Xβt )) · yN−k (2.14)
= βN/2
N∑
k=0
(−1)kE(eNk (X˜βt ))(y/√β)N−k
= βN/2
N∑
k=0
(−1)kE(eNk (X˜∞t ))(y/√β)N−k
= βN/2
N∑
k=0
(−1)keNk (
√
2t · z)(y/
√
β)N−k
= (2tβ)N/2
N∑
k=0
(−1)keNk (z)(y/
√
2tβ)N−k
= (2tβ)N/2
N∏
i=1
(y/
√
2tβ − zi) = (2tβ)N/2 1
2N
·HN (y/
√
2tβ).
This proves the first statement. The second one follows by a comparison of the
coefficients in (2.11) and (2.14). 
Remark 2.7. For β = 1/2, 1, 2 and start in 0, the random variables Xβt have the
same distributions as the ordered eigenvalues of a Gaussian orthogonal, unitary, or
symplectic ensemble processes respectively up to normalizations by (1.6). In this
way, Corollary 2.6 can be restated for these ensembles. In particular, (2.12) yields
Proposition 11 of [FG] in the Gaussian unitary case; see also [DG].
Remark 2.8. By [AV], the solution of the ODE (2.2) with β =∞ and start in cz,
c ≥ 0, is given by √2t+ c2z. For Bessel processes of type A with start in cz, this
leads to
E
( N∏
i=1
(y −Xβt,i)
)
= ((2t+ c2)β/4)N/2 ·HN (y/
√
(2t+ c2)β).
Remark 2.9. All preceding results are concerned with formulas which are invariant
under the canonical action of the symmetric group SN on R
N . We thus can replace
the Bessel processes (Xβt )t≥0 by Dunkl processes of type AN−1 in Proposition 2.3
and Corollaries 2.4 and 2.6. For the theory of Dunkl processes we refer to [CGY],
[GY], [RV1], [RV2].
Remark 2.10. Corollary 2.6 is also valid for the case β = 0. Here, the Dunkl
process is an N -dimensional Brownian motion, and the Bessel process a Brownian
motion on CAN which is reflected on ∂C
A
N . We here have E(e
N
k (X
0
t )) = 0 for k ≥ 1.
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3. Bessel processes of type B
In this section we study Bessel processes for the root systems BN with mul-
tiplicities (k1, k2) := (ν · β, β) with parameters ν ≥ 0, β > 0. These processes
(Xt := (Xt,1, . . . , Xt,N ))t≥0 have values on the closed Weyl chamber
CBN := {x ∈ RN : x1 ≥ x2 ≥ . . . ≥ xN ≥ 0}
of type B and satisfy the SDE
dXβt,i = dBt,i + β
∑
j 6=i
( 1
Xβt,i −Xβt,j
+
1
Xβt,i +X
β
t,j
)
dt+
ν · β
Xβt,i
dt (3.1)
for i = 1, . . . , N with an N -dimensional Brownian motion (Bt)t≥0 where the paths
are reflected when they meet the boundary ∂CBN of C
B
N . Again, by Proposition 6.1
of [CGY], the process does not meet the boundary in positive time almost surely
for β ≥ 1/2 and ν ≥ 1.
Again we also study the renormalized processes (X˜βt := Xt/
√
β)t≥0 with
dX˜βt,i =
1√
β
dBt,i +
∑
j 6=i
( 1
X˜βt,i − X˜βt,j
+
1
X˜βt,i + X˜
β
t,j
)
dt+
ν
X˜βt,i
dt (3.2)
for i = 1, . . . , N where we usually omit the parameter β in X˜βt . We now derive
an analogue of Lemma 2.1 which involves functions, which are invariant under the
Weyl group of type BN . As in the proof of Lemma 2.1, let X˜t,S be the R
|S|-valued
random vector with the coordinates X˜t,i for i ∈ S in the natural ordering on a
subset S ⊂ {1, . . . , N}.
Lemma 3.1. For all β ≥ 1/2, ν ≥ 1, k = 1, 2, . . . , N , and l ≥ 0
d(tl · eNk (X˜2t )) =
2tl√
β
N∑
j=1
X˜t,j · eN−1k−1 (X˜2t,{1,...,N}\{j}) dBt,j
+
(
ltl−1 · eNk (X˜2t ) + 2tl(N − k + ν + 1/(2β))(N − k + 1)eNk−1(X˜2t )
)
dt.
Proof. As d[X˜t,i, X˜t,j] =
δi,j
β dt by (3.2), Itoˆ’s formula implies that
d(tl · eNk (X˜2t )) =ltl−1 · eNk (X˜2t ) dt+ tl
N∑
j=1
2X˜t,j · eN−1k−1 (X˜2t,{1,...,N}\{j}) dX˜t,j
+
tl
β
N∑
j=1
eN−1k−1 (X˜
2
t,{1,...,N}\{j}) dt.
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Therefore, by the SDE (3.2),
d(tl · eNk (X˜2t )) = ltl−1 · eNk (X˜2t ) dt+
2tl√
β
N∑
j=1
X˜t,j · eN−1k−1 (X˜2t,{1,...,N}\{j}) dBt,j
+ 2tl
∑
i,j;i6=j
(eN−1k−1 (X˜2t,{1,...,N}\{j})Xt,j
X˜t,j − X˜t,i
+
eN−1k−1 (X˜
2
t,{1,...,N}\{j})Xt,j
X˜t,j + X˜t,i
)
dt
+ 2tlν
N∑
j=1
eN−1k−1 (X˜
2
t,{1,...,N}\{j}) dt+
tl
β
N∑
j=1
eN−1k−1 (X˜
2
t,{1,...,N}\{j}) dt
= ltl−1 · eNk (X˜2t ) dt+
2tl√
β
N∑
j=1
X˜t,j · eN−1k−1 (X˜2t,{1,...,N}\{j}) dBt,j
+ 2tl
∑
i,j;i6=j
(X˜2t,jeN−1k−1 (X˜2t,{1,...,N}\{j})− X˜2t,ieN−1k−1 (X˜2t,{1,...,N}\{i})
X˜2t,j − X˜2t,i
)
dt
+ 2tl(ν + 1/(2β))
N∑
j=1
eN−1k−1 (X˜
2
t,{1,...,N}\{j}) dt. (3.3)
Simple combinatorial computations (cf. (4.9)-(4.12) in [VW]) show for i 6= j and
k ≥ 2 that
X˜2t,je
N−1
k−1 (X˜
2
t,{1,...,N}\{j})− X˜2t,ieN−1k−1 (X˜2t,{1,...,N}\{i}) (3.4)
= (X˜2t,j − X˜2t,i) · eN−2k−1 (X˜2t,{1,...,N}\{i,j}),∑
i,j=1,...,N ;i6=j
eN−2k−1 (X˜
2
t,{1,...,N}\{i,j}) = (N − k + 1)(N − k)eNk−1(X˜2t ), (3.5)
and
N∑
j=1
eN−1k−1 (X˜
2
t,{1,...,N}\{j}) = (N − k + 1)eNk−1(X˜2t ). (3.6)
(3.4)-(3.6), and (3.3) now lead to the lemma for k ≥ 2. For k = 1, the lemma also
follows by an even simpler computation. 
We also have the following analogue of Lemma 2.2 by the same reasons. The
proof is very similar, hence omitted.
Lemma 3.2. For each polynomial p in N variables, i = 1, . . . , N , and l ≥ 0, the
process
(∫ t
0 s
l · p(X˜s) dBis)t≥0 is a martingale.
With Lemmas 3.1 and 3.2, we obtain the following martingales:
Proposition 3.3. For all ν ≥ 0, β > 0, k = 1, . . . , N , and all starting points
X˜0,β ∈ CBN , the process(
eNk (X˜
2
t ) +
k∑
l=1
(−2t)l
(
N − k + l
l
)
(N − k + ν + 1/(2β))l · eNk−l(X˜2t )
)
t≥0
(with the Pochhammer symbol (x)r := x(x + 1) · · · (x + r − 1)) is a martingale.
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Proof. For β ≥ 1/2 and ν ≥ 1, it follows readily from Lemmas 3.1 and 3.2 that(
eNk (X˜
2
t )+
k−1∑
l=1
(−2t)l
(
N − k + l
l
)
(N − k + ν + 1/(2β))leNk−l(X˜2t )
+ (−2)k ·
(
N
k
)
k(N − k + ν + 1/(2β))k
∫ t
0
sk−1 ds
)
t≥0
is a martingale which proves the claim in this case. The extension to arbitrary β, ν
follows again by “analytic continuation” as in the proof of Proposition 2.3. 
Notice that the algebraic functions in Proposition 3.3, which lead to martingales,
depend on ν+1/(2β) only. Moreover, Lemma 3.1 and Proposition 3.3 remain valid
for β = ∞, in which case the SDE (3.2) is an ODE, and the process (X˜t)t≥0
is deterministic whenever so is the initial condition for t = 0. There are several
limit theorems (laws of large numbers, CLTs) for the limit transition β → ∞; see
[AKM2], [AV], [VW]. Proposition 3.3 for β ∈]0,∞] leads to:
Corollary 3.4. For a fixed x0 ∈ CAN , let (X˜t)t≥0 be a Bessel process of type B with
start in x0 for the parameters ν ≥ 0 and β ∈]0,∞]. Then for k = 0, 1, . . . , N and
t ≥ 0, the expectations E(eNk (X˜2t )) depend on ν + 1/(2β) only (and not on ν, β).
Proof. This is clear by Proposition 3.3 and induction. 
We now start in x0 = 0 ∈ CAN . Then for β = ∞, the solution of the ODE (3.2)
can be written via zeros of some Laguerre polynomial. For this we recapitulate that
for α > 0, the Laguerre polynomials
L(α)n (x) =
n∑
k=0
(
n+ α
n− k
)
(−x)k
k!
(3.7)
are orthogonal w.r.t. the density e−x · xα on ]0,∞[ as in [S]. We need the following
fact; see [AKM1], Section 6.7 of [S], or, in the present notation, [AV]:
Lemma 3.5. Let ν > 0 and denote by z
(ν−1)
1 > . . . > z
(ν−1)
N > 0 the ordered zeros
of L
(ν−1)
N . Then the vector y ∈ CBN with y2 := (y21 , . . . , y2N) = 2(z(ν−1)1 , . . . , z(ν−1)N )
satisfies
1
2
yi =
∑
j:j 6=i
( 1
yi − yj +
1
yi + yj
)
+
ν
yi
(i = 1, . . . , N).
This leads to the following solutions of the ODEs (3.2) for β =∞; cf. [AV]:
Corollary 3.6. Let ν > 0 and y ∈ CBN the vector in Lemma 3.5. Then φ(t) =
√
t ·y
is a solution of (3.2) for β =∞.
This result has the following consequence:
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Corollary 3.7. Let (Xt)t≥0 be the Bessel process of type B starting in 0 with
parameters ν ≥ 0, β > 0. Then,
E
( N∏
i=1
(y −X2t,i)
)
= cB(βν,β)
∫
RN
( N∏
i=1
(y − x2i )
) · t−γB(βν,β)−N/2e−‖x‖2/(2t)
×
∏
i<j
(x2i − x2j )2β
N∏
i=1
x2βνi dx (3.8)
= (2tβ)N · (−1)NN ! · L(ν+1/(2β)−1)N (y/(2tβ)) for y ∈ R.
(3.9)
Moreover, for k = 0, 1, . . . , N ,
E(eNk (X
2
t )) =
(
N + ν + 1/(2β)− 1
k
)
· N !
(N − k)! · (2tβ)
k. (3.10)
Proof. As here we need processes with different parameters, we denote the Bessel
processes and their normalizations with parameters ν, β by (Xt(ν, β))t≥0 and (X˜t(ν, β))t≥0
respectively. Corollary 3.4 and Lemma 3.6 yield
E
( N∏
i=1
(y −Xt,i(ν, β)2)
)
=
N∑
k=0
(−1)kE(eNk (Xt(ν, β)2)) · yN−k (3.11)
= βN
N∑
k=0
(−1)kE(eNk (X˜t(ν, β)2)) · (y/β)N−k
= βN
N∑
k=0
(−1)kE(eNk (X˜t(ν + 1/(2β),∞)2)) · (y/β)N−k
= βN
N∑
k=0
(−1)keNk (2t · (z(ν+1/(2β)−1)1 , . . . , z(ν+1/(2β)−1)N )) · (y/β)N−k
= (2tβ)N
N∑
k=0
(−1)keNk (z(ν+1/(2β)−1)1 , . . . , z(ν+1/(2β)−1)N ) · (y/(2tβ))N−k
= (2tβ)N
N∏
i=1
(y/(2tβ)− z(ν+1/(2β)−1)i )
= (2tβ)N · (−1)NN ! · L(ν+1/(2β)−1)N (y/(2tβ)).
Notice that the last equation follows from the fact that L
(ν+1/(2β)−1)
N has the leading
coefficient (−1)N/N !; see (5.1.8) in [S]. This proves the first statement. The second
statement follows by a comparison of the coefficients in (3.11) and (3.7). 
Remark 3.8. Corollary 3.7 can be also applied in the limit case β = 0. In this
case, the Bessel process is independent of ν and a Brownian motion on CBN where
the paths are reflected on ∂CBN .
Moreover, writing E(eNk (Xt(ν, β)
2)) as an integral over CBN with the explicit
densities of the random variables Xt(ν, β) for arbitrary β, ν ≥ 0 as in [RV1], implies
by dominated convergence that E(eNk (X
2
t )) depends continuously on β, ν. Hence,
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by Corollary 3.7, for β = 0 and k = 0, 1, . . . , N ,
E(eNk (X
2
t )) = (2t)
k
(
N
k
)
.
Remark 3.9. For the cases β = 1/2, 1, 2 and start in 0, Corollary 3.7 admits an
interpretation for Wishart processes and chiral ensembles. In particular we obtain
Proposition 12 and Corollary 1 of [FG] in the Gaussian cases. For the details of
the connection we refer to Section 3 of [RV2].
Remark 3.10. Corollary 3.7 suggests that it might be interesting to study the
expectation of
∏N
i=1(y − Xt,i) for a Dunkl process (Xt)t≥0 on RN of type BN
with arbitrary multiplicities (k1, k2) with k1, k2 > 0 where the process starts in
0 ∈ RN . For the theory of Dunkl processes and the notations we refer to [CGY,
GY, RV1, RV2]. The result is however simple, as the distributions PXt of the Xt are
invariant under sign changes in all coordinates separately. As thus E
(
eNk (Xt)
)
= 0
for k = 1, . . . , N , we get
E
( N∏
i=1
(y −Xt,i)
)
=
N∑
k=0
E
(
eNk (Xt)
) · yN−k = yN (y ∈ R). (3.12)
We also note that (3.12) coincides with the expectation of the characteristic poly-
nomial of a general random square matrix with independent, centered elements.
Remark 3.11. Proposition 3.3 and Corollary 3.7 hold also for Bessel processes
(XDt )t≥0 of type DN which live on the closed Weyl chamber
CDN = {x ∈ RN : x1 ≥ . . . ≥ xN−1 ≥ |xN |},
and which depend on a one-dimensional multiplicity β ≥ 0. These processes may be
regarded a doubling of the processes (XBt )t≥0 of type B w.r.t. the last coordinate
with the same β and ν = 0. More precisely, the squared processes ((XDt )
2)t≥0
and ((XBt )
2)t≥0 are equal in distribution. This shows that Proposition 3.3 and
Corollary 3.7 remain valid for ν = 0 there.
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