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We investigate the quantum theory of closed systems based on the linear positivity decoherence condition of
Goldstein and Page. The objective of any quantum theory of a closed system, most generally the universe, is
the prediction of probabilities for the individual members of sets of alternative coarse-grained histories of the
system. Quantum interference between members of a set of alternative histories is an obstacle to assigning prob-
abilities that are consistent with the rules of probability theory. A quantum theory of closed systems therefore
requires two elements; 1) a condition specifying which sets of histories may be assigned probabilities, and 2) a
rule for those probabilities.
The linear positivity condition of Goldstein and Page is the weakest of the general conditions proposed so
far. Its general properties relating to exact probability sum rules, time-neutrality, and conservation laws are
explored. Its inconsistency with the usual notion of independent subsystems in quantum mechanics is reviewed.
Its relation to the stronger condition of medium decoherence necessary for classicality is discussed. The linear
positivity of histories in a number of simple model systems is investigated with the aim of exhibiting linearly
positive sets of histories that are not decoherent. The utility of extending the notion of probability to include
values outside the range of 0 to 1 is described. Alternatives with such virtual probabilities cannot be measured
or recorded, but can be used in the intermediate steps of calculations of real probabilities. Extended probabilities
give a simple and general way of formulating quantum theory.
The various decoherence conditions are compared in terms of their utility for characterizing classicality and
the role they might play in further generalizations of quantum mechanics.
PACS numbers: PACS 03.65.Yz, 03.65.Ta, 98.80Qc
I. INTRODUCTION
The familiar “Copenhagen” quantum mechanics of mea-
sured subsystems must be generalized to apply to closed sys-
tems such as the universe as a whole. That is because there
is nothing outside a closed system to measure it. Rather mea-
surement situations occur within a closed system containing
both the subsystem observed, and the observers, apparatus,
etc. observing it. Consistent (or decoherent) histories quan-
tum theory provides such a generalization.1 This paper is con-
cerned with the nature of the decoherence conditions which
are central to these formulations of quantum theory.
The most general predictions of a quantum theory of a
closed system are the probabilities of coarse-grained alter-
native histories from the system’s initial quantum state and
Hamiltonian. The probabilities for alternative orbits of the
Earth around the Sun are examples. An orbit might be de-
scribed by a series of center-of-mass position intervals at a
sequence of times. That description is coarse-grained because
it is specified only by center of mass position and not all pos-
sible variables, because those positions are specified only at
some times and not at all times, and because they are speci-
fied only within intervals and not to arbitrary accuracy. Such
coarse-graining is generally necessary to have probabilities at
all.
Copenhagen quantum mechanics predicts the probabilities
∗Electronic address: hartle@physics.ucsb.edu
1 See e.g. [1, 2, 3] for extended descriptions from various points of view.
of histories of measurement outcomes, and the quantum me-
chanics of closed systems predicts these also. However, these
generalizations of Copenhagen quantum mechanics also pre-
dict probabilities for histories of subsystems even when these
are not receiving attention from observers. The history of the
Earth’s motion in the first few billion years of its existence is
an example.
Not every set of histories that can be described can be as-
signed probabilities that are consistent with the rules of prob-
ability theory, in particular, with the rule that the probability
of two exclusive alternatives is the sum of the probabilities of
each. Quantum interference is the obstacle. In usual quantum
mechanics, for instance, probabilities are the squares of am-
plitudes and the square of a sum is not generally the sum of
the squares. A quantum theory of closed systems can there-
fore be based on two elements: 1) An expression for comput-
ing probabilities and 2) a consistency condition that specifies
which sets of alternative histories can be consistently assigned
probabilities.
A variety of conditions enforcing consistency have been
proposed and studied (See, e.g. [4] for a list). This paper
is concerned with the weakest of these — linear positivity —
introduced in a seminal paper by Goldstein and Page [5]. Lin-
ear positivity will be described in Sections II and III in detail,
but to introduce the idea let us first recall the medium deco-
herence condition.
Individual histories in an exhaustive set of exclusive alter-
native histories are represented by operators Cα called class
operators where α labels the histories in the set. For instance,
the history in which the orbit of the Earth lies in a sequence
of ranges of position at a series of times would be represented
2by a Cα which is the time-ordered product of projections onto
these ranges at the different times. The class operators for an
exhaustive set of histories satisfy
∑α Cα = I , (exhaustive). (1.1)
If |Ψ〉 is the state of the closed system, the class operators can
be used to construct branch state vectors |Ψα〉 for each history
according to
|Ψα〉 ≡Cα|Ψ〉. (1.2)
The probabilities of the individual histories are given by
p(α) = ‖|Ψα〉‖2 = ‖Cα|Ψ〉‖2. (1.3)
Medium decoherence is the condition that the branches be or-
thogonal
〈Ψα|Ψα′〉=
〈
Ψ
∣∣∣C†αCα′ ∣∣∣Ψ〉= 0 all α 6= α′ ,
(Medium Decoherence)
(1.4)
Medium decoherence is the precise representation of the ab-
sence of interference between histories. It is sufficient for the
consistency of the probabilities (1.3). However, it is not a nec-
essary condition; weaker conditions are possible.
As a consequence of (1.1), (1.3), and (1.4), the probabilities
of a medium decoherent set of histories can be re-expressed as
p(α)≡ 〈Ψα|Ψα〉= ∑α′〈Ψα′ |Ψα〉= 〈Ψ|Ψα〉= 〈Ψ|Cα|Ψ〉.(1.5)
The numbers 〈Ψ|Cα|Ψ〉 are real and positive as a consequence
of medium decoherence (1.4). Goldstein and Page [5] pro-
posed the weaker decoherence condition
Re 〈Ψ|Cα|Ψ〉 ≥ 0 , all α, (Linear Positivity), (1.6)
replacing (1.4), and a new assignment of probability
p(α)≡ Re 〈Ψ|Cα|Ψ〉, (1.7)
replacing (1.3). This is linear positivity. “Linear” refers to
the linearity of the expression for probabilities (1.7) in the Cα.
“Positivity” characterizes the condition (1.6). As we will re-
view in Section III, the linear positivity condition (1.6) is suf-
ficient for the probabilities defined by (1.7) to be consistent.
The reality and positivity of the 〈Ψ|Cα|Ψ〉 that follow from
(1.5) show that medium decoherence implies linear positivity
but not the other way around. Linear positivity thus extends
the sets of histories that can be assigned probabilities beyond
those which are medium decoherent. That extension is not
necessary to describe the outcomes of measurements. Sets of
histories describing measurements are medium decoherent, at
least to an excellent approximation, as we discuss in Section
III.A.
Linear positivity is the weakest of the general conditions
for consistent probabilities of histories known to the author at
the time of writing. However mere consistency with proba-
bility sum rules may not be the only requirement reasonably
imposed on quantum mechanical probabilities. For exam-
ple, Diosi [7] pointed out that linear positivity is inconsistent
with the usual notion of statistically independent subsystems
in quantum mechanics. The Hilbert space of a closed sys-
tem of N, non-interacting subsystems is the tensor product of
the Hilbert spaces for the individual subsystems. States repre-
senting statistically independent subsystems have the product
form
|Ψ〉= |Ψ1〉⊗ · · ·⊗ |ΨN〉 (1.8)
where the |Ψi〉 are the states of the individual subsystems. The
probability for the ensemble that the independent subsystems
have a sequence of properties should be the product of the
probabilities of the properties in the individual subsystems.
While medium decoherence guarantees this property, linear
positivity does not, as Diosi showed and as we review in Sec-
tion III.D. For the author this is reason enough to reject linear
positivity as a basis for the quantum mechanics of closed sys-
tems that contain isolated subsystems.
However, usual quantum mechanics does not need to be
generalized for quantum cosmology only because the universe
is a closed system. A generalization is needed to accom-
modate quantum gravity. That is because even the quantum
framework alluded to above, and described more carefully in
the next section, relies on a fixed background spacetime ge-
ometry for example to define the notion of time employed.
But in a quantum theory of gravity spacetime geometry is a
quantum dynamical variable, generally fluctuating and with-
out definite value. The notion of an exactly isolated subsystem
is problematical in a closed universe because the gravitational
interaction cannot be screened. It is therefore just possible
that linear positivity could be useful could be useful for a gen-
eralization of quantum theory incorporating quantum gravity.
It is in this spirit that we explore linear positivity in this paper,
although no gravitational issues will be addressed explicitly.
This paper explores linear positivity in a number of differ-
ent directions. General properties such as exact probability
sum rules, time neutrality, conservation laws, the relation to
medium decoherence, and the inconsistency with the usual
notion of statistically independent subsystems are discussed
in Section III. Section IV exhibits examples of linear positiv-
ity in a variety of simple, non-relativistic quantum mechani-
cal systems — the two-slit experiment, the three-box model, a
spin-1/2 system, a free particle, and alternatives extended over
time. The aim is to begin a kind of phenomenology of linear
positivity. In general, a much wider range of histories of this
simple kind are found to be linearly positive than are deco-
herent. Section V describes the utility of the numbers defined
by (1.7) even when they are not positive or less than unity.
We call these virtual probabilities. Alternatives with virtual
probabilities can neither be measured nor recorded but can be
used as intermediate steps in calculations of real probabilities.
We discuss the advantages and disadvantages of formulating
quantum theory in terms of both in Section VI.
3II. QUANTUM MECHANICS OF CLOSED SYSTEMS
This section very briefly reviews the essentials of the quan-
tum mechanics of closed systems [6] especially to fix the no-
tation to be used in the rest of the paper.
We consider a closed system, most generally the universe
as a whole, in the approximation that gross quantum fluctua-
tions in the geometry of spacetime (i.e. quantum gravity) can
be neglected. The closed system can then be thought of as
a very large box of particles and fields containing both ob-
servers and observed (if any). Fixed background spacetime
means that a notion of time is well defined and the usual appa-
ratus of Hilbert space, states, and operators can be employed
in a quantum description of the box. The quantum state of
this closed system |Ψ〉 (represented as a wave function of the
universe) and the Hamiltonian H describing its quantum evo-
lution are assumed to be given and fixed.
As mentioned in the Introduction, the most general objec-
tive of quantum theory for a closed system is the prediction
of probabilities for the individual members of sets of coarse-
grained alternative histories. The simplest sets of alternative
histories are specified by alternatives at one moment of time.
These can always be reduced to a set of yes/no alternatives
represented by an exhaustive set of orthogonal projection op-
erators {Pα(t)} α = 1,2, · · · in the Heisenberg picture. These
projections satisfy
∑α Pα(t) = I, and Pα(t)Pβ(t) = δαβPα(t) (2.1)
showing that they represent an exhaustive set of exclusive al-
ternatives. The operators Pα(t) change with time according to
the Heisenberg equation of motion defined by H. The state
|Ψ〉 is unchanging in the Heisenberg picture.
A set of alternative histories may be specified by giving sets
of alternatives {P1α1(t1)}, {P2α2(t2)}, · · · ,{Pnαn(tn)} at a series
of times t1 < t2, · · · ,< tn. The sets at distinct times can dif-
fer and are distinguished by the superscript on the P’s. The
subscript distinguishes the alternatives within the set. An in-
dividual history in this set is represented by a particular se-
quence of alternatives (α1, · · · ,αn) ≡ α and is represented by
the corresponding chain of projections
Cα = Pnαn(tn) · · ·P1α1(t1). (2.2)
Such a set of histories is coarse grained because alternatives
are specified at some times and not at every time and because
the specified alternatives are projections on subspaces with di-
mension larger than one and not projections on a complete set
of operators.
The operations of coarse and fine graining relate different
sets of histories. A set of histories {Cα}may be coarse grained
by partitioning it into an exhaustive set of exclusive classes
c¯α¯, α¯ = 1,2, · · · . Each class consists of some number of histo-
ries in the finer-grained set and every finer-grained history lies
in some class. Fine graining is the inverse operation of divid-
ing the histories up into mutually exclusive smaller classes.
The class operators { ¯Cα¯} for the histories in a coarse graining
of a set whose class operators are {Cα} are related by summa-
tion
¯Cα¯ = ∑
α∈α¯
Cα (2.3)
where the sum defining the coarse-grained history ¯Cα¯ is over
all the finer-grained histories contained within it.
Probabilities for a set of histories are a set of numbers p(α)
lying between 0 and 1
0 ≤ p(α)≤ 1 (2.4a)
that satisfy the basic probability sum rules relating finer- to
coarser-grained descriptions: The probability of a coarse-
grained set is the sum of the probabilities of its finer-grained
members. The probabilities of the coarser-grained descrip-
tions are then consistent with those of the finer-grained ones.
Applied to histories for a coarse graining of the form (2.3) this
is the requirement
p¯(α¯) = ∑
α∈α¯
p(α) (2.4b)
where the p¯(α¯) are the probabilities of the ¯Cα¯, and p(α) are
the probabilities of the Cα. The two conditions (2.4) are the
mathematical requirements for probabilities.
The Introduction described how quantum interference is an
obstacle to consistency in the sense of (2.4b) and the need
for a decoherence condition to restrict the sets to ones where
it is satisfied. The next Section describes the Goldstein and
Page [5] linear positivity condition and some of its general
properties.
III. LINEAR POSITIVITY
The linear positivity condition concerns the numbers
p(α)≡ Re 〈Ψ|Cα|Ψ〉= 12
〈
Ψ
∣∣∣(Cα +C†α)∣∣∣Ψ〉 (3.1)
which can be calculated for any set of histories {Cα}. It’s
convenient to call these candidate probabilities and use the
notation p(α) for candidate probabilities whether or not their
range is between 0 and 1. Because of (2.3), they automati-
cally and exactly satisfy the necessary sum rules (2.4b) for the
probabilities of a coarse graining of the set. However, can-
didate probabilities do not necessarily lie between 0 and 1 as
(2.4a) requires. Indeed, even for histories with just two times,
with class operators of the form Cα2α1 = P2α2(t2)P
1
α1(t1), there
is some state in which one of the histories has a negative p(α).
That is because the Hermitian product of two non-commuting
projections always has at least one negative eigenvalue (Ap-
pendix A).
Homogeneous histories whose class operators are chains of
projections as in (2.2) have candidate probabilities that are less
than unity. That is because the action of a non-trivial projec-
tion on a state always reduces its norm.
Re
〈
Ψ
∣∣Pnαn(tn) · · ·P1α1(t1)∣∣Ψ〉≤ 1. (3.2)
4There is no guarantee that a coarse graining of a set of homo-
geneous histories that does not itself consist of homogeneous
histories will have p(α) < 1. Indeed, for any set of homoge-
neous histories with at least one negative p(α), there is always
a coarse graining in which at least one history has p¯(α¯) ≥ 1.
However, if the p(α) are all positive or zero then they are also
less than 1 because they must sum to 1 as a consequence of
(1.1). Genuine probabilities are therefore guaranteed by the
linear positivity condition (1.6).
Section IV will illustrate the linear positivity condition for
simple systems. But first we consider some of its general
properties and in particular its relation to medium decoher-
ence.
A. Connection with Medium Decoherence
A set of histories medium decoheres when〈
Ψ
∣∣∣C†αCβ∣∣∣Ψ〉= 0, α 6= β (Medium Decoherence).
(3.3)
The probabilities of the individual histories in a medium de-
coherent set is
pMD(α) =
〈
Ψ
∣∣∣C†αCα∣∣∣Ψ〉= ‖Cα|Ψ〉‖2. (3.4)
As here, we use superscripts MD and LP where necessary to
distinguish medium decoherent and linear positivity probabil-
ities.
The identity ∑β Cβ = I [cf. (1.1)] can be used to derive the
following relation between the pLP(α) given by (3.1) and the
pMD(α) given by (3.4)
pLP(α) = pMD(α)+ ∑
β 6=α
Re 〈Ψ|C†βCα|Ψ〉. (3.5)
Evidently, the two notions of probability coincide if the set
is exactly medium decoherent and the last term vanishes [cf.
(3.3)]. Exact medium decoherence implies linear positivity.
However, many realistic coarse grainings are unlikely to
medium decohere exactly, but only to an excellent approxi-
mation. For example, a branch state vector defining coarse-
grained history of the motion of the Earth to an accuracy of
1cm every second is not exactly orthogonal to a branch state
vector of a distinct history. Rather it is approximately orthog-
onal to an accuracy far beyond that to which the resulting
probabilities can be checked or the physical situation mod-
eled. Approximate medium decoherence does not necessarily
imply linear positivity because the second term in (3.5) may
have any sign. If the pMD(α) are very small, pLP(α) could be
negative. (But then, approximate medium decoherence would
imply approximate linear positivity.)
Medium decoherence can be alternatively characterized by
the existence of records of the histories. There are records
of a set of histories if there is an exhaustive set of orthog-
onal commuting projections {Rβ} which are correlated with
the histories {Cα} in the following strong sense
RβCα|Ψ〉= δβαCα|Ψ〉. (3.6)
Evidently (3.6) implies the medium decoherence condition
(3.3), because of the orthogonality of the R’s. Conversely, if
the branches |Ψα〉=Cα|Ψ〉 are orthogonal, there are generally
many different sets of projections {Rα} for which (3.6) is sat-
isfied — most simply Rα = |Ψα〉〈Ψα|. The {Rα} are records
only in the abstract sense specified of (3.6) and need not corre-
spond to anything like everyday records such as history books.
The creation and persistence of records is an important, indeed
the defining, feature of many realistic mechanisms of decoher-
ence.
B. Exact Probabilities
As stressed by Goldstein and Page, and as mentioned
above, the probabilities of a linearly positive set of histories
satisfy the defining probability sum rules (2.4b) exactly. Prob-
abilities need to be defined by physical theory only up to the
accuracy they are used. For example, we consider a predic-
tion of the frequency of outcomes of repeated experiments to
be securely tested, not if the probability of a significant fluc-
tuation in the frequency of expected outcomes is exactly zero,
but rather if it is sufficiently small. Two theories that pre-
dict probabilities whose difference is well below the standard
with which they are used are equivalent in predictive power.
Therein lies the possibility of utilizing the probabilities of re-
alistic approximately medium decoherent sets of histories that
obey the sum rules (2.4b) only to an approximation secure
beyond all test. However, the conceptual situation is consider-
ably simplified if the predicted probabilities exactly obey the
sum rules as they do in the linearly positive case. We will
return to the relation between these two cases in Section VI.
C. Exact Conservation Laws
Exact probability sum rules ensure that quantities that com-
mute with the Hamiltonian are conserved with probability 1.
The argument is essentially the same as that in [8] but we pro-
vide a sketch of it here.
Consider a quantity A like total electric charge or total en-
ergy that commutes with the Hamiltonian H. Let PAj (t) denote
a set of projections onto disjoint ranges ∆ j, j = 1,2,3, . . . of A
at time t. Orthogonality of these projections implies
PAj′ (t
′)PAj (t) = 0, j 6= j′ (3.7)
because A commutes with H. Now consider a set of histories
of the form
Cα = PAj′ (t
′)CbβP
A
j (t) (3.8)
where Cbβ is a chain of projections at times in between t and t ′
onto ranges of quantities not necessarily commuting with A.
Is the value of the conserved quantity A at t ′ exactly correlated
with the value at t despite the intervening projections on quan-
tities not necessarily commuting with H? Linear positivity
5ensures that it is. Let p( j′,β, j) denote the candidate proba-
bilities of the histories (3.8) computed according to (3.1). The
sum rules (2.4b) ensure
∑β p( j′,β, j) = p( j′, j) = δ j′ j p( j) (3.9)
from (3.7). If the p’s are all positive as linear positivity re-
quires, then (3.9) implies
p( j′,β, j) = 0, j′ 6= j (3.10)
which is exact conservation of the quantity A.
D. Statistical Probabilities
The probabilities under discussion are probabilities for par-
ticular histories of a single closed system2. When the closed
system consists of an ensemble of identical subsystems, the
probabilities of the closed system can be used to discuss the
statistics of the ensemble when the number of its members
is large. For example, with high probability, the frequency
of a particular history in the ensemble should equal its prob-
ability in an individual subsystem. That is a standard result
in usual quantum theory [10] in accord with the law of large
numbers. However, as observed by Diosi [7], linear positivity
is generally inconsistent with the usual notion of statistical in-
dependence in quantum theory on which such demonstrations
are based. We offer a brief review of his result.
In familiar quantum theory, an ensemble of N identical,
non-interacting subsystem is represented by a state
|Ψ〉= |Ψ〉⊗ · · ·⊗ |Ψ〉 (3.11)
on the tensor product of N copies of the Hilbert space H of
the individual subsystems. A closed system with a state (3.11)
can be thought of as an approximate model for a realistic en-
semble of identical subsystems. Alternatively, even when |Ψ〉
refers to the universe, (3.11) can be thought of as describing
a fictitious ensemble of universes whose frequencies can be
expected to coincide with the probabilities of the individual
members in the limit of large N.
Let {Cα} denote the class operators acting on H for a set of
alternative, coarse-grained histories of a subsystem. The class
operator for N different histories α1, · · · ,αN in the ensemble
is
Cα1···αN =Cα1 ⊗·· ·⊗CαN . (3.12)
[We employ a superscript to distinguish histories α1, · · · ,αN
of different subsystems each of which may consist of a
sequence of alternatives e.g. α1 = (α11, · · · ,α1n); α2 =
(α21, · · · ,α2n); etc.] Suppose that the set of histories {Cα} of
2 See e.g. [9] Section II.2 for a discussion of how these probabilities are used
and interpreted.
a subsystem is medium decoherent (3.3) so that in particular
[cf. (3.4)]
pMD(α) = ‖Cα|Ψ〉‖2. (3.13)
Then for the ensemble, evidently
pMD
(
α1, · · · ,αN)= ‖Cα1···αN |Ψ〉‖2 ,
= ‖Cα1 |Ψ〉‖2 · · ·‖CαN |Ψ〉‖2 ,
= pMD(α1) · · · pMD(αN).
(3.14)
The subsystems are therefore statistically independent. This is
the central fact in deriving the result that for a very large en-
semble the frequency of an individual history Cα approaches
its probability pMD(α) in an individual subsystem.
However, linear positivity does not yield the same notion of
statistical independence. That is because [cf. (3.1)]
pLP(α1, · · · ,αN) = Re [〈Ψ|Cα1···αN |Ψ〉] ,
= Re [〈Ψ|Cα1 |Ψ〉 · · · 〈Ψ|CαN |Ψ〉] .
(3.15)
But the real part of a product is not generally the product of
the real parts unless the individual factors are all real. Thus
pLP(α1, · · · ,αN) 6= pLP(α1) · · · pLP(αN). (3.16)
The absence of general equality in (3.16) does not mean that
linear positivity incorrectly predicts the frequencies of the his-
tories of the outcomes of measurements carried out on ensem-
bles of idential subsystems of the universe. Exactly measured
or exactly recorded alternatives are exactly medium decoher-
ent and then (3.16) becomes an equality [cf.(3.14)]. However,
for many realistic sets of alternative histories, including those
describing the quasiclassical realm of everyday experience,
medium decoherence and records are correlated with the al-
ternatives they record only to excellent approximations. In
such cases the (3.16) will only be an equality to a related ap-
proximation.
There is a second reason that linear positivity does not in-
correctly predict the frequencies of individual histories in an
ensemble of identical subsystems. Linear positivity fails for
ensembles with a sufficiently large number of identical sub-
systems even if it is satisfied for the individual members un-
less the 〈Ψ|Cα|Ψ〉 are real and (3.16) satisfied as consequence.
To see this, consider a set of histories of the subsystem with
just two members: C1 and C2 = I−C1 (so that (1.1) is satis-
fied.) Write the expected value of C1 in terms of its magnitude
and phase
〈Ψ|C1|Ψ〉 ≡ Aeiφ (3.17)
with A real and positive and φ real. Linear positivity requires
0 < φ < pi.
A given history of an ensemble of N of these subsystems
will have some number nC (0 ≤ nC ≤ N) of histories C1 and
N − nC histories C2 = I −C1. The candidate probabilities
p(nC) for histories of the ensemble with nC individual his-
tories C1 are
p(nC) = Re
[
(Aeiφ)nC(1−Aeiφ)N−nC] . (3.18)
6For the histories of the ensemble to be linearly positive these
candidate probabilities must be positive for all nC between
0 and N. However, unless φ is identically zero, there is some
large N for which (3.18) will not be positive for some nC. Lin-
ear positivity thus fails for sufficiently large ensembles unless
the 〈Ψ|Cα|Ψ〉 are real . The failure means probabilities can-
not be assigned to individual histories of the ensemble much
less to values of the frequency of any history of its individual
subsystems3.
A decoherence condition that would ensure equality in
(3.16) and consistency with the usual notion of independent
subsystems is
Im [〈Ψ|Cα|Ψ〉] = 0, all α, (3.19a)
Re 〈Ψ |Cα|Ψ〉 ≥ 0, all α, (3.19b)
(Real Linear Positivity).
This is linear positivity (1.6) augmented by the reality re-
quirement (3.19a). At the risk of introducing more confusing
terminology this might be called real linear positivity. This
is weaker than medium decoherence because (1.5) and (1.2)
show that it is equivalent to
Im ∑
β
[
〈Ψ|C†βCα|Ψ〉
]
= 0. (3.20)
Only the vanishing of the imaginary part of this sum is re-
quired for equality in (3.16), but medium decoherence ensures
that each term with α 6= β vanishes separately. But, as with
medium decoherence, (3.20) is likely to be satisfied only to an
excellent approximation for realistic coarse grainings defining
the quasiclassical realm.
The conflict between the usual notion of independent sub-
systems and linear positive probabilities is a serious obsta-
cle to their interpretation when they are not associated with
medium decoherent sets of histories. For example, we can-
not understand them as frequencies in an imaginary ensem-
ble identical copies of the closed system as described above.
Indeed, it would not be unreasonable to impose (3.14) as a
condition for a construction of probabilities in quantum me-
chanics thereby ruling out linear positivity. However, all this
does not mean linear positive probabilities cannot be useful as
we discuss in Section VI.
E. Time Symmetry and Asymmetry
Quantum theory is usually formulated with an arrow of
time4. Nowhere is that seen more clearly than in the stan-
dard formula [cf. (3.4)] for the probability pMD(αn, · · · ,α1)
of a history of alternatives α1, · · · ,αn at a sequence of times
t1 < t2 < · · ·< tn.
pMD(αn, · · · ,α1) = ‖Pnαn(tn) · · ·P1α1(t1)|Ψ〉‖2. (3.21)
3 The author thanks S. Goldstein for stressing this point.
4 See, e.g. [11] for a fuller discussion in the notation of this paper.
The state occurs at one end of the histories; there is nothing at
the other end. That is the quantum mechanical arrow of time.
It is a convention that |Ψ〉 enters as an initial condition earlier
than all the alternatives. Field theory is CPT invariant and
utilizing a CPT transformation the time order of the operators
could be inverted so that |Ψ〉 is a final condition. However, no
CPT transformation can alter the asymmetry between initial
and final conditions in (3.21).
As discussed by Goldstein and Page, the linear positivity
formula for probabilities [cf. (3.1)] is time-neutral, viz.
pLP(αn, · · · ,α1) = Re
〈
Ψ
∣∣Pnαn(tn) · · ·P1α1(t1)∣∣Ψ〉
= Re
〈
Ψ
∣∣P1α1(t1) · · ·Pnαn(tn)∣∣Ψ〉 . (3.22)
The ends of histories are treated symmetrically.5.
If the more general notion of linear positivity is funda-
mental in quantum theory, what is the origin of the time
asymmetry displayed by the medium decoherence expres-
sion (3.21)? The answer is that the approximate equality of
pLP(αn, · · · ,α1) and pMD(αn, · · · ,α1) can be expected to hold
only for one ordering of the projections in (3.21). Put dif-
ferently, the second term in (3.5) is not time-neutral. It will
generally be small only for one-time ordering of the projec-
tions in Cα and not both. Only in trivial cases, e.g. projections
on conserved quantities will the probabilities of an ordering
and the inverse ordering agree.
Records of history connect the quantum mechanical arrow
of time in (3.21) with the second law of thermodynamics for
sets of histories constituting the quasiclassical realm of ev-
eryday experience. The histories of the quasiclassical realm
[12, 13, 14, 15] consist of projections on ranges of the “hy-
drodynamic” variables of classical physics. These generally
are integrals over suitably small volumes of densities of ap-
proximately conserved quantities such as energy, momentum,
numbers of different species, etc.
The entropy of a set of histories consisting of alternatives
{Pα(t)} at a single moment of time is
S({Pα(t)}) =−∑α p(α, t) log p(α, t)
+∑α p(α, t) logTr [Pα(t)] (3.23)
where p(α, t) = ‖Pα(t)|Ψ〉‖2. This coincides with the usual
entropy of physical chemistry and physics when the Pα(t) are
projections on the hydrodynamic quasiclassical variables de-
scribed above [15]. It is low initially for the state of our uni-
verse and therefore has a tendency to increase with t after-
ward. That is the second law of thermodynamics.
Records of history in the quasiclassical realm are often cre-
ated in irreversible processes where the entropy defined above
increases6. An impact crater on the Moon, an ancient fission
track in mica, a darkened photographic grain, and the print-
ing of ink on this paper are all examples. Consistent with the
5 There are time-neutral formulations of medium decoherence involving both
initial and final conditions, e.g. [11].
6 Increase in entropy is not necessary to create a record as in reversible com-
putation [16].
7second law, records of events in history are more likely to be
at the end of history furthest from an initial condition of low
entropy rather than at the beginning.
The existence of records is another way of characterizing
medium decoherence as discussed in Section III.A. The sec-
ond law suggests that (3.6) holds in the form given and not
with CαRβ on the left-hand side. This leads to the medium
decoherence of Cα but not the set {C†α} with the projections in
the inverse order. Both have the same linear positive probabil-
ities, but only one order is connected with medium decoher-
ence. Irreversible creation of records is therefore one reason
why the quantum mechanical arrow of time is consistent with
the thermodynamic arrow of time, at least for the quasiclassi-
cal realm.
IV. EXAMPLES OF LINEAR POSITIVITY
This section calculates the candidate probabilities p(α) =
Re〈Ψ|Cα|Ψ〉 for a number of simple examples of physical sys-
tems, states |Ψ〉, and sets of histories {Cα}. The intent is not to
be exhaustive but to illustrate linearly positive sets of histories
that are not necessarily decoherent. It’s not necessary to study
all of these examples to understand the general discussion of
quantum theory that follows.
A. The Two-slit Experiment
We begin with the classic two-slit experiment shown in
Fig. 1. Electrons from a source S travel toward a vertical
screen with two horizontal slits each a distance d/2 from the
axis perpendicular to the screen through S. The electrons are
later detected at a second screen, parallel to the first, a dis-
tance D away. A coordinate y measures the vertical distance
from the axis to the point of detection.
We make the usual idealizations, in particular assuming that
the electrons are initially in narrow wave packets moving in
the horizontal direction x, so that their progress in x recapitu-
lates their evolution in time. We assume that the source is far
enough from the first screen that these wave packets can be
analyzed into plane waves propagating in the x direction with
a distribution peaked about a wave number k. Then, to a good
approximation, we can calculate the amplitudes for detection
by considering just the plane wave with peak wave number k.
That analysis follows.
At the detecting screen the amplitude that the electron trav-
els through the upper slit U to arrive at a point y on the detect-
ing screen is
ΨU(y)≡ aeikSU (y)/SU(y) (4.1)
where
SU(y)≡
[
(d/2− y)2 +D2
] 1
2 (4.2)
is the distance from the upper slit to the point on the detecting
screen labeled by y and a is a constant amplitude. Similarly,
L
U
2Ψ
S
y
D
d
FIG. 1: The Geometry of the two-slit experiment. An electron gun
at left emits an electron traveling toward a screen with two slits, its
progress in space recapitulating its evolution in time. The electron
is detected on the screen at right at a position y with a probability
density that exhibits an interference pattern. A coarse-grained set of
histories for the electron can be defined by specifying which slit (U
or L) it went through and ranges of detected positions y.
the amplitude to pass through the lower slit L and arrive at y
is
ΨL(y)≡ aeikSL(y)/SL(y) (4.3)
with
SL(y)≡
[
(d/2+ y)2 +D2
] 1
2
. (4.4)
The candidate probability densities ℘(y,U) and ℘(y,L) to
arrive at y in an interval dy having passed through the upper
or lower slit are given by [cf. (3.1)]
℘(y,U) = Re [Ψ∗(y)ΨU(y)] , (4.5a)
℘(y,L) = Re [Ψ∗(y)ΨL(y)] . (4.5b)
where Ψ(y) = ΨU(y)+ΨL(y). The first of these works out to
be
℘(y,U) = |a|
2
SU
{
1
SU
+
1
SL
cos[k(SL− SU)]
}
. (4.6)
The expression for ℘(y,L) is the same with L and U inter-
changed. The probability density to arrive at y irrespective of
which slit is passed through is
℘tot(y) = ℘(y,U)+℘(y,L), (4.7a)
= |a|2
{
1
S2U
+
1
S2L
+ 2
cos[k(SL− SU)]
SU SL
}
,(4.7b)
= |ΨU(y)+ΨL(y)|2. (4.7c)
The last equality of course follows directly from (3.1). Figure
2 shows ℘(y,U), ℘(y,L), ℘tot(y) for an apposite choice of D
and d.
A set of histories of the electrons can be defined by whether
the electron passed through the upper and lower slit and ar-
rived in one or the other of an exhaustive sets of exclusive
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FIG. 2: Candidate probability densities for the two-slit experiment.
The candidate probability density ℘(y,U) to go through the upper
slit and arrive at U is shown at top for kd = kD = 60 where k is the
wave number of the electron [cf. Fig. 1]. The corresponding can-
didate probability density ℘(y,L) for going through the lower slit is
just below. The sum ℘tot is the probability density to arrive at y ir-
respective of which slit is passed through is shown at bottom. The
amplitude a has been assigned arbitrarily which is why the scale of
the vertical axis not indicated. When these probability densities are
integrated over ranges of y, they give candidate probabilities for the
histories. The size of well-chosen ranges that yield positive proba-
bilities is smaller than the size that would wash out the interference
pattern.
ranges of y of size {∆α}, α an integer. The candidate prob-
abilities for these histories are the integrals of the densities
℘(y,U) and ℘(y,L) over the ranges {∆α}, e.g.
p(∆α,U) =
∫
∆α
dy℘(y,U). (4.8)
Consider for simplicity the candidate probabilities illus-
trated in Fig. 2 with all the ranges of equal size ∆. Evidently if
∆ is too small, the set of histories will not be linearly positive
because some of the candidate probabilities (4.8) will be neg-
ative. Equally evidently, if ∆ is sufficiently large the set will
be linearly positive and the p’s will be probabilities. Most im-
portantly however, the size ∆ necessary to achieve positivity is
smaller than that needed to wash out the interference pattern.
Indeed in the limit D≫ d the probability densities are
℘(y,U) =℘(y,L)∼ |a|
2
D2
[
1+ cos
(
kyd
D
)]
. (4.9)
Since these are both positive, arbitrarily small ∆ leads to pos-
itive probabilities.
The set of histories will be medium decoherent to a good
approximation where ∆ is sufficiently large that the interfer-
ence term averages to zero
∫
∆
dyRe [Ψ∗L(y)ΨU(y)]≈ 0. (4.10)
That requires a ∆ larger than the spacing between the interfer-
ence fringes. As already mentioned, that is much larger than
the ∆ required for linear positivity showing concretely how
linear positivity is a weaker condition than weak decoherence.
B. Spin – 1/2
Consider a single free spin in a state |Ψ〉. For simplicity, as-
sume that its Hamiltonian is zero. Consider histories specified
by giving the value of the spin at one time along direction ~n1
and at a later time along a direction~n2. Since the Hamiltonian
is zero, it’s not necessary to specify the particular times, only
the time ordering of the alternatives matters.
Let P~ns denote the projections on the two orientations of the
spin along direction~n where s ranges over the possible orien-
tations (+,−). The branch state vectors are
|Ψs2s1〉= P~n2s2 P~n1s1 |Ψ〉 (4.11)
and the candidate probabilities are
p(s2,s1) = Re 〈Ψ|Ψs2s1〉= Re
〈
Ψ
∣∣∣P~n2s2 P~n1s1
∣∣∣Ψ〉 . (4.12)
To exhibit the candidate probabilities (4.12) explicitly it’s
convenient to introduce a rectangular (x,y,z) coordinate sys-
tem with z oriented along~n2 and y chosen so that~n1 lies in the
y− z plane. The angle between~n1 and~n2 we denote by δ. In a
general state |Ψ〉, the spin points along some direction which
we take to be specified by polar angles θ and φ with respect to
the z-axis. Thus in a basis in which sz is diagonal we can take
Ψ =
(
eiφ/2 cos(θ/2)
e−iφ/2 sin(θ/2)
)
. (4.13)
9It is then straight forward to calculate the four candidate prob-
abilities (4.12). We find
p(+,+) = cos2
(
θ
2
)
cos2
(δ
2
)
+
1
4
cosφsinθsin δ (4.14a)
p(+,−) = cos2
(
θ
2
)
sin2
(δ
2
)
− 1
4
cosφsin θsinδ (4.14b)
p(−,+) = sin2
(
θ
2
)
sin2
(δ
2
)
+
1
4
cosφsin θsinδ (4.14c)
p(−,−) = sin2
(
θ
2
)
cos2
(δ
2
)
− 1
4
cosφsin θsinδ (4.14d)
Note that these correctly sum to unity and that p(+) =
p(+,+)+ p(+,−), etc.
Figure 3 shows the domain of states parametrized by (θ,φ)
that imply a linearly positive set of histories for various val-
ues of the angle δ. For each δ there is a significant range of
states giving linearly positive histories which shrinks as δ ap-
proaches 0 or pi even though those limits correspond to linear
positivity and indeed exact medium decoherence for all states.
Any state with the phase φ = pi/2 leads to a linearly positive
set of histories for any δ.
Almost none of these linearly positive sets of histories are
medium decoherent with orthogonal branches. The conditions
for medium decoherence that aren’t automatically satisfied are
the vanishing of the following:
〈Ψ++|Ψ+−〉=14 sinδ[+cosθsin δ
+ sinθ(cosδcosφ− isinφ)],
(4.15a)
〈Ψ−−|Ψ−+〉=14 sinδ[−cosθsin δ
+ sinθ(cosδcosφ+ isinφ)].
(4.15b)
Both of these vanish only for θ = pi/4 or 3pi/4 and φ = 0 or
pi. For example as mentioned above, any state with φ = pi/2
leads to linearly positive histories. But none of these states
implies medium decoherence. Linear positivity is evidently a
much weaker condition.
C. The Three-Box Example
The three-box example introduced by Aharonov and Vaid-
man [19] for other purposes has proved useful for illustrating
the nature of quantum reality in consistent histories quantum
mechanics [20, 21]. We use it here to illustrate the scope of
the linear positivity condition.
Consider a particle that can be in one of three boxes, A, B,
C in corresponding orthogonal states |A〉, |B〉, and |C〉. For
simplicity, take the Hamiltonian to be zero, and suppose the
system to initially be in the state
|Ψ〉 ≡ 1√
3
(|A〉+ |B〉+ |C〉). (4.16)
Consider further a state |Φ〉 defined by
|Φ〉 ≡ 1√
3
(|A〉+ |B〉− |C〉) (4.17)
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FIG. 3: Candidate probabilities for two different spin directions of
a spin-1/2 particle. States of a spin-1/2 system can be labeled by
two angles (θ,φ) as in (4.13). These plots are concerned with the
candidate probabilities for histories specified by values of the spin
along a direction ~n1 followed (or preceded) immediately by a value
of the spin along a second direction ~n2 making an angle δ with re-
spect to the first. The plots show the states for which this set of
histories is linearly positive (white) and those for which some can-
didate probabilities are negative (black) for given δ. Only the partial
range 0 < φ < pi is shown because the rest can be determined from
the symmetries of (4.14). From top to bottom the values of δ are pi/2,
pi/4, and pi/8. For example, states with φ = pi/2 imply these sets are
linear positive for any value of δ but none is medium decoherent.
and denote the projection operators on |Φ〉, |A〉, |B〉, |C〉 by
PΦ, PA, PB, PC respectively. Denote with ¯A the negation of
A (“not in box A”) represented by the projection P
¯A = I−PA.
The negations ¯Φ, ¯B, ¯C and their projections P
¯Φ,P ¯B, and P ¯C are
similarly defined. We consider sets of histories, all of which
specify whether the particle is in state |Φ〉 or not at a final
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time and in various boxes at an intermediate time after the
initial one. The exact values of these times is unimportant
since H = 0. Only the order matters — initial, intermediate,
and final.
An example is supplied by histories which specify whether
the particle is in box A or not at the intermediate time. There
are four alternative histories represented by the class operators
PΦPA , PΦP¯A , P¯ΦPA , P¯ΦP¯A. (4.18)
Their candidate probabilities are given by (3.1) e.g.
p(Φ,A) = Re 〈Ψ|PΦPA|Ψ〉. (4.19)
A little calculation shows that
p(Φ,A) = 1/9, p( ¯Φ,A) = 2/9,
p(Φ, ¯A) = 0, p( ¯Φ, ¯A) = 2/3.
(4.20)
This is a linearly positive set of histories since all the num-
bers (4.20) are positive or zero. Indeed, this set of histories is
medium because the branch state vectors obtained by applying
the class operators (4.18) to |Ψ〉 [cf. (3.3)] are all orthogonal.
The positivity of probabilities follows just from that.
Next consider the finer-grained set of histories which spec-
ifies whether or not the particle is in box A and whether or
not it is in box B at the intermediate time. The eight class
operators are
PΦPAPB , PΦPAP ¯B , PΦP¯APB , · · · ,etc. (4.21)
This set of histories is not medium decoherent. The candidate
probabilities are
p(Φ,A,B) = p( ¯Φ,A,B) = 0, (4.22a)
p(Φ,A, ¯B) = p(Φ, ¯A,B) = 1/9, (4.22b)
p(Φ, ¯A, ¯B) = −1/9, (4.22c)
p( ¯Φ,A, ¯B) = p( ¯Φ, ¯A,B) = 2/9, (4.22d)
p( ¯Φ, ¯A, ¯B) = 4/9. (4.22e)
The one negative number, p(Φ, ¯A, ¯B) =−1/9, shows that this
non-decoherent set of histories is also not linearly positive.
A seeming contradiction occurs [20] when one calculates
the conditional probabilities for the particle to be in box A or
B given that it is in state Φ at the later time. These are
p(A|Φ) = p(Φ,A)
p(Φ)
, p(B|Φ) = p(Φ,B)
p(Φ)
. (4.23)
The symmetry between A and B in the definitions of |Ψ〉
and |Φ〉 in (4.16) and (4.17) implies p(A|Φ) and p(B|Φ) are
equal. Calculation shows that they are both unity. But this
would seem to be a contradiction because being in A and
being in B are exclusive alternatives: PAPB ≡ 0 implying
p(A,B) = p(A,B|Φ) = 0 from (3.1). From that one would
like to infer from p(A|Φ) = 1 that p(B|Φ) = 0. In fact, this
inference cannot be drawn [21] and there is no contradiction.
Let us see how this is established in the present context.
To calculate p(B|Φ) from p(A|Φ) and p(A,B|Φ) = 0, we
need the finer-grained set of histories (4.22) referring both to
box A and B and to Φ. In this set it follows from (2.4b) that
p(A|Φ) = p(A,B|Φ)+ p(A, ¯B|Φ), (4.24a)
p( ¯A|Φ) = p( ¯A,B|Φ)+ p( ¯A, ¯B|Φ). (4.24b)
Similarly,
p(B|Φ) = p(A,B|Φ)+ p( ¯A,B|Φ), (4.25a)
p( ¯B|Φ) = p(A, ¯B|Φ)+ p( ¯A, ¯B|Φ). (4.25b)
If p(A|Φ) = 1 then p( ¯A|Φ) = 0. Were the p’s positive prob-
abilities, equating (4.24b) to zero would imply that both
p( ¯A,B|Φ) and p( ¯A, ¯B|Φ) were zero. Inserting the first of
these in (4.25a) along with p(A,B|Φ) = 0 from (4.22a) gives
p(B|Φ) = 0.
But the candidate p’s are not positive probabilities because
the set of histories (4.21) is not linearly positive and the infer-
ence cannot be drawn. In particular from (4.22)
p(A,B|Φ) = 0, p(A, ¯B|Φ) = 1,
p( ¯A,B|Φ) = 1, p( ¯A, ¯B|Φ) =−1. (4.26)
The sum rules (4.24) and (4.25) are exactly satisfied with
p(A|Φ) = p(B|Φ) = 1.
D. A Single Particle
The next example is more realistic. We consider a single
free non-relativistic particle of mass M moving in one di-
mension x. The Hamiltonian is H = p2/2M. For the initial
state, we choose a Gaussian wave packet of width σ centered
about the origin with zero expected value for the momentum.
Specifically,
Ψ(x) = (2piσ2)−
1
4 e−x
2/4σ2 (4.27)
We consider histories defined by exhaustive sets of position
intervals at the initial time t = 0 and at a later time, t = τ.
For simplicity we take the set of intervals {∆α} (α an integer)
to be the same at both times. A coarse-grained history is de-
fined by the pair of position intervals ∆α1 and ∆α2 the particle
passes through at the two times. The candidate probabilities
for these histories are denoted by p(α2,α1) and constructed
by implementing (3.1) as follows:
Let Pα(t) denote the Heisenberg picture projection onto the
range ∆α of x at time t. The candidate probabilities for the
histories described above are [cf. (2.2)]
p(α2,α1) = Re 〈Ψ |Pα2(τ)Pα1(0)|Ψ〉 . (4.28)
For purposes of computation, it is convenient to express the
right-hand side of (4.28) in the Schro¨dinger picture. The con-
nection is made through
Pα(t) = eiHt/h¯ ˆPαe−iHt/h¯ (4.29)
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where ˆPα denotes the Schro¨dinger picture projection onto the
range ∆α of x. The result for p(α2,α1) is
Re
∫
∆α2
dx2
∫
∆α1
dx1Ψ∗(x2,τ)K(x2,x1,τ)Ψ(x1,0). (4.30)
Here Ψ(x2,τ) is the initial state (4.27) evolved to time τ and
K(x2,x1,τ) is the free particle propagator given by
K(x2,x1,τ)≡
〈
x2
∣∣∣e−iHτ/h¯∣∣∣x1〉
=
(
M
2piih¯τ
) 1
2
exp
[
−M(x2− x1)
2
2ih¯τ
]
.
(4.31)
The evolved Gaussian wave packet (4.27) is
Ψ(x,τ) = 1
(2piσ2) 14
(
1+ ih¯τ
2σ2M
)
× exp
[
− x
2
4σ2
(
1+ ih¯τ
2σ2M
)−1]
.
(4.32)
The expression for the candidate probabilities (4.30) simpli-
fies considerably if we restrict attention to times which are
short compared to the wave packet spreading time
τ ≪ τspread ≡ 2σ
2M
h¯ ≈ (2× 10
27s)
( σ
1 cm
)2( M
1 gm
)
.
(4.33)
There are many interesting situations in which this is a realis-
tic assumption. In this approximation
p(α2,α1) =
(
1
2piσ2
) 1
2
(
M
2pih¯τ
) 1
2 ∫
∆α2
dx2
∫
∆α1
dx1 exp
[
−
(
x22 + x
2
1
)
4σ2
]
cos
[
M(x2− x1)2
2h¯τ −
pi
4
]
. (4.34)
We now discuss the behavior of these candidate probabilities
for a simple coarse graining of this set of histories.
The probabilities for the coarse graining we consider an-
swer the question: Does the particle remain at the origin or
does it move elsewhere? Specifically, we consider the set con-
sisting of just two histories: The history L in which the parti-
cle is localized in an interval ∆ centered on the origin at both
times t1 and t2, and the history ¯L in which it is not.
The candidate probability pL(∆) for the particle to be lo-
calized at both times is given by (4.34) with ∆α1 = ∆α2 ≡ ∆.
The candidate probability p
¯L(∆) that is not so localized, can
be found from this and
pL(∆)+ p ¯L(∆) = 1. (4.35)
Equation (4.34) can be organized to give a tractable expres-
sion for pL(∆) by defining new integration variables
X = (x1 + x2)/2 , ξ = x2− x1, (4.36)
and introducing a characteristic wavelength of oscillation
λ ≡
[
4pi
(
h¯τ
M
)] 1
2
= 1.1× 10−13
( τ
1 s
) 1
2
(
1 g
M
) 1
2
cm.
(4.37)
Then, after some algebra
pL(∆) =
√
2
piσ2
∫ ∆
0
dX e−X2/2σ2J(∆−X) (4.38a)
where
J(z)≡ 2
3
2
λ
∫ z
0
dξ e−ξ2/8σ2 cos
[
2pi
(ξ
λ
)2
− pi
4
]
= Re
{
Erf
[√
pi(1− i) zλ
]}
.
(4.38b)
These expressions are quoted in the approximation λ≪σ typ-
ically valid for large particles as (4.37) shows. The general
ones are not much more complicated.
As ∆ becomes large, pL(∆) must approach unity and (4.38)
exhibits this explicitly (Erf(∞) = 1). But also from (4.28),
and the general result (3.2), pL(∆) ≤ 1. For sufficiently large
∆ this set of histories is linearly positive. Analysis of the sit-
uation for ∆ <∼ σ requires numerical integration of (4.38) but
the following result emerges: At least for λ/σ∼ 1/100, pL(∆)
is positive over the whole range of ∆ from 0 to ∞. Figure 4
shows pL(∆) for this case. Taken together with pL(∆)≤ 1, this
means that this set is always positive. The quantities pL(∆)
and p
¯L(∆) are genuine probabilities.
Although linear positive, this set of histories is far from de-
coherent. With CL ≡ P∆(τ)P∆(0) the off-diagonal elements of
the decoherence functional are
D(L, ¯L)≡ 〈Ψ|C†LC¯L|Ψ〉= 〈Ψ|C†L(I−CL)|Ψ〉
= 〈Ψ|P∆(0)P∆(τ)P¯∆(0)|Ψ〉
(4.39)
where P
¯∆ is the projection on the range outside ∆ at t = 0.
We can think of (4.39) as the overlap of two states |ΨL〉 ≡
P∆(τ)P∆(0)|Ψ〉 and |Ψ ¯L〉 ≡ P∆(τ)P¯∆(0)|Ψ〉. When ∆ ≫ σ,
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FIG. 4: Candidate probabilities for a single free particle in a sta-
tionary Gaussian wave packet to remain in a position interval ∆ af-
ter a time short compared to the wave-packet spreading time. The
plot shows the candidate probability pL(∆) defined by (4.38a) for
λ/σ = 10−2. This is positive over the whole of the range ∆ indicat-
ing that the set consisting of the history in which the particle remains
localized and the history where does not so remain is linearly posi-
tive.
|Ψ
¯L〉 will have negligible length because P¯∆(0)|Ψ〉 is neg-
ligible. Consider therefore ∆ ≪ σ. The wave function of
P
¯∆(0)|Ψ〉 consists of those parts of the initial packet (4.27)
outside of ∆. Because of the sharp interior edges, this evolves
rapidly to fill in the center around x = 0. After projection of
P∆(τ) there is significant overlap with the wave function of
|ΨL〉 of order (∆/σ) and thus absence of decoherence.
In general we expect the action of an environment to be
necessary to carry away the phases between such alternatives
and make them decoherent (e.g. [14]). Despite the absence
of an environment and its consequent decoherence this set of
histories is linearly positive in the approximations considered.
E. A Spacetime Alternative
The familiar example of a coarse-grained history is a se-
quence of events at a series of definite times. But decoherent
histories quantum theory permits more general coarse grain-
ings that extend continuously over ranges of time [22, 23].
Such spacetime coarse grainings may provide more realis-
tic models of measurement processes that extend over time.
Analogous coarse grainings may be essential for a quantum
theory of gravity where there is no fixed notion of time (e.g.
[9]).
To illustrate the idea of a spacetime coarse graining, con-
sider the motion of a single free particle of mass M moving in
one dimension x with Hamiltonian H = p2/2M over a range of
times from 0 to T . The set of fine-grained histories of the par-
ticle’s motion consists of the paths x(t) on the interval [0,T ].
Sets of alternative coarse-grained histories are defined by par-
titions of these fine-grained histories into mutually exclusive
classes cα,α = 1,2, · · · . Each class is a coarse-grained history.
The class operators Cα for these coarse-grained histories
can be constructed from sums over their constituent fine-
grained histories. To see how, first consider a partition of the
paths by an exhaustive set of position intervals {∆α} at a se-
ries of times t1 < · · ·< tn. The class operator in the Heisenberg
picture is Cα =Pαn(tn) · · ·Pα1(t1) where Pα(t) is the projection
on the range ∆α at time t. Matrix elements of the Cα in the
Heisenberg picture (HP) can be transformed into transition
amplitudes in Schro¨dinger picture (SP), and these transition
amplitudes can be expressed as path integrals. The result is
〈Φ|Cα|Ψ〉HP = 〈Φ(T )| ˆCα|Ψ(0)〉SP,
=
∫
cα
δx Φ∗(xT ,T ) eiS[x(t)]/h¯ Ψ(x0,0).
(4.40)
Here,
ˆCα ≡ e−iHT/h¯Cα, (4.41)
and the path integral is over all paths x(t) in the class cα
including an integral over the end points x0 and xT . (More
details on establishing this relation can be found in [22] and
[24].) The candidate probabilities for the coarse-grained his-
tories are, from (3.1)
p(α) = Re 〈Ψ(T )| ˆCα|Ψ(0)〉SP. (4.42)
From now on we drop the SP’s and HP’s and rely on context
to distinguish the two pictures.
The derivation sketched above of the connection (4.40) be-
tween matrix elements of class operators and path integrals
over classes was for coarse grainings by ranges of position at
a sequence of times. But the result motivates using path in-
tegrals to define class operators for arbitrary partitions of the
fine-grained histories x(t) into mutually exclusive classes in-
cluding partitions defining alternatives extending over a range
of time. Eq. (4.42) gives candidate probabilities for these
spacetime coarse grainings.
A simple model illustrates the idea [22, 25]. Partition all
paths x(t) on the interval [0,T ] into the two classes
R: paths x(t) that always remain in the region
x > 0 between times 0 and T .
¯R: paths x(t) that sometimes are in the region
x < 0 between times 0 and T .
Evidently, these classes are exhaustive and mutually exclu-
sive. R here means “right”, x > 0, and pR computed from
(4.42) is the probability that the particle remains at x > 0 for
the whole time interval and never crosses into x < 0.
A sum over all paths of the form (4.40) that is restricted to
x > 0 is the same as an unrestricted sum in the presence of
an infinite potential barrier at values of x < 0 [22]. Let HR
denote the Hamiltonian of the particle including this barrier.
The branch state vector for the class R can be written
|ΨR(T )〉= PRe−iHRT/h¯PR|Ψ(0)〉 (4.43)
where PR is the projection onto x > 0. The candidate proba-
bility pR is [cf. (4.42)]
pR = Re 〈Ψ(T )|ΨR(T )〉. (4.44)
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It’s not necessary to derive a separate expression for p
¯R in this
simple example. From (1.1), (4.39) and (4.40) it follows that
pR + p ¯R = 1 (4.45)
(whether or not the set is linearly positive.) Calculation of pR
will therefore determine p
¯R.
For explicit calculation it is convenient to rewrite (4.44) in
terms of wave functions. Let Ψ(x,0) denote the wave function
of the initial state and ΨU(x,T ) its unrestricted evolution un-
der H. Let Φ(x,0) ≡ PRΨ(x,0), and denote by ΦR(x,T ) and
ΦU(x,T ) its evolution under HR and H respectively. Evolu-
tion in the presence of an infinite barrier is especially simple,
and
ΦR(x,T ) = ΦU(x,T )−ΦU(−x,T ) , x > 0. (4.46)
Thus, we can write
pR = Re
∞∫
0
dx Ψ∗U(x,T )ΦR(x,T )
= Re
∞∫
0
dxΨ∗U(x,T ) [ΦU(x,T )−ΦU(−x,T )] .
(4.47)
This form allows both quantitative computation and qualita-
tive discussion. Since
‖|ΦR(T )〉‖= ‖|ΦR(0)〉‖= ‖|PRΨ(0)〉‖, (4.48)
an immediate consequence of (4.47) is
pR ≤ ‖PR|ΨU(T )〉‖ ‖PR|Ψ(0)〉‖. (4.49)
This shows pR ≤ 1 and p ¯R ≥ 0.
We now evaluate (4.47) for a very simple initial wave func-
tion Ψ(x,0). We consider a Gaussian wave packet of width σ
centered about an initial position X0 > 0 and moving toward
negative x with a (negative) momentum K0. Specifically, as-
sume
Ψ(x,0) = (2piσ2)−
1
4 eiK0xe−(x−X0)
2/(4σ2). (4.50)
To keep expressions simple, we use units when h¯ = 1 as we
will for the remainder of this section.
The following approximations make the evaluation of the
integral (4.47) for pR straightforward.
1. We assume that
X0 ≫ σ (4.51)
so that the initial wave function is negligible for x < 0,
i.e.
Φ(x,0)≡ PRΨ(x,0)≈ Ψ(x,0). (4.52)
2. We assume that the time T is short compared to the
time over which the wave packet spreads significantly,
specifically
T ≪ 2σ2M. (4.53)
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FIG. 5: Candidate probabilities for a spacetime coarse graining. A
free particle moving in one dimension is initially in a Gaussian wave
packet of width σ traveling toward negative x with a momentum
K0 = −20/σ in h¯ = 1 units. The solid curve shows the candidate
probability pR for the particle to remain always at positive x over a
time T short compared to the wave packet spreading time. This is
plotted as a function of the final position of the packet’s center X that
is connected to the initial position X0 and T by (4.54). The proba-
bility is positive over the entire range computed showing that the set
consisting of the history (R), where the particle remains at positive x,
and the history ( ¯R), where it does not, is linearly positive. The dashed
curve shows the real part of the overlap 〈ΨR|Ψ ¯R〉 which must vanish
for this set of histories to be medium decoherent. Evidently there
is a significant range of linearly positive sets which are not medium
decoherent.
With these two approximations, the shape of the wave packet
remains approximately unchanged under evolution over the
time T . Only the center shifts to the value
X = X0 +K0T/M. (4.54)
Specifically,
ΦU (x,T )≈ ΨU(x,T )
≈ (2piσ2)− 14 eiK0xe−(x−X)2/4σ2 e−i(K20/2M)T .
(4.55)
The integral (4.47) for pR is then
pR ≈ (2piσ2)−
1
2
∞∫
0
dx e−(x−X)2/2σ2
×
[
1− e−xX/σ2 cos(2K0x)
] (4.56)
which is straightforward to evaluate numerically.
Assumption (4.51) means that K0 must be large for the cen-
ter of the wave packet to reach the neighborhood of x = 0 in
the times limited by (4.53). Specifically, K0σ≫ 1. Otherwise,
the wave packet remains to the right of x = 0 and pR ≈ 1.
Figure 5 shows pR from (4.56) as a function of the position
of the center X at time T for K0 = −20/σ. Only values of
X >∼−2 are shown for which X0 >∼ 3σ in a time T about 1/10
of the spreading time in (4.53). For smaller values of X , the
approximation (4.55) would be inaccurate.
For large values of X , the wave packet is localized some
place in X > 0 over the whole of the time interval. We might
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therefore expect pR ≈ 1, and it is. For smaller X , there is a sig-
nificant probability of crossing X = 0 at least once in the time
interval 0 to T . The important point is that, over the whole of
the calculated range, pR lies between 0 and 1. Likewise for
p
¯R from (4.43). The set of alternatives is thus linearly positive
with genuine probabilities. We now turn to the question of
whether this set of alternatives decoheres.
The set of coarse-grained histories R and ¯R decoheres when
[cf. (1.4)]
D(R, ¯R)≡ 〈ΨR(T )|Ψ ¯R(T )〉 ≈ 0. (4.57)
The branch state vector |ΨR〉was exhibited in (4.43). Relation
(1.1) and (4.41) imply that
|Ψ
¯R(T )〉= |Ψ(T )〉− |ΨR(T )〉. (4.58)
In terms of wave functions
D(R, ¯R) =
∞∫
0
dx Φ∗R(x,T ) [ΨU(x,T )−ΦR(x,T )] (4.59)
where ΦR(x,T ) can be taken to be given by (4.46). In the
approximation where (4.52) holds, this is
D(R, ¯R)≈
∞∫
0
dx [Ψ∗U(x,T )−Ψ∗U(−x,T )] ΨU(−x,T ).
(4.60)
Figure 5 shows Re D(R, ¯R) calculated from (4.60) plotted
against X . For large positive X , the particle remains on the
right. There is thus essentially only one history with signif-
icant probability, |ΨR〉 ≈ |Ψ〉, |Ψ ¯R〉 ≈ 0 and decoherence is
automatic. For large negative X , almost all of the wave packet
ΨU(x,T ) will have crossed x = 0. That is outside the range
where (4.60) is necessarily a good approximation, but the first
term will vanish and 〈ΨR|Ψ ¯R〉 ≈ −1. That is far from deco-
herence.
Figure 5 shows that over a wide range of situations for
which this set of histories is linearly positive, it is not deco-
herent. That is consistent with linear positivity being a weaker
condition for probabilities.
V. VIRTUAL PROBABILITIES
What about sets of histories that are not linearly positive?
Can the candidate probabilities p(α) defined by (3.1) be put
to use even if they are outside the range 0 to 1? This sec-
tion will show that they can. In particular, p(α) outside the
range 0 to 1 can be employed as intermediate steps in the cal-
culation of probabilities that do lie between 0 and 1. That is
because probability sum rules like (2.4b) are satisfied by the
p(α) defined by (2.1) whether or not they lie between 0 and
1 as a consequence of (2.3). For this reason, if some p(α) in
a set are outside the range 0 to 1, we say the set has virtual
probabilities. When a contrasting term is needed for the case
when all the p(α) are between 0 or 1, we say the set has real
probabilities.7 “Real” in this context is thus a synonym for
linearly positive. Extending sets of probabilities to include
virtual values provides a simple and unified approach to the
quantum mechanics of closed systems as we shall describe
in Section VI. Anticipating this extension, in this Section we
refer to the candidate probabilities p(α) defined by (3.1) as
“probabilities” whether or not they are real or virtual.
To understand what virtual probabilities might mean, first
consider what they cannot mean. Evidently, virtual probabil-
ities cannot coincide with the relative frequencies of repeated
events such as the probabilities of the outcomes of identical
measurements on an ensemble of identical subsystems. More
generally, alternatives with virtual probabilities cannot be ex-
actly recorded or measured. The exact correlation between
alternative values of records represented by projections {Rβ}
and histories represented by class operators {Cα} would mean
[cf. (3.6)]
p(β,α)≡ Re〈Ψ ∣∣RβCα∣∣Ψ〉= δαβ p(α). (5.1)
Sum both sides of this relation over β using ∑β Rβ = I. Sum
both sides over α using ∑α Cα = I. The resulting relations
imply the identity
p(α)≡ Re 〈Ψ |Cα|Ψ〉= Re 〈Ψ |Rα|Ψ〉 (5.2)
showing that the probabilities of the records are the same as
the probabilities of the histories. Since the {Rα} are projec-
tions, their probabilities must be between 0 and 1. Sets of
histories with virtual probabilities therefore cannot be exactly
recorded. Since recording outcomes is usually taken to be an
essential part of a measurement process8, we can say that sets
of histories with virtual probabilities cannot describe the out-
comes of measurements. Extending the notion of probability
to include virtual values thus does not risk assigning a vir-
tual value to the probability of anything measured or recorded
exactly. Of course, the records of realistic measurements are
typically correlated with the measured history, not exactly, but
rather to an excellent approximation.
Virtual probabilities can in principle be employed in the
calculation of real ones as the following example illustrates.
Consider the probabilities p(γ|pd) of some future alternatives
{γ} given present data pd. It may be more efficient to calcu-
late these probabilities by first determining the probabilities
p(β|pd) of alternatives {β} in the past and then with these,
and with present data, calculate the probabilities of the future
alternatives {γ}. More concretely, it may be efficient to calcu-
late p(γ|pd) from the relation
p(γ|pd) = ∑β p(γ|pd,β) p(β|pd). (5.3)
For example, if a current manuscript (pd) records that Cae-
sar invaded Britain in 55 BC, we might predict that other
7 To maintain the usual contrast between virtual and real, we accept the risk
that “real” can be taken to be a contrast with “imaginary”.
8 See e.g. [26]
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manuscripts yet to be discovered ({γ}) would record the same
date. However, the most direct route to that prediction would
be to first infer that Caesar did invade Britain in 55 BC (one
of the alternatives β) and from that calculate the probabilities
of what other manuscripts might say. We reconstruct the past
to help explain the future.
Our purpose here is not to discuss the utility of reconstruct-
ing the past9. Rather, it is to point out that (5.3) is a conse-
quence of (2.1) and (3.1) which hold whether or not the prob-
abilities p(β|pd) are between 0 and 1. In principle, virtual
p(β|pd) could be used in the intermediate step in (5.3) pro-
vided the result p(γ|pd) were real probabilities.
The three-box example discussed in Section IV.C provides
a simple, if artificial, example. Suppose we are interested in
predicting probabilities for whether the particle will be either
in box A, or else not in A (i.e., in box B or C) at some future
time given Φ. We denote these alternatives by A f and ¯A f . The
probability p( ¯A f |Φ) for instance is given by
p( ¯A f |Φ) = p(
¯A f ,Φ)
p(Φ)
=
Re 〈Ψ |(PB +PC)PΦ|Ψ〉
Re 〈Ψ|PΦ|Ψ〉 (5.4)
From (4.16) and (4.17) we find,
p
(
A f |Φ)= 1 , p( ¯A f |Φ) = 0 (5.5)
— a set of real probabilities.
But we could calculate these probabilities by first calculat-
ing the p’s for the alternatives Ap,Bp,Cp that the particle was
in box A, B, or C in the past given Φ and then using (5.3) to
calculate the future probabilities for A f and ¯A f . The prob-
abilities for the past alternatives Ap,Bp,Cp given Φ can be
negative, for example
p(Cp|Φ) = p(Φ,C
p)
p(Φ)
=
Re 〈Ψ |PΦPC|Ψ〉
Re 〈Ψ |PΦ|Ψ〉 =−1. (5.6)
Similarly, p(Ap|Φ) = p(Bp|Φ) = 1. Despite this the
reader may easily verify that employing (5.3) with {γ} =
{A f , ¯A f },{β} = {Ap,Bp,Cp} and pd = Φ gives the correct
answer displayed in (5.5).
Feynman [28] explored the uses of negative probabilities
in intermediate steps in a variety of circumstances in physics.
These included the probabilities for position and momentum
defined by the Wigner distribution, for the emission of vir-
tual non-transverse photons in electrodynamics, in two-state
systems, and in the two-slit experiment. He concluded that ex-
tending the notion of probability to negative values was useful
provided these negative values are interpreted to mean that the
situation is “unattainable or unverifiable”. We take the same
viewpoint here.
The quantum mechanics of a closed system then can be for-
mulated as follows: Assign probabilities to all sets of alter-
native coarse-grained histories by p(α) = Re 〈Ψ|Cα|Ψ〉. The
probabilities p(α) may be real or virtual. Virtual probabilities
9 For that see [27]
can be employed in the calculation of real ones. Probabilities
predicted for exactly recorded histories are always real. This
is a simple and general formulation whose utility we describe
in the next section. Linear positivity and medium decoherence
are special cases.
VI. COMPARING DECOHERENCE CONDITIONS
Four decoherence conditions restricting the sets of alter-
native coarse-grained histories to which quantum mechanics
predicts probabilities have been considered in this paper. In
order of increased restriction (roughly inverse to the order pre-
sented) they are:
• Extended Probabilities (EP)
Assign probabilities to all sets of alternative coarse-
grained histories according to
p(α) = Re 〈Ψ|Cα|Ψ〉 (6.1)
whether they are real (between 0 and 1) or virtual. This
is no restriction at all. Calculate the probabilities of
exactly recorded alternatives, or the frequencies of re-
peated independent alternatives, secure in the knowl-
edge that these will be between 0 and 1.
• Linear Positivity (LP)
Assign probabilities only to sets of alternative coarse-
grained histories for which all candidate probabilities
in the set given by (6.1) lie in the range 0 to 1 of real
probabilities.
• Real Linear Positivity (RLP)
Assign probabilities only to sets of alternative coarse
grained histories which are linearly positive and for
which
Im[〈Ψ|Cα|Ψ〉]≈ 0, all α, (6.2)
either exactly or approximately well beyond the stan-
dard with which the resulting probabilities are used.
• Medium Decoherence (MD)
Assign probabilities only to sets of alternative coarse-
grained histories for which the branch state vectors for
all histories in the set are mutually orthogonal
〈Ψα|Ψα′〉 ≈ 0 , α 6= α′ (6.3)
either exactly, or to an approximation well beyond the
standard with which the resulting probabilities are used.
Calculate probabilities either by (6.1) or by
p(α) = ‖|Ψα〉‖2 = ‖Cα|Ψ〉‖2 (6.4)
which are equivalent if medium decoherence is exact.
Probabilities defined by (6.4) necessarily lie between 0
and 1.
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This concluding section compares these different decoherence
conditions.
As information gathering and utilizing systems (IGUS’s),
we employ almost exclusively coarse grainings of the usual
quasiclassical realm. By the usual quasiclassical realm, we
mean roughly histories of coarse-grained alternatives defined
by ranges of values of averages of densities of approximately
conserved quantities (such as energy, momentum, etc.) over
suitable volumes. With the initial condition and Hamiltonian
of our universe, the volumes can be chosen large enough that
the histories are medium decoherent and yet small enough to
supply a reasonably fine-grained description of the universe
over a wide range of time and distance scale. Individual histo-
ries of this realm exhibit patterns of correlations in time gov-
erned by effective classical equations of motion interrupted
by frequent small quantum fluctuations and occasional major
ones.
For practical purposes it might be possible to restrict the
predictions of quantum theory to the usual quasiclassical
realm. Indeed, in some loose sense, this was the view of
founders of the subject such as Bohr and Heisenberg. But it so
far has been difficult to give the usual quasiclassical realm a
precise definition despite the considerable steps that have been
taken in that direction [29]. For reasons of generality, conve-
nience, and completeness it has proved useful to formulate
quantum theory with weaker, less anthropocentric, but more
precise conditions that allow many more sets of histories that
are nothing like the usual quasiclassical realm. The three con-
ditions discussed in this paper are examples.
Moving between EP, LP, RLP, and MD in the of increasing
restriction is moving toward the usual quasiclassical realm.
For example, the virtual probabilities of EP for non-equal val-
ues of a quantity commuting with the Hamiltonian at two dif-
ferent times may not be zero if other alternatives intervene as
in (3.8). But they are zero under the more restrictive LP con-
ditions as the discussion in Section III.C shows.
The conditions RLP and MD are consistent with the usual
notions of statistical independence of identical subsystems;
EP and LP are not.
The conditions EP, LP and RLP are time-neutral, but the
more restrictive MD incorporates an arrow of time as dis-
cussed in Section III.C. This arrow allows individual histories
to be described as a narrative in which one event is followed
by another, then another, etc. Quantum theory then can be
formulated in terms of an evolving state, and prediction dis-
tinguished from retrodiction. For example, consider a medium
decoherent set of histories defined by alternatives {P1α1(t1)},
{P2α2(t2)}, · · · {Pnαn(tn)} at a series of times t1 < t2 < · · · < tn.
At any intermediate time tk, we can calculate the conditional
probability p(αn, · · · ,αk+1|αk, · · · ,α1) for future alternatives
αk+1, · · · ,αn given that α1, · · · ,αk have already happened by
p(αn, · · · ,αk+1|αk, · · · ,αk)
=
∥∥∥Pnαn(tn) · · ·Pk+1αk+1(tk+1)|Ψαk···α1〉
∥∥∥2 (6.5)
where
∣∣Ψαk···α1〉= Pkαk(tk) · · ·P1α1(t1)|Ψ〉∥∥Pkαk(tk) · · ·P1α1(t1)|Ψ〉∥∥ . (6.6)
Events to the future of tk can be predicted just from the state
|Ψαk···α1〉 representing the present. In the Heisenberg picture
used here, that state is constant in time except when inter-
rupted by the action of projections (“reductions”) representing
the alternatives.
The past cannot be retrodicted just from a state in the
present, but requires in addition the state |Ψ〉. A similar state-
ment holds for the future in the context of LP or EP in general
(see, e.g. [12, 27]). It could not be otherwise since these for-
mulations are time-neutral.
Histories of the usual quasiclassical realm are medium de-
coherent because of physical mechanisms which dissipate
phases between branches [34, 35, 36] that result from the in-
teraction between the variables followed in the usual quasi-
classical coarse graining and ones ignored constituting an en-
vironment or bath in simple models. These interactions create
records of the histories [37, 38] and the existence of records
is a general characterization of medium decoherence as we
saw in Section III.A. The restriction to medium decoherence
is thus consistent with the usual quasiclassical realm.
Imposing restrictive decoherence conditions like medium
and strong decoherence [30] are useful first steps in defining
classicality. But the weaker conditions (LP) and (EP) also
have their uses.
An example is approximate medium decoherence. As men-
tioned above, the branch state vectors of the usual quasiclassi-
cal realm are not expected to be exactly orthogonal, but only
to an approximation good well beyond the standard to which
the resulting approximate probabilities can be used. Some
are uneasy about basing a fundamental formulation of quan-
tum mechanics on approximate medium decoherence [39]. Is
there a formulation of the quantum mechanics of closed sys-
tems free from any approximate notion of decoherence for
realistic coarse grainings? There is; consider the following
possibility: Regard linear positivity (or EP) as the fundamen-
tal rule determining the probabilities of histories in quantum
mechanics. The resulting probabilities satisfy the sum rules
exactly as discussed in Section III.B. Medium decoherence
then becomes an approximate notion, useful in characteriz-
ing classicality, giving through (3.4) an approximation to the
fundamental probabilities (6.1). The degree of approximation
can be calculated from (3.5). No practical calculation of the
probabilities of the quasiclassical realm or its coarse grainings
is likely to be affected by adopting this viewpoint. A con-
sequence, however, is that many more sets of coarse-grained
alternative histories nothing like the quasiclassical realm are
incorporated into the theory beyond the already large number
allowed by approximate medium decoherence. A further con-
sequence is that connection between probabilities and the fre-
quencies of even imaginary ensembles of independent subsys-
tems is lost in general as discussed in Section III.D. Precision
is achieved at the consequence of extending the complemen-
tary descriptions of the world and possibly at the expense of
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any general frequency interpretation of the resulting probabil-
ities.
A more important reason for considering linear positivity
or extended probabilities as a fundamental bases for quantum
theory lies in their potential for further generalization. The
quantum theory of closed systems summarized in Section II
may need to be further generalized to incorporate quantum
gravity. That is because the framework in Section II relies on
a notion of time supplied by a fixed background spacetime ge-
ometry. But, in general relativity, spacetime geometry is a dy-
namical variable that generally will fluctuate and be without a
definite value in a quantum theory of gravity. A generalization
of the usual quantum framework is required.
Generalized quantum theory [9, 12, 26, 40, 41] provides
a natural framework for constructing generalizations of usual
quantum theory that incorporates medium decoherence. Gen-
eralizations suitable for quantum gravity have been consid-
ered by a number of authors (e.g. [9, 42]). But generalizations
based upon extended probabilities would provide even greater
scope. Indeed a general quantum mechanical theory could be
specified just by giving a real valued function for candidate
probabilities on the sets of fine-grained histories.
“Cheshire Puss [said Alice]. . . would you tell me please,
which way should I go from here? That depends a good deal
on where you want to get to, said the cat”.
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APPENDIX: EIGENVALUES OF A PRODUCT OF
PROJECTIONS
The Hermitian part of the product of two non-commuting
projections has at least one negative eigenvalue. This ap-
pendix gives a proof of this undoubtedly well-known fact that
the author learned from G.T. Horowitz.
Let Pa and Pb be the two non-commuting projections and
let G ≡ PaPb +PbPa denote their Hermitian product. Let λi
and |i〉 denote the eigenvalues and eigenvectors of G. The
expectation value in a state |Ψ〉 is
〈Ψ|G|Ψ〉= ∑i λi|〈i|Ψ〉|2. (A.1)
If there is one vector |Ψ〉 for which 〈Ψ|G|Ψ〉 is negative then
G must have one negative eigenvalue since otherwise (A.1) is
positive. We now construct such a vector.
Any vector |Ψ〉 can be divided into orthogonal vectors |Ψ1〉
and |Ψ0〉 that lie in the subspace Pa and the subspace orthog-
onal to it, viz.
|Ψ〉= |Ψ1〉+ |Ψ0〉, Pa|Ψ0〉= 0, Pa|Ψ1〉= |Ψ1〉.
(A.2)
We now show how to pick |Ψ0〉 and |Ψ1〉 to make 〈Ψ|G|Ψ〉
negative.
With the decomposition (A.2)
〈Ψ|G|Ψ〉= 2 [〈Ψ1 |Pb|Ψ1〉+Re 〈Ψ1 |Pb|Ψ0〉] . (A.3)
For given |Ψ1〉, Pb|Ψ1〉 cannot be orthogonal to every vec-
tor in Pa, or Pb would commute with Pa contrary to assump-
tion. Therefore pick |Ψ0〉 so that Re 〈Ψ1|Pb|Ψ0〉 is non-
vanishing. If Re 〈Ψ1|Pb|Ψ0〉 > 0 replace |Ψ0〉 by −|Ψ0〉 so
that Re 〈Ψ1|Pb|Ψ0〉 < 0. Now make |Ψ0〉 large enough that
the negative second term in (A.3) is larger than the positive
first term. The result is a |Ψ〉 such that 〈Ψ|G|Ψ〉 ≤ 0.
The case of two one-dimensional projections
Pa = |a〉〈a| Pb = |b〉〈b| (A.4)
but with 〈a|b〉 6= 0 gives a concrete illustration of the above
result. The the eigenvectors of G lie in the two-dimensional
space spanned by |a〉 and |b〉 and are easily calculated. The
two eigenvalues are
λ± = c2± c , where c≡ |〈a|b〉|. (A.5)
Since c≤ 1, λ− is evidently negative unless c = 0 or c = 1. In
either of these cases the projectors commute.
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