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1. Introduction. Considerable work has been done in the analysis of certain types of nonlinear heat conduction (diffusion) equations where the conductivity (diffusivity) is a function of the temperature (concentration) [2] , [6] . The porous media equation, a nonlinear diffusion equation of this type, is an example [1] , [9] . A review of some nonlinear equations that admit exact solutions has been completed recently by Rogers and Ames [10] . Some analysis has also been done for equations where the conductivity is a function of the temperature gradient or its magnitude [3] .
In this paper we shall develop exact solutions for the following two nonlinear heat conduction equations in 1R3: (1) (C + bu_, )s + yy +U where (x, y, z) and (r, 0, z) are Cartesian and cylindrical coordinates, respectively; subscripts denote partial differentiation; all variables are nondimensional; and the nonzero constants a, b, c, and d satisfy certain conditions given below. The constructed solution to (2) will be radially symmetric. An equation of type (2) was derived by Stikker for the problem of heat conduction in steel coils during the batch annealing process [11] .
The remainder of this paper is organized as follows. In ? 2 we shall give Stikker's physical derivation of the nonlinear radial heat conductivity, consider some of the physical constraints on the constants, and simplify (1) and (2) . Some properties of solutions to these equations are given in ? 3, exact solutions for both equations will be derived in ? 4, and ? 5 will discuss the types of boundary value problems that these solutions will satisfy. 2.1. Stikker's derivation. Stikker was concerned with the heat conduction equation relevant to the tight-coil batch annealing process. Batch annealing is a stage in the production of steel whose purpose is to restore the steel's ductility after cold rolling. In this process, steel coils are heated to a temperature of about 7000 C and then, after some time, allowed to cool.
To simplify the mathematics, the steel coil is viewed geometrically as a collection of concentric rings rather than a spiral, thus achieving axial symmetry. This type of approximation has also been employed in the numerical work by Harvey [5] and Jaluria [7] , [8] . Forte [4] gives some discussion of how the conductivity in the radial direction for Stikker's model may be modified to account for its failure to reflect the direct connection between the coil windings.
Since the gaps between the windings of the coil have only a very slight influence on the specific heat of the coils, for all practical purposes, the specific heat of the coils may be taken as that of the steel, c, which has been found experimentally to increase between 200 and 7000 C by a factor of 1.7. The heat conductivity in the axial direction, or z-direction, is the heat conductivity of the steel, A), which decreases between 200 and 7000 C by a factor of 1.5. The heat conductivity of the coils in the radial direction is, however, highly dependent on the width of the gaps between the windings. The heat conduction equation then reads (3) pc at = where pc is the specific heat of the steel per unit volume, A, is the heat conductivity of the steel, and Aeq is the equivalent heat conductivity of the coil in the radial direction. Figure 1 illustrates the situation in the coils. The resistance for the heat flow between the planes r1 and r2 is given by where Ag is the heat conductivity of the gas surrounding the coils. The heat resistance per unit length is
and the equivalent heat conductivity is Aeq = 1/RL. The quantities d1 and d2 are functions of the temperature, which can be approximated by
where A is the expansion coefficient of steel. Although Stikker does not elucidate the above claim, we shall provide some justification. The expansion coefficient of steel is of the order 10-5C-1. A temperature difference of AT between two rings of the steel would be reflected by a somewhat smaller difference across the thickness of one ring since the gap would certainly account for a significant portion of the temperature gradient. Consequently, the change in thickness of the steel due to the (assumed linear) temperature difference would be less than f AAT IIdr = -AATd1o,
Jo
( dio 2 which would require an unphysically high value of AT (-2000 C) to obtain even a 0.1% increase in the steel thickness. The steel thickness is thus virtually unaffected by an inter-ring temperature gradient. In contrast, the width of the gap is significantly altered by a temperature difference between two successive rings. Suppose the two rings are at the same temperature. We then have the relation (5) r2-r1 = dio + d20.
If the temperature of the outer ring is subsequently increased by AT, then, due to thermal expansion of the steel in the circumferential direction, the new radius, r', of the outer ring is given by 27rr' = 27rr2 + 27rr2AAT, (6)2 X r2 = r2 + r2AAT.
Thus the new gap thickness, d2, satisfies r' -r = d1o + d2, which from (5) and (6) gives d2 = -ri -dio = r2 + r2AAT -r,-do = d20 + r2AAT.
Since the gap thickness is roughly 10-3 to 10-2 cm and the radius is three to four orders of magnitude larger, the correction term, r2AAT, represents a significant change (1%-10%) in the gap thickness when the temperature difference is of the order of unity (a physically realistic range). Absolute temperature, T, would also affect the values of d1, d2, and A, but over moderate temperature ranges these effects may be ignored and over the relatively large ranges of the annealing process may be approximated by using piecewise constant functions for d1o, d20, and A. Substituting (4) into the expression for Aeq gives
Since the dimensions of the gaps are small compared with the thickness of the steel, we write d1o \Ar, and (7) Aeq = As 1 + 1 + (d2o/dio) + r2A(AT/Ar)
Aeq = AS 1 + (As/Ag) ((d20/d0o) +r2A(AT/Ar))
Note that as AT/Ar decreases from zero, since A. > Ag, the denominator of the expression on the right side of (7) reaches zero before the numerator does, hence
Aeq -* +oo as r2AAT/Ar ---(d2o/d1o + Ag/As)+. To avoid this situation Stikker imposes the physical constraint that the gap between the successive windings, d2, is bounded from below by a minimum distance, dmin, determined by the roughness of the steel (-10' cm). Consequently, (7) 
Note then that the domain of validity of (7) is exclusive of the singularity that occurs at d2_ AT Ag +rA = < 0 do Ar As and includes points where AT/Ar = 0. Also, when Aeq is given by (9), (3) becomes linear for constant p, c, A., and Ag. Using the above expressions for Aeq, Stikker discretized (3) and solved it numerically to achieve his results. Harvey also utilized Stikker's derivation for the radial conductivity in a more complex model of the annealing process [5] where Ro is some suitable reference length (such as (As/p) A/c3 or some other length that may arise from the problem geometry), (10) becomes
which is of the form (2) with a = 1 + d20/d1o, b = 1, c = 1 + (A,/Ag)(d20/dio), d = As/Ag) and radial symmetry imposed. We now shift our attention to the general form of Stikker's differential equation, namely (2) , and a similar equation, (1), in Cartesian coordinates. It is likely that (1) will be applicable for a problem in one spatial dimension (uyy = Uzz = 0) rather than three; however, we shall consider the three-dimensional case in the following discussion.
Set a = ux or rur corresponding to equations (1) and (2), respectively, and let k a + by c + d7y
Note that the outward flux, f = -ky, has zeros at -y = 0, -a/b, and that at -y = -c/d a singularity occurs. Both an infinite flux and a simultaneous occurrence of a zero flux and a nonzero temperature gradient are nonphysical situations; therefore, we shall restrict the domain of validity of (1) and (2) by applying the following two physical conditions. First, since the domain of physical interest includes the region where the temperature gradient, and hence y, is close to zero, near y = 0 we shall require that the flux behave like the linear flux, -ko-y, ko > 0, i.e., Second, we impose the restriction
The above condition says that the region of interest is located on the same side of the singularity as the origin and that the position where a zero flux and a nonzero gradient occur simultaneously is located on the opposite side of the singularity, hence outside the region of interest. Conditions (12) and (13) are equivalent to (14) ~~~ad 11b
We remark that Stikker's differential equation, (11), satisfies (14) while the limitation on the domain of validity of (11) is given by (8) and can be expressed in the form c _ A9 d20 d20 dmin d
As dio d1o d1o
With the restrictions (14), we may write and hence, with the respective rescalings
equations (1) and (2) The translation into our new variables of condition (13) with regard to the domain of validity of -y is given by 4. Exact solutions. In this section we shall construct analytical solutions of (17) and radially symmetric analytical solutions of (18) by assuming separability of the x / r dependence from the remaining independent variables. 4.1. Solutions of (17). Suppose u(x, y, z, t) = X(x)V(y, z, t); then substitution into equation (17) Solutions of (23) are, however, not very interesting, since they are also. solutions of the linear heat equation, 3 = 0.
Solutions to (17) that are not also solutions to the linear heat equation may be found by assuming an additive separability of the form u(x, y, z, t) = X(x) +V(y, z, t). In this case, substitution into (17) Equation (25) is an inhomogeneous linear heat equation in two spatial dimensions, for which there are standard methods of solving, given a set of boundary and initial conditions.
We now turn our attention to solving the first-order nonlinear ordinary differential equation ( where V(y, z, t) is any solution to (25).
Solutions of (18)
. We shall restrict ourselves to radially symmetric solutions of (18); hence, the uoo term vanishes. As in the previous section, a multiplicative solution of the form u(r, z, t) = R(r)V(z, t) does not completely separate, yielding RVt = V + ) ( Again, these solutions are also solutions to the linear problem.
Assuming an additive separability of the form u(r, z, t) = R(r) + V(z, t) gives, on substitution into (18) and manipulation identical to that in the previous section, the equation
Setting both sides of (32) equal to 4A and integrating the R equation once yields with some analysis it can be shown that the solutions X? diverge to infinity as x ?00.
From (27) To control the behaviour of R? as r -? ox, we must control both the logarithmic terms and the algebraic terms separately. For the algebraic terms of (38) We shall now analyze the types of boundary and initial conditions that can be satisfied by the exact solution (39). The following observations, with straightforward modification from cylindrical to Cartesian coordinates and removal of the radial symmetry requirement, also apply to (30).
Consider the following initial boundary value problem (with a general mixed-type boundary condition) for radially symmetric u on a bounded radially symmetric region D in Ri3. It can be shown that (46) completely determines the constants A and A through equation (36), provided that c1r1, c2r2 $ -1, i.e., provided that the boundary is not a singularity of (18). The constant B in R? is completely arbitrary and may be absorbed into the function fi. It remains then to solve the above initial boundary value problem for V. Having completed this, the function UE? will be a solution of (P2).
If we consider a solid cylinder, ri = 0, and replace the condition ur(rl, z, t) = cl in problem (P2) with u bounded at the origin, then by the asymptotic analysis of ? 4.3 we must use UE+ and choose A according to (42). The second condition of (46) then serves to establish the value of A, and we may proceed as in the previous case.
Unfortunately, the additive nature of our exact solution, (39), precludes it from satisfying the boundary conditions relevant to Stikker's problem. The boundary conditions on the outer surface of the steel coil for the annealing process are of the form AR -aR(Tg -Tc,(R)) + cl(T4 -T4l(R)) + c2(Tg -T (R)), involving a conduction term with the surrounding gas and radiation terms between the coil and gas and between the coil and the cover separating the steel from the furnace. Consequently the boundary conditions are highly temperature-and therefore timedependent, whereas 9UE?/9r is independent of time.
6. Conclusion. We have considered two nonlinear heat conduction equations where the conductivity was a function of the temperature gradient. An equation of this type was derived by Stikker for the problem of heat conduction inside a steel coil during the batch annealing process, but, to our knowledge, such equations have not received much attention in the literature. After the physical implications of these equations were discussed and the domain of validity for them was established, a uniqueness theorem and a maximum principle were given. Exact solutions to both of these equations were derived by assuming an additive separability of the nonlinear component from the remaining variables. Some asymptotic analysis of these solutions was performed, and the types of boundary value problems that these solutions could satisfy was discussed. Although these solutions do not satisfy the boundary conditions of Stikker's problem, it was shown that a problem with a constant Neumann boundary condition could be satisfied by these solutions. It is possible that these equations will also have application in the realm of diffusion research, where a constant flux condition at the boundary is a common requirement.
