

































































（ex-Gaussian distribution）などがすでに解析に用いられている（e.g., Baayan & Milin, 2010; Heathcote, 




























　潜在変数と観測変数の関係には大きく分けて 2 種類あり（e.g., Borsboom, Mellenbergh, & Van 














































































































うなものがある（表 1）1）。もちろん，表 1 は網羅的なものではなく，授業外学習を念頭にした基本


























個人ログイン回数 ある学習者 x が，ある時点 t，または期間 l（t2-t1）において，コンテンツにログ
インした累計数
個人ログイン時間 ある学習者 x が，ある時点 t，または期間 l（t2-t1）において，コンテンツにログ
インした時間の合計
個人消化数（率） ある学習者 x が，コンテンツ内における有限の学習項目 k 個について回答した数，
またはその比率
個人正答数（率） ある学習者 x が，コンテンツ内における有限の学習項目 k 個について正答した数，
またはその比率
個人消化時間 ある学習者 x が，コンテンツ内における有限の学習項目 k 個について回答するま
でにかかった時間




コンテンツログイン時間 ある時点 t，または期間 l（t2-t1）において，あるコンテンツに学習者がログイン
している合計時間
項目消化人数（率） ある時点 t，または期間 l（t2-t1）において，コンテンツ内におけるある学習項目
y について回答した学習者の数，またはその比率
項目正答人数（率） ある時点 t，または期間 l（t2-t1）において，コンテンツ内におけるある学習項目
y について正答した学習者の数，またはその比率
項目消化時間 コンテンツ内におけるある学習項目 y について，回答者が回答するまでにかかっ
た時間の合計，平均など







たとえば，n 人の学習者について，ある時間 t におけるコンテンツの個人正答数の分布はヒスト
グラムによって，以下のように可視化できる（図 2）2）。このデータは，広島大学 2016 年度前期
セミスター科目「コミュニケーション IB」において，著者が担当した 6 クラス 240 名の学生が，






































































































分布 対数尤度 AIC BIC
幾何分布 -1250.10 2502.18 2505.67
ポアソン分布 -2367.20 4736.40 4739.88
負の二項分布 -1131.93 2267.87 2274.83
　このデータでは，負の二項分布が最も優れた当てはまりを示した。負の二項分布は，母数とし
て成功回数ないしサイズ母数 r と成功確率 p をもち，その確率質量関数には数種の記述の仕方が
あるが，一般に（i）式で与えられる。このデータに対して最ももっともらしい母数の値はそれ
































分布 対数尤度 AIC BIC
正規分布 -1449.15 2902.30 2909.26
ガンマ分布 -1432.03 2868.07 2875.04
対数正規分布 -1452.09 2908.17 2915.14
指数正規合成分布 -1429.55 2865.09 2875.55




λ と形状母数 k をもち，その確率密度関数は，x > 0 のとき，（ii）式で与えられる。このデータ
に対して最ももっともらしい母数の値はそれぞれ，λ = 201.95，k = 1.89 であった。
	 （ii）
　また，指数正規合成分布は，母数として μ，σ，τ の 3 母数をもち，その確率密度関数は（iii）















































































2）本稿における分析はすべて，総合的な統計解析環境である R（R Core Team, 2016）を使用
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　　 The aim of this paper is to discuss the appropriate statistical treatment of online learning log data that 
are presently viewed as informative and useful resources to improve foreign language teaching practices in 
higher education.  However, current research methodologies in foreign language teaching research that 
include experimental designs, null hypothesis significance testing, and psychological scaling are not 
attuned to utilizing disordered online learning log data.  This paper indicates that online learning log data 
should be treated as “feature values” like in data mining rather than manifest variables under a certain 
psychometric latent variable model, since the data substantially precedes the theoretical derivation of the 
construct in measurement.  The rationale of this treatment is based on relatively new pragmatic, utilitarian, 
and consequential perspectives on foreign language teaching research, unlike orthodox research techniques 
that are strongly supported by cognitivism.  Furthermore, this paper underscores the importance of 
examining mathematical properties of online learning log data.  Typically, online learning log data follow 
non-normal distributions, such as (a) binomial distribution, (b) Poisson distribution, (c) geometric 
distribution, (d) negative binomial distribution, (e) log-normal distribution, (f) Gamma distribution, (g) 
Weibull distribution, and (h) ex-Gaussian distribution. Due to these distributional properties, data analysts 
are concerned about visualizing the empirical distributions of the given online learning log data by 
histograms or kernel density estimation, and then fitting specific probability density functions to the given 
data using the maximum likelihood estimation method or other estimation methods.  This paper 
demonstrates the suggested statistical treatment of online learning log data with numerical examples from 
the author’s teaching experiences.
