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Hurst estimation of scale invariant processes with
drift and stationary increments
N. Modarresi∗ S. Rezakhah†
Abstract
The characteristic feature of the discrete scale invariant (DSI) processes is
the invariance of their finite dimensional distributions by dilation for certain
scaling factor. DSI process with piecewise linear drift and stationary incre-
ments inside prescribed scale intervals is introduced and studied. To identify
the structure of the process, first we determine the scale intervals, their lin-
ear drifts and eliminate them. Then a new method for the estimation of the
Hurst parameter of such DSI processes is presented and applied to some pe-
riod of the Dow Jones indices. This method is based on fixed number equally
spaced samples inside successive scale intervals. We also present some effi-
cient method for estimating Hurst parameter of self-similar processes with
stationary increments. We compare the performance of this method with the
celebrated FA, DFA and DMA on the simulated data of fractional Brownian
motion.
Mathematics Subject Classification MSC 2010: 62L12; 60G22; 60G18.
keywords: Discrete scale invariance; Hurst estimation; Fractional Brownian
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1 Introduction
Scale invariance or self-similarity has been discovered, analyzed and exploited in
many frameworks, such as natural images [23], fluctuations of stock market [11], [12]
and traffic modeling in broadband networks [1], [21]. These processes are invariant
in distribution under suitable scaling of time and space. Discrete scale invariant
(DSI) processes are invariant by dilation for certain preferred scaling factors or
the observable obeys scale invariance for specific choices of scale [8], [24], [28]. In
practice, the main object is detecting the scale invariant property and estimating
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the Hurst index H and scale parameter λ of such processes [5]. Estimation methods
depend on several factors, e.g, the estimation technique, sample size, time scale,
level shifts, correlation and data structure. Among all estimation methods for scale
invariant and long-memory processes, the rescaled adjusted range or R/S statistic
and semi-variogram are frequently used, see Beran [7]. Balasis et al. used the
R/S statistic in [3] and the wavelet spectral analysis in [4] to estimate the Hurst
exponents for self-similar time series originated from space physics applications.
Recently, Wang [27] presented a moving average method to estimate the Hurst
exponent. Vidacs and Virtamo obtained maximum likelihood estimator of the Hurst
parameter based on some geometric sampling of the fractional Brownian motion
(fBm) traffic [25]. Some estimation methods of Hurst index are based on variance-
time, see [9], [10]. In the econophysics, there are some celebrated methods for
the estimation of Hurst parameters called fluctuation analysis (FA) [17], detrended
fluctuation analysis (DFA) [18] and detrending moving average (DMA) which is
described in [2].
Regression analysis is a form of predictive modeling technique which allows to
detect the trend of time series. We apply some piece-wise linear regression to detect
drift to the DSI processes. Especially we determine such piece-wise linear drift by
applying regression lines to the plots of the corresponding scale intervals of DSI
processes.
In real data scale invariant behavior often occures with some linear drift. To dter-
mine the structure of such processes one need to eliminate the drift first, and then
estimate the Hurst parameter. Brownian motion with drift is an example of scale
invariant processes with drift which has lots of applications in mathematical finance
and stock price modelings l [22].
Usually the DSI behavior of the processes are characterized by detecting some
regular behavior of the process inside successive scale intervals which can be identi-
fied by fitting homologous parabolas. In this paper we present some flexible sampling
scheme which provide some fixed number equally spaced sample points in each scale
interval. This sampling scheme provide a bases for our estimation method of Hurst
parameter. Then a DSI process with drift is introduced where by evaluating suc-
cessive scale intervals, the evaluation and elimination of the linear piece-wise drift
is studied. Then a new innovative method for the estimation of Hurst parameter
of DSI processes, having stationary increments inside scale intervals, is developed.
Finally we present some heuristic estimator of the Hurst parameter of self-similar
processes with stationary increments (Hsssi). The performance of this estimator are
examined by using simulated data. We show that our method is more efficient than
the FA, DFA and DMA methods. We compare our method using simulated sam-
ples of fractional Brownian motion (fBm) with drift and different Hurst parameters
and show that the mean square error (MSE) of our method is much less than the
compared methods.
The paper is structured as follows. In section 2, we present our flexible discrete
sampling scheme and provide intuition on some basic notions of the scale invariance
and DSI processes in discrete parameter space. Section 3 is devoted to introducing
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DSI processes with drift, piece-wise linear drift and its elimination. We also present
our estimation methods for scale and Hurst parameter of DSI processes while the
increments are stationary inside scale intervals, and apply our estimation methods
to some part of Dow Jones indices in section 3. A heuristic method for estimating
the Hurst parameter of self-similar process with stationary increments is developed
and its performance is compared with the celebrated methods FA, DFA and DMA
for simulated data of fBm in section 4. Conclusions are presented in section 5.
2 Method of Flexible Discrete Sampling
For our estimation method some appropriate sampling scheme is required. Current
authors [14] considered geometric sampling at points αk, k = 1, 2, . . . of DSI pro-
cesses {X(t), t ∈ R+} with scale λ > 1, where α is determined by λ = αT , and
T ∈ N is some predefined number of observations in the scale interval [λn, λn+1),
n = 0, 1, 2, · · · . Here we present some basic definitions and flexible sampling for
DSI processes, see [15]. A process {X(k), k ∈ Tˇ} is called discrete time self simi-
lar (or scale invariant) process with parameter space Tˇ , where Tˇ is any subset of
countable distinct points of positive real numbers, if {X(k2)}
d
= (k2
k1
)H{X(k1)} for
any k1, k2 ∈ Tˇ , where
d
= denotes equality of finite dimensional distributions. The
process is called discrete time DSI process with scale λ > 0 and parameter space Tˇ ,
if for any k1, k2 = λk1 ∈ Tˇ , the above equation holds in distribution. So sampling of
{X(t), t ∈ R+} at points αnT+k, n ∈ Z, k = 0, 1, . . . , T − 1, we have a discrete time
scale invariant process with parameter space Tˇ = {αnT+k, n ∈ Z}.
A random process {X(k), k ∈ Tˇ} is called self-similar ( scale invariant) in the wide
sense with Hurst index H > 0 and parameter space Tˇ , if for all k, k1 ∈ Tˇ and all
λ > 0, where λk, λk1 ∈ Tˇ we have that E[X
2(k)] <∞, E[X(λk)] = λHE[X(k)] and
E[X(λk)X(λk1)] = λ
2HE[X(k)X(k1)]. If these properties hold for some λ = λ0 > 0
then the process is called wide sense DSI with parameter space Tˇ , see [14].
Following Modarresi and Rezakhah [15] we consider discrete flexible sampling of
DSI process with scale λ > 1 by choosing arbitrary sample points of in the first
scale interval as as 1 6 s1 < s2 < . . . < sq < λ and sampling in the scale interval
Ij = [λ
j, λj+1), j ∈ N, at points λjsi, i = 1, . . . , q. So by recalling sample points
with tj = λ
[ j−1
q
]sj−[ j−1
q
]q our sample space are being Tˇ = {tj , j ∈ W}.
3 DSI processes with drift
For the real data, DSI behavior often occurs in short periods. The Dst time series [5]
and stock market indices [6], [15], [16] and [19] are some examples of such situations.
The change of drift is another feature that specially occurs by the changes in growth
of stock markets. So their simultaneous effect can not be ignored. There are many
examples in modeling the behavior of stock prices by Brownian motion with drift
[13]. Besides the regression modeling approaches, Brownian motion with linear drift
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has drawn much attention in prognostics [26]. Here we present the definition of
Brownian motion with linear drift.
Definition 3.1 The process {Bµ(t), t > 0} is a Brownian motion with drift coef-
ficient µ and variance parameter σ2 if Bµ(0) = 0, the process {Bµ(t), t > 0} has
stationary and independent increments and Bµ(t) is normally distributed with mean
µt and variance σ2t. Equivalently Bµ(t) = σB(t) + µt is Brownian motion with
drift, wherethe standard Brownian motion B(t) is H = 1/2 self-similar.
Now we present the definition of DSI processes with piece-wise linear drift, which
we apply in subsection 3.3 to model some part of the Dow Jones indices .
Definition 3.2 A process {X(t), t ∈ R} is DSI process with drift if it satisfies
the relation X(t) = Y (t) + g(t), t ∈ R where Y (t) is a DSI process and g(t) is
a drift function. We call the process {X(t)} , DSI with piece-wise linear drift if
the drift consist of different line in successive scale intervals of the DSI process as
g(t) =
∑M
k=1(αk + βkt)IBk(t), where αk and βk are real numbers and Bk is the k-th
scale interval for k = 1, · · ·M .
Following the idea of the Brownian motion with drift, described in [22], and
simple Brownian motion as a DSI process, described in [14], we present an example,
which we call simple Brownian motion with drift as a flexible pattern for modeling
more comprehensive processes with DSI behavior.
Example: Following Modarresi et al. [16] we call a process X(t) a simple Brownian
motion with drift g(t), the Hurst index H > 0 and scale λ > 1 if
X(t) =
M∑
n=1
λn(H−
1
2
)I[λn−1,λn)(t)B(t) + g(t)
where B(·) is the standard Brownian motion, I(·) an indicator function. The ex-
pected value of the process is
E(X(t)) = λn(H−
1
2
)E(B(t)) + g(t) = g(t).
Also for s 6 t, the covariance function of the process is determined as
Cov
(
X(t), X(s)
)
= λ(n+m)(H−
1
2
)Cov
(
B(t) + g(t), B(s) + g(s)
)
= λ(n+m)(H−
1
2
)s.
This by the fact that Cov
(
B(t), B(s)
)
= min{t, s}. One can easily verify that
{X(t)} is a DSI process. As in the real world the DSI behavior just appears locally
in different processes, one need to detect the DSI period first.
The rest of this section can be described as follows. In this section we intro-
duce DSI processes with drift and give an example which has Markov property. In
subsection 3.1 we study the detection and elimination of the piece-wise linear drift
to the DSI processes. In subsection 3.2 we introduce some innovative method for
estimating the Hurst parameters of DSI processes with stationary increments. In
subsection 3.3 we apply our estimation method for estimating the Hurst parameter
of real data as some part Dow Jones indices.
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3.1 Elimination of the drift
We consider the DSI process with piece-wise linear drift asX(t) = Y (t)+g(t) in some
duration of time, say [0, C], where {Y (t), t ∈ [0, C]} is a DSI process and the drift
g(t) is assumed to be piece-wise linear function of time t as g(t) =
∑k
i=1(αi+βi)IBi(t)
where B1, B2, · · · , Bn is some partition of this duration. For decomposition of X(t)
as above and detecting the DSI behavior of Y (t) one need to estimate such piece-
wise linear drift and eliminate it from the main process X(t) first. For this, we
need to detect the corresponding scale intervals of the main process by fitting some
parabola as has been applied in [6] and [15]. Then we fit separate regression lines
to the samples of successive scale intervals of main process X(t). These regression
lines are considered as piece-wise linear drift to the process {X(t), t ∈ [0, C]}. Then
we eliminate the drift by subtracting g(t) from X(t) to obtain the DSI process
Y (t). Eliminating this drift Then one can estimate the Hurst parameter of the
corresponding DSI process Y (t) by the following method.
Using detected scale intervals of X(t) for the corresponding DSI process Y (t), we
consider some fixed number of equally spaced samples in each scale interval, say q.
By this and the assumption that the process have stationary increment property
inside each scale interval, we conclude that the increments arises by this sampling
method inside each scale interval are identically distributed. Now we consider the
following procedure for the estimation of the parameters of the DSI process Y (t).
3.2 Estimation procedure
Let Y = {Y (t), t > 0} be a DSI process with stationary increment property inside
each scale interval. This cause the increments of equally spaced samples inside each
scale interval to be identically distributed. Our estimation method is presented by
the following steps.
1- The time interval that we study the DSI process {Y (t)} is considered as [0, C].
2- Following the methods of Bartolozzi et al. [6] and Modarresi et al. [15] and
[16], we evaluate scale intervals Ii = (ai, ai+1] by fitting appropriate parabola to the
samples of the period [0, C]. So the scale of the process can be estimated by
λˆ =
1
M
M∑
i=1
ai+1 − ai
ai − ai−1
where M is the number of the scale intervals.
3- We consider q equally spaced sample points in each scale interval so that the
sample points of k-th scale interval are determined as t(k−1)q+i = ak−1 + (i − 1)dk,
where dk =
ak+1−ak
q
, i = 1, . . . , q and k = 1, . . . ,M . So q is the number of ob-
servations in each scale interval. Thus our parameter space is τˆ = {t(k−1)q+i, i =
1, . . . , q, k = 1, . . . ,M} and {Y (t), t ∈ τˆ} is a DSI process with parameter space τˆ .
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4- Now we consider {U(t), t ∈ τˆ} as the increment process, where U(ti) = Y (ti+1)−
Y (ti), and S
2
k =
1
q
∑q
i=1(U(t(k−1)q+i)−U¯k)
2, where U¯k =
1
q
∑q
i=1 U(k−1)q+i, the sample
variance of increments in the k-th scale interval, k = 1, 2, . . . ,M .
5- By the scale invariant property of the process {Y (t), t ∈ τˆ} we have that U(t(k−1)q+i)
d
=
λˆHU(t(k−2)q+i) for i = 1, . . . , q, so σ
2
k = λˆ
2Hσ2k−1, where σ
2
k = Var
(
U(t(k−1)q+i)
)
. Es-
timating σ2k by S
2
k , one can evaluate the estimation of the Hurst parameter by
λˆ2Hˆ =
S2
k
S2
k−1
. Denoting µ = λˆ2H , we have M − 1 estimate for µ as µˆk =
S2
k
S2
k−1
,
k = 2, . . . ,M and the final estimation of µ is evaluated as the mean of these µˆk.
This estimation method of the Hurst parameter is based on the first order of the
increments. We also consider the second order difference of the increments in-
side scale intervals and evaluate the sample variance of corresponding to k-th scale
interval by S2k,2 =
1
q−1
∑q−1
i=1 (Z(t(k−1)(q−1)+i) − Z¯k)
2, Z(ti) = U(ti+1) − U(ti) and
Z¯k =
1
q−1
∑q−1
i=1 Z(k−1)(q−1)+i, i = 1, . . . , q − 1. Also we have that σ
2
k,2 = λˆ
2Hσk−1,2
2,
where σ2k,2 = Var
(
Z(t(k−1)(q−1)+i)
)
. Estimating σ2k,2 by S
2
k,2, one can estimate the
Hurst parameter H2 by µˆk,2 = λˆ
2Hˆ2 =
S2
k,2
S2
k−1,2
. Denoting µk,2 = λˆ
2H2
k , k = 2, . . . ,M ,
we have the final estimation of µ as mean of these µˆk,2.
3.3 Real data analysis
As an example of DSI process with drift we consider daily indices of Dow Jones from
25/10/2001 till 28/5/2014 and try to estimate the relevant parameters. As these
indices are no available on Saturdays, Sundays and holidays, the available indices for
this duration are 3168 days, which are plotted in Figure 1 (left). For the duration of
the study 6/3/2009 till 14/11/2012 corresponding to the sample points 1800− 2600
we have evaluated a drift line as g(t) = aˆt + bˆ. So the existence of the drift is clear
by the fitted drift line which is shown in Figure 1. The DSI samples which has been
evaluated by differencing the data set from this drift line is plotted in the bottom
panel of the Figure 1 (right) which shows the DSI behavior. The fitted red lines
reveals the scale intervals of DSI variation with drift for the period 6/3/2009 till
14/11/2012. The end points of these scale intervals are a1 = 1854, a2 = 2186, a3 =
2466, a4 = 2671, a5 = 2785. The scale parameter is estimated as mean of the ratio
of length of successive scale intervals, so the time dependent scale parameters are
estimated as λˆ1 = 1.1857, λˆ2 = 1.3659, λˆ3 = 1.7982 and their mean as λˆ = 1.4499.
Now we consider some fixed number of equally spaced samples in each two con-
secutive interval. Then we estimate their corresponding Hurst parameter as the
logarithm of the ratio of sample variance of increments in such successive scale in-
tervals. This is done after eliminating the drifts by different drift lines which have
been fitted to the samples of scale intervals separately. The slop of successive drift
lines from the left are 9.7, 8.7, 10.6 and 6.6 share index unit per day, respectively.
Therefore log(λˆ2Hi) = log(S2i /S
2
i−1) where S
2
i is the sample variance of increments
6
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Figure 1: The above figure shows the plot of Dow Jones indices that the DSI behavior is justified
from 6/3/2009 till 14/11/2012. Red lines are borders of corresponding scale intervals. The left
below figure shows the fitted drift line to the whole duration of DSI behavior, where the slop of
the drift line is 5.2 of share index per unit day. By the right below figure different drifts lines are
fitted to the plots of successive scale intervals, where the slop of successive drift lines from the left
are 9.7, 8.7, 10.6 and 6.6 respectively.
inside i-th scale interval after eliminating the corresponding drift. Dividing this
value by 2 log λˆ we estimate the time dependent Hurst parameters Hi for the vari-
ation of i-th scale interval with respect to the previous one. A new method for
the time dependent Hurst parameter estimation which is more accurate estimation
was studied [19]. This evaluation leads to the estimation of time dependent Hurst
parameters as H1 = 0.5711, H2 = 0.1375, H3 = 0.8134 with mean 0.5073.
We should remind that considering such drift lines has two advantages. First it
causes to model the mean changes of the process by such regression lines and the sec-
ond advantage is that it reveals the true DSI behavior of the process after eliminating
such drifts. For more clarification we represents here the estimated Hurst parame-
ters without fitting such drift lines as H ′1 = 0.7641, H
′
2 = 0.3105 and H
′
3 = 1.9404
for the Hurst parameters of second, third and fourth scale intervals with respect to
the previous scale intervals. Also when we fit just one drift line to the whole du-
ration of DSI behavior and eliminating such drift from the data the corresponding
Hurst parameters are estimated as H ′′1 = 0.9409, H
′′
2 = 1.5464 and H
′′
3 = 0.0567.
Comparing the variations of these estimates with the ones that were estimated by
eliminating different drifts for successive scale intervals, reveals that those estimates
are more close to each other and are more promising since all estimates are in the
range (0, 1). Also the bottom panel of Figure 1 (right) shows such drift provides
much better estimation of share indices.
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4 Comparison of Estimation methods for Hurst
parameter of HSSSI process
In this section we develop the method presented in [20] for the estimation of Hurst
parameter of the scale invariant processes with stationary increments. We consider
the case that the scale invariant processes could have linear drift. Let {Xt, t =
1, 2, . . . , N} be equally spaced samples of such a process. For this, first we eliminate
the drift. We estimate this drift by the regression line Xˆt = aˆ + bˆt by evaluating aˆ
and bˆ. Then we eliminate the drift from the process as Zt = Xt − Xˆt. Now we are
to estimate the Hurst parameter from this new process Zt. Following the method
of sampling of Rezakhah et al. [20], we consider sub-samples at points {Zik, i =
1, 2, . . . , [N/k]} as the k-th sub-sample for some fixed k ∈ N. Choosing k depends
on the sample size we take k ∈ {1, ..., K∗}. We consider K∗ = min{20, N/30}. For
every k ∈ {1, ..., K∗} we consider two kind of sampled process {Zi} and {Zik}, where
i = 1, 2, . . . , [N/k], and evaluate first and second order sample variances for r = 1, 2
S2r,k,2 =
1
[N
k
]− r
[N
k
]−r∑
i=1
(Yr,ik − Y¯ )
2, S2r,k,1 =
1
[N
k
]− r
[N
k
]−r∑
i=1
(Yr,i − Y¯ )
2 (4.1)
where Y1,j = Zj+1−Zj and Y2,j = Zj+2−2Zj+1+Zj correspondingly. One can easily
verify that Yr,ik
d
= kH
′
kYr,i for r = 1, 2. So σ
2
r,k,2 = k
2H′σ2r,k,1 , where σ
2
r,k = Var (Yr,ik)
and σ2r,1 = Var(Yr,i). Thus S
2
r,k,2 and S
2
r,k,1 are corresponding sample variances and
estimates of σ2r,k and σ
2
r,1 respectively. So for different values of k we evaluate Hˆ
′
k
by the relation. S2r,k,2
S2r,k,1
= k2Hˆ
′
k , (4.2)
and estimate H ′ as the mean of such different Hˆ ′k’s by
Hˆ ′ =
1
2(K∗ − 1)
K∗∑
k=2
log
(S2r,k,2
S2r,k,1
)
/ log(k). (4.3)
Now we compare the performance of the introduced method for estimation of Hurst
parameter with FA, DFA and DMA methods. First we simulate 10000 samples from
fBm with different Hurst parameters as H = 0.1, 0.2, . . . , 0.9. Then we estimate the
Hurst parameters by different methods, FA, DFA, DMA and our two methods first
difference (diff 1) and second difference (diff 2) ones with 500 repetitions. The MSE
of the methods are plotted in Figure 2. As it is shown in the figure, the diff 2
method always have much better performance than the previous methods. The diff
1 method is the best for the Hurst parameters between 0.1 and 0.5, but for Hurst
between 0.6 and 0.9 the diff 2 method is the best.
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Figure 2: Mean square error in estimation of Hurst index of using 10000 samples of fBm with
500 repetitions.
5 Conclusions
In this paper some heuristic method for the estimation of scale and Hurst param-
eter of discrete scale invariant processes with piece-wise linear drift. As many DSI
processes are accompanied by some piece-wise linear drift, the method of this paper
in estimating and eliminating of such piecewise drifts, motivates further research in
this way and provide a platform to extend the applications of DSI processes. So one
would expect to have a better understanding of the processes involving DSI behav-
ior. As an example, for the presented part of Dow Jones indices it is shown that
the DSI behavior is accompany with piece-wise linear drift. We also presented new
method to improve estimation of the Hurst parameter of DSI processes. Comparing
the presented method for the estimation of the Hurst parameter of Hsssi processes
with the celebrated methods FA, DFA and DMA shows its superior by producing
less mean squared errors. This paper could initiate further research and application
in compare to the existing methods by applying our method in estimating and elim-
inating different piece-wise drifts. Our method has the privilege to present a better
estimation of the Hurst parameter of DSI processes by eliminating such additional
structure for the variations.
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