Let G be a finite abelian group, and r be a multiple of its exponent. The generalized Erdős-Ginzburg-Ziv constant s r (G) is the smallest integer s such that every sequence of length s over G has a zero-sum subsequence of length r. We find exact values of s 2m (Z d 2 ) for d ≤ 2m + 1. Connections to linear binary codes of maximal length and codes without a forbidden weight are discussed.
Introduction
Let G be a finite abelian group written additively. We denote by exp(G) the exponent of G that is the least common multiple of the orders of its elements. Let r be a multiple of exp(G). The generalized Erdős-Ginzburg-Ziv constant s r (G) is the smallest integer s such that every sequence of length s over G has a zero-sum subsequence of length r. If r = exp(G), then s(G) = s exp(G) (G) is the classical Erdős-Ginzburg-Ziv constant.
In the case when k is a power of a prime, Gao [12] proved s km (Z In this paper, we consider the case G = Z d 2 . We show that the problem of determining s 2m (Z d 2 ) is essentially equivalent to finding the lowest redundancy of a linear binary code of given length which does not contain words of Hamming weight 2m. When m = 2, this problem is also equivalent to finding the maximal length of a linear binary code of redundancy d and distance 5 or more.
We prove that s 2m (Z d 2 ) = 2m+d for d < 2m, validating the Gao's conjecture for k = 2. We also prove s 2m (Z This paper is organized as follows. We discuss maximal length linear binary codes in section 2, linear codes without a forbidden weight in section 3, and generalized Erdős-Ginzburg-Ziv constants in section 4. We present our results for s 2m (Z
Linear binary codes of maximal length
In this section, we will provide basic definitions and some results from coding theory (for details, see [26] ).
Let F 2 be the binary field and F n 2 be the n-dimensional vector space over F 2 . The Hamming weight of vector x ∈ F n 2 is the number of its entries equal to 1. The dot product of vectors x = (x 1 , x 2 , . . . , x n ) and y = (y 1 , y 2 , . . . , y n ) is defined as x · y = x 1 y 1 + x 2 y 2 + . . . + x n y n . A linear binary code of length n is a subspace in F n 2 . Its elements are called words. The distance of a linear code is the smallest Hamming weight of its non-zero word. A trivial code of dimension 0 has distance ∞. A linear binary code C is called an (n, k, d) code when it has length n, dimension k and distance d. The dual code C ⊥ is a co-space of C in F n 2 . The redundancy of C is the dimension of its dual code, r = n − k, which may be interpreted as the number of parity check bits. If y (1) , y (2) , . . . , y (r) form a basis of C ⊥ , then C consists of vectors x such that x · y (i) = 0 for every i = 1, 2, . . . , r. If y (i) = (y i1 , y i2 , . . . , y in ), the (r × n)-matrix [y ij ] is called a parity-check matrix of C. In fact, any binary r × n matrix of rank r is a parity-check matrix of some linear code of length n and redundancy r.
An (n, k, 2t + 1) code is capable of correcting up to t errors in a word of length n that carries k bits of information. It is natural to seek codes of maximal possible length with prescribed error-correction capabilities. We denote by N (r, d) the largest length of a linear code with redundancy r and distance d or higher, that is the largest n such that an (n, n − r, ≥ d) code exists.
It follows from the well known Hamming bound (see [26] ) that The primitive binary BCH code (see [3, 19] ) is a (2 m − 1, 2 m − 1 − mt, 2t + 1) code. It gives the lower bound
It is easy to see that N (m, 3) = 2 m − 1. When t ≥ 2, the bound (2.2) is not sharp: some codes of slightly larger length are known. Goppa [13] constructed (2 m , 2 m − mt, 2t + 1) codes. Chen [4] found (2 m + 1, 2 m + 1 − 2m, 5) codes for even m. Sloane, Reddy, and Chen [4, 25] 
The values of N (r, d) for small r and d can be derived from tables in [14] . We list these values for 4 ≤ r ≤ 14, d = 5 : For future use we need Theorem 2.1 (MacWilliams identities [22] ). Let C be a k-dimensional linear binary code of length n. Let A j denote the number of words of Hamming weight j in C, and B j denote the number of words of Hamming weight j in the dual code C ⊥ . Then for every λ = 0, 1, . . . , n,
Codes without a forbidden weight
Let R 2m (n) be the smallest redundancy of a linear code of length n which has no words of Hamming weight 2m. The problem of determining R 2m (n) was studied in [1, 7] in notation l(n, 2m) = n − R 2m (n). It follows from Theorem 1.1 of [7] that
We will solve same cases of n > 4m in Corollary 5.16. It follows from theorem 6 of [1] that
when m is fixed and n → ∞. The proof of (3.1) and (3.2) in [7] uses the notion of binormal form of a binary matrix. Following [7] , we say that a k × n binary matrix M = [a ij ] is in binormal form if n ≥ 2k, a i,2j−1 = a i,2j for i = j, and a i,2i−1 = a i,2i (i, j = 1, 2, . . . , k).
Lemma 3.1 (Proposition 2.1 [7] ). If k×n binary matrix M is in binormal form, then for any k-dimensional binary vector x, there is a unique choice of k indices j i ∈ {2i − 1, 2i} (i = 1, 2, . . . , k) such that the sum of columns j 1 , j 2 , . . . , j k of M is equal to x. In particular, one can pick up k columns in M whose sum is the k-dimensional zero vector. Lemma 3.2 (Lemma 2.2 [7] ). Let n be odd, 2k < n, and M be a k × n binary matrix of rank k. If the sum of entries in each row is 0, then M can be brought to binormal form by such operations as permutations of the columns and additions of one row to another.
Lemmas 3.1 and 3.2 yield Corollary 3.3. Let n be odd and 2k < n. Let M be a k × n binary matrix of rank k where the sum of entries in each row is 0. One can pick up k columns in M whose sum is the k-dimensional zero vector.
Generalized Erdős-Ginzburg-Ziv constant
Let G be a finite abelian group written additively. The classical Erdős-Ginzburg-Ziv constant s(G) is the smallest integer s such that every sequence of length s over G has a zero-sum subsequence of length exp(G) (see [5, 6, 9, 12, 17, 20, 23] ). In 1961, Erdős, Ginzburg, and Ziv [8] proved s(Z k ) = 2k − 1. Kemnitz' conjecture, s(Z 2 k ) = 4k − 3 (see [20] ), was open for more than twenty years and finally was proved by Reiher [23] in 2007.
The following generalization of the classical Erdős-Ginzburg-Ziv constant was introduced by Gao [12] . If r is a multiple of exp(G) then s r (G) denotes the smallest integer s such that every sequence of length s over G has a zero-sum subsequence of length r. (Notice that if r is not a multiple of exp(G) then there is an element x ∈ G whose order is not a divisor of r, and the infinite sequence x, x, x, . . . contains no zero-sum subsequence of length r.) Obviously, s exp(G) (G) = s(G). Constants s r (G) were studied in [2, 10-12, 15, 16, 18, 21] .
A sequence that consists of (km − 1) copies of the zero vector and (k − 1) copies of each of the basis vectors demonstrates that
If km ≤ (k − 1)d, we can add (1, 1, . . . , 1) to this sequence. Hence,
It is easy to see that
Indeed, consider a sequence S over Z will not contain a zero-sum subsequence of length km, either.
In the case when k is a power of a prime, Gao [12] proved the equality in (4.1) for m ≥ k d−1 and conjectured
The connection between generalized Erdős-Ginzburg-Ziv constants of Z and linear binary codes is evident from the following observation. Let S be a sequence of length n over Z d 2 . Write its n vectors column-wise to get a d × n binary matrix M . Obviously, S has a zero-sum subsequence of length r if and only if M has r columns that sum up to a zero vector. Let C be the subspace in Z n 2 generated by the rows of M . If M has r columns that sum up to a zero vector, then the same will be true for any basis of C written row-wise. The ndimensional vector, whose entries equal to 1 are positioned in these r columns, will be orthogonal to any word of C. It means that the dual code C ⊥ has a word of weight r. The same arguments work in the opposite way, too. If a linear binary code has a word of weight r then any its parity check matrix has r columns that sum up to a zero vector.
When k > 2 is a power of a prime, a similar connection exists between the generalized Erdős-Ginzburg-Ziv constants of Z d k and linear k-ary codes (which are subspaces of vector spaces over field F k ), but unfortunately, it works only one way. If a sequence over F d k has a zero-sum subsequence of length r, then being written column-wise, it serves as a parity check matrix of a k-ary code which has a word whose r entries are equal to 1 and the rest are equal to 0. However, the fact that a k-ary code has a word with r non-zero entries does not guarantee that its parity-check matrix has r columns that sum up to a zero vector.
Summary of results
In this section, we consider the case G = Z To simplify notation, we will write
. Let W be a set of positive integers which contains at least one even number. We denote by β W (d) the the largest size of a set in Z d 2 which has no zero-sum subsets of size w ∈ W . We will use the following shortcuts:
As it should be expected, s 2m (d) and β 2m (d) are close:
The lower bound in ( 
2 such that each of the three vectors x, y, x + y has Hamming weight 2m. Then x, y and the d basis vectors demonstrate that
It is easy to see that In line with Corollary 5.11 and Theorem 5.12, we propose
When d > 2m, the cases of even and odd m differ significantly. For even m and 2m < d < 3m, the best lower bound we know follows from (4.3) and Theorem 5.10:
Theorem 5.14. s 2m (2m + 1) = 4m + 2 for even m. 
The next statement (which also was proved in [24] ) can be easily derived from Theorem 5.8 and ( Proof of Theorem 5.1. First, we will prove
. Consider a linear code C of length n = N (d, 2m + 1), redundancy d and distance at least 2m + 1. Its parity check matrix M has size d × n. Since C has no words of weights 1, 2, . . . , 2m, the sum of any k ∈ {1, 2, . . . , 2m} columns of M is not a zero vector. It means that the columns of M , being interpreted as n vectors in Z d 2 , form a set without zero-sum subsets of sizes 2m and less. To prove β [1,2m] 
which has no zero-sum subsets of sizes 2m and less. If A does not contain a basis in Z d 2 , then there exists a vector x ∈ Z d 2 which can not be represented as a sum of some vectors from A. Then A ∪ {x} would have no zero-sum subsets of sizes 2m and less which contradicts with the maximality of |A|. Hence, A contains a basis. Then a d × |A| matrix, whose columns are the vectors in A, has rank d and is a parity check matrix of a code of length n, redundancy d and distance at least 2m + 1.
Proof of Theorem 5.2. Consider a set A of size β [1,2m] 
2 which has no zero-sum subsets of sizes 1, 2, . . . , 2m. In particular, 0 / ∈ A. It is obvious that A∪{0} does not have zero-sum subsets of sizes 2, 3, . . . , 2m. Hence,
To prove the opposite inequality, consider a set B of size
which has no zero-sum subsets of sizes 2, 4, . . . , 2m. Select y ∈ B and define B y = {x + y | x ∈ B}. Notice that B y does not have zero-sum subsets of sizes 2, 4, . . . , 2m and contains the zero vector. Then B y − {0} will have no zero-sum subsets of sizes 1, 2, . . . , 2m. Therefore, β [1,2m] Proof of Theorem 5.3. We will prove the lower bound first. In the case m = 2
where 
⊥ has a non-zero word of weight l where |l − n/2| ≥ 2.
Proof. Suppose, to the contrary, that the weights of non-zero words of C ⊥ lay in the interval [n − 3/2, n + 3/2]. Let D n = {0, (n − 3)/2, (n − 1)/2, (n + 1)/2, (n + 3)/2} if n is odd, and D n = {0, (n − 2)/2, n/2, (n + 2)/2} if n is even. Let r be the dimension of C ⊥ , so the dimension of C is k = n − r. Let A j (B j ) denote the number of words of weight j in C (C ⊥ ). Then A 0 = 1, A 2 = A 4 = 0, B 0 = 1, B j = 0 for j / ∈ D n , and j∈Dn B j = 2 r . Consider a linear combination of MacWilliams identities (2.3) with λ = 1, 2, 3, 4 :
As (n + 3)/2 ≤ n − λ for n ≥ 7, λ ≤ 4, and B j = 0 for j / ∈ D n , we can rewrite it as
where
As A 2 = A 4 = 0, the left hand side of (6.1) is a linear combination of A 0 , A 1 , A 3 . We are going to choose coefficients c 1 , c 2 , c 3 , c 4 in such a way that A 1 and A 3 are eliminated while the values of f j are equal for all j ∈ D n − {0}. If n is even, set c 1 = 4n(n − 1)(n − 2), c 2 = −12(n − 2) 2 , c 3 = 24(n − 3), c 4 = −24. In this case, we get f 0 = 0, f j = n 2 (n + 2)(n − 2) for j ∈ D n − {0}, and (6.1) is reduced to 2 r n(n − 1)(n − 2)(n + 3)A 0 = n 2 (n + 2)(n − 2)
j∈Dn−{0} B j .
Since A 0 = 1 and j∈Dn−{0} B j = 2 r − 1, we can simplify it further to n(n − 2)(3 · 2 r − n(n + 2)) = 0 , which has no integer solutions for n > 6. If n is odd, set c 1 = 4(n + 1)(n − 1)(n − 3), c 2 = −12(n − 1)(n − 3), c 3 = 24(n− 3), c 4 = −24. In this case, we get f 0 = 0, f j = (n+ 3)(n+ 1)(n− 1)(n− 3) for j ∈ D n − {0}, and (6.1) is reduced to 2 r n(n − 1)(n − 3)(n + 4)A 0 = (n + 3)(n + 1)(n − 1)(n − 3)
B j .
Since A 0 = 1 and j∈Dn−{0} B j = 2 r − 1, we can simplify it further to (n − 1)(n − 3)(3 · 2 r − (n + 1)(n + 3)) = 0 , which has no integer solutions for n > 3.
2 which does not have zero-sum subsets of sizes 2, 4, . . . , 2m. Write n vectors of A column-wise as a d × n binary matrix M . Similarly to the proof of Theorem 5.1, the maximality of |A| ensures that M has rank d. Let C be the linear code of length n whose parity check matrix is M . This code does not have words of weight 2, 4, . . . , 2m. As n > 6, by Lemma 6.3, the dual code C ⊥ has a word of weight l where |l − n/2| ≥ 2. Then there exists a parity check matrix M 1 of code C such that this word is the first row of M 1 . Notice that the sum of any 2k columns of M 1 is not a zero vector (k = 1, 2, . . . , m). If l ≥ (n + 4)/2, remove from M 1 all columns which contain 0 in the first row. If l ≤ (n − 4)/2, remove from M 1 all columns which contain 1 in the first row. The resulting matrix M 2 is of size d × t where t ≥ (n + 4)/2. All entries in the first row of M 2 are equal. Remove the first row to get matrix M 3 of size (d − 1) × t. As M 2 does not have sets of columns of size 2k (k = 1, 2, . . . , m) which sum up to a zero vector, the same is true for Proof of Theorem 5.8. We will show first that n < s 2m (d) implies R 2m (n) ≤ d, and then show that n ≥ s
Let n < s 2m (d). Then there exists a sequence S of length n over Z d 2 which does not have zero-sum subsequences of size 2m. Write the vectors of S as d × n binary matrix M . Its rank is r ≤ d. Take r independent rows of M to get an r × n matrix M 1 of rank r. Let C be the linear code whose parity check matrix is M 1 . This code has length n and redundancy r. As M 1 does not have a set of 2m columns which sum up to a zero vector, C does not have a word of weight 2m. Hence,
. Consider a linear code C of length n and redundancy r which does not have words of weight 2m. Let M be an r × n parity check matrix of C. If r ≤ d − 1, then n ≥ s 2m (r), and there exists a set of 2m columns in M that sum up to a zero vector. It contradicts with the assumption that C does not have words of weight 2m. Hence, r ≥ d. We have proved that . We need to prove that S has a zero-sum subsequence of size 2m. Let x be the sum of all elements of S. Add x to each element of S and denote the resulting sequence by S 0 . If S 0 has a zero-sum subsequence of size 2m, then S has it, too. Let V be the smallest subspace of F (2), . . . , j(k) in M is the (k + 1)-dimensional zero vector. Thus, we may assume that the sum of off-diagonal entries in each row of C is equal to 1. It means that C satisfies the conditions of Lemma 6.5. Hence, without loss of generality, we may assume that c k−1,k + c k−1,k+1 = 1 and c k,k−1 + c k,k+1 = 1. Since the sum of off-diagonal entries in any row of C is 1, we get
T . We claim that the 3 × 9 matrix M [k − 1 : k + 1, 2k − 3 : 2k + 5] has two columns whose sum is (0, 0, x)
T . Indeed, among 9 columns there must be two equal, their sum is (0, 0, 0)
T . Since M is in binormal form, its columns (2k + 1) and (2k + 2) differ only in the last entry. Hence, M [k − 1 : k + 1, 2k − 3 : 2k + 5] contains two rows whose sum is (0, 0, 1)
T . Now we select two columns in M [k − 1 : k + 1, 2k − 3 : 2k + 5] whose sum is(0, 0, x)
T and call the columns of M which contain them special. Let (y 1 , y 2 , . . . , y k+1 )
T be the sum of the two special columns. We already know that y k−1 = y k = 0 and y k+1 = x. Since M [1 : k − 2, 1 : 2k − 4] is in binormal form, by Lemma 3.1, there is a set of k − 2 indices l(i) ∈ {2i − 1, 2i} (i = 1, 2, . . . , k − 2) such that the sum of columns
T . Then the sum of these k − 2 columns plus the two special columns in M is the (k + 1)-dimensional zero vector.
Proof of Theorem 5.12. By (5.1) and Corollary 5.11, s 2m (2m + 1) ≥ β 2m (2m + 1) + 1 ≥ 4m + 5. To prove s 2m (2m + 1) ≤ 4m + 5, consider a sequence S of size 4m + 5 over F . We need to prove that S has a zero-sum subsequence of size 2m. Let x be the sum of all elements of S. Add x to each element of S and denote the resulting sequence by S 0 . If S 0 has a zero-sum subsequence of size 2m, then S has it, too. Let V be the smallest subspace of F 2m+1 2 which contains all elements of S 0 . Suppose, dim(V ) ≤ 2m. By Theorem 5.10, s 2m (2m) = 4m + 1. Hence, S 0 must contain a zero-sum subsequence of size 2m. Now, suppose that dim(V ) = 2m+ 1. Consider a (2m+ 1)× (4m+ 5) binary matrix M whose columns represent the vectors from S 0 . The rank of M is dim(V ) = 2m + 1. Since the sum of all vectors of S 0 is a zero vector, M satisfies the conditions of Lemma 3.2 and can be brought to matrix M ′ in binormal form by permutations of columns and additions of one row to another. These operations do not change the fact whether the matrix has a set of 2m columns that sum up to a zero vector. By Lemma 6.6, M ′ has such a set.
Lemma 6.7. Let m be even, and M be a (2m+1)×(4m+2) matrix in binormal form. One can pick up 2m columns in M whose sum is the (2m+1)-dimensional zero vector.
be an n × n binary matrix where c ij = a i,2j−1 = a i,2j for i = j. The values of diagonal entries c ii are not important and may be set arbitrarily. For a subset I ⊆ {1, 2, . . . , n} and i ∈ I, we denote σ i (I) = j∈I−{i} c ij . We say that I is of type t if among |I| values σ i (I) with i ∈ I there are exactly t that are equal to 1. The type of
Similarly to the proof of Lemma 6.6, we can assume that the sum of offdiagonal entries in each row of C is equal to 1. Hence, t(1, 2, . . . , n) = n.
Suppose, there exists I ⊆ {1, 2, . . . , n} such that |I| = 2t(I) − 1. As t(1, 2, . . . , n) = n, we have |I| = n, so |I| ≤ n − 2. Without limiting generality, we may assume that I = {n− 2t+ 2, n− 2t+ 3, . . . , n} where t = t(I), 2t ≤ n− 1, σ i (I) = 1 for n − 2t + 2 ≤ i ≤ n − t + 1, and σ i (I) = 0 for n − t + 2 ≤ i ≤ n. As M [1 : n − 2t + 1, 1 : 2(n − 2t + 1)] is in binormal form, by Lemma 3.1, there is a set of indices j(i) ∈ {2i − 1, 2i} (i = 1, 2, . . . , n − 2t + 1) such that the sum of columns j(1), j(2), . . . , j(n − 2t + 1) in M [1 : n − 2t + 1, 1 : 2(n − 2t + 1)] is equal to the (n − 2t + 1)-dimensional zero vector. As n−2t+1 j=1 c ij = 1 − σ i (I) for n − 2t + 2 ≤ i ≤ n, the sum of columns j(1), j(2), . . . , j(n − 2t + 1) in M has the last t − 1 entries equal to 1, and the rest equal to 0. Columns 2r − 1 and 2r in M differ only in the r'th row, so the sum of columns 2n − 2t + 3, 2n − 2t + 4, . . ., 2n in M also has the last t − 1 entries equal to 1, and the rest equal to 0. Set j(i) = n + 1 + i for n − 2t + 2 ≤ i ≤ n − 1. Then the sum of columns j(1), j(2), . . . , j(n − 1) in M is the n-dimensional zero vector.
Our aim is show that {1, 2, . . . , n} contains a triple of type 2 or a quintuple of type 3. Suppose, there are no triples of type 2. Then every triple of even type must have type 0.
The number of rows is odd, and the sum of the off-diagonal entries in each row is 1. Hence, the sum of all off-diagonal entries of C is 1. In the sum of expressions t(i, j, k) = (c ij + c ji )+ (c ik + c ki )+ (c jk + c kj ) over all triples {i, j, k}, each off-diagonal entry of C appears n−2 times, which is an odd number. Hence, the sum of the types of all triples is odd. As n ≡ 1 (mod 4), the number of all triples, n 3 , is even. If so, there exists at least one triple of even type and at least one triple of odd type. Then we can find a triple of even type and a triple of odd type that share a pair. It is easy to see that the sum of types of all 4 triples within one quadruple is even. Thus, a quadruple which contains a triple of even type and a triple of odd type must contain two triples of even type and two triples of odd type. Without limiting generality, we can assume that triples {1, 2, 3}, {2, 3, 4} are of type 0, and {1, 2, 4}, {1, 3, 4} are of odd type. Then c 12 = c 13 , c 42 = c 43 , c 21 = c 23 = c 24 , c 31 = c 32 = c 34 , c 14 = c 41 . We always can modify matrix M by adding (1, 1, . . . , 1) to some of its rows (and as a consequence, adding (1, 1, . . . , 1) to the corresponding rows of C). The sums of even sets of columns will not change, and the types of subsets of odd sizes will not change either. Add, if necessary, (1, 1, . . . 
As the sum of types of all triples within one quadruple is even, {W 0 , W 1 , W 2 , W 3 } form a partition of {1, 2, . . . , n}. Notice that 4 ∈ V 1 . Select i ∈ V 1 and j ∈ V 2 . Then t(1, 2, 3) = t(i, 2, 3) = t(1, j, 3) = 0 while t(i, 1, 2), t(i, 1, 3), t(j, 2, 3), t(j, 1, 2) are odd. We claim that t(i, j, 3) = 0. Indeed, if t(i, j, 3) were odd, then t(i, j, 1) ≡ t(i, j, 3) + t(i, 1, 3) + t(j, 1, 3) ≡ 0 (mod 2) and t(i, j, 2) ≡ t(i, j, 3) + t(i, 2, 3) + t(j, 2, 3) ≡ 0 (mod 2), which means that there are 5 triples of type 0 in cyclic pattern:
If so, the principal minor of C, formed by rows and columns i, j, 1, 2, 3, must carry equal off-diagonal entries within each row. But then we would have t(i, j, 3) = 0 which contradicts with t(i, j, 3) ≡ 1 (mod 2). Therefore, t(i, j, For any i ∈ V 1 and j ∈ V 2 , we have t(i, j, 3) = 0, hence c ij = c i3 = 0. The same is true when i = 1 or j = 2. Therefore, c i,j = 0 for all i ∈ W 1 and j ∈ W 2 , and similarly, c i,k = 0 for all i ∈ W 1 and k ∈ W 3 . If i, j ∈ W 1 , i = j, and c ij = c ji = 1, then t(i, j, 2) = 2 (since c i2 = c 2i = c j2 = c 2j = 0). Hence, i, j ∈ W 1 , i = j, and c ij = 1 imply c ji = 0.
Consider the principal minor of C generated by rows and columns indexed by W 1 , and interpret it as an adjacency matrix of a digraph D with the vertex set W 1 where c ij = 1 indicates the arc (i, j). Arcs (i, j) and (j, i) can not be present simultaneously. We know that c 14 = 1, so D contains a transitive tournament of size 2 induced by vertices 1, 4 where 1 is the vertex of in-degree 0. Let T be a transitive tournament of the largest possible size contained in D such that 1 is its vertex of in-degree 0. Let i denote the vertex of out-degree 0 in T . As n j=1, j =i c ij = 1, there exists j = i, 1 such that c ij = 1. As c ij = 1, j can not belong to W 2 or W 3 . The two remaining cases are j ∈ W 1 and j ∈ W 0 .
If j ∈ W 1 , then c ji = 0. By the maximality of T , there exists a vertex k in T such that c kj = 0. As i has out-degree 0 in T , we get c ki = 1 and c ik = 0. If c jk = 0, we get t(k, i, j) = 2. If c jk = 1, we get t(k, i, j, 2, 3) = 3.
If j ∈ W 0 , then t(1, 2, j) = 0. Hence, c 1j = c 12 = 0 and c j1 = c j2 = 0. As vertex 1 has in-degree 0 in T , we get c 1i = 1 and c i1 = 0. If c ji = 0, we get t(1, i, j) = 2. If c ji = 1, we get t(1, i, j, 2, 3) = 3.
Lemma 6.8. Let m be even, and M be a (2m+1)×(4m+3) matrix in binormal form where the sum of all columns is a zero vector. If M has two identical columns, then it also has a set of 2m columns with zero sum that includes at most one of the two identical columns.
Proof. Set n = 2m + 1. Let x i = (a 1i , a 2i , . . . , a ni )
T be the ith column of M (i = 1, 2, . . . , 2n + 1). As M is in binormal form, we can define n × n matrix C = [c ij ] where c ij = a i,2j−1 = a i,2j for i = j. The values of diagonal entries c ii are not important and may be set arbitrarily.
If one of the two columns that are identical is the last column, then the statement of the lemma follows from Lemma 6.7. Hence, without limiting generality, we may assume that the two identical columns are 2n − 2 and 2n.
Suppose, c n,n−1 = 1. Then a n,2n−2 = 1. As x 2n = x 2n−2 , we get a n,2n = 1 and a n,2n−1 = 0. As M is in binormal form, x 1 + x 2 + . . . + x 2n = (1, 1, . . . , 1) T . As the sum of all columns of M is a zero vector, x 2n+1 = (1, 1, . . . , 1) T . Add row n to each row i ∈ {1, 2, . . . , n − 1} where a i,2n−1 = a i,2n+1 . After this is done, columns 2n − 1 and 2n + 1 differ only in the last entry. Now swap columns 2n and 2n + 1. The resulting matrix M ′ is in binormal form. By Lemma 6.7, there is a set of 2m = n − 1 columns in M ′ with zero sum that does not include column 2n + 1 of M ′ (which originated from column 2n of M ). In this case, M has a set of 2m columns with zero sum that does not include column 2n. Hence, we may assume c n,n−1 = 0, and similary, c n−1,n = 0.
The (n − 1) × (2n − 2) submatrix M [1 : n − 1, 1 : 2n − 2] is in binormal form. By Lemma 3.1, there is a set of indices j(i) ∈ {2i − 1, 2i} (i = 1, 2, . . . , n − 1) such that the sum of columns j(1), j(2), . . . , j(n − 1) in M [1 : n − 1, 1 : 2n − 2] is the (n−1)-dimensional zero vector. We recall that c n,n−1 = 0. If n−2 j=1 c n,j = 0, then the sum of columns j(1), j(2), . . . , j(n − 1) in M is the n-dimensional zero vector. Hence, we may assume n−2 j=1 c n,j = 1, and similarly, n−2 j=1 c n−1,j = 1.
The (n − 2) × (2n − 4) submatrix M [1 : n − 2, 1 : 2n − 4] is in binormal form. By Lemma 3.1, there is a set of indices j(i) ∈ {2i − 1, 2i} (i = 1, 2, . . . , n − 2) such that x j(1) + x j(2) + . . . + x j(n−2) has the first n − 2 entries equal to 1. Since n−2 j=1 c n−1,j = 1 and n−2 j=1 c n,j = 1, the last two entries of x j(1) + x j(2) + . . . + x j(n−2) are also equal to 1. As x 2n+1 = (1, 1, . . . , 1) T , we get x j(1) + x j(2) + . . . + x j(n−2) + x 2n+1 = 0.
Proof of Theorem 5.14. By (4.3) and Theorem 5.10, s 2m (2m + 1) ≥ s 2m (2m) + 1 = 4m + 2. To prove s 2m (2m + 1) ≤ 4m + 2, consider a sequence S of size 4m + 2 over F 2m+1 2
. Let M be a (2m + 1) × (4m + 2) binary matrix whose column represent the vectors from S. By the same argument as in the proof of Theorem 5.12, M must be of rank 2m + 1. We need to prove that M has a set of 2m columns whose sum is a zero vector.
Let x ∈ Z 2m+1 2 be the sum of all columns of M , and x 4m+2 ∈ Z 2m+1 2 be the last column. Add x + x 4m+2 to each column of M , and expand the matrix by a new column equal to x. In the resulting (2m + 1) × (4m + 3) matrix M ′ , the sum of all columns is a zero vector, and the last two columns are equal to x. M ′ satisfies conditions of Lemma 3.2 and can be brought to binormal form M ′′ by permutations of the columns and additions of one row to another. There are two identical columns in M ′′ that originated from the last two columns of M ′ . By Lemma 6.8, there is a set of 2m columns in M ′′ with zero sum which includes at most one of these two columns. Then M ′ has a set of 2m columns with zero sum that does not include the last column. Therefore, M has a set of 2m columns with zero sum.
