The Hyper-Space Diagonal Counting (HSDC) method was previously proposed for generating representations of n-dimensional data in 2-or 3-dimensions. Since its inception, the HSDC has been used to visualize the n-dimensional performance space in an intuitive fashion for Multiobjective Optimization Applications, through the incorporation of the HSDC into the Hyperspace Pareto Frontier (HPF) visualization approach. This paper presents a newer application of the HSDC m ethod that enables estimation of the Pareto frontier without performing a formal optimization. Further, it is demonstrated that this estimated Pareto frontier can be represented in the design space, with a different representation associated with each objective. This very different type of visualization provides designers with a means of investigating the trade-offs for both objectives as well as design points using only the design space.
Introduction
LMOST all real world engineering design problems are multiobjective 1 where the objectives are typically conflicting in some way (i.e. an improvement in one results in the deterioration of others). The designer's task is to ensure the optimality of the solution as a whole, rather than optimizing any single objective. With more than one objective, the problem has not only a design space but an associated performance space. Visualization of the Pareto frontier 2 within the performance space has been widely used by designers to enable the investigation of the trade-offs amongst multiple objectives. Ultimately, a designer must select from possibly hundreds or thousands of design options in order to identify one or a small subset of candidate designs for product development. While tradeoffs between the objectives is certainly critical, trade-offs in the design space (amongst design variables) can also lead to very different choices for the final design candidate or candidates.
Challenges for such trade-off investigations pertain largely to the difficulty in understanding the performance space for more than three objectives and the difficulty in easily contrasting or comparing hundreds or thousands of design candidates. The multidimensionality in both design space (i.e. large numbers of design variables), coupled with the potentially large dimensionality in the performance space (i.e. more than three objective functions), makes use of traditional visualization methods impractical. However, the development of the Hyperspace Diagonal Counting (HSDC) method, together with the application of the HSDC to performance space visualization using the Hyperspace Pareto Frontier (HPF) 3, 4, 5, 6 was previously demonstrated to be a practical approach for navigating through extremely large numbers of Pareto points in the presence of n-objective functions.
In this paper, however, the HSDC method is applied in a very different way so as to enable the estimation of the Pareto frontier without requiring any formal optimization. By discretizing the design space and then evaluating the optimization problem in a way that corresponds to the HSDC counting scheme, then identifying all non-dominated points from amongst those evaluated, the data can then be visualized in 2D for each of the objective functions. In other words, the estimated Pareto frontier can be visualized within the design space itself, all without implementation of a formal optimization. This visualization capability provides the designer an intuitive way to make trade-offs between objective functions as well as between the design variables themselves.
II. Background

A. Multiobjective Optimization Problems
Most engineering design problems (e.g., automobile design, aircraft design, etc) can be categorized as being Multiobjective Optimization Problems (MOPs). The term MOPs is used to broadly classify problems with more than one objective function, which are optimized deterministically. A general multiobjective optimization problem can be expressed by the equations (1) below where, k is the number of objective functions, n is the number of design variables, l is the number of constraints, and is the solution or design space. Multiobjective Optimization Problems (MOPs) involve a set of objectives that might be cooperative, competitive or have no relationship and the solution of MOPs depends on the relationships between the objective functions 1 . To illustrate the relationships between objective functions and the subsequent solutions, consider a simple two objective optimization problem. 
One will observe that any one of the three situations may arise. The first situation would be where both objectives improve simultaneously through changes in design variables. Hence the objective functions are essentially cooperative. In this case there is only one optimal solution. A second situation would be that the change of either objective function has no impact on the other. In other words, objective functions have no relation amongst each other. In this case, there is also only one optimal solution. Finally, the third situation is where an improvement of either objective comes at the expense of the other. Hence, objective functions are essentially competing with each other. In such cases, when the objectives are conflicting, there is no single optimum solution but a set of solutions that are equally important. The case of conflicting objectives is most interesting, since the choice of an 'acceptable' or 'best' solution depends on the preferences, compromises, and trade-offs of the objective functions.
As a solution strategy, multiobjective problems are often aggregated to form a single objective function leading to a single solution for the aggregated function. The solution found using this approach is strongly dependent on the way the objectives have been aggregated. A rather practical approach for dealing with multiobjective problems (typically for conflicting objectives type) is to find a set of solutions, called Pareto Optimal Solutions or the Pareto set, instead of finding a single aggregated objective-dependent global optimum. The final solution is then chosen from the Pareto Set as there would be no solution that would be better in all objectives.
B. Pareto Optimality & Pareto Frontier
Vilfredo Pareto first introduced the concept of Pareto optima 2 in the 19th century. A solution is said to be Pareto-optimal if it is not dominated by any other feasible solution (i.e. there exists no other solution that is better for at least one objective, and equal or superior with respect to the other objectives). Thus, all of the Pareto solutions are equally important and all are global optimal solutions.
Mathematically, a feasible solution X* is said to be a Pareto optimum if and only if there is no other feasible solution such that f k (X) = f k (X*) for all objective functions and f k (X) < f k (X*) for at least one objective function. Therefore, the Pareto optimum always gives a set of solutions instead of one solution. Pareto optimum solutions are also known as non-dominated solutions or non-inferior solutions. The region defined by the Pareto optimum solutions is called the Pareto Frontier as shown in Figure 1 . Here, f 1 *, f 2 *… f k * are the individual minima of each objective function separately, which defines the utopian solution. Although the utopian solution is an ideal solution as it minimizes all the objectives simultaneously, it is hardly ever feasible. Hence, the choice of a final solution is often dictated by its closeness to the utopian solution.
The concept of Pareto optimality has been widely used in industry to aid designers in their decision-making processes. The decision-maker articulates his preference pertaining to the different objectives once he has knowledge of the Pareto frontier. The a pproach of visualizing the Pareto frontier has been widely used in decision-making for two and three objective problems, since it can be readily visualized using traditional 2-D and 3-D graphical means. 
III. The Hyper-Space Diagonal Counting (HSDC)
This section focuses on reviewing the Hyper-Space Diagonal Counting (HSDC) 3, 4 method, which enables a lossless blending of multiple dimensions using a counting strategy.
The HSDC method rest upon a very simple idea -for every point of a surface, there is a corresponding point of the line and, conversely, for every point of the line there is a corresponding point of the surface. This means we can map points on a surface (two-dimensional) to corresponding points on a line (onedimensional). Similarly, points in a three-dimensional space can be mapped to points on a line. This is done by creating a path through these points as shown in Figure 2 , and subsequently mapping them to the points on a line. Similarly, w e can create a path by counting each point in the n-dimensional space and subsequently mapping each of points on a line those points to the points on a line, which forms the basis of the visualization methodology developed in the HSDC approach. The details of how the counting is automated in n-dimensions can be found in our previous papers 3, 4 .
IV. Using HSDC for Estimation of Multiobjective Pareto Frontier (Non-dominated Points)
The approach used for the estimation of non-dominated points in this paper is by simply creating a grid of points in the design space and then calculating the function value associated with each grid point. A feasibility check is also performed in order to find which of the sampled gird points are feasible and which are infeasible. This would leave the designer with two sets of feasible and infeasible solutions. Once the feasible set of solution is known, each design point from the feasible set of solution is compared with the remaining points in the set to investigate if the feasible design point in question is a non-dominated point. Mathematically, a feasible solution X* is said to be a non-dominated if and only if there is no other feasible solution such that Fk(X) = Fk(X*) for all objective functions and Fk(X) < Fk(X*) for at least one objective function. This would leave the designer with a subset of nondominated points from the feasible solution set.
The critical concept that is used in this approach is to use the HSDC method discussed above to create a hypergrid in the design space. This allows the designer to visualize the design space for any number of design variables by blending some of the design variables on x-axis and remaining design variables on y-axis and the objective function value on the third axis. The visualization obtained using this approach has been explained using a test case in the next section.
The test case has two objective functions, two constraints, and four design variables. The problem statement is provided in Eq. (2) . With this case, result pertains to an investigation into the impact of coarseness of discretization in the design space on the quality of the estimation of the performance space, and, by extension, the Pareto frontier. T he design space is first discretized using a grid of only 6 for all design variables, while showing a variety of discretizations in the performance space (20, 50, and 80 bins). Then, a grid of 8 is used in the design space, again with a variety of discretizations in performance space. Finally, a grid of 10 is used for each design variable in design space. The estimated Pareto frontier is identified for each of these cases. The point of this investigation is to determine the necessity of having a more refined discretization in design space versus performance space. Figures 3 (a)-(d) show the discretized design space and associated performance space with a grid of 6 for all the design variables (i.e. X 1 through X 4 ). The green indicate feasible points while the red represents infeasible. The blue points are the non-dominated points (that are also feasible). In Figures 3 (a) and (b), X 1 and X 2 are counted on one axis while X 3 and X 4 are counted on the other. In Figure 3 (a), function F 1 is plotted on the z axis, while F 2 is plotted on the z axis in Figure 3 (b) . The color coding used for the visualization is given in Table 1 . Figure 3 (c) shows the feasible and non-dominated points in performance space (with F 1 on the x axis and F 2 on the y axis) for three different discretizations in performance space (20, 50, and 80 bins), using the binning approach developed for the Hyperspace Pareto Frontier (HPF) 3, 4 5, 6 . From these figures, it is seen that the finer discretization results in a better distribution of the calculated points in the performance space so that fewer bins hold multiple points simultaneously.
Figure 3 (d) shows the estimated Pareto frontier resulting from the relatively rough discretization of the design space (i.e. 6 bins). An estimated Pareto frontier has been obtained with no optimization at all -only evaluation of sampled points (corresponding to the grid established) in the design space.
To determine the impact of the discretization in the design space on the quality of estimation of the Pareto frontier, a more refined discretization (i.e. a grid of 8 for each variable) is investigated next. a)-(d) show the discretized design space and associated performance space with a grid of 8 for all the design variables (i.e. X 1 through X 4 ). The design variables are counted as they were previously. Figure 4 (c) shows the feasible and non-dominated points in performance space, again for three different discretizations in performance space (20, 50, and 80 bins). Again it becomes obvious that the finer discretization results in a better distribution of the calculated points in the performance space so that fewer bins hold multiple points simultaneously. The estimated Pareto frontier shown in Figure 4 (d) is quite obviously a much better estimation than was obtained with the design space discretization of 6. Hence, by increasing the discretization in the design space only slightly, the actual Pareto frontier is quite closely approximated. The next investigation pertains to an increase in the discretization within the design space to a grid of 10 for each variable. 
Figures 5 (a)-(d)
show the discretized design space and associated performance space with a grid of 10 for all the design variables (i.e. X 1 through X 4 ). The design variables are counted as they were previously. Figure 5 (c) shows the feasible and non-dominated points in performance space, for two different discretizations in performance space (20 and 50 bins). The estimated Pareto frontier shown in Figure 5 (d) is actually very close to the true Pareto frontier with this discretization in the design space. From these investigations, it becomes clear that a designer should use the finest discretization in the design space possible (subject to computational limitations) with a reasonable discretization in the performance space. The higher the discretization in the design space, the more likely to better approximate the actual Pareto points. The higher the discretization in the performance space, the better distributed the non-dominated points will be into different bins, thereby resulting in an estimated Pareto frontier that more closely approximates the actual. Hence, discretization is important in both design space as well as performance space. The motivation for estimating the Pareto frontier in this way is two-fold. First, there are implications for computational effort. Second, this approach provides the unique capability of visualizing the Pareto frontier in the design space itself. This is the much more compelling of the two motivations. Comparisons can be made between the computational effort involved in generating the Estimated Pareto frontier in design space and what would typically be involved for generation of an actual Pareto frontier with similar numbers of Pareto points (or nondominated points in the case of the estimated frontier). The number of function evaluations required to generate a single Pareto point vary greatly with respect to method used. However, it would be reasonable to assume approximately 500 to 1000 function evaluations (whether actual evaluations or approximate using a response surface) would be required per Pareto point. If a Multiobjective Genetic Algorithm (MOGA) 7, 8 is used, the number of function evaluations would be orders of magnitude greater to obtain an entire Pareto frontier.
For the problem discussed above, with a grid of 6 for each design variable, this translates into 1296 evaluations required to produce the HSDC plot in Figure 3 (a) . The result is approximately 20 non-dominated points for the estimated Pareto frontier, in comparison to the 20 actual points. To generate 20 actual Pareto points one at a time would require something on the order of 10,000 (20x500) evaluations up to approximately 20,000 (20x1,000). A MOGA might even require more function evaluations than this. Hence, for a rough estimate, the HSDC approach discussed here requires an order of magnitude fewer function evaluations than would a formal optimization approach (given the same optimization problem). The biggest advantage, however, is not in computational savings but rather in that the end result of the HSDC approach provides a visualization of the multidimensional design space with the estimated Pareto frontier mapped onto it, thereby enabling trade-offs in both design variables and performance simultaneously.
For a grid of 8 per design variable for test case 1, there would be 4096 function evaluations and there would be 10,000 for a grid of 10 per design variables. Of course, as the number of design variables increase, the computational expense of the HSDC will escalate. In these cases, a hierarchical approach is warranted in which a very coarse discretization is initially used to identify the critical regions of interest, followed by a refinement for the narrowed region, thereby eliminating the need to discretize less desirable parts of the design space.
V. Test Cases & Results
A. Test Case 1
The first test case has two objective functions, side constraints on the variables, and four design variables. The problem statement is provided in Eq. (3). As with previous test case, the first set of results pertains to an investigation into the impact of coarseness of discretization in the design space on the quality of the estimation of the performance space. Here, the design space is first discretized using a grid of only 6 for all design variables, while showing a variety of discretizations in the performance space (20, 50, and 80 bins). 
Then, a grid of 8 is used in the design space, with discretizations of 10 and 20 in performance space. The estimated Pareto frontier is identified for both of these cases. This problem is interesting in that the performance space is discontinuous.
The figures (Figure 6 (a) -(d) ) show the same investigations as for the previous case with essentially the same results. Again, it can be seen that a finer discretization in the design space leads to a better estimation of the actual Pareto frontier with many of the non-dominated points found being true Pareto points (Figure 6 (d) ). 
B. Test Case 2
The second test case has three objective functions, one inequality constraint with side constraints on the variables, and three design variables. The problem statement is provided in Eq. (4). In the previous two test cases, it was demonstrated that higher discretizations in the design space led to substantially better approximations of the Pareto frontier, with many of the estimated points being true Pareto points, even with relatively coarse design space discretization. Further, it was demonstrated that the estimated Pareto frontier could be observed in the design space without even plotting t he performance space. This is investigated further in this test case.
( ) What is particular interest here, is that a designer can now make trade-offs directly in the design space by using the HSDC representation, where these trade-offs would be motivated by design variable changes. The performance space trade-offs can still be made in the HSDC representation of the performance space. Hence, the designer has another tool available for enabling decision-making for obtaining a final design or small set of designs for eventual product development. Further, this is all accomplished without ever performing an optimization. 
C. Test Case 3
The third test case has four objective functions, three inequality constraints with side constraints on the variables, and two design variables. The problem statement is provided in Eq. (5) . As with test case 3, the investigation here pertains primarily to viewing the estimated Pareto frontier in the design space itself. Figure 9 (a) and (b) show the design space and Figure 9 (c) shows the performance space. A grid of 30 is used for the design variables while a grid of 20 is used in the performance space discretization. In Figure 9 (c), F 1 and F 2 are grouped for counting on one axis and F 3 and F 4 are grouped for counting on the other axis. The figures in Figure 9 (a) and (b) pertain to plots of the design space associated with each of the four objective functions F 1 -F 4 . Figure 9 (c) shows the estimated Pareto frontier resulting from the non-dominated points generated. The relatively low discretization in the performance space results in multiple non-dominated points being allocated to the same bins. A finer discretization in the performance space would reallocate these points into separate bins.
( ) 
VI. Conclusion
The Hyper-Space Diagonal Counting (HSDC) has been used for a newer application that enables estimation of the Pareto frontier without performing a formal optimization. Further, it is demonstrated that this estimated Pareto frontier can be represented in the design space, with a different representation associated with each objective. This very different type of visualization provides designers with a means of investigating the trade-offs for both objectives as well as design points using only the design space.
