We present thorough this review the developments in the field, point out their current limitations, and outline its timelines and unique potential. In order to do so we introduce the methods used in each of the advances in the application of deep learning (DL) to coral research that took place between the years: 2016-2018. DL has unique capability of streamlining the description, analysis, and monitoring of coral reefs, saving time, and obtaining higher reliability and accuracy compared with error-prone human performance. Coral reefs are the most diverse and complex of marine ecosystems, undergoing a severe decline worldwide resulting from the adverse synergistic influences of global climate change, ocean acidification, and seawater warming, exacerbated by anthropogenic eutrophication and pollution. DL is an extension of some of the concepts originating from machine learning that join several multilayered neural networks. Machine learning refers to algorithms that automatically detect patterns in data. In the case of corals these data are underwater photographic images. Based on "learned" patterns, such programs can recognize new images. The novelty of DL is in the use of state-of-art computerized image analyses technologies, and its fully automated methodology of dealing with large data sets of images. Automated Image recognition refers to technologies that identify and detect objects or attributes in a digital video or image automatically. Image recognition classifies data into selected categories out of many. We show that Neural Network methods are already reliable in distinguishing corals from other benthos and non-coral organisms. Automated recognition of live coral cover is a powerful indicator of reef response to slow and transient changes in the environment. Improving automated recognition of coral species, DL methods already recognize decline of coral diversity due to natural and anthropogenic stressors. Diversity indicators can document the effectiveness of reef bioremediation initiatives. We explored the current applications of deep learning for corals and benthic image classification by discussing the most recent studies conducted by researchers. We review the developments in the field, point out their current limitations, and outline their timelines and unique potential. We also discussed a few future research directions in the fields of deep learning. Future needs are the age detection of single species, in order to track trends in their population recruitment, decline, and recovery. Fine resolution, at the polyp level, is still to be developed, in order to allow separation of species with similar macroscopic features. That refinement of DL will allow such comparisons and their analyses. We conclude that the usefulness of future, more refined automatic identification will allow reef comparison, and tracking long term changes in species diversity. The hitherto unused addition of intraspecific coral color parameters, will add the inclusion of physiological coral responses to environmental conditions and change thereof. The core aim of this review was to underscore the strength and reliability of the DL approach for documenting coral reef features based on an evaluation of the currently available published uses of this method. We expect that this review will encourage researchers from computer vision and marine societies to collaborate on similar long-term joint ventures.
The Future of Coral Reefs
Coral reefs are under multiple threats from global climate changes, mainly oceanic acidification and warming [12] , blast and cyanide fishing [13] , coral collection for the marine aquaria trade [14] , sunscreen use [15] , light pollution [16] , and excessive SCUBA diving pressure [17] . Wastewater and fertilizer discharge creates the phenomenon of anthropogenic eutrophication, or over-fertilization of the reef water with excess nutrients that can harm reefs by encouraging excess seaweed growth. This phenomenon of enrichment violates the equilibrium in the reef by causing algal blooms that take over the existing corals and prevent the settlement of new ones [18] .
Sedimentation has been identified as a stressor for the existence and recovery of corals and their habitats [19] . In addition, urbanization is a widespread threat to coral reefs, which includes multiple aspects such as eutrophication and light pollution [20] .
Global warming that adversely affects coral reefs also reveals that certain species have far greater tolerance to climate change and coral bleaching than others [21] . Such "bleaching-resistant" species could be a key factor in the bioremediation of reefs damaged by global climate change. Coral reefs suffer from bleaching due to an increase in water temperature, ocean acidification, anthropogenic eutrophication, and light pollution [22, 23] . Loss of the algal symbionts (bleaching, reduced calcification, disruption of reproductive timing, and increased seaweed competition) endanger the survival of the already declining coral reefs.
Due to those hazards to the health and extended survival of coral reefs and declining state of coral reef worldwide, there is a crucial need for large scale, real time, reef monitoring/surveys. Using further developed and refined automated technologies and methods such as DL for the auto annotation of corals are the only way to accomplish the urgent task of monitoring changes in the composition, diversity, recruitment, bleaching, disease, and live cover of coral reefs. The resulting "big data" sets will allow charting trajectories and future trends in coral reefs, in attempt to assure their survival.
Application of CNN and DBN
A number of convolutional neural networks (CNN) CNN-based optical character and handwriting recognition systems were developed and deployed by Microsoft. In the early 1990s, CNNs were tested for object detection in natural images for face recognition purposes [24] . Speech recognition and document reading applications were already used at the early 1990s. The document-reading system used a convolutional net (ConvNets or CNNs). By the late 1990s, this system was reading over 10% of all the checks in the United States.
Since the early 2000s, CNNs have been used for the detection, segmentation, and recognition of objects and regions in images. These relatively abundant tasks used labeled data, such as traffic sign, text, recognition, and the segmentation of biological images, particularly for the detection of faces, pedestrians, and human bodies in natural images [24] .
CNNs have achieved recognition accuracy exceeding that of humans in several visual recognition tasks [25] , including recognizing traffic signs [26] , faces [27, 28] , and handwritten digits [26, 29] .
Deep neural networks learn hierarchical feature representations [24] (Figure 1 ). CNNs apply convolutions or filters across an image. Each filter can be responsive to different features of the image. Filters at early layers of the network tend to select out low-level properties of the input image, including spatial frequency, edges, and color. As we continue to stack additional convolutional layers, more complicated filters begin to evolve. By examining the output of a CNN, we can understand what properties of an image contribute to its classification in a particular category. Face recognition is a series of several related steps, starting with analyzing the picture and finding all the faces in it, focusing on each face, and understanding that even if a face turned in a weird direction or was in bad lighting, it is still of the same person. CNNs start by identifying simple small features, such as lines and circles. They then build these simple features into more complex ones, such as eyes and noses. Finally, the CNN aggregates those features into complete faces.
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Deep neural networks learn hierarchical feature representations [24] ( Figure 1 ). CNNs apply convolutions or filters across an image. Each filter can be responsive to different features of the image. Filters at early layers of the network tend to select out low-level properties of the input image, including spatial frequency, edges, and color. As we continue to stack additional convolutional layers, more complicated filters begin to evolve. By examining the output of a CNN, we can understand what properties of an image contribute to its classification in a particular category. Face recognition is a series of several related steps, starting with analyzing the picture and finding all the faces in it, focusing on each face, and understanding that even if a face turned in a weird direction or was in bad lighting, it is still of the same person. CNNs start by identifying simple small features, such as lines and circles. They then build these simple features into more complex ones, such as eyes and noses. Finally, the CNN aggregates those features into complete faces. CNNs have been designed to recognize visual patterns directly from pixel images with minimal preprocessing. They also recognize patterns with extreme variability (such as handwritten CNNs have been designed to recognize visual patterns directly from pixel images with minimal preprocessing. They also recognize patterns with extreme variability (such as handwritten characters), susceptible to distortions and simple geometric transformations. LeNet-5 by LeCun et al. (1998) [30] is such a convolutional network designed for handwritten and machine-printed character recognition ( Figure 2 ). [30] is such a convolutional network designed for handwritten and machine-printed character recognition ( Figure 2 ). CNN used for text detection [31] ( Figure 3 ). Operation of detection and recognition modules. The detector decides whether a single 32-by-32 image patch contains text or not. The recognizer identifies the characters present in a text-containing input patch [32] . The ECOUAN team in the LifeCLEF 2015 lab that is a part of the Conference and Labs of the Evaluation Forum: CLEF 2015, used a DL approach to pre-train a CNN for plant identification tasks using 1.8 million images. That project was designed to recognize the species of a plant based on observation of the plant's features, using a set of images (1-5) from different angles. These points of view include scans of the entire plant, branches, leaves, fruit, flower and stem. The plant identification task was based on the Pl@ntView dataset. It included 1000 herb, tree and fern species centered on France and neighboring countries [33] . CNN used for text detection [31] ( Figure 3 ). Operation of detection and recognition modules. The detector decides whether a single 32-by-32 image patch contains text or not. The recognizer identifies the characters present in a text-containing input patch [32] . [30] is such a convolutional network designed for handwritten and machine-printed character recognition ( Figure 2 ). CNN used for text detection [31] ( Figure 3 ). Operation of detection and recognition modules. The detector decides whether a single 32-by-32 image patch contains text or not. The recognizer identifies the characters present in a text-containing input patch [32] . The ECOUAN team in the LifeCLEF 2015 lab that is a part of the Conference and Labs of the Evaluation Forum: CLEF 2015, used a DL approach to pre-train a CNN for plant identification tasks using 1.8 million images. That project was designed to recognize the species of a plant based on observation of the plant's features, using a set of images (1-5) from different angles. These points of view include scans of the entire plant, branches, leaves, fruit, flower and stem. The plant identification task was based on the Pl@ntView dataset. It included 1000 herb, tree and fern species centered on France and neighboring countries [33] . The ECOUAN team in the LifeCLEF 2015 lab that is a part of the Conference and Labs of the Evaluation Forum: CLEF 2015, used a DL approach to pre-train a CNN for plant identification tasks using 1.8 million images. That project was designed to recognize the species of a plant based on observation of the plant's features, using a set of images (1-5) from different angles. These points of view include scans of the entire plant, branches, leaves, fruit, flower and stem. The plant identification task was based on the Pl@ntView dataset. It included 1000 herb, tree and fern species centered on France and neighboring countries [33] . Mahmood et al. (2017) [34] summarizes the current uses of DL methods in the analysis of underwater images, especially for coral species classification and reef description. They show the challenges associated with the computerized analysis of marine data, and explore the applications of DL for automatic annotation of coral reef images.
Deep convolutional nets (DBN) have brought about breakthroughs in processing images, video, speech, and audio ( Figure 4 ). [34] summarizes the current uses of DL methods in the analysis of underwater images, especially for coral species classification and reef description. They show the challenges associated with the computerized analysis of marine data, and explore the applications of DL for automatic annotation of coral reef images.
Deep convolutional nets (DBN) have brought about breakthroughs in processing images, video, speech, and audio ( Figure 4 ). For the application of DBNs to audio data, the first step is to convert time-domain signals into spectrograms and then apply principal component analysis (PCA) Whitening. PCA is the general name for a technique which uses sophisticated underlying mathematical principles to transforms a number of possibly correlated variables into a smaller number of variables called principal components. Whitening is a useful preprocessing method that completely removes the second-order information of the data. "Second-order" means here correlations and to the spectrograms and create lower dimensional representations variances. It allows us to concentrate on properties that are not dependent on co-variances.
Christin et al. [36] , present in their article a thorough review of DL applications used in ecology, and provide useful resources and recommendations for ecologists on how to use DL as a powerful tool in their research. The aim of their study was to evaluate the performance of state-of-the-art identification tools for biological data and to show that DL tools are choice methods to fulfil such an aim.
Applications to the Study of Corals
Any coral-reef classification has to follow three main steps:
1. Underwater image photography, followed by de-noising (preprocessing step), due to different challenges to quality (motion blurring, color attenuation, refracted sunlight patterns, sky color variation, scattering effects, presence of particles, etc.). The obtained raw images must be enhanced in order to visualize the coral species in detail for the steps to follow [37] . 2. Feature extraction: for images of different coral species, one needs to find salient features in each species in order to identify and reliably distinguish it from other species [38] , avoiding errors For the application of DBNs to audio data, the first step is to convert time-domain signals into spectrograms and then apply principal component analysis (PCA) Whitening. PCA is the general name for a technique which uses sophisticated underlying mathematical principles to transforms a number of possibly correlated variables into a smaller number of variables called principal components. Whitening is a useful preprocessing method that completely removes the second-order information of the data. "Second-order" means here correlations and to the spectrograms and create lower dimensional representations variances. It allows us to concentrate on properties that are not dependent on co-variances.
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1.
Underwater image photography, followed by de-noising (preprocessing step), due to different challenges to quality (motion blurring, color attenuation, refracted sunlight patterns, sky color variation, scattering effects, presence of particles, etc.). The obtained raw images must be enhanced in order to visualize the coral species in detail for the steps to follow [37] . 2.
Feature extraction: for images of different coral species, one needs to find salient features in each species in order to identify and reliably distinguish it from other species [38] , avoiding errors due to illumination, rotation, size, view angle, camera distance, etc.
3.
The extracted features are used as input for DL [39] .
Efficient classification methods of coral species, based on the recent machine learning (ML) methodology of DL, have been developed. These consist of algorithms designed to reveal and extract high-level patterns and features in large photographic coral image datasets by using architecture composed of multiple nonlinear transformations. The two most popular algorithms applied to coral reef data are the CNN and the deep belief net (DBN). The first, CNN, is a neural network planned to recognize visual objects directly from images with minimal or without any preprocessing. The second, DBN, is a class of deep neural network which comprises of multiple layer of graphical model having both directed and undirected edges. One of the common features of a deep belief network is that although layers have connections between them, the network does not include connections between units in a single layer. A CNN consists of one or more convolutional layers, often with a subsampling layer, followed by one or more fully connected layer. The design of a CNN was motivated by the discovery of a visual mechanism, the visual cortex, in the brain. The convolution layer in a CNN performs the function of the cells in the visual cortex.
Published Coral Classifications Based on Machine Learning
Recent studies of coral species classification applied CNN (DL method) as a feature extraction and classification technique.
Coral classification using a semi-autonomous machine learning (ML) approach was used with a robotic underwater vehicle (AUV), conducted on Australia's Great Barrier Reef in order to gather statistics about coral density and composition to the genus resolution. Some 10,000 full resolution images yielded 3000 segments which were hand labeled into the four classes and classified using SVM method. Distinction among these was based upon features of the coral [40] . As shown in Figure 5 , the green sector with the branching pattern is the area with corals. The blue rectangles enclose identified areas with classified coral genera or rock. The black area is sand.
Pizarro et al. [38] analyzed benthic marine habitats including corals. They used a feature vector based on the normalized color coordinates NCC histogram, a Scale-Invariant Feature Transform (SIFT) that is a computer vision algorithm used to detect and describe local features in images. The algorithm was published by David Lowe (1999) [41] . SIFT descriptor is a 3-D spatial histogram of the image gradients characterizing the appearance of a key-point. The gradient at each pixel is regarded as a sample of a three-dimensional elementary feature vector, formed by the pixel location and the gradient orientation. Using a "bag of features" approach (BoF) based on random collections of quantized local image descriptors, they discard spatial information and are therefore conceptually and computationally simpler than many alternative methods [42] . The authors included those classes: (1) Coralline Rubble, [43] used color space normalization (CSN) that is derived by a linear transformation of the RGB information, and a discrete cosine transform (DCT) that helps separate the image into parts (or spectral sub-bands) of differing importance (with respect to the image's visual quality) to extract texture features [44] . They used one dataset of more than 3000 images provided by the National Oceanic and Atmospheric Administration (NOAA) of the U.S. Department of Commerce Ocean Explorer. They resolved discrimination metrics for four selected library images: (1) Pseudodiploria clivosa (a brain coral), (2) sand, (3) macroalgae (mainly Dictyota sp.), and (4) Montastraea annularis (a boulder star coral).
Coral classification using a semi-autonomous machine learning (ML) approach was used with a robotic underwater vehicle (AUV), conducted on Australia's Great Barrier Reef in order to gather statistics about coral density and composition to the genus resolution. Some 10,000 full resolution images yielded 3000 segments which were hand labeled into the four classes and classified using SVM method. Distinction among these was based upon features of the coral [40] . As shown in Figure  5 , the green sector with the branching pattern is the area with corals. The blue rectangles enclose identified areas with classified coral genera or rock. The black area is sand. Pizarro et al. [38] analyzed benthic marine habitats including corals. They used a feature vector based on the normalized color coordinates NCC histogram, a Scale-Invariant Feature Transform (SIFT) that is a computer vision algorithm used to detect and describe local features in images. The algorithm was published by David Lowe (1999) [41] . SIFT descriptor is a 3-D spatial histogram of the [46] describes a method for classifying images of coral reefs. They used for classification, either k-nearest neighbor (KNN), neural network (NN), support vector machine (SVM), or probability density weighted mean distance (PDWMD). The main difference of this new method and the previous algorithms [45] is that:
Classification schemes are flexible, depending on the characteristics of each dataset (e.g., the size of the dataset, number of classes, resolution of the samples, color information availability, class types, etc.). In order to increase accuracy, different combinations of features and classifiers are tuned to each dataset prior to classification. Image classification methods were applied to a composite mosaic image that covers areas larger than a single image. They recognized in the EILAT dataset [46] eight classes: sand, urchin, branched type I coral, brain coral, favid coral, branched type II, dead coral and branched type III). The EILAT Red sea dataset contains 1123 image patches, each being 64 × 64 pixels in size. The accuracy they achieved was 83.7%. Other datasets used by the same author are: the Rosenstiel School of Marine and Atmospheric Sciences (RSMAS) dataset, consists of 766 image patches; each 256 × 256 pixels in size, of 14 different classes (1) Acropora cervicornis, (2) Acropora palmata, (3) Colpophyllia natans, (4) Diadema antillarum (sea urchin), (5) Pseudodiploria strigosa, (6) Gorgonians, (7) Millepora alcicornis (Fire coral), (8) Montastraea cavernosa, (9) Meandrina meandrites, (10) Montipora spp., (11) Palythoas palythoa, (12) Sponge fungus, (13) Siderastrea siderea, and (14) tunicates. A third dataset studied by Shihavuddin et al. [46] was the Moorea-Labeled Corals (MLC) dataset. The 2008 dataset was used 18,872 image patches of 312 × 312 pixels in size, centered on the annotated points were selected randomly. All nine classes were represented in the random image patches ( Figure 6 ) and achieved the accuracy of 85.5%. Elawady (2015) [39] first enhanced the input raw images via color correction and smoothing filtering. Then, the trained LeNet-5 [30] based model, whose input layer consisted of three basic channels of color image plus extra channels for texture and shape descriptors. He also used the Moorea Labeled Corals (MLC) and chose nine classes as labels. These included five coral classes: (1) Acropora, Elawady (2015) [39] first enhanced the input raw images via color correction and smoothing filtering. Then, the trained LeNet-5 [30] based model, whose input layer consisted of three basic channels of color image plus extra channels for texture and shape descriptors. He also used the Moorea Labeled Corals (MLC) and chose nine classes as labels. These included five coral classes: (1) Acropora, (9) Sand. Darkness had almost perfect classification rate due to its distinct nature. The black coral Leiopathes sp. also had an excellent classification rate due to its diagnostic color. According to the color diagnostic hypothesis, color should more strongly influence the recognition of high color diagnostic (HCD) objects (e.g., Lophelia (a coral)) than the recognition of low color diagnostic (LCD) objects (e.g., White Sponge) [47] . [48] combined CNN representations with hand-crafted features, using algorithms based on the information present in the image itself. These authors applied CNN representations extracted from VGGnet with a 2-layer MLP classifier (trained with the MLC, The Moorea Labeled Corals dataset). The accuracy they achieved was 77.9%.
We discuss in more detail the article by Gómez-Ríos et al. (2018) [49] , since it is the most recent one, dealing with corals, and it resolves more corals than previous studies. In this study three CNNs were applied: Inception v3 [50] , ResNet [51] , and DenseNet [52] (Table 1) . Two datasets were analyzed: EILAT and RSMAS both comprised of patches of coral images. ResNet is a short name for Residual Network. A residual network includes a number of residual blocks. Each block has a shortcut connection to the outputs of the next blocks (see Figure 7 ). Residual can be simply understood as subtraction of feature learned from input of that layer. ResNet does these using shortcut connections. Training this form of networks is easier than training simple deep CNN and the problem of degrading accuracy is resolved. Improved results for residual ResNet modifications are shown in Table 1 . DenseNet differs from ResNet as it adds shortcuts among layers. Each subsequent layer receives all the outputs of previous layers and concatenates them in the depth dimension. In ResNet, a layer only receives outputs from the previous second or third layer, and the outputs are added together on the same depth. DenseNet adds a feature layer (convolutional layer) capturing low-level features from images, from several dense blocks and transition layers between adjacent dense blocks (see Figure 8 ). modifications are shown in Table 1 . DenseNet differs from ResNet as it adds shortcuts among layers. Each subsequent layer receives all the outputs of previous layers and concatenates them in the depth dimension. In ResNet, a layer only receives outputs from the previous second or third layer, and the outputs are added together on the same depth. DenseNet adds a feature layer (convolutional layer) capturing low-level features from images, from several dense blocks and transition layers between adjacent dense blocks (see Figure 8 ). CoralNet is a repository and a resource for benthic images analysis. The site https://coralnet.ucsd.edu/ deploys deep neural networks which allow fully or semi-automated annotation of images. It is used to upload and annotate coral reef images. It also serves as a convenient, user-friendly collaboration platform. CoralNet was conceived by Beijbom et al. [45, 53] . In early 2019, Williams et al. [54] in a large study showed that the automated annotations for CoralNet Beta produced benthic cover estimates highly correlated with those derived from human annotation controls (see Table 2 ). The goal of the CoralNet, is that any user will be able to take advantage of their automated analysis, as stated by Hoegh-Guldberg "CoralNet will allow the world's scientists to more quickly assess the health of coral reefs at scales never dreamed of before", in https://blogs.nvidia.com/blog/2016/06/22/deep-learning-save-coral-reefs/. Using CoralNet as an automated analysis tool for a large-scale survey and monitoring program will encourage researchers to explore the coral reefs and find new solutions to save them. CoralNet is a repository and a resource for benthic images analysis. The site https://coralnet.ucsd. edu/ deploys deep neural networks which allow fully or semi-automated annotation of images. It is used to upload and annotate coral reef images. It also serves as a convenient, user-friendly collaboration platform. CoralNet was conceived by Beijbom et al. [45, 53] . In early 2019, Williams et al. [54] in a large study showed that the automated annotations for CoralNet Beta produced benthic cover estimates highly correlated with those derived from human annotation controls (see Table 2 ). The goal of the CoralNet, is that any user will be able to take advantage of their automated analysis, as stated by Hoegh-Guldberg "CoralNet will allow the world's scientists to more quickly assess the health of coral reefs at scales never dreamed of before", in https://blogs.nvidia.com/blog/2016/06/22/deep-learning-save-coral-reefs/. Using CoralNet as an automated analysis tool for a large-scale survey and monitoring program will encourage researchers to explore the coral reefs and find new solutions to save them. The above Table 2 reveals the already reliable power of neural networks in distinguishing corals from other benthos.
In summary, the findings of each study were as follows:
1. Beijbom et al. (2012) [45] showed that their proposed method accurately estimates coral coverage across diverse reef sites and over multiple years, these offer timely and powerful potential for large scale coral reef analysis. The proposed algorithm accurately estimates coral coverage across locations and years, thereby taking a significant step towards reliable automated coral reef image annotation.
2.
Shihavuddin et al. (2013) [46] obtained better results by using a selective combination of various preprocessing steps, feature extraction methods, kernel mappings, priori designing a single method for all datasets. Using mosaic images, their method for large continuous areas resulted in 83.7% overall accuracy.
3.
Elawady, (2015) [39] presents the first application of DL techniques especially CNN in under-water image processing. He investigated CNN in handling noisy large-sized images, manipulating point-based multi-channel input data. Hybrid image patching procedure for multi-size scaling process across different square based windowing around labeled points.
4.
Mahmood et al. (2016) [48] proposed to use pre-trained CNN representations extracted from VGGnet with a 2-layer MLP classifier for coral classification. They also introduced a local-SPP approach to extract features at multiple scales to deal with the ambiguous class boundaries of corals. They then combined automated CNN based features with manually acquired hand-crafted features, while dealing effectively with the class imbalance problem.
5.
Mahmood et al. (2016a) [55] applied pre-trained CNN image representations extracted from VGGnet to a coral reef classification problem. They investigated the effectiveness of their trained classifier on unlabeled coral mosaics and analyzed the coral reef of the Abrolhos Islands in order to quantify the coral coverage and detect a decreasing trend in coral population automatically. 6.
Mahmood et al. (2017) [34] showed that the ResFeats data, extracted from the deeper layers of a ResNet performs better than the shallower ResFeats. They experimentally confirmed that their proposed approach consistently outperforms the CNN off-the-shelf features. Finally, they improved the state-of-the-art accuracy of the Caltech101, Caltech-256, and MLC datasets. 7.
Gómez-Ríos et al., (2018) [49] achieved state-of-the art accuracies using different variations of ResNet on the two small coral texture datasets, EILAT and RSMAS. They showed that using a simpler network, like ResNet-50, performs better than a more complex network, like DenseNet-121 or DenseNet-161 provided the datasets are small. When considering the impact of data augmentation, there is little benefit obtained from using such techniques. 8.
Williams et al. (2019) [54] used CoralNet to annotate points with an automated-analysis algorithm to achieve at least 90% certainty of a classification. CoralNet includes 822 data sets consisting of over 700,000 images. The site implements sophisticated computer vision algorithms, based on deep neural networks that allow researchers, agencies, and private partners to rapidly annotate benthic survey images. The site also serves as a repository and collaboration platform for the scientific community.
Discussion
The novelty of DL is the use of state-of-art computerized image analyses technologies, and its fully automated methodology of dealing with large data sets of images. We reviewed published applications DL to the marine benthos and corals. Early reef surveys were based on visual diver inspection of transects (e.g., [56, 57] ), followed by manual-visual expert study of photographic transects. For DL neither is required, as both are tedious, unsuited for large data sets and prone to human error. Hence, DL allows the process of identification to be done directly on a large number of photographs, minimizing human time, and errors, resulting in reliability, efficiency, and availability in terms of time and resources. These are essential for documenting and monitoring the worldwide processes that coral reef are undergoing.
Using CNN as a technique to classify coral assemblages and monitor their features is being increasingly used. This method will not always be the technique of choice for classifying corals underwater. The decision as to which technique to use depends, to a large extent, on the nature of the project and its goals. For example, it would be the method of choice when the objective of the project is to solve big data problems in ocean ecosystems generated by remotely operated vehicles (ROVs) and autonomous underwater vehicles (AUVs) and extensive video transects composed of thousands of images. All these provide repositories of big data that experts must process in order to assess policy-relevant metrics, such as species occurrence and mortality, providing the basis for operational conservation and remediation decisions. These methods will prove of special importance in detecting long-term change patterns and emerging trends in the structure of coral reefs due to global climate change effects, or conversely, in evaluating the effectiveness of coral-reef bioremediation enterprises. Image classification is time-consuming, costly to put into effect, and highly subject to differences in expert opinion. Using DL in a project whose goals are to classify and monitor the coral reef species during a long period of time based on a large amount of data, gives more accurate results in a shorter period of time compared to human classification. As pointed out, neural network methods are already reliable in distinguishing corals from other benthos and non-coral organisms [45] , In general, corals were reliably separated from sand and turf [39] , as well as from urchins, seaweeds, sand, and bare ground [46] .
It is noteworthy that at present, the recognition of branching coral species is more trustworthy than that achieved among massive ones Shihavuddin et al. (2013) [46] , For instance, the highest accuracy was achieved in identification rates for the branching coral Acropora and the lowest rates were for the coral Pavona The latter shortcoming needs more refinement of single polyp and calyx features, and less on colony parameters, due to their inter-specific similarities.
At its present state, the following difficulties are still hampering the full application of automated coral reef surveys: a) While video images have the clear advantage over single photographs, of generating vast larger data sets for comparable effort, their quality is inferior, limiting their usefulness. In addition, in video transects there are likely changes in camera angle, which introduce inevitable difficulties in comparing shots from a sequence. A similar difficulty in using video transects results from the camera movement that degrades image resolution. b) Photographic surveys are likely to miss cryptic coral species, hidden under large coral colonies, as well as small juvenile colonies visible to the human eye. c) Currently available automated coral survey applications are unable to distinguish bleached from diseased corals, as both are likely to show pigmentation loss, as compared to healthy colonies. d) Environmentally caused phenotypic plasticity of corals is well known [58] . These include large changes in colony architecture, size, and pigmentation. Such well documented variability results from factors like current velocity and direction [59] , light intensity [9] , temperature, and pH [60] . These changes are known to present a challenge to human specialists, leading to miss-identifications. That problem is even more difficult to overcome for AI methodology based, coral identification to the species level. Hence future refinements have to add a further classifying trait, the high resolution, close range, images of single coral polyps.
Conclusions
CNN may be especially useful when the primary goal is trend identification and outcome prediction while revealing hidden interactions or complex nonlinearities in a data set as these inherent in the coral reef itself. Further research will be required to determine, under which circumstances the advantages of CNN exceed their disadvantages in the classification and prediction of ecological outcomes.
The advantages of using DL are: reliability and efficiency in terms of time and resources. The significance:
1.
Working with "big data" in order to address the urgent ecological need of classifying corals.
2.
So far, the classification of corals has been performed by using outdated painstaking, time consuming manual methods, which highly limit its performance and usefulness. As a result, current coral reef species censuses are usually limited to single reefs [61] . That does not allow comparison among different reefs and their responses to specific stressors. However, Cleary et al. [62] [63] [64] present evidence to the contrary. A further important goal is to refine discrimination acuity and reliability sufficiently to use photographic images of larger reef sectors.
A complementary possibility will be to extract large data sets from continuous film transects, all the above will be achievable only by the combination between NN future capabilities with cloud large data set storage volume.
Furthermore, the painstaking nature of coral censuses limits the possibility of non-specialized technicians to gather large amounts of temporarily sequential data sets that can track decline and/or recovery of reefs in response to different IPCC scenarios and bioremediation measures.
The usefulness of future, more refined NN will allow such comparisons and their analyses.
The impressive power of NN in advanced application to plants has already been demonstrated [33] .
3.
Developing and applying the automatic methods of machine based DL neuronal networks for classifying corals and using future large dataset solutions, where programs are made freely available to allow researchers anywhere to use their own images to train the algorithms then run their own analysis will help monitoring the global reefs health all over the world. An additional, sorely needed, but achievable development would be the possibility of NN to identify different age colonies of the same species, in order to follow population level processes, crucial for recruitment and inter-specific competition outcomes.
The future vision of the application of DL to coral reef ecology should aim at the following capabilities.
