Irreducible matrices with reducible principal submatrices  by London, David
LINEAR ALGEBRA 
AND ITS 
APPLICATIONS 
ELSEVIER Linear Algebra and its Applications 290 (1999) 257-266 
Irreducible matrices with reducible principal 
submatrices 1 
David  London 2 
Department of  ,14athematics, Technion-lsrael Institute of  Technology, 32000 lIa~l, Israel 
Received 13 July 1998; accepted 12November 1998 
Submitted by R.A. Brualdi 
Abstract 
Let A be a (0, l)-matrix of order n >~ 3 and let s°(A), i = 1, . . . ,  n, be the number of the 
off" diagonal O's in row and column i of A. We prove that ifA is irreducible, and if all its 
principal submatrices of order (n -  1) are reducible, then s°(A)>~ n-  1,i = 1 . . . . .  n. 
This establishes the validity of a conjecture by B. Schwarz concerning strongly con- 
nected graphs and their primal subgraphs. © 1999 Elsevier Science lnc. All rights 
reserved. 
AMS classification: 05C20; 05C50 
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1. Introduction and notation 
Let A = (a;/) be a (0, 1)-matrix of order n and let I, denote the set (1 , . . . ,  n). 
For  given subsets c~ and/ /o f  In, let A [~,/3] be the submatr ix  o f  A consist ing of all 
rows numbered  c~;, c~; E ~, and all co lumns  numbered/3 j , /3 /E /~.  A is said to be 
reduc ib le  if there exist nonempty  subsets 7,/3 of  I ,  such that 
~n/~= 0, ~u/~=:  . . . .  4[,:~,/3] = o. 
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Otherwise, A is irreducible. Equivalently, A is reducible if there exists a per- 
mutation matrix P such that 
C ' 
where B and D are square matrices. 
A is the adjacency matrix of a digraph (directed graph) G with n vertices and 
d arcs. A is irreducible if and only if its digraph is strongly connected [1]. A 
primal subgraph of G is the graph obtained from G by deleting one vertex, say 
i, and all the arcs going out from i or into it. The adjacency matrix corre- 
sponding to this primal subgraph is the principal submatrix A~ of A obtained by 
deleting row and column i of A. 
In Ref. [4], B. Schwarz conjectured that if G is a strongly connected igraph 
without loops, with n >~ 3 vertices and d arcs, where [n (n -1) /2 ]+ l~<d 
<~ n(n - 1), then G has a strongly connected primal subgraph. He verified his 
conjecture for n = 3, 4, 5. The conjecture is a generalization of a result of 
Brualdi and Hwang ([2], Lemma 1.2(b)). 
For a given (0, 1)-matrix A = (a,y) of order n, satisfying aii = 0,  i = 1 . . . .  , n, 
we denote by s°(A) and s I (A), i = 1, . . . ,  n, the number of the off diagonal O's 
and l's, respectively, in the union of row and column i of A, and by s(A) we 
denote the total number of l's in A. Obviously, 
s° (A)+s) (A)=2(n-1) ,  i=  1, . . . ,n ,  (1) 
s/A/ !¢-',! = 2 z...a, (A). (2) 
i=l 
In terms of (0, 1)-matrices, the conjecture of B. Schwarz reads as follows: 
Let A = (aij) be an irreducible (0, l)-matrix of order n, satisfying aii= O, 
i = 1, . . . ,  n. Ifs(A) /> [n(n - 1)/2] + 1, then there exists at least one irreducible 
principal submatrix Ai of A. 
In Section 2 we prove our main result: Let A be an irreducible (0, 1)-matrix 
of order n ~> 3, satisfying a,~ = 0, i = 1, . . . ,  n. If all the principal submatrices of 
A are reducible, then s°(A) >1 n -  1,i = 1, . . .  ,n (Theorem 1). This result im- 
plies the validity of the conjecture for all n (Corollary 2). 
In Section 3 we consider the question of sharpness of the constant 
[n(n-  1)/2] + I. 
2. Results 
We now bring our theorem. 
Theorem 1. Let A = (aij) be an irreducible (0, 1)-matrix of  order n >~ 3, satisfying 
aii -- 0, i = 1 , . . . ,  n. I f  all the principal submatrices o f  order (n - 1), Ai, i = 
1,. . . ,  n, of  A are reducible, then 
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s~(A) >~n- l, i= 1,. . . ,n. (3a) 
Proof. As A~, i = 1 , . . . ,  n, are reducible, there exist n pairs of  nonempty subsets 
of L,, (k,. gi), i = 1 , . . . ,  n, such that 
kiNgi=~, k, Ug ,=I=- ( i ) ,  A[k~,g~]=O, i= l , . . . ,n .  (4) 
As A is irreducible, it follows that if (a l , . . . ,  ap) is any subset of I,, then 
P P P 
iPl k= ' P P ["] ~ + Ugh, <n i fNk~ ,¢~.  (5b) 
i=1 i=l 
Here we use the notation [~l for the number of  elements belonging to a given 
set :c 
We continue our proof  with two propositions. 
Proposition 1. Let 1 < p <~ n and let (~l, . . . ,  :tp) be a subset of I, such that 
P UIg~, n. < (6) 
Then there exists an integer io, 1 <<, io <<.p, such that 
s 1 
The same result holds for k~'s replacing the g~'s in Eqs. (6) and (Ta). 
Proof. It is enough to prove the proposition for the g~'s. Without loss of 
generality, we may assume that (~l , . . . ,  %) = (1, . . .  ,p). Let 
P 
U - -  m, + m2, (8) 
/ -  
where  rnj Is the number of  elements of the set ~ i l  gi belonging to (1 , . . . ,p ) ,  
and m2 is the number of elements belonging to (p + 1 , . . . ,  n). By Eqs. (6) and 
(8), 
ml + m2 < n. (9) 
As n - p - rn2 of the numbers p + 1 , . . . ,  n do not belong to [~,_1~i, they belong 
P k to ["] i=l i. Hence, 
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Pi•jki ~> n - p - m2. (10a) .= 
We now show that ml < p. Indeed, if ml = p, Eqs. (9) and (10a) imply 
fZ]ki ~> n - ml - m2 > 1. (10b) 
i=  
Hence, by Eqs. (5b) and (10b) 
P 
iL41gi ~<ml +m2-  1. (11) 
Inequality ( l l )  contradicts Eq. (8) and so ml < p. 
As ms < p, a nonempty subset o fp -  ml of the numbers 1,. . .  ,p is disjoint 
with Lff, lgi. We may assume that this subset is (1 , . . . ,p -m1) .  So, 
(1 , . . . ,p -mj )ck i ,  i=p-mj+l  . . . .  ,p. Also, as we observed above, 
n-p -m2 of the numbersp+l , . . . ,n  belong to allki, i=p-ml+l , . . . ,p .  
Thus 
~'] ki >~n-p-mz+p-ml  =n-ml -m2.  (12) 
t - -p -m 1 + 
By Eqs. (5b), (9) and (12), applied to the set (p - ml + 1,. . .  ,p), it follows that 
g, ~< ml + m2 - -  1. (13) 
i - -p -mE+l  
Hence, by Eqs. (8) and (13), there exists an integer ij such that il E ~/_-~"gi and 
il ~_ ~i=p_ml+lg i  ,
I fp -ml  = 1, se t i0= 1. 
I fp -m~ > 1, let ~,fi be integers such that l<~<~<<.p-ml .  As the 
numbers 1,. . .  ,p - ms do not belong to [.~,=~, it follows that ~ 6 k~ and/~ c k~. 
Hence, 
From Eq. (5a) and Eq. (14) it follows that 
That is, the sets g,, i = 1,. . .  ,p -  ml, are mutually disjoint. So, il belongs to 
precisely one of the sets gi, i = 1 , . . . ,p -  mj. I f i l  E g~0, 1 ~<i0 ~<p-  mr, then 
P P 
< (7b) 
i= 
iT~i[) 
and Proposition 1 is proved. [] 
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Remark 1. If condition (6) is not satisfied, then Proposition 1 is not true in 
general. Indeed, let n = 5 and let 
0 l 
0 0 
A= 0 0 
0 0 
l 0 
0 0 0~ 
1 0 0 
0 1 0 
0 0 1 
0 0 0 
A is irreducible and all Ai, i = 1 . . . .  , n, are reducible. Here the five pairs of 
subsets of  15, (ki, g~), are given by 
(ki,g~) = ( ( i -  1 ) , ( i+1 , i+2,  i+3) ) ,  i=  1 . . . .  ,5, 
where the elements of k, and g~ are taken modulo 5 (and so belong to Is). As 
4 
U gi = 15 =5= ~ , 
-= 
t~,il) 
where i0 is any integer belonging to/4,  it follows that Proposition 1 does not 
hold in this case. 
Proposit ion 2. Let 1 <<.p <~ n and let (e l , . . . ,  ~p) be a subset oJ'l,. Then 
P 
U k~, >~ p, 
.= 
(15a) 
_ >~P' 0tg~, 15b) 
Proof. It is enough to prove Eq. (15b), and without loss of generality we may 
assume that ( :q , . . . ,  ~,) = (1, . . .  ,p); i.e., we will prove that 
P 
U gi >~ P. (15c) 
-= 
Forp= 1, Eq. (15c) holds, as g] is a nonempty set. 
I fEq.  (15c) does not hold forp  = 2, then g1 = g2 = (J'), where j E l , , j  ¢ 1,2, 
and kl =I, ,  - (1, j ) ,k2 = I , , -  (2,j). As 
[k, Uk2[ = [ I , , -  (j)[ = n - 1, 1,(, A/~2] = [(j)] = 1, (16) 
Eq. (16) contradicts Eq. (5a), and so Eq. (15c) holds for p = 2. 
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Assume that Eq. (15c), hence Eq. (15b), does not hold for some 
p, 3 ~<p ~< n. Let q, 3 ~< q ~< n, be the smallest integer for which Eq. (15b) is not 
true. That is, 
QJg, < q, (17) 
i= 
and Eq. (15b) holds for all 1 <~p<~q - i. By Eq. (17), 
Ogi  < n. 
'=  
Hence, by Proposition 1, there exists an integer io, 1 ~< io ~< q, such that 
q ug, < q~g~.= (18) 
Inequalities (17) and (18) imply 
U, gi q - (19) < 1. 
iCi 0 
Inequality (19) contradicts the choice of q as the smallest integer for which 
Eq. (15b) does not hold. Proposition 2 is thus proved. [] 
Remark 2. By the theorem of Hall ([1], p. 7), Proposition 2 means that each of 
the systems of subsets k~,.. . ,k, and gl , . . . ,g,  has a system of distinct 
representatives. 
We now use Proposition 2 to complete the proof of Theorem 1. 
For a given j, 1 ~<j~< n, divide the set I, - (j) into two disjoint subsets de- 
fined by 
I~,j = {i]j E k,}, I'.i: = {i]j E el}. 
Let 
I/.'jI = .}, I/.".:1 = n~:. (20) 
Then 
4+.;: = . -  i. (21) 
By Eq. (4), 
A [(j), U gi ] =0,  (22) 
• i~ltnd 
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] :o  
i 4 
Hence, 
sT(A) >-" U e, + U k,. 
iElP p i i E l , ,  I 
By Eqs. (15a), (15b), (20), (21) and (24), 
s° (A)  >. .  - 1. 
This completes the proof of Theorem 1. [] 
(23) 
(24) 
(3b) 
Let A be a (0, 1)-matrix satisfying the assumptions of Theorem 1. Then 
Eqs. (1)-(3a) imply 
s](A) <~ n -1 ,  i= l , . . . ,n ,  (25) 
s(A) <<, n(n - 1) (26) 
2 
Consider the digraph G corresponding to A. As s~ (A) is the number of arcs 
going out from vertex i of G or into it, and s(A) is the total number of arcs of G, 
inequalities (25) and (26) imply the following corollaries. 
Corollary 1. Let G be a strongly connected igraph without loops and with n 
vertices such that none of  its primal subgraphs is strongly connected. Then for 
each vertex i o f  G, the number o f  arcs going out f rom i or into it is at most n - 1 
(i.e., the degree, or valency, o f  each vertex of  G is at most n - 1). 
Corollary 2. Let G be a strongly connected igraph without loops, with n >>, 3 
vertices and d arcs and let d, = [n(n - 1)/2] + 1. I f  d >1 d,, then G has a strongly 
connected primal subgraph. 
Corollary 2 confirms the conjecture of B. Schwarz for all n ~> 3. 
3. Sharpness of the constant d. = [n (n  - 1)/2] + 1 
In this section we investigate he sharpness of the constant d, =-- [n(n - 1)/2] 
+1 in Corollary 2. 
The constant is sharp for a given n if there exists an irreducible (0, l)-matrix 
of order n,A = (au),aii = O,i = 1 , . . . ,n ,  such that s (A)= n(n -  1)/2 and all 
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the principal submatrices of A of order (n - 1) are reducible. If such a matrix 
exists for a given n, we will call it an extremal matrix o f  order n. 
Let A be an extremal matrix of order n. We will derive some necessary 
conditions that A satisfies. 
As s(A) = n(n - 1)/2, it follows from Eqs. (2) and (25) that 
s l (A )=n-  1, i - -  1 , . . . ,n .  (27) 
That is, the degree of each vertex of a digraph G corresponding to an extremal 
matrix of order n is n - 1 (i.e., G is regular of degree n - 1). 
From Eqs. (1) and (27) it follows that 
s~(A)=n- l ,  i=  l , . . . ,n .  (28) 
(15a), (15b), (20), (21) and (24), i fEq. (28) holds for 
Ug,  . = i~,j =n'j, Uk i  = I~'j =nj .  " (29) 
li61~,,, t I liEl~'.j I 
Hence, using Eqs. (22), (23) and (29), it follows that the number of 0's belonging 
to row (column) j , j  = 1, . . . ,  n, of an extremal matrix, is n~(n~); that is, it is equal 
to the number of pairs (k,, g/), i ¢ j, for which j belongs to the ki's (gi's). 
Also, from Eq. (29) and Proposition 1, it follows that the sets 
gi(ki), i 6 ~ j  (i 6 I~,~), can be arranged so that the number of elements be- 
longing to the union of the first p, 1 <~p<<,n~. (1 <~p<~n~'), g~'s (k,'s) in that 
order, is equal to p. It follows that the first of the g;'s (k~'s) in that order is a one 
element set, and the corresponding k,. (gj) is thus an (n -  2) element set. So 
every j, 1 <<.j<~n, belongs to some set ki (g~) so that Ikg[ = n - 2 (Ig~l = n - 2). 
This implies that the set of pairs (ki, gi), i = 1 , . . . ,n ,  corresponding to an ext- 
remal matrix, contains at least two pairs with one element k's and at least two 
pairs with one element g's. 
In Ref. [4], B. Schwarz showed that d3 = 4 and d4 --- 7 are sharp, and he left 
the question of the sharpness of d5 -- 11 open. 
An extremal matrix for n = 3 is 
(0  , 0 )  
A= 0 0 1 . 
1 0 0 
Here the pairs (k~, g,), i=  1,2, 3, are ((3),(2)), ((1),(3)), ((2),(1)). 
An extremal matrix for n = 4 is [4] 
A= 0 1 
0 0 " 
0 1 
Moreover, by Eqs. (3b), 
a given j, 1 ~< j ~< n, then 
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Here the pairs (k,,g,),i = 1 . . . .  ,4, are ((3,4),(2)), ((1),(3,4)), ((!,2),(4)), ((3), 
(1,2)). 
Using the necessary conditions for extremal matrices, we will show that an 
extremal matrix of order five does not exist. 
For a given pair (ki, g/), we call (Ik, I, Igi]) the pattern of that pair. If a number 
belongs to ki(gi), we will say that it belongs to the rows (columns) of the pair 
(k,, C.i). 
Assume that there exists an extremal matrix A of order five and consider the 
corresponding pairs (k~, gi), i = 1, . . . ,  5. By the necessary conditions, two of the 
pairs are of pattern (1,3), two of pattern (3,1) and the fifth is necessarily of 
pattern (2,2) (otherwise, the row sum of A cannot be equal to the column sum). 
As the elements belonging to the one element sets of the pairs have to be 
distinct, we may choose them to be the numbers 1-4. Thus the five pairs, de- 
noted (I)-(V), are: 
(i) ((.,.,.), (1)), 
(II) ((.,-,.), (2)), 
(III) ((3), (.,., .)), 
(IV) ((4), (.,-,-)), 
(v) ((., .), (.,.)), 
where the dots stand for numbers to be placed. Accordingly, the number of (off 
diagonal) zeros in row (column) i of A is 
i No. of O's in row i No. of O's in column i
1 1 3 
2 1 3 
3 3 1 
4 3 1 
5 2 2 
We will distinguish between the following two cases. 
Case 1. The number 5 does not belong to (V). The number 5 thus belongs to 
all four pairs (I)-(IV). As there is only one zero in row 1, the number 1 does not 
belong to the rows in (V), and so it does belong to the columns in (V). This, and 
similar arguments regarding the numbers 2, 3 and 4, determines (V) to be 
(V) ((3,4),(1,2)). 
As there are three zeros in column 1, it follows from (V) that the numbers 3 and 
4 belong to the rows of (I), and so (I) is determined to be 
266 D. London I Linear Algebra and its Applications 290 (1999) 257-266 
(I) ((3, 4, 5), (1)). 
Similarly, (II) is determined to be 
(II) ((3,4, 5), (2)). 
(I) and (II) together mean that A is reducible. 
Case 2. The number 5 belongs to (V). A straightforward lengthy similar 
discussion, which I will not elaborate, leads to a contradiction in this case too. 
We proved that an extremal matrix of order 5 does not exist, and so d5 = 11 
in Corol lary 2 is not sharp. 
The matrix 
0 1 0 
A= 0 0 1 
0 0 0 
0 1 1 
is irreducible, all its principal submatrices are reducible and S(A)= 9. This 
shows that the constant d5 = 11 cannot be decreased below 10. Hence, for 
n = 5, Corol lary 2 holds for 10 ~< d, and 10 is sharp. 
For n ~> 6, the question whether the constant d, = [n(n - 1)/2] + 1 is sharp 
or not remains open. 
Remark 3. Let A = (a~j) be an irreducible (0,1) tournament matrix of order 
n >/4. As A has an irreducible principal submatrix of order n - 1 ([3], Theorem 
3), it follows that an extremal matrix of  order n cannot be a tournament 
matrix. This reduces the number  of "candidates" for extremal matrices. 
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