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Abstract—WeChat is one of social network applications that
connects people widely. Huge data is generated when users
conduct conversations, which can be used to enhance their lives.
This paper will describe how this data is collected, how to develop
a personalized chatbot using personal conversation records. Our
system will have a cognitive map based on the word2vec model,
which is used to learn and store the relationship of each word that
appears in the chatting records. Each word will be mapped to
a continuous high dimensional vector space. Then the sequence-
to-sequence framework (seq2seq) will be adopted to learn the
chatting styles from all pairs of chatting sentences. Meanwhile,
the traditional one-hot embedding layer will be replaced with our
word2vec embedding layer in the seq2seq model. Furthermore,
an autoencoder of seq2seq architecture is trained to learn the
vector representation of each sentence, then the cosine similarity
between model generated response and the pre-existing response
in test set can be evaluated , and the distance with principal
component analysis (PCA) projection can be also displayed. As
a result, our word2vec embedded seq2seq model significantly
outperforms the one-hot embedded one.
Key Words—WeChat; Word2vec; Seq2seq; Attention Mecha-
nism; Autoencoder
I. INTRODUCTION
Due to people’s busy lifestyles nowadays, a chat assistant
who can accurately predict the user’s reply intention and chat
on behalf of them will be greatly welcomed. This kind of
desired AI can have the potential to be not just a chat pet,
but also a virtual self that grows up with you in the parallel
space. Although human-machine conversational AI has a long
way to go through Turing tests [1], research in this field has
always been pursued by researchers.
When we consider about Short-Text Conversation (STC),
conventional methods can be classified into two categories [2]:
Information Retrieval (IR) based method and the Statistical
Machine Translation (SMT) based method. It has been shown
that when a large corpus of status-response pairs is used in
both methods, the SMT performance better than the IR [3].
Neural machine translation (NMT) is a new approach which
is widely used in machine translation [4-6]. Meanwhile, it’s
also a very popular approach to build conversational models
[2, 7-9]. With large scale of public social conversation data,
those models are totally data-driven (i.e., without any manual
rules) to generate plausible responses. Essentially, the NMT is
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a kind of SMT. It has a single neural network of encoder-
decoder to map source sequence to target sequence, and
the whole neural network is jointly trained to maximize the
conditional probability of the source sequence generating the
target sequence [4-7].
Sequence-to-sequence [5] with attention mechanism [6]
is the most recently adopted architecture for conversational
models [2, 7, 9]. It can capture the semantic and syntactic
features between messages and responses in an end-to-end
way [7]. Although this kind of model can generate some
kind of reasonable responses to different types of questions
and even extract knowledge from the training corpus, it has
some obvious drawbacks [9]. One is the lack of a coherent
personality, and another is the lack of general world knowledge
and flexibility of using it. Therefore, I propose improvements
on these two aspects.
The reason for the lack of coherent personality is that the
training data from the open social conversations disturbed its
character, because these conversations come from different
participants. So I employ personal chat data decrypted from
WeChat database and an open source single role response
corpus1 in model training.
Although seq2seq is a kind of semi-supervised learning,
in fact it lacks flexibility in the mapping of sequences to
sequences. When we look closely at the implementation details
of seq2seq, we can see that it uses one-hot in word embedding.
While one-hot embedding can just carry the frequency identity
of a word rather than the information revealing its meaning.
Such a sequence to sequence is just a monotonous match.
Since Google open source word2vec, it has quickly become
a topic of general interest in the industry, because it’s fast and
efficient [10].
Actually, word2vec is a concise language model [11], which
uses one layer neural network to map the one-hot form of word
vector to the distributed form of the word vector. In order
to accelerate the training, it uses some techniques like the
hierarchical softmax, negative sampling, etc. [12] Word2vec
representation has a number of excellent features. First of all,
the word2vec representations of words carry the syntactic and
semantic information [11], which makes the words of similar
1 https://github.com/fateleak/dgk lost conv/blob/master/results/
xiaohuangji50w nofenci.conv.zip
meaning can be projected to a close distance in the word2vec
space. This feature is much like a cognitive map of language
built by humans through learning. On the other hand, it can
compress the dimensionality of one-hot vector representation,
which will be a very good feature for seq2seq model, because
that will reduce the input units of the RNN. Due to its
good performance, word2vec has been applied to comments
sentiment classification [13], named entity recognition [14],
and the visually grounded word embeddings (vis-w2v) to
capture visual notions of semantic relatedness [15].
II. RELATED WORK
Our proposed model is based on word2vec [11], seq2seq
[5] and attention mechanism [6], so let’s have a brief review
of them.
A. Word2vec
Before the advent of word2vec, DNN has already been used
to train word vector which is used to deal with the relationship
between words and words. That method is a three-layer neural
network structure (which can also be multilayered), which
can be divided into input layer, hidden layer and output layer
(softmax layer) [16].
Word2vec is usually divided into CBOW (Continuous Bag-
of-Words) and Skip-gram models depending on how it defines
the input and output of data.
The training input of the CBOW model is the corresponding
word vectors for the context of a particular word, and the
output is the word vector of this particular word. As the
example shown in Fig. 1, our context values of 4 size, and
this particular word is Learning, that is the term vector what
we need to output. There are 8 words in the context, 4 in
front and back, and these 8 words are input to the model.
Since CBOW uses the word bag model, these eight words are
all equal, that means the distance between them and the word
we care about is not considered, as long as it’s within our
context.
The idea of the Skip-Gram model is reversed to CBOW, that
means the input is the word vector of a particular word, and
the output is the context vectors of the words corresponding to
the particular word. For the example above, the context size is
4, the specific word Learning is the input, and these 8 words
before and after are the output.
Word2vec uses CBOW and Skip-gram to train the model
and get the word vector. It proposes an optimization method
to replace the hidden layer and the neuron in the output layer
with the data structure of the Huffman tree. The leaf node
of the Huffman tree acts as the output layer neurons, and the
number of leaf nodes is the size of the vocabulary. The inner
node acts as a hidden layer of neurons.
B. Seq2seq and Attention Mechanism
This structure of seq2seq is also called the encoder-decoder
mode [5]. We use x = {x1, x2, . . . , xnx} represents the
input statement, y = {y1, y2, . . . , yny} represents the output
Fig. 1. Structure of word2vec (CBOW).
statement, and yt represents the current output word. The goal
is described by fomula (1):
p(y|x) =
ny∏
t=1
p(yt|y1, y2, . . . , yt−1, x) (1)
As shown in fomula (2), our training objective is to mini-
mize the negative log-likelihood of the conditional probability
of the target y given source x:
J =
∑
x,y∈D
− log(p(y|x)) (2)
Where D is our training set.
It’s easy to model the distribution of the conditional prob-
ability p(y|x) with seq2seq. The model includes encoder and
decoder. First, in the encoder section, the input is transmitted
to the encoder, and then the hidden state C of the last time step
t is obtained, which is the basic function of Long Short-Term
Memory (LSTM) cell. The C can be regarded as the context
vector of the source sentence. Second, the context vector C
from the encoder is entered as an initial state to the LSTM
of the decoder. Then the decoder will calculate the output
sequence, and the output from the previous moment yt−1 will
be the input for this moment to calculate yt.
In seq2seq model, the closer to the first cell of the decoder,
the more influence it has on decoder, but it is not reasonable.
The attention mechanism was then proposed [6], and for each
cell in the output, the importance of each word in the input
sequence will be detected. For each yt in the output y, it’s
affected by a context vector ct. The context vector ct is an
Fig. 2. Seq2seq and attention mechanism.
information filter of all hidden states h = {h1, h2, . . . , hnx}
of the encoder, it can be calculated as fomula (3):
ct =
nx∑
i=1
αtihi (3)
Where αti is computed by fomula (4) and (5):
αti =
eeti∑nx
j=1 e
etj
(4)
eti = align(st−1, hi) = vTa tanh(Wast−1 + Uahi) (5)
Where vTa ∈ Rn
′
, and Wa ∈ Rn′×n , Ua ∈ Rn′×2n are
weight matrices, the n is the number of units in the LSTM
cell, and the n′ is the number of neurons in the hidden layer of
alignment model. The align is an alignment model to evaluate
he correlation between the input of position i and the output
of position t.
III. PRELIMINARY
A. Static Data Processing
The chatting records of WeChat is encrypted in the cel-
l phone. Luckily, there is an effective method to decryp-
t it should be got. First, we should get the IMEI code
of the smart phone, and find the UIN code in the file
[system config prefs.xml] in the directory of WeChat APP.
Second, a MD5 computation of IMEI+UIN should be made
to get a KEY. Finally, the database can be decrypted with
SQLCipher and the computated KEY. Fig. 3 illustrates the
process of decryption.
B. Real-time Data Acquisition and Response with Itchat
Itchat2 is a Python open source API to login the WeChat
account(see Fig. 4). It can immediately get new WeChat
messages and respond the message with the chatting engine.
2 http://itchat.readthedocs.io/zh/latest/
Fig. 3. Decryption of EnMicroMsg.db with SQLCipher.
Fig. 4. Login the WeChat account with itchat.
C. Dataset Preprocessing
Although the WeChat records can be obtained, the number
of them is too small. So our experiments employ the open
conversation corpus1. Our original conversation corpus has
500k one-round conversations. After removing duplicate and
invalid data, the data is divided into the training set and the
test set for each model. TABLE I gives the details.
TABLE I. DATASET PREPROCESSING
Models Training set Test set
Word2vec 500k pairs of dialogs
Autoencoder 395293 different sentences
Word2vec embedded seq2seq 260047 pairs of dialogs 2000 pairs of dialogsOne-hot embedded seq2seq
D. One-hot Embedded Seq2seq
One-hot Embedded Seq2seq is a common implementation
by Tensorflow. One-hot embedding is a quantitative expression
of a word. With it, any word can be transfered to a vector of
the dimensionality of the vocabulary size, the values of the
Fig. 5. Overview of coversational system based on seq2seq with word2vec cognitive map.
vector are a single high (1) and all the others low (0), and
the position of (1) is determined by the unique identity of the
specific word. The Fig. 6 is the structure of one-hot embedded
seq2seq.
Fig. 6. Structure of one-hot embedded seq2seq.
IV. PROPOSED METHOD
Due to the excellent features of word2vec, it’s proposed to
build the embedding layer of seq2seq model.
A. Coversational System Based on Seq2seq with Word2vec
Cognitive Map
In this paper, the seq2seq is combined with word2vec
embedding to form a continuous learning and responding
system. The system will consist of four autonomous modules
whose operations ensure a continual learning from new data
and auto responding with the trained seq2seq model. The
four modules of the system are: real-time data acquisition and
response, static data processing, word2vec and seq2seq. The
first two modules are about Wechat data access, and the last
two modules are about how to build the chatting engine, Fig.
5 shows the system diagram that has been built.
B. Word2vec Embedded Seq2seq
Word2vec embedded word will carry the semantic and
syntactic information of the word. But word2vec embedded
seq2seq will be harder to converge than the one-hot embedded
seq2seq. For this reason, I build this structure with 2-layers
encoder and decoder. As you can see in the Fig. 7.
Fig. 7. Structure of word2vec embedded seq2seq.
C. Word2vec Embedded Autoencoder
Autocoder is a powerful tool to evaluate our results. It’s
built with the architecture of word2vec embedded seq2seq,
but not with attention. In addition, it will trained with the
same inputs and outputs, rather than the conversations. With
this autoencoder, any sentence can be maped to a vector of a
fixed dimensionality.
Fig. 8. Structure of the autoencoder.
V. EXPERIMENTS AND RESULT ANALYSIS
In order to compare the models of the two structures on
the task of generating response, they will be trained with the
same dataset. In addition, a word2vec and an autoencoder are
trained for embedding and evaluation.
A. Training Details
1) Word2vec: The key parameters and explanations for our
training of word2vec are listed in TABLE II.
TABLE II. WORD2VEC PARAMETERS
Prameters Explanations Values setting
-cbow Choice of training model (0: Skip-gram model 1:CBOW model) 1
-size Dimensionality of the feature vectors 200
-window Size of training window 8
-negative Choice of training method (0: Hierarchical Softmaxmethod ; > 0: Negative Sampling method) 25
-hs Choice of training method (0: Negative Samplingmethod 1: Hierarchical Softmax method) 0
-sample Threshold of sampling 1e-5
-threads Number of running threads 20
-binary Mode of storage (0: Common format 1: Binaryformat) 1
-iter Number of iterations (epochs) over the corpus 15
2) Autoencoer: Each cell is set to 512 units and 204
dimensional word2vec embedding. The vocabulary number is
27411. Then the sentence can be mapped to a vector of 2048
dimensionalities.
The performance of autoencoder is tested with 4 pairs of
similar sentences. As can be seen from Fig. 9, it can cluster
sentences very well by the meaning.
3) One-hot Embedded Seq2seq: Because of the attention
mechanism, one-hot embedded seq2seq is easy to converge.
So one-layer bidirectional LSTM is used as the encoder. The
vocabulary number is 22632.
4) Word2vec Embedded Seq2seq: When the word2vec em-
bedding is introduced, the model becomes difficult to con-
verge. By increasing the number of units in the LSTM cell
to 1024 and using 2-layers bidirectional encoder, the model
barely converges. In Fig. 10, it illustrates that word2vec
embedded seq2seq requires longer training time, and the final
loss is higher than the other two models.
B. Model Analysis with Test Set
Our models are able to generate answers for questions from
the 2,000 test samples. Fig. 12 shows the average cosine
similarity between generated answers and the pre-existing
answers of test samples.
The deviation vector is the difference of sentence vectors
between the generated answer and the pre-existing answer.
Fig. 11 shows the distribution of the deviation vectors from
2,000 test samples. It obviously shows the deviation vectors
of word2vec model is more concentrated in (0,0). That means
it has a lower margin of error with the standard answer.
(a)
(b)
Fig. 9. (a) The cosine similarity between evaluation sentences; (b) The PCA
projection reserves 47.75% information of original sentence vectors.
Fig. 10. Training process of three models.
Fig. 11. The 2-dimensional PCA projection shows 18.02% information of
original deviation vectors.
Fig. 12. In different order, the changes of the average cosine similarity between the answers generated by the 2000 test samples and the original answers of
the test samples are shown . As shown in the figure, the word2vec embedded seq2seq outperforms the one-hot embedded seq2seq, and it also have a better
performance in the longer questions. The average cosine similarity of word2vec is 0.381151, while one-hot is 0.359540.
Fig. 13. The 2-dimensional PCA projection shows 55.67% information of
original sentence vectors.
To get a more intuitive view of the results, two samples
are shown as example. As shown in Fig. 13, the distance
from answer of word2vec to the original answer is always the
shortest edge of a triangle, and the two sentences also have
the most similar meanings according to human understanding.
Thus, it can be concluded that word2vec embedded seq2seq
is better than one-hot embedded seq2seq in conversation task.
VI. CONCLUSION & FUTURE WORK
With the empirical study of this paper, the proposed model
performed well on the test dataset. It can generate appro-
priate and meaningful responses to questions it has never
encountered, although it’s harder to train. It can be speculated
that word2vec provides better generalization capability for the
seq2seq model, it provides a more continuous state variable
space for the input, rather than fixed and isolated state changes
of one-hot. That’s why one-hot tends to converge more easily
but deviates more from new questions. Generative Adversarial
Networks (GANs) performs well in modeling generalization.
I plan to use GANs to generalize the seq2seq in the future.
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