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Abstract
We solve Goldbach’s conjecture for all the evens greater than 2. This solution
is based upon the proof of Sabihi’s first and second conjectures (my own
conjectures on Goldbach’s one) and Riemann Hypothesis is supposed to be
correct. Our essential method goes through compleax integral analysis. The
first conjecture states that L(N(k)) − D(N(k)) ≥ K(N(k),m) ≥ 2 and
N(k) ≥ 120, but since the proof can be exhaustive for special case N(k) = n,
we therefore prove it in such a case. The second conjecture states that
log(N) =
4e−γ
∏
p>2(1− 1(p−1)2 )
∏
p>2 ,p|N
p−1
p−2 (1+O(
1
log(N)
))∏
p>
√
N,gcd(p,N)=1(1− 1p−1 )
for every sufficiently large
even integer N . In this paper and in order to present an exhaustive proof, we
combine both methods applied in our previously published papers, one for
when n ≥ 120 and the other one for when n is a sufficiently large even integer
and prove both two Sabihi’s conjectures . Then, it follows that Goldbach’s
conjecture is solved for all the even numbers greater than 120 to infinity and
implies that it holds for all the even integers greater than 2.
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Notations
Li(x)
∫ x
2
du
log u
ρ = β + iγ A nontrivial zero of Riemann zeta func-
tion
O(x) limx−→∞ sup
|O(x)|
x
<∞
f(x) ∼ g(x) limx−→∞ f(x)g(x) = 1
‖f(x)‖ Norm of the function
f(x)
∂
∂x
Partial derivative with respect to
x
µ(x) The Mo¨bius func-
tion
pi(x) Number of prime numbers less than or equal
2
xsum(n) The sum of the lenghts of intervals created by the function hˆ(n)
M(N(k),m) Function shifting the value of sum(n) to the distance of
m times N(k)
K(N(k),m) Function counting the number of prime numbers between the
distance mN(k) and mN(k) + sum(n)
L(N(k)) Function counting the number of primes containing inside the sum
of intervals created by the function N(k) (sum(N(k))
D(N(k) Function counting the number of prime factors of
N(k)
K(n,m)|Li(n) The part of K(n,m) not including powers of RH
non trivial zeros
K(n,m)|Li(n,γ) The part of K(n,m) including powers of RH non triv-
ial zeros
K(n,m)|∫ du
u(u2−1) log u
The part of K(n,m) including integral
terms
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L(n)|Li(n) The part of L(n) not including powers of RH non trivial zeros
L(n)|Li(n,γ) The part of L(n) including powers of RH non trivial
zeros
L(n)|∫ du
u(u2−1) log u
The part of L(n) including integral
terms
1. Introduction
In this paper, we purport to prove our two conjectures on Goldbach’s
strong conjecture. As we know, this conjecture states that ”every even num-
ber greater than 2 is the sum of two prime numbers”. We have already
published the two articles containing the two conjectures entitled Sabihi’s
first and second conjectures. Firstly, we give some notations, description
of the problem, and description of the functions K(n,m) and L(n) in same
chapter.Secondly, we present some lemmas and theorems in order to prove
Sabihi’s first conjecture [1] for all the even numbers greater than or equal 120
in Chapter two and follows their proofs in the next Chapter three. We then
solve the Sabihi’s second conjecture [2] for sufficiently large even integers in
same Chapter. Finally, combining the two conjectures each other, we find out
a complete proof of Goldbach’s conjecture for all the even numbers provided
that Riemann hypothesis holds for all the Riemann nontrivial zeta funtion
zeros. Recently, a thesis entitled ”On the Goldbach’s conjecture” has been
presented by Westin King [7] in Baylor University in 2013. This thesis con-
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veys history of the problem, summarizes important articles on the subject,
and explains related problems and consequences of the conjecture. We have
already given a complete history of the problem in [1]. Terence Tao [6] in a
paper showed that every odd number greater than one is the sum of at most
five primes.We indebted to all the old and contemporary mathematicians
working on Goldbach’s conjecture. I would like to thank them for show-
ing us off the way of pavement forward to the proof of this major conjecture
such as: Gauss, Riemann, Hilbert, Euler, Dirichlet, Ramanujan, Tchebycheff,
Hardy, Littlewood, Linnik, Vinogradov, Brun, Kuhn, Selberg, Yuan, Cheng
Dong, Bombieri, Jing Run, Mo¨bius, Mangoldt, Vaughan, Katze, Mozzichi,
Tao, Heath-Brown, William, Ellison, Ro¨hrlich, Srinivasan, Prachar, Ziniviev,
Pintz, Sarnak, Ribet and many other famous mathematicians contributing
in promotions toward solving Goldbach’s conjecture.
1.1. Description of the problem
We have presented a formula for counting the number of prime numbers
in the two articles [1] and [3], which is an extension of the Riemann’s formula
[4] as below:
pi(x) =
∞∑
r=1
µ(r)
r
{
Li(x
1
r )−
∑
γ>0
{Li(x ρr ) + Li(x 1−ρr )}+
∫ ∞
x
1
r
du
u(u2 − 1) log(u) − 3.7277 log 2
}
(1.1)
We then made use of this formula for making Sabihi’s first conjecture as is
stated in the next chapter. In making this formula, we assume that Riemann
hypothesis holds for all the Riemann nontrivial zeta funtion zeros. If we
suppose that pi(x) denotes a continous function on the interval [1,∞), then
the formula (1.1) holds for all the natural numbers. This means that (1.1)
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holds for both cases n = pd and n 6= pd, where p denotes a prime number and
d a natural one. In conclusion, the Sabihi’s first conjecture holds for both
cases.
But, if we suppose that pi(x) denotes a discontinous function on the in-
terval [1,∞), then (1.1) holds only for when n 6= pd and follows that Sabihi’s
first conjecture also holds only for when n 6= pd. But, since we know that
Sabihi’s first conjecture is stated only for even numbers as 2n where n is a
natural number, thus we should prove Sabihi’s first conjecture for two cases:
1- In the case which 2n 6= pd and n is not a power of 2
2-In the case which 2n = 2d.
As we stated above if the case 1 happened, then we would be able to
make use of pi(n) stated in (1.1) and we can get started to prove Sabihi’s first
conjecture in the next Chapters two and three.In Chapter two, we present 10
lemmas and 5 theorems to show that Sabihi’s first conjecture is correct for
all the even numbers greater than 120. In Chapter three, we give our proofs
to the lemmas and theorems stated in Chapter two.
If the case 2 happened, then we should act upon the following route:
In such a case, Sabihi’s first conjecture (subsection 2.1) for 2n = 2d should
be stated as below (In the general case, we suppose N(k) = 2d):
M(N(k),m) = mN(k) + sum(N(k)) (1.2)
and implies that
M(2d,m) = 2dm+ sum(2d) = 2pi(2d) + 2dm (1.3)
since
sum(2d) = 2pi(2d) (1.4)
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and
K(2d,m) = pi(M(2d,m))− pi(2dm) = pi(2dm+ 2pi(2d))− pi(2dm) (1.5)
Therefore, for not being 2dm as power of 2, we let m 6= n2 6= (2d)2, which
follows that we can suppose m = (2d)2 + 1. In such a case, we can state (2.4)
and (2.5) as
L(2d) = pi(2d)− pi(2d − (rj1)2 + 1) +
RP (2d)−1∑
kint=1
[pi(2d −
mP∏
i=1
(rji )
xi−1 − 1)kint −
pi(2d −
mP∏
i=1
(rji )
xi + 1)kint ] + pi(2
d − (rjmP )2 − 1) (1.6)
and
L(2d)−D(2d) ≥ pi(23d + 2d + 2pi(2d))− pi(23d + 2d) ≥ 2 (1.7)
since none of the arguments of pi(23d+2d+2pi(2d)) and pi(23d+2d) are powers
of 2. But, we cannot yet make use of the formula (1.6) since there are still
powers of 2 like of pi(2d). We may also find out that some of the terms as
pi(2d− (rj1)2 +1) get powers of 2. In these cases, we should consider pi(2d±2)
or pi(2d− (rj1)2 + 1± 2) in lieu of pi(2d) or pi(2d− (rj1)2 + 1) respectively. The
reason is that if we let pi(2d + 2) and let d = 2k + 1, then we would have
2(2k+1) < 2(2k+1)+1 < 2(2k+1)+2. This means that pi(2(2k+1)+2) = pi(2(2k+1))
since none of 2(2k+1) + 1 and 2(2k+1) + 2 are primes.
Similarly, if d = 2k, then we would have 22k − 2 < 22k − 1 < 22k and
follows that pi(22k − 2) = pi(22k). Therefore, our first conjecture would be
correct and it works properly for all the even numbers (of course for evens as
n ≥ 120). Regarding Sabihi’s second conjecture stated in [2], we will prove
it in the Chapter 3. Combining two Sabihi’s conjectures and giving their
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proofs would solve conjecture for all the even numbers greater than 2. Of
course, proving Sabihi’s first conjecture would solve Goldbach’s conjecture
sufficiently, but giving a proof for sufficiently large even integers carries out
a double confirmation to it.
1.1.1. Description of the functions K(n,m) and L(n)
In order to prove Sabihi’s first conjecture, we have to decompose each one
of the two functions K(n,m) and L(n) into the three parts as below: note
that for simplifying our proof, we consider the conjecture for N(k) = n. As
we stated in [1], our proof for N(k) = n is exhaustive and covers general case
and does not need to prove it for when we have an extension as N(k).
K(n,m) =
∞∑
r=1
µ(r)
r
{
Li(sum(n) +mn)
1
r − Li(mn) 1r
}
+
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li((mn)
ρ
r ) + Li((mn)
1−ρ
r )− Li(sum(n) +mn) ρr − Li(sum(n) +mn) 1−ρr
}}
+
∞∑
r=1
µ(r)
r
{∫ ∞
(sum(n)+mn)
1
r
du
u(u2 − 1) log u −
∫ ∞
(mn)
1
r
du
u(u2 − 1) log u
}
=
K(n,m)|Li(n) +K(n,m)|Li(n,γ) +K(n,m)|∫ du
u(u2−1) log u
(1.8)
where
K(n,m)|Li(n) =
∞∑
r=1
µ(r)
r
{
Li(sum(n) +mn)
1
r − Li(mn) 1r
}
(1.9)
K(n,m)|Li(n,γ) =
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li((mn)
ρ
r ) + Li((mn)
1−ρ
r )− Li(sum(n) +mn) ρr − Li(sum(n) +mn) 1−ρr
}}
(1.10)
K(n,m)|∫ du
u(u2−1) log u
=
∞∑
r=1
µ(r)
r
{∫ ∞
(sum(n)+mn)
1
r
du
u(u2 − 1) log u −
∫ ∞
(mn)
1
r
du
u(u2 − 1) log u
}
(1.11)
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L(n) =
∞∑
r=1
µ(r)
r
{
Li(n
1
r )− Li(n− (rj1)2 + 1)
1
r
}
+
∞∑
r=1
µ(r)
r

RP (n)−1∑
kint=1
{
Li((n−
mP∏
i=1
(rji )
xi−1 − 1)kint)
1
r − Li((n−
mP∏
i=1
(rji )
xi + 1)kint)
1
r
}+
∞∑
r=1
µ(r)
r
{
Li(n− (rjmP )2 − 1)
1
r − Li(2 1r )
}
+
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li(n− (rj1)2 + 1)
ρ
r − Li(n ρr )
}}
+
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li(n− (rj1)2 + 1)
(1−ρ)
r − Li(n (1−ρ)r )
}}
+
∞∑
r=1
µ(r)
r
∑
γ>0
RP (n)−1∑
kint=1
{
Li((n−
mP∏
i=1
(rji )
xi + 1)kint)
ρ
r − Li((n−
mP∏
i=1
(rji )
xi−1 + 1)kint)
ρ
r
}+
∞∑
r=1
µ(r)
r
∑
γ>0
RP (n)−1∑
kint=1
{
Li((n−
mP∏
i=1
(rji )
xi + 1)kint)
1−ρ
r − Li((n−
mP∏
i=1
(rji )
xi−1 + 1)kint)
1−ρ
r
}+
∞∑
r=1
µ(r)
r
∑
γ>0
{
Li(2
ρ
r )− Li(n− (rjmP )2 − 1)
ρ
r
}
+
∞∑
r=1
µ(r)
r
∑
γ>0
{
Li(2
1−ρ
r )− Li(n− (rjmP )2 − 1)
1−ρ
r
}
+
∞∑
r=1
µ(r)
r
{∫ ∞
n
1
r
du
u(u2 − 1) log u −
∫ ∞
(n−(rj1)2+1))
1
r
du
u(u2 − 1) log u
}
+
∞∑
r=1
µ(r)
r

RP (n)−1∑
kint=1
{∫ ∞
(n−∏mPi=1 (rji )xi−1−1) 1rkint
du
u(u2 − 1) log u −
∫ ∞
(n−∏mPi=1 (rji )xi+1) 1rkint
du
u(u2 − 1) log u
}
+
∞∑
r=1
µ(r)
r
{∫ ∞
2
1
r
du
u(u2 − 1) log u −
∫ ∞
(n−(rjmP )2−1)
1
r
du
u(u2 − 1) log u
}
=
L(n)|Li(n) + L(n)|Li(n,γ) + L(n)|∫ du
u(u2−1) log u
(1.12)
where
L(n)|Li(n) =
∞∑
r=1
µ(r)
r
{
Li(n
1
r )− Li(n− (rj1)2 + 1)
1
r
}
+
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∞∑
r=1
µ(r)
r

RP (n)−1∑
kint=1
{
Li((n−
mP∏
i=1
(rji )
xi−1 − 1)kint)
1
r − Li((n−
mP∏
i=1
(rji )
xi + 1)kint)
1
r
}+
∞∑
r=1
µ(r)
r
{
Li(n− (rjmP )2 − 1)
1
r − Li(2 1r )
}
(1.13)
L(n)|Li(n,γ) =
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li(n− (rj1)2 + 1)
ρ
r − Li(n ρr )
}}
+
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li(n− (rj1)2 + 1)
(1−ρ)
r − Li(n (1−ρ)r )
}}
+
∞∑
r=1
µ(r)
r
∑
γ>0
RP (n)−1∑
kint=1
{
Li((n−
mP∏
i=1
(rji )
xi + 1)kint)
ρ
r − Li((n−
mP∏
i=1
(rji )
xi−1 + 1)kint)
ρ
r
}+
∞∑
r=1
µ(r)
r
∑
γ>0
RP (n)−1∑
kint=1
{
Li((n−
mP∏
i=1
(rji )
xi + 1)kint)
1−ρ
r − Li((n−
mP∏
i=1
(rji )
xi−1 + 1)kint)
1−ρ
r
}+
∞∑
r=1
µ(r)
r
∑
γ>0
{
Li(2
ρ
r )− Li(n− (rjmP )2 − 1)
ρ
r
}
+
∞∑
r=1
µ(r)
r
∑
γ>0
{
Li(2
1−ρ
r )− Li(n− (rjmP )2 − 1)
1−ρ
r
}
(1.14)
L(n)|∫ du
u(u2−1) log u
=
∞∑
r=1
µ(r)
r
{∫ ∞
n
1
r
du
u(u2 − 1) log u −
∫ ∞
(n−(rj1)2+1))
1
r
du
u(u2 − 1) log u
}
+
∞∑
r=1
µ(r)
r

RP (n)−1∑
kint=1
{∫ ∞
(n−∏mPi=1 (rji )xi−1−1) 1rkint
du
u(u2 − 1) log u −
∫ ∞
(n−∏mPi=1 (rji )xi+1) 1rkint
du
u(u2 − 1) log u
}
+
∞∑
r=1
µ(r)
r
{∫ ∞
2
1
r
du
u(u2 − 1) log u −
∫ ∞
(n−(rjmP )2−1)
1
r
du
u(u2 − 1) log u
}
(1.15)
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2. Conjectures, lemmas, and theorems
2.1. Sabihi’s first Conjecture[1]
Let m = g(N(k)) be an integer function and N(k) ≥ 120 be an even
natural number and N(k) = n −∑k−2j=0∏i=mi=1 (rji )xi + f(k) − 1 (referring to
Lemma 3.1 in [1]).k denotes the number of intervals which is called character
or module of the function hˆ(n) here. Consider the integer number function
M so
M(N(k),m) = mN(k) + sum(N(k)) (2.1)
Let
K(N(k),m) = pi(M(N(k),m))− pi(mN(k)) (2.2)
where
K(N(k),m) =
∞∑
r=1
µ(r)
r

Li((M(N(k),m))
1
r )− Li((mN(k)) 1r )+
∑
γ>0
{
Li((mN(k))
ρ
r ) + Li((mN(k))
1−ρ
r )
}
−
∑
γ>0
{
Li((M(N(k),m))
ρ
r ) + Li((M(N(k),m))
1−ρ
r )
}
+
∫∞
(M(N(k),m))
1
r
du
u(u2−1) log u −
∫∞
(mN(k))
1
r
du
u(u2−1) log u

(2.3)
and ρ = β + iγ
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Let L(N(k)) so:
L(N(k)) = pi(N(k))− pi(N(k)− (rj1)2 + 1) +
RP (N(k))−1∑
kint=1
[pi(N(k)−
mP∏
i=1
(rji )
xi−1 − 1)kint −
pi(N(k)−
mP∏
i=1
(rji )
xi + 1)kint ] + pi(N(k)− (rjmP )2 − 1) (2.4)
where L(N(k) is the sum of the primes containing inside the sum of inter-
vals created by the function N(k) i.e sum(N(k)).mP denotes the number of
primes in a prime factor less than L(N(k). pi(N(k)−∏mPi=1(rji )xi−1− 1)kint −
pi(N(k)−∏mPi=1(rji )xi+1)kint denotes kint-th interval of primes and kint denotes
the number of desirable intervals under L(N(k).
∏mP
i=1(r
j
i )
xi−1 and
∏mP
i=1(r
j
i )
xi
denote increasingly sorted products of the prime factors which are less than
L(N(k) and pi(N(k)−(rjmP )2−1) is the number of primes in the last interval
between number 1 and N(k)− (rjmP )2 − 1.
If
L(N(k))−D(N(k)) ≥ K(N(k),m) ≥ 2 (2.5)
Then, the Goldbach’s conjecture will be proved for the even numbers from 120
to infinity.In the particular case,N(k) = n.
Referring to the Lemma 3.1 [1],one finds out that if N(k) = n,it will be
sufficient for establishment of the Lemma i.e L(n)−D(n) ≥ K(n,m) ≥ 2
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2.2. Sabihi’s second Conjecture (SSC)[2]
Let γ be the Euler constant,p a prime number,N a sufficiently large even
number,and Riemann Hypothesis holds,then:
log(N) =
4e−γ
∏
p>2(1− 1(p−1)2 )
∏
p>2 ,p|N
p−1
p−2(1 +O(
1
log(N)
))∏
p>
√
N,gcd(p,N)=1(1− 1p−1)
(2.6)
2.3. Proof of Sabihi’s first Conjecture
In order to prove Sabihi’s first conjecture, we state 10 lemmas and 5
theorems as below:
2.4. Lemma1
Let n be an even integer, then
sum(n) ≥ 2pi(n) (2.7)
2.5. Lemma2
Let n1 ≥ n2 ≥ ... ≥ nk be some positive integers and r a natural number,
then{
n
1
r
1 − n
1
r
2 + n
1
r
3 − ...+ n
1
r
(k−1) − n
1
r
k
}
≤ {n1 − n2 + n3 − ...+ n(k−1) − nk} 1r
(2.8)
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2.6. Lemma3
Let 0 < x < 1 be a real number and r belongs to the natural numbers set,
then
1 +
x
2r
< (1 + x)
1
r (2.9)
and
1 +
x
r
> (1 + x)
1
r (2.10)
2.7. Theorem1
Let f(u) be a real or complex continous and differentiable function on its
domain. Let line integration puts inside the simple connected domain, which
integrand f(u) is analytic throughout it. Let the two complex functions g(z)
and h(z) be analytic inside the contour closed by simple connected domain.
Let the path connecting these two functions be a line segment, then∫ h(z)
g(z)
f(u)du = F (h(z))− F (g(z)) = (h(z)− g(z))f(C) , f(u) = F ′(u)
(2.11)
and
min{‖g(z)‖, ‖h(z)‖} < ‖C‖ < max{‖g(z)‖, ‖h(z)‖} (2.12)
2.8. Lemma4
Let n,m, s, r ∈ N so that n(s) ≥ 166 and m = ns and s ≥ 2, then
K(n,m)|Li(n) =
∞∑
r=1
µ(r)
r
{
Li(sum(n) +mn)
1
r − Li(mn) 1r
}
≥ 2.32 (2.13)
Note that n(s = 2) = 166. This means that if s > 2, then we should find a
n(s > 2) > 166 so that the inequality (2.13) holds.
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2.9. Lemma5
Let n,m, s, r ∈ N so that n ≥ 120 and m = ns and s ≥ 2, then
K(n,m)|∫ du
u(u2−1) log u
=
∞∑
r=1
µ(r)
r
{∫ ∞
(sum(n)+mn)
1
r
du
u(u2 − 1) log u −
∫ ∞
(mn)
1
r
du
u(u2 − 1) log u
}
≥ −0.14 (2.14)
2.10. Lemma6
Let n,m, s, r ∈ N so that n ≥ 166 and m = ns and s ≥ 2 and ρ = β + iγ
is a complex zero of RZF, then
K(n,m)|Li(n,γ) =
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li((mn)
ρ
r ) + Li((mn)
1−ρ
r )− Li(sum(n) +mn) ρr − Li(sum(n) +mn) 1−ρr
}}
≥ −0.184 (2.15)
2.11. Lemma7
Let n,m, s, r ∈ N so that n ≥ 120 and m = ns and s ≥ 2, then
L(n)|Li(n) > K(n,m)|Li(n) (2.16)
2.12. Lemma8
Let n,m, s, r ∈ N so that n ≥ 1000, 000 and m = ns and s ≥ 2, then
L(n)|Li(n)+L(n)|Li(n,γ) > K(n,m)|Li(n)+K(n,m)|Li(n,γ)+K(n,m)|∫ du
u(u2−1) log u
(2.17)
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2.13. Lemma9
Let n,m, s, r ∈ N so that n ≥ 120 and m = ns and s ≥ 2, then
−0.2729 ≤ L(n)|∫ du
u(u2−1) log u
≤ 0 (2.18)
2.14. Lemma10
Rosser and Schoenfeld’s inequality [5] for pi(x). Let x ≥ 59, then
x
log x
(
1 +
1
2 log x
)
< pi(x) <
x
log x
(
1 +
3
2 log x
)
(2.19)
2.15. Theorem2
Let n,m, s ∈ N so that n ≥ 166 and m = ns and s ≥ 2, then
K(n,m) ≥ 2 (2.20)
2.16. Theorem3
Let n,m, s ∈ N so that n ≥ 1000, 000 and m = ns and s ≥ 2, then
L(n) ≥ K(n,m) (2.21)
2.17. Theorem4
Let n,m, s ∈ N so that n ≥ 1000, 000 and m = ns and s ≥ 2, then
L(n)−D(n) ≥ K(n,m) (2.22)
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2.18. Theorem5
Let n ≥ 120 be an even number, m = ns, s ≥ 2, then
L(n)−D(n) ≥ K(n,m) ≥ 2 (2.23)
and Goldbach’s conjecture is proved for all the evens greater than 120.
3. The proofs of lemmas, and theorems
3.1. Proof of Lemma1
Regarding Lemma 4.8 in[1], we have:
sum(n) = n− 2φ(n)− 2D(n) + 2pi(n) + 2 (3.1)
Let the number of prime numbers denoted by D(n) = m, let φ(n) = n
2
(1−
1
p2
)...(1− 1
pm
) for all even numbers n, then
n− 2φ(n) = n
{
p2...pm − (p2 − 1)...(pm − 1)
p2...pm
}
(3.2)
Just, we find out the minimum value of the relation (3.2). The minimum
value takes place when the numerator gets the least value and the denom-
inator gets the most one simultaneously. The numerator gets its minimum
when all of p2 to pm can be equal each other due to following argument: Let
y = x1x2...xm − (x1 − 1)(x2 − 1)...(xm − 1) (3.3)
then y gets its minimum value when:
∂y
∂x1
= x2...xm − (x2 − 1)...(xm − 1)→ 0
...
...
...
∂y
∂xm
= x1...x(m−1) − (x1 − 1)...(x(m−1) − 1)→ 0 (3.4)
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Holding the realtions (3.3) and (3.4) simultenousely, implies that:
x1 = ... = x(m−1). This means that p2 = ... = pm = p and (3.2) gives us:
n
{
p2...pm − (p2 − 1)...(pm − 1)
p2...pm
}
≥ n
{
p(m−1) − (p− 1)(m−1)
p(m−1)
}
(3.5)
Let z(x) =
{
xn−(x−1)n
xn
}
, then derivative of z i.e. z′(x) < 0. This means
that when x increases, z decreases. Therefore, the right side of the relation
(3.5) gets the least value when p = pmax = pm. The relation (3.5) gives us:
n
{
p2...pm − (p2 − 1)...(pm − 1)
p2...pm
}
≥ n
{
p
(m−1)
max − (pmax − 1)(m−1)
p
(m−1)
max
}
(3.6)
The right side of the relation (3.6) gives us:
n
{
p
(m−1)
max − (pmax − 1)(m−1)
p
(m−1)
max
}
= n
{
p
(m−2)
max + p
(m−3)
max (pmax − 1) + ...+ (pmax − 1)m−2
p
(m−1)
max
}
≥ n(m− 1)(pmax − 1)
(m−2)
p
(m−1)
max
(3.7)
We show that the right side of the relation (3.7) is greater than 2(m − 1).
Let the prime factorization of n be n = 2l1pl22 ...p
lm
m , then we show
2(l1−1)pl22 ...p
l(m−1)
(m−1) p
(lm−1)
m (pm − 1)(m−2)
p
(m−2)
m
≥ 1 (3.8)
Since we assume that all the prime numbers from 2 to pm are exist inside
the factorization of n, comparing prime numbers 5 to Pm to m − 2 terms
of (pm−1
pm
)(m−2), we find out multiplicating them each other as 5(pm−1
pm
) ≥ 1
to pm(
pm−1
pm
) ≥ 1 implies that the inequality (3.8) holds. This means that
regarding the relation (3.2)
n− 2φ(n) ≥ 2m− 2 = 2D(n)− 2 (3.9)
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and regarding the relation (3.1)
sum(n) + 2D(n)− 2pi(n)− 2 ≥ 2D(n)− 2 (3.10)
implies that
sum(n) ≥ 2pi(n) (3.11)
3.2. Proof of Lemma2
The proof can be made by induction on k. For k = 2, we should show
(n1 − n2) 1r ≥ n
1
r
1 − n
1
r
2 (3.12)
Displacing the terms
(n1 − n2) 1r + n
1
r
2 ≥ n
1
r
1 (3.13)
Trivially,taking the both sides to r-th power, gives us the result.
For k = 3, we should show
(n1 − n2 + n3) 1r ≥ n
1
r
1 − n
1
r
2 + n
1
r
3 (3.14)
Displacing the terms gives us
n
1
r
1 − (n1 − n2 + n3)
1
r ≤ n
1
r
2 − n
1
r
3 (3.15)
Just, we replace the both sides by the following terms
(n2 − n3)
n
r−1
r
1 + n
r−2
r
1 (n1 − n2 + n3)
1
r + ...+ (n1 − n2 + n3) r−1r
≤ (n2 − n3)
n
r−1
r
2 + n
r−2
r
2 n
1
r
3 + ...+ n
r−1
r
3
(3.16)
Comparing the corresponding denominators of the both sides term by term,
we see that the inequality (3.16) and finally (3.14) hold. Therefore, the
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inequality (2.8) holds for k = 2, 3. Just, we suppose that it holds well for
k = l + 1 (this means that the inequality holds for k = l where k is an even
number), we should show that it also holds for k = l+2. Holding for k = l+1
follows that:
{
n1 − n2 + n3 − ...+ n(l−1) − nl + nl+1
} 1
r ≥
{
n
1
r
1 − n
1
r
2 + n
1
r
3 − ...+ n
1
r
(l−1) − n
1
r
l + n
1
r
(l+1)
}
(3.17)
Adding −n
1
r
(l+2) to the both sides of (3.17) and making use of (3.12) and (3.17)
implies our mean. This means that the inequality (2.8) holds for k = l + 2
and the proof is completed.
3.3. Proof of Lemma3
Taking r-th power of the inequality (2.9) gives us
(1 +
x
2r
)r < 1 + x (3.18)
Taking expansion of the left side, we show that the sum of the third term to
the last term of the left side’s expansion denoted by Y is less than or equal
to x
2
.
Y =
(r − 1)x2
22(2!)r
+
(r − 1)(r − 2)x3
23(3!)r2
+ . . .+
xr
2rrr
≤ x
2
8
+
x3
48
+
x4
384
+ . . .+
xr
2rrr
(3.19)
Devoting the first term of the right side of (3.19) by r = 1 means that the
first term is x
2
8
. Therefore, the right side of (3.19) implies to us the following
inequality:
x2
8
+
x3
48
+
x4
384
+. . .+
x(r+1)
2(r+1)(r + 1)!
≤ x
2
8
+
x3
6× 8+
x4
62 × 8+. . .+
x(r+1)
6(r−1) × 8 =
x2
8
1− x
6
<
x
2
(3.20)
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Easily check out comparing the corresponding terms of the left and right
sides of the inequality (3.20) together implies that the left side is less than
right one. This means that for every natural number r
6(r−1) × 8 ≤ 2(r+1)(r + 1)! (3.21)
Hence, let (1 + x
2r
)r = 1 + x
2
+ Y , we proved that Y < x
2
and follows that
(1 + x
2r
)r < 1 + x
The proof of the inequality (2.10) is so trivial and reader can try it.
3.4. Proof of Theorem1
According to Intermediate value theorem and Extreme value theorem in
real functions, ‖f(u)‖ has both a minimum ‖m‖ and maximum ‖M‖ on
[‖g(z)‖, ‖h(z)‖] taken at complex points p and q of [‖g(z)‖, ‖h(z)‖] and real
and imaginary parts <f(u) and =f(u) may get either same minimum or
maximum on [<g(z),<h(z)] and [=g(z),=h(z)] respectively or vice versa
due to linearity property of f(u) on path connecting two functions g(z) and
h(z).Therefore, the proof can be decomposed into the two cases:
1.Since
<m ≤ <f(u) ≤ <M and =m ≤ =f(u) ≤ =M (3.22)
or
2.Since
<m ≤ <f(u) ≤ <M and =M ≤ =f(u) ≤ =m (3.23)
The case 1: Integrating over the inequality (3.22) and taking real values,
gives us four inequalities
<m<
∫ h(z)
g(z)
du ≤ <
∫ h(z)
g(z)
<f(u)du ≤ <M<
∫ h(z)
g(z)
du (3.24)
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<m=
∫ h(z)
g(z)
du ≤ =
∫ h(z)
g(z)
<f(u)du ≤ <M=
∫ h(z)
g(z)
du (3.25)
and
=m<
∫ h(z)
g(z)
du ≤ <
∫ h(z)
g(z)
=f(u)du ≤ =M<
∫ h(z)
g(z)
du (3.26)
=m=
∫ h(z)
g(z)
du ≤ =
∫ h(z)
g(z)
=f(u)du ≤ =M=
∫ h(z)
g(z)
du (3.27)
The two inequalities (3.24) and (3.25) give us
<m‖
∫ h(z)
g(z)
du‖ ≤ ‖
∫ h(z)
g(z)
<f(u)du‖ ≤ <M‖
∫ h(z)
g(z)
du‖ (3.28)
and (3.26) and (3.27) give us
=m‖
∫ h(z)
g(z)
du‖ ≤ ‖
∫ h(z)
g(z)
=f(u)du‖ ≤ =M‖
∫ h(z)
g(z)
du‖ (3.29)
Then, (3.28) and (3.29) implies that
‖(<m+ i=m)‖‖
∫ h(z)
g(z)
du‖ ≤ ‖
∫ h(z)
g(z)
f(u)du‖ ≤ ‖(<M + i=M)‖‖
∫ h(z)
g(z)
du‖
(3.30)
and
‖m‖ ≤ ‖
∫ h(z)
g(z)
f(u)du∫ h(z)
g(z)
du
‖ ≤ ‖M‖ (3.31)
It follows from the Intermediate value theorem that there is a complex point
C between p and q, and certainly in [‖g(z)‖, ‖h(z)‖], such as
‖
∫ h(z)
g(z)
f(u)du∫ h(z)
g(z)
du
‖ = ‖f(C)‖ (3.32)
Just letting the phases of both sides be equivalent, we then have∫ h(z)
g(z)
f(u)du∫ h(z)
g(z)
du
= f(C) (3.33)
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The proof for the case 2 is exactly similar to the case1, but the inequalities
(3.24 ) to (3.29) change a little and (3.30) changes to
‖(<m+ i=M)‖‖
∫ h(z)
g(z)
du‖ ≤ ‖
∫ h(z)
g(z)
f(u)du‖ ≤ ‖(<M + i=m)‖‖
∫ h(z)
g(z)
du‖
(3.34)
and the minimum and maximum values are other than m and M .
3.5. Proof of Lemma4
Starting with (2.12) and according to Mean value theorem in integrals
and omiting the negative values of µ(r) (during the proof, we take into con-
sideration the negative values as well), we have
∞∑
r=1
µ(r)
r
{
Li(sum(n) +mn)
1
r − Li(mn) 1r
}
=
∞∑
r=1
µ(r)
r
∫ (sum(n)+mn) 1r
(mn)
1
r
du
log u
=
∞∑
r=1
µ(r)
r
{
(sum(n) +mn)
1
r − (mn) 1r
logC
}
≥
∞∑
r=1
µ(r)
{
(sum(n) +mn)
1
r − (mn) 1r
log(sum(n) +mn)
}
(3.35)
where
(mn)
1
r ≤ C ≤ (sum(n) +mn) 1r (3.36)
Regarding Lemma1, the right side of (3.35) gives us
∞∑
r=1
µ(r)
{
(sum(n) +mn)
1
r − (mn) 1r
log(sum(n) +mn)
}
>
∞∑
r=1
µ(r)
{
(2pi(n) + n(s+1))
1
r − (n(s+1)) 1r
log(2n(s+1))
}
(3.37)
since sum(n) < n(s+1) and log 2 can be eliminated versus log n(s+1) and re-
garding Lemma3,the inequality (2.9),
∞∑
r=1
µ(r)
{
(2pi(n) + n(s+1))
1
r − (n(s+1)) 1r
log(2n(s+1))
}
>
∞∑
r=1
µ(r)
{
pi(n)
r(s+ 1)n(s+1)(1−
1
r
) log n
}
(3.38)
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Regarding Lemma10 for positive µ(r), the right side of (3,38) gives us
∞∑
r=1
µ(r)
{
pi(n)
r(s+ 1)n(s+1)(1−
1
r
) log n
}
>
∞∑
r=1
{
n
r(s+ 1)n(s+1)(1−
1
r
)(log n)2
}(
1 +
1
2 log n
)
(3.39)
and for negative µ(r), regarding Lemma3, the inequalities (2.10) and (3.36),
we have
∞∑
r=1
µ(r)
r
{
(sum(n) +mn)
1
r − (mn) 1r
logC
}
> −
∞∑
r=1
n
1
r
r(s+ 1)ns(1−
1
r
) log n
(3.40)
Therefore, summing the inequalities (3.39) and (3.40) each other, we have
∞∑
r=1
µ(r)
r
{
Li(sum(n) +mn)
1
r − Li(mn) 1r
}
>
∞∑
r = 1
µ(r) > 0
{
n
r(s+ 1)n(s+1)(1−
1
r
)(log n)2
}(
1 +
1
2 log n
)
−
∞∑
r = 2
µ(r) < 0
n
1
r
r(s+ 1)ns(1−
1
r
) log n
(3.41)
Letting n = 166 and s = 2, we find
∞∑
r = 1
µ(r) > 0
{
n
r(s+ 1)n(s+1)(1−
1
r
)(log n)2
}(
1 +
1
2 log n
)
|n=166,s=2
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−
∞∑
r = 2
µ(r) < 0
n
1
r
r(s+ 1)ns(1−
1
r
) log n
|n=166,s=2 =
166
3(log 166)2
(1 +
1
2 log 166
)|r=1 − 1
6(166)
1
2 log 166
|r=2
− 1
9(166) log 166
|r=3 − 1
15(166)
7
5 log 166
|r=5 − 1
21(166)
11
7 log 166
|r=7
− 1
33(166)
19
11 log 166
|r=11 − 1
39(166)
23
11 log 166
|r=13
− 1
51(166)
31
17 log 166
|r=17 . . .− 1
2991(166)
1991
997 log 166
|r=997 +
{ 166
18(166)
5
2 (log 166)2
(1 +
1
2 log 166
)|r=6
− 1
3027(166)
2015
1009 log 166
|r=1009}+ { 166
30(166)
27
10 (log 166)2
(1 +
1
2 log 166
)|r=10
− 1
3039(166)
2023
1013 log 166
|r=1013}+ . . . > 2.32 (3.42)
Therefore, we calculated the right side of (3.41) shown in a calculation series
of (3.42) for n = 166,s = 2,and r = 1, 2, 3, 5, 7, 11, 13, 17 to 997 and obtained
the value nearly 3. If we subtract the rest of the quantities of each pair of
r′s from each other as r = 6, 1009, r = 10, 1013, and continue to subtract all
of other r′s of having an even number of prime factors and an odd number
ones from each other, we find out that the right side of (3.41) is greater
than 2.32 as shown in (3.42). Note that all of r′s having a prime power
as r = 4, 8, 9, 12, 18, 20, 25 and etc. are diminished.Trivially, the number of
r′s having even number of prime factors is equal to those of odd numbers to
infinity. Therefore, there is always an r having odd number of prime numbers
versus of that of even numbers and the sum of all terms of the right side of
25
(3.41) will certainly be greater than or equal 2.32.
The above calculations show that there are always many values n for a s
so that the difference among the corresponding term with r = 1 and many
terms of with an r having odd number of prime factors (negative terms)
can be greater than 2.32 since the first term for r = 1 and µ(1) > 0 is an
increasing function for n ≥ 16 and all the terms with µ(r) < 0 and r ≥ 2 are
decreasing functions and implies that (3.41) can be always greater than 2.32.
It also shows that there is always two values of r1, r2 so that the difference
can be sufficiently large enough that sum of each pair of the corresponding
terms with µ(r1) > 0 and µ(r2) < 0 is positive. Therefore, the inequality
(2.13) must hold for all n ≥ 166 and s = 2. This lemma also says us if s > 2,
then we can find an n > 166 or an n of sufficiently large value so that the
lemma 4 holds again.
3.6. Proof of Lemma5
Trivially, by computing the following integral∫ ∞
2
du
u(u2 − 1) log u = 0.14 (3.43)
the inequality (2.14) can be stated as
|
∞∑
r=1
µ(r)
r
{∫ (n(s+1)) 1r
(sum(n)+n(s+1))
1
r
du
u(u2 − 1) log u
}
| <
|
∞∑
r=1
|µ(r)|
r
{∫ (sum(n)+n(s+1)) 1r
(n(s+1))
1
r
du
u(u2 − 1) log u
}
| <
∞∑
r=1
{∫ (sum(n)+n(s+1)) 1r
(n(s+1))
1
r
du
u(u2 − 1) log u
}
<
∫ (sum(n)+n(s+1)) 1r
2
du
u(u2 − 1) log u <
∫ ∞
2
du
u(u2 − 1) log u = 0.14 (3.44)
26
This means that the inequality (2.14) does hold.
3.7. Proof of Lemma6
Before getting started to prove, we remember the two well-known formu-
las: Let x be a real number,then
1 + cos(x) + cos(2x) + . . .+ cos((M − 1)x) = 1
2
+
sin{(M − 1
2
)x}
2 sin x
2
(3.45)
and
cos(x) + cos(2x) + . . .+ cos(Mx) = −1
2
+
sin{(M + 1
2
)x}
2 sin x
2
(3.46)
Also, we can sort and allocate the imaginary parts of complex zeros of the Rie-
mann Zeta Function in groups which satisfy M − 1 < γ ≤M (M=0,1,2,. . . )
(refer to [8], Theorems 5.6 (d) and 5.7 (b)) and then tends M to infinity.
Therefore, the left side of (2.15) considering a reverse sign is
∞∑
r=1
µ(r)
r
∑
γ>0
∫ (sum(n)+n(s+1)) ρr
(n(s+1))
ρ
r
du
log u
+
∑
γ>0
∫ (sum(n)+n(s+1)) (1−ρ)r
(n(s+1))
(1−ρ)
r
du
log u
 =
∞∑
r=1
µ(r)
r
∑
γ>0
∫ (sum(n)+n(s+1)) 12r (cos( γ
r
log(sum(n)+n(s+1)))+i sin( γ
r
log(sum(n)+n(s+1)))
n
(s+1)
2r (cos( γ
r
(s+1) logn)+i sin( γ
r
(s+1) logn))
du
log u
+
∞∑
r=1
µ(r)
r
∑
γ>0
∫ (sum(n)+n(s+1)) 12r (cos( γ
r
log(sum(n)+n(s+1)))−i sin( γ
r
log(sum(n)+n(s+1)))
n
(s+1)
2r (cos( γ
r
(s+1) logn)−i sin( γ
r
(s+1) logn))
du
log u
 =
2
∞∑
r=1
µ(r)
r
∑
γ>0
{
(sum(n) + n(s+1))
1
2r cos(γ
r
log(sum(n) + n(s+1)))− n (s+1)2r cos(γ
r
(s+ 1) log n)
}
logC
= 2
∞∑
r=1
µ(r)
r
{∑
γ>0
{
((sum(n) + n(s+1))
1
2r − n (s+1)2r ) cos(γ
r
(s+ 1) log n)
}}
logC
(3.47)
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where according to Theorem 1, ‖C‖ is bounded by
‖(n(s+1)) ρr ‖ ≤ ‖C‖ ≤ ‖(sum(n) + n(s+1)) (ρ)r ‖ (3.48)
Eliminating sum(n) in the term log(‖(sum(n) + n(s+1)) (ρ)r ‖) versus n(s+1) in
both (3.47) and the following terms, and reffering to the inequality (2.10),
we have for µ(r) > 0
2
∞∑
r=1
µ(r)
r
{∑
γ>0
{
((sum(n) + n(s+1))
1
2r − n (s+1)2r ) cos(γ
r
(s+ 1) log n)
}}
logC
<
4×
∑
r=1,6,10,...
{∑
γ>0
sum(n).n
(s+1)
2r
2r.n(s+1)
cos(γ
r
(s+ 1) log n)
}
(s+ 1) log n
=
2×
∑
r=1,6,10,...
{∑
γ>0
sum(n)
r.n(1−
1
2r )(s+1)
cos(γ
r
(s+ 1) log n)
}
(s+ 1) log n
=
2sum(n)
(s+ 1) log n
∑
r=1,6,10,...
∑
γ>0
cos(γ
r
(s+ 1) log n)
r.n(1−
1
2r
)(s+1)
=
2sum(n)
(s+ 1) log n
∑
r=1,6,10,...
1
r.n(1−
1
2r
)(s+1)
∑
γ>0
cos(
γ
r
(s+ 1) log n) (3.49)
We just maximize the term cosins in the right side (3.49). If let M − 1 <
γ ≤ M (M=0,1,2,. . . ), then cos(M) ≤ cos(γ) < cos(M − 1). Therefore, the
maximum of the
∑
γ>0 cos(
γ
r
(s+ 1) log n)|max by appealing to (3.45), is∑
γ>0
cos(
γ
r
(s+ 1) log n)|max = 1
2
+
sin{(M − 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
} (3.50)
and the right side of (3.49) gives us
2sum(n)
(s+ 1) log n
∑
r=1,6,10,...
1
r.n(1−
1
2r
)(s+1)
∑
γ>0
cos(
γ
r
(s+ 1) log n) <
lim
M−→∞
2sum(n)
(s+ 1) log n
∑
r=1,6,10,...
1
r.n(1−
1
2r
)(s+1)
{
1
2
+
sin{(M − 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
}
}
(3.51)
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Just for µ(r) < 0 and approximating log(sum(n) + n(s+1)) ≈ (s + 1) log n ,
we have for the last term of (3.47)
2
∞∑
r=1
µ(r)
r
{∑
γ>0
{
((sum(n) + n(s+1))
1
2r − n (s+1)2r ) cos(γ
r
(s+ 1) log n)
}}
logC
>
4×
∞∑
r=2,3,5,7,...
{∑
γ>0
sum(n).n
(s+1)
2r
2r.n(s+1)
cos(γ
r
(s+ 1) log n)
}
log(sum(n) + n(s+1))
=
∑
r=2,3,5,7,...
{∑
γ>0
sum(n)
r.n(1−
1
2r )(s+1)
cos(γ
r
(s+ 1) log n)
}
(s+ 1) log n
=
sum(n)
(s+ 1) log n
∑
r=2,3,5,7,...
∑
γ>0
cos(γ
r
(s+ 1) log n)
r.n(1−
1
2r
)(s+1)
=
sum(n)
(s+ 1) log n
∑
r=2,3,5,7,...
1
r.n(1−
1
2r
)(s+1)
∑
γ>0
cos(
γ
r
(s+ 1) log n) (3.52)
We just minimize the term cosins in the right side (3.52). If let M − 1 <
γ ≤ M (M=0,1,2,. . . ), then cos(M) ≤ cos(γ) < cos(M − 1). Therefore, the
minimum of the
∑
γ>0 cos(
γ
r
(s+ 1) log n)|min by appealing to (3.46), is∑
γ>0
cos(
γ
r
(s+ 1) log n)|min = −1
2
+
sin{(M + 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
} (3.53)
and the right side of (3.52) gives us
sum(n)
(s+ 1) log n
∑
r=2,3,5,7,...
1
r.n(1−
1
2r
)(s+1)
∑
γ>0
cos(
γ
r
(s+ 1) log n) >
lim
M−→∞
sum(n)
(s+ 1) log n
∑
r=2,3,5,7,...
1
r.n(1−
1
2r
)(s+1)
{
−1
2
+
sin{(M + 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
}
}
(3.54)
Just, we must tend M to infinity, because M is number of intervals including
imaginary parts of RZF’s zeros. Since the number of zeros tends to infinity,
thus M must also tend to infinity.
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Therefore, from (3.51) and (3.54) follows that the left sude of the inequal-
ity (2.15) is
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li((mn)
ρ
r ) + Li((mn)
1−ρ
r )− Li(sum(n) +mn) ρr − Li(sum(n) +mn) 1−ρr
}}
>
lim
M−→∞
sum(n)
(s+ 1) log n
{ ∑
r=2,3,5,7,...
1
r.n(1−
1
2r
)(s+1)
{
−1
2
+
sin{(M + 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
}
}}
−2 lim
M−→∞
sum(n)
(s+ 1) log n
{ ∑
r=1,6,10,...
1
r.n(1−
1
2r
)(s+1)
{
1
2
+
sin{(M − 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
}
}}
(3.55)
Regarding Lemma 10 and knowing that sum(n) < n, we have
∞∑
r=1
µ(r)
r
{∑
γ>0
{
Li((mn)
ρ
r ) + Li((mn)
1−ρ
r )− Li(sum(n) +mn) ρr − Li(sum(n) +mn) 1−ρr
}}
>
lim
M−→∞
1
(s+ 1)(log n)2
{ ∑
r=2,3,5,7,...
1
r.n
[(2r−1)s−1]
2r
{
−1
2
+
sin{(M + 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
}
}}
− lim
M−→∞
2
(s+ 1) log n
{ ∑
r=1,6,10,...
1
r.n
[(2r−1)s−1]
2r
{
1
2
+
sin{(M − 1
2
) (s+1) logn
r
}
2 sin{ (s+1) logn
2r
}
}}
(3.56)
Regarding Lemmas 4,5,and Figures 3,5 at the pages 57,59,61 of [1], and
the following calculation for points located on the Fig3,5,7 of [1] as n =
120, 128, 146, 166, 172, 188, 196, 206, 226, 256, 554, 664, 924, and 4806, with s =
2 we have as below respectively. Note that we considered only the first term
of (2.13) or (3.41) for r = 1 in order to compare to.
K(120, 1203) = 6,
120
3(log 120)2
(1 +
1
2 log 120
) = 1.92
K(128, 1283) = 2,
128
3(log 128)2
(1 +
1
2 log 128
) = 1.999
K(146, 1463) = 2,
146
3(log 146)2
(1 +
1
2 log 146
) = 2.156
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K(166, 1203) = 2,
166
3(log 166)2
(1 +
1
2 log 166
) = 2.32
K(172, 1723) = 3,
172
3(log 172)2
(1 +
1
2 log 172
) = 2.3739
K(188, 1883) = 3,
188
3(log 188)2
(1 +
1
2 log 188
) = 2.503
K(196, 1963) = 3,
196
3(log 196)2
(1 +
1
2 log 196
) = 2.567
K(206, 2063) = 3,
206
3(log 206)2
(1 +
1
2 log 206
) = 2.646
K(226, 2263) = 3,
226
3(log 226)2
(1 +
1
2 log 226
) = 2.8
K(256, 2563) = 3,
256
3(log 256)2
(1 +
1
2 log 256
) = 3.0253
K(554, 5543) = 5,
554
3(log 554)2
(1 +
1
2 log 554
) = 4.993
K(664, 6643) = 7,
664
3(log 664)2
(1 +
1
2 log 664
) = 5.644
K(924, 9243) = 12,
924
3(log 924)2
(1 +
1
2 log 924
) = 7.088
K(4806, 48063) = 5,
4806
3(log 4806)2
(1 +
1
2 log 4806
) = 23
K(9410, 94103) = 63,
9410
3(log 9410)2
(1 +
1
2 log 9410
) = 39.51 (3.57)
The above calculation together with plots drwan in [1], show that since n
increases specifically after n = 554, then the value of K(n,m) versus the
first term (2.13) or (3.41) increases and implies that the value of the left
side of (2.15) increases as well. The above calculations also show that the
value of same (2.15) takes its the least possible value at n = 166 with regards
to the other values of n. This value is -0.184. Therefore, the right side of
the inequality (3.56) gets bigger algebraic values (absolutely smaller values)
when n gets bigger ones. This completes our proof.
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3.8. Proof of Lemma7
L(n)|Li(n) = pi(n)− pi(n− (rj1)2 + 1) +
RP (n)−1∑
kint=1
[pi(n−
mP∏
i=1
(rji )
xi−1 − 1)kint −
pi(n−
mP∏
i=1
(rji )
xi + 1)kint ] + pi(n− (rjmP )2 − 1)− pi(2)|Li(n) =
∞∑
r=1
µ(r)
r
{∫ n 1r
(n−(rj1)2+1)
1
r
du
log u
+ . . .+
∫ (n−(rjmP )2−1) 1r
2
1
r
du
log u
}
=
∞∑
r=1
µ(r)
r
{
n
1
r − (n− (rj1)2 + 1)
1
r
logC1
+ . . .+
(n− (rjmP )2 − 1)
1
r − 2 1r
logCmP
}
(3.58)
where
(n− (rj1)2 + 1)
1
r < C1 < n
1
r (3.59)
...
...
...
2
1
r < CmP < (n− (rjmP )2 − 1)
1
r (3.60)
On the other hand, taking the logarithms from the inequalities (3.59) to
(3.60) gives us that
logCmP
r
< . . . < logC1
r
< logn
r
Thus, reversing the above
inequalities, we find out that r
logn
is the least value. This means that for
r = 1 or µ(1) > 0
L(n)|r=1Li(n) >
{
n− (n− (rj1)2 + 1) + . . .+ (n− (rjmP )2 − 1)− 2
log n
}
=
sum(n)
log n
(3.61)
Just for µ(r) < 0 like of r = 2, 3, 5, 7, . . . , 30, 31, . . . and regarding lemma 2,
we have
L(n)|µ(r)<0Li(n) > −
∞∑
µ(r)<0
{
n
1
r − (n− (rj1)2 + 1)
1
r + . . .+ (n− (rjmP )2 − 1)
1
r − 2 1r
log n
}
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> −
∞∑
µ(r)<0
sum(n)
1
r
log n
(3.62)
Just, we find for r = 1, m = ns and s ≥ 2 from the inequality (3.35)
K(n,m)|r=1Li(n) =
∞∑
r=1
µ(r)
r
{
(sum(n) +mn)
1
r − (mn) 1r
logC
}
|r=1 < sum(n)
log n(s+1)
=
sum(n)
(s+ 1) log n
(3.63)
Therefore,
L(n)|Li(n) > sum(n)
log n
− sum(n)
1
2
log n
− sum(n)
1
3
log n
− sum(n)
1
5
log n
+
sum(n)
1
6
log n
− sum(n)
1
7
log n
+
sum(n)
1
10
log n
− . . .− sum(n)
1
30
log n
− sum(n)
1
31
log n
+ . . . (3.64)
On the other hand, we should have
K(n, ns)|Li(n) < sum(n)
(s+ 1) log n
+
sum(n)
1
6
(s+ 1) log n
+
sum(n)
1
10
(s+ 1) log n
+ . . . (3.65)
This menas that if we can show that
L(n)|Li(n) > sum(n)
(s+ 1) log n
+
sum(n)
1
6
(s+ 1) log n
+
sum(n)
1
10
(s+ 1) log n
+ . . . >
K(n, ns)|Li(n) (3.66)
Then, we will have L(n)|Li(n) > K(n, ns)|Li(n) Therefore,we should show that
sum(n)
log n
− sum(n)
1
2
log n
− sum(n)
1
3
log n
− sum(n)
1
5
log n
+
sum(n)
1
6
log n
. . . >
sum(n)
(s+ 1) log n
+
sum(n)
1
6
(s+ 1) log n
+
sum(n)
1
10
(s+ 1) log n
+ . . . (3.67)
or
(s+ 1)sum(n)− (s+ 1)sum(n) 12 − (s+ 1)sum(n) 13 − (s+ 1)sum(n) 15
+(s+ 1)sum(n)
1
6 + . . . > sum(n) + sum(n)
1
6 + sum(n)
1
10 + . . . (3.68)
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In order to prove the inequality (3.68), we manipulate it and then decompose
into the two sets of the inequalities just for until the corresponding term
r = 19 as below:
1-
ssum(n)− (s+ 1)sum(n) 12 − (s+ 1)sum(n) 13 − (s+ 1)sum(n) 15 − (s+ 1)sum(n) 113
−(s+ 1)sum(n) 117 − (s+ 1)sum(n) 119 > 0 (3.69)
and
2-
ssum(n)
1
6 + ssum(n)
1
10 + ssum(n)
1
14 + ssum(n)
1
15 − (s+ 1)sum(n) 17 −
(s+ 1)sum(n)
1
11 > 0 (3.70)
After dividing each side of (3.70) by s and let s = 2,and sum(n) = x, we
have
f(x) = x
1
6 + x
1
10 + x
1
14 + x
1
15 − 3
2
x
1
7 − 3
2
x
1
11 (3.71)
Trivially, sum(120) = 112, thus we consider x = 112 as argument of f(x) at
x = 112 so that f(112) = 1.322. If we obtain derivative of f(x), we have
f ′(112) = 7.83707×10−4 > 0. This means that f(x) is an increasing function
for all x > 112 or sum(n) > 112 for n > 120. This shows that (3.70) also
holds for s ≥ 2. To prove (3.69), we similarly do same method as below:
Firstly, we should show
g(x) = sx− (s+ 1)x 12 − (s+ 1)x 13 − (s+ 1)x 15 − (s+ 1)x 113 − (s+ 1)x 117 −
(s+ 1)x
1
19 > 0 (3.72)
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Secondly, we show
G(x, s) =
g(x)
(s+ 1)
=
s
(s+ 1)
x− x 12 − x 13 − x 15 − x 113 − x 117 − x 119 > 0(3.73)
and
G′(x, s) = g′(x)
(s+ 1)
=
s
(s+ 1)
− 1
2
√
x
− 1
3x
2
3
− 1
5x
4
5
− 1
13x
12
13
− 1
17x
16
17
−
1
19x
18
19
> 0 (3.74)
Because, the minimum value of G(x) is for s = 2, therefore we have G(x, s) ≥
G(x, 2). Consider G(112, 2) = 52.654 and G′(x, s) > G′(112, 2) = 0.59694 >
0. This means that we proved that both f(x) > 0 and G(x) > 0 for x ≥ 112
or equivalently shows that we could prove the following inequality holds for
all n ≥ 120 and r = 1 to 19.
L(n)|Li(n) > K(n, ns)|Li(n) (3.75)
If we continue same method for r ≥ 20 to infinity, we see always the sum of
the corresponding terms of including even number of primes is greater than
those of odd number of primes and implies that the inequality (3.75) holds
for all n ≥ 120 and r = 1 to ∞.
3.9. Proof of Lemma8
Getting started with
−L(n)|Li(n,γ)
=
∞∑
r=1
µ(r)
r
∑
γ>0
{
(Li(n
ρ
r ) + Li(n
(1−ρ)
r ))− (Li(n− (rj1)2 + 1)
ρ
r + Li(n− (rj1)2 + 1)
(1−ρ)
r ) + . . .
}
+
∞∑
r=1
µ(r)
r
∑
γ>0
{
(Li(n− (rjmP )2 − 1)
ρ
r + Li(n− (rjmP )2 − 1)
(1−ρ)
r )− (Li(2 ρr ) + Li(2 (1−ρ)r ))
}
=
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∞∑
r=1
µ(r)
r
∑
γ>0

∫ n ρr
(n−(rj1)2+1)
ρ
r
du
log u
+
∫ n (1−ρ)r
(n−(rj1)2+1)
(1−ρ)
r
du
log u
+ . . .
 =
∞∑
r=1
µ(r)
r
∑
γ>0
{
(n
ρ
r − (n− (rj1)2 + 1)
ρ
r )
log ‖C1‖ +
(n
(1−ρ)
r − (n− (rj1)2 + 1)
(1−ρ)
r )
log ‖C2‖ + . . .
}
(3.76)
where regarding theorem 1
‖(n− (rj1)2 + 1)
ρ
r ‖ < ‖C1‖ < ‖n
ρ
r ‖ (3.77)
‖(n− (rj1)2 + 1)
(1−ρ)
r ‖ < ‖C2‖ < ‖n
(1−ρ)
r ‖ (3.78)
...
...
...
‖2 ρr ‖ < ‖CmP1‖ < ‖(n− (rjmP )2 − 1)
ρ
r ‖ (3.79)
‖2 (1−ρ)r ‖ < ‖CmP2‖ < ‖(n− (rjmP )2 − 1)
(1−ρ)
r ‖ (3.80)
Note that since ρ = 1
2
+ iγ, implies that ‖C1‖ = ‖C2‖,. . .,‖CmP1‖ = ‖CmP2‖.
In the following terms (3.82), we note that the two inequalities
xy − zp < xyMax − zpMin
xy − zp > xyMin − zpMax (3.81)
are used since x, y, z, p denote optional real numbers.We also consider value 2
in lieu of ‖2 ρr ‖ as the minimum of all ‖C1‖ to ‖CmP2‖ in the inequalities (3.77)
to (3.80). The method used in the proof of lemma6 for finding maximums
and minimums of the cosine terms, applies to the following cosine terms as
well. for example:
∑
γ>0 cos(
γ logn
r
) <
∑M−1
j=0 cos(
γj logn
r
)|Max and so on.
∞∑
r=1
µ(r)
r
∑
γ>0
{
(n
ρ
r − (n− (rj1)2 + 1)
ρ
r )
log ‖C1‖ +
(n
(1−ρ)
r − (n− (rj1)2 + 1)
(1−ρ)
r )
log ‖C2‖ + . . .
}
<
36
∞∑
r=1
∑
γ>0
|µ(r)|
r
2n
1
2r cos(γ logn
r
)− 2(n− (rj1)2 + 1)
1
2r cos(
γ log(n−(rj1)2+1)
r
) + . . .
log 2
 <
2
∞∑
r=1,6,10,...
∑
γ>0
n
1
2r cos(γ logn
r
)− (n− (rj1)2 + 1)
1
2r cos(
γ log(n−(rj1)2+1)
r
) + . . .
r log 2
−
2
∞∑
r=2,3,5,...
∑
γ>0
n
1
2r cos(γ logn
r
)− (n− (rj1)2 + 1)
1
2r cos(
γ log(n−(rj1)2+1)
r
) + . . .
r log n
 <
2
∞∑
r=1,6,10,...
n
1
2r
∑M−1
j=0 cos(
γj logn
r
)|Max − (n− (rj1)2 + 1)
1
2r
∑M
j=1 cos(
γj log(n−(rj1)2+1)
r
)|Min + . . .
r log 2
−
2
∞∑
r=2,3,5,...
n
1
2r
∑M
j=1 cos(
γj logn
r
)|Min − (n− (rj1)2 + 1)
1
2r
∑M
j=0 cos(
γj log(n−(rj1)2+1)
r
)|Max + . . .
r log n

< 2
∞∑
r=1,6,10,...
[n
1
2r − (n− (rj1)2 + 1)
1
2r ](
∑M−1
j=0 cos(
γj logn
r
)|Max −
∑M
j=1 cos(
γj log(n−(rj1)2+1)
r
)|Min)
r log 2
+ . . .
+
[(n− (rjmP )2 − 1)
1
2r − 2 12r ](∑M−1j=0 cos(γj log(n−(rjmP )2−1)r )|Max −∑Mj=1 cos(γj log 2r )|Min)
r log 2
−
2
∞∑
r=2,3,5,...
[n
1
2r − (n− (rj1)2 + 1)
1
2r ](
∑M
j=1 cos(
γj logn
r
)|Min −
∑M−1
j=0 cos(
γj log(n−(rj1)2+1)
r
)|Max)
r log n
+ . . .
+
[(n− (rjmP )2 − 1)
1
2r − 2 12r ](∑Mj=1 cos(γj log(n−(rjmP )2−1)r )|Min −∑M−1j=0 cos(γj log 2r )|Max)
r log n
(3.82)
In the inequalities (3.82) above, M tends to infinity since it denotes the
number of imaginary parts of zeros of RZF. Let maximum of all the terms
of twin cosines for n ≥ 1000, 000 as below:
Max[(
M−1∑
j=0
cos(
γj log n
r
)|Max −
M∑
j=1
cos(
γj log(n− (rj1)2 + 1)
r
)|Min), . . . ,
(
M−1∑
j=0
cos(
γj log(n− (rjmP )2 − 1)
r
)|Max −
M∑
j=1
cos(
γj log 2
r
)|Min)] = 2 (3.83)
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since for example, we can let log n ≈ log(n− (rj1)2 + 1) for n ≥ 1000, 000 and
so on. This means that regarding lemma2, we have
2
∞∑
r=1,6,10,...
[n
1
2r − (n− (rj1)2 + 1)
1
2r ](
∑M−1
j=0 cos(
γj logn
r
)|Max −
∑M
j=1 cos(
γj log(n−(rj1)2+1)
r
)|Min)
r log 2
+ . . .
+
[(n− (rjmP )2 − 1)
1
2r − 2 12r ](∑M−1j=0 cos(γj log(n−(rjmP )2−1)r )|Max −∑Mj=1 cos(γj log 2r )|Min)
r log 2
−
2
∞∑
r=2,3,5,...
[n
1
2r − (n− (rj1)2 + 1)
1
2r ](
∑M
j=1 cos(
γj logn
r
)|Min −
∑M−1
j=0 cos(
γj log(n−(rj1)2+1)
r
)|Max)
r log n
+ . . .
+
[(n− (rjmP )2 − 1)
1
2r − 2 12r ](∑Mj=1 cos(γj log(n−(rjmP )2−1)r )|Min −∑M−1j=0 cos(γj log 2r )|Max)
r log n
<
2
∑∞
r=1,6,10,...
1
r
sum(n)
1
2r × 2
log 2
− 0 = 4
∑∞
r=1,6,10,...
1
r
sum(n)
1
2r
r log 2
(3.84)
since the value zero ”0” at the above (3.84) denotes the minimum value of
the negative part. Just the relation (3.84) shows that
−L(n)|Li(n,γ) < 4
∑∞
r=1,6,10,...
1
r
sum(n)
1
2r
log 2
(3.85)
Approximating
∑∞
r=1,6,10,...
1
r
sum(n)
1
2r by a geometric series, we find out that:
∞∑
r=1,6,10,...
1
r
sum(n)
1
2r = sum(n)
1
2
{
1 +
1
6sum(n)
5
12
+
1
10sum(n)
9
20
+
1
14sum(n)
13
28
+ . . .
}
<
sum(n)
1
2
{
1 +
1
2
+ (
1
2
)2 + (
1
2
)3 + . . .
}
= 2sum(n)
1
2 (3.86)
Therefore, the inequality (3.85) changes into
−L(n)|Li(n,γ) < 4
∑∞
r=1,6,10,...
1
r
sum(n)
1
2r
log 2
< 11.541 sum(n)
1
2 (3.87)
Just, we must consider the negative value for (3.87) since its negative value
appears in (2.4). We then have
L(n)|Li(n,γ) > −4
∑∞
r=1,6,10,...
1
r
sum(n)
1
2r
log 2
> −11.541 sum(n) 12 (3.88)
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This means that we should prove that
L(n)|Li(n) + L(n)|Li(n,γ) > K(n,m)|Li(n) (3.89)
To prove, we should show that the inequalities (3.64), (3.69), and finally
(3.73) holds after adding −11.541 sum(n) 12 to them. Therefore, we have
ssum(n)− (s+ 1)(1 + 11.541 log n)sum(n) 12 − (s+ 1)sum(n) 13 − (s+ 1)sum(n) 15
−(s+ 1)sum(n) 113 − (s+ 1)sum(n) 117 − (s+ 1)sum(n) 119 > 0 (3.90)
where (3.73) converts to
G(x, s) =
g(x)
(s+ 1)
=
s
(s+ 1)
x− (1 + 11.541 log n)x 12 − x 13 − x 15 − x 113 − x 117
−x 119 > 0 (3.91)
Calculating (3.91) for n = 1000, 000, s = 2, and sum(1000, 000) = 356994,
one finds out it holds even for all other r ≥ 20 due to a big difference between
2
3
356994 − (1 + 11.541 log 1000, 000)(356994) 12 = 142132. A calculation for
G′(x, s) shows that the function G(x, s) is an increasing one since we show
that G′(x, s) > 0 as below:
We show that for even numbers n
sum(n) >
√
n (3.92)
We should show
sum(n) = n− 2φ(n)− 2D(n) + 2pi(n) + 2 > √n (3.93)
Since for each even number n, n− 2φ(n) ≥ 0, then we should show that
pi(n) + 1 >
1
2
√
n+D(n) (3.94)
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Regarding lemma10, we know that
pi(n) >
n
log n
(1 +
1
2 log n
) >
n
log n
(3.95)
Trivially,
n
log n
>
√
n (3.96)
for n ≥ 59. On the other hand,
D(n) <
1
2
√
n (3.97)
for n ≥ 210 since if n = 2 × 3 × 5 × 7 = 210,then D(210) = 4. This means
that the both (3.94) and (3.92) hold. The inequality (3.92) implies that
log n < 2 log(sum(n)) (3.98)
We also show letting n as a real number
∂(log n)
∂n
< 2
∂(log(sum(n)))
∂n
= 2
∂(log(sum(n)))
∂(sum(n))
× ∂(sum(n))
∂n
(3.99)
Let
lim
−→ 0
sum(n+) = lim
−→ 0
{n+−2φ(n+)−2D(n+)+2pi(n+)+2} = sum(n)+
(3.100)
Since sum(n) < n then,
lim
−→ 0
{ sum(n)
(sum(n) + )
}2 < lim
−→ 0
{ sum(n)
(sum(n) + )
} < lim
−→ 0
{ n
n+ 
} (3.101)
where follows that
lim
−→ 0
{log(n+ ) + 2 log sum(n)} < lim
−→ 0
{2 log sum(n+ ) + log n} (3.102)
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Manipulating (3.102) and dividing both two sides by , we have
lim
−→ 0
{(log(n+ )− log n)

} < 2 lim
−→ 0
{ log sum(n+ )− log sum(n)

}
(3.103)
Trivially, the left side of (3.103) is log ′n and the right side states
2 lim
−→ 0
{ log sum(n+ )− log sum(n)

} = 2 lim
−→ 0
log(
sum(n+ )
sum(n)
)
1
 =
2
sum(n)
= 2
∂(log(sum(n)))
∂n
(3.104)
On the other hand, ∂(sum(n))
∂n
= 1. Therefore, (3.99) is proved. The inequality
(3.99) also shows letting sum(n) = x
(log n)′ < 2(log(sum(n)))′ = 2(log x)′ = 2
x
(3.105)
and certainly,
−(1 + 11.541 log n)′ > −(1 + 2× 11.541 log x)′ = −23.082
x
(3.106)
Therefore,regarding (3.106)
G′(x, s) > G′(x, 2) = 2
3
− (1 + 11.541 log n)′ x 12 − (1 + 11.541 log n)
2
√
x
− 1
3x
2
3
−
1
5x
4
5
− 1
13x
12
13
− 1
17x
16
17
− 1
19x
18
19
>
2
3
− 23.082√
x
− (1 + 11.541 log n)
2
√
x
− 1
3x
2
3
−
1
5x
4
5
− 1
13x
12
13
− 1
17x
16
17
− 1
19x
18
19
> G′(1000, 000, 2) = 0.56321 > 0 (3.107)
This means that the inequality (3.89) holds. Adding the value K(n,m)|Li(n,γ)
to the right side of (3.89), implies that regarding lemma 6, (2.17) still holds.
Subtracting other terms for µ(r) < 0 from G′(1000, 000, 2) hold again (3.107)
to positive value. The proof of the inequality (3.89) also shows that the
41
inequality
L(n)|Li(n)+L(n)|Li(n,γ) > K(n,m)|Li(n)+K(n,m)|Li(n,γ)+K(n,m)|∫ du
u(u2−1) log u
(3.108)
holds since we showed K(n,m)|Li(n,γ) ≥ −0.184 and K(n,m)|∫ du
u(u2−1) log u
≥
−0.14 and adding these two values to the left side (2.17) cannot make change
in the inequality for n ≥ 1000, 000. This completes the proof.
3.10. Proof of Lemma9
Due to being strictly decreasing of the function f(u) = 1
u(u2−1) log u for
u > 1, we find out a same method regarding (3.44)
|
∞∑
r=1
µ(r)
r
{∫ n 1r
(n−(rj1)2+1)
1
r
du
u(u2 − 1) log u + . . .+
∫ (n−(rjmP )2−1) 1r
2
1
r
du
u(u2 − 1) log u
}
| <
∞∑
r=1
|µ(r)
r
|
{∫ n 1r
(n−(rj1)2+1)
1
r
du
u(u2 − 1) log u + . . .+
∫ (n−(rjmP )2−1) 1r
2
1
r
du
u(u2 − 1) log u
}
(3.109)
If we take the minimum value of the integrand f(u) over the intervals, we find
u = 2
1
r . But, there is a problem when r tends to infinity since u(u2− 1) log u
tends to zero and integrals get uncertainly values. Therefore, we have to
restrict r to a certain value for example as r = 3 and take u(u2 − 1) log u =
2
1
3 (2
2
3 − 1) log 2 = 0.51298. Note that r in log 2 1r is elimineted by r in the
term µ(r)
r
. (3.108) gives us
∞∑
r=1
|µ(r)
r
|
{∫ n 1r
(n−(rj1)2+1)
1
r
du
u(u2 − 1) log u + . . .+
∫ (n−(rjmP )2−1) 1r
2
1
r
du
u(u2 − 1) log u
}
<
∞∑
r=1
{
n
1
r − (n− (rj1)2 + 1)
1
r + . . .+ (n− (rjmP )2 − 1)
1
r − 2 1r
2
1
r (2
2
r − 1) log 2
}
<
1
2
1
3 (2
2
3 − 1) log 2 ×
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∞∑
r=1
{
n
1
r + (n− (rj1)2 − 1)
1
r + . . . (n− (rjmP )2 − 1)
1
r − (n− (rj1)2 + 1)
1
r . . .− 2 1r
}
<
1
0.51298
∞∑
r=1
∫ n 1r+(n−(rj1)2−1) 1r+...(n−(rjmP )2−1) 1r
(n−(rj1)2+1)
1
r ...+2
1
r
du
u(u2 − 1)logu <
1
0.51298
∫ ∞
2
du
u(u2 − 1) log u =
0.14
0.51298
= 0.2729 (3.110)
This means that L(n)|∫ du
u(u2−1) log u
≥ −0.2729 and lemma 9 is proven.
3.11. Proof of Lemma10
The proof of this lemma has already been made by Rosser and Schoenfeld
[5].
3.12. Proof of Theorem 2
Since all of the lemmas4,5, and 6 hold, then theorem2 also holds.
3.13. Proof of Theorem 3
Since all of the lemmas7,8, and 9 hold, then theorem 3 also holds.
3.14. Proof of Theorem 4
Since theorem 3 and the inequality D(n) < n
1
4 hold, then theorem 4
holds because it implies that G(x, s) ≥ G(1000, 000, 2) stated in (3.91) and
G′(x, s) ≥ G′(1000, 000, 2) still hold when −D(n) > −n 14 is added to them.
Note that D(n) < n
1
4 for n ≥ 1000, 000. Its proof is trivially considering
n = 2×3×5×7×11×13×17 = 510510 D(2×3×5×7×11×13×17) = 7.
This means that since n ≥ 1000, 000, n 14 > 31 but D(n) << 31 and its gap
with 7 still increases.
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3.15. Proof of Theorem 5
Since the theorems 2 and 4 hold for n ≥ 1000, 000, s ≥ 2 and we know
Sabihi’s first conjecture also holds for all the evens 120 ≤ n ≤ 1000, 000
according to the program executed in [1], then it holds for all the evens
n ≥ 120 . This proves the theorem and finishes the proof of the Sabihi’s first
conjecture for evens n ≥ 120.
3.16. Proof of Sabihi’s second Conjecture
Firstly, we show that∏
2≤p≤x
(1− 1
p2
) <
∏
3≤p≤x
(1− 1
(p− 1)2 ) <
∏
3≤p≤x
(1− 1
p2
) (3.111)
Since we know that regarding [8] (problem 1.20, page 31)∏
p≤x
(1− 1
p
) ∼ e
−γ
log x
(3.112)
and ∏
p≤x
(1 +
1
p
) ∼ 6e
γ log x
pi2
(3.113)
then ∏
p≤x
(1− 1
p2
) ∼ 6
pi2
(3.114)
Since we know if we get started with number 2 and ended with number x
for
∏
p≤x(1− 1p2 ) and get started
∏
p≤x(1− 1(p−1)2 ) with number 3 and ended
with x, then ∏
2≤p≤x
(1− 1
p2
) <
∏
3≤p≤x
(1− 1
(p− 1)2 ) (3.115)
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This inequality can easily be checked out by considering primes from 2 to 13
for the left side and 3 to 13 for the right side. On the other hand, obviousely∏
3≤p≤x
(1− 1
(p− 1)2 ) <
∏
3≤p≤x
(1− 1
p2
) ∼ 4
3
× 6
pi2
=
8
pi2
(3.116)
This means that (3.111) holds. Secondly,∏
2<p≤x ,p|N
p− 1
p− 2(1 +O(
1
log(N)
)) =
∏
2<p≤x ,p|N
(1 +
1
(p− 2))(1 +O(
1
log(N)
)) <
∏
p≤x
(1 +
1
p
)(1 +O(
1
log(N)
)) ∼ 6e
γ log x
pi2
(1 +O(
1
log(N)
)) (3.117)
On the other hand,
1 >
∏
x≥p>√N,gcd(p,N)=1
(1− 1
p− 1) >
∏
x≥p>√N
(1− 1
p− 1) >
∏
p≤x
(1− 1
p
) ∼ e
−γ
log x
(3.118)
Therefore,(2.6) gives us
1 <<
4e−γ
∏
2<p≤x(1− 1(p−1)2 )
∏
2<p≤x ,p|N
p−1
p−2(1 +O(
1
log(N)
))∏
p>
√
N,gcd(p,N)=1(1− 1p−1)
<
192eγ(log x)2
pi4
≈ 3.51(log x)2 (3.119)
Letting x = N and N tends to infinity in (3.119), we have
2.63 logN <
4e−γ
∏
2<p≤x(1− 1(p−1)2 )
∏
2<p≤x ,p|N
p−1
p−2(1 +O(
1
log(N)
))∏
p>
√
N,gcd(p,N)=1(1− 1p−1)
= logN1 <
192eγ(logN)2
pi4
≈ 3.51(logN)2 (3.120)
Since we know
2.63 logN < logN1 < 3.51(logN)
2 (3.121)
Changing the variation in the (3.122) by N = N
1
3
1 , we have
0.876 logN1 < logN1 < 0.39(logN1)
2 (3.122)
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Then we change again variation to N and take our conclusion as below:
0.876 logN < logN < 0.39(logN)2 (3.123)
This proves Sabihi’s second conjecture for sufficiently large even integers.
Since Sabihi’s second conjecture holds when RH holds, then the Sabihi’s
theorem stated in [2] also holds.
Solving both Sabihi’s conjectures simultaneously implies that Goldbach’s
conjecture holds for all the even numbers greater than 2 when RH holds.
Therefore, we complete our proof of Goldbach’s conjecture, where means
that strong Goldbach’s conjecture is completely solved.
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