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Abstract
In this paper we establish relationships between several classes of well-known matrices and some new
classes of matrices. We consider matrices whose powers are irreducible Z-matrices or M-matrices. These
matrices are called ZMA-matrices or MMA-matrices. We establish a relationship between these classes
of matrices and the class of Soules matrices. Moreover, we prove that symmetric ZMA-matrices and MMA-
matrices are diagonally congruent to matrices that we call Z-SUMs and M-SUMs. Conversely, Z-SUMs
and M-SUMs are diagonally congruent to ZMA-matrices and MMA-matrices. This relationship exploits
the structure of ZMA-matrices and MMA-matrices and several well-known properties of ZMA-matrices
follow immediately. Z-SUMs and M-SUMs are closely related to strictly ultrametric matrices (SUMs). We
also characterize inverse ZMA-matrices. We prove that symmetric inverse ZMA-matrices are diagonally
congruent to shifted SUMs and that shifted SUMs are diagonally congruent to symmetric inverse ZMA-
matrices.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and definitions
The classes of Z-matrices and M-matrices are probably among the best known classes of
matrices. The reason for the great interest in Z-matrices and M-matrices are first of all the many
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important applications which lead to these matrices. For example, M-matrices occur in numerical
analysis, probability, economics and operations research. In addition Z- and M-matrices have a
lot of nice and useful properties. M-matrices were explicitly defined in 1937 by Ostrowski [18]
and Z-matrices in 1962 by Fiedler and Pták [7]. Since that time many papers on these classes of
matrices have been published. For much more information on Z- and M-matrices see the book by
Berman and Plemmons [1].
Miroslav Fiedler and his coauthors contributed substantially to both the rich theory and the
wide range of applications of Z-matrices. Among these contributions there are two fundamental
but not that well known papers. Fiedler and Markham gave in [6] a partitioning of the class of
Z-matrices in different subclasses, such as M-matrices, N-matrices, and F-matrices etc. (see also
[14]). Fiedler also developed a characterization of MMA-matrices in terms of the sum of their
spectral projectors [5].
MMA-matrices and ZMA-matrices were defined by Friedland et al. [8] in 1987. These are
real matrices all of whose positive powers are irreducible Z-matrices or M-matrices respectively.
Moreover, Friedland, Hershkowitz, and Schneider showed how to construct ZMA-matrices and
MMA-matrices using the process of inflation. Several properties of ZMA- and MMA-matrices
are established by Hershkowitz and Schneider [9], Schneider and Stuart [19], Stuart [22–25],
Fiedler [5], and by others.
Fiedler also defined and characterized in [5] the class of inverse MMA-matrices, i.e. the class
of all matrices all of whose powers are irreducible inverse M-matrices. In 1998 Elsner et al. [4]
established a relationship between the classes of MMA-matrices, inverse MMA-matrices and the
class of Soules matrices. Soules matrices were defined in [4] and the definition was inspired by
the work of Soules [21]. Soules matrices have some attractive properties (see [4,2,20,3]) and are
used to study the nonnegative inverse eigenvalue problem [10,12].
Moreover in [4] a bijection between the classes of inverse MMA-matrices and strictly ultr-
ametric matrices (SUMs) is given. Strictly ultrametric matrices are defined by Martínez et al.
[11]. SUMs are special nonnegative matrices whose inverses are M-matrices [11,15]. Strictly
ultrametric matrices arise in cluster analysis, numerical taxonomy and in p-adic number theory.
Generalizations of the concept of SUMs to the nonsymmetric case can be found in [13,16].
Here we give some new relationships between several classes of nonnegative matrices, Z-matri-
ces and M-matrices, including SUMs, shifted SUMs, MMA-matrices, inverse MMA-matrices,
ZMA-matrices and the new classes of matrices, namely the classes of inverse ZMA-matrices,
Z-SUMs and M-SUMs defined in this paper.
We establish a characterization of ZMA-matrices and inverse ZMA-matrices from which sev-
eral properties of these matrices follow immediately. Moreover, we show that symmetric inverse
ZMA-matrices are closely related to shifted SUMs defined by Nabben and Varga in [17]. We
prove that every inverse ZMA-matrix is up to a diagonal conjugation a shifted SUM. On the
other hand shifted SUMs which satisfy certain conditions are up to a diagonal conjugation inverse
ZMA-matrices.
To describe the structure of MMA-matrices and ZMA-matrices we introduce two new classes
of matrices, the classes of M-SUMs and Z-SUMs. These classes are closely related to the class
of SUMs. We are able to establish a bijection between the classes of irreducible M-SUMs and
MMA-matrices and a bijection between irreducible Z-SUMs and ZMA-matrices.
The relationship between these classes of matrices explains the structure of MMA-, ZMA-
and inverse ZMA-matrices in detail. Moreover, the construction of these matrices becomes very
simple.
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This paper is organized as follows. In Section 2 we list all relevant definitions of the clas-
ses of matrices we use in the paper. Moreover, we give some examples. To make the paper
almost self-contained we restate in Section 3 the structure of Soules matrices and the struc-
ture of SUMs and explain the structure of M-SUMs and Z-SUMs. Section 4 contains some
preliminary and technical results. The main results are given in Sections 5 and 6. In Section
5 we establish the relationship between MMA-, ZMA-, Soules matrices, M-SUMs, and Z-
SUMs. Section 6 contains the relationship between inverse ZMA-, Soules matrices and shifted
SUMs.
2. Definitions and notations
In this section we give the definitions of all relevant classes of matrices considered in this
paper. Moreover, we illustrate new or not well-known classes of matrices by examples. Some
more properties of these matrices are given in the next section. First, however, we state some
notations for vectors. For p = [pi] ∈ Rn we write p > 0(p  0), if all pi > 0 (pi  0). The
vector e denotes the vector [1, . . . , 1]T ∈ IRn. At some places we need a vector of all ones in Rj ,
we then write ej .
Next we list some definitions of well-known classes of matrices.
Definition 2.1. A matrix A = [ai,j ] ∈ Rn,n is called a
• Z-matrix, if ai,j  0 for all i, j with i /= j [7].
• Nonsingular M-matrix, if A is a Z-matrix and all eigenvalues of A have positive real part [18].
• ZMA-matrix, if all powers of A are irreducible Z-matrices [8].
• MMA-matrix, if all powers of A are irreducible M-matrices [8].
• Inverse MMA-matrix, if all powers of A are irreducible inverse M-matrices, i.e. all powers of
A−1 are M-matrices [5].
Definition 2.2. A matrix A = [ai,j ] ∈ Rn,n is called an inverse ZMA-matrix, if all powers of A
are irreducible inverse Z-matrices, i.e. all powers of A−1 are Z-matrices.
Definition 2.3. Let R ∈ IRn,n be an orthogonal matrix with columns (r1, . . . , rn). The set
{r1, . . . , rn} is called a Soules basis and R is called a Soules basis matrix if r1 is positive and
if for every diagonal matrix  = diag(λ1, . . . , λn) where λ1  λ2  · · ·  λn  0, the matrix
A = RRT is nonnegative. The matrices A are called Soules matrices.
The definition here slightly deviates from the one given in [4]. There the matrix R is called a
Soules matrix. Here we follow [3].
Definition 2.4 [11]. A matrix B = (bi,j ) ∈ IRn,n is called strictly ultrametric (SUM) if:
(i) B is symmetric with nonnegative entries.
(ii) bi,j  min{bi,k, bk,j } for all i, j, k ∈ 〈n〉.
(iii) bi,i > max{bi,k|k ∈ 〈n〉 \ {i}}, for all i ∈ 〈n〉,
where 〈n〉 :={1, . . . , n}.
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Example 2.5
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
8 2 2 1 1 1
2 6 4 1 1 1
2 4 9 1 1 1
1 1 1 7 4 3
1 1 1 4 8 3
1 1 1 3 3 4
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The matrix A is a SUM.
Definition 2.6. A matrix A = [ai,j ] ∈ Rn,n is called a shifted SUM if there exists a real number
τ such that A + τeeT is a SUM. Here e = [1, . . . , 1]T ∈ IRn.
Example 2.7
B =
⎡
⎢⎢⎢⎢⎣
7 −1 −1 −4 −4
−1 6 2 −4 −4
−1 2 6 −4 −4
−4 −4 −4 6 −2
−4 −4 −4 −2 6
⎤
⎥⎥⎥⎥⎦ ,
with any shift τ  4 the matrix B + τeeT is a SUM.
Definition 2.8. A matrix A = [ai,j ] ∈ Rn,n is called a Z-SUM if
(i) A is symmetric,
(ii) A is Z-matrix,
(iii) −ai,j  min{−ai,k,−ak,j } for all {i, j, k} ∈ 〈n〉 with |{i, j, k}| = 3,
where 〈n〉 :={1, . . . , n}.
A matrix A = [ai,j ] ∈ Rn,n is called an M-SUM if A is a Z-SUM and an M-matrix.
Example 2.9
C =
⎡
⎢⎢⎢⎢⎣
8 −3 −3 −2 −2
−3 5 −4 −2 −2
−3 −4 6 −2 −2
−2 −2 −2 8 −4
−2 −2 −2 −4 12
⎤
⎥⎥⎥⎥⎦ .
The matrix C is a Z-SUM.
3. The structure of Soules matrices, SUMs, M-SUMs and Z-SUMs
Elsner et al. gave in [4] an algorithm to construct a Soules basis for a given positive vector r1.
Here we give a brief introduction in this construction. If the vectors {r1, . . . , rn} form a Soules
basis, the vectors need to have a special sparsity structure. The first vector r1 has positive entries
at each index i ∈N1 = {1, . . . , n}. Next the setN1 is decomposed into two nonempty disjoint
subsetsN2,1 andN2,2. The second vector r2 has positive entries for all indices inN2,1 and
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negative for all indices inN2,2 or visa versa. Since r2 needs to be orthogonal to r1 the vector r2
is given – up to its sign – by
r2 = 1√
‖y1‖22 + ‖y2‖22
[‖y2‖2
‖y1‖2 y1 −
‖y1‖2
‖y2‖2 y2
]
, (3.1)
where y1 ∈ Rn is the vector whose entries coincide with these of r1 at indices i with i ∈N1. The
other entries are zero. The vector y2 ∈ Rn is the vector whose entries coincide with these of r1 at
indices i with i ∈N2, while the other entries are zero.
Then the subsetN2,1 is decomposed as above into two nonempty disjoint subsets. The related
basis vector has zero entries at the indices which belong toN2,2. The other entries are given
with respect to the new two subsets ofN2,1 similar to (3.1). This procedure is repeated until all
subsets have cardinality one.
This procedure can be illustrated by a binary rooted tree as shown in Fig. 1.
Moreover, we have the following proposition which gives some information about the structure
of Soules matrices.
Proposition 3.1. Let R ∈ Rn,n be a Soules basis matrix and  be a diagonal matrix whose
diagonal entries are λ1, λ2, . . . , λn. Then the matrix A = RRT can be written as
A = RRT
=
n∑
i=1
λirir
T
i =
n−1∑
i=1
(λi − λi+1)
i∑
j=1
rj r
T
j + λnI
= λnI +
n−1∑
i=1
(λi − λi+1)Ei,
where Ei = ∑ij=1 rj rTj  0. The matrix A is irreducible if λ1 > λ2.
Proof. The proof follows immediately from Observation 2.1 of [4] and its proof. 
By the construction of the Soules vectors ri in (3.1), the matrices Ei have a special nested
2 × 2 block structure. E1 is a positive matrix. E2 has – up to a permutation – a block 2 × 2 block
structure with zero off-diagonal blocks. E3 has the same block structure as E2 but one of the
Fig. 1. Soules bases and rooted trees.
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diagonal blocks of E3 has again a block 2 × 2 structure with zero off-diagonal blocks etc. (see
(2.15) in [4]). More details about Soules bases and Soules matrices are given in [4].
In [15] Nabben and Varga exploited the structure of SUMs in detail. Here we list some of the
most important properties of SUMs.
Theorem 3.2 [15]. Let A be a SUM and let m(A) be its minimal entry. Then there exists a
permutation matrix P such that
PAP T =
[
A1 m(A)ereTn−r
m(A)en−reTr A2
]
, (3.2)
where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r for some r with 1 < r < n. Moreover, A1 and A2 are SUMs
again with m(A1)  m(A) and m(A2)  m(A). Here es = [1, . . . , 1]T ∈ Rs .
Repeating this we obtain that up to a permutation a SUM A can be written as
A =
2n−1∑
l=1
γlulu
T
l , (3.3)
where the vectors ul are (0, 1)-vectors and nonnegative γl ∈ R. The positions of the 1 entries in
ul are given as follows. The setN1 = {1, . . . , n} is split into two disjoint nonempty subsetsN2
andN3. These subsets are split again into two disjoint nonempty subsets etc. Then the vectors
ul have nonzero (i.e. 1) entries at those indices that belong toNl . This can be illustrated by an
binary rooted tree as shown in Fig. 2.
Theorem 3.3 [15]. Given any SUM A in IRn,n (n  1), there is an associated rooted binary tree
for N = {1, 2, . . . , n}, consisting of 2n − 1 vertices, such that
A =
2n−1∑
=1
γuu
T
 , (3.4)
where the vectors u in (3.4), determined from the vertices of the tree, are nonzero vectors in IRn
having only 0 and 1 components, and where the γ’s in (3.4) are nonnegative with γ > 0 when
uT u = 1.
Conversely, given any binary tree for N = {1, 2, . . . , n}, which determines the vectors u in
IRn, and given any nonnegative constants {γ}2n−1=1 with γ>0 whenuT u =1, then
∑2n−1
=1 γuuT
is a SUM.
More details and more examples can be found in [15].
Fig. 2. SUMs and rooted trees.
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Since SUMs, M-SUMs and Z-SUMs are defined in a similar way, these matrices share the
same structure. We easily obtain similar results for all these matrices. Here we state a structural
result for Z-SUMs.
Theorem 3.4. Given any Z-SUM A in IRn,n(n  1), there is an associated rooted binary tree for
N = {1, 2, . . . , n}, consisting of 2n − 1 vertices, such that
A =
2n−1∑
=1
γuu
T
 , (3.5)
where the vectors u in (3.5), determined from the vertices of the tree, are nonzero vectors in IRn
having only 0 and 1 components, and where the γ’s in (3.5) are nonpositive if uT u > 1.
Conversely, given any binary tree for N = {1, 2, . . . , n}, which determines the vectors u in
IRn, and given any nonpositive constants {γ} for those  with uT u > 1 then
∑2n−1
=1 γuuT is a
Z-SUM in IRn,n.
Moreover, we need some more details of the structure of SUMs, Z-SUMs and shifted SUMs.
Definition 3.5. A real n × n matrix A is in nested form, if there exists an index r , with 1  r < n
and a τ(A) ∈ R such that A is given by
A =
[
A1 ωereTn−r
ωen−reTr A2
]
, (3.6)
where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r are in nested form also. One by one matrices are always in
nested form.
The form (3.6) is the first level of the nested form. Writing A1 and A2 in form (3.6) leads to
the second level of the nested form with scalars τ(A1) and τ(A2) etc.
The diagonal blocks A1 and A2 and all other main diagonal blocks with respect to (3.6) at all
levels are called the nested main diagonal blocks.
Obviously we obtain with Theorem 3.2 and the close relationship between SUMs, shifted
SUMs, Z-SUMs, and M-SUMS, that SUMs, shifted SUMs, Z-SUMs, and M-SUMS are permu-
tation similar to a matrix in nested form. To keep also the notation for Z-SUMs similar to those
for SUMs, we will express SUMs in the form[
A1 τ(A)ereTn−r
τ (A)en−reTr A2
]
, for a τ(A)  0,
while we write Z-SUMs as[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, for a τ(A)  0.
Similarly, we express A1 (and A2 respectively) in the form
A1 =
[
A11 τ(A1)eseTr−s
τ (A1)er−seTs A12
]
or A1 =
[
A11 −τ(A1)eseTr−s
−τ(A1)er−seTs A12
]
.
In this way the values τ(A1) and τ(A2) etc. are defined.
For simplicity we avoid an exact numbering or indexing of the nested main diagonal blocks
and the related scalars τ . We will use the nested structure in several proofs by induction. But there
we only need the definitions and notations as mentioned above.
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Thus with Theorem 3.2 and the close relationship between SUMs, shifted SUMs, Z-SUMs,
and M-SUMs we obtain the following:
Theorem 3.6. SUMs, shifted SUMs, Z-SUMs, and M-SUMs are permutation similar to matrices
in nested form. For SUMs and shifted SUMs we have ω = τ(A) = m(A) in (3.6), where m(A) is
the minimal entry of A. Moreover, we have for SUMs τ(A1)  τ(A) and τ(A2)  τ(A).
For Z-SUMs and M-ZUMS we have τ(A1)  τ(A) and τ(A2)  τ(A) as long as A1 and A2
are not 1 × 1 matrices.
In the following we give an example of nested main diagonal blocks.
Example 3.7
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
8 2 2 1 1 1
2 6 4 1 1 1
2 4 9 1 1 1
1 1 1 7 4 3
1 1 1 4 8 3
1 1 1 3 3 4
⎤
⎥⎥⎥⎥⎥⎥⎦
.
The nested main diagonal blocks of A are⎡
⎣8 2 22 6 4
2 4 9
⎤
⎦ and
⎡
⎣7 4 34 8 3
3 3 4
⎤
⎦
[8] and
[
6 4
4 9
]
,
[
7 4
4 8
]
and [4]
[6] and [9], [7] and [8].
4. Preliminary and technical results
We start this section with two well-known result about M-matrices (see e.g. [1]).
Lemma 4.1. Let A be a nonsingular M-matrix, than A−1 is a nonnegative matrix and A−1e  0.
If A is a nonsingular Z-matrix with A−1e  0 than A is not an M-matrix.
Lemma 4.2. Let A be an irreducible M-matrix. The eigenvector of A corresponding to the eigen-
value of minimum modulus can be chosen to be positive.
As justified by the above lemma we always choose a positive eigenvector corresponding to the
eigenvalue of minimum modulus if we consider irreducible M-matrices.
Next we state an observation that we will use several times without explicitly mentioning.
Observation 4.3. Let B ∈ Rn,n be nonsingular. Let x ∈ Rn and τ ∈ R such that
C :=B + τxxT
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is nonsingular. Then
C−1x = αB−1x,
where α = 1/(1 + τxTB−1x).
Proof. The proof follows immediately by using the Sherman–Morrison formula for C−1. 
Related to Observation 4.3 we have the following lemma for Z-SUMs.
Lemma 4.4. Let A ∈ Rn,n be a nonsingular irreducible symmetric Z-SUM in nested form with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
and
A1 =
[
A11 −τ(A1)eseTr−s
−τ(A1)er−seTs A12
]
.
Let A−1e = α0p for some α0 ∈ R+ and some p ∈ Rn. Let p be partitioned as A is, i.e.
p = [pTI , pTII ]T. If A1 is nonsingular, then
A−11 er = α1pI , (4.1)
where
α1 = 11
α0
+ τ(A)eTn−rpII
.
If p > 0, i.e. A is an M-SUM, we have
1
α0
+ τ(A)enpT  1
α1
+ τ(A1)erpTI .
If p < 0, i.e. A is a Z-SUM which is not an M-SUM, we have
− 1
α0
− τ(A)enpT  − 1
α1
− τ(A1)erpTI .
Proof. Using the special structure of A we easily obtain (4.1).
Now, first assume that p is positive. Since A is a Z-SUM we have using Theorem 3.6 τ(A1) 
τ(A). Thus
1
α1
+ τ(A1)erpTI =
1
α0
+ τ(A)eTn−rpII + τ(A1)erpTI
 1
α0
+ τ(A)eTn−rpII + τ(A)erpTI
= 1
α0
+ τ(A)enpT.
Now let p be negative. Then
− 1
α1
− τ(A1)erpTI = −
1
α0
− τ(A)eTn−rpII − τ(A1)erpTI
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 − 1
α0
− τ(A)eTn−rpII − τ(A)erpTI
= − 1
α0
− τ(A)enpT. 
Note that in the above lemma α0 and p are not uniquely defined. But in the next sections,
Lemma 4.4 will be used with a specific vector p and a specific scalar α0.
Next we mention a slightly generalized result for matrices of the form (3.3) which is originally
proved in [4].
Theorem 4.5. Let A,B ∈ Rn,n be nonsingular of the form (3.3) with the same related rooted
tree, i.e.
A =
2n−1∑
i=1
τiuiu
T
i , B =
2n−1∑
i=1
ωiuiu
T
i .
Let p ∈ Rn and assume that A−1e = αp and B−1e = βp, for some α, β ∈ R. Let p = [pi]ni=1
and let F = diag(|p1| 12 , . . . , diag(|pn| 12 ). Then
FAFFBF = FUF,
where
U =
2n−1∑
i=1
σiuiu
T
i
for some σi ∈ R.
Proof. The proof is exactly the same as the related part of the proof of Theorem 3.2 in [4]. 
5. The relationship between MMA- and ZMA-matrices and M-SUMs and Z-SUMs
In this section we develop a relationship between MMA- and ZMA-matrices on one hand and
M-SUMs and Z-SUMs on the other hand.
We start with a characterization of MMA-matrices that is not explicitly mentioned in [4].
Nevertheless, this characterization follows immediately from the results given in [4] and the
results by Fiedler given in [5].
Theorem 5.1. Let A ∈ Rn,n be nonsingular. Then the following are equivalent:
1. A is a symmetric MMA-matrix,
2. A = RRT where R is a Soules basis matrix and where  = diag(λ1, λ2, . . . , λn) and 0 <
λ1 < λ2  · · ·  λn.
Proof. We first assume that (2) holds. With Proposition 3.1 we have that RRT is a Z-matrix.
Moreover for all p ∈ N we have λp1 < λp2  · · ·  λpn . Since R is orthogonal, (RRT)p is a Z-
matrix also. But (RRT)−p = (R−1RT)p and since R is a Soules basis matrix, the matrices
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(R−1RT)p are nonnegative matrices. Hence, A is an MMA-matrix. The other implication was
proved by Fiedler in [5]. 
In the following we establish a relationship between the class of symmetric MMA-matrices
and the class of irreducible M-SUMs.
Theorem 5.2. Let A ∈ Rn,n be a nonsingular irreducible M-SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, (5.1)
where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r . Let A−1e = p > 0, with p = [pi]ni=1. Let F = diag(p1/21 ,
. . . , p
1/2
n ) then FAF is a symmetric MMA-matrix.
Proof. We will use Theorem 5.1. Therefore we will construct a Soules basis matrix R such that
FAF = RRT.
Let y = Fe. We then have
FAFy = y. (5.2)
Thus y is a positive eigenvector of FAF . We now prove the theorem by induction. For n = 1 it is
obviously true. Next we consider the nested form of A. By Lemma 4.4 we have that
A−11 er = α1pI > 0 and A−12 en−r = α2pII > 0
for some α1, α2 ∈ R+.
Thus, by the induction hypothesis
F˜1A1F˜1 and F˜2A2F˜2
are MMA-matrices, where
F˜1 = diag((α1p1)1/2, . . . , (α1pr)1/2),
F˜2 = diag((α2pr+1)1/2, . . . , (α2pn)1/2).
But then
F1A1F1 and F2A2F2
are MMA-matrices also, where
F1 = diag(p1/21 , . . . , p1/2r ),
F2 = diag(p1/2r , . . . , p1/2n ).
Note, that F is the direct sum of F1 and F2.
Hence, there exist Soules bases matrices R1 and R2 and diagonal matrices1 and2 such that
FiAiFi = RiiRTi for i = 1, 2.
In the following we construct a Soules basis for FAF . In parts we follow the proof of Theorem
2.2 in [4], where a characterization of a Soules basis is given (see also Section 3).
The vector y˜I = [(α1p1)1/2, . . . , (α1pr)1/2] is a positive eigenvector of F˜1AF˜1. Thus, yI =
[p1/21 , . . . , p1/2r ] is a positive eigenvector of F1AF1. The Soules basis matrix R1, consisting of
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eigenvectors, is orthogonal. Hence all other eigenvectors are orthogonal to yI . But yI is just
the first part of y. Using the nested from (5.1) of A and consider then FAF we obtain that all
basis vectors in R1 – embedded into Rn – are eigenvectors of FAF also. The same holds for
R2.
So we choose for the new Soules basis the columns of the Soules basis matrices R1 and R2 –
embedded into Rn – except the positive vectors in R1 and R2.
Moreover we take r1 = y and
r2 = 1√
‖y˜1‖22 + ‖y˜2‖22
[‖y˜2‖2
‖y˜1‖2 y˜1 −
‖y˜1‖2
‖y˜2‖2 y˜2
]
,
where
y˜1 = [yT1 , 0, . . . , 0]T ∈ Rn and y˜2 = [0, . . . , 0, yT2 ]T ∈ Rn,
with
y1 = [p1/21 , . . . , p1/2r ]T and y2 = [p1/2r+1, . . . , p1/2n ]T.
It is easy to see that r1 and r2 are eigenvectors. Next we have to show that FAF = RRT where
 = diag(λ1, λ2, . . . , λn) with 0 < λ1 < λ2  · · ·  λn.
Let λ1 = 1 and λ2 be the eigenvalues corresponding to the eigenvectors r1 and r2 defined
above.
Since A is an irreducible M-matrix and y1 is positive we have λ1 < λ2.
In the following we prove that λ2 is less than or equal to λ3 and λ4, the smallest eigenvalues
of the blocks F1A1F1 and F2A2F2 respectively. We obtain from FAFr2 = λ2r2 by considering
the first block
‖y2‖2
‖y1‖2 F1A1F1y1 + τ(A)
‖y1‖2
‖y2‖2 F1ere
T
n−rF2y2
= ‖y2‖2‖y1‖2 F1A1F1y1 + τ(A)
‖y1‖2
‖y2‖2 ‖y2‖
2
2y1 =
‖y2‖2
‖y1‖2 λ2y1.
Since F1A1F1y1 = F1A1pI and A1pI = 1α1 er we obtain
λ2 = 1
α1
+ τ(A)‖y1‖22 =
1
α1
+ τ(A)erpTI .
Similarly we get
λ2 = 1
α2
+ τ(A)‖y2‖22 =
1
α2
+ τ(A)en−rpTII .
But we have similar equations for λ3 and λ4. With Lemma 4.4 and the M-SUM structure of A
(τ(A)  τ(A1)  τ(A11) etc.) we obtain that λ2  λ3 and that λ2  λ4.
Thus, we have constructed a Soules basis matrix R such that FAF = RRT and where
 = diag(λ1, λ2, . . . , λn) with 0 < λ1 < λ2  · · ·  λn. Hence with Theorem 5.1, FAF is an
MMA-matrix. 
Theorem 5.2 states that irreducible symmetric M-SUM are, up to a diagonal conjugation,
MMA-matrices. This theorem provides a simple way to construct MMA-matrices by constructing
M-SUMs. The following theorem gives the converse to Theorem 5.2: the symmetric MMA-
matrices are, up to diagonal conjugation, M-SUMs.
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Theorem 5.3. Let A be a symmetric MMA-matrix. Let x be a positive eigenvector corresponding
to the eigenvalue of minimum modulus of A. With
D = diag(x−11 , . . . , x−1n )
DAD is an M-SUM.
Proof. Since A is an M-matrix, the eigenvector corresponding to the eigenvalue of minimum
modulus can be chosen to be positive. Thus, D is well-defined and we obtain with Theorem 5.1
and Proposition 3.1
DAD =
n−1∑
i=1
(λi − λi+1)DEiD + λnD.
Since λi − λi+1  0 we have that
(λi − λi+1)DEiD  0.
Moreover, the matrices Ei = ∑ij=1 rj rTj have a special sparsity structure, see Section 3, Propo-
sition 3.1 and the construction of the Soules basis. Moreover, with this specific matrix D, the
diagonal blocks of Ei are all flat matrices, i.e. scalar times a matrix of all ones.
Since A and DAD are M-matrices we obtain
DAD =
2n−1∑
i=1
γiuiu
t
i ,
where the ui are (0, 1)-vectors and the γi  0 if utiui > 1. However, as stated in Theorem 3.4 the
above construction yields to an Z-SUM or M-SUM. Hence, DAD is an M-SUM. 
Next we consider the classes of ZMA-matrices, Z-SUMs and Soules matrices.
We will establish relationships between ZMA-matrices, Z-SUMs and Soules matrices that are
similar to those proven above for MMA-matrices and M-SUMs. Since M-matrices are special
Z-matrices some parts of the proofs of the following theorems are closely related to the above
proofs. However, Z-matrices are more general than M-matrices, so we have greater difficulty with
the proofs and need some more assumptions. Moreover we have dropped the condition that the
matrices be symmetric.
Theorem 5.4. Let A ∈ Rn,n. Then the following are equivalent:
1. A is an irreducible ZMA-matrix.
2. There exists a diagonal matrix D with positive diagonal entries, real numbers λ1 < λ2 
· · ·  λn with |λ1|  λ2, and a Soules basis matrix R such that A = DRRTD−1, where
 = diag(λ1, λ2, . . . , λn).
Proof. We first assume that (2) holds. With Proposition 3.1 we have that RRT is a Z-matrix.
Moreover for all p ∈ N we have λp1 < λp2  · · ·  λpn . Thus RRT is a ZMA-matrix. Hence A
is also a ZMA-matrix.
Now assume that A is ZMA-matrix. Since for all s  0 the matrix (A + sI )i , where i is a
positive integer, is a positive linear combination of I, A, . . . , Ai, the matrix A + sI is also a
ZMA-matrix. If s is sufficiently large, A + sI is an MMA-matrix.
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In [8] it is shown that there exists a diagonal matrix D with positive diagonal entries such that
D−1(A + sI )D is symmetric. Thus in the following we assume that (A + sI ) is symmetric. It is
proved in [4] (see also Theorem 5.1) that there exists λ1, λ2, . . . , λn, with 0 < λ1 + s < λ2 + s 
· · ·  λn + s, and a Soules basis matrix R such that
A + sI = R(+ sI )RT = RRT + sI, (5.3)
where  = diag(λ1, λ2, . . . , λn). With Proposition 3.1 we obtain
A2 = RRTRR = R2RT
= (λ21 − λ22)E1 +
n−1∑
i=2
(λ2i − λ2i+1)Ei + λ2nI.
If we now assume that |λ1|  λ2 then (λ21 − λ22)E1 = (λ21 − λ22)r1rT1 would be positive or zero.
Hence, with the special sparsity structure of the Ei (see Section 3), A2 would have some positive
or zero off-diagonal blocks at level one in the nested block structure. This contradicts the fact that
A is ZMA-matrix. 
From the above theorem several well-known properties of ZMA-matrices and MMA-matrices
follow immediately.
Corollary 5.5 ([8], Lemma 3.1). Let A ∈ Rn,n be a ZMA-matrix. Then the spectrum of A is real
and only one eigenvalue might be negative. This eigenvalue is of minimum modulus.
Corollary 5.6 ([8], Theorem 3.9). Let A ∈ Rn,n be a ZMA-matrix with eigenvalues λ1 <λ2 
· · ·  λn. Then the following are equivalent:
1. A is a MMA-matrix,
2. λ1 > 0.
We do not claim that we have found shorter proofs for the above properties than the proofs
given in [8]. We just wanted to mention the important properties of ZMA-matrices.
Theorem 5.4 also shows how we can construct an MMA-matrix from a ZMA-matrix.
Corollary 5.7. Let A ∈ Rn,n be a ZMA-matrix with eigenvalues λ1 < λ2  · · ·  λn. Let x > 0
be the eigenvector corresponding to λ1. Then for all μ with 0  λ1 + μ  λ2
A + μxxT
is an MMA-matrix.
Next we establish a relationship between ZMA-matrices and Z-SUMs. Doing this we need the
following definition which heavily depends on the nested structure of SUMs, see Section 3.
Definition 5.8. Let A ∈ Rn,n be a nonsingular irreducible Z-SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, (5.4)
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where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r . Assume that A−1e = p < 0 with p = [pi]ni=1. A is nested
positive if
• − (A1pI )1 − (A2pII )1 > 0, (5.5)
where [pTI , pTII ]T = p is partitioned as in (5.4), where (A1pI )1 is the first entry of (A1pI ),
where (A2pII )1 is the first entry of (A2pII ),
• (5.5) holds for all nested main diagonal blocks A˜ of A, i.e.
−(A˜1p˜I )1 − (A˜2p˜II )1 > 0,
where A˜1 and A˜2 are the nested main diagonal blocks of A˜ at the next level and [p˜TI , p˜TII ]T = p˜
is the restriction of p with respect to the indices which are related to the principal submatrix A˜.
Note that by Lemma 4.4 the vectors A1pI and A2pII are flat vectors, i.e. scalar times the vector
of all ones. We then have
Theorem 5.9. Let A ∈ Rn,n be a nonsingular irreducible Z-SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, (5.6)
where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r . Assume that A−1e = p < 0. Let p = [pi]ni=1 and let F =
diag((−p1)1/2, . . . , (−pn)1/2). Then (FAF)2 is an irreducible Z-matrix if and only if A is nested
positive.
Proof. We prove the theorem by induction. For n = 1 it is obviously true. Since A has the special
structure, we need to consider only the off-diagonal blocks of A. Let F and (FAF)2 be partitioned
as in (5.6) with F = diag(F1, F2). We obtain for the upper off-diagonal block of (FAF)2
−τ(A)F1A1F1F1ereTn−rF2 − τ(A)F1ereTn−rF2F2A2F2
= −τ(A)F1
(
−A1pI eTn−r − erpTIIA2
)
F2.
Since A1pI and pTIIA2 do not contain zeros and the vectors A1pI and A2pII are flat vectors, the
above inequality implies that the upper off-diagonal block of (FAF)2 is negative if and only if
−(A1pI )1 − (A2pII )1 > 0.
By induction we obtain the desired result. 
Thus, we need to assume that the Z-SUMs are nested positive. But then we obtain
Theorem 5.10. Let A ∈ Rn,n be a nonsingular irreducible Z-SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, (5.7)
where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r . Assume that A−1e = p < 0 and that A is nested positive.
Let p = [pi]ni=1 and F = diag((−p1)1/2, . . . , (−pn)1/2) then FAF is a ZMA-matrix.
Proof. First we note that
FAFy = −y (5.8)
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with y = [(−p1)1/2, . . . , (−pn)1/2]. Thus y is a positive eigenvector of FAF . We now prove the
theorem by induction. For n = 1 it is obviously true. Next we consider the nested form of A. If A1
or A2 are M-matrices, it follows from Theorem 5.2 that A1 or A2 are MMA-matrices respectively.
If not, we obtain with Lemma 4.4 and since A1pI and A2pII are flat vectors, i.e. scalar times the
vector of all ones, the following
A−11 er = α1pI < 0 or A−12 en−r = α2pII < 0
for some α1, α2 ∈ R+.
Thus, by Theorem 5.2 or by the induction hypothesis
F˜1A1F˜1 and F˜2A2F˜2
are ZMA-matrices, where
F˜1 = diag((|α1p1|)1/2, . . . , (|α1pr |)1/2),
F˜2 = diag((|α2pr+1|)1/2, . . . , (|α2pn|)1/2).
But then
F1A1F1 and F2A2F2
are ZMA-matrices also, where
F1 = diag((|p1|)1/2, . . . , (|pr |)1/2),
F2 = diag((|pr+1|)1/2, . . . , (|pn|)1/2).
Hence, there exist Soules basis R1 and R2 and diagonal matrices 1 and 2 such that
FiAiFi = RiiRTi for i = 1, 2.
In the following we construct a Soules basis for FAF . We follow the proofs of Theorem 5.2 and
of Theorem 2.2 in [4], where a characterization of a Soules basis is given.
The basis consists of the vectors of the Soules basis R1 and R2 – embedded into Rn – except
the positive vectors. Moreover we take r1 = y and
r2 = 1√
‖y˜1‖22 + ‖y˜2‖22
[‖y˜2‖2
‖y˜1‖2 y˜1 −
‖y˜1‖2
‖y˜2‖2 y˜2
]
,
where
y˜1 = [yT1 , 0, . . . , 0]T ∈ Rn and y˜2 = [0, . . . , 0, yT2 ] ∈ Rn,
with
y1 = [|p1|1/2, . . . , |pr |1/2]T, y2 = [|pr+1|1/2, . . . , |p1/2n |]T.
It is easy to see that r1 and r2 are eigenvectors. Let λ1 = −1 and λ2 be the corresponding
eigenvalues. Next we show that λ2 > |λ1|. We have
λ1y1 = F1A1F1y1 − τ(A)F1ereTn−rF2y2 = F1A1F1y1 − τ(A)‖y2‖22y1.
Since F1A1F1y1 = F1A1(−pI ) and −A1pI = − 1α1 er we obtain
λ1 = − 1
α1
− τ(A)‖y2‖22.
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Similarly we get
λ1 = − 1
α2
− τ(A)‖y1‖22.
Moreover, we have
‖y2‖2
‖y1‖2 F1A1F1y1 + τ(A)
‖y1‖2
‖y2‖2 F1ere
T
n−rF2y2
= ‖y2‖2‖y1‖2 F1A1F1y1 + τ(A)
‖y1‖2
‖y2‖2 ‖y2‖
2
2y1 =
‖y2‖2
‖y1‖2 λ2y1.
Thus
λ2 = − 1
α1
+ τ(A)‖y1‖22. (5.9)
Similarly we obtain
λ2 = − 1
α2
+ τ(A)‖y2‖22. (5.10)
Since A is nested positive we obtain
λ1 + λ2 = − 1
α1
− 1
α2
= −(A1pI )1 − (A2pII )1 > 0,
which gives λ2 > |λ1|.
Next we show that λ2 is less or equal to λ3 and λ4, the smallest eigenvalues of the blocks
F1A1F1 and F2A2F2 respectively. From (5.9) and (5.10) we have
λ2 = 1
α1
+ τ‖y1‖22 =
1
α1
− τerpTI
and
λ2 = − 1
α2
+ τ‖y2‖22 =
1
α2
− τen−rpTII .
But we have similar equations for λ3 and λ4. With Lemma 4.4 and the Z-SUM structure of A
(τ(A)  τ(A1)  τ(A11) etc.) we obtain that λ2  λ3 and that λ2  λ4.
Thus, we have constructed a Soules basis and a Soules basis matrix R such that A = RRT
and where  = diag(λ1, λ2, . . . , λn) with 0 < λ1 < λ2  · · ·  λn and λ2 > |λ1|. Hence with
Theorem 5.4, FAF is a ZMA-matrix. 
The next theorem shows how ZMA-matrices can be transformed into nested positive Z-SUMs.
Theorem 5.11. Let A be a symmetric nonsingular irreducible ZMA-matrix. Let x be a positive
eigenvector corresponding to the eigenvalue of minimum modulus of A. Let
D = diag(x−11 , . . . , x−1n ).
Then DAD is a Z-SUM. If A is not an MMA-matrix, we have (DAD)−1e < 0 and DAD is nested
positive.
Proof. With Theorem 5.4, A has at most one negative eigenvalue. This eigenvalue is of minimum
modulus. Since A is a Z-matrix the eigenvector corresponding to this eigenvalue can be chosen
to be positive. Thus, D is well-defined and we obtain with Theorem 5.4 and Proposition 3.1
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DAD =
n−1∑
i=1
(λi − λi+1)DEiD + λnD.
Since λi − λi+1  0 we have that
(λi − λi+1)DEiD  0.
Moreover, since the matrices Ei have a special sparsity structure, we have
DAD =
2n−1∑
i=1
γiuiu
t
i ,
where the ui are (0, 1)-vectors and the γi  0 if utiui > 1. Thus DAD is a Z-SUM.
If A is not an MMA-matrix, the eigenvalue λ1 of minimum modulus is negative. Thus
(DAD)−1e = p˜ < 0.
Next consider the matrix FDADF where F = diag((|p˜1|)1/2, . . . , (|p˜n|)1/2) and p˜ =
[p˜1, . . . , p˜n]. But FDADF = − 1λ1 A. Since λ1 < 0, the matrix FDADF is ZMA-matrix. Hence
with Theorem 5.9 DAD is nested positive. 
The property of being nested positive is of course hard to test. But summarizing the results we
obtain
Theorem 5.12. Let A ∈ Rn,n be a nonsingular irreducible Z-SUM in nested form (3.6). Assume
that A−1e = p < 0. Let p = [pi]ni=1 and let F = diag((−p1)1/2, . . . , (−pn)1/2) then the follow-
ing are equivalent:
(1) FAF is a ZMA-matrix;
(2) A is nested positive;
(3) (FAF)2 is an irreducible Z-matrix.
6. Inverse ZMA-matrices and shifted SUMs
In this section we consider inverse ZMA-matrices. Inverse MMA-matrices are characterized in
[4] in terms of Soules matrices as mentioned above. Moreover in [4] a relationship between inverse
MMA-matrices and SUMs is given. Here we establish a relationship between inverse ZMA-matri-
ces and shifted SUMs. First, however, we mention a characterization of inverse ZMA-matrices
that follows easily from Theorem 5.4.
Theorem 6.1. Let A ∈ Rn,n Then the following are equivalent:
1. A is an inverse ZMA-matrix but not an inverse MMA-matrix.
2. There exists a diagonal matrix D with positive diagonal entries, real numbers |λ1| > λ2 
· · ·  λn  0 with λ1 < 0, and a Soules basis matrix R such that A = DRRTD−1, where
 = diag(λ1, λ2, . . . , λn).
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Next we give some properties of shifted SUMs. As shown in [11] and [15], the inverse of a
SUM is an M-matrix and hence, a Z-matrix. The inverse of a shifted SUM, however, need not be
a Z-matrix.
Example 6.2. Let
A =
⎡
⎣ 5 2 −12 5 −1
−1 −1 6
⎤
⎦ .
A is a shifted SUM. The shift can be any real number larger or equal than 1. But we have for the
inverse
A−1 =
⎡
⎣ 0.2417 −0.0917 0.0250−0.0917 0.2417 0.0250
0.0250 0.0250 0.1750
⎤
⎦ .
On the other hand
B =
⎡
⎣ 0 −1 −1−1 3 2
−1 2 5
⎤
⎦
is also a shifted SUM, but
B−1 =
⎡
⎣ −2.75 −0.75 −0.25−0.7500 0.25 −0.25
−0.2500 −0.25 0.25
⎤
⎦ .
However the following theorem gives a necessary and sufficient condition whether the inverse of
a shifted SUM is a Z-matrix or not.
Theorem 6.3. Let A ∈ Rn,n be a nonsingular shifted SUM which is not a SUM. Then A−1 is a
Z-matrix if and only if A−1e < 0. s
Proof. Since A is a shifted SUM there exists a τ > 0 such that
B :=A + τeeT
is a nonsingular SUM. Thus, we obtain by the Sherman–Morrison formula
A−1 = (B − τeeT)−1 = B−1 + τ
1 − τeTB−1eB
−1eeTB−1 (6.1)
and
A−1e = (B − τeeT)−1e = 1
1 − τeTB−1eB
−1e. (6.2)
Hence we have that A−1e > 0 or A−1e < 0. Moreover, A−1e < 0 if and only if τeTB−1e > 1.
If A−1e < 0 then we easily obtain with (6.1) that A−1 is a Z-matrix. Now let A−1e > 0. We
then assume that A−1 is a Z-matrix. But then A−1 is an M-matrix, since A−1e = p > 0. However
this contradicts the assumption that A is not a SUM. 
Thus, if a shifted SUM A satisfies
A−1e < 0 (6.3)
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then the inverse of A is a Z-matrix. Hence equation (6.3) will be a necessary assumption if we
want to relate shifted SUMs with ZMA-matrices.
Moreover, if a matrix A is an inverse ZMA-matrix, the odd powers of A are inverse M-matrices.
Hence, the odd powers of A need to be nonnegative matrices. Hence, we need a condition with
guarantees that fact.
Definition 6.4. Let A ∈ Rn,n be a nonsingular irreducible shifted SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, (6.4)
where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r . Assume that A−1e = p < 0 with p = [pi]ni=1. A is nested
negative if
• − (A1pI )1 − (A2pII )1 < 0, (6.5)
where [pTI , pTII ]T = p is partitioned as in (6.4),• (6.5) holds for all nested main diagonal blocks A˜, i.e.
−(A˜1p˜I )1 − (A˜2p˜II )1 < 0,
where A˜1 and A˜2 are the nested main diagonal blocks at the next level and [p˜TI , p˜TII ]T = p˜ is
the restriction of p related to the indices which build the principal submatrix A˜.
Theorem 6.5. Let A ∈ Rn,n be a nonsingular irreducible shifted SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
. (6.6)
Let p = [pi]ni=1 and F = diag((−p1)1/2, . . . , (−pn)1/2). Then (FAF)2 is a nonnegative irreduc-
ible matrix if and only if A is nested negative.
Proof. We prove the theorem by induction. For n = 1 it is obviously true. Since A has the special
structure, we need to consider only the off-diagonal blocks of A. Let F and (FAF)2 be partitioned
as in (5.6) with F = diag(F1, F2). We obtain for the upper off-diagonal block of (FAF)2
−τ(A)F1A1F1F1ereTn−rF2 − τ(A)F1ereTn−rF2F2A2F2
= −τ(A)F1(−A1pI eTn−r − erpTIIA2)F2.
But this implies, since A1pI and pTIIA2 do not contain zeros, that the upper off-diagonal block
of (FAF)2 is positive if and only if
−(A1pI )1 − (A2pII )1 < 0.
By induction we obtain the desired result. 
In the following we establish the relationship between shifted SUMs and inverse ZMA-matri-
ces.
Theorem 6.6. Let A ∈ Rn,n be a nonsingular shifted SUM in nested form (3.6) with
A =
[
A1 −τ(A)ereTn−r
−τ(A)en−reTr A2
]
, (6.7)
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where A1 ∈ Rr,r and A2 ∈ Rn−r,n−r . Let A−1e = [pi]ni=1 = p < 0 and let F = diag
(
(−p1) 12 ,
. . . , (−pn) 12
)
. Assume that A is nested negative. Then FAF is an inverse ZMA-matrix.
Proof. Now let B ∈ Rn,n, C ∈ Rn,n and G ∈ Rn,n three shifted SUMs with
Bp = e = Cp and Gp = −e,
i.e.
FBFy = FCFy = −y, and FGFy = y,
where y =
[
(−p1) 12 , . . . , (−pn) 12
]T
.
There exists a τ > 0 such that
S1 :=B + τeeT, S2 :=C + τeeT, S3 :=C + τeeT
are SUMs. Moreover, we obtain
S1p = α1e, S2p = α2e, S3p = α3e
for some α1, α2, α3 ∈ R. We then have
F(S1 − τeeT)FF(S2 − τeeT)F
= FS1F 2S2F − τFS1F 2eeTF − τFeeTF 2S2F + τ 2FeeteeTF
= FS1FFS2F + γ1FeeTF
for some γ1 ∈ R. Similarly we obtain
F(S2 − τeeT)FF(S3 − τeeT)F = FS2FFS3F + γ2FeeTF,
for some γ2 ∈ R.
But Theorem 4.5 gives that FS1FFS2F = FU1F for a SUM U1 and FS2FFS3F = FU2F for
a SUM U2. Thus
FBFFCF = F(U1 + γ1eeT)F,
FCFFDF = F(U2 + γ2eeT)F.
Since F(U1 + γ1eeT)Fy = y we have (U1 + γ1eeT)(−p) = e. If B = C = A, Theorem 6.5
states that (U1 + γ1eeT) is a nonnegative matrix. Hence, (U1 + γ1eeT) is a SUM. Therefore,
the inverse of (U1 + γ1eeT) is an M-matrix.
On the other hand F(U2 + γ2eeT)Fy = −y. Thus (U2 + γ2eeT)p = e. Since p < 0, the ma-
trix U2 + γ2eet is not a nonnegative matrix, thus U2 + γ2eeT is not a SUM but a shifted SUM with
(U + γ2eeT)−1e < 0. Thus with Theorem 6.3, (U2 + γ2eeT)−1 is a Z-matrix. Choosing B = A
and C = A2 we get the desired result. 
Similarly to the previous section we can summarize:
Theorem 6.7. Let A ∈ Rn,n be a nonsingular irreducible shifted SUM in nested form (3.6).
Assume that A−1e = p < 0. Let p = [pi]ni=1 and let F = diag((−p1)1/2, . . . , (−pn)1/2) then
the following are equivalent:
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(1) FAF is an inverse ZMA-matrix;
(2) A is nested negative;
(3) (FAF)2 is a nonnegative irreducible matrix.
The next theorem shows that every inverse ZMA-matrix is diagonally congruent to a shifted
SUM.
Theorem 6.8. Let A be a symmetric inverse ZMA-matrix which is not an inverse MMA-matrix. Let
x be a positive eigenvector corresponding to the spectral radius ofA.Then forD = diag(x−11 , . . . ,
x−1n ), DAD is a shifted SUM which is nested negative and satisfies (6.3).
Proof. Similarly to the proof of Theorem 5.11 we have that D is well-defined.
Moreover we have
A = 2λ1r1rT1 − λ1r1rT1 +
n∑
i=2
λirir
T
i .
But −λ1r1rT1 +
∑n
i=2 λ2i rirTi is an inverse MMA-matrix since −λ1  λ2  · · ·  λn > 0. Thus
DAD = S + 2λ1eeT,
where S is a SUM. Hence, DAD is shifted SUM. Since (DAD)−1 is a Z-matrix, we have with
Theorem 6.3 that
(DAD)−1e = p˜ < 0.
Next we consider the matrix FDADF where F = diag((|p˜1|)1/2, . . . , (|p˜n|)1/2) and p˜ =
[p˜1, . . . , p˜n]. But FDADF = − 1λ1 A. Since λ1 < 0, the matrix FDADF is an inverse ZMA-
matrix. Hence with Theorem 6.5, DAD is nested negative. 
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