This paper discusses the estimation and plug-in kriging prediction non-stationary spatial process assuming a smoothly varying variance an additive independent measurement error. A difference-based kernel estimator of the variance function and a modified likelihood estimator of the mea surement error variance are used for parameter estimation. Asymptotic properties of these estimators and the plug-in kriging predictor are established. A simula tion study is presented to test our estimation-prediction procedure. Our kriging predictor is shown to perform better than the spatial adaptive local polynomial regression estimator proposed by Fan and Gijbels (1995) Abstract: This paper discusses the estimation and plug-in kriging p non-stationary spatial process assuming a smoothly varying variance an additive independent measurement error. A difference-based kern estimator of the variance function and a modified likelihood estimator of the mea surement error variance are used for parameter estimation. Asymptotic properties of these estimators and the plug-in kriging predictor are established. A simula tion study is presented to test our estimation-prediction procedure. Our kriging predictor is shown to perform better than the spatial adaptive local polynomial regression estimator proposed by Fan and Gijbels (1995) when the measurement error is small.
model, kriging can be used to make pred of the process are not available.
Alternatively, one can model non-st metric methods, and make spatial predi adaptive bandwidth. For kernel regressi method to estimate smoothly varying ba models with adaptive window widths. Fo and Nychka (2001) developed local gener tially adaptive smoothing splines, and L adaptive spline approach. More recently treated spatially adaptive smoothing spli When the process is stationary in sp close connection between kriging and no (1985) and Stein (1990 Stein ( , 1993 showed k models is equivalent to smoothing splin hood (REML) estimator of the smoothin GCV estimator if the underlying model i connection between kriging under nonnonparametric regression methods has n In this paper, we study this connection Zi = Z(xi) = a(xi)W(xi) + eu (1.1) i = 1,... ,n, where xt = i/n G [0,1], σ(χ) is a smoothly vary W(x) is a Brownian motion. Here o(x)W(x) accounts for the h and spatial correlation in the data. The Cj's are independent zero mean and variance of, representing measurement err generalization of one in Stein (1990) that assumed that σ(χ) We consider kriging with estimated parameters under this no One objective is to develop an estimation and prediction met stationary model, and to derive corresponding asymptotic re of comparing them to those from spatially adaptive non-para
To estimate the variance function σ2(χ), we consider a dif nel smoothing estimator, which is essentially a Method-of-M Similar techniques had been investigated by many authors fo estimation in heteroscedastic nonparametric regression mode Von Neumann et al. (1941) , Gasser, and Sroka, and Jennen Hall, Kay, and Titterington (1990, 1991) , Brown and Levine ( Eubank (2007) , Cai and Wang (2008) , Cai, Levine, and Wa Hardie, and Osipenko (2012) . In the context of non-parametr motivation for taking the differences is to eliminate th tion and turn the problem of estimating the variance a conventional regression problem of estimating the heavily on Brown and Levine (2007) to develop the e rive asymptotic results. The novelty here is that we a observations are spatially dependent. A kernel smoo to squared differences to obtain the variance functi σΊ, a modified likelihood estimator is proposed, simil estimator except that when profiling the variance f difference-based kernel smoothing estimator instead estimator. The estimator of σ2 is then obtained by likelihood function.
We derive the asymptotic mean squared error bound of the variance func tion estimator and establish its asymptotic normality. The asymptotic bias of the plug-in kriging predictor is also obtained. Our theoretical results indicate that both the kernel smoothing estimator of the variance function σ2(χ) and the modified likelihood function of σ2 are consistent with small measurement error. The convergence rate deteriorates as the variance of measurement error increases, and when measurement error variance is too large, variance estimation is no longer consistent. This is seen in our simulation results, where we compare the kriging prediction with estimated parameters with a spatially adaptive local polynomial regression estimator (Fan and Gijbels (1995) ). The kirging predictor out-performs the local polynomial estimator when measurement error is small, and under-performs it when the measurement error is large.
The rest of the paper is organized as follows. Section 2 describes the difference based kernel estimator of the variance function, the modified likelihood estimator of the measurement error variance, and the plug-in kriging predictor with the un known parameters replaced by their estimates. A bandwidth selection procedure is also included. Section 3 presents the asymptotic mean squared error bound of the variance function estimator and the asymptotic bias of the plug-in kriging predictor. In Section 4 we provide a limited-scope simulation study to show the finite sample performance of our estimation procedure. Discussion is in Section 5, and proofs can be found in the supplementary document online. is what we wish to estimate, σ2 is a higher order bias term caused by locations are constant, the higher ord the differences is negligible. Here exc observation at the same location. Thu
And, due to independent increments, for j -i > 1, Cov(Dhji, Dhj) = n(1)(xi)a(1)(xj)xi+i/i2 + o A number of nonparametric regression procedures for estima function can be applied to estimate the variance function. Here a local polynomial regression estimator. That automatically adju effects, preserving the asymptotic order of the bias (Fan and Gi local polynomial regression estimator D2 ^(x) of D2(x) = a2(x)h Dh,i is Eh,x(x) = ôo, where (do, Qj\,..., dp)
with Κ{·) the kernel function and Λ the bandwidth. 
Modified likelihood estimator of σ2
Note that σ\{χ·. σ2) depends on σ2, which in general is unknown and needs to be estimated from the data. We consider a modified likelihood approach to estimate σ2, similar to profile likelihood estimation except that when profiling σ2(χ) we use the kernel smoothing estimator instead of the maximum likelihood estimator. Take P(cr2e) = 1(σ2λ(χ; σ2),σ2·,ά), (2.3)
is the differen vector, and 1(σ2(χ), σ2; d) is the log likelihood function of σ2(χ) and σ2 base on d. Since the correlation of non-overlapping differences is negligible, the joi distribution of d can be approximated by a multivariate normal distribution w where Âj ξ (1/|h\)(D2i -2σ2). The impact of using σ€ rather than σ2 on the asymptotic behavior of â2(x) will be discussed in Section 3.
Bandwidth selection
A kernel smoothing estimator requires a choice of bandwidth. methods here are the plug-in-type procedure such as the Akaike criterion (AIC) and Bayesian information criterion (BIC) methods driven procedure based on minimizing an estimator of the mean (MSE) such as the cross validation (CV) method. We use the Α validation approach suggested by Levine (2006) . Since the seque a relatively small correlations, we expect the R-fold cross-validatio well.
Randomly divide {D2 i, i = 1,... , n} into Κ subsets; leave out on Ks, estimate the parameters using the remaining data K-s; predic points in the leave-out fold. A good summary criterion is the mean of prediction errors. Here we use the discrete mean and refer to it as discrete mean squared error (CDMSE),
where D\_si = D2_s(xi) for i G Ks, Dk_s(x) is the difference-based kernel smoothing estimator of D2(x) fitted to the remaining data K-s, D2 -»(x) = nZ] Kn-S((% -Xk)/^)D2 k, with n_s being the sample size of K-s. The cross-validation bandwidth is Λ cv = argmmCDMSE(X).
Kriging prediction
Consider the kriging prediction of the underlying process f(xo) = g{xq)W(xq) for xq G [0,1] based on the observations ζ = (Z(xj ), · · · , Z(xn)). For simplicity we suppress the dependence of σ(χ) on Λ. When the parameters are known, the best linear unbiased predictor of f(xo) is the conditional expectation of f(xo) conditional on z,
where Σζ is the covariance matrix of z. The plug-in kriging predictor replaces the unknown parameters σ(χ) and σ2 in p(xq) with the kernel smoothing estimator of σ(χ) and the modified likelihood estimator of a2.
Theoretical Results
In this section, we establish the asymptotic properties of the v tion estimators and the plug-in kriging predictor. Proofs can be on-line supplementary document.
We need some smoothness condition on σ2(χ). We make the sumption (see for example, Brown and Levine (2007) The estimator σ2(χ·,σ2) at (2.2) is consistent for σ2(χ) for any χ G [0,1], with bias 0(max(n_1, X13)) and variance 0((ηΛ)_1 max(l, n2_2a)).
When a > 1, the optimal bandwidth is X = 0{n_1/(1+2^)); and the mean squared error is 0(n~2/3^1+2/3^) . When 1/2 < a < I, the optimal bandwidth is X = 0(η-(2α-1)/(1+2^), and the mean squared error is 0(n~(2a~V2P/(1+2^). max{n-4a, n~2^/(2/3+1)} if the mean fun function has β derivatives. One goal is t bias and variance of the variance functi processes and study how the magnitude variance function estimation. Here a diff The optimal bandwidth and mean square α > 1 the rate of convergence of the var which coincides with the minimax rate o estimator in heterogeneous nonparamet of the convergence of the variance funct of the measurement error, and deterior the intuition that, when the variability differences of observations are dominate carry little information about the varia 1/2, the asymptotic theory for the diff breaks down and it is no longer possib variance function.
Theorem 2. In model (1.1), assume σ2(χ) belongs to the functional classes Cjff for β > 0 and the variance of measurement error σ2 is 0(n~a) with a > 1/2. For σ2(χ;σ2) at (2.2), a > 1, and Χ = 0(n_1//(1+2^) (the optimal bandwidth), n^/(1+2^(<j2(a;; σ2) -σ2(χ) -0(Λ/3)) Ζχ, as Λ -¥ 0, η οο, and ηλ -» οο. For 1/2 < α < 1, and Χ = 0(η~(2α_1)/(ΐ+2/3)) (the optimal bandwidth), η(2α-1)/3/(1+2/3)(-2(χ;σ2) _ σ2φ _ 0(Χβ)) Ζ2, as Χ ->■ 0, η -> οο and ηΧ -y οο, where Ζχ and Ζ2 are normal distributions with mean zero and variance σ2 and σ|, respectively, 0 < σ2,σ2 < oo.
Remark 2. Brown and Levine (2007) proposed difference-based estimators for nonparametric regression model and established their asymptotic normality. The asymptotic normality of the variance function estimator in our model can be es tablished by using similar arguments. The proof of Theorem 2 relies on Theorem 2.2 in Peligrad and Utev (1997) .
Theorems 1 and 2 assumes σ2 is known, while in most applications, σ2 is unknown. We first estimate σ2 using the modified likelihood estimator, then plug in σ2 to obtain the variance function estimator. In Theorem 3 and 4, we establish asymptotic properties of the modified likelihood estimator of σ2, and the plug-in variance function estimator σ2(χ,σ2).
Theorem 3. In model (1.1), assume σ2(χ) belongs to t for β > 0 and the variance of measurement error σ2 σ2 is the modified likelihood estimator of σ2, lim^oo α ^ 1, σ2 = σ2 + Op(n~3/2). For 1/2 < α < l, σ2 = σ Remark 3. Theorem 3 shows that σ2 converges to σ measurement error is of order n~a with a > 1/2. If a of σ2 is slower than the rate of the measurement e cases the measurement error is too small to have any of σ2(χ). Conversely, if 1/2 < α <1, then the conver on α, with larger α corresponds to slower convergenc When α > 1, the optimal bandwidth is Λ = 0(n_1/(1+2^), under which the third therm is negligible. When 1/2 < a < 1, the optimal bandwidth is Λ = ^(η-(2α-1)/(1+2/3)), unjer which 0(\P) = 0{n~^2a~1^^l+2^). Since (2a -l)/2 > (2a -\)β/{I + 2β) always holds, the third term is again negligible com pared to the second term in (3.1). By Theorem 2 and Slutsky's theorem, the results in Theorem 4 follow. Remark 5. Theorem 5 shows that the bias of the plug-in kriging predictor is small when a > 1, and it is dependent on a when a < 1. The bias term becomes non-negligible when a is close to 1/2, due to the deterioration of the variance function estimator as shown in Theorem 1. The performance of the kriging prediction using the estimated variance function deteriorates as the variability of measurement error increases, and it becomes harder to recover the underlying variance function in the estimation stage.
Simulation Studies
We report the results of two simulation studies, one on varianc and the other on prediction.
Simulation one -variance estimation
In Simulation One, we tested the performance of our proposed recovering the underlying variance function. Β = 100 Monte Carl sizes η were generated from Zi -z(xi) = a(xf)W {xf) + e; on a Xi = i/n on [0,1], where W(x) is the Brownian motion on [0, 1] , N(0, σ2) . Consider the variance of the measurement error to be σ considered the following parameter values η = 200, 500 and 1,000, variance functions σ2(χ) = 16(x -1/2)2 -f 1/2 and σ2(χ) -0.2 sin( We chose the optimal bandwidth by K-fold cross validation with performance of the difference-based kernel smoothing estimator using discrete mean squared error DMSE = n ^{^Lv^) ~σ(χί)}2 i=l where Acyis the K-fold cross-validation bandwidth. Table 1 and Table 2 show the median DMSE for the difference-based kernel smoothing estimator, the median bandwidth, and the mean of σ2 over 100 Mo 
Simulation two -kriging versus spatially adaptive local polyno mial fitting
In Simulation Two, we compared the performance of our proposed method of plug-in kriging to non-parametric methods. Β = 100 Monte Carlo samples of sizes η = 200 were generated from Zi = z(xi) = a(xl)W(χτ) + on a regular grid Xi = i/n on [0,1], with σ2(χ) = 1.6(x -0.5)2 + 0.8, W{x) the Brownian motion on [0,1], and i.i.d. ~ ΑΓ(0, σ2). We took σ2 to be 0.1/n, 1/n, and 10/n.
The plug-in kriging predictor was compared with the spatially adaptive local polynomial regression estimator (ALPRE), and the local polynomial regression estimator (LPRE) with a global bandwidth. In ALPRE, the adaptive bandwidth was obtained by a procedure similar to the one proposed by Fan and Gijbels (1995) . The interval[0,1] was split into [1.5n/(101og(n))] sub intervals, and a leave-one-out cross validation method is used in each interval to obtain a local bandwidth. These bandwidths are then smoothed to obtain the bandwidth for each point.The performance of the prediction was measured using the disc mean squared error (DMSE). Table 3 shows the median of DMSE over 100 Monte Carlo samples for t plug-in kriging predictor (Kriging), adaptive local polynomial regression est tor (ALPRE) and local polynomial estimator (LPRE) with a global bandwidth When σ'Ι = 0.1/η, Kriging outperformed ALPRE. When σ2 = 1/n, the per formance of Kriging and that of ALPRE are comparable. When σ2 = 10/n, Kriging underperformed ALPRE. When the measurement error is small, the r alized process is very close to the underlying true process, and all three method did well in predicting the underlying process. Nevertheless, kriging outperform the other two methods, with its median DMSE less than 1/4 of ALPRE. As the measurement error increases, the realized process is subject to more noises, and at some point, the measurement error is too large for our method to estimate reliably the underlying variance function. Kriging did poorly in recovering the underlying true process compared with ALPRE and LPRE. (See Figures in the supplementary material for the support of the above argument). It is also inter esting to note that in this case ALPRE is no better than LPRE. From Table 3 , when σ2 is large, the median DMSE of LPRE with a global bandwidth is 14% better than ALPRE. This suggests that a global bandwidth is enough.
Discussion
In this paper we developed a difference-based estimation meth the variance function of a non-stationary spatial process based on whereas, the non-stationary model is usually fit to spatial temp there are time replications of spatial process or spatial replications see Fonseca and Steel (2011), Bornn, Shaddick, and Zidek (2012) , a spatial process is an advantage of our method. The estimation procedure we developed can be applied to mor stationary spatial processes. For example, Brownian motion can be Gaussian process with Matern covariance structure that allows for a f class of non-stationary covariance structure. The variance funct under such models can be done similarly, though it w derive asymptotic results.
We have limited our attention to non-stationary s principle, our methodology can be applied to the estim of non-stationary spatial process in higher dimension and Titterington (1991) discussed estimation of noise signal processing using a difference-based approac be used to estimate the variance function of a twospatial process. We also restricted our difference-ba order difference to limit the technical derivations. P based on higher order differences will be addressed in
