Envelope methodology is succinctly pitched as a class of procedures for increasing efficiency in multivariate analyses without altering traditional objectives [Cook, 2018, first sentence of page 1]. This description is true with the additional caveat that the efficiency gains obtained by envelope methodology are mitigated by model selection volatility to an unknown degree. The bulk of the current envelope methodology literature does not account for this added variance that arises from the uncertainty in model selection. Recent strides to account for model selection volatility have been made on two fronts: 1) development of a weighted envelope estimator, in the context of multivariate regression, to account for this variability directly; 2) development of a model selection criterion that facilitates consistent estimation of the correct envelope model for more general settings. In this paper, we unify these two directions and provide weighted envelope estimators that directly account for the variability associated with model selection and are appropriate for general multivariate estimation settings for vector valued parameters. Our weighted estimation technique provides practitioners with robust and useful variance reduction in finite samples. Theoretical justification is given for our estimators and validity of a nonparametric bootstrap procedure for estimating their asymptotic variance are established. Simulation studies and a real data analysis support our claims and demonstrate the advantage of our weighted envelope estimator when model selection variability is present.
Introduction
Let X 1 , . . ., X n be an independent sample where θ ∈ R p is a target parameter that we want to estimate. Suppose that θ = θ(X 1 , . . ., X n ) is a √ n-consistent and asymptotically normal estimator of θ with asymptotic variance Σ > 0 such that √ n θ − θ d → N (0, Σ).
The idea of envelope methodology is to estimate θ with less asymptotic variability than Σ through the exploitation of a parametric link between θ and Σ [Cook et al., 2010 , Cook and Zhang, 2015 , Cook, 2018 . Envelope methodology originated as a method to reduce the variability of a regression coefficient matrix β in the multivariate linear regression model [Cook et al., 2010 , Su and Cook, 2011 , 2012 , Cook and Su, 2013 , Cook, 2018 . The key insight behind using envelope methodology as a variance reduction tool was the observation that some linear combinations of the response vector may be invariant to changes in the predictors. Such linear combinations represent variability in the response vector that is not directly relevant to the estimation of β and should be discarded. Cook and Zhang [2015] extended envelope methodology to the general setting where one only has a target parameter θ, a √ n consistent and asymptotically normal estimator of θ as in (1) , and a √ n consistent estimator Σ of Σ. In both the multivariate linear regression model and the general estimation framework in (1) , variance reduction obtained through envelope methodology arises from exploiting a subspace of the spectral structure of the variance matrix with dimension u < p that contains span(θ). The dimension u of the envelope space is unknown in practice. In many envelope modeling contexts one can estimate u with information criteria, likelihood ratio tests, or cross-validation. Information criteria and likelihood ratio tests can be estimated with full Grassmannian optimization [Cook et al., 2010 , Cook and Zhang, 2016 , 2015 , Zhang and Mai, 2018 , the 1D algorithm [Cook and Zhang, 2016, 2015] , or the fast envelope estimator . Recently, Zhang and Mai [2018] proposed new model-free information criteria that can estimate u consistently. With u estimated, the variability of the envelope estimator is assessed via the bootstrap. However, most bootstrap implementations are conditional on u =û whereû is the estimated dimension of the envelope space. These procedures ignore the variability associated with model selection. Eck and Cook [2017] provided a weighted envelope bootstrap to alleviate this problem in the context of the multivariate linear regression model. In this context the variability of the weighted envelope estimator was appreciably lower than that obtained by bootstrapping the multivariate linear regression model parameters as in Eck [2018] . Eck et al. [2020] provided a double bootstrap procedure for envelope estimation of expected Darwinian fitness from an aster model [Geyer et al., 2007 , Shaw et al., 2008 which demonstrated useful variance reduction empirically. That being said, the theoretical motivations for each of these bootstrap procedures are not applicable for envelope estimation in general settings. The weights in Eck and Cook [2017] are constructed from the Bayesian Information Criterion values of the multivariate linear regression model evaluated at all envelope estimators fit at dimension u = 1, . . ., p. Model selection volatility is taken into account in Eck et al. [2020] by criteria that also require a likelihood.
In this paper we provide weighted envelope estimators that are appropriate for envelope estimation in the general setting described by the setup in (1) . These settings do not require the existence of a likelihood function and avoid having to condition on an estimated envelope dimension. We then provide bootstrap procedures which estimate the variability of our weighted envelope estimators. More importantly, our bootstrap procedures estimate the variability of the envelope estimator at the true, unknown, dimension u. This is because as n → ∞, the weight at u converges to 1 fast enough to not incorporate influences from other envelope dimensions. The envelope estimators developed in this paper are a powerful and practical unification of the methodology in Eck and Cook [2017] and Zhang and Mai [2018] . Our approach greatly generalizes the appropriateness of envelope model averaging beyond the context of multivariate linear regression models while simultaneously maintaining robust variance reduction in finite-samples as well as comparable to the estimators in Zhang and Mai [2018] . In practical applications, our approach encapsulates the variability associated with model selection volatility. We now motivate envelope methodology and weighted estimation techniques.
Envelope properties
We first provide the definition of a reducing subspace and an envelope. Definition 2 (Envelope). The M envelope of span(U ) is defined as the intersection of all reducing subspaces R of M which satisfies span(U ) ⊆ R. The envelope subspace is denoted by E M (U ).
The subspace E M (U ) is a small targeted part of the spectral structure of M which contains the span of U . Denote u, 0 ≤ u ≤ p, as the dimension of E M (U ). All things being equal, a smaller value of u indicates that stronger inferences can be obtained by taking advantage of the envelope structure when U and M are a parameter of interest and a covariance matrix respectively.
To see the benefit of envelope methodology, first consider the case when E M (U ) is known. Let Γ ∈ R p×u , u < p, be a known semi-orthogonal basis matrix for E M (U ). Let U = θθ T and M = Σ and suppose that we have √ n-consistent θ as in the initial setup (1) . The envelope estimator of θ is then P Γ θ where P Γ = ΓΓ T . Notice that,
where Q Γ = I −P Γ and Q Γ θ = 0 by definition. In this demonstration we see that P Γ θ consistently estimates θ with less asymptotic variability than that of the original estimator. The remaining piece of θ, given by Q Γ θ, is a √ n consistent estimator of 0 with non-trivial asymptotic variability given by Q Γ ΣQ Γ . Therefore P Γ θ is all that is needed to estimate θ while Q Γ θ produces extra variability that is nonessential to the estimation of θ. Let · denote the spectral matrix norm. Envelope methodology leads to massive efficiency gains in settings where Q Γ ΣQ Γ P Γ ΣP Γ . When one has the true u but needs to estimate all other quantities then the asymptotic variability of the envelope estimator P Γ ΣP Γ incurs an additional cost resulting from said estimation, see Section 5.2 of Cook et al. [2010] and Section 3.3 of Cook and Zhang [2015] for specific examples.
In practical settings, all envelope modeling quantities, including u, require estimation. In such general cases where the likelihood function need not be known, Zhang and Mai [2018] proposed to estimate a semiorthogonal basis matrix Γ ∈ R p×u of E M (U ) by minimizing the generic moment-based objective function:
where M and U are √ n-consistent estimators of M and U . The motivations for (2) comes its population counterpart, Cook and Zhang [2016] showed that any Γ which minimizes J(Γ) must satisfy the envelope condition that span(U ) ⊆ span(Γ). Assuming that the true envelope dimension u is supplied, the √ n-consistency of the estimated envelope estimator that is constructed from a minimizer of (2) is established in Cook and Zhang [2016] . The true envelope dimension is not known in practice.
Weighted envelope methodology
We introduce model-free weighted envelope estimation that offers a balance between variance reduction and model misspecification in finite samples. The idea is to weigh each envelope estimator evaluated at different candidate dimensions with respect to a measure of fit of the candidate envelope dimension. The weighted envelope estimators that we propose are of the form
whereθ k , I n (k), f k are, respectively, the envelope estimator, an information criteria that assesses the fit of the envelope dimension, and a function of all information criteria at proposed dimension k, and n is the sample size. As is standard in model averaging, we require that f k and I n (k) be chosen so that w k ≥ 0 and k w k = 1. However, unlike typical model averaging contexts,θ k is consistent for all weight choices that satisfy p k=u w k → 1 where w k ≥ 0 for k ≥ u. Such weight choices induce a consistent estimator since the envelope estimatorθ k is a consistent estimator for θ for all k ≥ u. It is of course more desirable to select I n (k) and f k so that w u → 1.
In this paper, we study two choices of I n (·) and one choice of f k so that w u → 1 at a fast enough rate to facilitate reliable estimation of the variability ofθ u , u unknown, via a nonparametric bootstrap. The weights will be of the form
The choice of f k that yields the weights (4) is motivated by Eck and Cook [2017] , where the choice of I n (k) in Eck and Cook [2017] reflected the BIC value of a multivariate linear regression model with the envelope estimator at dimension k plugged in. The two choices of I n (k) that we study here facilitate weighted envelope estimation within the general envelope estimation context (1) . The first choice of I n (k), denoted I FG n (k), allows for consistent estimation of the variability ofθ u using the nonparametric bootstrap. This is achieved by setting I FG n (k) = J n (Γ) + pen(k) and showing that 1) J n (Γ) can be cast a quasi-likelihood objective function that is optimized via a full Grassmannian envelope optimization routine [Zhang and Mai, 2018] ; 2) this partially optimized quasi-likelihood objective function can be cast as an M-estimation problem. The second choice of I n (k), denoted I 1D n (k), corresponds to sequential 1 dimension (1D) optimization [Cook and Zhang, 2016 , 2015 , Zhang and Mai, 2018 . The choice I 1D n (k) does not facilitate the same consistent estimation of the variability ofθ u . However, we demonstrate that the choice I 1D n (k) allows for reliable estimation of the variability of the envelope estimator that is estimated using the 1D algorithm at the true u. Both our simulations, and the simulations presented in Zhang and Mai [2018] find that the choice of I 1D n (k) exhibits greater empirical variance reduction than the choice of I FG n (k). Moreover, the 1D optimization routine is faster, more stable, and less sensitive to initial values than the Full Grassmannian approach [Wang et al., 2019] .
Weighted envelope estimation via quasi-likelihood optimization
In this section we constructθ w in (3) where the information criteria I FG n (k) is derived from full Grassmannian optimization of the objective function (2). The minimizer Γ of the objective function (2) is the estimated basis of the envelope subspace at dimension u. After obtaining Γ, the envelope estimator is θ FG = Γ Γ T θ where the superscript FG denotes envelope estimation with respect to full Grassmannian optimization. This envelope estimator is the original estimator projected into the estimated envelope subspace. When u is known, θ FG u is √ n-consistent and has been shown to have lower variability than θ in finite samples [Cook et al., 2010 , Cook and Zhang, 2015 , Cook, 2018 . The weighted envelope estimator corresponding to I FG n (k) is
where θ FG k is the envelope estimator of θ constructed from full Grassmannian optimization of J n ( Γ k ) at dimension k. In the remaining part of this Section we make I FG n (k) and demonstrate how our choices supplement Section 4.2 to yield consistent estimation of the variability of θ FG u . Zhang and Mai [2018] showed that optimization of J n in (2) is the same as optimization of a partially minimized quasi-likelihood function. Define this quasi-likelihood function as,
and, for some candidate dimension k = 1, . . ., p, define the constraint set for the minimization of (6) to be,
Minimization of (6) over the constraint set (7) is the same as minimizing J n in (2). Lemma 1. [Zhang and Mai, 2018, Lemma 3.1] . The minimizer of l n (M, θ) in (6) under the envelope parameterization (7) is
We show that optimization of the quasi-likelihood l n (M, θ) can be cast as an M-estimation problem when M = n −1 n i=1 h(X i , θ) provided that θ is an optimal solution to some objective function, as in the same vein as Stefanski and Boos [2002, pg. 29] . The justification that a nonparametric bootstrap procedure will consistently estimate the variability of θ FG u follows from bootstrap theory for M-estimators in Section 2 of Andrews [2002] . Therefore recasting (2) and (6) as an M-estimation problem is an important theoretical consideration for our proposed methodology. The requirement that M = n −1 n i=1 h(X i , θ) is mild and it holds in linear regression, maximum likelihood estimation, and M-estimation. Our parameterization of M gives,
Lemma 1 then gives,
where the minimization takes place over A k . The minimization of n −1 n i=1 f (X i , θ, M ) over A k provides estimates for both Γ and η and yields θ = Γη and M = ΓΩΓ T + Γ o Ω o Γ T o . The proof of Lemma 3.1 in Zhang and Mai [2018] reveals that θ FG u = Γ Γ T θ. In Section 4.2 we develop a nonparametric bootstrap to consistently estimate the variability of θ FG u . Now define
as in Zhang and Mai [2018] where C > 0 is a constant and I FG n (0) = 0. The envelope dimension is selected asû FG = arg min 0≤k≤p I n (k). Theorem 3.1 in Zhang and Mai [2018] showed that P(û FG = u) → 1 as n → ∞, provided that C > 0 and M and U are √ n-consistent estimators of M and U respectively. Zhang and Mai [2018] provided evidence that selectingû FG in this manner leads to envelope estimators with lower variability than traditional estimators and that the correct dimension selection improves in n. However, correct dimension selection was far from perfect in their simulations, especially for small and moderate sample sizes. Moreover, dimension selection is being ignored in these simulations. We use I FG n (k) in (9) to construct θ FG w in (5). This construction yields consistent estimation of θ as seen in Section 3.3 and consistent estimation of the variability of θ FG u through the combination of Theorem 1 and our formulation of l n (M, θ) as an M-estimation problem.
Weighted envelope estimation via the 1D algorithm
In this section we constructθ w in (3) where the information criteria I 1D n (k) is derived from the 1D algorithm [Cook and Zhang, 2015, 2016] . The 1D algorithm performs a sequence of optimizations that each return a basis vector of the envelope space (in the population) or a √ n-consistent estimator of a basis vector for the envelope space (in finite-samples). The number of optimizations corresponds to the dimension of the envelope space and is provided by the user. The returned envelope estimator is θ 1D u = Γ Γ θ where the estimated basis matrix Γ is obtained from the 1D algorithm. The weighted envelope estimator corresponding to oneD(k) is
When C = 1 in (11), the terms nI 1D n (k) are BIC values corresponding to the asymptotic log likelihood the envelope model of dimension k.
The algorithm is as follows: Set u o ≤ p − 1 to be the user inputted number of optimizations. For step k = 0, . . ., u o , let g k ∈ R p denote the k-th direction to be obtained by the 1D algorithm. Define G k = (g 1 , . . ., g k ), and (G k , G 0k ) to be an orthogonal basis for R p and set initial value g 0 = G 0 = 0.
, and the objective function after k steps
In the population, the 1D algorithm produces a nested solution path that contains the true envelope:
Replacing M and U with √ n-consistent estimators M and U yields √ n-consistent estimates G k = ( g 1 , . . . , g k ) ∈ R p×k , k = 1, . . ., p by optimizing
The resulting envelope estimator θ 1D u is therefore √ n-consistent [Cook and Zhang, 2015] . Zhang and Mai [2018] proposed a model selection criterion to estimate u in practical settings. This criterion is,
where C > 0 is a constant and I 1D n (0) = 0. The envelope dimension selected is given byû 1D = arg min 0≤k≤p I 1D n (k). Theorem 3.2 in Zhang and Mai [2018] showed that P(û 1D = u) → 1 as n → ∞, provided that C > 0 and M and U are √ n-consistent estimators of M and U respectively. We use I 1D n (k) in (11) to construct θ 1D w in (10). This construction yields consistent estimation of θ as seen in Section 3.3 and allows for reliable estimation of the variability of θ 1D u .
Consistency properties of weighted envelope estimators
Weighted envelope estimators exhibit desirable consistency properties. First of all, the weights in (5) and (10) can be constructed so that they both satisfy w FG u → 1 and w 1D u → 1 as n → ∞.
Lemma 2. For any constant C > 0 and √ n-consistent M and U in (9), w FG u → 1 as n → ∞.
Lemma 3. For any constant C > 0 and √ n-consistent M and U in (11), w 1D u → 1 as n → ∞.
The proofs of both Lemmas are included in the Supplementary Materials. Lemmas 2 and 3 facilitate consistent estimation of θ using θ FG w and θ 1D w .
Lemma 4. For any constant C > 0 and √ n-consistent M and U in (9) and (11), both θ FG w → θ and θ 1D w → θ as n → ∞.
The proof of Lemma 4 immediately follows from Lemmas 2 and 3 and Zhang and Mai [2018, Proposition 2.1] . While consistency is desirable, Lemma 4 does not provide knowledge about the asymptotic variability of θ FG w or θ 1D w . Therefore, these estimators do not offer any assurance of variance reduction via model-free weighted envelope estimation. We expect that θ FG w and θ 1D w will have lower asymptotic variance than θ when u < p, but explicit computations of the asymptotic variance for both estimators are cumbersome. We will instead estimate the asymptotic variability of θ FG w and θ 1D w with a nonparametric bootstrap. Theoretical justification for these bootstrap procedures are provided in the next section. 4 Bootstrapping for model-free weighted envelope estimators
Nonparametric bootstrap
Let X 1 , . . ., X n be the original data. We will estimate the variability of θ FG u and θ 1D u by bootstrapping with respect to the weighted estimators θ FG w and θ 1D w . We will also show that bootstrapping with respect to θ FG w can consistently estimate the variability of θ FG u . For each iteration of this nonparametric bootstrap procedure we denote the resampled data by X * 1 , . . ., X * n where each X * i , i = 1, . . ., n is sampled, with replacement, from the original data with equal probability 1/n. Define the bootstrapped envelope estimators θ FG * = θ FG X * 1 , . . . , X * n , θ 1D * = θ 1D X * 1 , . . . , X * n , and the bootstrapped version of the original estimator θ as θ * = θ(X * 1 , . . . X * n ). Furthermore, define M * and U * in the same manner as M and U with respect to the starred data.
For quasi-likelihood optimization
In this section we provide justification for the nonparametric bootstrap as a method to estimate the variability
as the starred analog to J n in (2) and define,
as the starred analog to l n in (6). Define Γ * as the minimizer to (12). When M * = n −1 n i=1 h(X * i , θ * ) both Lemma 1 and our likelihood derivation in Section 3.1 give,
which is the starred analog to (8). Thus Γ * is an M-estimator, being the minimizer of the partially minimized objective function l * n (Γ). We then let θ FG *
is a product of M-estimators obtained from the same objective function. Therefore we can use the nonparametric bootstrap to consistently estimate the variability of θ FG u [Andrews, 2002, Section 2] . The problem with this setup is that u is unknown and requires estimation. We show that bootstrapping with respect to our weighted envelope estimator consistently estimates the variability of the envelope estimator θ FG u at the true unknown dimension when M * = n −1 n i=1 h(X * i , θ * ).
Theorem 1. Let θ be a √ n-consistent and asymptotically normal estimator. Let θ FG k be the envelope estimator obtained from full Grassmannian optimization at dimension k = 0, . . ., p and let θ FG w be the weighted envelope estimator with weights w FG . Let θ FG * k and θ FG * w denote the corresponding quantities obtained by resampled data. Then as n tends to ∞,
Remarks:
1. Theorem 1 shows that our bootstrap procedure consistently estimates the asymptotic variability of θ FG u when u is unknown. We see that the second O P term in (14) vanishes quickly in n. These terms are associated with under selecting the true envelope dimension. Therefore it is more likely that our bootstrap procedures will conservatively estimate the variability of θ FG u in finite samples.
2. We advocate for the case with C = 1 because of the close connection that I FG n (k) has with the Bayesian Information Criterion, similar reasoning was given in Zhang and Mai [2018] . The Ck log(n)/n penalty term in I FG n (k) facilitates the decaying bias in n represented by the O P terms in (14). Redefining I FG n (k) to have a penalty term that is fixed in n, similar to that of Akaike Information Criterion, fundamentally changes the O P terms in (14). Specifically, the O P (n −1/2 ) term (when C = 1) disappears and the weights w FG k fail to vanish for k > u. Therefore unknown non-zero asymptotic weight is given to candidate models with dimension k > u. Weighting in this manner is therefore suboptimal and is not advised.
The weights w FG
k have a similar form to the weights which appear in the model averaging literature [Buckland et al., 1997 , Burnham and Anderson, 2004 , Hjort and Claeskens, 2003 , Claeskens and Hjort, 2008 , Tsague, 2014 . These weights are of the form
and they correspond to a posterior probability approximation for model k under the prior that assigns equal weight to all candidate models, given the observed data. The weights (15) do not have the same asymptotic properties as our weights. The difference between the two is a rescaling of C. Weights (15) replace the constant C in (14) with C/2. When C = 1, nonzero asymptotic weight would be placed on the envelope model with dimension k = u + 1. Therefore, weighting according to (15) leads to higher estimated variability than is necessary in practice.
For the 1D algorithm
In this section we provide justification for the nonparametric bootstrap as a method to estimate the variability of θ 1D . It is important to note that the M-estimation argument which justified using θ FG * u as a consistent estimator for the variability of θ FG u does not hold here, we cannot cast the 1D objective function φ k (v) as an M-estimation problem. The best we can do is verify that bootstrapping with respect to θ 1D w is asymptotically the same as bootstrapping with respect to θ 1D u . We first define the quantities of the 1D algorithm applied to the starred data.
For step k = 0, . . ., p − 1 of the 1D algorithm applied to starred data, letĝ * k ∈ R p denote the k-th direction to be obtained. Define G * k = (ĝ * 1 , . . .,ĝ * k ), and ( G * k , G * 0k ) to be an orthogonal basis for R p and set initial valueĝ
The estimated projection into envelope space is then P * = G * G * T . We then arrive at the bootstrapped envelope estimator θ 1D * u = P * u θ * . We show that bootstrapping θ 1D w estimates the variability of the envelope estimator θ 1D u at the true unknown dimension.
Theorem 2. Let θ be a √ n-consistent and asymptotically normal estimator. Let θ 1D k be the envelope estimator obtained from the 1D algorithm at dimension k = 1, . . ., p and let θ 1D w be the weighted envelope estimator with weights w 1D . Let θ 1D * k and θ 1D * w denote the corresponding quantities obtained by resampled data. Then as n tends to ∞,
The remarks to Theorem 2 are similar to those for Theorem 1. We see that the second O P term in (16) vanishes quickly in n. These terms are associated with under selecting the true envelope dimension. Therefore it is more likely that our bootstrap procedures will conservatively estimate the variability of θ 1D u in finite samples. As previously mentioned, we advocate for the case with C = 1 because of the close connection that I 1D n (k) has with the Bayesian Information Criterion, and we note that the weights w 1D have a similar form to the weights which appear in the model averaging literature with similar weights as those in (15). Manuals for available software recommend use of one-directional optimizations, such as the 1D algorithm or the ECD algorithm [Cook and Zhang, 2018] , because they are faster, stable, and less sensitive to initial values [Wang et al., 2019] . Cook and Zhang [2015] showed that envelope estimation can provide variance reduction for parameter estimation in exponential family GLMs when predictors are normally distributed. We demonstrate that model free weighted envelope estimation can also achieve variance reduction in this context while accounting for model selection variability. Model free envelope estimation techniques and maximum likelihood estimation are then used to estimate the canonical parameter vector corresponding to GLMs (the regression coefficient vector with canonical link function). Estimation is performed using functionality in the TRES R package [Wang et al., 2019] . Following the recommendations in the TRES R package manuals, we use the 1D algorithm. We will therefore compare the performance of θ 1D w to θ 1D u 1D , the envelope estimator of θ evaluated at estimated dimensionû 1D . A nonparametric bootstrap with sample size 5000 is then used to estimate the variability of these estimators. Our bootstrap simulation will consider two model selection regimes for obtainingû 1D . In one regime, we estimate the envelope dimension at every iteration of the bootstrap (variable u regime, estimated dimension denoted asû * 1D ). In the other regime, we estimate the dimension of the envelope space in the original data set and then condition on this estimated dimension as if it were the true dimension (fixed u regime, estimated dimension denoted asû 1D ). The fixed u regime ignores the variability associated with model selection. Theorem 2 provides some guidance for the performance of the nonparametric bootstrap for estimating the variability of θ 1D w . A formal analog does not exist for the other envelope estimators, although empirical evidence in Zhang and Mai [2018] and Eck et al. [2020] suggest that the variable u regime will provide some robustness to variability in dimension selection.
Examples

Exponential family generalized linear models (GLMs) simulations
We simulate four different exponential family GLM settings where p = 8 and the true envelope dimension is u = 2. These four settings are divided into two GLM regression models and two settings within these GLM regression models. The GLM models considered are the logistic and Poisson regression models. Within these models, one simulation setting is designed to be favorable to envelope modeling and one is not. Nonignorable model selection variability is present in all of these simulation settings. Predictors are generated
We construct the canonical parameter vector (regression coefficient vector as θ = ΓΓ T v where Γ and v are provided in the supplement materials. In the logistic regression simulations we generate Y i ∼ Bernoulli(logit(θ T X i )), and in the Poisson simulations we generate Y i ∼ Poisson(exp(θ T X i )). Our logistic regression simulation settings are Setting A: Ω has diagonal elements 2 and 3, Ω 0 has diagonal elements exp(−4), exp(−3), . . . , exp (1); Setting B: Ω has diagonal elements -4 and -5, Ω 0 has diagonal elements exp(−3), exp(−2), . . . , exp(2). Our Poisson regression simulation settings are Setting A: Ω has diagonal elements 1 and 10, Ω 0 has diagonal elements exp(−6), exp(−5), . . . , exp(−1); Setting B: Ω has diagonal elements −3 and −2, Ω 0 has diagonal elements exp(−4), exp(−3), . . . , exp (1).
In both logistic and Poisson models, the configurations of Ω and Ω 0 is designed to be favorable (unfavorable) to envelope estimation in setting A (setting B). Ratios of bootstrap standard deviations for estimators of the first component of the canonical parameter vector across all simulation settings are depicted in Table 1. These ratios are of the form r
where the standard deviations sd * ( θ) and sd * ( θ 1D w ) are the element in the first row and the first column of
, respectively, and B is the bootstrap sample size. Envelope estimation provides variance reduction in all settings. However, notice that the fixed u regime exhibits erratic performance across n. This is due to the large variability in the estimated dimension across n, details of which are in the Supplementary Materials. Weighted envelope estimation and envelope estimation under the variable u regime perform similarly with the weighted estimator performing slightly better. These simulations demonstrate the utility of weighted envelope estimation in the presence of model selection variability. Similar results are observed for other components of the canonical parameter vector as seen in the Supplementary Materials.
Real data illustration
Diabetes is a group of metabolic diseases associated with long-term damage, dysfunction, and failure of different organs, especially the eyes, kidneys, nerves, heart, and blood vessels [American Diabetes Association, 2010]. In 2017 approximately 5 million adult deaths worldwide were attributable to diabetes; global healthcare expenditures on people with diabetes are estimated USD 850 billion [Cho et al., 2018] . Diabetes remains undiagnosed for an estimated 30% of the people who have the disease [Heikes et al., 2008] . One way to address the problem of undiagnosed diabetes is to develop simple, inexpensive diagnostic tools that can identify people who are at high risk of pre-diabetes or diabetes using only readily-available clinical or demographic information [Heikes et al., 2008] . We examine the influence of several variables on a positive diagnosis of diabetes. We will let a positive diagnosis of diabetes be when an individual's hemoglobin percentage (also known as HbA1c) exceeds a value of 6.5% [World Health Organization, 2011] . We will consider an individual's height, weight, age, hip size, waist size, and gender, all of which are easy to measure, inexpensive, and do not require any laboratory testing, and a measure of their stabilized glucose as predictors for a positive diagnosis of diabetes. The data in this analysis come from a population-based sample of 403 rural African-Americans in Virginia [Willems et al., 1997] , and is taken from the faraway R package [Faraway, 2016] . We considered a logistic regression model with response variable denoting a diagnosis of diabetes (1 when HbA1c > 6.5% and 0 otherwise) that includes log transformed values for each continuous covariate and a main effect for gender. The log transformation was used to transform these variables to univariate normality while maintaining a scale that is interpretable.
Model free envelope estimation techniques and maximum likelihood estimation are then used to estimate the canonical parameter vector corresponding to this logistic regression model. Estimation is performed using functionality in the TRES R package [Wang et al., 2019] . We will compare the performance of θ 1D w to θ 1D u 1D . A nonparametric bootstrap with sample size 5000 is then used to estimate the variability of these estimators. Our bootstrap simulation will consider both the variable u and fixed u model selection regimes. Performance results are displayed in Table 2 . We see that θ 1D w and θ 1D u 1D are very similar to each other and both are very different than the MLE θ. Similarity of θ 1D w and θ 1D u 1D follows from empirical weights w 1 = 0.982, w 2 = 0.0176, and w k ≈ 0 for all 3 ≤ k ≤ 7. Also observe that the bootstrap standard deviation estimates vary across the model selection procedures. Most notably, the fixed u regime provides massive variance reduction while the weighted estimator and variable u regime provide similar modest but appreciable variance reduction. The variance reduction discrepancy between the fixed u regime and the the weighted estimator and variable u regime is due to large model selection variability. Specifically, the selected dimension probabilities across our nonparametric bootstrap procedure are p(û 1D = 1) = 0.568, p(û 1D = 2) = 0.358, p(û 1D = 3) = 0.067, and p(û 1D = 4) = 0.007. It is clear that unaccounted model selection variability may lead users astray when they use the fixed u regime in estimating standard deviations via bootstrapping. This example shows how difficult it can be to report reliable variance reduction in practice, and how tempting it can be to ignore model selection variability. Table 2 : Performance of envelope estimates of the regression coefficients for the logistic regression of diabetes diagnosis on seven predictors. The first, third, and sixth column display the weighted envelope estimator, the envelope estimator withû 1D = 1, and the MLE respectively. The second column displays the bootstrap standard deviation of the weighted envelope estimator. The fourth and fifth columns display the bootstrap standard deviation for the envelope estimator under the variable u and fixed u regimes respectively. The seventh column displays the bootstrap standard deviation of the MLE. The last three columns displays the ratio of bootstrap standard deviations of all envelope estimators to the those of the MLE.
Reproducing and extending Monte Carlo simulations of Zhang and Mai [2018]
Here, we compare the performance of θ FG w and θ 1D w to the consistent envelope estimators θ FĜ u FG and θ 1D u 1D using the simulation settings in Zhang and Mai [2018] . For our first comparison we reproduce the Monte Carlo simulations in Section 4.2 of Zhang and Mai [2018] and add both θ FG w and θ 1D w to the list of estimators under comparison. Performance of all estimators at a sample size of n = 75 is also assessed. The data generating models that are considered are a single predictor linear regression model with 10 responses, a logistic regression model with a 10 predictors, and a Cox proportional hazards model with 10 predictors. In all three modeling setups, the true dimension of the envelope space is set at u = 2. In-depth details about this simulation setup are presented in Zhang and Mai [2018] . It is important to note θ FĜ u FG and θ 1D u 1D are estimated according to the variable u regime. The Monte Carlo sample size is 200, as in Zhang and Mai [2018] . Table 3 displays the results. From Table 3 we see that the weighted envelope estimators perform very similarly to the consistent envelope estimators. This suggests that the variability in model selection is captured by all envelope estimators. This finding is expected in larger samples when the correct dimension selected percentage approaches 1, and it is a direct consequence of Lemmas 2 and 3 and Theorem 3.2 in Zhang and Mai [2018] . On the other hand, this finding is illuminating for sample sizes where the correct dimension selected percentages are nowhere near 1. Some variability in selection of u which was used to construct both θ FĜ u FG and θ 1D u 1D is incorporated into these simulations since u is estimated at every iteration. We now demonstrate the small sample performance of weighted envelope estimation in the linear and logistic cases of Zhang and Mai [2018] . As before, this simulation uses the exact specifications in Zhang and Mai [2018] which were not designed to showcase weighted envelope estimation techniques. We ignore the Cox proportional hazards model case because appreciable envelope estimation was not observed in the original Monte Carlo simulation. For this bootstrap procedure, we generated one data set corresponding to the linear and logistic regression models in the previous simulation at sample sizes n = 75, 150, 300. We then perform a nonparametric bootstrap to estimate the variability of each envelope estimator using a bootstrap sample size of 200 iterations. We repeat this process 25 times, and report the average ratios of standard deviations relative to the standard estimator across these 25 Monte Carlo samples. Note that estimates of u are allowed to (and do) vary across the iterations of the 25 Monte Carlos samples. Table 4 displays the results with respect to the first component of the parameter vector (other components behave similarly) in both regression settings. In Table 4 we see that weighted envelope estimation provides larger variance reduction then given by θ 1D The estimators θ FĜ u FG and θ 1D u 1D outperform weighted envelope estimation. However, this variance reduction is due to underestimation of u in many of the original samples. Thus, weighted envelope estimation provides a desirable balance between model variance reduction and robustness to model misspecification.
Discussion
We proposed two weighted envelope estimators that properly account for model selection uncertainty in general envelope estimation settings. These estimators are a unification of the weighted envelope estimators proposed in Eck and Cook [2017] which only account for model selection variability in the context of multivariate linear regression, and the generic algorithms (FG and 1D algorithms) in Zhang and Mai [2018] which provide consistent envelope dimension selection in general problems but have no finite-sample guarantees. Our weighted envelope estimators are theoretically justified, intuitive, and easy to implement. Our numerical examples show that our estimators possess desirable properties, especially when the sample size is prohibitively small for consistent envelope estimation techniques that do not properly account for variability in model selection. Efron [2014] provided a double bootstrap procedure that aims to incorporate variability in model selection. Their formulation is applicable for exponential families and it has been applied to envelope methodology [Eck et al., 2020 . Useful variance reduction was found empirically in this context. Neither Efron [2014] or Eck et al. [2020] provided formal asymptotic justification for the bootstrap procedures that are implemented within. In this paper we provide formal justification for the bootstrap procedures that are developed within. Moreover, our weighted envelope estimators are appropriate for a more general class of envelope models than either Efron [2014] , Eck et al. [2020] , or Eck and Cook [2017] can claim. The idea of a model free weighting of envelope estimators across all candidate dimensions extends to partial envelopes [Su and Cook, 2011] , inner envelopes [Su and Cook, 2012] , scaled envelopes [Cook and Su, 2013] , predictor envelopes , sparse response envelopes , tensor response regression [Li and Zhang, 2017] , matrix-variate response regression [Ding and Cook, 2018a] which is explicitly mentioned in Ding and Cook [2018b] , and envelopes regression models with nonlinearity and heteroscedasticity [Zhang et al., 2020] .
One noted limitation of bootstrapping a weighted envelope estimation is that it can be computationally expensive, especially when p is large [Yau and Volaufova, 2019] . In such settings, we recommend investigating if the range of candidate dimensions can reasonably be reduced to a less computationally burdensome set of values or using the variable u approach when estimating the envelope dimension at every iteration of the nonparametric bootstrap. Existing envelope software implements the former approach in the context of multivariate linear regression [Lee and Su, 2019] . Our simulations provide some empirical justification for the performance of the latter approach.
Yau and Volaufova [2019] developed a novel hypothesis testing procedure with respect to the multivariate linear envelope model. They showed that model averaging as in Eck and Cook [2017] is very successful and is comparable in performance to their proposed methodology. They dismissed the model averaging technique by saying, "there is an intuitive justification for why the model average estimator is not that viable. We may recall that the original motivation for applying the envelope model is to achieve dimension reduction. When one obtainsθ w , it is true that this estimator accounts for the variability for selecting u, however, because all possible envelope models are involved in (5) and (10), it becomes unclear which subspace is being projected to as a result." The motivation for envelope methodology is not to "achieve dimension reduction," rather the motivation for envelope methodology is to increase efficiency in multivariate analyses without altering traditional objectives [Cook, 2018 , first sentence of page 1]. Dimension reduction is at the core of envelope methodology, but it is just a means to an end for achieving useful variance reduction. The reporting of a specific subspace is not of foundational importance to practitioners seeking variance reduction, especially when there is both uncertainty in the subspace selected and its dimension.
When there is uncertainty about the correct envelope dimension, model averaging with our weighted envelope estimator provides a desirable balance between massive variance reduction and correct model specification.
adopted from MatLab code that accompanied Zhang and Mai [2018] . This code is readily available upon request.
Supplementary Materials for "General model-free weighted envelope estimation"
This supplement contains the proofs of all technical results that appear in the main text. It is also a fully reproducible technical report which makes the R based simulations and diabetes data analysis fully transparent. The Matlab based simulations adopted from Zhang and Mai [2018] are not fully reproduced here, however the code to produce those simulations is available upon request. This supplement begins with the proof of technical results followed by numerical examples and the R functions used to create these examples.
Proofs of technical results in main text
Proof of Lemma 2. Note that
.
By definition of I FG n (k), we have that
We show that w FG k → 0 as n → ∞ for all k = u by following a similar argument as the proof of Theorems 3.1 and 3.2 in Zhang and Mai [2018] . Lemma 2 in Zhang and Mai [2018] states that J(Γ u ) < J(Γ k ) < 0 for all k = 0, . . ., u − 1, and J(Γ k ) = J(Γ u ) for all k = u + 1, . . ., p. First suppose that k = 0, . . ., u − 1.
In this setting, we have that (17) tends to ∞ as n → ∞. Now suppose that k = u, . . ., p. In this setting, we have that n J n ( Γ k ) − J n ( Γ u ) = O P (1) in (17). Therefore (17) tends to ∞ as n → ∞ when k = u + 1, . . ., p. Putting this together implies that w FG k → 0 for all k = u and w FG u → 1 as n → ∞.
Proof of Lemma 3. Note that
We show that w 1D k → 0 as n → ∞ for all k = u by following a similar argument as the proof of Theorems 3.1 and 3.2 in Zhang and Mai [2018] . First suppose that k > u and observe that
We have that φ j,n (v j ) = O P n −1 . Therefore
as n → ∞. From (18) we can conclude that w 1D k → 0 as n → ∞ for all k > u. Now suppose that k < u. Let
The function φ j,n (v j ) → φ j (v j ) < 0 in probability as shown in the proof of Propositions 5 and 6 in Cook and Zhang [2016] . Therefore n I 1D n (u) − I 1D n (k) → −∞ as n → ∞. From (18) we can conclude that w 1D k → 0 as n → ∞ for all k < u. Therefore w 1D k → 0 as n → ∞ for all k = u which implies that w 1D u → 1 as n → ∞.
as n → ∞ where the rates of the bound are given by (14) . We have that
The same steps as (19) 
For
as in the proof of Zhang and Mai [2018, Theorem 3.1] . Similarly we have that
Therefore the rates for the exponent in the last line of (19) and the right hand side of (20) are −n|O P (1)|. Notice that the rates in the last line of (19) and the right hand side of (20) are upper bounded when k = 0.
Putting this together yields
for all 0 ≤ k < u. Now consider u < k ≤ p. From the proof of Zhang and Mai [2018, Theorem 3.1] we have that J n ( Γ u ) − J n ( Γ k ) = O p (n −1 ). Combining this result with the steps in (19) yields
A similar argument applied to the starred data gives
The rates in both (21) and (22) are upper bounded when k = u − 1. Putting this together yields
as desired and the conclusion follows.
¡!-
Proof of Theorem 2. Notice that
as n → ∞ for all k = u and find the rates at which they vanish. We have that
where the last equality follows from the fact that θ k − θ u = |O P (1)| for all k = 1, . . ., p. This is because θ k → θ for all k = u, . . ., p and θ k → a ≤ θ for all k = 1, . . ., u − 1 since the envelope estimator exhibits shrinkage when k = 1, . . ., u − 1. First suppose that k = 1, . . ., u − 1. In this setting Cook and Zhang, 2016, proof of Theorems 5 and 6] . From (23) we have
Now suppose that k = u + 1, . . ., p. In this setting, φ k,n (v k ) = O p n −1 [Zhang and Mai, 2018, proof of Theorem 3.1] . From (23) we have
The same steps in (24) and (25) apply to the starred data so that
and
Our conclusion follows by noting that (24), (25), (26), and (27) + 1, ..., p) ;
Numerical examples
The following software packages are needed to reproduce the analyses in the main text.
rm(list = ls()) library(tidyverse) library(TRES) library(MASS) library(foreach) library(doParallel) library(xtable) library(faraway)
To register doParallel to be used with foreach, we call the registerDoParallel function and specify the number of cores to be used for parallel computing. 
Logistic regression simulations Setting A:
We reproduce the logistic regression simulation in the main text. We first create the basis matrix Γ for the true envelope space and the basis matrix for its orthogonal complement Γ 0 . We next create the core of the material and immaterial variation, denoted as Ω and Ω 0 respectively.
Omega <diag(2:3)
Omega0 <diag(exp(c(-4:1) ))
We now build the variance matrix of the predictor variables and construct the true canonical parameter vector (regression coefficient vector) as an element contained in span(Γ).
SigmaX <-Gamma% * %Omega% * %t(Gamma) + Gamma0% * %Omega0% * %t(Gamma0) beta <-Gamma % * % t(Gamma) % * % (1 + (1:p -p/2)/(pˆ2)) eig <eigen(SigmaX) SigmaX.half <-eig$vec % * % diag(sqrt(eig$val)) % * % t(eig$vec)
We now perform the nonparametric bootstrap procedure for all envelope estimators of the canonical parameter vector mentioned in the main text and the MLE. This nonparametric bootstrap has a bootstrap sample size of 5000. Our bootstrap simulation will consider two model selection regimes for determining the envelope dimensionû 1D at every iteration. In one scheme, we estimate the envelope dimension at every iteration of the bootstrap (variable u). In the other scheme, we estimate the dimension of the envelope space in the original data set and then treat this estimated dimension as the true dimension when we resample our data and calculate these envelope estimators (fixed u), thus ignoring the variability associated with model selection. Theorem 3 in the main text provides some guidance for the performance of the nonparametric bootstrap for estimating the variability of θ 1D w , an analog does not exist for the other envelope estimators. The logistic sim function below generates a logistic regression model that incorporates the above envelope structure that is stored in your global environment. The function then calls on model boot (code is in the Appendix) to perform the nonparametric bootstrap with respect to all considered estimators. This function also returns the estimated envelope dimension at every iteration of the nonparametric bootstrap.
logistic_sim <function(n, p = p){ X <matrix(rnorm(n * p), nrow = n) % * % SigmaX.half gx <as.numeric(X % * % beta) Y <rbinom(n, size = 1, prob = 1 / (1 + exp(-gx))) data_sim <as.data.frame(cbind(Y, X)) m1 <glm(Y˜-1 + ., family = "binomial", data = data_sim) model_boot(model = m1, nboot = nboot, cores = numCores) }
We perform the nonparametric bootstrap at five different sample sizes.
set.seed(13) n <c(300, 500, 750, 1000) nboot <-5000 system.time({ lsims <lapply(n, function(j) logistic_sim(n = j, p = p)) }) The estimated efficiency gains for envelope estimators (se * (θ)/se * (θ env )) across sample sizes is depicted below: (diag(x) ))) }) ratios_boot_l <lapply (1:length(lsims), function(j 
SEs_boot_l <lapply(1:length(lsims), function(j){ do.call(cbind, lapply(normvar(lsims[[j]]), function(x) sqrt
Setting B:
We next create the core of the material and immaterial variation, denoted as Ω and Ω 0 respectively, build the variance matrix of the predictor variables, and construct the true canonical parameter vector (regression coefficient vector) as an element contained in span(Γ).
Omega <diag(exp(-c(4:5))) Omega0 <diag(exp(c(-3:2))) SigmaX <-Gamma% * %Omega% * %t(Gamma) + Gamma0% * %Omega0% * %t(Gamma0) beta <-Gamma % * % t(Gamma) % * % (1 + (1:p -p/2)/(pˆ2)) eig <eigen(SigmaX) SigmaX.half <-eig$vec % * % diag(sqrt(eig$val)) % * % t(eig$vec)
set.seed(13) RNGkind("L'Ecuyer-CMRG") n <c(300, 500, 750, 1000) nboot <-5000 system.time({ lsimsB <lapply(n, function(j) logistic_sim(n = j, p = p)) }) 
Poisson regression simulations
Setting A:
We reproduce the Poisson regression simulation in the main text. The setup is essesntially the same as the logistic regression simulations. We first create the basis matrix Γ for the true envelope space and the basis matrix for its orthogonal complement Γ 0 . We next create the core of the material and immaterial variation, denoted as Ω and Ω 0 respectively.
Omega <diag(c(1,10) ) Omega0 <diag(exp(-6:-1))
The poisson sim function below generates a Poisson regression model that incorporates the above envelope structure that is stored in your global environment. The function then calls on model boot (code is in the Appendix) to perform the nonparametric bootstrap with respect to all considered estimators. This function also returns the estimated envelope dimension at every iteration of the nonparametric bootstrap.
poisson_sim <function(n, p = p){ X <matrix(rnorm(n * p), nrow = n) % * % SigmaX.half gx <as.numeric(X % * % beta) Y <rpois(n, lambda = exp(gx)) data_sim <as.data.frame(cbind(Y, X)) m1 <glm(Y˜-1 + ., family = "poisson", data = data_sim) model_boot(model = m1, nboot = nboot, cores = numCores) } We perform the nonparametric bootstrap at five different sample sizes. set.seed(13) RNGkind("L'Ecuyer-CMRG") n <c(300, 500, 750, 1000) nboot <-5000 system.time({ psims <lapply(n, function(j) poisson_sim(n = j, p = p)) }) 
Setting B:
We first create the basis matrix Γ for the true envelope space and the basis matrix for its orthogonal complement Γ 0 , build the variance matrix of the predictor variables, and construct the true canonical parameter vector (regression coefficient vector) as an element contained in span(Γ).
Omega <diag(exp(c(-3,-2) )) Omega0 <diag(exp(-4:1)) SigmaX <-Gamma% * %Omega% * %t(Gamma) + Gamma0% * %Omega0% * %t(Gamma0) beta <-Gamma % * % t(Gamma) % * % rowMeans(Gamma) eig <eigen(SigmaX) SigmaX.half <-eig$vec % * % diag(sqrt(eig$val)) % * % t(eig$vec)
set.seed(13) RNGkind("L'Ecuyer-CMRG") n <c(300, 500, 750, 1000) nboot <-5000 system.time({ psimsB <lapply(n, function(j) poisson_sim(n = j, p = p)) }) 
Diabetes example
Model free envelope estimation techniques and maximum likelihood estimation are then used to estimate the canonical parameter vector corresponding to a logistic regression model (the regression coefficient vector with inverse logit link function) for diabetes diagnoses.
We load in the diabetes data from the faraway package. Log transformations are used for several predictor variables as a means to transform the variable to approximate normality while maintaining a scale that is interpretable. The respose variable is a diagnosis of diabetes based in an individual's hemoglobin percentage (HbA1c). A positive diagnosis is when HbA1c > 6.5%. Only complete records are kept for this analysis.
data(diabetes)
## add diagnosis and roughly transform predictors to univarite normality dat <-diabetes %>% mutate(diagnose = ifelse(glyhb > 6.5,1,0)) %>% mutate(l.stab.glu = log(stab.glu), l.weight = log(weight), l.age = log(age), l.hip = log(hip), l.waist = log(waist), l.height = log(height)) %>% dplyr::select(diagnose, l.age, l.weight, l.height, l.waist, l.hip, gender, l.stab.glu) ## exclude missing observations dat <na.omit(dat) ## turn gender to factor variable dat$gender <as.factor(dat$gender)
Here are density plots of the log transformed predictor variables. We now fit the model with diagnosis as a response variable and log transformed versions of age, weight, height, waist, hip, and stabilized glucose as predictors.
m1 <glm(diagnose˜., family = "binomial", data = dat, x = TRUE, y = TRUE) betahat <-m1$coefficients xtable(summary(m1)) We now perform the nonparametric bootstrap procedure for all envelope estimators mentioned in the main text and the MLE. This nonparametric bootstrap has a bootstrap sample size of 5000.
set.seed(13) numCores <-detectCores() nboot <-5000 RNGkind("L'Ecuyer-CMRG") boot_sample_diabetes <-model_boot(model = m1, nboot = nboot, cores = numCores, intercept = TRUE)
The distribution of the estimated dimension across bootstrap iterations is depicted below. A non-trivial amount of model selection volitility exists across iterations of our nonparametric bootstrap.
round(table(boot_sample_diabetes[, ncol(boot_sample_diabetes)]) / nboot, 3)
## ## 1 2 3 4 5 ## 0.568 0.358 0.067 0.007 0.000
The Frobenius norm of all boostrapped covariance matrices for all estimators is depicted below: unlist(lapply(normvar(boot_sample_diabetes), function(x) norm(x, type="F"))) ## se_wt se_env se_env_fixedu se_MLE ## 26.762481 30.571294 1.040725 37.316460
Ratios of bootstrap standard errors are reported below. These ratios compare the MLE to the envelope estimators under study. The bootstrap standard error for the MLE is displayed in the numerator, so that a value greater than 1 indicate variance reduction via envelope methodology. colnames(ratios_diabetes) <c("se(MLE)/se(env_wt)", "se(MLE)/se(env_varu)", "se(MLE)/se(env_fixu)") rownames(ratios_diabetes) <names(m1$coefficients) [ The estimated envelope dimension and weights vector are displayed in the code below. We can see that the estimated envelope dimension is 1 in the original sample, and the vector of weights is close to a point mass at 1. The weighted envelope estimator and the envelope estimator at the estimated dimension are very similar. That being said, the bootstrap distribution for the estimated envelope dimension u is far from a point mass at 1 and the bootstrap standard errors for the weighted envelope estimator are lower than those obtained by using the variable u approach which selects u at every dimension. ## [1] 0.9921 0.0078 0.0001 0.0000 0.0000 0.0000 0.0000
We now replicate Table 2 in the main text. This table displays the performance of envelope estimates of the regression coefficients (canonical parameter vector) for the logistic regression of diabetes diagnosis on seven predictors. The first, third, and sixth column display the weighted envelope estimator, the envelope estimator withû = 1, and the MLE respectively. The second column displays the bootstrap standard error of the weighted envelope estimator. The fourth and fifth columns display the bootstrap standard error for the envelope estimator under the variable u and fixed u regimes respectively. The seventh column displays the bootstrap standard error of the MLE. The last three columns displays the ratio of bootstrap standard errors of all envelope estimators to the those of the MLE.
Ghat <-manifold1D(M = M, U = U, u = u) Env_diabetes <as.numeric((Ghat % * % t(Ghat)) % * % b) Env_wt_diabetes <as.numeric(wtenv(M, U, wt = wt_bic, b)) inference_diabetes <round(cbind(Env_wt_diabetes, if (is.null(opts$mxitr)) opts$mxitr = 800 X <-OptManiMulitBallGBB(W0, opts, fun1D, M, U)$X return(X) } ## compute M and U with normal predictors for logistic ## regression model with normal predictors Logistic_cov <function(Y,X,a,b){ n <nrow(X); p <ncol(X) theta <-a + X% * %b wts <as.numeric(exp(theta)/((1 + exp(theta))ˆ2)) wts <-wts/mean(wts) Exw = t(wts) % * % X / n Sxw <t(X-do.call(rbind, replicate(n, Exw, simplify=FALSE))) % * % diag(wts) % * % (X-do.call(rbind, replicate(n, Exw, simplify=FALSE))) / n Ys <-theta + (Y-exp(theta)/(1+exp(theta)))/wts Eyw <t(wts) % * % Ys / n Sxyw <t(X-do.call(rbind, replicate(n, Exw, simplify=FALSE))) % * % diag(wts) % * % (Ys-do.call(rbind, replicate(n, Eyw, simplify=FALSE))) / n Syw = t(Ys-do.call(rbind, replicate(n, Eyw, simplify=FALSE))) % * % diag(wts) % * % (Ys-do.call(rbind, replicate(n, Eyw, simplify=FALSE))) / n M <-Sxw U <-Sxyw% * %t(Sxyw) / as.numeric(Syw) out = list(M = M, U = U)
