Using Bayesian Statistics in Health Psychology
Health psychology has advanced our understanding of the influence of biopsychosocial factors on disease development and has been instrumental in improving health-care services and the treatment of chronic conditions, but like other areas of psychology has been criticised for publishing underpowered studies. This may be in part be due to many researchers relying on intuition and rules of thumb when determining sample size (Maxwell, 2004) . There are also strong incentives to engage in research practices that make findings publishable more quickly (Bakker et al., 2016) and that produce novel statistically significant results (typically p < .05; Fanelli , 2011; Nosek, Spies, & Motl, 2012) .
One proposed solution has been the publication of pre-specified analysis plans which have for some time been a gold standard for randomised controlled trials (Head et al., 2015) . A suitable platform for this is the Open Science Framework, which allows documents to be published online for free in a timely manner, and is now a recommended repository for the Nature Publishing Group's data journal (Munafò et al., 2017) . Another proposed solution is the use of Bayesian analysis.
Historically, psychologists have tended to focus on frequentist statistics, following a hybrid of the Fisherian and Neyman-Pearson approach. In brief, this involves specifying a null and alternative hypothesis, deciding on a significance level, collecting the data and calculating the tests statistic and p-value, and then comparing this p-value to the significance level. As this approach focuses on the probability of the data given the null hypothesis, it cannot tell us the converse i.e. the probability of the null hypothesis given the data, although p-values are often misinterpreted in this way (Open Science Collaboration, 2012) .
In the Bayesian framework, one can evaluate the extent of evidence for and against both the null and alternative hypothesis. It is also entirely appropriate to collect data until a hypothesis has been confirmed or disconfirmed with a specified level of confidence and to conduct analyses on small sample sizes without violating underlying assumptions (Wagenmakers et al., 2011) . Researchers should of course be warned against selecting this approach in order to justify an underpowered study. In fact, Bayesian estimates in the presence of a miss-specified prior distribution can actually perform worse than a frequentist approach with small sample corrections (Edwards, Lindman, & Savage, 1963) and still require a study to have a greater number of observations relative to parameters (McNeish, 2016) .
Bayesian analysis works by combining in a natural manner our past experience (our prior knowledge or prior probability) with the results of our current experiment (data) to result in a revised probability (posterior probability):
The fact that we use the word 'our' indicates the subjective nature of this method of statistical inference. It is this concern and the belief that its concepts are difficult to understand and are hard to implement that has probably contributed to its under-use in Health Psychology (Lee & Song, 2016) . Since 2010 there has been growth in the absolute number of published articles using or referencing Bayesian analysis across subject areas (see Figure 1) (Lesaffre & Lawson, 2012; Warner et al., 2016) . This is despite the fact that psychology students are adept at acquiring an intuitive understanding of a number of Bayesian concepts and that advances in software means that implementation is relatively easy (Change et al., 2012) . Several psychology journals are also now actively encouraging individuals to consider a Bayesian approach, including the journal Basic and Applied Social Psychology, which has completely banned the use of null hypothesis significant tests. One can however, as we discuss below, use a Bayesian and Frequentist approach in unison in the form of a Bayes Factor. As such, the article by Depaoli, Rus, Clifton, van de Schoot and Tiemensma (2017) in this issue of Health Psychology Review is very welcome. The authors provide a detailed introduction to Bayesian analysis for normally distributed data and a worked example of implementing Bayesian estimation in the context of blood pressure changes after experience of an acute stressor. Although Bayesian analysis is not available in SPSS, the authors offer syntax for a regression analysis in many different statistical programs including Mplus and R (the latter being free). Importantly, there is a clear detailed checklist for the reporting of Bayesian analysis which includes the need to specify how prior probabilities were arrived at and assessing the sensitivity of the model to these. The authors acknowledge that it is unlikely that this article alone will be sufficient to learn how to conduct or implement a Bayesian analysis, and readers are referred to a number of online materials and advanced readings. For example, the authors do not discuss non-normally distributed data which may require an understanding of the binomial, gamma, beta and/or uniform distributions.
There is also a possibility of taking a semi-Bayesian rather than a full-Bayesian approach (for a detailed discussion of the differences see Díaz, 2010) . This is done through the calculation of Bayes Factors from output from Frequentist analysis procedures. Bayes Factors are simply the ratio of the (average) likelihood of two hypotheses being correct given a set of data and can be seen as equivalent to a likelihood ratio:
A Bayes Factor equivalent of the Frequentist p<0.05 threshold has been proposed by Jeffreys (Rouder & Morey, 2010) : a Bayes Factor greater than 3 was suggested as a reasonable threshold for considering that the experimental hypothesis is correct while a Bayes Factor less than 1/3 rd would lead to a judgement that the experimental hypothesis was incorrect. Several software packages are available for the calculation of Bayes Factors including an online calculator developed by Zoltan Dienes (http://www.lifesci. sussex.ac.uk/home/Zoltan_Dienes/inference/Bayes.htm) and a modified version by John Christie using R code (Kruschke, 2011) . Both approaches require the specification of an expected effect size (i.e. a plausible range of predicted values based on previous studies, judgement or clinical significance), the published effect size (e.g. mean difference or log odds ratio) and standard error of this parameter (for further details see Jeffreys, 1961) .
In summary, there is need for Health Psychologists to consider alternatives to the traditional Frequentist statistical analysis approach. Bayesian statistics, be it a full analysis as suggested by Depaoli and colleagues or a Bayes Factor approach, has several advantages including the ability to make inferences on small sample sizes and to draw inferences for and against the experimental hypothesis. There are limitations to its implementation including the complexity of the analysis, but Depaoli et al. (2017) 's article provides an excellent introduction to the area. Researchers should of course be warned against selecting this approach in order to justify an underpowered study and prespecified analysis plans with expected effect sizes should be made available. This is of course difficult when publication record and career success seem to be maximized through the conduction of small studies with 10-40% statistical power (Christie, 2011) . Bayesian analysis is also not the sole solution to the reproducibility problem inherent in psychological research. This will also require a consideration of how to protect studies from cognitive biases, improving methodological training, increased collaborations, encouraging transparency and open data, diversifying peer review and rewarding correct statistical practices (Head et al., 2015) .
