The typical algorithmic problem in viral marketing aims to identify a set of influential users in a social network, who, when convinced to adopt a product, shall influence other users in the network and trigger a large cascade of adoptions. However, the host (the owner of an online social platform) often faces more constraints than a single product, endless user attentions, unlimited budget and unbounded time; in reality, multiple products need to be advertised, each user can tolerate only a small number of recommendations, influencing user has a cost and advertisers have only limited budgets, and the adoptions need to be maximized within a short time window.
Introduction
Online social networks play an important role in the promotion of new products, the spread of news, and the diffusion of technological innovations. In these contexts, the influence maximization problem (or viral marketing problem) typically has the following flavor: identify a set of influential users in a social network, who, when convinced to adopt a product, shall influence other users in the network and trigger a large cascade of adoptions. This problem has been studied extensively in the literature from both the modeling and algorithmic aspects (Kempe et al., 2003; Chen et al., 2010; Borgs et al., 2012; Rodriguez and Schölkopf, 2012; Du et al., 2013b) .
However, the host (the owner of an online social platform) often faces more constraints than a single product, endless user attentions, unlimited budget and unbounded time; in reality
• Timing requirement: the advertisers expect that the influence should occur within a certain time window, and different products may have different time requirements.
• Multiple products: multiple products can spread simultaneously across the same set of social entities through different diffusion channels. These products may have different characteristics, such as revenue and speed of spread.
• User constraint: users of the social network, each of which can be a potential source, would like to see only a small number of advertisement. Furthermore, users may be grouped according to their geographical locations and advertisers may have a target population they want to reach.
• Product constraint: seeking initial adopters has a cost the advertiser needs to pay to the host, while the advertisers of each product have a limited amount of money.
Therefore, the goal of this paper is to solve the influence maximization problem by taking these myriads of practical and important constraints into consideration.
With respect to the multi-product and timing requirements, we propose to apply product-specific continuoustime diffusion models by incorporating the timing information into the influence estimation. Many previous work on influence maximization are mostly based on static graph structures and discrete-time diffusion models (Kempe et al., 2003; Chen et al., 2010; Borgs et al., 2012) , which cannot be easily extended to handle the asynchronous temporal information we observed in real world influence propagation. Artificially discretizing the timing information introduces additional tuning parameters, and will become more complicated in the multiple-product setting. A sequence of recent works argued that modeling cascade data and information diffusion using continuous-time models can provide significantly improved performance than their discretetime counterparts in recovering hidden diffusion networks and predicting the timing of events (Du et al., 2012 (Du et al., , 2013a Gomez Rodriguez et al., 2011 Zhou et al., 2013a,b) . In our paper, we will also use the continuous-time diffusion models which provide us more accurate influence predictions (Du et al., 2013b) .
With respect to the user and product constraints, we formulate these requirements by restricting the feasible domain over which the maximization is performed. We show that the overall influence function of multiple products is a submodular function, and the restrictions correspond to the constraints over the ground set of this submodular function. A very recent paper (Soma et al., 2014) studies the influence maximization subject to one knapsack constraint, but the problem is for one product over a known bipartite graph between marketing channels and potential customers, while we consider the more general and challenging problem for multiple products over general unknown diffusion networks. The work (Ienco et al., 2010; Sun et al., 2011 ) also seeks to select a fixed number of memes for each user so that the overall activity in the network is maximized. However, they have addressed the user constraints but disregarded the product constraints during the initial assignment. (Narayanam and Nanavati, 2012) studies the cross-sell phenomenon (the selling of the first product raises the chance of selling the second), and the only constraint is a money budget for all the products. No user constraints are considered and the cost of assigning to different user is uniform for each product.
Finally, the recent work (Lu et al., 2013 ) also considers the allocation problem of multiple items from the host's perspective, however with a few key differences from our work. First, (Lu et al., 2013) assumes that all items spread over the same fixed network structure given in advance based on the modified discretetime diffusion model. Yet, in real scenarios, we may have no priori knowledge about the underlying network structure, and different items can have different diffusion structures as well, so we instead learn each product-specific diffusion networks directly from the data. Second, (Lu et al., 2013) considers the aspect of competition during the diffusion process without directly addressing the user and product constraints. In contrast, we model the constraints among multiple items during the initial stage of assignment due to users' dislike about advertisements and advertisers' budgets. Thirdly, (Lu et al., 2013) focuses the experimental evaluation of the proposed heuristic method only on the synthetic data. We instead provide mathematically rigorous formulation to design efficient algorithms with provable performance guarantee and further show in real testing data that the resulting allocation can indeed induce large scale diffusion.
Therefore, the main contributions of the paper include a novel formulation of a real world problem of significant practical interest, new efficient algorithms with provable theoretical guarantees, and strong empirical results. Furthermore,
• Unlike prior work that considers an a-priori described simplistic discrete-time diffusion model, we first learn the diffusion networks from data by using continuous-time diffusion models. This allows us to address the timing constraints in a principled way.
• We formulate the influence maximization problem with aforementioned constraints as a submodular maximization under the intersection of matroid constraints and knapsack constraints. The submodular function we use is based on the actual diffusion model learned from data with the time window constraint. This novel formulation provides us a firm theoretical foundation for designing greedy algorithms with provable approximation guarantees.
• We propose an efficient adaptive-threshold greedy algorithm which is linear in the number of products and proportional to O(|V| + |E * |) where |V| is the number of nodes (users) and |E * | is the number of edges in the largest diffusion network. We prove that this algorithm is guaranteed to find a solution with an overall influence of at least roughly ka 2+2k of the optimal value, when k a out of the k knapsack constraints are active. This improves over the best known approximation factor achieved by polynomial time algorithms in the combinatorial optimization literature. In the case when advertising each product to different users has uniform cost, the constraints reduce to an intersection of two matroids, and we obtain an approximation factor of roughly 1/3, which is optimal for such optimization.
• We evaluate our algorithm over large synthetic and real world datasets. We observe that it can be faster than the traditional greedy algorithm with lazy evaluation, and is scalable to networks with millions of nodes. In terms of maximizing overall influence of all products, our algorithm can find an allocation that indeed induces the largest diffusion in the testing data with at least 20-percent improvement overall compared to other scalable alternatives.
In the remainder of the paper, we first formalize our problem, modeling various types of practical requirements. We then describe our algorithm and provide the theoretical analysis. Finally, we present our experimental results and conclude the paper.
Problem Formulation
We will start with our strategies to tackle various types of practical requirements, and then describe the overall problem formulation.
Timing Constraints
The advertisers expect that the influence should occur within a certain time window, and different products may have different time requirements. To address this challenge, we will employ a continuous-time diffusion model which has been shown to perform better than discrete-time diffusion models in term of estimating diffusion influence given a time window (Du et al., 2013b) . More specifically, given a directed graph G = (V, E), we associate each edge, e := (j, i), with a transmission function, f e (τ e ). The transmission function is a density over time, in contrast to previous discrete-time models where each edge is associated with a fixed infection probability (Kempe et al., 2003) . The diffusion process begins with a set of infected source nodes, R, initially adopting certain contagion (idea, meme or product) at time zero. The contagion is transmitted from the sources along their out-going edges to their direct neighbors. Each transmission through an edge entails a random transmission time, τ , drawn independently from a density over time, f e (τ ). Then, the infected neighbors transmit the contagion to their respective neighbors. We assume an infected node remains infected for the entire diffusion process. Thus, if a node i is infected by multiple neighbors, only the neighbor that first infects node i will be the true parent. The process continues until it passes an observation window T or no more infection occurs. This continuous-time independent cascade model lays a solid foundation for us to learn and describe the asynchronous temporal information of the cascade data. Specifically, by assuming particular parametric families (Gomez Rodriguez et al., 2011; Du et al., 2013a) of the density function f e (τ e ) or even the more sophisticated nonparametric techniques (Du et al., 2012) , we can learn the diffusion network structure as well as the density function f e (τ e ) by using convex programming. Moreover, the learnt pairwise density function f e (τ e ) can be sufficiently flexible to describe the heterogeneous and asynchronous temporal dynamics between pairs of nodes, which can be challenging for the classic discrete-time models to capture.
Intuitively, given a time window, the wider the spread of an infection, the more influential the given set of sources. The influence function is thus defined as the expected number of infected nodes given a set of sources by time T (Rodriguez and Schölkopf, 2012) . Formally, given a set, R ⊆ V, of sources infected at time zero and a time window T , a node i is infected if t i T . The expected number of infected nodes (or the influence) given the set of transmission functions {f e } (j,i)∈E are defined as
where I {·} is the indicator function and the expectation is taken over the the set of dependent variables {t i } i∈V . By Theorem 4 in (Rodriguez and Schölkopf, 2012) , the influence function σ(R, T ) is submodular in R. In general, the exact influence estimation problem is a very challenging graphical model inference problem, so (Du et al., 2013b) has proposed a highly efficient randomized algorithm, CONTINEST for this task. It can estimate the influence of an arbitrary set of source nodes to an accuracy of using r = O(1/ 2 ) randomizations and O(r|E| + r|V|) computations, so we will incorporate CONTINEST into our model.
Multiple Item Constraints
Multiple products can spread simultaneously across the same set of social entities through different diffusion channels. These products may have different characteristics, such as revenue and speed of spread. To address this challenge, we will use multiple diffusion networks for different types of products. Suppose we have a set L of different products that propagate on the same set of nodes V with different diffusion dynamics. The diffusion network for product i is denoted as G i = (V, E i ). For each product i, we want to assign it to a set, R i ⊆ V, of users (source nodes), while at the same time taking into account various constraints on the sets of source nodes. Given a time T i , let σ i (R i , T i ) denote the influence of product i.
The selection of R i 's can be captured by an assignment matrix A ∈ {0, 1} |L|×|V| as follows: A ij = 1 if j ∈ R i and A ij = 0 otherwise. Based on this observation, we define a new ground set Z = L × V of size N = |L| × |V|. Each element of Z corresponds to the index (i, j) of an entry in the assignment matrix A, and selecting element z = (i, j) means assigning product i to user j (see Figure 1 for an illustration). Then our goal is to maximize the overall influence
subject to given constraints, where a i > 0 are a set of weights reflecting the different benefits of the products and R i = {j ∈ V : (i, j) ∈ S}. We now show that the overall influence function f (S) is submodular over the ground set Z. If product i is assigned to user j, then A ij = 1 (colored in red). The ground set Z is the set of indices of the entries in A, and selecting an element (i, j) ∈ Z means assigning product i to user j. The user constraint means that there are at most u j elements selected in the j-th column; the product constraint means that the total cost of the elements selected in the i-th row is at most B i .
Lemma 1 Under the continuous-time independent cascade model, the overall influence f (S) is a normalized monotone submodular function of S.
Proof By definition, f (∅) = 0 and f (S) is monotone. By Theorem 4 in (Rodriguez and Schölkopf, 2012) , the component influence function σ i (R i , T i ) for product i is submodular in R i ⊆ V. Since non-negative linear combinations of submodular functions are still submodular,
User Constraints
Users of the social network, each of which can be a potential source, would like to see only a small number of advertisement. Furthermore, users may be grouped according to their geographical locations and advertisers may have a target population they want to reach. To address this challenge, we will employ the matroids, a combinatorial structure that generalizes the notion of linear independence in matrices (Schrijver, 2003; Fujishige, 2005) . Formulating our constrained influence maximization using matroids allow us to design a greedy algorithm with provable guarantees. Formally, let each user j can be assigned to at most u j products. Then
Definition 2 A matroid is a pair, M = (Z, I), defined over a finite set, Z (the ground set), and I contains a family of sets (the independent sets) which satisfy three axioms 1. Non-emptiness: The empty set ∅ ∈ I. 2. Heredity: If Y ∈ I and X ⊆ Y , then X ∈ I. 3. Exchange: If X ∈ I, Y ∈ I and |Y | > |X|, then there exists z ∈ Y \ X such that X ∪ {z} ∈ I.
An important type of matroids are partition matroids in which the ground set Z is partitioned into disjoint subsets Z 1 , Z 2 , . . . , Z t for some t and I = {S | S ⊆ Z and |S ∩ Z i | u i , ∀i = 1, . . . , t} for some given parameters u 1 , . . . , u t . The user constraints can then be formulated as
• Partition matroid M 1 : partition the ground set into Z * j = L × {j} each of which corresponds to a column of A.
Note that matroids can model more general real world constraints that those described above, and our formulation, algorithm, and theoretical results apply to general matroid constraints (more precisely, apply to Problem 3). Our results can be used for significantly more general scenarios than the practical problem we addressed here.
For an concrete example, suppose there is a hierarchical community structure on the users, i.e., a tree T whose leaves are the users and whose internal nodes are communities consisting of all users underneath, such as customers in different countries around the world. Due to policy or marketing strategies, on each community C ∈ T , there are at most u C slots for assigning the products. Such constraints are readily modeled by the laminar matroid, which generalizes the partition matroid by allowing the subsets {Z i } to be a laminar family (i.e., for any
It can be verified that the community constraints can be captured by the matroid M = (Z, I) where I = {S ⊆ Z : |S ∩ C| u C , ∀C ∈ T }.
Product Constraints
Seeking initial adopters has a cost the advertiser needs to pay to the host, while the advertisers of each product have a limited amount of money. To address this challenge, we formulate the constraints as knapsack constraints.
Formally, let each product i has a budget B i and assigning item i to user j costs c ij > 0. For a set L of products, the constraints correspond to |L| group-knapsack constraints. To describe product constraints over the ground set Z, we introduce the following notations. For an element z = (i, j) ∈ Z, define its cost to be c(z) := c ij . Abusing the notation slightly, the cost for a subset S ⊆ Z is c(S) := z∈S c(z). Then in a feasible solution S ⊆ Z, the cost of assigning product i is c(S ∩ Z i * ), which should not be larger than its budget B i .
Without loss of generality, we can assume B i = 1 (by normalizing c ij with B i ), and also c ij ∈ (0, 1] (by throwing away any element (i, j) with c ij > 1), and define
• Group-knapsack: partition the ground set into Z i * = {i} × V each of which corresponds to one row of A. Then a feasible solution S ⊆ Z satisfies c(S ∩ Z i * ) 1, ∀i.
Note that these knapsack constraints have very specific structure: they are on different groups of a partition {Z i * } of the ground set. Furthermore, the submodular function f (S) = i a i σ i (R i , T i ) are defined over the partition. Such structures allow us to design an efficient algorithm with improved guarantee over the known results.
Overall Problem Formulation
Based on the above discussion of various constraints in viral marketing and our design choices for tackling the involved challenges, the influence maximization problem is a special case of the following constrained submodular maximization problem with P = 1 matroid and k = |L| knapsack constraints,
For simplicity, let F denote all the feasible solutions S ⊆ Z.
An important case of influence maximization, which we denote as Uniform Cost, is that for each product i, different users have the same cost c i * , i.e., c ij = c i * for any i and j. Equivalently, each product i can be assigned to at most b j users, where b i := B i /c i * . Then the product constraints are simplified to
• Partition matroid M 2 : for the product constraints with uniform cost, define a matroid M 2 = {Z, I 2 } where
In this case, the influence maximization problem in Problem 3 becomes one with P = 2 matroid constraints and no knapsack constraints (k = 0). It turns out that the analysis of this case (without knapsack) forms the base for that of the general case (with knapsack). In the following, we present our algorithm, and provide the analysis for the uniform cost case and then for the general case.
Algorithm
For submodular maximization under multiple knapsack constraints, there exist algorithms that can achieve 1 − 1 e approximation, but the running time is exponential in the number of knapsack constraints (Kulik et al., 2009 ). The matroid constraint in Problem 3 can be replaced by |V| knapsack constraints, so that the problem becomes submodular maximization under |L| + |V| knapsack constraints. However, this naïve approach is not practical for large scale scenarios due to the exponential time complexity. For submodular maximization under k knapsack constraints and P matroids constraints, the best approximation factor achieved by polynomial time algorithms is 1 P +2k+1 (Badanidiyuru and Vondrák, 2013) . This is not good enough, since in our problem k = |L| can be large, though P = 1 is small. Note that Problem 3 has very specific structure: the knapsack constraints are over different groups Z i * of the whole ground set, and the objective function is a sum of submodular functions over these different groups. Here we exploit such structure to design an algorithm, which achieves better approximation factor.
The details are described in Algorithm 1. It enumerates different values of a so-called density threshold ρ, which quantifies the cost-effectiveness of assigning a particular product to a specific user. It runs a subroutine to get a solutions for each ρ, and finally outputs the solution with maximum objective value. Intuitively, the algorithm restricts the search space to be the set of most cost-effective allocations.
The subroutine for a fixed density threshold is described in Algorithm 2. Inspired by the lazy evaluation heuristic, the algorithm maintains a working set G and a marginal gain threshold w t geometrically decreasing by a factor of 1 + δ, and sets the threshold to 0 when it is sufficiently small. At each w t , it selects new elements z that satisfying the following: (1) it is feasible and the density ratio (the ratio between the marginal gain and the cost) is over the current density threshold; (2) its marginal gain
is over the current marginal gain threshold. The term "density" comes from the knapsack problem where the marginal gain is the mass and the cost is the volume, and large density means gaining a lot without paying much. In short, the algorithm considers only assignments with high quality, and repeatedly selects feasible ones with marginal gain from large to small. Remark 1: The traditional lazy evaluation heuristic also keeps a threshold but only uses the threshold to speed up selecting the element with maximum marginal gain. Algorithm 2 can add multiple elements z from the ground set at each threshold, and thus reduce the number of rounds from the size of the solution to the number of thresholds O(
. This allows us to tradeoff between the runtime and the approximation ratio (see our theoretical guarantees).
Algorithm 1 Density Threshold Enumeration
Input: parameter δ; objective f or its approximation
Call Algorithm 2 to get S ρ . Output: argmax Sρ f (S ρ ).
Algorithm 2 Adaptive Threshold Greedy for Fixed Density
Input: parameters ρ, δ; objective f or its approximation
for z ∈ G with G ∪ {z} ∈ F and f (z|G) c(z)ρ do
Remark 2: Evaluating the objective f is expensive, which involves evaluating the influence of the assigned products. We will use the randomized algorithm by (Du et al., 2013b) to compute an estimation f (·) of the quantity f (·).
Theoretical Guarantees
Our algorithm is simple and intuitive. However, it is highly non-trivial to obtain the theoretical guarantees.
For clarity, we first analyze the simpler case with uniform cost, which then provides the base for analyzing the general case.
Uniform Cost
As shown at the end of Section 2.5, the influence maximization in this case corresponds to Problem 3 with P = 2 and no knapsack constraints. We can simply run Algorithm 2 with ρ = 0 to obtain a solution G, which is then roughly 1 P +1 -approximation. Intuition. The algorithm greedily selects the feasible element with sufficiently large marginal gain. One might wonder whether the algorithm will select just a few elements while many elements in the optimal solution O will become infeasible and will not be selected, in which case the greedy solution G is a poor approximation. Furthermore, we only use the estimation f of the influence f (i.e., | f (S) − f (S)| for any S ⊆ Z), which introduces additional error to the function value. A crucial question that has not been addressed is whether the adaptive threshold greedy algorithm is robust to such perturbations.
It turns out that the algorithm will select sufficiently many elements of high quality. First, the elements selected in optimal solution O but not selected in G can be partitioned into |G| groups, each of which associates with an element in G, such that the number of elements in the groups associating with the first t
Figure 2: Notation for analyzing Algorithm 2. The elements in the greedy solution G are arranged according to the order of being selected in Step 3 in Algorithm 2. The elements in the optimal solution O but not in the greedy solution G are partitioned into groups C t (1 t |G|), where C t are those elements in O \ G that are still feasible before selecting g t but are infeasible after selecting g t . elements in G is bounded by P t. See Figure 2 for an illustration. Second, the marginal gain of each element in G is at least as large as that of any element in the group associated with it (up to some small error). This means that even if the submodular function evaluation is inexact, the quality of the elements in the greedy solution is still good. The two claims together show that the marginal gain of O \ G is not much larger than the gain of G, and thus G is a good approximation for the problem.
Formally, suppose we use an inexact evaluation such that | f (S)−f (S)| for any S ⊆ Z, and suppose product i ∈ L spreads according to diffusion network G i = (V, E i ), and let i * = argmax i∈L |E i |. We have Theorem 3 For influence maximization with uniform cost, Algorithm 2 (with ρ = 0) outputs a solution G with f (G)
The parameter δ introduces a tradeoff between the approximation guarantee and the runtime: larger δ decreases the approximation ratio but needs fewer influence evaluations. The running time has a linear dependence on the network size and the number of products to propagate (ignoring some small logarithmic terms), so the algorithm is scalable to large networks. Analysis. Suppose G = {g 1 , . . . , g |G| } in the order of selection, and let G t = {g 1 , . . . , g t }. Let C t denote all those elements in O \ G that satisfy the following: they are still feasible before selecting the t-th element g t but are infeasible after selecting g t . That is, C t are all those elements j ∈ O \ G such that: (1) j ∪ G t−1 does not violate the matroid constraints but (2) j ∪ G t violates the matroid constraints. In other words, C t are the optimal elements "blocked" by g t . See Figure 2 for an illustration.
First, by the property of the intersection of matroids, the size of the prefix t i=1 C t is bounded by P t. The property is that for any Q ⊆ Z, the sizes of any two maximal independent subsets T 1 and T 2 of Q can only differ by a multiplicative factor at most P . To see this, note that for any element z ∈ T 1 \ T 2 , {z} ∪ T 2 violates at least one of the matroid constraints since T 2 is maximal. Let V i (1 i P ) denote all elements in T 1 \ T 2 that violates the i-th matroid, and then partition T 1 ∩ T 2 arbitrarily among these V i 's so that they cover T 1 . Note that the size of each V i must be at most that of T 2 , since otherwise by the Exchange axiom, there would exist z ∈ V i \ T 2 that can be added to T 2 without violating the i-th matroid, which is contradictory to the construction. Therefore, the size of T 1 is at most P times that of T 2 .
To apply this property, let Q be the union of G t and t i=1 C t . On one hand, G t is a maximal independent subset of Q, since no element in t i=1 C t can be added to G t without violating the matroid constraints. On the other hand, t i=1 C t is an independent subset of Q, since it is part of the optimal solution. Therefore, t i=1 C t has size at most P times |G t |, which is P t. Note that the properties of matroids are crucial for this analysis, which justifies our formulation using matroids. In summary, we have
Second, we compare the marginal gain of each element in C t to that of g t . Suppose g t is selected at the threshold τ t > 0. Then any j ∈ C t has marginal gain bounded by (1 + δ)τ t + 2 , since otherwise j would have been selected at a larger threshold before τ t by the greedy criterion. Now suppose g t is selected at the threshold w L+1 = 0. Then the marginal gain of any j ∈ C t is approximately bounded by w L+1 δ N d. Since the greedy algorithm must pick g 1 with f (g 1 ) = d, d f (g 1 ) + , and the gain of j is bounded by
Claim 2 Suppose g t is selected at the threshold τ t . Then f (j|G t−1 ) (1 + δ)
Note that the evaluation of the marginal gain of g t should be at least τ t , so this claims essentially says that the marginal gain of j is approximately bounded by that of g t .
As there are not many elements in C t (Claim 1) and the marginal gain of each element in it is not much larger than that of g t (Claim 2), the marginal gain of O \ G = |G| i=1 C t is not much larger than that of G, which is just f (G).
Claim 3 The marginal gain of
, Claim 3 essentially shows f (G) is close to f (O) up to a multiplicative factor roughly (1 + P ) and aditive factor O( P |G|). Since f (G) > |G|, it leads to roughly 1/3-approximation for our influence maximization problem by setting = δ/16 when evaluating f with CONTINEST. Combining the above analysis and the running time of CONTINEST (Du et al., 2013b) , we have our final guarantee in Theorem 3.
General Case
Here we consider the more general and more challenging case when the users may have different costs. Recall that this case corresponds to Problem 3 with P = 1 matroid constraints and k = |L| group-knapsack constraints. We show that in Algorithm 1, there is a step which outputs a solution S ρ that is a good approximation. Intuition. The key idea behind Algorithm 1 and Algorithm 2 is simple: spend the budgets efficiently and spend them as much as possible. To spend them efficiently, we only select those elements whose density ratio between the marginal gain and the cost is above the threshold ρ. That is, we assign product i to user j only if the assignment leads to large marginal gain without paying too much. To spend the budgets as much as possible, we stop assigning product i only if its budget is almost exhausted or no more assignment is possible without violating the matroid constraints. Here we make use of the special structure of the knapsack constraints on the budgets: each constraint is only related to the assignment of the corresponding product and its budget, so that when the budget of one product is exhausted, it does not affect the assignment of the other products. In the language of submodular optimization, the knapsack constraints are on a partition Z i * of the ground set and the objective function is a sum of submodular functions over the partition. For general knapsack constraints without such structure, it may not be possible to continue selecting elements as in our case.
However, there seems to be an hidden contradiction between spending the budgets efficiently and spending them as much as possible: on one hand, efficiency means the density ratio should be large, so the threshold ρ should be large; on the other hand, if ρ is large, there are just a few elements that can be considered, then the budget might not be exhausted. After all, if we set ρ to be even larger than the maximum possible, then no element is considered and no gain is achieved. In the other extreme, if we set ρ = 0 and consider all the elements, then a few elements with large costs might be selected, exhausting all the budgets and leading to a poor solution.
It turns out that there exists a suitable threshold ρ achieving a good balance between the two and leads to good approximation. The threshold is sufficiently small, so that the optimal elements we abandon (i.e., those with low density ratio) have a total gain at most a fraction of the optimum. It is also sufficiently large, so that the elements selected are of high quality (i.e., of high density ratio), and we must have sufficient gain if the budgets of some items are exhausted. Formally, for our influence maximization problem, Theorem 4 In Algorithm 1, there exists a ρ such that
where k a is the number of active knapsack constraints. The expected running time is O
The approximation factor improves over the best known guarantee
for effciently maximizing submodular functions over P matroids and k general knapsack constraints. As in the uniform cost case, the parameter δ introduces a tradeoff between the approximation and the runtime. Since the runntime has a linear dependence on the network size, the algorithm easily scales to large networks. Analysis. The analysis follows the intuition. Pick ρ =
2f (O)
P +2k+1 where O is the optimal solution. Define
By submodularity, O − is a superset of the elements in the optimal solution that we abandon due to the density threshold. By construction, its marginal gain is small:
where the small additive term O( |S ρ |) is due to inexact function evaluations. First, if no knapsack constraints are active, then the algorithm runs as if there were no knapsack constraints (but only on elements with density ratio above ρ). So we can apply the argument for the case with only matroid constraints (see the analysis up to Claim 3 in Section 4.1); but we apply it on O + instead of on O \ S ρ . Similar to Claim 3, we have
where the small additive term O( P |S ρ |) is due to inexact function evaluations. By the fact that f (O)
, we know that S ρ is roughly a 1 P +2k+1 -approximation. Second, suppose k a > 0 knapsack constraints are active. Suppose the algorithm discovers that the budget of product i is exhausted when trying to add element z, and the elements selected for product i at that time is G i . Since c(G i ∪ {z}) > 1 and each of these elements has density above ρ, the gain of G i ∪ {z} is above ρ. However, only G i is included in our final solution, so we need to show that the marginal gain of z is not large compared to that of G i . In fact, the algorithm greedily selects elements with marginal gain above a decreasing threshold w t . Since z is the last element selected and G i is nonempty (otherwise adding z will not exhaust the budget), the marginal gain of z must be bounded by roughly that of G i . In summary, the gain of G i is at least roughly 1 2 ρ. This holds for all active knapsack constraints, so the solution has value at least ka 2 ρ, which is an ka P +2k+1 -approximation. Combining the two cases, and setting k = |L| and P = 1 as in our problem, we have our final guarantee in Theorem 4.
Experiments
We systematically evaluate the performance and scalability of our algorithm, denoted by BUDGETMAX, on both the synthetic datasets mimicking the structural properties of real-world networks and the real Memetracker datasets (Leskovec et al., 2009 ) crawled from massive media-sites. We compare BUDGETMAX to its counterpart based on the learned classic discrete-time diffusion model, the particularly designed degreebased heuristics, as well as the random baseline to show that BUDGETMAX achieves significant performance gains in both cases.
Synthetic Data
Synthetic Diffusion Network Generation. We assume that products have different diffusion network structures. In particular, we allow each product to spread over one of the following three different types of Kronecker networks : (i) core-periphery networks (parameter matrix: [0.9 0.5; 0.5 0.3]) mimicking the diffusion traces of information in real world networks (Gomez Rodriguez et al., 2010) , (ii) the classic random networks ([0.5 0.5; 0.5 0.5]) used in physics and graph theory (Easley and Kleinberg, 2010) as well as (iii) hierarchical networks ([0.9 0.1; 0.1 0.9]) (Gomez Rodriguez et al., 2011) . Once the network structure is generated, we assign a general Weibull distribution (Lawless, 2002) with randomly chosen parameters from 1 to 10 in order to have heterogeneous temporal dynamics. In our experiments we have 64 products, each of which diffuses over one of the above three different types of networks with 1,048,576 nodes. Then, we further randomly select a subset V S ⊆ V of 512 nodes as our candidate target users who will receive the given 64 products. The potential influence of an allocation will be evaluated over the underlying one-million-node networks.
Influence Maximization with Uniform Costs
Competitors.We compare BUDGETMAX with nodes' degree-based heuristics of the diffusion network which are usually applied in social network analysis, where the degree is treated as a natural measure of influence. Large-degree nodes, such as users with millions of followers in Twitter, are often the targeted users who will receive a considerable payment if he (she) agrees to post the adoption of some products (or ads) from merchants. As a consequence, we first sort the list of all pairs of product i and node j ∈ V S in the descending order of node-j's degree in the diffusion network of product i. Then, starting from the beginning of the list, we add each pair one by one. When the addition of the current pair to the existing solution violates the predefined matroid constraints, we simply throw it and continue to search the next pair until we reach the end of the list. Therefore, we greedily assign products to the nodes with large degree, and we refer to this heuristic as GreedyDegree. Finally, we consider the baseline method that assigns the products to the target nodes randomly. Due to the large size of the underlying diffusion networks, we do not apply other more expensive node centrality measures such as the clustering coefficient and betweenness. Over the 64 product-specific diffusion networks, each of which has 1,048,576 nodes, the estimated influence (a) for increasing the number of products by fixing the product-constraint at 8 and user-constraint at 2; (b) for increasing product-constraint by user-constraint at 2; and (c) for increasing user-constraint by fixing product-constraint at 8. Fixing product-constraint at 8 and user-constraint at 2, runtime (d) for allocating increasing number of products and (e) for allocating 64 products to 512 users on networks of varying size. For all experiments, we have T = 5 time window.
Influence Maximization.. On each of the 64 product-specific diffusion networks, we generate a set of 2,048 samples to estimate the influence of each node according to (Du et al., 2013b) . We repeat our experiments for 10 times and report the average performance in Figure 3 in which the adaptive threshold δ is set to 0.01. First, Figure 3 (a) compares the achieved influence by increasing the number of available products, each of which has constraint 8. As the number of products increases, on the one hand, more and more nodes become assigned, so the total influence will increase. Yet, on the other hand, the competitions for a few existing valuable nodes from which information diffuses faster also increases. For GreedyDegree, because high degree nodes may have many overlapping children and highly clustered, the marginal gain by targeting only these nodes could be small. In contrast, by taking both the network structure and the diffusion dynamics of the edges into consideration, BUDGETMAX is able to find allocations that could reach as many nodes as possible as time unfolds. In Figure 3(b) , we fix the set of 64 products while increasing the number of budget per product. Again, as the competitions increase, the performance of GreedyDegree tends to converge, while the advantage of BUDGETMAX becomes more dramatic. We investigate the effect of increasing the user constraint while fixing all the other parameters. As Figure 3(c) shows, the influence increases slowly for that fixed budget prevents additional new nodes to be assigned. This meets our intuition for that only making a fixed number of people watching more ads per day can hardly boost the popularity of the product. Moreover, even though the same node can be assigned to more products, because of the different diffusion structures, it cannot be the perfect source from which all products can efficiently spread.
Scalability. We further investigate the performance of BUDGETMAX in terms of runtime when using CON-TINEST (Du et al., 2013b) as subroutine to estimate the influence. We can precompute the data structures and store the samples needed to estimate the influence function in advance. Therefore, we focus only on the runtime for the constrained influence maximization algorithm. BUDGETMAX runs on 64 cores of 2.4Ghz by using OpenMP to accelerate the first round of the optimization. We report the allocation time for increasing number of products in Figure 3(d) , which clearly shows a linear time complexity with respect to the size of the ground set. Figure 3 (e) evaluates the runtime of allocation by varying the size of the network from 16,384 to 1,048,576 nodes. We can see that BUDGETMAX can scale up to millions of nodes.
Effects of Adaptive Thresholding. In Figure 4 (a), we compare our adaptive thresholding algorithm to the lazy evaluation method. We plot the achieved influence value by different threshold δ relative to that achieved by the lazy evaluation method. Since the lazy evaluation method does not depend on the parameter, it is always 1 shown by the blue line. We can see that as δ increases, the accuracy will decrease. However, the performance is robust to δ in the sense that we can still keep 90-percent relative accuracy even if we use large δ. Finally, in Figure 4 (b), we show that as δ increases, the runtime can be significantly reduced. Thus, Figure 4 verifies the intuition that δ is able to trade off the solution quality of the allocation with the runtime. The larger δ becomes, the shorter the runtime will be, at the cost of reduced allocation quality.
Influence Maximization with Non-Uniform Costs
User-cost and product-budget generation. Our designing of user-cost mimics the real scenario where advertisers pay much more money to celebrities with millions of social network followers by letting
where c i is the cost, d i is the degree, and n 1 controls the increasing speed of cost w.r.t degree. In our experiments, we use n = 3 and normalize c i to be within [0, 1]. Then, the product-budget consists of a base value from 1 to 10 with a random adjustment uniformly chosen from 0 to 1. Competitors. Because users now have non-uniform costs, GreedyDegree should take both degree and the corresponding cost into consideration. Hence, we sort the list of all pairs of product i and node j ∈ V S in the descending order of the degree-cost ratio d j /c j in the corresponding diffusion networks to select the most cost-effective pairs. In addition, if we allow the target users to be partitioned into distinct groups (or communities), we can also allow the group-specific allocation. In particular, we may pick the most cost-effective pairs within each group locally instead, which is referred to as GreedyDegree (local). Influence Maximization. We denote our experimental settings by the tuple (#products, product-budget, user-constrain, T). In Figure 5(a-d) , we investigate the relation between the estimated influence and one of the above four factors while fixing the others constant each time. In all cases, BUDGETMAX significantly outperforms the other methods, and the achieved influence increases monotonically. Group limits. In Figure 5 (e), we study the effect of the Laminar matroid combined with group knapsack constraints, which is the most general type of constraint we handle in this paper. The selected target users are further partitioned into K groups randomly, each of which has Q i , i = 1 . . . K limit which constrains the maximum allocations allowed in each group. In practical scenarios, each group might correspond to a geographical community or organization. In our experiment, we divide the users into 8 equal-size groups and set Q i = 16, i = 1 . . . K to indicate that we want a balanced allocation in each group. Figure 5( e) shows the estimated influence with respect to the user-constraint. In contrast to Figure 5 (b), as we increase the user-constraint by giving more slots to each user, the total estimated influence keeps almost constant. This is because although the total number of available slots in each group increases, the group limit does not change. As a consequence, we still cannot make more allocations to increase the total influence. Over the 64 product-specific diffusion networks, each of which has a total 1,048,576 nodes, the estimated influence (a) for increasing the number of products by fixing the product-budget at 1.0 and user-constraint at 2; (b) for increasing product-budget by fixing user-constraint at 2; (c) for increasing user-constraint by fixing product-budget at 1.0; (d) for different time window T; and (e) for increasing user-constraint with group-limit 16 by fixing product-budget at 1.0.
Real-world Data
Finally, we investigate the allocation quality on real-world datasets. The MemeTracker data contains 300 million blog posts and articles collected for the top 5,000 most active media sites from four million websites between March 2011 and February 2012 (Gomez Rodriguez et al., 2013 . The flow of information was traced using quotes which are short textual phrases spreading through the websites. Because all published documents containing a particular quote are time-stamped, a cascade induced by the same quote is a collection of times when the media site first mentioned it. The dataset is divided into groups, each of which consists of cascades built from quotes that were mentioned in posts containing a particular keyword. We have selected 64 groups with at least 100,000 cascades as our products, which include many well-known events such as 'apple and jobs', 'tsunami earthquake', 'william kate marriage', 'occupy wall-street', etc. Learning diffusion networks. On the real-world datasets, we have no prior-knowledge about the diffusion network structure of each meme. The only information we have is the time stamp at which each meme was forwarded in each cascade, so this setting is much more challenging than that of the synthetic experiments. We evenly split the data into the training and testing sets. On the training set, we first learn each diffusion network by assuming exponential pairwise transmission functions (Gomez Rodriguez et al., 2011) for simplicity, although our method can be trivially adapted to the more sophisticated learning algorithms (Du et al., 2012 (Du et al., , 2013a . Meanwhile, we also infer the diffusion network structures by fitting the classic discretetime independent cascade model where the pairwise infection probability is learned based on the method of (Netrapalli and Sanghavi, 2012) , and the step-length is set to one. Then, we can optimize the allocation by running our greedy algorithm over these inferred networks assuming the discrete-time diffusion model. We refer to this implementation as the Greedy(discrete) method. Moreover, because we also have no ground-truth information about cost of each node, we focus on the uniform-cost case, specifically. Influence maximization. After we find an allocation over the learned networks, we evaluate the performance of the two methods on the held-out testing cascades as follows : given an product-node pair (i, j), let C(j) denote the set of cascades induced by product i that contains node j. The average number of nodes coming after j for all the cascades in C(j) is treated as the average influence by assigning product i to node j. Therefore, the influence of an allocation is just the sum of the average influence of each product-node pair in the solution. Because we have 64 representative products, in order to motivate the competitions to the available allocation slots, we randomly select 128 nodes as our target users. Figure 6 presents the evaluated results by varying the number of products (a), product constraints (b), user-constraints (c) and the observation window T , respectively. It clearly demonstrates that BUDGETMAX can find an allocation that indeed induces the largest diffusions contained in the testing data with an average 20-percent improvement overall. Visualization. We further plot part of the allocation in Figure 7 to get a qualitative intuition about the solution where the red representative memes are assigned to the respective media-sites. For example, 'tsunami earthquake' is assigned to 'japantoday.com', 'wall-street-occupy' is assigned to 'finance.yahoo.com', etc. Moreover, because different memes can have diverse diffusion networks with heterogeneous pairwise transmission function, the selected nodes are thus the ones that can invoke faster potential spreading for one or several memes along time, which include a few very popular media sites such as nytimes.com, cnn.com and several modest sites (Bakshy et al., 2011) such as freep.com, localnews8.com, etc.
Conclusion
We study the problem of maximizing the influence of multiple types of products (or information) in realistic continuous-time diffusion networks, subject to various constraints: different products can have different diffusion structures; only influence within given time windows is considered; each user can only be recom-mended to a small number of products; each product has a limited budget and assigning it to users has costs. We provide a novel formulation as a submodular maximization under an intersection of matroid constraints and group-knapsack constraints, and then design an efficient adaptive threshold greedy algorithm with provable approximation guarantees. Experiment results show that the proposed algorithm performs significantly better than other scalable alternatives in both synthetic and real world datasets.
A Complete Proofs

A.1 Uniform Cost
We first prove that a theorem for Problem 3 with general normalized monotonic submodular function f (S) and general P (Theorem 6) and k = 0, and then specify the guarantee for our influence maximization problem (Theorem 3). Suppose G = g 1 , . . . , g |G| in the order of selection, and let G t = {g 1 , . . . , g t }. Let C t denote all those elements in O \ G that satisfy the following: they are still feasible before selecting the t-th element g t but are infeasible after selecting g t . Formally,
In the following, we will prove three claims and then use them to prove the theorems. Recall that for any i ∈ Z and S ⊆ Z, the marginal gain of z with respect to S is denoted as
and its approximation is denoted by
for any z ∈ Z and S ⊆ Z. Claim 1.
. . , |G|. Proof We first show the following property about matroids: for any Q ⊆ Z, the sizes of any two maximal independent subsets T 1 and T 2 of Q can only differ by a multiplicative factor at most P . Here, T is a maximal independent subset of Q if and only if:
To prove the property, note that for any element z ∈ T 1 \ T 2 , {z} ∪ T 2 violates at least one of the matroid constraints since T 2 is maximal. Let V i (1 i P ) denote all elements in T 1 \ T 2 that violates the i-th matroid, and then partition T 1 ∩ T 2 arbitrarily among these V i 's so that they cover T 1 . Note that the size of each V i must be at most that of T 2 , since otherwise by the Exchange axiom, there would exist z ∈ V i \T 2 that can be added to T 2 without violating the i-th matroid, which is contradictory to the construction. Therefore, the size of T 1 is at most P times that of |T 2 |. Now we apply the property to prove the claim. let Q be the union of G t and t i=1 C t . On one hand, G t is a maximal independent subset of Q, since no element in t i=1 C t can be added to G t without violating the matroid constraints. On the other hand, t i=1 C t is an independent subset of Q, since it is part of the optimal solution. Therefore, t i=1 C t has size at most P times |G t |, which is P t.
Claim 2. Suppose g t is selected at the threshold τ t . f (j|G t−1 ) (1 + δ)τ t + 4 + δ N f (G), ∀j ∈ C t . Proof First, consider τ t > w L+1 = 0. We clearly have f (g t |G t−1 ) τ t and thus f (g t |G t−1 ) τ t − 2 . For each j ∈ C t , if j were considered at a stage earlier, than it would have been added to G since adding it to G t−1 will not violate the constraint. However, j ∈ G t−1 , so f (j|G t−1 ) (1 + δ)τ t . Then f (j|G t−1 ) (1 + δ)τ t + 2 .
Next, consider τ t = w L+1 = 0. For each j ∈ C t , we have f (j|G) < δ N d. In fact, by greedy selection we have the first element g 1 is of value f (g 1 ) = d, so d f (g 1 ) + . Then
The claim follows by combining the two cases. |C t |τ t + δf (G) + 4 P |G|.
The term |G| t=1 |C t |τ t P |G| t=1 τ t by Claim 1 and a technical lemma (Lemma 5). The claim follows from the fact that f (G) = t f (g t |G t−1 ) t (τ t − 2 ). As ρ i ρ i+1 , the solution u i = ρ i − ρ i+1 , i = 0, . . . , K − 1 (where ρ K = 0) is dual feasible with value Theorem 6 essentially shows f (G) is close to f (O) up to a factor roughly (1 + P ), which then leads to the following guarantee for our influence maximization problem.Suppose product i ∈ L spreads according to diffusion network G i = (V, E i ), and let i * = argmax i∈L |E i |. . Proof In the influence maximization problem, the number of matroids is P = 2. Also note that |G| f (G) f (O), which leads to 4|G| 4 f (O). The approximation guarantee then follows from setting δ/16 when using CONTINEST (Du et al., 2013b) to estimate the influence. The runtime is bounded as follows. In Algorithm 2, we need to estimate the marginal gain of adding one more product to the current solution. In CONTINEST (Du et al., 2013b) , building the initial data structure takes time O (|E i * | log |V| + |V| log 2 |V|) 1 δ 2 log |V| δ and afterwards each function evaluation takes time O 1 δ 2 log |V| δ log log |V| .
Lemma 5 If
As there are O N δ log N δ evaluations where N = |L||V|, the runtime of our algorithm follows.
A.2 Non-uniform cost
We first prove that a theorem for Problem 3 with general normalized monotonic submodular function f (S) and general P (Theorem 7), and then specify the guarantee for our influence maximization problem (Theorem 4).
Theorem 7 Suppose Algorithm 1 uses f to estimate the function f which satisfies | f (S) − f (S)| for all S ⊆ Z. There exists a ρ such that f (S ρ ) max {1, |A ρ |} (P + 2k + 1)(1 + 2δ)
where A ρ is the set of active knapsack constraints.
