This work considers the problem of design centering. Geometrically, this can be thought of as inscribing one shape in another. Theoretical approaches and reformulations from the literature are reviewed; many of these are inspired by the literature on generalized semi-infinite programming, a generalization of design centering. However, the motivation for this work relates more to engineering applications of robust design. Consequently, the focus is on specific forms of design spaces (inscribed shapes) and the case when the constraints of the problem may be implicitly defined, such as by the solution of a system of differential equations. This causes issues for many existing approaches, and so this work proposes two restriction-based approaches for solving robust design problems that are applicable to engineering problems. Another feasible-point method from the literature is investigated as well. The details of the numerical implementations of all these methods are discussed. The discussion of these implementations in the particular setting of robust design in engineering problems is new.
Introduction
This work discusses the theoretical and practical issues involved with solving design centering problems. The problems considered will be in the general form where Y ⊂ R ny , g : Y → R m , G = {y ∈ Y : g(y) ≤ 0}, X ⊂ R nx , D is a set-valued mapping from X to R ny (denoted D : X ⇒ R ny ), and vol(·) denotes the "volume" of a set (or some suitable proxy-in this work D will either be ball-or interval-valued, and the choice of volume/proxy will be clear). D(x) is called a "candidate" design space, which is feasible if D(x) is a subset of G, and optimal if it is the "largest" such feasible design space. Ensuring feasibility of the solution is typically of paramount importance in any method for the solution of (DC). An application of (DC) is to robust design problems. In this case, g represents constraints on a system or process. Given some input parameters y, one desires, for instance, onspecification product, or perhaps more importantly, safe system behavior, indicated by g(y) ≤ 0.
In robust design, one seeks a nominal set point y c at which to operate the system, and further determine the amount one can deviate from this set point (with respect to some norm) and still have safe process behavior. Then the result is that one seeks a set D(y c , δ) = {y : y − y c ≤ δ} ⊂ G. One goal might be to maximize operational flexibility, in which case the largest D(y c , δ) is sought, i.e. (y c , δ) with the largest δ. This example provides some basic motivation for the focus of this work: The focus on the case that D is ball-or interval-valued comes from the fact that a solution should yield an explicit bound on the maximum acceptable deviation from some nominal set point. The focus on solution methods that are feasible point methods comes from the fact that a solution which violates D(x) ⊂ G is not acceptable, especially when safety is concerned.
Under some subtle assumptions (discussed in §2), problem (DC) is equivalent to a generalized semi-infinite program (GSIP) expressed as sup x vol(D(x)) (GSIP) s.t. g i (y) ≤ 0, ∀y ∈ D(x), ∀i ∈ {1, . . . , m},
We note that problem (GSIP) is a specific instance of the broader class of generalized semi-infinite programs, in which g is allowed dependence on the variables x. Because design centering problems are a particular instance of GSIP, this work approaches design centering problems from the perspective of and with tools from the GSIP literature (see [59] for a recent review). This approach is hardly original [58, 61, 72] , however, bringing together these ideas in one work is useful. Further, this work compares different numerical approaches from the GSIP literature. In particular, global optimization methods are considered; as a consequence, challenges and advantages appear that are not present when applying local optimization methods. The end goal of this work is the case when the constraints of the system g are implicitly defined by the solution of systems of algebraic or differential equations, as is often the case for robust design in engineering applications. In this case, explicit expressions for g and its derivatives are, in general, difficult to obtain, and many methods for GSIP require this information in a numerical implementation. Consequently, the focus turns toward approximate solution methods inspired by global, feasible point methods. This discussion, and in particular the challenges in implementing the numerical methods, is original. Some of these approximations come from restrictions of (DC) which are apparent when considering the GSIP reformulation. Other approximations come from terminating a feasible point method early.
Connections to previous work in the literature are pointed out throughout this work. We mention a few references which do not quite fit into the rest of the organization of this work. Approaches to robust design and design centering specific to various application domains abound. In mechanical engineering, robust design of structures is considered in [46] . A design centering method is applied to a complex system such as a life-support system in [53] . A design centering applied to circuit design is considered in [4] . An approach in the specific case that n y = 3 is considered in [45] , with the classic application of gemstone cutting.
The rest of this work is organized as follows. Section 2 discusses some important concepts and the relationship between (DC) and (GSIP), and assumptions that will hold for the rest of this work. Some interesting cases of (DC) and connections to other problems including "flexibility indices" are also discussed. Section 3 discusses the case when g is an affine function. Reformulations as smooth, convex programs with polyhedral feasible sets are possible in this case. The main purpose of this section is to point out this special and tractable case. These reformulations are not necessarily apparent when approaching (DC) from the more general perspective taken in the GSIP literature, which is to use duality results for the lower level programs (see §2) to reformulate the infinite constraints. This approach is the subject of Section 4; thus in this section the lower level programs are convex programs, or more generally, strong duality holds for the lower-level programs. A number of reformulations of (DC) to simpler problems (finite nonlinear programs (NLPs) or standard semi-infinite programs (SIPs)) are possible. The application of global optimization methods to these reformulations reveals some interesting behavior that is not apparent when applying local methods, as in previous work; see §4.2.2. A numerical example demonstrates that infeasible points can be found when applying a global method to previously published reformulations. Section 5 discusses the most general case, when the lower-level programs are not necessarily convex, and the subsequent need for the aforementioned approximate solution methods inspired by global, feasible point methods. The numerical developments in this section are new, and in particular the result that a significant amount of the implementation can rely on commercially available optimization software is interesting. Examples of robust design from engineering applications are considered. Section 6 concludes with some final thoughts.
Preliminaries

Notation
As already seen, vectors are denoted by lowercase bold letters, while matrices are denoted by uppercase bold letters. A vector of ones whose size is inferred from context is denoted 1. Similarly, a vector or matrix of zeros whose size is inferred from context is denoted 0. Sets are typically denoted by uppercase italic letters. A vector-valued function f is called convex if each component f i is convex, and similarly for concavity. Denote the set of symmetric matrices in R n×n by S n×n . For a symmetric matrix M, the notation M 0 (M 0) means that M is positive (negative) semidefinite. Similarly, M 0 (M ≺ 0) means M is positive (negative) definite. For vectors, inequalities hold componentwise. Denote the determinant of a matrix M by det(M) and a square diagonal matrix with diagonal given by the vector m by diag(m). Denote the dual norm of a norm · by · * .
Equivalence of (DC) and (GSIP)
Throughout this work, the terms "equivalent" and "equivalence" are used to relate two mathematical programs in the standard way.
are said to be equivalent if for each x ∈ X, there exists z such that (x, z) ∈ S, and for each (x, z) ∈ S, x ∈ X.
Consider the lower level programs (LLPs) of (GSIP), for x ∈ X and i ∈ {1, . . . , m}:
In the context of robust design, y represents parameters or inputs to a system. In the context of GSIP, y are called the lower (level) variables, while x are called the upper variables. For x ∈ X, it is clear that if D(x) is nonempty, then x is feasible in (GSIP) iff g * i (x) ≤ 0 for each i. On the other hand, if D(x) is empty, then no constraints are required to hold in (GSIP), and so x is feasible (alternatively one could define the supremum of a real function on the empty set as −∞).
Consider the fact that G is defined as a subset of Y . If Assumption 1 did not hold, the constraints in (GSIP) would need to be modified to read
However, this leads to complications. If, for instance,
Understanding this, the equivalence of (DC) and (GSIP), established in the following result, is intuitive.
Proposition 1. Under Assumption 1, problems (DC) and (GSIP) are equivalent.
Proof. Since the objective functions in (DC) and (GSIP) are the same, we just need to establish that their feasible sets are the same. So consider x feasible in (DC). Then x ∈ X and D(x) ⊂ G. This means that for all y ∈ D(x), y ∈ Y and g(y) ≤ 0. We immediately have that x is feasible in (GSIP).
Conversely, choose x feasible in (GSIP). Again, x ∈ X and for all y ∈ D(x), g(y) ≤ 0. Under Assumption 1, D(x) is a subset of Y , and so for all y ∈ D(x), we have y ∈ G. Thus D(x) ⊂ G and x is feasible in (DC).
Related problems
A related problem is that of calculating a "feasibility index" for process design under uncertainty. This idea goes back to [27, 66, 67] , and has been addressed more recently in [20, 63, 64] . This problem can be written equivalently as an SIP in the forms
One interpretation of this problem is that x represents some process design decisions, while y is a vector of uncertain model parameters. The goal is to minimize some economic objective f of the design variables which guarantees safe process design for any realization of the uncertain parameter y (indicated by g(x, y) ≤ 0, for any y ∈ Y ). The definition of the "flexibility index" in Equation 8 of [66] is a kind of GSIP. The rest of that work focuses on conditions that allow this definition to be reformulated as an SIP of the form (1). The results in [66] focus on the case when D is interval-valued. A similar argument is repeated below, which depends on having a design space which is the image of the unit ball under an affine mapping. In this case the proxy for volume is taken to be the determinant of the matrix in the affine transformation.
Proof. The reformulation is immediate given the form of D. But to be explicit, consider the problem for given (y c , P) ∈ X g * *
, and together the inequalities imply that the feasible sets of (GSIP) and (2) are the same, and so equivalence follows.
In robust design applications, an extra step is required to make use of this form of D. To check that an operating condition or process parameters y are in the calculated design space requires checking that the norm of the solution y d of y − y c = Py d is less than one. Consequently, the LU factorization of the optimal P should be computed to minimize this computation, especially if it is to be performed online. Further, SIP (2) is still a somewhat abstract problem and assuming more structure leads to more tractable restrictions such as
where in effect the variable P in SIP (2) has been restricted to (a subset of) the space of diagonal positive-definite matrices (see also the proof of Corollary 5 for justification of the use of the logarithm of the objective). Of course (3) is still a semi-infinite problem, but under further assumptions on g and the norm used, finite convex reformulations are possible (see §3.2).
Affine constraints
This section deals with the case that g is an affine function and Y = R ny . Specifically, assume that for each i ∈ {1, . . . , m}, g i (y) = c T i y − b i , for some c i ∈ R ny and b i ∈ R. Consequently, G is a (convex) polyhedron. Reformulations for different forms of D are given; in each case the reformulation is a convex program.
In §4, reformulations of (GSIP) are presented which rely on strong duality holding for each (LLP i). Consequently, the reformulations in §4 will be applicable to the current situation with g affine and D convex-valued. However, in the best case those reformulations involve nonconvex NLPs, which do not reduce to convex programs under the assumptions of the present section. Thus, it is worthwhile to be aware of the special reformulations in the present section.
Ball-valued design space
Let the upper variables x of (DC) be (y c , δ) ∈ R ny × R, and let D(x) be the closed δ-ball around y c for some norm · : D : (y c , δ) → {y : y − y c ≤ δ}. Then problem (DC) becomes
s.t. c
Assumption 1 holds, since D(y c , δ) must trivially be a subset of Y = R ny . Problem (4) can be reformulated as a linear program (LP), following the ideas in §8.5 of [16] . Problem (4) is related to the problem of Chebyshev centering. For specific norms, this reformulation also appears in [29] . 
Proof. See [16, §8.5.1].
General ellipsoidal design space
A convex reformulation is also possible when the design space is an ellipsoid and its "shape" is a decision variable. This is a special case of the reformulation in Proposition 2. In this case, let X ⊂ {(y c , P) ∈ R ny × S ny×ny : P 0} and D : (y c , P) → {y c + Py d : y d 2 ≤ 1}, i.e., the design space is the image of the unit two-norm ball under an affine transformation, and thus an ellipsoid. Let vol(D(·)) : (y c , P) → det(P) and Y = R ny . Problem (DC) becomes
Similarly to the result in Theorem 3 (and taking the logarithm of the objective), this becomes
Problem (6) is in fact a convex program and enjoys a rich history of analysis; see [16, §8.4.2] , [44, Sections 6.4.4 and 6.5], [33] . However, further reformulation to a "standard" form (such as a semidefinite program) is necessary in order to apply general-purpose software for cone programs such as YALMIP [3, 36] and CVX [24, 23] (both of which provide front-ends for the solvers SeDuMi [65, 2] and MOSEK [1] ). This is possible by the arguments in [44, §6.4.4] 
Interval-valued design space
In the case of the infinity-norm, one can generalize the form of the design space a little more, and still obtain a fairly tractable formulation. In this case, let the upper variables x of (DC) be (y L , y U ) ∈ R ny ×R ny , and let D(y L , y U ) be a nonempty compact interval:
The reformulation of this problem has been considered in [7, 57] .
where M L i and M U j are diagonal n y by n y matrices where the j th element of the diagonals, m L i,j and m U i,j , respectively, are given by
Problem (8) is equivalent to problem (7).
Proof. Begin by analyzing the lower-level programs of (7):
. Further, the lower-level programs are linear programs with box constraints, and consequently can be solved by inspection: an optimal solution y i of the i th lower-level program can be constructed by letting y i j = y U j if c i,j ≥ 0 and
, which are the constraints in (8) . Finally, both formulations include the constraints y L ≤ y U , thus the feasible sets of Problems (8) and (7) are equivalent. Since the objective functions are the same, the problems are equivalent.
A more numerically favorable restriction of (8) is possible, at the expense of the restriction potentially being infeasible if G is "thin."
where > 0, and M L i and M U j are defined as in Theorem 4. If an optimal solution (y L, * , y U, * ) of problem (7) satisfies y U, * − y L, * ≥ 1, then this is also a solution of problem (9).
Proof. Since ln(·) is a nondecreasing concave function and for each j,
is concave on the convex feasible set, and so this maximization problem is indeed a convex program.
Denote the feasible set of problem (9) by X R . Denote the objective function of (7) by
and so (y L, * , y U, * ) is a solution of problem (9).
Convex LLP
For the most part, in this section it is assumed that the LLPs are convex programs (and so g is a concave function), but to be more accurate, the main focus of this section is when duality results hold for each LLP. When this is the case, a number of reformulations provide a way to solve (GSIP) via methods for NLPs or SIPs. In §4.1.4, the LLPs have a specific form and the concavity of g is not necessary. Reformulation results from the literature are reviewed and numerical examples considered.
Before continuing, we mention a connection to another field. As mentioned, the main focus of this section is when duality results hold for each LLP. A similar approach is taken in the study of the "robust" formulation of mathematical programs with uncertain data [8, 9] . In that work, the robust mathematical program is typically a semi-infinite program. These SIPs are reduced to finite NLPs through similar techniques that are employed in this section.
Reformulation
KKT conditions
In the literature, one of the first reformulations of (GSIP) when the LLPs are convex programs comes from replacing the LLPs with algebraic constraints which are necessary and sufficient for a maximum; i.e., their KKT conditions. This approach can be found in [60, 61] , for instance. The following result establishes the equivalence of (GSIP) with a mathematical program with complementarity constraints (MPCC), a type of NLP. Refer to MPCC (10) as the "KKT reformulation." Proposition 6. Suppose Y is a nonempty, open, convex set. Suppose D(x) is compact for each x ∈ X and D(x) = {y ∈ Y : h(x, y) ≤ 0} for some h : X × Y → R n h where h(x, ·) is convex and differentiable for each x ∈ X. Suppose that for each i ∈ {1, . . . , m} and each x ∈ X the Slater condition holds for (LLP i): there exists a y s ∈ Y such that h(x, y s ) < 0. Suppose that g is concave and differentiable. Then (GSIP) is equivalent to the MPCC
Proof. See [60, §3] .
Note that the assumptions imply that D(x) is nonempty and a subset of Y for all x ∈ X; thus Assumption 1 is still satisfied. For each i ∈ {1, . . . , m}, the hypotheses imply that (LLP i) is a differentiable convex program (satisfying a constraint qualification) which achieves its maximum; thus there exists a µ i ∈ R n h such that (y i , µ i ) is a KKT point iff y i is a global optimum of (LLP i). It can be shown that the result in Proposition 6 holds under weaker conditions than the Slater condition for the LLPs, as in [60] . However, the Slater condition has a natural interpretation in design centering problems; a design space must have some minimum size or afford some minimum amount of operational flexibility. The Slater condition is common to many reformulations in this work. Indeed, a Slater-like condition has already been used in Corollary 5 and will be used throughout the rest of §4.
The constraints µ i j h j (x, y i ) = 0, µ i j ≥ 0, and h j (x, y i ) ≤ 0 in NLP (10) are the complementarity constraints which give the class of MPCC its name. Unfortunately, there are numerical difficulties involved in solving MPCCs. This relates to the fact that the Mangasarian-Fromovitz Constraint Qualification is violated everywhere in its feasible set [18] . This motivates the reformulation of §4.1.3.
Lagrangian dual
It is helpful to analyze a reformulation of (GSIP) based on Lagrangian duality at this point. Assume D(x) = {y ∈ Y : h(x, y) ≤ 0} for some h : X × Y → R n h . Define the dual function q i (x, ·) and its effective domain by
Then define the (Lagrangian) dual problem of (LLP i) by
Under appropriate assumptions, one can establish that g * i (x) = q * i (x) (known as strong duality) for each x. This forms the basis for the following results. The first result establishes that one can always obtain an SIP restriction of (GSIP). The set M is included to facilitate certain numerical developments; see §5.1.2.
x is feasible in (GSIP).
The next result establishes that SIP (12) is equivalent to (GSIP) under hypotheses similar to those in Proposition 6.
Proof. Follows from Lemmata 3.3 and 3.4 and Theorem 3.2 in [28] .
Wolfe dual
To obtain a more numerically tractable reformulation than the KKT reformulation (10), one follows the ideas in [18] to obtain a reformulation of (GSIP) which does not have complementarity constraints. This follows by looking at the dual function q i (x, ·) and noting that if Y is a nonempty open convex set and g i and −h(x, ·) are concave and differentiable, then for µ ≥ 0, the supremum defining the dual function is achieved at y if and only if ∇g i (y) − ∇ y h(x, y)µ = 0. Consequently, one obtains the Wolfe dual problem of (LLP i):
Under suitable assumptions (namely, that (LLP i) achieves its supremum and a Slater condition), strong duality holds. An alternate proof follows, based on (much better established) Lagrangian duality results. See also Section 6.3 in [22] .
Lemma 9. Suppose Y is a nonempty open convex set. For a given x ∈ X and i ∈ {1, . . . , m}, suppose the following: D(x) is compact and D(x) = {y ∈ Y : h(x, y) ≤ 0} for some h(x, ·) : Y → R n h which is convex and differentiable. Suppose that the Slater condition holds for (LLP i) (there exists a y s ∈ Y such that h(x, y s ) < 0). Suppose g i is concave and differentiable. Then there exists
Proof. First, it is established that the Wolfe dual is weaker than the Lagrangian dual (11) (i.e.
, thus establishing weak duality between (LLP i) and the Wolfe dual). As before, since Y is a nonempty open convex set and g i and −h are concave and differentiable, then for µ ≥ 0,
Thus, for all ( y, µ) ∈ F W , we have
which also implies that µ ∈ dom(q i (x, ·)). It follows that for all ( y, µ) ∈ F W , we have µ ≥ 0, µ ∈ dom(q i (x, ·)), and
. Therefore, by definition of the dual problem (11),
Consequently, taking the infimum over all (
, by the definition of the Wolfe dual. Note that F W may be empty, in which case the infimum in the definition of q W i (x) is over an empty set, and the inequality q * i (x) ≤ q W i (x) holds somewhat trivially. Next we establish q W i (x) ≤ g * i (x), using strong duality for the Lagrangian dual. Since g i is differentiable on Y , it is continuous on Y and since D(x) is compact, (LLP i) achieves its supremum (since D(x) is nonempty under the Slater condition). Under the convexity assumptions and Slater conditions, strong duality holds for (LLP i); i.e. q * i (x) = g * i (x) (see for instance Proposition 5.3.1 in [12] ). Further, a duality multiplier exists; that is, there exists
Since (LLP i) achieves its supremum, there exists a maximizer y i of (LLP i). Because a duality multiplier exists, by Proposition 5.1.1 in [11] , we have y i ∈ arg max{g i (y) − (µ i ) T h(x, y) : y ∈ Y }, and thus
In other words, (y i , µ i ) ∈ F W defined before, which establishes the first claim. Finally, applying the definition of q W i (x) as an infimum over F W , we get that
With this, one can establish an NLP reformulation of (GSIP) which does not have complementarity constraints. Refer to NLP (14) as the "Wolfe reformulation."
is convex and differentiable for each x ∈ X. Suppose that for each i ∈ {1, . . . , m} and each x ∈ X the Slater condition holds for (LLP i): there exists a y s ∈ Y such that h(x, y s ) < 0. Suppose g is concave and differentiable. Then (GSIP) is equivalent to the NLP
Proof. Choose x ∈ X feasible in (GSIP), then g * i (x) ≤ 0 for each i. By Lemma 9, there exists
In other words, (x, y 1 , µ 1 , . . . , y m , µ m ) is feasible in (14) .
Conversely, choose (x, y 1 , µ 1 , . . . , y m , µ m ) feasible in (14) . Again, by Lemma 9 (in fact, weak duality between (LLP i) and the Wolfe dual (13) suffices), we must have g * i (x) ≤ 0 for each i, which establishes that x is feasible in (GSIP). Equivalence follows.
One notes that indeed NLP (14) does not have the complementarity constraints that make MPCC (10) numerically unfavorable. Proposition 10 is similar to Corollary 2.4 in [18] . The difference is that the latter result assumes that −g and h(x, ·) are convex on all of Y = R ny . As this is a rather strong assumption, this motivates the authors of [18] to weaken this, and merely assume that g is concave on D(x) for each x. They then obtain an NLP which adds the constraints h(x, y i ) ≤ 0 to NLP (14) . In design centering applications, assuming that g is concave on Y versus assuming g is concave on D(x) for all x is typically not much stronger anyway.
General quadratically constrained quadratic LLP
When Y = R ny , D(x) is defined in terms of a ball given by a weighted 2-norm, and each g i is quadratic, a specific duality result can be used to reformulate (GSIP). It should be stressed that this does not require that the LLPs are convex programs, despite the fact that this is part of a section titled "Convex LLP." This duality result applies to the general case of a quadratic program with a single quadratic constraint; given A 0 , A ∈ S ny×ny , b 0 , b ∈ R ny , and c 0 , c ∈ R, define
The (Lagrangian) dual of this problem is
Noting that the Lagrangian of (15) is a quadratic function, for given µ ≥ 0 the supremum defining the dual function q Q is achieved at y * iff the second-order conditions A 0 − µA 0, (A 0 − µA)y * = −(b 0 − µb), are satisfied; otherwise the supremum is +∞. This leads to
(note the similarity to the Wolfe dual in §4.1.3). Whether or not program (15) is convex, strong duality holds assuming (15) has a Slater point. That is to say, p * = d * (and the dual solution set is nonempty) assuming there exists y s such that y T s Ay s + 2b T y s + c < 0. A proof of this can be found in Appendix B of [16] . The proof depends on the somewhat cryptically named "S-procedure," which is actually a theorem of the alternative. A review of results related to the S-procedure or S-lemma can be found in [48] . The required results are stated formally in the following.
Lemma 11. Consider the quadratically constrained quadratic program (15) and its dual (16) . Suppose there exists y s such that y T s Ay s + 2b T y s + c < 0. Then p * = d * . Further, if p * is finite, then the solution set of the dual problem (16) is nonempty.
Proof. See [16, §B.4] Lemma 12. Consider problem (15) and its dual (16) . If p * = d * (strong duality holds), and there exists (µ * , y * ) with µ * in the solution set of the dual (16) and y * in the solution set of problem (15) , then (µ * , y * ) is optimal in problem (17).
Proof. Since there is no duality gap, µ * is a duality multiplier (see Proposition 5.1.4 in [11] ). Thus, any optimal solution of the primal problem (15) maximizes the Lagrangian for this fixed µ * , i.e.
A reformulation of (GSIP) when the LLPs are quadratically constrained quadratic programs follows.
Proposition 13. Suppose Y = R ny , and that for i ∈ {1, . . . , m} there exist
Proof. Note that D(P, y c ) = {y : y T Py − 2y T c Py + y T c Py c − 1 ≤ 0}. Also, for all (P, y c ) ∈ X, a solution exists for (LLP i) for each i since P is constrained to be positive definite and so D(P, y c ) is compact. Further, by assumption on X, y c is a Slater point for each LLP for all (P, y c ) ∈ X. Consequently, by Lemma 11, strong duality holds for each LLP and an optimal dual solution exists.
Choose (P, y c ) feasible in (GSIP). Then for all i, g * i (P, y c ) ≤ 0. Then by Lemma 12, there exists (µ i , y i ) optimal in the dual of (LLP i) written in the form (17) , and combined with strong duality (P, y c , µ, y 1 , . . . , y m ) is feasible in (18) . Conversely, choose (P, y c , µ, y 1 , . . . , y m ) feasible in (18) . Weak duality establishes that g * i (P, y c ) ≤ 0 for each i, and so (P, y c ) is feasible in (GSIP). Equivalence follows.
Note that program (18) contains nonlinear matrix inequalities. Consequently, many generalpurpose software for the solution of NLP cannot handle this problem. Choosing P by some heuristic leads to a more practical reformulation. Further, Y can be restricted to a subset of R ny by taking advantage of strong duality. Refer to NLP (19) as the "Quadratic reformulation."
Suppose P ∈ S ny×ny is given and P 0, and further X ⊂ {(y c , δ) :
Proof. The proof is similar to that of Proposition 13. The added constraint that the y i components of the solutions of (19) are in Y does not change the fact that (19) is a "restriction" of (GSIP) (i.e. for (y c , δ, µ, y 1 , . . . , y m ) feasible in (19) , (y c , δ) is feasible in (GSIP)).
We only need to check that for (y c , δ) feasible in (GSIP), that there exist (µ i , y i ) such that (y c , δ, µ, y 1 , . . . , y m ) is feasible in (19) (specifically that y i ∈ Y for each i). But this must hold since we can take y i and µ i to be optimal solutions of (LLP i) and its dual, respectively, for each i. Thus y i ∈ D(y c , δ) ⊂ Y for each i, and so by strong duality and Lemma 12, (y c , δ, µ, y 1 , . . . , y m ) is feasible in (19) .
The Quadratic reformulation (19) is still nonlinear and nonconvex, but the matrix inequality constraints are linear, and as demonstrated by the example in §4.2.2, these can sometimes be reformulated as explicit constraints on µ.
Convex quadratic constraints
This section discusses a special case of what was considered in §4.1.4, when D(x) is defined in terms of a ball given by a weighted 2-norm, and each g i is convex and quadratic. In this case, a convex reformulation is possible. This case has the geometric interpretation of inscribing the maximum volume ellipsoid in the intersection of ellipsoids, and has been considered in [10, §4.9 .1], [15, §3.7 .3], [16, §8.5] . The representation of the design space is a little different from what has been considered so far; it depends on the inverse of the symmetric square root of a positive semidefinite matrix.
Proposition 15. Suppose Y = R ny , and that for i ∈ {1, . . . , m} there exist (A i , b i , c i ) ∈ S ny×ny × R ny ×R, with A i 0, such that g i : y → y T A i y+2b T i y+c i . Suppose X ⊂ {(P, y c ) ∈ S ny×ny ×R ny : P 0}. Suppose that D(P, y c ) = {y : (y − y c ) T P −2 (y − y c ) ≤ 1} and vol(D(P, y c )) = det(P). Then (GSIP) is equivalent to the program
Proof. The proof depends on the following characterization of (in essence) the dual function of (LLP i) in this case: Assuming P, A i are positive definite symmetric matrices and µ i ≥ 0, we have sup y T A i y + 2b
if and only if
A proof of this equivalence can be found in §3.7.3 of [15] . Choosing (P, y c ) feasible in (GSIP), by strong duality (Lemma 11) we have that for each i there exists µ i ≥ 0 such that the dual function is nonpositive (i.e. Inequality (21) holds). Thus (P, y c , µ) is feasible in problem (20) . Conversely, for (P, y c , µ) feasible in problem (20) , by the above equivalence and weak duality (P, y c ) is feasible in (GSIP).
The matrix constraints in problem (20) are linear inequalities, and reformulating the objective along the lines of the discussion in §3.2 yields an SDP. As another practical note, the explicit matrix inverses in problem (20) 
Numerical examples
In this section global NLP solvers are applied to the reformulations of design centering problems discussed in the previous sections. The studies are performed in GAMS version 24.3.3 [21] . Deterministic global optimizers BARON version 14.0.3 [68, 52] and ANTIGONE version 1.1 [38] are employed. Algorithm 2.1 in [39] , a global, feasible-point method, is applied to the SIP reformulation. An implementation is coded in GAMS, employing BARON for the solution of the subproblems (see also the discussion in §5.1.2). The initial parameters are g,0 = 1, r = 2, and
These examples have a single infinite constraint (single LLP), and so the subscripts on g and solution components are dropped. All numerical studies were performed on a 64-bit Linux virtual machine allocated a single core of a 3.07 GHz Intel Xeon processor and 1.28 GB RAM.
Convex LLP with interval design space
The following design centering problem is considered: 1, 1, 1) . The other components of the solution and the solution times are in Table 1 .
Meanwhile, the SIP reformulation from Proposition 8 holds for M = [0, b * ], where b * = (18 × 10 3 )1 (for instance, by noting that g(y) ≥ −18 for all y ∈ Y and taking h b,i = 0.001). However, to apply the feasible-point, global solution method for SIP from [39] , Y needs to be compact, and so Table 1 . As expected, the NLP reformulations are quicker to solve than the SIP reformulation. What is somewhat surprising is that the KKT reformulation, which is an MPCC, solves more quickly than the Wolfe reformulation, which omits the complementarity constraints. This is perhaps due to the nature of the global solvers BARON and ANTIGONE, which can recognize and efficiently handle the complementarity constraints [52] , and overall make use of the extra constraints to improve domain reduction through constraint propagation.
However, note that the KKT and Wolfe reformulations involve the derivatives of g and h. Subsequently, solving these reformulations with implementations of global methods such as BARON and ANTIGONE requires explicit expressions for these derivatives. In a general-purpose modeling language such as GAMS, supplying these derivative expressions typically must be done by hand which is tedious and error prone. In contrast, the solution method for the SIP (12) from [39] involves the solution of various NLP subproblems which are defined in terms of the original functions g and h.
Nonconvex quadratic LLP
The following design centering problem is considered:
Note that g is a nonconvex quadratic function, and that the lower-level program is a quadraticallyconstrained quadratic program. Lemma 11 asserts that strong duality holds for the lower-level program assuming a Slater point exists. Each of the reformulations of §4 are considered. This is to demonstrate what happens when strong duality holds for the lower-level program, but an inappropriate reformulation is used. It will be seen that the KKT and Wolfe reformulations fail to give a correct answer, while the SIP reformulation succeeds. (19) is applicable by Corollary 14. Further, since A and P are diagonal, the matrix inequality constraint A − µP 0 in that problem can be reformulated as nonpositivity of the diagonal elements of A − µP, which reduces to µ ≥ 1 (and µ ≥ −1, but this is redundant). General-purpose solvers can handle this form of the constraint more easily. The Quadratic reformulation (19) is solved to global optimality with BARON and ANTIGONE. The relative and absolute optimality tolerances are both 10 −4 . The solution obtained in each case is y c = (0, −2), δ = 1.414. The other components of the solution and solution statistics are in Table 2 .
The SIP reformulation is also applicable in this case. The center of the design space y c is a Slater point for the lower-level program for all (y c , δ) ∈ X, and so g(y c ) ≥ −4 for all (y c , δ) ∈ X. Further, let h(y c , δ, y) = (y − y c ) T P(y − y c ) − δ 2 , so that h(y c , δ, y c ) = −δ 2 ≤ −0.01 for all (y c , δ) ∈ X. With Lemma 3.4 in [28] and the strong duality result from Lemma 11, the conclusion of Proposition 8 holds with M = [0, 400]. The overall relative and absolute optimality tolerances for the method in [39] each equal 10 −4 , and the subproblems required by the method are all solved with relative and absolute optimality tolerances equal to 2 × 10 −5 . The method terminates in 33 iterations and the solution obtained is (y c , δ) = (0, 2, 1.414), a different optimal solution for (23) . What is interesting to note is that the SIP solution method is competitive with the solution of the Quadratic reformulation for this example; see Table 2 .
Not surprisingly, the KKT and Wolfe reformulations fail to provide even a feasible solution. Quite simply, this is due to the omission of the constraint µ ≥ 1, which is the only difference between the Wolfe reformulation (14) and the Quadratic reformulation (19) . Consequently, even when strong duality holds, one must be careful if attempting to apply the KKT and Wolfe reformulations when global optima are sought. Meanwhile, in [18] , the authors apply reformulations similar to (10) and (14) to a problem with quadratic LLPs, but do not include the constraint on the duality multiplier for a nonconvex LLP. However, the focus of that work is on local solutions and methods. In particular, for the numerical results, convergence of a local solution method to an infeasible point might not be observed if the starting point is sufficiently close to a local minimum.
Nonconvex LLP
In this section, approaches for finding a feasible solution of (GSIP) are considered, with optimality being a secondary concern. To this end, the focus is on constructing restrictions of (GSIP) which can be solved to global optimality practically. This has the benefit that these methods do not rely on initial guesses that typically must be supplied to a local optimization method.
Furthermore, the motivation of this section are those instances of (GSIP) when g might not be explicitly defined. For instance, in many engineering applications, the design constraints g may be defined implicitly by the solution of a system of algebraic or differential equations; the example in §5.2.1 provides an instance. In this case, many solution methods are impractical if not impossible to apply. For example, in the previous section, global solution of the NLP reformulations (10) and (14) typically requires explicit expressions for the derivative of g. Thus applying these reformulations does not lead to a practical method. In the context of SIP, [64] provides a good discussion of why many methods (for SIP) cannot be applied practically to infinitely-constrained problems in engineering applications.
Methods
Interval restriction with branch and bound
In this section, a method for solving a restriction of (GSIP) is described. The restriction is constructed by noting that the constraint g i (y) ≤ 0 for all y ∈ D(x) is equivalent to g * i (x) ≤ 0, where g * i is defined by (LLP i). To describe the restriction and solution method, make the following assumption; as in §3.3, it is assumed that a candidate design space is an interval parameterized by its endpoints. 
Under Assumption 2, the following program is a restriction of (GSIP):
One could take g U i (A) = max{g i (y) : y ∈ A} (so that g U i (D(x)) = g * i (x) trivially). There exist a number of results dealing with such mappings; [5, 6, 34, 49] are among a few dealing with the continuity and differentiability properties of such maps. Then one approach to solve (GSIP) might be to analyze (24) as an NLP using some of these parametric optimization results. This characterizes the "local reduction" approaches in [30, 32, 51, 62] , as well as a local method for SIP which takes into account the potential nonsmoothness of g * i in [47] . The subject of this section is a different approach, where the restriction (24) is solved globally with branch and bound. In this case, one can take advantage of g U i which are cheap to evaluate. For instance, let G i be an interval-valued mapping on IY . G i is said to be inclusion monotonic if it satisfies G i (A) ⊂ G i (B) for all A, B ∈ IY with A ⊂ B. Further, G i is said to be an inclusion function of g i if it satisfies G i (A) g i (y), for all y ∈ A, A ∈ IY . Then letting g U i be the upper bound of G i , we have that g U i satisfies Assumption 2. See [43] for an introduction to interval arithmetic and inclusion functions. The benefit is that the interval-valued inclusion functions are typically cheaper to evaluate than the global optimization problems defining g * i . The idea of using interval arithmetic to construct a restriction is related to the method in [50] , except that the optimization approach in that work is based on an "evolutionary" optimization algorithm. Conceptually similar are the methods for the global solution of SIP in [13, 14] .
To solve problem (24) via branch and bound, one needs to be able to obtain lower bounds and upper bounds on the optimal objective values of the subproblems
where X k ⊂ X. For this discussion assume X k is a nonempty interval subset of X. This means X k will have the form [ 
is an upper bound for the optimal subproblem objective f * k . Meanwhile, any feasible point provides a lower bound. In the context of the current problem, there are two natural choices:
represents the "largest" candidate design space possible in X k . Consequently, if feasible, it gives the best lower bound for this node. 2. The point (v U k , w L k ) represents the "smallest" candidate design space possible in X k , and thus is more likely to be feasible, and thus to provide a nontrivial lower bound. However, if it is infeasible, i.e. if
by the monotonicity property in Assumption 2), and thus X k can be fathomed by infeasibility.
As noted, with the definition g U i (D(x)) = g * i (x), determining whether either of these points is feasible requires evaluating g * i , which is still a global optimization problem. In contrast, if the g U i are cheap to evaluate, these lower and upper bounds are also cheap to obtain. Under mild assumptions, if (GSIP) has a solution, so does the restriction (24) , although it may be a somewhat trivial solution. Assume g U i ([y, y]) = g i (y) for all y (as is the case when g U i is the upper bound of an interval extension of g i ). Let D(x * ) = [y L, * , y U, * ] be a solution of (GSIP); then for any y ∈ D(x * ), one has g i ( y) ≤ 0 for all i, and so [ y, y] is feasible in the restriction (24) , assuming ( y, y) ∈ X. Although [ y, y] would violate the Slater condition that has been present in many results, it is unnecessary in this approach.
Numerical experiments (see §5.2.1) show that the branch and bound algorithm applied to this problem can be slow. To try to explain why this might be the case, consider the lower and upper bounds described above. For a nonempty interval subset
. Thus, the bounding procedure described is at least first-order convergent (see Definition 2.1 in [70] , noting that the present problem is a maximization). See Appendix A for the general case. However, also note that for all α > 0, there exists nonempty
This establishes that the method is not, in general, second-order convergent. When the solution is unconstrained, a convergence order of two or greater is required to avoid the "cluster problem" when applying the branch and bound method; this refers to a phenomenon that hinders the efficiency of the branch and bound method (see [19, 71] ). A deeper understanding of these issues might be wise if attempting to develop the method in this section further.
SIP restriction
Proposition 7 provides the inspiration for another restriction-based method; for M ⊂ R n h with nonempty intersection with the nonnegative orthant, SIP (12) is a restriction of (GSIP) (this follows from weak duality). If this SIP restriction is feasible, subsequently solving it with a feasible-point method yields a feasible solution of (GSIP). In contrast, the other duality-based reformulations of (GSIP), such as those in Propositions 6 and 10, do not provide restrictions if the assumption of convexity of the LLPs is dropped. Furthermore, as mentioned in the discussion in §4.2.1, solving these reformulations globally would require explicit expressions for the derivatives of g. Since the overall goal of this section is to be able to handle robust design problems where g might be defined implicitly by the solution of systems of algebraic or differential equations, such information can be difficult to obtain.
The discussion in §4.2.2 also demonstrates that the SIP reformulation can take advantage of strong duality even in the cases that the specific hypotheses of Proposition 8 fail. In other words, if strong duality happens to hold for the LLPs of a specific problem, there is hope that the global solution of SIP (12) will also be the global solution of the original problem (GSIP).
For simplicity assume m = 1 (so there is a single LLP) and drop the corresponding index. Global solution of SIP (12) by the feasible-point method from [39] (at a specific iteration of the method) requires the solution of the subproblems
and for given (x, µ),
for finite subsets Y LBP ⊂ Y , Y U BP ⊂ Y , and g > 0. Note that each subproblem is a finite NLP that is defined in terms of the original functions g and h, and not their derivatives. As their names suggest, (UBP) and (LBP) aim to furnish upper and lower bounds, respectively, on SIP (12) that converge as the algorithm iterates. A source of numerical difficulty that can arise in applying this method follows. A part of the algorithm is determining the feasibility (in SIP (12)) of the optimal solution (x, µ) of either (UBP) or (LBP). This requires solving (SIP LLP) and checking that q(x, µ) ≤ 0. One must either guarantee that q(x, µ) ≤ 0, or else find y ∈ Y such that g(y) − µ T h(x, y) > 0. In the latter case, y is added to the discretization set Y U BP (or Y LBP ). Typically global optimization methods find such guaranteed bounds and feasible points, but in practice one can often have the situation on finite termination that the approximate solution y of (SIP LLP) and its guaranteed upper bound U B llp satisfy g(y)−µ T h(x, y) ≤ 0 < U B llp . In this case, one cannot guarantee that the point (x, µ) is feasible in SIP (12) . Meanwhile, adding y to the discretization set Y U BP does not eliminate the previous optimal solution (x, µ), since g(y) − µ T h(x, y) ≤ 0. Consequently, it is highly likely that the numerical method used to solve (UBP) produces the same solution in the next iteration, and the same ambiguity arises when solving (SIP LLP). The cycle repeats, and the upper bound that the method provides fails to improve. A similar effect can occur with the lower-bounding problem (LBP).
This effect can be overcome by redefining g by adding a constant tolerance to its value. Consider that the pathological case g = g(y) − µ T h(x, y) ≤ 0 < U B llp occurs, where y is the approximate solution found for (SIP LLP). Assume that the relative and absolute optimality tolerances for the global optimization method used are ε rtol ≤ 1 and ε atol , respectively. In this case U B llp − g > ε rtol | g|. So assuming that the termination criterion of the global optimization procedure is U B llp − g ≤ max{ε atol , ε rtol | g|}, it is easy to see that one must have U B llp − g ≤ ε atol and thus
To determine if (x, µ) is feasible, solve (SIP LLP) and let the solution be y. Then, if g(y) + ε atol − µ T h(x, y) ≤ 0, by the preceding discussion one can guarantee that (x, µ) is feasible in the SIP (12) . However, if g(y)+ε atol −µ T h(x, y) > 0, adding the point y to the discretization set Y U BP actually does restrict the upper-bounding problem (UBP), where g is redefined as g ≡ g + ε atol . In effect, the following restriction of SIP (12) 
is being solved with a method which does not quite guarantee feasibility (in (25)) of the solutions found. However, the solutions found are feasible in the original SIP (12) . For concreteness, further aspects of this approach are discussed in the context of the example considered in §5.2.1.
Generically valid solution
Methods for the general case of GSIP, and related problems such as bi-level programs, with nonconvex lower-level programs have been presented in [41, 42, 69] . We investigate the method from [42] as another approach to solving a robust design problem.
We assume the same setting as in §4.1.2 and the previous section: for x ∈ X, D(x) = {y ∈ Y : h(x, y) ≤ 0} for some mapping h : X × Y → R n h . Then the work in [42] is based on the reformulation of (GSIP) as
This is a mathematical program with an infinite number of disjunctive constraints. These constraints are encoding the same information as in (GSIP); a given x is feasible if for each i, and for each y ∈ Y , either g i (y) ≤ 0 or y is infeasible in (LLP i) (in this case, if some constraint h j (x, y) ≤ 0 is violated). The presence of the strict inequality makes numerical solution difficult, and so (26) is relaxed to
This problem is then equivalent to the following SIP with nonsmooth constraints
The numerical solution method in [42] is based on applying the SIP method from [39] (upon which the method of §5.1.2 is based) to the SIP (28). Strictly, then, the numerical method is solving a relaxation of (GSIP), and there may be some concern that an infeasible point is found. However, we can say that the feasible set of (27) (or (28)) is "typically" the closure of the feasible set of (GSIP). The technical term is that the property is generically valid; see [25, 26] . Further, assuming that x → vol(D(x)) is continuous, maximizing it over the original feasible set or its closure yields the same optimal objective value. Further, the method is still a feasible point method, and the feasibility of candidate solutions is validated by solving the original lower-level programs (LLP i) of (GSIP) (and not, for instance, the lower-level program of the relaxation (28)). Thus, we refer to the method of this section as the "generically valid" solution.
The method in [42] for the generically valid solution of (GSIP) requires the solution of the subproblems at a specific iteration (again, assuming m = 1 and dropping the subscripts)
and for given x, sup{g(y) :
where α ∈ (0, 1) is a fixed parameter, and again, Y LBP and Y U BP are finite subsets of Y and g and h are positive parameters that may change from iteration to iteration.
In practice, the disjunctive constraints (or equivalent nonsmooth constraints) in (GSIP-UBP) and (GSIP-LBP) are reformulated by introducing binary variables as in [42] . We obtain
Since Y U BP is finite, for instance, the notation z g (y) merely means that we are indexing a vector of binary variables z g by y ∈ Y U BP . Note that this implies that the number of variables in the upper and lower bounding problems grows as the discretized sets Y U BP and Y LBP grow (which they do from iteration to iteration).
Numerical examples
We look at two different examples in which the design constraints are implicitly defined; in one, g is defined by a dynamic system, and in the another g is defined by the solution of a system of algebraic equations. These numerical studies were performed on a 64-bit Linux (Ubuntu 14.04) laptop with a 2.53GHz Intel Core2 Duo processor (P9600) and 3.8 GB RAM. Any compiled code is compiled with GCC version 4.8.4 with the -O3 optimization flag. Some of the methods require GAMS; version 24.3.3 is used [21] , which employs BARON version 14.0.3 [68, 52] .
LLP defined by dynamic system
Consider the following robust design problem. In a batch chemical reactor, two chemical species A and B react according to mass-action kinetics with an Arrhenius dependence on temperature to form chemical species C. However, A and C also react according to mass-action kinetics with a dependence on temperature to form chemical species D. The initial concentrations of A and B vary from batch to batch, although it can be assumed they are never outside the range [0.5, 2] (M). Although temperature can be controlled by a cooling element, it too might vary from batch to batch; it can be assumed it never leaves the range [300, 800] (K). What are the largest acceptable ranges for the initial concentrations of A and B and the operating temperature to ensure that the mole fraction of the undesired side product D is below 0.05 at the end of any batch operation?
As a mathematical program this problem is written as (since there is one LLP the subscript on g is dropped)
where z = (z A , z B , z C , z D ) is a solution of the initial value problem in parametric ordinary differential equationsż
on the time interval [t 0 , t f ], with initial conditions z(t 0 , y) = (y 1 , y 2 , 0, 0). See Table 3 for a summary of the parameter values used and the expressions for the kinetic parameters k 1 and k 2 . Note that the variables y 1 and y 2 correspond to the initial concentrations of A and B, respectively, while y 3 is a scaled temperature. This scaling helps overcome some numerical issues. Further, note the use of the logarithm to "convexify" the objective, which requires the constraint that any candidate design space have a minimum size. The concave objective can help speed up some of the methods. Table 3 : Parameter values for problem (29) .
Symbol Value/Expression
SIP restriction
First consider applying the SIP restriction method discussed in §5.1.2. Let
and
Thus it is clear that X, Y , and M are compact, and that the objective and constraints of the SIP restriction (12) are continuous; the latter (specifically, the continuity of g) follows from standard parametric analysis of initial value problems from, for instance, Chapter II of [37] . The value of M is somewhat arbitrary; the SIP restriction is still valid for any M . If M is too large, there can be numerical issues and solving the subproblems can be slow, but as M becomes smaller, the restriction can become more conservative.
Consider the subproblems (LBP), (UBP), and (SIP LLP) that must be solved. The lowerlevel program of the SIP restriction for this example is a global dynamic optimization problem. This problem must be solved repeatedly in the course of the SIP solution algorithm as a test for feasibility. Although this may seem daunting, the computational time is reasonable. Here, the "direct method" approach of control parameterization (sometimes called single-shooting) is taken; see §1.1 of [54] . A C++ code implementing dynamic relaxations and branch-and-bound along the lines of [54, Ch. 2] , [55, Ch. 10] , is used to solve (SIP LLP) at the required values of (x, µ).
Next consider (UBP) and (LBP). Although the function g appears in the constraints of these problems, this does not make them dynamically-constrained problems for this specific example. For this example, only the finite set of values {g(y) : y ∈ Y LBP ∪ Y U BP } is required at any iteration. These values can be obtained without too much extra effort in the course of solving the (SIP LLP) (since Y U BP and Y LBP are populated with the maximizers of the lower-level program). Meanwhile, h is a known, explicit function of x and y, as are the objectives of (UBP) and (LBP), and overall their solution is no more arduous than in the cases considered in §4. The (UBP) and (LBP) are solved in GAMS with BARON. The user-defined extrinsic function capability of GAMS is used to communicate with the C++ code solving (SIP LLP).
Meanwhile, suppose that a ball-valued design space was being used in this example, and contrast this with the situation of trying to solve the SIP reformulation from Proposition 2. Since the SIP method from [39] holds for general SIP, one could attempt to solve an exact SIP reformulation similar to the form (2). However, the upper bounding problem for that reformulation would be
The complication here is that the upper-level variables (y c , δ) are required to evaluate g; that is, in contrast to above, a finite set of values does not suffice, and in fact the upper and lower bounding problems become dynamic optimization problems in addition to the lower-level program. However, applying the solution method from [64] to the SIP reformulation from Proposition 2 might lead to a successful method for design centering problems when g is defined by the solution of a system of algebraic equations.
For the results in §5.2.1, the initial discretizations are Y LBP,0 = Y U BP,0 = ∅, the initial righthand side restriction parameter is ε g,0 = 1, the right-hand side restriction parameter reduction factor is r = 2, and the subproblems (UBP), (LBP), and (SIP LLP) are solved with relative and absolute tolerances of 5 × 10 −4 and 10 −4 , respectively. (thus ε atol = 10 −4 in (25) and the preceding discussion). We will not use any overall relative or absolute optimality termination criteria, but rather look at the best objective value for various solution times.
Generically valid solution
The same definitions as for the SIP restriction method are used for X, Y and h.
Note that, similarly to (LBP) and (UBP), the subproblem (GSIP-LBP) (or its equivalent reformulation with binary variables (GSIP-LBP-B)) only depends on a finite list of values {g(y) : y ∈ Y LBP }, and similarly for the upper bounding problem. Meanwhile, it is assumed we have the functional form of h, and so the subproblems are mixed-integer nonlinear programs (MINLP), and they are solved to global optimality in GAMS with BARON. (LLP) and (LLP-AUX) are solved similarly to (SIP LLP), with a C++ code employing branch-and-bound.
Note that since h is linear in x, the constraints of (GSIP-LBP-B) and (GSIP-UBP-B) are linear. Combined with the concave objective, these subproblems are mixed-integer convex programs and are fairly quick to solve, despite the fact that the number of variables and constraints grows with each iteration. This actually makes this method quite attractive for interval design centering.
Since the algorithm for solving SIP from [39] is similar to the algorithm for solving GSIP from [42] , similar parameters are used as for the SIP restriction method; the initial discretizations are Y LBP,0 = Y U BP,0 = ∅, the initial right-hand side restriction parameter is ε g,0 = 1, the righthand side restriction parameter reduction factor is r = 2, and the subproblems (GSIP-LBP), (GSIP-UBP), (LLP-AUX) and (LLP) are solved with relative and absolute tolerances of 5 × 10 −4 and 10 −4 , respectively. Additionally, we have α = 0.5 in (LLP-AUX), and in (GSIP-LBP-B) and (GSIP-UBP-B) we use g max = 11 andh max j = 9 for each j. As above, we will not use any overall relative or absolute optimality termination criteria, but rather look at the best objective value for various solution times.
Interval restriction with branch and bound
To apply the interval restriction method from §5.1.1, Assumption 2 must be satisfied. The main challenge is defining the upper bound function g U . In the robust design problem (29), g is defined in terms of the solution of an initial value problem in ordinary differential equations, and so the dynamic bounding method from [56] is used. This method provides interval bounds on each component of z(t f , ·), the solution of the embedded differential equations. Combined with interval arithmetic, one obtains an inclusion monotonic interval extension (and thus an inclusion function) of g. Subsequently, the upper bound of this inclusion function (denote it g U ) satisfies the relevant parts of Assumption 2. A C++ implementation of the dynamic bounding method from [56] is used in conjunction with the interval arithmetic capabilities of MC++ [17, 40] to calculate the value of g U .
The same C++ code implementing the branch-and-bound framework is used as in the previous section for solving (SIP LLP). The bounding scheme discussed in §5.1.1 is implemented with this branch-and-bound framework. The "convexified" objective does not help much with this bounding scheme. Thus the objective used is just j (y U j − y L j ). Again, we will not use any overall relative or absolute optimality termination criteria, but rather look at the best objective value for various solution times. Careful inspection of the dynamic bounding method used to construct g U reveals that the interval restriction method is in fact a restriction for the problem
In words, one is looking for the largest acceptable ranges for the initial concentrations of A and B and range for the temperature control profile to ensure that the mole fraction of D is below the threshold. This is due to the fact that the bounding method from [56] 
Continuing the evaluation of g in interval arithmetic then guarantees that g(y)
. Thus the restriction (24) still holds. Consequently, this restriction, when applied to dynamic problems, has ties to robust dynamic optimization problems, such as those considered in [31] .
Results and discussion
The results of the three methods applied to the robust design problem (29) are summarized in Table 4 and Figure 1 . Table 4 lists the best solutions for each method for the alotted solution time. In this case, each method was given approximately 10 minutes. But since each method is a feasible point method, it is interesting to see how the objective evolves over time, and in particular, with respect to a guaranteed upper bound which would give the optimality gap. This is summarized in Figure 1 .
From Figure 1 , it is clear that the generically valid method produces better feasible points for any solution time; indeed, all of its feasible points have an objective value greater than the upper bounds of the other methods. However, the best upper bound of the generically valid method is 3.5, and so there is a fair amount of gap left. Meanwhile, the SIP restriction method converges in about 70 seconds, when the upper-bounding problem (UBP) produces a feasible, and thus optimal (for the restriction) point.
Finally, the interval restriction method has an upper bound that is much lower than the best objectives of the other methods. It does make a fair amount of progress to closing the optimality Table 4 are also plotted.
gap in the 10 minutes of solution time. However, one could argue that problem (30) is a harder problem than (29) ; problem (30) has a lower-level variable that takes values in a function space. If such a robust dynamic optimization problem is of interest, the interval restriction method provides an approach to obtaining a feasible point.
LLP defined by implicit function
We investigate the performance of the SIP restriction and the generically valid solution approaches on a system in which the design constraints are given by an implicit function solving a system of algebraic equations.
We consider steady-state operation of a continuously-stirred tank reactor with constant heat capacity of its contents. Reactant A flows in at a fixed concentration. The volume flow rate of this feed can be set in the range [0.05, 2] (Ls −1 ). In the reactor, A isomerizes to form species B, which in turn can isomerize to form species C. Both isomerization reactions are exothermic, so the reactor is jacketed and cooling water at a fixed temperature can be used to cool the reactor. The volume flow rate of the cooling water can be set in the range [0.4, 2] (Ls −1 ). What is the maximum acceptable ranges on the reactant feed flow rate and cooling water flow rate to ensure that the temperature of the reactor does not exceed 350 (K)?
First, the state of the system is given by the value of the vector z; z 1 is the concentration of A; z 2 is the concentration of B; z 3 is the concentration of C; z 4 is the temperature inside the reactor; z 5 is the temperature of the cooling water flowing out of the jacketing; and z 6 is an artificial variable equalling the difference between z 4 and z 5 . These variables satisfy the system of equations 0 = f (p, z), where p 1 is the volume flow of the feed and p 2 is the volume flow of the cooling water, and See [35, §3] for a similar system. Other parameters and expressions are given in Table 5 The function g defining the design constraint that temperature remain below a certain limit is then given by g : (p, z) → z 4 − 350, where it is implied that the domain of g is the set of (p, z) such that f (p, z) = 0. Consequently, define P = [0.05, 2] × [0. 4, 2] and Y = {(p, z) ∈ P × Z : f (p, z) = 0}. We note Y is compact, since f is continuous and Y is defined in terms of a preimage of f .
Then, as a mathematical program, the robust design problem is formulated as
It might not be immediately apparent that this can be put into the same form as (GSIP); however, take
We note that the main difference is that only a subset of the lower-level variables (namely, p) are considered in the design space. The SIP restriction and generically valid methods discussed in Sections 5.1.2 and 5.1.3 apply to the present problem. Define
Given the form of Y , (SIP LLP), for instance, becomes
Since Y U BP in subproblem (UBP) is populated with optimal solutions of (SIP LLP), we must have Y U BP ⊂ Y . Thus no changes are required of (LBP) and (UBP). Similar reasoning holds for the subproblems (GSIP-UBP) and (GSIP-LBP) in the generically valid method. It is interesting to note that the SIP restriction method requires much fewer iterations, with a much more expensive lower-level program (solution of (SIP LLP) requires over 400 seconds of the total solution time). Meanwhile, the generically valid method requires many more iterations, but which are much cheaper (for instance, the total solution time of (LLP) and (LLP-AUX) is only 30 seconds).
Conclusions and future work
This work has discussed a number of approaches to solving design centering problems, motivated by the specific instance of robust design in engineering applications. Reformulations to simpler problems were reviewed; many of these are inspired by duality-based reformulations from the GSIP literature. Two approaches for determining a feasible solution of a design centering problem were discussed and applied to an engineering application of robust design. The two methods are successful, with the SIP restriction-based approach ( §5.1.2) performing better for this example.
One aspect of the restriction-based approaches in §5 that was not considered was the case of multiple infinite constraints (i.e. multiple LLPs). The interval restriction ( §5.1.1) can likely handle multiple constraints in practice without much numerical difficulty. Meanwhile, [39] mentions a potential way to extend the basic SIP algorithm; this simply depends on using separate discretization sets and restriction parameters for each LLP. Unfortunately, numerical experiments show that such an extension to the method performs poorly for design centering problems. The upper-bounding problem (UBP) has trouble finding a feasible point, and so the algorithm is slow to converge. Extending the SIP method from [39] and the GSIP method [42] merits further investigation.
A Convergence of Bounding Method from §5.1.1 
for all (y L , y U ) ∈ X, this establishes that the bounding method described in §5.1.1 is at least first-order convergent.
