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LARGE DEVIATIONS IN PRESENCE OF SMALL NOISE FOR DELAY
DIFFERENTIAL EQUATIONS AT AN INSTABILITY
NISHANTH LINGALA
Abstract. We consider delay differential equations (DDE) that are on the verge of an insta-
bility, i.e. the characteristic equation for the linearized equation has one root as zero and all
other roots have negative real parts. In presence of small mean-zero noise, we study the large
deviations from the corresponding deterministic system. Using spectral theory for DDE it is
easy to see that, the projection on to the one dimensional space corresponding to the zero root
is exponentially equivalent with the original process. For the one-dimensional process we make
the observation that the results of Freidlin-Wentzell apply.
1. Introduction
We consider Rn valued processes governed by delay differential equations (DDE) of the form
x˙(t) = L0(Πtx) + εG(Πtx) + εF (Πtx)σ(ξt),(1)
where
• Πt is the segment extractor defined by (Πtf)(θ) = f(t+ θ) for θ ∈ [−r, 0] where r > 0 is
the maximal delay in the system; note that Πt : C([−r,∞);Rn)→ C := C([−r, 0];Rn)
• L0, G, F : C → Rn, with L0 being linear, and G,F being bounded with bounded deriva-
tives
• σ is a bounded mean zero R-valued function of the Markov noise ξ
• ε≪ 1 is a small number signifying a perturbation.
We assume that there exists a bounded matrix-valued function µ : [−r, 0] → Rn×n, continuous
from the left on the interval (−r, 0) and normalized with µ(0) = 0n×n, such that
L0η =
∫
[−r,0]
dµ(θ)η(θ), ∀η ∈ C.(2)
This is not a restriction: every continuous linear operator L0 has such a representation.
We make the following assumption on L0 to reflect an instability scenario:
Assumption 1.1. Define
∆(λ) = λIn×n −
∫
[−r,0]
dµ(θ)eλθ,
where I is the identity matrix. The characteristic equation
det(∆(λ)) = 0, λ ∈ C(3)
has one solution as zero and all other solutions have negative real parts.
Roughly speaking, after the initial transients have decayed, significant changes in x occur
on times of order O(1/ε) due to the effect of G. Since σ is mean-zero, large deviations from
the corresponding deterministic system are rare on times of order O(1/ε). We obtain the rate
function governing the large deviations.
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2. Spectral theory for DDE
Under assumption 1.1 the space C can be split as C = P ⊕Q such that for the unperturbed
system x˙ = L0(Πtx), the projection of Πtx onto P does not change at all, and the norm of
the projection of Πtx onto Q decays exponentially fast. When the perturbations are present
as in (1), the P projection evolves slowly and the Q projection stays small. The P space is
one-dimensional. We find a one dimensional evolution equation which is exponential equivalent
to the P projection and for which the results from chapter 7 of [3] applies yielding the large
deviations rate function.
Here we show, given an η ∈ C, how to find the projection onto the space P . For details, see
chapter 7 of [1] and chapter 4 of [2].
We use Rn∗ to distinguish the set of 1× n vectors, from Rn which is the set of n× 1 vectors.
Define the bilinear form 〈·, ·〉 : C([0, r];Rn∗)× C([−r, 0],Rn)→ R, given by
(4) 〈ψ, η〉 := ψ(0)η(0) −
∫ 0
−r
∫ θ
0
ψ(s − θ)dµ(θ)η(s)ds.
Choose d such that ∆(0)d = 0n×1 and d2 such that d2∆(0) = 01×n. Define Φ ∈ C by the
constant Φ(•) = d and Ψ ∈ C([0, r];Rn∗) by Ψ(•) = cd2 where the constant c is choosen so that
〈Ψ,Φ〉 = 1 for the bilinear form in (4). The space C can be split as C = P ⊕ Q where P is
the space spanned by the constant function Φ. The projection operator is pi : C → P given by
pi(η) = Φ〈Ψ, η〉. The space Q can be written as {η ∈ C : pi(η) = 0}. We find use for Ψˆ def= Ψ(0).
The solution to the unperturbed system
x˙(t) = L0(Πtx)(5)
can be written as
Πtx = piΠtx+ (I − pi)Πtx = Φzt + yt
where zt = 〈Ψ,Πtx〉 and yt = Πtx − Φz(t). Note that z ∈ R is a scalar, and Φzt ∈ P and
yt ∈ Q. It can be shown that for the unperturbed system (5), z˙ = 0, i.e., z is a constant in time.
Further, it can be shown that ||yt|| decreases to zero exponentially fast (because the dynamics
on Q is governed by eigenvalues with negative real parts). Let {T (t)}t≥0, T (t) : C → C be the
semigroup generated by the DDE (5), i.e. for η ∈ C, T (t)η is the solution to (5) with the initial
condition η. Then, for η ∈ P , T (t)η = η and, ∃K,κ > 0 such that
||T (t)η|| ≤ Ke−κt||η||, ∀η ∈ Q.(6)
Solution to the perturbed equation (1) can be written in terms of the semigroup T . For this
purpose, let 1{0} : [−r, 0] → Rn×n be defined as 1{0}(θ) = 0n×n for θ < 0 and 1{0}(0) = In×n.
The solution to (1) with initial condition Π0x = η can be written as
Πtx(θ) = T (t)η(θ) +
∫ t
0
T (t− s)1{0}(θ)
(
G(Πsx) + F (Πsx)σ(ξs)
)
ds, θ ∈ [−r, 0].
The jth column of T (t− s)1{0} is the solution of (5) with the initial condition as the jth column
of 1{0}. Though (1{0}).j does not belong to C, the bilinear form (4) still makes sense and we
have pi((1{0}).j) = ΦΨˆ(1{0}).j. We still have the exponential decay ||T (t)(I − pi)(1{0}).j || ≤
Ke−κt||(I − pi)(1{0}).j|| = Ce−κt.
Using the fact that T commutes with pi we have the equations
dzt = εΨˆG(Φzt + yt)dt + εΨˆF (Φzt + yt)σ(ξt)dt,(7)
yt = T (t)y0 + ε
∫ t
0
T (t− s)(I − pi)1{0}
(
G(Φzs + ys) + F (Φzs + ys)σ(ξs)
)
ds.
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Using the exponential decay of ||T (t − s)(I − pi)1{0}|| and the boundedness of F,G, σ we have
that
||yt − T (t)y0|| < Cε(8)
for some C > 0.
3. An exponentially equivalent process
Let the scalar process z be defined by
dzt = εΨˆG(Φzt)dt + εΨˆF (Φzt)σ(ξt)dt, z0 = z0.(9)
Using the bounded derivatives of F,G and boundedness of σ, and then using (8) and the expo-
nential decay (6) we have
|zt − zt| ≤ Cε
∫ t
0
(|zs − zs|+ ||ys||)ds ≤ Cε
∫ t
0
(|zs − zs|+ ||T (s)y0||+ Cε)ds
≤ Cε2t+ Cε(1− e−κt) + Cε
∫ t
0
|zs − zs|ds.
Using Gronwall inequality we have that ∃C > 0 such that
|zt − zt| ≤ Cε, t ∈ [0, T/ε](10)
for some fixed T, ε0 > 0 and all ε > ε0. It is easy to see from (9) that significant changes for
z happens on time of order O(1/ε), and because σ is mean-zero function, significant deviations
from the deterministic system dzt = εΨˆG(Φzt)dt would be rare on times of order O(1/ε).
By (10) analogous statement holds for zt. So we define z
ε
t = zt/ε and study the rate function
governing the large deviations of zε from the correpsonding determinstic system for t ∈ [0, T ].
Define zεt = zt/ε. Then, by (10), z
ε and zε are exponentially equivalent, and so the rate function
for zε and zε are same.
Note that zεt is governed by
dzεt = ΨˆG(Φz
ε
t )dt + ΨˆF (Φz
ε
t)σ(ξ
ε
t )dt, z
ε
0 = z0,(11)
where ξεt = ξt/ε. The results of Freidlin-Wentzell (chapter 7 of [3]) apply for the large deviations
of zεt from the deterministic system z˙t = ΨˆG(Φzt).
4. Large deviations of zεt
Theorem 7.4.1 in [3] gives the following result.
Theorem 4.1. Let the process zε be governed by (9). Assume the noise ξ is homogenous markov
process such that for any z, α ∈ R
lim
T→∞
1
T
lnEξ0 exp
(
α
∫ T
0
ΨˆF (Φz)σ(ξs)ds
)
= HF (z, α)
uniformly in the initial condition ξ0 and the function HF be differentiable with respect to α. Let
H(z, α) = αΨˆG(Φz) + HF (z, α). Let L(z, β) := supα[αβ − H(z, α)]. On C([0, T ];R) introduce
the functional
S0T (ϕ) =
{∫ T
0 L(ϕs, ϕ˙s)ds, ϕ is absolutely continuous
∞ otherwise.
The functional S0T is the normalized action functional in C([0, T ];R) for the family of processes
zε as ε→ 0, the normalizing coefficient being 1/ε.
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Remark 4.1. Writing xε(t) = x(t/ε) we have xε(t) = Φ(0)zεt + y
ε
t (0) and so
|xε(t)− Φ(0)zεt − T (t/ε)y0(0)| ≤ C|zεt − zεt |+ C|yεt − T (t/ε)y0| ≤ Cε.
Recalling that ||T (t/ε)y0|| ≤ Ke−κt/ε||y0||; if ||y0|| is small enough, we can approximate the exit
rates of xε by exit rates of Φzε.
Remark 4.2. For the case of noise ξ being N -state continuous time Markov chain, theorem
7.4.2 of [3] shows that HF (z, α) is the largest eigenvalue of the N × N matrix Qα,z defined by
(Qα,z −Q)ij = δijσiαΨˆF (Φz) where Q is the generator of the Markov chain and σi is the value
of σ for the ith state.
Remark 4.3. Let ξ be a two-state symmetric markov chain with switching rate g/2, i.e.
lim
t↓0
1
t
P1→2(t) = g/2 = lim
t↓0
1
t
P2→1(t)(12)
where Pi→j(t) is the probability of transition from state i to state j in time t. Let σ(ξ = 1) =
−σ(ξ = 2) = σ0. In this case, the functional S0T can be explicitly evaluated as
S0T (ϕ) =
∫ T
0
g
2

1−
√√√√1−
(
ϕ˙s − ΨˆG(Φϕs)
σ0ΨˆF (Φϕs)
)2 ds
for ϕ absolutely continuous with |ϕ˙s − ΨˆG(Φϕs)| ≤ |σ0ΨˆF (Φϕs)| for s ∈ [0, T ] and ∞ for all
other ϕ. The following function would be useful in studying exit related problems:
V (t, a, b) = inf
ϕ0=a,ϕt=b
S0t(ϕ).
The solution can be written as
V (t, a, b) = inf
ϕ˙s=ΨˆG(Φϕs)+σ0ΨˆF (Φϕs)us,
|us|≤1, ϕ0=a, ϕt=b
∫ t
0
g
2
(
1−
√
1− u2s
)
ds.
5. Linear delay equations with fast markov perturbations
In this section we make an independent observation regarding processes of the form
x˙ε(t) = L0(Πtx
ε) + σ(ξεt ), Π0x
ε = η ∈ C(13)
where ξεt = ξt/ε with ξ being a homogenous markov process and σ being a mean-zero R
n-valued
function of the noise. Assume that for any α ∈ Rn
lim
T→∞
1
T
lnEξ0 exp
(∫ T
0
α∗σ(ξs)ds
)
= H(α)
uniformly in the initial condition ξ0 and the function H be differentiable with respect to α. Let
L(β) := supα[α
∗β −H(α)]. On C([0, T ];Rn) introduce the functional
Sσ0T (ϕ) =
{∫ T
0 L(ϕ˙s)ds, ϕ is absolutely continuous
∞ otherwise.
The functional Sσ0T is the normalized action functional in C([0, T ];R
n) for the family of processes∫ ·
0 σ(ξ
ε
s)ds as ε→ 0, the normalizing coefficient being 1/ε.
Define the map Bη : C([0, T ];R
n)→ C([0, T ];Rn) by Bηψ = v where v is the solution of
v(t) = η(0) +
∫ t
0
L0(Πsv)ds + ψ(t).
with the understanding that Π0v = η. More explicit representation of v can be given by the
variation-of-constants formula. The map Bη has inverse given by (B
−1
η v)(t) = v(t) − η(0) −
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0 L0(Πsv)ds. It can be shown using Gronwall inequality that Bη is Lipschitz. By contraction
principle we have that the action functional for xε is given by
S0T (ϕ) =
{∫ T
0 L (ϕ˙s − L0(Πsϕ)) ds, ϕ is absolutely continuous
∞ otherwise,
with the understanding that Π0ϕ is the initial condition.
Consider the case of x being R-valued, and ξ being a two-state markov chain as in the remark
4.3. The following function would be useful in studying exit related problems:
V (t, η, b) = inf
Π0ϕ=η, ϕ(t)=b
S0t(ϕ).
The solution can be written as
V (t, η, b) = inf
ϕ˙s=L0(Πsϕ)+σ0us,
|us|≤1, Π0ϕ=η, ϕ(t)=b
∫ t
0
g
2
(
1−
√
1− u2s
)
ds.
Let f : [−r,∞) → R be defined by f(t) = 0 for t < 0, f(0) = 1, and for t > 0, f satisfies
f˙(t) = L0(Πtf). Let {T (t)}t≥0 be the solution semigroup as defined in section 2. Then the
solution to
ϕ˙s = L0(Πsϕ) + σ0us, Π0ϕ = η,
can be represented using the variation-of-constants formula as
ϕ(t) = T (t)η(0) +
∫ t
0
f(t− s)σ0usds.
Hence we have
V (t, η, b) = inf∫
t
0
f(t−s)σ0usds = b−T (t)η(0)
|us|≤1
∫ t
0
g
2
(
1−
√
1− u2s
)
ds.
The RHS above can be computed explicity using calculus of variations. We have for the opti-
mality, us =
−ρf(t−s)√
1+ρ2f2(t−s)
with the Lagrange multiplier ρ obtained using
∫ t
0 f(t − s)σ0usds =
b− T (t)η(0).
Note that 1ε
∫ ·
0 σ(ξ
ε
s)ds converges weakly as ε → 0 to σ0
√
gW· where W is a Wiener process.
However, the large deviations principle for x˙ε(t) = L0(Πtx
ε) + ε(1εσ(ξ
ε
t )) is different from the
large deviations principle for dxε(t) = L0(Πtx
ε)dt+ εσ0
√
gdWt.
Large deviations for DDE with noise as Wiener process is considered in [4].
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