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a b s t r a c t
Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n denote the order statistics of random variables X1, X2, . . . , Xn
which are independent but not necessarily identically distributed (INID), and let K1, K2
be two integer-valued random variables, independent of {X1, . . . , Xn}, such that 1 ≤
K1 ≤ K2 ≤ n. It is shown that if K1 has a log-concave probability function and SI(K2|K1)
then RTI(XK2 :n|XK1 :n), and if K2 has a log-concave probability function and SI(K1|K2) then
LTD(XK1 :n|XK2 :n), where SI, RTI and LTD are three notions of bivariate positive dependence.
Based on these, we obtain that RTI(XRj:m,n|XRi:m,n) and LTD(XRi:m,n|XRj:m,n) whenever 1 ≤ i <
j ≤ m, where {XR1:m,n, . . . , XRm:m,n} are progressive Type-II censored order statistics from
INID random variables {X1, . . . , Xn}. Furthermore, one result concerning the likelihood
ratio ordering of the progressive Type-II censored order statistics is also given.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Recall that a random variable U is said to be stochastically increasing in another random variable V , denoted by SI(U|V ),
if P(U > u|V = v) is increasing in v for each u; U is right tail increasing in V , denoted by RTI(U|V ), if P(U > u|V > v)
is increasing in v for each u, and that U is said to be left tail decreasing in V , denoted by LTD(U|V ), if P(U ≤ u|V ≤ v) is
decreasing in v for each u. It is known that SI(U|V ) implies both RTI(U|V ) and LTD(U|V ), and that RTI(U|V ) neither implies
nor is implied by LTD(U|V ). For relationships between SI, RTI, LTD and other positive dependence notions, see [1].
Let X1:n ≤ X2:n ≤ · · · ≤ Xn:n denote the order statistics of random variables X1, X2, . . . , Xn which are independent but not
necessarily identically distributed (INID). Boland et al. [2] gave a counterexample to show that SI(Xj:n|X1:n) does not in general
hold for each j ≥ 1, while they proved that
RTI (Xj:n|Xi:n) and LTD (Xi:n|Xj:m) whenever 1 ≤ i ≤ j ≤ n, (1.1)
and that for any s < t and j given,
P(Xj:n > t|Xi:n > s) is decreasing in i, (1.2)
P(Xj:n < s|Xi:n < t) is increasing in i. (1.3)
These results were extended by Dubhashi and Häggström [3], Hu and Xie [4], Hu and Chen [5], and Zhuang et al. [6].
In a progressive Type-II censoring scheme, n units are placed on a lifetime test. The failure times of n units are X1, . . . , Xn,
respectively, where X1, . . . , Xn are INID random variables on a probability space (Ω,A , P) with distribution functions
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F1, . . . , Fn. A number m (m ≤ n) of units are observed to fail. A predetermined number Ri of surviving units at the time
of the ith failure are randomly selected and removed from further testing. Thus,
∑m
i=1 Ri units are progressively censored;
hence n = m +∑mi=1 Ri. The m observed failure times are called progressive Type-II censored order statistics based on
{F1, . . . , Fn}, denoted by XR1:m,n ≤ XR2:m,n ≤ · · · ≤ XRm:m,n, where R = (R1, . . . , Rm). Progressive Type-II censored order
statistics based on a common F correspond to the generalized order statistics based on F with parameters k = Rm + 1 and
mi = Ri for i = 1, . . . ,m − 1. For details on progressive Type-II censoring in the IID case, we refer to [7–10]. Progressive
Type-II censoring in the INID case has been proposed and studied by Balakrishnan and Cramer [11] and Fischer et al. [12].
For progressive Type-II censored order statistics
{
XRi:m,n, i = 1, . . . ,m
}
from INID random variables {Xi, i = 1, . . . , n},
Cramer and Lenz [13] established the positive association of
{
XRi:m,n, i = 1, . . . ,m
}
, that is, for all increasing functions
φ : Rm → R and ψ : Rm → R, we have
Cov
(
φ
(
XR1:m,n, . . . , X
R
m:m,n
)
, ψ
(
XR1:m,n, . . . , X
R
m:m,n
)) ≥ 0,
provided the covariance exists. Positive association is a notion of dependence introduced by Esary et al. [14]. Also, Cramer
and Lenz [13] obtained that
RTI
(
XRj:m,n|XR1:m,n
)
for j = 1, . . . ,m. (1.4)
It is natural to wonder whether there is an analog of (1.1) for progressive Type-II censored order statistics.
The purpose of this paper is to establish analogous result of (1.1) and one result concerning the likelihood ratio ordering
for progressive Type-II censored order statistics from INID random variables. It is shown that
RTI
(
XRj:m,n|XRi:m,n
)
and LTD
(
XRi:m,n|XRj:m,n
)
(1.5)
whenever 1 ≤ i < j ≤ m, and that if R1 ≥ R2 ≥ · · · ≥ Rm and Xpi1 ≤lr Xpi2 ≤lr · · · ≤lr Xpin for some permutation (pi1, . . . , pin)
of (1, 2, . . . , n), then
XRi:m,n≤lr XRj:m,n whenever 1 ≤ i < j ≤ m. (1.6)
The dependence property (1.5), extending (1.4), is proved in Section 3, while the likelihood ratio ordering (1.6) is given
in Section 4. The key tool used to prove these main results is the mixture representation given by Fischer et al. [12], which
relates the joint distribution function of the progressive Type-II censored order statistics to the ordinary order statistics from
INID variables. In order to apply such a mixture representation, we present one related result for ordinary order statistics
from INID variables in Section 2, which investigates the sufficient conditions on K1 and K2 such that
RTI(XK2:n|XK1:n) and LTD(XK1:n|XK2:n),
where K1 and K2, independent of INID variables {X1, . . . , Xn}, are two positive integer-valued random variables such that
1 ≤ K1 ≤ K2 ≤ n.
Throughout, ‘‘increasing’’ and ‘‘decreasing’’ mean ‘‘nondecreasing’’ and ‘‘nonincreasing’’, respectively. All expectations
are implicitly assumed to exist whenever they are written. Also, we denote by [W|A] any random vector (variable) whose
distribution is the conditional distribution ofW given event A.
2. Dependence properties of usual order statistics
Recall that a random vector U = (U1, . . . ,Un) is said to be smaller than another random vector V = (U1, . . . ,Un) in the
usual multivariate stochastic order, denoted by U≤st V, if E[φ(U)] ≤ E[φ(V)] holds for all increasing functions φ for which
the expectations exist (see [15, Sect. 6.B]).
Lemma 2.1 ([15, Theorem 6.B.9], [16]). Let Z1, Z2, . . . , Zn be independent random variables, each with a log-concave density (or
probability function). Then[
(Z1, . . . , Zn)
∣∣∣∣∣ n∑
i=1
Zi = z
]
≤st
[
(Z1, . . . , Zn)
∣∣∣∣∣ n∑
i=1
Zi = z ′
]
whenever z ≤ z ′.
Lemma 2.1 will be useful in the proof of the next result.
Theorem 2.2. Let X1, X2, . . . , Xn be INID random variables, and let K1 and K2 be two integer-valued random variables,
independent of {X1, . . . , Xn}, such that 1 ≤ K1 ≤ K2 ≤ n.
(1) If K1 has a log-concave probability function, then
SI (K2|K1) H⇒ RTI (XK2:n|XK1:n). (2.1)
(1) If K2 has a log-concave probability function, then
SI (K1|K2) H⇒ LTD (XK1:n|XK2:n). (2.2)
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Proof. We give the proof of the first part only; the proof of the second part is dual by substituting −X1,−X2, . . . ,−Xn for
X1, X2, . . . , Xn and observing that
SI (K1|K2)⇐⇒ SI (n− K1 + 1|n− K2 + 1)
and
−XKi:n = (−X)n−Ki+1:n for i = 1, 2.
We use an idea exploited in the proof of Theorem 1 of [3] and in the proof of Theorem 2.1 of [6]. Two steps are considered
below. In Step 1, we will prove (2.1) under additional assumption that
the supports of the distributions of the Xν ’s are finite and disjoint. (2.3)
Once this is done, we will complete the proof by using the standard limiting arguments in Step 2.
Step 1. Under assumption (2.3), denote by {a1, . . . , a`}, with a1 < a2 < · · · < a`, the union of the supports of the
distributions of the Xν ’s. For the convenience of notations, we assumewithout loss of generality that all the Xν ’s are positive;
that is, a1 > a0 ≡ 0. To prove (2.1), it suffices to prove that
[XK2:n|XK1:n > ar−1] ≤st[XK2:n|XK1:n > ar ] for r = 1, . . . , `− 1,
which is equivalent to
XK2:n≤st[XK2:n|XK1:n > a1] (2.4)
and
[XK2:n|XK1:n = ar ] ≤st[XK2:n|XK1:n > ar ] for r = 1, . . . , `− 1. (2.5)
First, note that (2.4) is equivalent to
[XK2:n|XK1:n = a1] ≤st[XK2:n|XK1:n > a1],
that is, (2.5) with r = 1. Next, we turn to prove (2.5) for general r . For fixed ar with 1 ≤ r < `, again by the disjointness
assumption, we can read off the unique ξ , 1 ≤ ξ ≤ n, for which Xξ = ar . Define the indicator variables
Iν = I{Xν>ar }, ν = 1, . . . , n,
and denote S = −Iξ +∑nν=1 Iν and
Λ1 = {X1I1, . . . , Xξ−1Iξ−1, ar , Xξ+1Iξ+1, . . . , XnIn},
Λ2 = {X1I1, . . . , XnIn}.
Since K1 ≤ K2, we have
[XK2:n|XK1:n = ar ] = the K2th order statistic amongΛ1, given S = n− K1, (2.6)
[XK2:n|Xξ > ar , XK1:n > ar ] = the K2th order statistic amongΛ2, given S ≥ n− K1 and Iξ = 1≥st the K2 th order statistic amongΛ1, given S ≥ n− K1, (2.7)
and
[XK2:n|Xξ ≤ ar , XK1:n > ar ] = the K2th order statistics amongΛ2, given S ≥ n− K1 + 1 and Iξ = 0
= the K2th order statistics amongΛ1, given S ≥ n− K1 + 1. (2.8)
Denote by (Y1:n, Y2:n, . . . , Yn:n) the vector of the order statistics amongΛ1. For each increasing function φ : R→ R, define
h
(
i(ξ), k1
) = E [φ(YK2:n)|I(ξ) = i(ξ), K1 = k1] ,
where I(ξ) = (I1, . . . , Iξ−1, Iξ+1, . . . , In), and i(ξ) = (i1, . . . , iξ−1, iξ+1, . . . , in) ∈ {0, 1}n−1. Clearly, h
(
i(ξ), k1
)
is increasing
in (i(ξ), k1) ∈ {0, 1}n−1 × {1, . . . , n} since SI(K2|K1), and Xν > 0 for each ν. By conditioning on I(ξ) and K1, it follows from
(2.6) that
E[φ(XK2:n)|XK1:n = ar ] = E[φ(YK2:n)|S = n− K1]
= E {E [φ(YK2:n)|I(ξ), K1] |S = n− K1}
= E [h (I(ξ), K1) |S + K1 = n] . (2.9)
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Similarly, from (2.7) and (2.8), we get that
E[φ(XK2:n)|Xξ > ar , XK1:n > ar ] ≥ E[φ(YK2:n)|S ≥ n− K1]
= E [h (I(ξ), K1) |S + K1 ≥ n] , (2.10)
E[φ(XK2:n)|Xξ ≤ ar , XK1:n > ar ] = E
[
h
(
I(ξ), K1
) |S + K1 ≥ n+ 1] . (2.11)
Since K1 and the Ij’s have log-concave probability functions, by Lemma 2.1, it follows that[(
I(ξ), K1
) |S + K1 = s]≤st [(I(ξ), K1) |S + K1 = t] whenever 0 < s ≤ t,
which implies that[(
I(ξ), K1
) |S + K1 = n]≤st [(I(ξ), K1) |S + K1 ≥ n]
and [(
I(ξ), K1
) |S + K1 = n]≤st [(I(ξ), K1) |S + K1 ≥ n+ 1] .
So
E
[
h
(
I(ξ), K1
) |S + K1 = n] ≤ E [h (I(ξ), K1) |S + K1 ≥ n] , (2.12)
E
[
h
(
I(ξ), K1
) |S + K1 = n] ≤ E [h (I(ξ), K1) |S + K1 ≥ n+ 1] (2.13)
since h is increasing. Therefore, from (2.9)–(2.13), we have
E[φ(XK2:n)|XK1:n > ar ] = E[φ(XK2:n)|Xξ > ar , XK1:n > ar ] · P(Xξ > ar |XK1:n > ar)
+ E[φ(XK2:n)|Xξ ≤ ar , XK1:n > ar ] · P(Xξ ≤ ar |XK1:n > ar)
≥ E [h (I(ξ), K1) |S + K1 ≥ n] · P(Xξ > ar |XK1:n > ar)
+ E [h (I(ξ), K1) |S + K1 ≥ n+ 1] · P(Xξ ≤ ar |XK1:n > ar)
≥ E [h (I(ξ), K1) |S + K1 = n]
= E[φ(XK2:n)|XK1:n = ar ].
This proves (2.5).
Step2. Remove assumption (2.3) in Step1. The argument is the sameas the one given in [3] or in [6]. First drop thedisjointness
assumption, and then remove the assumption of finite supports in (2.3) by using a standard limiting argument.
Therefore, we completes the proof of the theorem. 
With minor modifications of the proof of Theorem 2.2, we obtain the following more general result (Theorem 2.3). To
state it, we need the following definition: A randomvectorU = (U1, . . . ,Un) is said to be stochastically increasing in another
random variable V , denoted by SI (U|V ), if
[U|V = v] ≤st[U|V = v∗] whenever v < v∗;
U is said to be right tail increasing in V , denoted by RTI (U|V ), if
[U|V > v] ≤st[U|V > v∗] whenever v < v∗;
and U is said to be left tail decreasing in V , denoted by LTD (U|V ), if
[U|V ≤ v] ≤st[U|V ≤ v∗] whenever v < v∗.
Theorem 2.3. Let X1, X2, . . . , Xn be INID random variables, and let K1, K2, . . . , Kr be integer-valued random variables,
independent of {X1, . . . , Xn}, such that 1 ≤ K1 ≤ K2 ≤ · · · ≤ Kr ≤ n and 2 ≤ r ≤ n.
(1) If K1 has a log-concave probability function, then
SI (K2, . . . , Kr |K1) H⇒ RTI (XK2:n, . . . , XKr :n|XK1:n).
(1) If Kr has a log-concave probability function, then
SI (K1, . . . , Kr−1|Kr) H⇒ LTD (XK1:n, . . . , XKr−1:n|XKr :n).
3. Dependence properties of progressive Type-II censored order statistics
We first give a result which shows how the progressively censored order statistics can be constructed explicitly from
the usual order statistics of the lifetimes of the underlying units and some appropriately defined integer-valued random
variables.
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Theorem 3.1. Let
{
XR1:m,n, X
R
2:m,n, . . . , XRm:m,n
}
be the progressive Type-II censored order statistics from INID random variables
{X1, . . . , Xn}, and define
γj = n− j+ 1−
j−1∑
i=1
Ri, j = 1, . . . ,m.
Then we have
(i) [12,13](
XR1:m,n, X
R
2:m,n, . . . , X
R
m:m,n
) = (XK1:n, XK2:n, . . . , XKm:n) , (3.1)
where 1 = K1 < K2 < · · · < Km ≤ n are integer-valued random variables, independent of {X1, . . . , Xn}, and form aMarkov
chain with transition probabilities given by
P(Kj = k|Kj−1 = ν) =
(
n−k
γj−1
)
(
n−ν
γj
) for j = 2, . . . ,m. (3.2)
(ii) (Kj−1, Kj) is TP 2 for each j, that is,
p(ν, k∗) p(ν∗, k) ≤ p(ν, k) p(ν∗, k∗)
for all k ≤ k∗ and ν ≤ ν∗, where p(ν, k) = P(Kj−1 = ν, Kj = k).
Proof. Wegive only the proof of TP2 property of (Kj−1, Kj) for j ≥ 3; the proof for j = 2 is trivial. As remarked by Fischer et al.
[12], the random vector (K1, K2, . . . , Km) takes integer vector (k1, k2, . . . , km) satisfying the following restrictions: k1 = 1,
kj−1 + 1 ≤ kj ≤ kj−1 +
j−1∑
i=1
Ri + 1, j = 2, . . . ,m. (3.3)
Observing this, for ν < ν∗ and j ≥ 3, we have
P(Kj = k|Kj−1 = ν∗)
P(Kj = k|Kj−1 = ν) =

0, ν < k ≤ ν∗,
ν∗−1∏
i=ν
n− i
m− i− γj , ν
∗ < k ≤ ν +
j−1∑
i=1
Ri + 1,
+∞, ν +
j−1∑
i=1
Ri + 1 < k ≤ ν∗ +
j−1∑
i=1
Ri + 1,
implying that
P(Kj = k|Kj−1 = ν∗)
P(Kj = k|Kj−1 = ν) is increasing in k
for which the ratio is well defined, where a/0 is assumed to be +∞ for each a > 0. Therefore, (Kj−1, Kj) is TP2 for each
j ≥ 3. 
As pointed out by Fischer et al. [12], the stochastic representation (3.1) does not impose any assumption either regarding
the distributions or the dependence structure of the random variables X1, . . . , Xn. Theorem 3.1 plays a key role in the proofs
of the main results, Theorems 3.4 and 4.2, of this section.
To prove the log-concavity of Kj in Part (c) of Proposition 3.3, we need the following lemma, which states that the log-
concavity is closed under marginalization.
Lemma 3.2 ([17,18]). Suppose that φ : X m × Z k → [0,∞) is a log-concave function and that
g(x) =
∫
Z k
φ(x, z) dµ(z1) · · · dµ(zk)
is finite for each x ∈ X m, where X and Z denote either intervals of the real line R or subsets of integer values, and µ denotes
either Lebesgue measure onR or the counting measure on the integers. Then g is log-concave onX m.
Proposition 3.3. Let (K1, . . . , Km) be as defined in Theorem 3.1. Then
(a) SI (Ki, . . . , Km|Ki) for i = 1, . . . ,m− 1;
(b) SI (K1, . . . , Ki|Ki) for i = 2, . . . ,m;
(c) Kj has a log-concave probability function for j = 1, . . . ,m.
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Proof. Parts (a) and (b) follow from the Markov property of {K1, . . . , Km} and TP2 property of each pair (Kj−1, Kj). We have
to prove part (c).
From (3.2), the joint probability function of (K2, . . . , Km) is given by
p(k2, . . . , km) =
m∏
j=2
P(Kj = kj|Kj−1 = kj−1)
=
m∏
j=2
(
n−kj
γj−1
)
(
n−kj−1
γj
) =
(
n−km
γm−1
)
(
n−k1
γ2
) · m−1∏
j=2
(
n−kj
γj−1
)
(
n−kj
γj+1
) (3.4)
for 1 = k1 < k2 < · · · < km ≤ n. Note that(
n− km
γm − 1
)
∝
Rm−1∏
i=0
(n− km − i),(
n−kj
γj−1
)
(
n−kj
γj+1
) ∝ Rj−1∏
i=0
(n− kj − γj+1 − i)
are, respectively, log-concave in km and in kj for j = 2, . . . ,m− 1. Since the set
A ≡ {(k2, . . . , km) : 1 < k2 < · · · < km ≤ n}
is convex, it follows that its indicator function 1A(k2, . . . , km) is also log-concave in (k2, . . . , km) ∈ {1, . . . , n}m−1. Thus,
p(k2, . . . , km) is log-concave in (k2, . . . , km) ∈ {1, . . . , n}m−1. By Lemma 3.2, we conclude that Kj has a log-concave
probability function for each j. This completes the proof of the proposition. 
Theorem 3.4. Let
{
XR1:m,n, X
R
2:m,n, . . . , XRm:m,n
}
be the progressive Type-II censored order statistics from INID random variables
{X1, . . . , Xn}. Then
RTI
(
XRi:m,n, . . . , X
R
m:m,n|XRi:m,n
)
for i = 1, . . . ,m− 1, (3.5)
and
LTD
(
XR1:m,n, . . . , X
R
i:m,n|XRi:m,n
)
for i = 2, . . . ,m. (3.6)
Proof. The desired result follows from Theorems 2.3 and 3.1, and Proposition 3.3. 
The next corollary is an immediate consequence of Theorem 3.4.
Corollary 3.5. Let
{
XR1:m,n, X
R
2:m,n, . . . , XRm:m,n
}
be the progressive Type-II censored order statistics from INID random variables
{X1, . . . , Xn}. Then
RTI
(
XRj:m,n|XRi:m,n
)
whenever 1 ≤ i < j ≤ m,
and
LTD
(
XRi:m,n|XRj:m,n
)
whenever 1 ≤ i < j ≤ m.
It is natural to wonder whether there exist analogs of (1.2) and (1.3) for the progressive Type-II censored order statistics
from INID random variables, that is, for any s < t and j given,
P
(
XRj:m,n > t|XRi:m,n > s
)
is decreasing in i, i ≤ j;
P
(
XRj:m,n < s|XRi:m,n < t
)
is increasing in i, i ≤ j.
This is still under our investigation.
4. Likelihood ratio ordering of progressive Type-II censored order statistics
In this section, we present one result concerning the likelihood ratio ordering of the progressive Type-II censored order
statistics from INID random variables. More stochastic orderings of progressive Type-II censored order statistics from INID
random variables can be found in [12].
LetU = (U1, . . . ,Un) andV = (V1, . . . , Vn) be two n-dimensional random vectorswith densities or probability functions
fU(u) and fV(v), respectively. Recall, from [15, Sect. 6.E], that U is said to be smaller than V in themultivariate likelihood ratio
order, written as U≤lr V, if
fU(u)fV(v) ≤ fU(u ∧ v)fV(u ∨ v), ∀ u, v, (4.1)
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where u∧ v = (u1 ∧ v1, . . . , un ∧ vn) and u∨ v = (u1 ∨ v1, . . . , un ∨ vn). In the univariate case, (4.1) is that fV (x)/fU(x) is
increasing in x for which the ratio is well defined, i.e., U is smaller than V in the univariate likelihood ratio order.
It is known that if two random vectors are ordered according to the multivariate likelihood ratio order, then their
corresponding subsets of components are also ordered accordingly. Also, the (multivariate) likelihood ratio order implies
the (multivariate) usual stochastic order.
Lemma 4.1. Let (K1, . . . , Km), R = (R1, . . . , Rm) be as defined in Theorem 3.1. If R1 ≥ R2 ≥ · · · ≥ Rm, then Ki≤lr Kj whenever
1 ≤ i < j ≤ m.
Proof. Since the multivariate likelihood ratio order is closed under marginalization, it suffices to prove that
(K1, K2, . . . , Km−1)≤lr(K2, K3, . . . , Km). (4.2)
Note that the joint probability function of (K2, K3, . . . , Km) is p(k2, k3, . . . , km) given by (3.4). Then the joint probability
function of (K1, K2, . . . , Km−1) is
q(k1, k2, . . . , km−1) =
(
n−km−1
γm−1−1
)
(
n−k1
γ2
) · m−2∏
j=2
(
n−kj
γj−1
)
(
n−kj
γj+1
)
for 1 = k1 < k2 < · · · < km−1 ≤ n. To prove (4.2), it requires to verify that, for 1 < k2 < · · · < km−1 ≤ n and for
1 < k∗2 < · · · < k∗m ≤ n,
q(1, k2, . . . , km−1) p(k∗2, k
∗
3, . . . , k
∗
m) ≤ q(1, k2 ∧ k∗3, . . . , km−1 ∧ k∗m)p(k∗2, k2 ∨ k∗3, . . . , km−1 ∨ k∗m)
or, equivalently,(
n− km−1
γm−1 − 1
)(
n− k∗m
γm − 1
) m−2∏
j=2
(
n−kj
γj−1
)
(
n−kj
γj+1
)
(
n−k∗j+1
γj+1−1
)
(
n−k∗j+1
γj+2
)
≤
(
n− km−1 ∧ k∗m
γm−1 − 1
)(
n− km−1 ∨ k∗m
γm − 1
) m−2∏
j=2
(
n−kj∧k∗j+1
γj−1
)
(
n−kj∧k∗j+1
γj+1
)
(
n−kj∨k∗j+1
γj+1−1
)
(
n−kj∨k∗j+1
γj+2
) (4.3)
Obviously, (4.3) holds true if(
n− km−1
γm−1 − 1
)(
n− k∗m
γm − 1
)
≤
(
n− km−1 ∧ k∗m
γm−1 − 1
)(
n− km−1 ∨ k∗m
γm − 1
)
, (4.4)(
n−kj
γj−1
)
(
n−kj
γj+1
)
(
n−k∗j+1
γj+1−1
)
(
n−k∗j+1
γj+2
) ≤
(
n−kj∧k∗j+1
γj−1
)
(
n−kj∧k∗j+1
γj+1
)
(
n−kj∨k∗j+1
γj+1−1
)
(
n−kj∨k∗j+1
γj+2
) , j = 2, . . . ,m− 2. (4.5)
We now turn to prove (4.4) and (4.5). First, (4.4) is equivalent to(
n−k
γm−1−1
)
(
n−k
γm−1
) is decreasing in k,
which is true since(
n−k
γm−1−1
)
(
n−k
γm−1
) = (γm − 1)!
(γm−1 − 1)!
γm−1−1∏
i=γm
(n− k− i+ 1).
Next, for each fixed j, (4.5) is equivalent to(
n−k
γj−1
)
(
n−k
γj+1
)
(
n−k
γj+2
)
(
n−k
γj+1−1
) ∝ (n− k− γj+1) · · · (n− k− γj + 2)
(n− k− γj+2) · · · (n− k− γj+1 + 2)
=
Rj∏
i=1
(n− k− γj + i+ 1)
Rj+1∏
i=1
(n− k− γj+1 + i+ 1)
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is decreasing in k. Since Rj ≥ Rj+1 and γj = γj+1 + Rj + 1, it follows that
Rj∏
i=1
(n− k− γj + i+ 1)
Rj+1∏
i=1
(n− k− γj+1 + i+ 1)
=
Rj+1∏
i=1
n− k− γj + i+ 1
n− k− γj+1 + i+ 1
Rj∏
i=Rj+1+1
(n− k− γj + i+ 1)
is decreasing in k. This completes the proof of the lemma. 
Theorem 4.2. Let
{
XR1:m,n, X
R
2:m,n, . . . , XRm:m,n
}
be the progressive Type-II censored order statistics from INID random variables
{X1, . . . , Xn}. If there exists a permutation (pi1, . . . , pin) of (1, 2, . . . , n) such that
Xpi1 ≤lr Xpi2 ≤lr · · · ≤lr Xpin , (4.6)
and if R1 ≥ R2 ≥ · · · ≥ Rm, then
XRi:m,n≤lr XRj:m,n whenever 1 ≤ i < j ≤ m. (4.7)
Proof. It is shown by Bapat and Kochar [19] or Ma [20] that, under assumption (4.6),
X1:n≤lr X2:n≤lr · · · ≤lr Xn:n.
By Theorem 3.1 and Lemma 4.1, we have(
XRi:m,n, X
R
j:m,n
) = (XKi:n, XKj:n) and Ki≤lr Kj
for each pair 1 ≤ i < j ≤ m. Thus, we conclude (4.7) by Theorem 1.C.17 in [15]. 
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