Shallow water models are widely used to describe and study free-surface water flow. While in some practical applications the bottom friction does not have much influence on the solutions, there are still many applications, where the bottom friction is important. In particular, the friction terms will play a significant role when the depth of the water is very small. In this paper, we study shallow water equations with friction terms and develop a semi-discrete second-order central-upwind scheme that is capable of exactly preserving physically relevant steady states and maintaining the positivity of the water depth. The presence of the friction terms increases the level of complexity in numerical simulations as the underlying semi-discrete system becomes stiff when the water depth is small. We therefore implement an efficient semi-implicit Runge-Kutta time integration method that sustains the well-balanced and sign preserving properties of the semi-discrete scheme. We test the designed method on a number of one-dimensional and two-dimensional examples that demonstrate robustness and high resolution of the proposed numerical approach. The data in the last numerical example correspond to the laboratory experiments reported in [L. Cea, M. Garrido, and J. Puertas, Journal of Hydrology, 382 (2010), pp. 88-102], designed to mimic the rain water drainage in urban areas containing houses. Since the rain water depth is typically several orders of magnitude smaller than the height of the houses, we develop a special technique, which helps to achieve a remarkable agreement between the numerical and experimental results.
INTRODUCTION
Shallow water equations are a set of hyperbolic partial differential equations derived by a vertical integration of Navier-Stokes equations. They are widely used in atmospheric sciences, oceanography, coastal engineering, and many other fields. In shallow water flow models, the horizontal length scale is considered to be much larger than the vertical one. As a result, the vertical effect can be neglected leading to a considerable simplification in the momentum equation, in which the vertical pressure gradients are replaced by the hydrostatic pressure. The simplest, yet commonly used, shallow water model is the Saint-Venant system [1] , which in the two-dimensional (2-D) case reads .hv/ t C .huv/ x C hv 2 C g 2 h Here, h.x; y; t / is the water depth, u.x; y; t / and v.x; y; t/ are the x-component and y-component of the average velocity, R.x; y; t/ is the water source term, B.x; y/ is a function describing the bottom topography, and g is the gravity constant. Solving the shallow water system numerically is a challenging task because of several reasons. First, many physically relevant solutions of (1.1) are small perturbations of steady states, characterized by a delicate balance between the flux and source terms. If the method does not accurately respect this balance, the numerical errors (which cannot be made too small on practically relevant grids) may lead to oscillations, in which the magnitude of artificial waves may be larger than the magnitude of the solution itself. The second major difficulty is related to the computation of solutions when the water depth h is very small or even zero. In such a case, small numerical oscillations may lead to appearance of negative values of h, which in turn would make it impossible to evaluate the eigenvalues of the system (1.1), which are u˙pgh and v˙pgh.
A good numerical method for the system (1.1) should thus be well-balanced (in the sense that it must exactly preserve physically relevant steady states) and positivity preserving (in the sense that the computed values of h must be positive). In the past two decades, many well-balanced schemes have been developed (e.g., [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] ). Some of them preserve only 'lake at rest' steady states, that is, u Á v Á 0, h C B Á constant, [2-10, 12, 13] , other can preserve a nonflat steady-state solution as well, [11, [15] [16] [17] . There are also well-balanced schemes that preserve the positivity of h (e.g., [2-6, 8, 9, 12, 13] ).
In this paper, we focus on studying the effects of the bottom friction terms in the shallow water model, and thus, we consider the following modified version of (1.1):
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h t C .hu/ x C .hv/ y D R.x; y; t/;
.hu/ t C hu 2 C g 2 h .hv/ t C .huv/ x C hv 2 C g 2 h where the I x and I y are the components of the bottom friction slope. There are many ways to model friction terms, e.g. [18, 19] . In this paper, we focus on the classical Manning formulation (e.g., [20] [21] [22] [23] ):
where n is the Manning coefficient. Notice that if h 0, the friction term (1.4) becomes a stiff damping term, which increases the level of complexity in the development of efficient numerical methods for the system (1.2).
The system (1.2) still admits 'lake at rest' steady states. However, we are interested in simulating drainage of the rain water in urban areas. In such situations, the simplest yet physically relevant quasi one-dimensional (1-D) steady-state solutions correspond to the case when the water flows over a slanted infinitely long surface with a constant slope as illustrated in Figure 1 (left). Such steady states (both 1-D and 2-D) are discussed in Section 2.
A well-balanced Roe-type numerical scheme that exactly preserves steady states shown in Figure 1 was proposed in [24] . However, to maintain the positivity of the water depth h, the scheme in [24] requires one to use very small time steps and thus may not be robust in certain settings. Another Godunov-type scheme for the 1-D version of (1.2) was proposed in [25] . Though this method does not suffer from restrictive time stepping, it is capable of preserving 'lake at rest' steady states only. In this paper, we develop a central-upwind scheme for the system (1.2), which is well-balanced, positivity preserving, and efficient. Central-upwind schemes have been proposed for general hyperbolic system of conversation law in [26] [27] [28] [29] and extended to the shallow water equations and related models in [8, 9, 30] . These schemes belong to the family of Godunov-type central schemes that are Riemann-problem-solver-free, robust, and highly accurate. The extension of central-upwind schemes to the shallow water systems with friction terms is very natural and it is described in both the 1-D (Section 3.1) and 2-D (Section 3.2) cases (the 2-D scheme presented here is restricted to Cartesian meshes). The efficiency of the proposed central-upwind scheme hinges on the use of an efficient second-order semi-implicit ODE solver we have recently developed in [31] and briefly describe in Section 3.3.
The designed scheme is tested in a number of numerical experiments including those with realistic urban bottom topography structures, schematically shown in Figure 1 (right). The results presented in Section 4 demonstrate the superb performance of the proposed numerical method. The data in Example 8 correspond to the laboratory experiments reported in [32] , designed to mimic the rainwater drainage in urban areas containing houses. Since the rainwater depth is typically several orders of magnitude smaller than the height of the houses, the proposed central-upwind scheme has been modified to accurately handle such situations as follows. First, the houses are removed from the computational domain, which becomes a punctured domain with many internal solid wall boundary pieces. Second, the rainwater falling over the houses is redistributed to the areas near the edges of the houses. This helps to achieve a remarkable agreement between the numerical and experimental results.
STEADY-STATE SOLUTIONS
In this section, we discuss steady-state solutions of the shallow water system (1.2). We begin with the simplest 1-D case, in which the system (1.2) reduces to 8 < :
In the situation when the water source is zero (R Á 0), the steady-state solution satisfies the timeindependent system: 8 <
:
.hu/ x D 0;
In general, this system is not solvable, but one can obtain a particular nontrivial (u ¤ 0) steady state in the form
This solution corresponds to the situation when the water flows over a slanted infinitely long surface with a constant slope. Indeed, if we assume that B x Á C , where C > 0 is a constant, and denote hu Á q 0 , then the second equation of (2.2) can be rewritten as
and one obtains
where h 0 is the so-called normal depth. A simple analysis of the ODE (2.4) shows that this steady state is expected to be stable in the supercritical case, that is, when h 0 is below the critical depth h c :
The structure of 2-D steady states is substantially more complicated. However, the quasi 1-D steadystate solutions
are still physically relevant to the situation depicted in Figure 1 .
In the next sections, we design both 1-D and 2-D central-upwind schemes that exactly preserve the aforementioned steady states (2.5) and (2.7), (2.8), respectively.
NUMERICAL METHOD
In this section, we present a well-balanced and positivity preserving semi-discrete central-upwind scheme for the shallow water equations with friction terms in both 1-D and 2-D. The scheme is derived along the lines of [9] , and, therefore, here, we only describe its main components following the key ideas from [9] . In particular, the well-balanced property of the scheme will be ensured by a special finite-volume-type quadrature used for discretizing the geometric source term on the righthand side of the system. We also introduce a new variable for the water surface w WD h C B. As it has been shown in [9] , working with w (rather than with h) is important for preserving 'lake at rest' steady states at the discrete level. Even though in this work, we focus on different types of steady states, described in Section 2, our goal is to design a numerical method, which preserves both the 'lake at rest' and steady states (2.5), (2.7), and (2.8). The positivity preserving property is achieved by the following: (i) replacing the bottom topography function B with its continuous piecewise linear (or bilinear in the 2-D case) approximation (done exactly the same way as in [9] ); and (ii) a special positivity preserving correction of the piecewise linear reconstruction for the water surface w (which is different from the one proposed in [9] ).
It should be observed that a successful implementation of the central-upwind scheme would be impossible without the use of an accurate and efficient time integration method that maintains the aforementioned important features of the semi-discrete scheme. In what follows, we first overview the 1-D and 2-D central-upwind schemes in Sections 3.1 and 3.2, respectively, and then, in Section 3.3, describe a new semi-implicit Runge-Kutta ODE solver we have recently developed in [31] .
One-dimensional central-upwind scheme
We start with a description of a well-balanced positivity preserving central-upwind scheme for the 1-D shallow water equations (2.1). We first rewrite the system (2.1) in an equivalent form in terms of w WD h C B and q WD hu:
8 < :
w B/ 7=3 jqjq:
We use the notations
so that the system of balance laws (3.1) takes the following vector form:
For simplicity, we introduce a uniform grid x˛WD˛x, where x is a small spatial scale and the corresponding finite volume cells C j WD OEx j , and assume that at certain time level t , the solution is realized in terms of its cell averages,
U .x; t/ dx, which are evolved in time according to the semi-discrete central-upwind scheme [8, 9, 27] :
with the central-upwind numerical fluxes, H j˙1 2 , given by
(3.4) Note that all of the indexed quantities in (3.4) depend on time, but from now on, we suppress the time-dependence of indexed quantities in order to shorten the notation.
In (3.4), Uj C 
To ensure the second-order accuracy and a non-oscillatory nature of the reconstruction, the numerical derivatives .U x / j are to be computed using a nonlinear limiter, for example, the generalized minmod limiters:
minmod.´1;´2; : : :/ WD 
, where
Hence, to ensure the positivity of hj C , we first replace the bottom topography function B.x/ with its continuous piecewise linear approximation,
for which the following property is satisfied:
Remark 3.1 Notice that for the slanted bottom topography (B x Á constant), e B.x/ Á B.x/. Also notice that Equation (3.7) reduces to
Next, the reconstruction for w near (almost) dry areas has to be corrected because the use of (3.6) may lead to negative values of hj C 1 2 as it was shown in [9] . We therefore propose the following correction procedure: In the cells, where the original reconstruction (3.6) produces negative values of h, we make the slope of h to be equal to the slope of B. Namely, we proceed as follows:
where h j WD w j B j . This correction (unlike the correction procedure in [9] or its more sophisticated modification recently proposed in [3] ) not only will guarantee the positivity of hj C 1 2 but also will be able to exactly reconstruct the steady-state solution (2.5).
It should also be pointed out that when the solution is expected to have (almost) dry areas, say, when the computational domain contains 'islands' and/or 'coastal areas', the values of h could be very small or even zero. This may not allow us to (accurately) compute the values of the velocity u, which may become artificially large. In such cases, when in some cells, the point values hj˙1 2 are smaller than an a priori chosen positive number ", that is, hj˙1 2 < ", the piecewise linear reconstruction of q in (3.5) should be replaced with a piecewise linear reconstruction of u in the entire computational domain. Namely, the velocity at the cell centers is first computed by the desingularization formula
and then the point values of the velocity at the cell interfaces
are obtained from
where the numerical derivative .u x / j are evaluated using the same nonlinear limiter as in (3.5) . For consistency, the values of the discharge at cell interfaces are recomputed using qj˙1
Remark 3.2
We note that one may use other strategies to compute the desingularized velocity:
see, for example, the discussion in [9] . Our numerical experiments demonstrate that the proposed method is not sensitive to the selection of the desingularization procedure used.
Next, equipped with the values of hj C , we complete the construction of the centralupwind flux (3.4) by estimating the one-sided local speeds of propagation as follows:
; 0 ³ :
The final step in the derivation of the semi-discrete scheme is the discretization of the source terms:
We calculate the first component of S j using the midpoint rule:
while approximate the geometric source in S .2/ j using a special quadrature derived in [8, 9] , which guarantees the well-balancedness of the resulting scheme:
The second component of M j is computed using the desingularization procedure (3.10):
We remark that the semi-discrete scheme (3.3), (3.4) is a system of time-dependent ODEs, which should be solved using a high-order (at least second order accurate) and efficient method as we discuss in Section 3.3 in the succeeding texts. 
Two-dimensional central-upwind scheme
In this section, we describe the central-upwind scheme for the 2-D shallow water system (1.2). As in the 1-D case, we rewrite the system (1.2) in terms of the new unknown vector U D .w; q WD hu; p WD hv/ T :
where the fluxes and the source terms are:
S .U ; R; B/ D R; g.w B/B x ; g.w B/B y ;
We denote by C j;k the computational cells
; y kC 1 2 , where x˛WD x and yˇWDˇy, where x and y are small spatial scales, and write a central-upwind semi-discretization of (3.14) as the system of ODEs:
for the time evolution of the cell averages,
U .x; y; t/ dxdy. As in the 1-D case, we follow [9, 29] and obtain the central-upwind numerical fluxes in the form
Here, B j˙1 2 ;k and B j;k˙1 2 are the values of the piecewise bilinear approximation of B:
; y kC 1 2 Á ; see [9] for the case of discontinuous B.
Similarly to the 1-D case, the piecewise bilinear approximant e B satisfies the following property:
; y k Á and B j;kC 
/, respectively. Namely, we have
As in the 1-D case, the numerical derivatives .U x / j;k and .U y / j;k are to be computed using a nonlinear limiter, say, the generalized minmod limiter (for details, see [9] ). To preserve the positivity of water height h, we follow the 1-D approach presented in Section 3.1 and correct the reconstructed values of w as follows:
where h j;k WD w j;k B j;k .
Once again, we observe that the obtained point values of h may be very small or even zero. Similarly, to the 1-D case, when the solution contains (almost) dry areas, that is, if h j C 1 2 ;k < " or h j;kC 1 2 < " somewhere in the computational domain, we reconstruct the velocities u and v instead of the discharges q and p. To this end, we first compute the velocities at the cell centers:
and evaluate the point values at the cell interfaces using the piecewise linear reconstructions:
where the numerical derivatives .u x / j;k ; .v x / j;k ; .u y / j;k , and .v y / j;k are computed with the help of the same nonlinear limiter used in (3.19). The obtained values are then used to recompute the corresponding point values of q and p:
The local one-sided speeds of propagation aj C in (3.16) can be estimated as follows:
; 0º;
; 0º:
Finally, a well-balanced discretization of the source term is obtained using the same desingularization process as in (3.20) and is thus given by
As in the 1-D case, in order to obtain a fully discrete scheme, the system (3.15), (3.16) should be integrated by a stable and efficient ODE solver of at least second order of accuracy. We discuss the details of time integration in the next section.
Time integration method
As it was outlined in the previous sections, both the 1-D and 2-D semi-discrete central-upwind schemes are the systems of time-dependent ODEs that should be solved by an accurate, stable, and efficient method. A family of explicit strong stability preserving Runge-Kutta methods (SSP-RK) has been widely used in numerical simulations of various shallow water systems, see, for example, [33, 34] . The presence of the stiff friction term in both (3.3) and (3.15) can lead, however, to a great loss in accuracy and efficiency of the ODE solver. In shallow water applications that included dry and/or almost dry areas, the explicit treatment of the friction terms imposes a severe time step restriction, which is several order of magnitude smaller than a typical time step used for the corresponding friction-free version of the studied system.
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An attractive alternative to explicit methods is implicit-explicit SSP Runge-Kutta solvers, which treat the stiff part of the underlying ODE system implicitly and thus typically have the stability domains based on the nonstiff term only, see, for example, [35] [36] [37] [38] [39] [40] . However, a straightforward implementation of these methods may break the discrete balance between the fluxes, geometric source, and the friction terms maintained by the derived semi-discrete central-upwind scheme, and the resulting fully discrete method will not be able to preserve the relevant steady states and the positivity of the computed water depth.
To overcome this difficulty, we have recently developed a family of second-order semi-implicit time integration methods for systems of ODEs with stiff damping term [31] . In these methods, only a portion of the stiff term is implicitly treated, and therefore, the evolution equation is very easy to solve and implement compared to fully implicit or implicit-explicit methods. The important feature of the ODE solvers we introduced in [31] resides in the fact that they are capable of exactly preserving the steady states as well as maintaining the sign of the computed solution under the time step restriction determined by the nonstiff part of the system only. The new semi-implicit methods are based on the modification of explicit SSP-RK methods and are proven to have a formal second order of accuracy, A.˛/-stability and stiff decay. We now briefly describe the application of the secondorder semi-implicit ODE solver from [31] to the ODE system (3.3), (3.4) (the implementation of the ODE solver to the system (3.15), (3.16) is similar, and we thus omit it for the sake of brevity).
We first introduce the grid function of the numerical solution U WD°U j ± . We then denote the discretization of the sum of fluxes, geometric, and water source terms by
and introduce the discrete friction coefficient
so that the discretization of the friction term (3.13) can be written as M
Using these notations, the ODE system (3.3) can be rewritten as
We now implement the SI-RK3 method to the system (3.24) (the SI-RK3 method is a secondorder semi-implicit Runge-Kutta method based on the third-order SSP-RK method; for details, see [31, Section 3] ). The resulting fully discrete scheme can be written as
where
In the following theorem, we prove that the fully discrete scheme (3.25) is well-balanced.
Theorem 3.1
The fully discrete central-upwind scheme (3.25) is well-balanced in the sense that it preserves steady-state solutions satisfying
as long as h 0 > ", where " is a desingularization parameter used in (3.10).
Proof
We first note that for the steady states (3.26), the numerical derivatives of U are given by U x Á . C; 0/ T , and the numerical flux reduces to
Therefore, H j C Á 0. The sums of the components of the source terms are also equal to zero, that is,
The second equation can be proven true when h 0 > " according to the definition of h 0 . Then, using the notations (3.22) and (3.23), we obtain that (3.27) is equivalent to
which after being substituted into (3.25) implies h
We therefore have proved that the steady state (3.26) is preserved.
Remark 3.4
Notice that the 2-D version of Theorem 3.1 can be proved in a similar manner.
Remark 3.5
In [31] , we have proved that the time step restriction for the SI-RK3 method is determined by the nonstiff (explicitly treated) term only and no extra time restrictions due to the stiffness of the friction term is required. This implies that for the ODE system (3.24), arising from the central-upwind semidiscretization of the 1-D shallow water system, the size of the time step is to be calculated based on the CFL condition, namely, we need to select
; a j C In all of the numerical examples in the succeeding texts, we have used Ä D 0:9.
In the 2-D case, we have implemented a similar adaptive strategy to ensure the positivity of h. However, the basic CFL condition is more restrictive (see [9, Theorem 3.1]), and one has to choose are the local propagation speeds defined in (3.21).
NUMERICAL EXAMPLES
In this section, we test the designed well-balanced positivity preserving central-upwind scheme on several 1-D and 2-D problems including the ones with the data originating from the recently performed laboratory experiments reported in [32] . In all of the examples in the succeeding texts, the gravitation constant g D 9:8 (in Example 4, we use g D 9:81), the minmod parameter Â D 1:3, and we select the desingularization parameter " D 10 8 (in Example 4, we use " D 10 4 , 10 8 , and 10 12 ).
One-dimensional examples
Example 1 -Steady flow over a slanted surface. We begin by illustrating the well-balanced property of the designed scheme, that is, we test the ability of the scheme to exactly preserve the steady-state solution (2.5), which is schematically shown in Figure 1 (left). To this end, we consider the system (2.1) on the interval OE0; 2:5 with R Á 0 and subject to the constant initial data given by (2.5). We introduce a uniform grid with x D 0:025 and set zero-order extrapolation boundary conditions at both ends of the domain, that is,
We run five sets of experiments with different values of h 0 , q 0 , B x , and n, shown in Table I , in which the first four are taken from [32] . The solution is evolved until time t D 100. The right column of Table I clearly illustrates that our scheme preserves the studied steady-state solutions within machine accuracy. We first consider a supercritical case (Test 2 in Table I ) and present several time snapshots of the computed solution in Figure 2 . As one can see, the perturbation first changes its shape and propagates to the right, eventually leaving the domain. At large times, the computed solution converges to the steady state ( Figure 2 (right) ).
We then proceed with a subcritical case (Test 4 in Table I ) and again replace the initial data in Example 1 with (4.1). The evolution of the perturbed solution is shown in Figure 3 . In this case, the shape of the propagating perturbation is different from the one in the supercritical case, but at large times, the computed solution still converges to the steady state.
Finally, we consider Test 5 from Table I , in which the magnitude of the slope B x is much larger than in the other tests. In this case, the perturbation propagates much faster than in the previous two tests (Figure 4 ), but the scheme still performs very well and the numerical steady state is achieved at large times.
Example 3 -Rainfall-runoff over a slanted surface. In this example, which is a 1-D modification of Example T3 from [24] , we test the stability and accuracy of the proposed numerical scheme in Table I ). Table I ). and the bottom is set to be a slanted surface. The rain of a constant intensity starts falling at time t D 0 and stops at time t D 100. This is modeled by taking R.x; t/ D´1 0 4 ; 0 6 t 6 100; 0; otherwise:
The water drains through the right boundary, at which we set
where N is a total number of cells inside the computational domain OE0; 2:5 (we take N D 100 in this example). On the left side of the domain, we use solid wall boundary conditions. We consider six sets of data with different values of friction coefficient n and slope B x (Table II ) and run the simulations until time t D 150.
In Figure 5 , we plot the first component of the numerical flux at the right edge of the computational domain (H
) as a function of time. Notice that this is an approximation of the outlet discharge, which is a measurable quantity in experimental settings. In all six cases, the results obtained by the designed central-upwind scheme are in a good agreement with the results reported in [24] . We would like to point out that in [24] , the simulations were performed in the 2-D domain of the width 0.2, so that all of the discharge values in Figure 5 are to be multiplied by the factor of 0.2 in order to be compared with those in [24] . As one can clearly see from Figure 5 , the reported results are oscillation-free confirming the robustness of the designed central-upwind scheme.
Remark 4.1
It should be observed that if an upwind numerical scheme is used instead of the central-upwind one, the ghost cell values (4.2) may be unacceptable. We refer the reader to [24] , where supercritical boundary conditions have been implemented using a different ghost cell values:
In all of our computations, both types of boundary conditions produce similar results. However, the supercritical boundary conditions sometime cause small oscillations. [24] , the discharge values are to be multiplied by 0.2, which is the width of the 2-D computational domain in [24] .
Example 4 -Convergence to a non-trivial equilibrium.
In this example taken from [25] , we simulate a subcritical flow over a nonflat bottom. As described in [25] , the system (2.1) with R.x; t/ Á 0, n D 0:03; and g D 9:81 admits the non-trivial steady-state solution with
and the bottom topography function B satisfying The solution of the studied initial-boundary value problem is expected to converge to the aforementioned steady state as t ! 1. We test our scheme on different grids varying the number of cells N from 50 to 1600 and study the convergence rate by comparing the computed solutions with the steady-state one at time T max D 1200. The solution (w and q) computed with N D 50 is plotted in Figure 6 together with the steady-state solution. As one can see, the proposed method captures the exact steady state quite accurately even on such a coarse grid (the obtained results are a little better than the one reported in [25] ). When the mesh is refined, the second-order convergence rate is observed in h, while the q component converges with almost third order (Table III) , where we show both the L 1 -norm and L 1 -norm of the errors together with the experimental convergence rates. Example 5 -Oscillating lake. We consider shallow water flow with wet/dry fronts in a frictional parabolic bottom. This example is a modification of the numerical example studied in [41, 42] : We use the same initial data and bottom topography function, but we replace the linear friction term used in [41, 42] with the Manning friction term. The main goal of this example is to study the impact of the small parameter " in the desingularization procedure (3.10) on the computed solution.
We consider the bottom topography described by the function
and set the following initial conditions: We run the simulation over the computation domain OE 5000; 5000, which is divided into N D 1000 cells. We use three different values of the desingularization parameter " D 10 4 , 10 8 , and 10 12 and compute the solutions until the final time t D 3000. The snapshots of the computed solutions at t D 300, 1000, and 3000 are shown in Figure 7 . As one can see, the solutions obtained with the different values of " are almost indistinguishable. This clearly demonstrates that the proposed central-upwind scheme is not sensitive to the selection of ".
Example 6 -Wet/dry front propagation over a V-shape bottom topography. In this example, we simulate a package of water released on the left part of a V-shape valley (Figure 8 ). The water steams down the left part and gradually accelerates. After passing the lowest point of the bottom, it starts climbing up the right slope, meanwhile gradually losing its speed. Before the water starts streaming down the right slope, the wet/dry front achieves its maximum height. Our goal is to study this front propagation quantitatively.
We consider a V-shape bottom topography function,
and take the friction coefficient n D 0:02. Initially, a package of water has a parabolic profile and zero velocity:
h.x; 0/ D max ¹0; 1:5.x 0:3/.x 0:7/º ; q.x;0/ Á 0:
We take a computational domain to be sufficiently large (OE0; 2) so that the vibrating water body never reaches the boundaries. We run the computation on different grids varying the number of cells N from 100 to 6400 and compute a reference solution using N D 25600. According to the reference solution, the wet/dry front arrives at its highest point on the right slope at time T max D 0:87839. In Figure 8 , we plot the water profile computed with N D 400 and 6400 at t D 0 and t D T max . Also, in Figure 9 , we zoom at the wet/dry front area and compare the solutions computed using N D 400, 1600, and 6400 with the reference solution. Finally, in Table IV , we show the L 1 -norm of the errors and compute the experimental convergence rates, which are slightly above 1. This rate is expected given the fact that the solution is not smooth.
Two-dimensional examples
Example 7 -Oscillating lake. Similar to the 1-D Example 5, we consider shallow water flow with a wet/dry front in a frictional parabolic bowl. This example is a modification of the oscillating lake example from [43] : as in the 1-D case, we replace the linear friction term with the nonlinear (Manning) one. Our goal is to demonstrate the ability of the proposed central-upwind scheme to accurately capture wet-dry fronts. We run the simulation until the final time T max D 100 in the computation domain OE 5000; 5000 OE 5000; 5000, which is divided into N N grid cells with N D 50, 100, 200, 400, and 800. The fine mesh (N D 800) solution is shown in Figure 10 , where we show the computed water surface (w), water depth (h), as well as the discharges (q and p), and velocities (u and v). As one can see, the wet/dry front is quite sharply captured by the central-upwind scheme, and the velocities, which are computed using the desingularization procedure near the front, do not contain large spikes, and thus, the efficiency of the scheme is maintained. To verify the rates of convergence of the proposed method, we measure the difference between the solutions computed on two consecutive grids using the weighted L 1 -differences, which are defined as follows:
where N WD ¹ N j;k º and N WD ¹ N j;k º are two functions prescribed on the N N grid. To apply this formula to the solutions computed on two different grids, we project the fine grid solution onto the coarse grid using the conservative projection. Then, to measure the experimental convergence rates r for h, we use the ratio of the weighted L 1 -differences:
The rates for q and p are computed similarly.
The obtained results, reported in Table V , indicate that the experimental convergence rate of the proposed central-upwind scheme is slightly smaller than 2.
Example 8 -Rainfall runoff over an urban area. We consider another rainfall-runoff example, which now occurs over a more complicated 2-D surface containing houses as outlined in Figure 1 (right).
The setting corresponds to the laboratory experiment reported in [32] . The surface structure is shown in Figure 11 . The experimental setting was built to mimic an urban area within the laboratory simulator of size 2 2:5 meters. To model urban buildings, several blocks were placed onto the surface according to different geometries, three of which are shown in Figure 11 . In these three configurations, the houses are aligned in either the x-direction (Configuration X20), y-direction (Configuration Y20), or both (Configuration S20). The bottom topography function B.x; y/ is defined as B.x; y/ D ² .x; y/; outside the house region; H.x; yI x h ; y h /; inside the house region centered at .x h ; y h /: for houses aligned in y-direction. Notice that across the walls of the houses, the bottom topography is discontinuous, and thus, the bilinear interpolant (3.17) has very sharp gradients there. Similarly, to the 1-D rainfall-runoff example, we set the following almost dry initial conditions:
h.x; y; 0/ Á 0; q.x; y; 0/ Á 0; p.x; y; 0/ Á 0: At this boundary, the total outlet discharge is computed using y
In Figure 12 , the outlet discharge is plotted as a function of time and compared with the experimental data provided to us by Dr. Luis Cea. Notice that in some cases (for example, for Configuration Y20 with T s D 20 or 40 and Configuration S20), the computed curves have lower peaks than the experimental ones. We believe that such a delay of outlet discharge can be explained by inability of the system (1.2)-(1.4) to accurately model the situation occurring near the house walls where the size of the jumps in the bottom topography is about 2-3 orders of magnitude larger than the water depth. We therefore modify the model by removing the houses from the computational domain and placing the entire rainwater, which would accumulate over the houses, near the house walls inside the computational domain. The details of a modified approach are given in Example 8a.
Example 8a -Modified house treatment. We consider the same setting as in Example 8, but make the following modifications.
First, we remove the houses from the computational domain, which becomes a punctured rectangle. A typical hole is depicted in Figure 13 : The house walls become the internal boundary, which is numerically treated using the solid wall ghost cell technique. Second, we redistribute the rainwater falling onto the roof so that it is placed inside the modified computational domain. In the laboratory experiment, the water falling on the house blocks streams down from the long (lower) edges and finally joins the surface water flow, while in reality, the gutter system is commonly used and the rainwater streams down from the rain pipes typically located at the house corners.
In the numerical experiments, we adopt two different strategies to mimic the aforementioned two draining situations. In both cases, the building-roof rainfall is uniformly distributed on certain cells near and outside the building edges. These are the shaded cells in Figure 13 . The modified rain source can then be written as follows: b R.x; y; t/ D If the gutter system is not installed, then this ratio depends on a house orientation, but since in this numerical example, we take x D y D 1=40, then for all of the configurations (X20, Y20, and S20). Again, we compare the outlet discharges obtained by our numerical scheme and the laboratory measurement. As we can see in Figure 14 , our numerical results are now in much better agreement with the experimental results, especially for Configurations Y20 (with T s D 20 and 40) and S20. In other cases, the achieved resolution is also slightly higher, though the improvement is not so essential. It should also be observed that in the case of a longer rain duration (T s D 60), the computed outlet discharge remains almost constant for t 2 OE30; 60 for Configurations X20 and Y20. In fact, if the rain source is not switched off (T s D 1), the outlet discharge will converge to a steady state as shown in Figure 15 . The snapshots of a water height at this steady state are shown in Figure 16 .
Finally, in Figure 17 , we plot time snapshots of the water height obtained for Configurations X20, Y20, and S20 (we now use T s D 40). The graphs illustrate how the rainwater drains and clarify the dependence of the water flow on the surface configuration. In the examples using Configuration X20, the draining stream takes advantage of the space along the vertical central line x D 0 and a big mainstream is formed. In the examples using Configurations Y20 and S20, there are houses on the central line x D 0 that block the flow there. Therefore, the mainstream of draining water has to bypass these houses, and thus, small 'lakes' are developed behind two of the houses, see Configurations Y20 and S20 in Figure 17 . This explains why the total amount of water flew out of the domain may not be the same as in the measured data because in the experimental setting, the 'lakes' drain through the gaps between the building blocks and the bottom surface.
Remark 4.2
We would like to point out that the aforementioned two different strategies of modifying the rain source term near the houses lead to practically the same results. In the reported numerical experiments, we have redistributed the rain falling onto the house into the cells along the longer house edges (Figure 13 , right) as discussed in the beginning of Example 8a.
Remark 4.3
Another point, we would like to clarify the necessity of including the bottom friction terms in the studied shallow water model. In Figure 18 , we compare the measured data with the numerical result obtained by solving the frictionless system (1.1). In this case, the computed outlet discharge changes dramatically even when the simplest Configuration X20 with T s D 20 is considered.
CONCLUSION
We have studied the shallow water system with friction terms and developed a positivity preserving semi-discrete central-upwind scheme, which is well-balanced in the sense that it is capable of exactly preserving special types of steady-state solutions: both the 'lake-at rest' and 'slanted surface' ones. Because of the presence of friction terms, the ODE system arising from the central-upwind semi-discretization becomes stiff, and therefore, we have implemented an efficient semi-implicit Runge-Kutta time integration method that sustains the well-balanced and sign preserving properties of the semi-discrete scheme. We have tested the performance of the new method in a number of 1-D and 2-D examples, including Example 8, which focuses on modeling the rainwater drainage in urban areas that contain houses. Since the rainwater depth is typically several orders of magnitude smaller than the height of the houses, a direct application of the shallow water equations leads to a substantial discrepancy between the numerical and experimental results. We therefore have developed a special technique, according to which the houses are removed from the computational domain while the rainwater is redistributed into the nearby areas. The new technique helps to achieve a remarkable agreement between the numerical and experimental results.
