Abstract -Most signal and fusion processings consider synchronous data (acquired at the same time) and neglect small time differences. In dynamic situations, the time delay between two supposed synchronous data can imply errors. These errors can be a drawback in some applications, where data are required at a same exact time. This paper proposes to correct the error produced by timestamping error in sensor data acquisition.
Introduction
In the field of data acquisition and fusion within dynamic applications, data imprecision has actually two dimensions: the timestamping and the measurement error. In [1] , the influence of timestamping error on data inaccuracy is exposed: the timestamping error represented by an interval is converted into data inaccuracy, thanks to the data dynamic estimation. An example shows that the data timestamping error can represent an influent part of the data error.
This paper exposes the influence of timestamping error on data values for a concrete case: the case of a laser measurement scanner. Laser measurement scanners produce a point cloud of three dimensional points representing the environment scanned within an area.
This sensor is generally composed of a single dis- [3] , for example.
Most applications of the literature do not take into account the different timestamp of each measure. For example, an application with laser range scanners is the precise localization in urban areas thanks to high accuracy feature maps. [4] scans horizontally the environment using four scan planes with a vertical opening angle of about 3°. It uses the landmarks detected by the sensor for precise ego-localization thanks to a precise map, or to generate a map with landmarks. Another application uses a ladar sensor looking down the road ahead (10-15 m) with a small tilt angle to detect and track the road boundaries [5] .
Another application with the laser range scanner models urban environments in three dimensions. The sensor scans vertically and is put at the rear of a vehicle [6] . In this case, the vehicle speed is relatively low (10 to 40 Km/h), to have a precise environment representation. The time to acquire a whole frame is not neglected here, and the exact timestamp of each measure is taken. However, it can be useful to have the data of the whole frame at a same time. In this paper, we propose a solution to estimate the frame data at a same time.
The paper is organized into three parts. The problem is first stated in sect. 2. Sect. 3 presents the correction performed to have the data at a same time. Finally, in sect. 4, real data have been acquired and are examined in order to show the influence of the time correction.
2 Problem statement 2.1 Introduction
In this paper, we will assume, without loss of generality, that data quality is represented by imprecision and uncertainty. In the multi-sensor data fusion, a famous definition of imprecision and uncertainty are those of Dubois and Prade [7] : this is the one chosen here. The imprecision and the uncertainty have to be well modelled to respect data integrity.
Data integrity verification can be important for data fusion processes. It enables to check the system coherence: if there is a problem of integrity, data can be wrong. In this paper, we propose to study the data mirror.
integrity by taking into account the timestamping errors.
Data integrity can be checked by combining the same data provided by different sensors at a same time. These sensors can be in different computers, so that it can be useful to have a cornrnon tirne and to know the timestamping conversion error [8] to preserve the timestamping integrity.
With a laser range scanner, a way to verify the integrity is to check that the frame suits with a known environment. A problem comes to light for dynamic environments, for example when the laser range scanner is mounted on a mobil platform. Between the beginning and the end of the acquisition, the environment can change. An example is shown on fig. 1 .
Laser range scanner fraaieae Reality at timre Imestamp: [9] . In our paper, we will mainly focus on time errors.
We will consider that a laser range scanner sensor is a laser distance measurement sensor sending the light on a rotating mirror. The last one turns regularly and when the sensor is in front of an interesting area, the laser sends a laser pulse to measure the distance with the first reflected object. The distance is computed with the "time of flight" of the laser: the time between the laser pulse emission and reception is measured, thanks to a clock in the sensor itself. As the laser range scanner sensor characteristics can be very different depending on the sensors and their configurations, a reliable correction must take into account the sensor behavior.
Performed algorithm
To explain the applied correction, we will assume that the laser range scanner acquires N measures for the angles 01 < Oi < ON, at times tOl,...,tOi,...,tON (t01, ..., toi, ..., t0N are not necessarily ordered).
The algorithm will work independently for each angle. In fact, we will suppose that at a same angle 0, the sensor will measure the distance with the same object between two frames (unless a great value change is observed). This supposes that the frequency is high enough not to change the detected object at each new frame.
The goal of the algorithm is to give all received measures at a punctual time, named frame time (time ti at the frame number i (same time for all data), whereas the measure for the angle 0 has been received at time to different for an angle 0' :t 0).
The interpolation model chosen in this paper is the linear interpolation: no evolution model is supposed .
For an angle 0 in a frame number i, if we assume that the detected object between the frames number i1 and i has not changed, the proposed correction is given in fig. 2 . If the object has changed between two consecutive frames, different behaviors can be followed. To process these data for fusion or combining algorithms, their imprecision must be quantified. The sensor clock imprecision is difficult to quantify, but it can reasonably be neglected in comparison with the other imprecisions. The atmospheric conditions and the detected object characteristics depend mainly on the experimental situations, which can be considered to be the same for two consecutive laser impacts at a same angle 0, for the same detected object. In this case, the sensor error has to be taken into consideration after the correction.
So the algorithm 1 has first to be applied, and the sensor error has then to be added to the corrected value.
3.4 Possible processes to apply when the object changes between two frames
When the object changes since the last measure, or if there is no previous measure (for example at the initialization), the correction cannot be directly estimated. Several possibilities are conceivable: * Nothing can simply done. We can estimate that the correction to apply is not known at all and that no correction computation will be applied. This is the possibility we have used in the experimentations; * Another possibility is to choose the worst possible case; the worst dynamic case has to be known to be applied. A bounded error of more or less the rnaxirnurn possible error change can be added; * The last possibility to estimate the correction is to interpolate the measure with the next measure and not the previous one. This is possible if the detected object is the same as the next measure. Else, the previous worst possible case correction can be done. This possibility seems to be the fairest. However, the next measure must be known (possible in post-processing), or the previous measure must be modified when it has been obtained. This seems difficult to be implemented on-line. The maximum detectable distance is 80 m. The data error given by the documentation is of ± 45 mm, composed of a systematic error of ± 35 mm, more a resolution error of ± 10 mm. This sensor acquires data and then sends them to the computer, so that the computer timestamps the data at their arrival. So this timestamp is the nearest from the last measure acquisition time. That is why the reception time has been chosen to be the frame time: all data have been corrected for this time. As a consequence, the measure corresponding to an angle of 1800 is not modified at all, and the other data are modified: the fewer the angles, the more the correction. As the acquisition period is known, another time could have been chosen as reference time as well. The corrections have been done as explained in section 3.
Theoretical correction
With the sensor specifications, it is possible to compute the theoretical correction for a laser range sensor, according to the relative speed of the sensor with the detected object. The correction to apply is the relative speed multiplied by the time between the acquisition time and the frame time.
Correction fig. 4 . The first measure acquired is the one corresponding to an angle of 00, and the last acquired is that with an angle of 1800. With the angular position of the laser pulse and the distance with the detected object, it is easy to have the object positions in a plain, with polar coordinates. There is a rotating mirror with a constant speed. The sensor acquires data during half a rotation. Laser pulses are regularly emitted, corresponding to an interval of one degree between each pulse. There are 181 data per frame, corresponding to a scanning area from 00 to +1800.
The LMS 291 acquires data at a frequency fe of 75 Hz, so a period Pe of about 13 ms. As it rotates at a constant speed and acquires data during half a rotation, it needs P'e -6.7 ms for a frame acquisition. The same computation can be done for negative relative speeds: the results are the same with a negative sign.
Acquisition stage
Specific acquisitions have been carried out on a reverse two-way road, to test the influence of the scanning time on data. Data have been acquired during about 20 minutes at a frequency of 75 Hz. The laser range scanner scanned horizontally one value per degree, to detect the following vehicles and those coming in the other way after they met STRADA. The detected objects were mainly the vehicles, but also the road signs, the buildings or the trees in the shoulders.
A camera has been placed filming the rear scene seen by the laser range scanner. An interface embedded in the vehicle showed the camera images and the laser range scanner data, in order to check that the sensor scanned the vehicles and was not mounted to send laser pulses too high or too low. Fig. 6 shows an example of situation on the road. There are four vehicles: the instrumented vehicle, a non-detected vehicle and two detected vehicles which are a bus and a following car. Each laser pulse is represented by a line from the sensor to the detected object. The impacts of the sensor with the objects are the points (in blue).
An image of the rear scene with the corresponding laser range sensor frame is shown in fig. 7 . It corresponds to the situation shown in fig. 6 . In the image on the top of fig. 7 , there is a bus on the right, and a car on the left. The equivalent frame is shown on the graph on the bottom of the figure (polar coordinates have been converted to cartesian coordinates).
After the acquisition stage, the results have been post-processed, to have the equivalent measures at the frame time.
Results
We have just seen that it is possible to compute the corrections to apply with the relative speed. However, we do not know it. That is why we have to use the algorithm 1 to compute the corrections to apply. The only unknown parameter is the threshold for the object change between two frames for a same angle 0. The maximum dynamic can be caused by the relative speed with another vehicle. The worst possible case is when the two vehicles move in opposite directions, at a speed of 30 m/s (about 110 Km/h) for each vehicle, so a relative speed of 60 m/s (about 220 Km/h). In this Acquired data have been corrected to have the same timestamp: the frame timestamp. To see the influence of the time between each acquisition, data corrections have been compared every 10°. The frequencies and cumulated frequencies of the absolute value of the correction (in meters) with respect to the detected objects are shown in fig. 8 .a to 8.r. These are the corrections from the angles 00 to 90 ( fig. 8.a) Laser range scanners give an imprecision associated with the measure, generally given with the uncertainty, e.g. the true measure lies within the measure associated with the imprecision with a probability of 95%.
But if the acquisition asynchronism is not taken into consideration, the uncertainty will not lie any more with measured data. This is why it is important to take the exact acquisition time of each measure, or to estimate the measures at an exact time, as shown in this paper.
We can also remark that the computations have been done in post-processing, but they could have been done on-line. We only need the data of the precedent frame; the computations are linear interpolations, which do not require much workload computation. 5 
Conclusions
This paper has presented the influence of a timestamping imperfection in the case of a laser range scanner used in dynamic environments. It proposed a method to correct all data of a frame, to have them at a same time.
A laser range scanner is a very useful sensor: it enables to scan an area and to have the relative distance with surrounding objects within reach. However, all measures are not taken at the same time.
Some experimentations have been carried out and showed the non-negligible part of the timestamping imperfection of the laser range scanner, in the case of an instrumented vehicle on a road.
This study showed that if the correction is not effectuated, the data integrity can be often not satisfied. It can be useful for perception algorithms, when the environment is compared to a known environment, for example. It can also be useful to fit better to a model adequation, for example concerning classification, localization or vehicle characterization.
This method can be an interesting alternative to precise timestamping for each impact in the frame to have a lower workload computation. This alternative can be useful for data requiring precise timestamping, as for example the relative speed with surrounding vehicles.
Several interesting perspectives follow from this work. First, it will be interesting to include the data estimation at the frame time on-line in the experimental vehicle for fusion algorithms including several laser range scanners and cameras, for the environment perception. If there are many sensors, it could be useful to use a distributed acquisition system. However, in this case, some other errors come to light, as the synchronization errors, which can be estimated using interval timestamping dates [8] . Then, it could be useful to convert interval timestampings into exact punctual timestampings [1] .
In addition, a rnore detailed study could be done to see if it is a reasonable condition to consider that the sensor error is approximately the same between two frames. This error could also be quantified.
