With explosive growth of the astronomical data, astronomy has become a representative data-rich discipline so as to defy traditional research methodologies and paradigm to analyze data and discover new knowledge from the data.
Introduction
The technology advancement of observational instruments in astronomy will lead to a big bang of astronomical data. These data are typically high dimensional and multi-modal, which include multi-band spectra and images, various catalogs, time series data, and synthetic data. At the end of the last century, the total amount of image data of the Digitized Palomar Observatory Sky Survey (DPOSS) [1] was no more than 3 TB. By the beginning of this century, the data size of Sloan Digital Sky Survey (SDSS) [2] with multi-target fiber spectroscopy has reached 40 TB. The forthcoming Large Synoptic Survey Telescope (LSST) will generate about 30 TB data at each observation night with an observation period of up to 10 years, and it is expected that 100,000 variable objects will be found every night. The total amount of LSST image data is estimated to reach about 70 PB, the catalog will reach 10~20 PB [3] .
Astronomical data big bang is mainly due to two factors: First, the advancement of technology has given observational instruments stronger capacity since 1970s. For example, the Keck telescope, at the top of Monaco in Hawaii, is the optical telescope with the largest aperture diameter of over 10 meters built in the world. The forthcoming Thirty Meter Telescope (TMT), which is being jointly built by multiple countries, has a larger diameter of 30 meters. These large telescopes have reached unprecedented level of observation width and depth. Secondly, with the development of CCD technology, astronomical data can be digitized directly into electronic documents, replacing the traditional means of digitizing by scanning negatives, which significantly improves the efficiency of data collection [4] .
The large astronomical surveys have become the main forms and effective means of astronomers to study the universe. The richness of the data has brought new scientific opportunities to astronomy and severe challenges at the same time. Hence, the data-intensive era of astronomy necessitates a focus on automated, efficient and intelligential techniques and methodologies that can 'understand' certain tasks in astronomical research like astronomers and automatically mine large scale astronomical data for scientific discoveries, such as recognizing known objects, discovering unknown objects, search of rare objects and astronomical phenomenon. One way of performing such tasks is applying computational intelligence (CI) techniques. Generally speaking, computational intelligence is considered to be the family of scientific methods consisting of artificial neural networks, fuzzy systems, evolutionary computation, learning theory and probabilistic methods. Compared with other data processing methods, the most important advantage of CI is that it does not need to exactly establish the model of the problem and dose not requires prior knowledge but rather directly process the low level observed data (or only use inexact and incomplete knowledge) in nature-inspired computational methodologies and approaches. This feature is well suited to solve the complex problems of astronomical data analysis in which traditional methods or models are usually incompetent because of the lack of prior knowledge (e.g. the unknown or rare astronomical objects), or the data analysis involves uncertainties (e.g. the specious or incomplete data common in astronomy), or the data need to be processed in a stochastic way due to the complexity. We believe that CI will reinvent the study of modern astronomy. This is because of two separate factors. The first one is the fact that large scale astronomical data have become available thanks to the advent of astronomical instruments and observation technology. The second one includes improvements in software and hardware technologies, such as artificial intelligence, deep learning, and high-performance computing.
However, researchers including computer scientists, data scientists and astronomers have not yet to communicate effectively across specialties, to assimilate their achievements, and to consult with crossdisciplinary experts. We therefore review the current state of the application of computational intelligence in astronomy with the hope of giving a fairly comprehensive overview to the researchers from both computational intelligence and astronomy who are not very familiar with this new cross-discipline. We also hope that the review could provide inspiration for exciting new ideas and applications. The remainder of the paper summarizes the related application of computational intelligence techniques in astronomy from three aspects, i.e. the artificial neural network, the fuzzy set, and the evolutionary computation. We end this paper with the prospect for the future research in the last section.
Artificial neural networks in astronomy
An artificial neural network (ANN) is a computational model inspired by biological neural networks and is used to approximate general nonlinear functions. ANN is a data-driven and self-adaptive computational intelligence technique. Unlike other parametric models, ANN does not have to make any prior assumptions about the underlying structure of the data and does not require any prior knowledge. Hence, it is easy to use and understand compared to other models, e.g., statistical methods. ANN could be used as a powerful tool to model complicated physical processes due to its ability to approximate any arbitrary nonlinear function.
Since the first astronomical application with ANN was presented in 1990 [5] , the neural network has been the most widely used and well-known computational intelligence technique and machine learning model in astronomy [6] . Nowadays, ANN has been applied with success in many astronomical tasks, including but not limited to morphological classification of galaxies, evaluation of photometric redshifts, star/galaxy classification, stellar classification, stellar atmospheric parameters estimation, pulsar candidates identification.
Morphological classification of galaxies
Large-scale surveys e.g., SDSS and the forthcoming LSST, have generated or will generate vast amounts of images for millions of galaxies, and they will go on. Annotating these images with morphological information is a fundamental work because morphological information of galaxies can provide clues related to their formation and evolutionary history. However, this task cannot be done by unarmed human eye due to the huge data size. To classify galaxies by their morphology, a crowdsourcing project, Galaxy Zoo [7] , was launched in 2007 in order to provide morphological classifications for nearly one million galaxies of SDSS. This project was made possible by combining the efforts from a large number of volunteers via a website. Unfortunately, as a result of the advent of astronomical instruments, new telescopes will generate tremendous amount of galaxy images, which makes crowdsourcing approach impractical in the future. This fact necessitates a focus on automated and scalable methods which are able to handle the task of morphological classification of galaxies.
In 1992, ANN was first applied in the morphological classification of galaxies. Storrie-Lombardi et al. [8] adopted a three layers feed-forward neural network to classify 3,517 galaxies into five classes, i.e., E, SO, Sa+Sb, Sc+Sd and Irr with 1,700 galaxies as training samples. Since then, ANN has always been used as an important technique for the morphological classification of galaxies [9] [10] [11] [12] [13] [14] [15] . In this field, there are several issues that are worthy of consideration: 1) what is the network structure to be used? In the early works, the data sets are very small. Simple network structure, e.g. the basic single hidden layer feed-forward networks, are employed in the classification task. With the increase of data amount, it is possible to employ more complicated network structure with more learning capacity and less over-fitting risk. Recently, some deep learning models have been employed in morphological classification of galaxies. For instance, Dieleman et al. [14] use images from the Galaxy Zoo project to train a convolutional neural network (CNN) for galaxy morphology classification in the context of the Galaxy Challenge (https://www.kaggle.com/c/galaxy-zoo-the-galaxychallenge). Their model achieves state-of-the-art performance and wins the first place in the Galaxy Challenge. Subsequently, Huertas-Company et al. [15] extend this new methodology to high redshift galaxies by classifying ~50,000 galaxies with median redshift z~1.25. What are the features to be used as the input to the networks? Earlier works in this domain always use task specific parameters as the input to the networks, such as ellipticity (Ratio of the semi-major to semiminor axis length), area (number of pixels contained in the object) [16] . With the development of feature learning techniques, general features those are learned automatically in an unsupervised fashion have been utilized to galaxy morphology classification. This kind of feature learning method is applicable for big data scenario in the future. 3) How to improve the classification performance? Ensemble learning is a common used method to obtain better classification performance, which employs multiple learning algorithms. It is possible to combine multiple different ANNs or combine ANN and other classifiers into an ensemble one for better prediction performance. Ensemble learning has also been used in galaxy morphology classification [9, 11] .
Photometric redshifts evaluation
Redshift is a crucial cosmological parameter revealing the distance of galaxies according to the Hubble law. The photometric redshift evaluation is to use the broadband or medium-band photometry of galaxies to estimate their redshift. Although the distances are less accurate than those obtained with spectra, photometric redshift is very efficient compared with spectroscopic since the signal-to-noise in broad-band filters is much greater than the one in a dispersed spectrum and a whole field of galaxies may be imaged at once while spectroscopy is limited to individual galaxies [17] . Furthermore, the sheer number of objects with photometric measurements can often make up for the reduction in individual accuracy by suppressing the statistical noise of an ensemble calculation [6] . The fundamental approach to evaluate the photometric redshift is the template-fitting technique. For a given galaxy, the photometric redshift evolution is to find the redshift of the most closely matching template. This method is unintelligent and highly depending on the quality and representativeness of the template. Another method is the so-called empirical training set method, in which the redshift is predicted from the empirical data. It can be viewed as a regression task in the view of machine leaning. ANN is one of the most used empirical training set approaches [17] [18] [19] [20] [21] [22] . In this kind of method, ANN usually takes fluxes in expert specific optical and near infrared filters as input and output the estimated redshift. It is worth noting that Hoyle [23] has tried to apply deep learning techniques to evaluate the photometric redshift. He uses the deep neural network to implement an end-to-end pipeline that takes the entire multi-band galaxy images as the input and removes the user intervention from the photometric redshift estimation.
Star/galaxy classification
Star/galaxy classification, also called star/galaxy separation or star/galaxy discrimination, is an old and long-standing problem and will pose challenges in future large imaging surveys. The basic task behind star/galaxy classification is to classify objects into stars and galaxies automatically using optical and near infrared images. ANN was first employed in star/galaxy classification task by Odewahn et al. in 1992 [24] . They train several different networks using 14-element image parameter set as the input and obtain a promising classification performance. Subsequently, ANN has always been used in this kind of task [25] [26] [27] [28] [29] [30] . ANN in these works could be generally divided into two categories from the view of machine learning. The first one is the traditional supervised learning ANN, in which the true label of the training set is known. The second one is the unsupervised (or semi-supervised) learning ANN. For example, Miller and Coe [25] present a classifier using Kohonen self-organizing map (SOM). This approach requires much fewer labeled samples. Cortiglioni et al.
[27] present a so-called direct image mode using SOM, in which objects are located and extracted from digitized plates as micro-images and these images are then directly used as inputs for subsequent processing. With increasing quantities of image data produced by ongoing and forthcoming surveys, it is impractical to label the new data by experts intuitively. Therefore, the vast majority of new data are unlabeled. It's necessary to pay attention to the utilization of unlabeled data. From another point of view, star/galaxy classification is essentially a visual binary classification problem that is a research hotspot in computer vision and pattern recognition. Hence, new techniques or ideas of computer vision and pattern recognition community could be applied naturally in this task. For example, Kim et al. [31] recently present a star-galaxy classification framework that uses deep convolutional neural networks.
Stellar classification
Spectral types of stars provide valuable information in the study of the stellar physical parameters and the structure and evolution of the universe. The MK classification system [32] is the most frequently used one in stellar classification, in which letters O, B, A, F, G, K, and M are used to denote different spectral type of stars with different spectral characteristics. Each spectral type is then classified into 10 sub-class denoted by numeric digits from 0 to 9. For the small data set, MK classification can be conducted by experts by comparing the stars to be classified with the standard ones. For large scale data set, this native way is infeasible and automated approaches are highly required. ANN has been used as a common tool to perform the classification task since it was first used in 1994 [33] . In ANN based stellar classification task, the input vectors to the networks are expert specific features or automatically extracted ones. For example, Navarro et al.
[34] take a set of spectral indices as the input to the networks. In large spectroscopic survey, automated spectral feature extraction is a crucial procedure in stellar classification since extracting features manually is impractical. In general cases, principal component analysis (PCA) is employed as the feature extraction or dimensionality reduction method [35] [36] [37] . However, it can only represent the linear relations within the spectral data. Subsequently, nonlinear methods are introduced in the feature extraction in stellar classification tasks. Among these methods, locally linear embedding (LLE) has been a representative method applied in stellar feature learning [38, 39] . Recently, Wang et al. [40] adopt the deep neural network with a fast learning algorithm to learn features from stellar spectra automatically. Besides stellar classification with spectra, stars could also be classified with their images. Kuntzer et al. [41] train an ANN using single-band images of the diffraction shape of stars to estimate the stellar spectral type. Additionally, other models have been applied in stellar classification, such as gaussian classifier [42, 43] , support vector machine (SVM) [44] [45] [46] , and mixture models [47] [48] [49] [50] [51] [52] . These models can also be viewed as neural networks essentially.
Stellar atmospheric parameters estimation
The stellar parameters estimation is to obtain the atmospheric parameters from the stellar spectra. These parameters, such as Teff (the effective temperature), log g (the surface gravity) and [Fe/H] (the metallicity) reflect the intrinsic physical properties of stars, such as ages, masses, and elemental abundances. From the view of machine learning, this task can be regarded as a regression, in which the representative spectra along with known parameters are used to train a nonlinear regression model. This model is then used to predict the unknown stellar atmospheric parameters. Since ANN is a commonly used model for regression, it also can be used in stellar parameters estimation. Gulati et al. [53] train an ANN with synthetic spectra to assign the effective temperatures for G-K dwarfs. Bailer-Jones et al. [54] employ ANNs to produce physical parameters for observed stellar spectra. They generate a grid of synthetic spectra for a range of different atmospheric parameters. These synthetic optical stellar spectra are used to train a network. The trained network is then used to determine the effective temperature for over 5,000 real observed dwarfs and giants. Subsequently, Bailer-Jones [55] investigates the performance of ANN in the stellar parameter estimation with spectra at low resolution and SNR. It is found that neural networks can yield good determination of stellar parameters even at low resolution. Manteiga et al. [56] take coefficients of Fast Fourier Transform (FFT) and Discrete Wavelet Transform (DWT) as input features to an ANN which is trained to estimate the parameters Teff, log g, [Fe/H] and [α/Fe]. With the advancement of observation instruments, the increasing amount spectral data make the training of more sophisticated networks feasible. Yang and Li [57] use the auto-encoder to learn a set of local representations from stellar spectra. Then they use a back-propagation (BP) network to estimate stellar parameters.
Pulsar candidate selection
Searching for pulsars with modern radio telescopes, such as Parkes Multibeam Pulsar Survey (PMPS) [58] , High Time Resolution Universe (HTRU) [59] , or the Five-hundred meter Aperture Spherical Telescope (FAST) [60] , is a significant and hot research area in astronomy. Raw data collected from radio telescopes are processed with techniques including radio frequency interference removal and de-dispersion, and then folded as pulsar candidates in the form of diagnostic plots and summary statistics. Traditionally, these pulsar candidates are further inspected by human experts on the plots and statistics to determine their authenticity. As the number of pulsar candidates and data volumes are increasing exponentially with the improvement of radio surveys, automatic pulsar candidate selection with machine learning algorithms, especially ANN, become popular recently. A lot of related works have been proposed for this task.
Eatough et al. [61] proposed to select pulsar candidates with three layers artificial neural networks, which consists of an input layer, a hidden layer and an output layer. The candidates are first preprocessed and represented by twelve feature scores. These 12 scores include 8 scores proposed in Keith et al. [62] and 4 scores proposed in this work. Then, these scores are regarded as inputs. In their architecture, the hidden layer has the same number of neurons as the input layer and the final layer has two outputs, indicating probabilities of the candidate being a credible pulsar or non-pulsar. By adopting 8 or 12 scores, Eatough et al. trained two architectures. With the trained artificial neural networks, they discovered a previously unidentified pulsar from a re-analysis of the PMPS.
Bates et al. [63] added some new feature scores as an improvement of the work of [61] and [62] , resulting in 22 feature scores for each pulsar candidate. Then they trained a three fully connected layers ANN comprising 22 input neurons, 22 hidden neurons and 2 outputs. Their architecture was estimated to have an accuracy of 85% on validation set. In the mid-latitude portion of the HTRU, 75 pulsars were discovered with their method. They also argued that more representative pulsars are needed to improve the selection accuracy, and that different ANN models should be trained for selecting different kinds of pulsars.
Morello et al. [64] proposed SPINN (Straightforward Pulsar Identification using Neural Networks), in which a customized ANN is trained on 1,196 positive observations of pulsars and 90,000 negative observations from the southern HTRU survey. SPINN succeeds in finding all known real pulsars in the HTRU survey data and maintains a low false positive rate of 0.64%. SPINN discovered four new pulsars in a reprocessing of the intermediate Galactic latitude area of HTRU.
Zhu et al. [65] proposed a system called Pulsar Imagebased Classification System (PICS). In this PICS, the prediction results of SVMs, ANNs and CNNs are combined together with a logistic regression function. Four features of the pulsar candidates are down-sampled or interpolated to a uniform size. In their work, summed profile is represented by a 64-bin vector, time vs. phase plot and frequency vs. phase plot are regarded as 2-dimensional matrices (images), and dispersion-measure curve is a 60-bin vector. In all previous works, SVMs and ANNs just act as a discriminator to decide if the sample is a real pulsar or not. That is, handcrafted feature extraction is required in preprocess step before training the SVM and ANN. However, CNNs directly take the 2-dimension images as input and predict the results in an end-to-end way. The training candidates are gathered from Pulsar Arecibo L-band Feed Array (PALFA) survey. For each classifier, the performance of proposed CNN architecture in their work is superior to that of SVMs or ANNs on the Green Bank North Celestial Cap survey validation set. The system worked with Pulsar Arecibo L-band Feed Array (PALFA) survey and achieved six new pulsar discoveries.
Guo et al. [66] proposed a novel framework which combines deep convolution generative adversarial network (DCGAN) with SVM to address the imbalance data issue. DCGAN is used as the sample generation and discriminative feature learning model while SVM is employed as the classifier of pulsar candidates. Experimental results on two pulsar datasets illustrate the effectiveness and efficiency of this method.
Others
In addition to the applications mentioned above, ANN has also been applied in many other astronomical data analysis tasks, such as the study of solar activity detection [67] , source detection in astronomical images [68] , the classification of gamma-ray bursts [69] , the removing of cosmic-ray in CCD images [70] , the weak lensing measurement [71] , the identification and study of Gravitational Wave [72, 73] .
Fuzzy set theory in astronomy
Fuzzy set theory is developed to describe the linguistic expressions in daily life, such as tall, high, far etc. Unlike classical mathematics, it considers everything as a matter of degree, and uses membership degree to quantitatively describe the uncertainty. In the last few decades, fuzzy set theory has been applied to many fields, e.g. artificial intelligence, pattern recognition, control engineering, decision theory, expert system and so on. As the theory imitates the thinking pattern of human being, it's easy to comprehend and is suitable for many realistic problems.
Fuzzy set theory has been applied in many fields in astronomical data analysis since 1980s. It was first applied in the analysis and prediction of solar activity [74] , using the technique of fuzzy clustering. With the development of fuzzy methods, more and more successful applications in astronomy tasks appeared, including the analysis and prediction of solar activity, classification tasks, telescope control system, celestial navigation and so on.
Classification
Classification has always been an important issue in astronomy. The large amount of data produced by photographic sky surveys require automated reduction techniques in order to extract information within reasonable times. Therefore, the automatic classification methods are urgently needed. Since the definitions and classification in astronomy are not such clear and the data are usually noisy in real surveys, fuzzy set theory is supposed to be an useful tool in this area. By contrast with other classification methods, e.g. the aforementioned ANN based ones, fuzzy set theory based methods employ degrees of memberships in the classification and recognition tasks. This characteristic is meaningful in astronomical scenarios. For example, stars from contiguous MK spectral type, e.g. A9 and F0, might have very similar features, hence it is reasonable to assess their memberships to different spectral types rather than using boolean true or false to arbitrarily classify them into certain categories. For another example, unexpected noise might generate fake emission lines in a spectrum while a true emission line might be weakened by the extinction or sky subtraction errors. Therefore, it is necessary to handle these uncertainties in the classification.
G. Spiekermann [75] first applied fuzzy set theory in classification of the faint galaxies in 1992. He developed a fully automated morphological classification system with a two-step classifier. In the first part, fuzzy set theory is used to determine the membership to early and late type galaxies. In the second part, Hubble equivalent types are extracted by applying heuristic methods to the results from the first part. The test results show the effectiveness in automated classification. Then Dumitrescuet al. [76] used fuzzy hierarchical clustering to classify pulsating stars through the shape of their light curves, and finally got the groups and their possible structure. However, Mӓhӧnen et al.
[27] found the fuzzy classifier was slightly weaker than neural network and self-organized map in the star-galaxy classification. But they also pointed out that fuzzy classifier can describe how strongly the object belongs to this class through the output membership values. For galaxy classification in large survey, Coppa et al. [77] put forward a statistical and portable classification method making use of fuzzy clustering, which can operate on different datasets.
Another important application of fuzzy set theory is to classify stellar spectra. This was always done by experts with no help than their own experience in the past, which is obviously time-consuming and costly. Thus Rodríguez et al. [78] developed an automated knowledge-based analysis and classification system combining signal processing, expert systems and fuzzy logic techniques. They also found that expert systems with fuzzy logic are more suitable for the classification of the star's global temperature although all the techniques reach a success rate around 90%. Manteiga et al. [79] also built a fuzzy logic knowledge-based system and proved that the success rate can go higher if errors in few spectral subtypes are considered acceptable as internal error. Whereas, Zhang et al. [80] chose fuzzy C-means clustering to build a soft discretization method of celestial spectrum characteristic line, in which fuzzy set theory was used to improve its anti-noise ability. With more techniques appear, researchers have tried more complex methods for stellar spectra classification, such as the manifold fuzzy twin support vector machine (Liu et al. [81] ).
Fuzzy set theory has also been applied in other classification problems. For example, Freistetter [82] used fuzzy logic to classify near-earth-asteroids and Wegner [83] studied the two components of the double galaxy cluster based on fuzzy clustering.
Solar activity
As solar activity has a huge impact on Earth's ionosphere, climate, magnetic field and space activities, the analysis and prediction of it have always been hot issues in astronomy. The main task is to forecast the activity of the active regions as well as solar flares and coronal mass ejection (CME).
Since 17th century, people have already been observing and recording the sunspots and their movement. It's shown that sunspot activity is cyclical and is a basic sign of solar activity. Thus, early researches on the prediction of solar activity almost depended on the observation and analysis of sunspot groups. Considering that no one knows the mechanism of solar cycle, fuzzy set theory is quite suitable for the relevant problems. In 1985, Hu et al. [74] proposed a prediction method based on fuzzy classification of solar cycles, using the observed data of sunspots. Then other researchers also applied different fuzzy techniques on solar activity problems [84, 85] .
With the development of telescopes, Extreme Ultraviolet Telescope (EIT) images appeared and had already been used to extract active regions. Fuzzy-based segmentation method shows better effect when processing solar images as the boundaries are not always well-defined and the images may be polluted with noise. K. Revathy et al. [86] proposed a fractalbased fuzzy technique to get the active regions. Then V. Barra et al. [87] succeeded in automatically segmenting EUV solar images into Coronal Holes, Quiet Sun and Active Regions via a multichannel spatially constrained fuzzy clustering algorithm. They also improved the algorithm into a fast and robust one [88] . For images with noises, M. Druckmüller [89] put forward a noise adaptive fuzzy equalization method to process noisy images.
Telescope control system
Astronomical telescope plays an important role in the study of cosmic origin, galaxy distribution, discovery of new celestial bodies, exploration of the mysteries of the universe as well as the study of dark matter. How to control the speed and direction of the telescope accurately becomes an urgent problem when tracking an object. Since fuzzy logic can easily encode the linguistic information, it's quite a natural idea to apply fuzzy set theory by designing fuzzy logic controllers (FLC) based on operator experience.
Soliman et al. [90] designed the first FLC for the electric motor driver system of astronomical telescope in 1998.The controller utilized the position error and its rate of change to regulate the armature voltage of the DC motor drive of each link in the two-link model. And the controller contained two groups of fuzzy sets, both the motion and the control signal. The results demonstrated the superiority of FLC to the traditional PD fixed gain controller. Shen et al. [91] also used the position error to build FLC, with the idea of fuzzy controlling table to improve the efficiency. Then Attia [92] changed the static fuzzy sets into adaptive fuzzy sets, and improved the dynamic response of the overall system by improving the damping coefficient and decreasing the rise time and settling time. He subsequently put forward a model using hierarchical fuzzy controllers which improved the effectiveness through reduction of the rule base [93] .
FLC has been applied to radio telescope. Su et al. [94] proposed a trajectory tracking strategy based on FLC and they added reference learning into the method later, making the system more robust. Zi et al. [95] added a proportional-integral controller in parallel instead to enhance the control performance for steady-state errors. Shao et al. [96] applied FLC for flexibly supported parallel manipulator and finally practiced on the Fivehundred-meter Aperture Spherical radio Telescope project.
Others
Besides the applications mentioned above, fuzzy set theory has also been applied in many other astronomical data analysis tasks, such as astronomical objects detection in wide-angle frames [97] , cosmic-ray hit rejection [98] , deriving photometric redshifts [99] , stellar spectral outliers mining [100] and celestial navigation [101] .
Evolutionary computation in astronomy
There are many optimization problems of high complexity related to handle a huge amount of data in astronomy and these so-called complex optimization methods are inherently limited by the size of the problem/data [102, 103] . For instance, reliable analysis of large amounts of data is central to modern astrophysics and astronomical sciences in general. Evolutionary Algorithms include a group of heuristics based on the mechanism for the natural selection proposed by biology Darwinism and have been proven to be effective to the complex optimization problems. In evolutionary algorithms, a population of various individuals is evolved generation by generation where an individual is a solution to a problem and is encoded according to the necessities (e.g. it can be as simple as a binary array). The quality of an individual is measured by its fitness. The higher the quality of an individual, the higher its fitness [104] . From an astrophysics point of view, the applications of evolutionary computation in astronomy can be grouped into the following four fields.
Study of distant bodies by observing anomalies on optical and radio astronomy
One of the application areas of the evolutionary computation techniques in recent years is the search for planets with potential for life beyond our solar system. After the discovery of the first exoplanet orbiting the star 51-Pegasi b in 1995 [105] , the techniques that permit indirect detection of these types of bodies have increased exponentially and the number of the planets discovered reaches 61 in the year 2009 and more than 3200 in total in 2016. In 1997, Lazio et al. used a basic genetic algorithm to fit Keplerian orbits and try to explain the irregularities in the periods of some pulsar by the presence of other secondary bodies [106] , they observed the genetic algorithm was more efficient and found better solutions than the traditional simplex method and the simulated annealing method allowing the discovery of a planetary companion to the pulsar PSR B0329+54 and identified two other potential candidates: B1911-04 and B1929+10. In the stars, influence of planets can be measured via the Doppler shift to red or to blue in the spectrum of light that can reveal the presence of one planet, or two planets, or a complete planetary system. In 2010, Rozenkiewicz et al. [107] proposed a hybrid genetic algorithm combining a genetic algorithm with a simplex algorithm [108] to study star HD240210 which showed abnormalities that were not explained in the 1-planet Keplerian model but could be interpreted in context of the existence of an additional planet. The genetic algorithm was also used to explore different values for orbital parameters like orbital eccentricities, orbital periods, and time of periastron passage and eccentricity. In 1995, Charbonneau [109] proposed the implementation of a simple genetic algorithm but very customizable one (which made it ideal to be used in many physical applications of the field) [110] , which later, became a reference point for many other works on curve fitting for galaxies rotation based on the orbital speed of stars and gas near the galactic center. This algorithm was refined several times in the next several years. Lazio and Cordes [111] , proposed a possible method for searching for planetary systems around pulsars of known frequency by using a genetic algorithm to explore possible systems within a given acceptance values and margins by applying a mathematical model. Other particularly interesting work was carried out by Chwatal et al. in 2008 [112] , and differs from the earlier ones and uses evolution strategies for the characterization of extra-solar planets. In 2012, F. Vachier et al. [113] implemented a new approach for determining the mutual orbits of directly-imaged multiple asteroids using a genetic-based algorithm. This approach was applied to several known binary asteroid systems (22 Kalliope, 3749 Balam, and 50000 Quaoar) observed with AO systems and HST. This statistical method is fast enough to permit the search for an orbital solution across a large parameter space and without a priori information about the mutual orbit. In 2014, S. Li et al. [114] proposed a general framework for the rapid design and optimization of low-thrust rendezvous/interception trajectories for future asteroid deflection missions.
Stellar dynamic and helioseismology
One of the first works where evolutionary computing techniques applied in study of stellar dynamic was proposed by Metcalfe in 1999 [115] . Due to the computational weights of calculating the light curves simulated using the matrix of parameters, the authors decide to implement a distributed system on a grid of twenty-five workstations with a central server where the genetic algorithm will organize the population and take control of work assignments. The proposed algorithm began generating a set of 1,000 arrays of randomly distributed parameters which are sent to the slave nodes to be responsible for calculating the theoretical curves according to the model UBV (The letters U, B, and V stand for ultraviolet, blue, and visual magnitudes) [116] . An interesting contribution is proposed by Ordonez et al. in 2010 [117] , where a genetic algorithm is used to adjust the recognition fee of a neural network that handles the classification and characterization of stellar mass objects by studying their emission spectrum.
Galaxies and other super-massive bodies
In the early universe, star formation rate was higher than today, frequently colliding galaxies, generating a wealth of new stars with each encounter. Theis et al. in 1999 [110] used a modified version of the Charbonneau algorithm of 1995 [109] to study the evolutionary history of the galaxy NGC4449, a dwarf galaxy of Magellanic type are formed through its gravitational interaction with DDO125. Mathematically the problem can be approached by an optimization model of fitting an N-body simulation for a given dataset. In 1997, Wahde et al. proposed to use a genetic algorithm to obtain scientific information of the characterization of galaxies like the scale radii, scale heights, disc inclinations, velocity dispersions, or Masses ratio [118] .
In 2001, Wahde et al. [119] used a genetic algorithm to study the influence of past interaction between and the galaxy NGC5195 and the Messier M51 (commonly known as the Whirlpool Galaxy). Another remarkable work carried out by Cantu and Kamath in 2002 [120] was a hybrid solution AG-ANN, consisting of a genetic algorithm and back-propagation neural network with 2) Reliability and stability is poor. However, the reliability and stability are among the key requirement for the scientific application, such as astronomy.
3) Low performance in high dimensional data that are common in astronomy.
one hidden layer. In this paper, genetic algorithm performs the task of finding the best weights vector, and finds also the smallest number of input features to allow the neural network correctly classified observations of distant galaxies. For the galaxies composed of different kinds of stars, it is important to estimate the parameters of stellar population synthesis quickly and accurately. In 2015, Han [121] combined the genetic algorithm with the simulated annealing algorithm to estimate the parameters of stellar population synthesis.
Supernovae and others high-energy events
One example is the detection of a gamma-ray burst to 13 billion light years away by the NASA SWIFT observed in 2009 and confirmed the farthest supernova explosion recorded. This confirmed the study of Zwart et al. in 2001 [122] . In this work, they used an evolutionary algorithm for fitting a set of numerical models to several real observations of gamma emissions and tried to explain these by generation of high-energy emission jets in a rotation system where particles of ray interact with the interstellar medium. In the study of LIGO data analysis, many works have been done to suggest the use of different techniques of data mining. One of the most interesting works is the proposal of Lightman et al. at 2006 [123] which proposed the implementation of an evolutionary algorithm to maximize the chances of detecting gravitational waves and minimize the risk of false alarms in LIGO. The first paper using genetic algorithms to the analysis of data from LISA was introduced by Crowder and Cornish in 2006 [124] . It presents an effective method to isolate potential sources of gravitational waves from the possible tens of thousands of overlapping signals in the LISA data stream, reducing the level of confusing noise. The evolutionary approach is used as a first step in cleaning up the signal and constraining the parameters and allowing a further refining process using a Markov Chain and Monte Carlo algorithm.
Summary
In this paper, we intend to give a review of CI in astronomy, present a survey of the CI applications to various scientific problems refer to astronomy research field (see Table 1 ). Throughout, we emphasize CI as a tool to facilitate the scientific discovery, not as an end in itself, and to highlight areas where CI has been employed. We hope that the experts in CI could know enough about the scientific requirements of astronomy data processing and analysis. Meanwhile, astronomers would also need to realize such CI approaches could be an optional tool to solve the scientific problem they are addressing. We also hope that this paper could establish collaborative relationships for those experts in astronomy and CI.
In recent years, areas related to CI has made significant progress and become a hot topic in the field of computer science. In the field of astronomy, it is noteworthy that many researchers have begun to try to apply emerging CI techniques to astronomical data processing and analysis, and carry out interdisciplinary research of CI and astronomy. For example, Graff et al. [125] provide a deep neural network toolkit for astronomy and apply it to three specific astronomical problems i.e. map of dark matter, identification of gamma-ray burster, and image compression for galaxies; Ravanbakhsh et al. [126] used generative adversarial networks (GAN) to generate distorted galaxy images due to gravitational lens effects for the study of dark matter. It can be expected that CI could make a difference in the future study of astronomy.
For the future study, we think new research efforts should focus on the following aspects: 1) faced with the astronomical data big bang, the scalability of the CI algorithm is a key point. New CI techniques with high scalability should be further studied. 2) Although the deep learning & big data is the current mainstream model of artificial intelligence research, but in some specific astronomical problems, e.g. the discovery of rare objects, the available samples are still relatively scarce. Hence, methods for small data sets or imbalance data sets are still highly required. 3) Feature extraction is a crucial procedure in automated analysis of astronomical data. It determines the performance, efficiency, complexity and robustness of the subsequent algorithms. At present, the commonly used features of astronomical data processing are mainly extracted by traditional methods such as PCA, LLE and wavelet transform, or directly based on domain knowledge, such as line indices, colors and physical parameters. Meanwhile, deep learning models such as autoencoders, convolutional neural networks, generative adversarial networks have been shown to have more powerful feature learning capabilities, thus, application of these new methods in astronomical data feature learning is worthy of future researches. 4) How to interpret the results of astronomical data analysis with CI techniques, how to make use of domain knowledge in the process of data analysis to promote the performance of the CI algorithm are also worth pursuing in future research. 
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