Sliding modes are used to analyze a class of dynamical systems that solve convex programming problems. The analysis is carried out using concepts from the theory of differential equations with discontinuous right-hand sides and Lyapunov stability theory. It is shown that the equilibrium points of the system coincide with the minimizers of the convex programming problem, and that irrespective of the initial state of the system the state trajectory converges to the solution set of the problem. The dynamic behavior of the systems is illustrated by two numerical examples.
1. Introduction. Most of the traditional methods for solving constrained optimization problems are iterative algorithms [17] . However, over the past two decades considerable effort has been given to developing continuous-time methods for solving constrained optimization problems. The impetus for much of the early development in this area was a desire to solve constrained optimization problems using an electronic analog computer. Perhaps the first to develop a continuous-time algorithm was Pyne [18] , who in 1956 proposed a method for solving linear programming problems using an electronic analog computer. Soon after, other methods [12, 21, 22] were proposed for solving various mathematical programming problems on an electronic analog computer. More recently, a class of analog systems known as artificial neural networks have been used to solve certain constrained optimization problems; see, for example, [3, 4, 13, 15, 16, 19, 23] . Many of these networks are suitable for monolithic implementation and are thus well suited for applications that require on-line optimization.
An approach commonly used in developing analog optimizers is to first convert the constrained optimization problem into an associated unconstrained optimization problem, and then design an analog network that solves the unconstrained problem. Such a network is typically an implementation of the dynamic gradient system for minimizing the objective function of the unconstrained problem. (See [6, 9, 8, 11, 14, 5] and references therein for other continuous-time methods for solving constrained optimization problems.)
One method for converting a constrained optimization problem into an unconstrained optimization problem is the penalty function method [17] . The idea behind the penalty function method is to replace the constrained optimization problem minimize f (x) subject to x ∈ Ω with an unconstrained problem of the form minimize f (x) + ζp(x), where f : R n → R is continuous on R n , Ω ⊂ R n , ζ is a positive constant, and p : R n → R is continuous on R n and satisfies (i) p(x) ≥ 0 for all x ∈ R n and (ii) p(x) = 0 if and only if x ∈ Ω.
If for a finite value of the penalty parameter ζ the solution of the unconstrained problem coincides with the solution of the constrained problem, then the penalty function p is said to be exact. Bertsekas [2] has shown that except for trivial cases an exact penalty function must not be everywhere differentiable. Quite often we can find an exact penalty function that results in the function f (x) + ζp(x) being piecewise smooth. However, the dynamic gradient system for such a function will have a discontinuous right-hand side. As such, an analysis of its behavior cannot be carried out using only methods derived from the classical theory of differential equations. Rather, the analysis of the system must be carried out using other methods, for example, those reported in [7, 1] . Such an approach was taken by Karpinskaya [12] , and more recently by Utkin [25] andŻak et al. [27] , among others. Rodríguez-Vázquez et al. [19] proposed a class of neural networks for optimization problems whose design is based on concepts from the penalty function method. This class of optimizers is particularly attractive for two reasons. First, their design does not require the calculation of a penalty parameter. Second, these networks can be realized using switched-capacitor technology, and thus are suitable for monolithic implementation. In light of these properties we feel that a rigorous analysis of the dynamics of these systems is in order. Since such an analysis is not provided in [19] , we do so here.
In this paper we perform an analysis of the dynamics of the analog networks proposed in [19] when applied to a broad class of convex programming problems. The paper is organized as follows. The statement of the problem is given in section 2. The main results of the paper are presented in section 3. In section 4 we illustrate the dynamic behavior of the analyzed networks by presenting the results of two computer simulations. Concluding remarks are offered in section 5.
2. Problem statement. We consider the constrained optimization problem
where x ∈ R n , f : R n → R, and g i : R n → R, i = 1, 2, . . . , m. Before proceeding further we first introduce some notation. We let Ω denote the feasible region for problem (1) ; that is,
The collection of all interior points of Ω is denoted by Ω o , and the boundary points of Ω are denoted by ∂Ω. Also, we define
We let Γ denote the collection of all relative minimizers of problem (1) . Lastly, we introduce the index sets
We assume the following.
A1. The sets {x : g i (x) > 0}, i = 1, 2, . . . , m, are all nonempty. A2. The functions f and g i , i = 1, 2, . . . , m, are convex over R n and have continuous first partial derivatives on R n ; that is, f ∈ C 1 and g i ∈ C 1 , i = 1, 2, . . . , m. A3. The set Ω is nonempty and bounded. A4. The constraints are everywhere regular; that is, the vectors ∇g i (x), i ∈ I(x), are linearly independent for any x ∈ R n . Remark 1. Note that there is no loss of generality by assuming A1. Indeed, when treating a constrained optimization problem we can simply ignore any constraints that are satisfied everywhere.
Remark 2. It follows from A2 that problem (1) is a convex programming problem. Specifically, by A3, we are asked to minimize a convex function f over a compact convex set Ω.
Remark 3. It follows from A1-A4 that 1. the sets {x : g i (x) < 0}, i = 1, 2, . . . , m, are all nonempty; 2. the points in ∆ i define a smooth (n − 1)-dimensional surface in R n that separates the regions {x : g i (x) > 0} and {x : g i (x) < 0}, i = 1, 2, . . . , m;
{x : g i (x) < 0}, ∂Ω = Ω ∩ ∆, and both Ω o and ∂Ω are nonempty. The class of analog networks proposed by Rodríguez-Vázquez et al. [19] for solving problem (1) is modeled by
where τ and µ are positive design constants. Observe that the function h is piecewise continuous over R n and, in general, discontinuous on the surfaces ∆ 1 , ∆ 2 , . . . , ∆ m . As such, our analysis must use methods from the theory of differential equations with discontinuous right-hand sides. Here, as in [7] , we take a solution of (2) to be a solution of the differential inclusion
where for each x, H(x) is the smallest closed convex set containing the cluster values of the function h(y) as y → x, y / ∈ ∆. That is, a solution of (2) is an absolutely continuous function x(t) defined on an interval or segment L for which τẋ(t) ∈ H(x(t)) almost everywhere on L [7] . Observe that if the function h is continuous at a point x, that is, x / ∈ ∆, then H(x) consists of a single point, namely h(x), and the solution satisfies (2) in the usual sense. However, if x ∈ ∆, then x lies on one or more of the surfaces ∆ 1 , ∆ 2 , . . . , ∆ m . Denoting the elements of I(x) by i 1 , i 2 , . . . , i k it follows from A4 that for sufficiently small δ > 0 the surfaces ∆ i1 , ∆ i2 , . . . , ∆ i k partition the δ-neighborhood of x into 2 k regions, R 1 , R 2 , . . . , R 2 k , in each of which the function h is continuous. Let h j denote the function h restricted to the region R j . Then, H(x) is the smallest closed convex set containing the set
We note that a rigorous justification for using (3) to analyze the behavior of system (2), as well as theorems guaranteeing the existence of solutions of system (2) , is provided in [7, Chapter 2] . We also point out that differential inclusions are also used in continuous-time algorithms for solving nonsmooth convex programming problems; see, for example, [9, 8] .
Our goal is to show that the solution set, Γ, of the optimization problem (1) is precisely the set of equilibrium points of system (2) , and that all trajectories of system (2) converge to Γ, where convergence is understood in the sense of the following definition. DEFINITION 1. A trajectory x : [t 0 , ∞) → R n is said to converge to the solution set, Γ, if
Recalling the well-known result that any relative minimizer of a convex programming problem is a global minimizer, it then follows from A2 and A3 that Γ is both closed and bounded. Therefore, the infimum in Definition 1 is achieved; that is,
3. Main results. In this section we show that the equilibrium points of system (2) coincide with the minimizers of problem (1), and that all trajectories of system (2) converge to the solution set, Γ, of problem (1) . Before proceeding further, we make a remark concerning the analysis of system (2) . A phenomenon commonly occurring in systems such as (2) is the so-called sliding mode, where the motion of the system is confined to one or more of the discontinuity surfaces-see [14, 24, 25] for accounts of sliding modes and their applications in control and optimization. Consequently, we must consider two cases when analyzing the dynamic behavior of system (2). The first case is when the motion of the system is not confined to any of the surfaces ∆ 1 , ∆ 2 , . . . , ∆ m . The second case is when the system is in a sliding mode on one or more of the surfaces ∆ 1 , ∆ 2 , . . . , ∆ m . We only need to consider these two cases, for every trajectory of system (2) is composed of these two types of motion. Namely, every trajectory x(t) of system (2) can be broken up over a countable number of intervals, (t 0 , t 1 ), (t 1 , t 2 ), (t 2 , t 3 ), . . ., on each of which both index sets I(x(t)) and J(x(t)) are constant. If I(x(t)) is not empty, then the system is in a sliding mode on that interval, and if I(x(t)) is empty, then the system is not in a sliding mode.
We begin our analysis by introducing the function V : R n → R as
or equivalently,
Remark 4. It follows from A2 that the function V is continuous and convex on R n . Also, by definition, V (x) > 0 for all x / ∈ Ω, and V (x) = 0 for all x ∈ Ω. We first show that every trajectory of system (2) reaches the feasible region Ω in finite time, and is thereafter confined to Ω. To prove the claim we need the following technical result. LEMMA 1. V is a decreasing function of time when evaluated on any trajectory of system (2).
Proof. Let x : [t 0 , ∞) → R n be any particular trajectory of system (2). It follows directly from Remark 4 and the fact that x(t) is absolutely continuous that to prove the lemma it is enough to show that
As noted earlier, we must consider two cases when analyzing the dynamic behavior of system (2).
Case 1. Suppose that on the interval (t l−1 , t l ) the trajectory x(t) does not intersect Ω or any of the surfaces ∆ 1 , ∆ 2 , . . . , ∆ m ; that is,
Given t ′ ∈ (t l−1 , t l ), letṼ : R n → R be the function defined as
It follows from (5) and the fact that x(t) is absolutely continuous that I(x(t)) = ∅ and J(x(t)) = J(x(t ′ )) = ∅ for all t ∈ (t l−1 , t l ). Thus, on the interval (t l−1 , t l ), the trajectory x(t) must satisfy (2) in the usual sense; that is,
almost everywhere on the interval (t l−1 , t l ). Also, it follows from (4) that V (x(t)) = V (x(t)) for all t ∈ (t l−1 , t l ). Applying the chain rule yields
almost everywhere on the interval (t l−1 , t l ). This concludes the analysis for the first case. Case 2. Suppose that on the interval (t l−1 , t l ) the trajectory x(t) is confined to one or more of the surfaces ∆ 1 , ∆ 2 , . . . , ∆ m and does not intersect Ω. Specifically, suppose there exist nonempty index setsĨ andJ such that (i) I(x(t)) =Ĩ for all t ∈ (t l−1 , t l ), and (ii) J(x(t)) =J for all t ∈ (t l−1 , t l ).
Let i 1 , i 2 , . . . , i k denote the elements ofĨ, and let S denote the surface to which the trajectory x(t) is confined on the interval (t l−1 , t l ); that is,
As in Case 1, letṼ
We next define the functionG :
We note that it follows from A4 thatG(x) is of full rank for any x ∈ S. Given t ′ ∈ (t l−1 , t l ), it follows from A4 and (i) above that for sufficiently small δ > 0 the surfaces ∆ i1 , ∆ i2 , . . . , ∆ i k partition the δ-neighborhood of x(t ′ ) into 2 k regions, in each of which the function h is continuous. One can show that H(x(t ′ )) is the set of all vectors w having the form
where
and u j ∈ R k , j = 0, 1, . . . , 2 k − 1, are defined as
. . .
Let T (x) denote the tangent plane to the surface S at the point x. Observe thaṫ x(t) ∈ T (x(t)) almost everywhere on the interval (t l−1 , t l ) because the trajectory x(t) is confined to the surface S on the interval (t l−1 , t l ). Thus, x(t) is an absolutely continuous function that satisfies
almost everywhere on the interval (t l−1 , t l ). We note that since the trajectory x(t) is confined to the surface S on the interval (t l−1 , t l ), the set H(x(t)) ∩ T (x(t)) is by assumption nonempty for all t ∈ (t l−1 , t l ). In particular, we see that
is the set of all vectors w that have the form (7) and also lie on the tangent plane T (x(t ′ )). Observe, however, that
and thus is orthogonal to T (x(t ′ )). Therefore, the set H(x(t ′ )) ∩ T (x(t ′ )) contains exactly one element, namely, the orthogonal projection of the vector −µ∇Ṽ (x(t ′ )) on the tangent plane T (x(t ′ )). Hence, for each t ∈ (t l−1 , t l ) the set H(x(t)) ∩ T (x(t)) contains exactly one element, and thusẋ(t) is uniquely determined almost everywhere on the interval (t l−1 , t l ). Specifically,
almost everywhere on the interval (t l−1 , t l ), where P x is the orthogonal projector onto the tangent plane T (x); that is,
where I n denotes the n × n identity matrix. Note that from (4) and (ii) above, V (x(t)) =Ṽ (x(t)) for all t ∈ (t l−1 , t l ). Applying the chain rule yields
almost everywhere on the interval (t l−1 , t l ). Observing that
almost everywhere on the interval (t l−1 , t l ). This completes the analysis for the second case. It follows directly from (6) and (8) 
This completes the proof of the lemma. Before stating the next result we introduce the following notation. For y ∈ R n and r > 0, we let B(y, r) denote the open ball with center y and radius r; that is, B(y, r) = {x : x − y 2 < r} . THEOREM 1. Every trajectory of system (2) reaches the feasible set, Ω, in finite time and is thereafter confined to Ω.
Proof. Let x : [t 0 , ∞) → R n be any particular trajectory of system (2). To prove the theorem, we must show that there exists a number T Ω (x 0 ) ≥ t 0 such that x(t) ∈ Ω for all t ≥ T Ω (x 0 ). It follows from Remark 4 and Lemma 1 that T Ω (x 0 ) = t 0 if x 0 ∈ Ω. We now consider the case when x 0 / ∈ Ω. Once again, we need to consider two cases when analyzing the dynamic behavior of system (2) . In the proof, we use the fact that the sublevel set {x : V (x) ≤ a} is bounded for any a ∈ R (see, for example, [25, p. 229] 
Observe that by A2, the functionṼ is convex over R n and has continuous first partial derivatives on R n . Consequently, the inequality
is satisfied for all t ∈ (t l−1 , t l ). Applying the Cauchy-Schwarz inequality to (9) yields
for all t ∈ (t l−1 , t l ). We see from Remark 3 thatṼ (y) < 0. Also, by definition, V (x(t)) > 0 for all t ∈ (t l−1 , t l ). Combining these two facts together with (10), we conclude that
for all t ∈ (t l−1 , t l ). It follows from the fact that B(y, r(x 0 )) ⊃ {x : V (x) ≤ V (x 0 )} and from Lemma 1 that x(t) ∈ B(y, r(x 0 )) for all t ∈ (t l−1 , t l ). Hence, x(t) − y 2 ≤ r(x 0 ) for all t ∈ (t l−1 , t l ). This fact, together with (11), implies that
for all t ∈ (t l−1 , t l ). Now letη(x 0 ) be the positive constant defined as
Then, it follows from (6), (12) , and (13) that (14) almost everywhere on the interval (t l−1 , t l ). However, (14) combined with the fact that there is a finite number of constraints, that is, m is finite, implies the existence of a number η 1 (x 0 ) > 0 such that
almost everywhere on {t : x(t) / ∈ Ω ∪ ∆}. This concludes the analysis for the first case.
Case 2. Consider again the analysis presented in Case 2 of the proof of Lemma 1. By the boundedness of the sublevel sets of V , there exist y ∈ Ω o and r(x 0 ) > 0 such that
Following the argument of our analysis for Case 2 of the proof of Lemma 1, we conclude that there exist nonnegative constants β i1 , β i2 , . . . , β i k , such that
LetV : R n → R be the function defined aŝ
By virtue of A2, the functionV is convex over R n and has continuous first partial derivatives on R n . Using arguments similar to those used in Case 1, we have
.
It then follows from (16) and the definition ofV that
for all t ∈ (t l−1 , t l ). As in Case 1, we conclude that there exists a number
almost everywhere on {t : x(t) ∈ ∆ \ Ω}. This concludes the analysis for the second case.
Let η(x 0 ) = min{η 1 (x 0 ), η 2 (x 0 )}. Then, combining (15) and (17) we obtain
By Lemma 1, Remark 4, (18), and (19), the trajectory x(t) ∈ Ω for all t ≥ T Ω (x 0 ). This completes the proof.
Having established this last result, we now turn our attention to analyzing the dynamic behavior of system (2) when its motion is confined to the feasible set Ω. We begin by introducing the function F : R n → R as
where f * is the optimal value of f for problem (1). Remark 5. It follows from A2 that the function F is convex over R n and has continuous first partial derivatives on R n . Also, by definition, F (x) = 0 for all x ∈ Γ, and F (x) > 0 for all x ∈ Ω \ Γ.
We will show that F tends to zero with time when evaluated on any trajectory of system (2) . We need the following technical result. LEMMA 2. F is a decreasing function of time when evaluated on any trajectory of system (2) while it is confined to the feasible set Ω.
Proof. Let x : [t 0 , ∞) → R n be any particular trajectory of system (2). It follows from Remark 5 and the fact that x(t) is absolutely continuous that to prove the lemma it is enough to show that d dt F (x(t)) ≤ 0 almost everywhere on {t : x(t) ∈ Ω}. As before, we consider two cases when analyzing the dynamic behavior of system (2) . Case 1. Suppose that x(t) ∈ Ω o for all t ∈ (t l−1 , t l ). Using arguments similar to those used in Case 1 of the proof of Lemma 1, we conclude that τẋ(t) = −∇f (x(t)) (20) almost everywhere on the interval (t l−1 , t l ). Applying the chain rule, we obtain
almost everywhere on the interval (t l−1 , t l ). This concludes the analysis for the first case. Case 2. Suppose that x(t) ∈ ∂Ω and I(x(t)) is constant for all t ∈ (t l−1 , t l ). We use the same notation as in Case 2 of the proof of Lemma 1. The first part of the proof is almost identical to that of Case 2 of the proof of Lemma 1, and we omit the details. We only observe that now we have the following.
(i) H(x(t ′ )) is the set of all vectors w having the form
where α j ≥ 0, j = 0, 1, . . . , 2 k − 1,
j=0 α j = 1, and u j ∈ R k , j = 1, 2, . . . , 2 k − 1, are as defined in the proof of Lemma 1.
(
whereα j ≥ 0, j = 0, 1, . . . , 2 k − 1, and
j=0α j = 1. Then, the vectorŵ must satisfy the equationŵ
It follows from (22) and (23) that
Now, let U ∈ R k×(2 k −1) be the matrix with columns u 1 , u 2 , . . . , u 2 k −1 , and letα ∈ R 2 k −1 be the column vector with componentsα 1 ,α 2 , . . . ,α 2 k −1 ; that is,
Using the above notation, we can rewrite (24) as
Premultiplying both sides of (25) 
Taking the 1-norm yieldŝ
However,
Moreover, by A2 and the fact that Ω ∩ S is by definition compact, there exist nonnegative constants M 1 and M 2 such that
and
Using (26)- (29) we obtainα
which implies thatα 0 > 0. Therefore
and henceα
; then (23) and (30) imply that
for all t ∈ (t l−1 , t l ), and therefore τẋ(t) ∈ −αP x(t) ∇f (x(t)) : σ ≤ α ≤ 1 (32) almost everywhere on the interval (t l−1 , t l ). Applying the chain rule and observing that P x = P
: σ ≤ α ≤ 1 almost everywhere on the interval (t l−1 , t l ). Hence,
almost everywhere on the interval (t l−1 , t l ). This concludes the analysis for the second case. It now follows from (21) and (33) that d dt F (x(t)) ≤ 0 almost everywhere on {t : x(t) ∈ Ω}. The proof is complete.
Before presenting the next lemma we introduce the following notation. For each ε > 0, let
LEMMA 3. F tends to zero with time when evaluated on any trajectory of system (2).
Proof. Let x : [t 0 , ∞) → R n be any particular trajectory of system (2). To prove the lemma, it is enough to show that given any ε > 0, there exists a number T (x 0 , ε) ≥ t 0 such that x(t) ∈ Φ ε for all t ≥ T (x 0 , ε). By Theorem 1, there is a number T Ω (x 0 ) ≥ t 0 such that x(t) ∈ Ω for all t ≥ T Ω (x 0 ). It follows from Theorem 1 and Lemma 2 that
We now consider the case when x (T Ω (x 0 )) / ∈ Φ ε . Once again, we must consider two cases when analyzing the dynamic behavior of system (2). Case 1. Consider again the analysis presented in Case 1 of the proof of Lemma 2, and suppose that x(t) ∈ Ω \ Φ ε/2 for all t ∈ (t l−1 , t l ). Let y ∈ Γ and r > 0 such that B(y, r) ⊃ Ω. The existence of an open ball with this property is a consequence of A3. By Remark 5
for all t ∈ (t l−1 , t l ). Applying the Cauchy-Schwarz inequality to (34) yields
for all t ∈ (t l−1 , t l ). Observe from Remark 5 that F (y) = 0. Also, by definition, F (x(t)) ≥ ε/2 for all t ∈ (t l−1 , t l ). Combining these two facts together with (35), we obtain
for all t ∈ (t l−1 , t l ). However, x(t) − y 2 ≤ r for all t ∈ (t l−1 , t l ) since B(y, r) ⊃ Ω and x(t) ∈ Ω for all t ∈ (t l−1 , t l ). Hence,
for all t ∈ (t l−1 , t l ). Let η 1 (ε) be the positive constant defined as
It now follows from (21) and the definition of F that
. This concludes the analysis for the first case.
Case 2. Consider again the analysis presented in Case 2 of the proof of Lemma 2, and suppose that x(t) ∈ Ω \ Φ ε/2 for all t ∈ (t l−1 , t l ). Let y ∈ Γ and r > 0 such that B(y, r) ⊃ Ω. It follows from (22), (23), and (30) that there exist nonnegative constants β i1 , β i2 , . . . , β i k such that
LetF : R n → R be the function defined as
Observe that by virtue of A2 and Remark 5, the functionF is convex over R n and has continuous first partial derivatives on R n . Therefore, the inequality
holds. Applying the Cauchy-Schwarz inequality and observing thatF (y) ≤ 0 and
However, x(t ′ ) − y 2 ≤ r since x(t ′ ) ∈ Ω and B(y, r) ⊃ Ω. Therefore,
Taking into account (37) and the definition ofF it follows that
for all t ∈ (t l−1 , t l ). Now letη(ε) be the positive constant defined as
It then follows from (33) that
almost everywhere on the interval (t l−1 , t l ). However, (39) combined with the fact that there is a finite number of constraints, that is, m is finite, implies the existence of a constant η 2 (ε) > 0 such that
almost everywhere on t : x(t) ∈ ∂Ω \ Φ ε/2 . This concludes the analysis for the second case.
Let η(ε) = min{η 1 (ε), η 2 (ε)}. It follows directly from (36) and (40) that
almost everywhere on t : x(t) ∈ Ω \ Φ ε/2 . Now let
Then, by Theorem 1, Lemma 2, (41), and (42), we have x(t) ∈ Φ ε for all t ≥ T (x 0 , ε), which completes the proof of the lemma.
We are now ready to present the main results of this paper. Before doing so we introduce the following notation. For each δ > 0, let
THEOREM 2. Every trajectory of system (2) converges to the solution set, Γ, of problem (1).
Proof. Let x : [t 0 , ∞) → R n be any particular trajectory of system (2) . To prove the theorem, it is enough to show that given any δ > 0, there exists a number
Note that ε is well defined since, by definition, the function F is continuous and the set Ω ∩ {x : d(x, Γ) = δ} is compact. Also, observe that, by definition, ε > 0. Now it is a direct consequence of the fact that F is a convex function and Ω is a convex set that Φ ε/2 ⊂ Γ δ . By Lemma 3, there exists a number T (x 0 , ε/2) ≥ t 0 such that x(t) ∈ Φ ε/2 for all t ≥ T (x 0 , ε/2). Let T δ (x 0 ) = T (x 0 , ε/2). Then, we have x(t) ∈ Γ δ for all t ≥ T δ (x 0 ). This completes the proof.
We now show that the equilibrium points of system (2) coincide with the minimizers of the optimization problem (1). THEOREM 3. A point x * ∈ R n is an equilibrium point of system (2) if and only if it is a minimizer of problem (1).
Proof. It follows from Theorem 2 that any equilibrium point of system (2) must be contained in Γ. Thus, it remains to show that every point in Γ is an equilibrium point of system (2) . To this end, let x : [t 0 , ∞) → R n be any particular trajectory of system (2) with x 0 ∈ Γ. Note that by Remarks 4 and 5, and Lemmas 1 and 2, x(t) ∈ Γ for all t ≥ t 0 . When analyzing the behavior of the trajectory x(t) we need only consider the two cases considered in the proof of Lemma 2. Case 1. Consider again the analysis presented in Case 1 of the proof of Lemma 2. It follows from the first-order necessary conditions for problem (1) , and the fact that x(t) ∈ Γ for all t ≥ t 0 , that ∇f (x(t)) = 0 for all t ∈ (t l−1 , t l ). It then follows from (20) thatẋ(t) = 0 almost everywhere on the interval (t l−1 , t l ). This concludes the analysis for the first case.
Case 2. Consider again the analysis presented in Case 2 of the proof of Lemma 2. It follows from the first-order necessary conditions for problem (1) , and the fact that x(t) ∈ Γ for all t ≥ t 0 , that there exist nonnegative constants, λ i1 , λ i2 , . . . , λ i k , such that
It now follows from (43) and (22) 
). However, we see from (31) that all of the elements of H(x(t ′ ))∩T (x(t ′ )) differ by a positive multiplicative constant. Therefore, H(x(t ′ )) ∩ T (x(t ′ )) = {0}, and hence, H(x(t)) ∩ T (x(t)) = {0} for all t ∈ (t l−1 , t l ). Using (32), we conclude thatẋ(t) = 0 almost everywhere on the interval (t l−1 , t l ). This concludes the analysis for the second case.
It now follows from the above arguments thatẋ(t) = 0 almost everywhere on the interval [t 0 , ∞), and hence, x(t) = x 0 for all t ≥ t 0 . This completes the proof.
We see from (20) and (32) that while confined to Ω, (2) can be viewed as a continuous-time gradient projection method. We note that a discrete-time gradient projection method for nonlinear programming was first proposed by Rosen [20] and that other continuous-time methods using gradient projections are reported in [5] and references therein.
Similarities between the dynamic system approach to solving optimization problems and the so-called interior point methods are discussed in [26] . For a review of interior point methods, as well as path-following methods, we refer the reader to Gonzaga [10] .
Examples.
In this section, we illustrate the dynamic behavior of system (2) by presenting the results of two computer simulations. Example 1. In this example, we consider the quadratic programming problem The above optimization problem clearly satisfies A1-A4, and one can verify that the point x * = −19/22 95/22 T is a unique minimizer for the problem; that is, Γ = {x * }. Note that x * ∈ ∆ 1 . A phase-plane portrait for system (2) that solves the above optimization problem is shown in Figure 1 . Observe that each of the trajectories in the phase-plane portrait converges to the point x * while sliding along the surface ∆ 1 . T is a unique minimizer for the problem; that is, Γ = {x * }. Note that x * ∈ ∆ 2 . A phase-plane portrait for system (2) solving the above optimization problem is shown in Figure 2 . Note that each of the trajectories in the phase-plane portrait converges to the point x * while sliding along the surface ∆ 2 . We close this section by noting that both of the simulations were performed on a Northgate 486 personal computer using the SIMNON software package.
Conclusions.
We analyzed a class of dynamic systems proposed by Rodríguez-Vázquez et al. [19] for solving convex programming problems. We showed that the equilibrium points of the system coincide with the minimizers of the convex programming problem, and that all trajectories of the system converge to the solution set of the problem. In carrying out the analysis we used concepts from the theory of differential equations with discontinuous right-hand sides and Lyapunov stability theory. Our analysis method can also be applied to other classes of analog dynamic optimizers whose designs are based on exact penalty functions. An open problem is to extend the results obtained herein to a more general class of mathematical programming problems.
