Prediction of breeding value by maximization of the joint density of the random effects and of the data was studied in a conditional selection scheme proposed by Henderson. Dispersion parameters were assumed known. In this setting, a condition under which selection can be ignored is that the distribution of the selection variable must not depend on the location parameters being estimated; the conditional distribution of the selection variable given the data and the random effects also must be ancillary. Selection can be ignored when culling is based on linear or nonlinear functions of the data that do not depend on the fixed effects. Contrary to results needed for unbiased estimation and prediction, selection can be ignored when it is based on linear or nonlinear functions of the residuals or of the random effects. The question of what type of predictor should be used in order to maximize expected genetic progress remains open.
INTRODUCTION
In field recorded populations, data available for prediction of breeding value and for making inferences on parameters often arise from a nonrandom mechanism due to selection and mating decisions made by producers. Hence, it is important to develop statistical methods that take these phenomena into account. Alterna-tively, one may search for conditions under which selection can be ignored, so that procedures applicable in the absence of such selection can be employed.
Important contributions to the theory of prediction of breeding values under selection have been made by Henderson et al. (13) , Henderson (10) , and Goffinet (7) using normality assumptions. Estimation of genetic parameters under specific settings, with normality also assumed, has been addressed by Thompson (23) and Schaeffer (22) . A Bayesian treatment of the "selection problem" has also been presented (4, 5) . However, there is controversy, particularly in relation to the model employed by Henderson (10) . For example, Thompson (24) stated that Henderson's L'y "conditional" selection model does not use all information available and that the matrix L should be allowed to vary over repeated sampling. Another issue is the purported ability of likelihood methods to control bias due to selection, given certain conditions, as suggested by simulations carried out by Rothschild et al. (21) and Meyer and Thompson (18) . Analytical work of Schaeffer (22) suggests this may not hold, at least in certain selection settings. Graser et al. (8) observed that the Bayesian treatment may give results inconsistent with those obtained assuming conceptual repeated sampling. This is due to differences in foundations between the two "schools" of thought, e.g., Bayesians regard parameters as random variables rather than constants.
The objective of this paper is to study prediction of breeding value using Pearson's (19) selection model but from a point of view different from the one taken by Henderson (10) . Dispersion parameters are assumed known. Conditions for ignoring selection are given, and these are very restrictive in some cases but not in others.
PEARSON'S SELECTION MODEL

General Aspects
A brief account of Pearson's (19) selection model is given to introduce notation and to facilitate developments. Suppose that selection operates on a vector w (the "culling" vector in artificial selection). Assume that before selection its distribution is multivariate normal, w-N(/~w, Vw), where/a w and V w are the mean vector and covariance matrix, respectively. In the absence of selection, the sample space of w is R0, and selection changes it to R s. Any vectors falling in R s are kept, whereas those not falling in it are "culled." Truncation selection, stabilizing selection, and disruptive selection are particular cases of Pearson's model. In univariate truncation selection in a normal distribution, any realized value of w larger than a fixed threshold t would be "kept." In stabilizing selection, only the w's between thresholds t 1 and t2 would be selected. In disruptive selection, only those values smaller than tl or larger than t2 would be chosen. To illustrate, if truncation selection is practiced, the following wellknown results are obtained:
Item
Before selection After selection Sample space -oo<w<oo (R 0) t<w (Rs) Proportion selected 1 Pr(w>t) Density function ~b(w) 0(w)/Pr(w>t) Mean
Above, ~b(.) is the normal density function and i is the usual selection intensity factor. From the preceding, given the parameters before selection and a description of the selection process (normal distribution, w>t), one can readily obtain the parameters after selection. Conversely, given the selection process and the parameters after selection, the parameters prior to selection follow. In general, given the selection process and the form of the distribution, there is a one-to-one relationship between parameters before and after selection. This extends naturally to the multivariate domain as described by several authors (10, 16, 22) . In particular, the density of w after selection is: fs(W) = ~b(w)/P; w e R s [1] where q~(w) is the multivariate normal density function and P, the probability of selection, is given by:
where m is the order of w. Note that the probability of selection is not a function of w, as this vector is integrated out; Equation [2] is only a function of the parameters of the distribution of w. The mean vector and covariance matrix after selection of any vector correlated with w can be calculated using normal theory by first conditioning on w and then integrating over R s (integration over R0 would retrieve the parameters in the absence of selection).
Henderson's Application of Pearson's Model
To illustrate the problem, it is convenient to introduce the following example. Suppose cows 1 and 2 each have a first lactation record, and that the cow with the best production is allowed to produce a second record. The culling variate can be represented as w = y~ -Y2, where Yi is the first lactation record of cow i (i = 1, 2). If w>0, cow 1 stays in the herd; otherwise, cow 2 would produce a second record. Note that although selection occurs, the sampling space of w remains unaltered. Pearson's model does not seem suitable for describing this type of selection.
In order to employ Pearson's scheme, Henderson (10) introduced a subtlety that has remained largely unchallenged, with few exceptions (14, 24) . Henderson conditioned on w, and then integrated over the space w>0. Thus, cow 1 is always selected over repeated sampling; in other words, the incidence matrices in the cow × year layout are fixed such that cow 1 has always the highest record and cow 2 the lowest. In Henderson's notation, one can write w = [1 -1] [Yl Y2]', with [1 --1] being the controversial L t matrix. This "conditioning" can lead to a loss of statistical information on parameters as observed by some authors (14, 24) .
Using this "conditional" selection model, Henderson (10) derived unbiased estimators of linear functions of fixed effects and unbiased predictors of random effects. However, these unbiased estimators and predictors are not known to maximize expected genetic progress when selection occurs, as stated by Henderson (11, 12) . In fact, alternative estimators and predictors can be obtained under Pearson's model, at least in certain situations, and these may be better in the sense mentioned earlier.
DISTRIBUTIONAL ASPECTS
Suppose the data y are generated by the random process:
where X and Z are incidence matrices, /3 is a vector of fixed effects, u~N(0, G) is a set of random effects, and e-N(O, R) is a vector of random residuals, distributed independently of u. These assumptions lead to the conditional and marginal distributions:
It is also assumed that G and R are known, and let V = ZGZ' + R. Consider now w, potentially correlated with u and e (and, therefore, with y), and suppose that in the absence of selection, the joint distribution of these four vectors is multivariate normal. Thus, the joint distribution of u and y is also multivariate normal and its density can be represented as:
In the absence of selection, the conditional density in the second part of Equation [4] integrates to 1 so one obtains an identity. With selection, the joint density of w,u,y is given by:
with the domain of u and y as in the absence of selection, but now with weR s. This density is proper because it is nonnegative and integrates to 1:
Ry R u R s =f ~b(w)dw/P = P/P = 1 Rs
In the demonstration, the change of order of integration is possible because the limits of integration do not depend on the variables. Also, ¢)(u, ylw) integrates to 1 because this is a proper conditional density function. From Equations [4] and [5] , it follows that the joint density of u and y after selection is: fs(u,y) = J fs(W, u, y) dw Rs = J ~b(u,y) ¢(wlu, y)dw/P Rs
where Pc is the conditional probability that weR s given u and y. In general, this probability depends on u and y unless w is independent of both random vectors. that selection, as described by Pearson (19) , alters the mean vector and covariance matrix of the joint distribution of the random variables considered. However, rather than restricting attention to unbiasedness, one may consider statistics that maximize [6] , the joint density of u and y after selection. In fact, the mixed model equations were derived by Henderson et al. (13) by maximizing f(u,y)jointly with respect to /3 and u. This estimation procedure can be viewed as a generalization of maximum likelihood; it has a Bayesian interpretation and is well entrenched in statistics (1, 5, 9) . Differentiating the logarithm of [6] with respect to 0 = [3',u'] ', one obtains: needed in Equation [7] can be obtained from Equation [2] :
where #s is the mean value of w in R s. In the absence of selection, Equation [10] is null because bt s = ~t w. Likewise:
In ~b(u,y) -In P 6 + 6--ff In P c [7] in Pc = /-tw. u Vw" uy X (/a~v.uy --btw.uy) = k c [11] Hence, a condition for ignoring selection is:
a ~P hp c P--~ff = Pc 1 [8] A particular case is when the two derivatives above are equal to 0, i.e., when the marginal distribution of w and the conditional distribution of w given u and y do not depend on 0. In this instance, the culling variate w is said to be ancillary for 0 (17) . Note also that if w is independent of u and y, then P = Pc, and Equation [8] is satisfied so selection can be ignored. In Equation [7] , the derivatives of in ~b(u,y) with respect to 0 follow directly from results of Henderson et al. (13):
L-(Z'R-IX3 + Z'R-1Zu + G--lu) + Z'R--ly.] [9] Note that setting Equation [9] to zero gives a linear system in /3 and u known as the "mixed model equations." The additional derivatives where #w.uy is the mean vector of the conditional distribution wlu,y and Vw.uy is the corresponding variance covariance matrix; the vector/a~v.uy is the mean value of w (given u and y) in R s. Observe that Equation [11] is also null in the absence of selection.
Collecting the derivatives in Equations [9] to [11] as required in Equation [7] , setting this to 0, and rearranging, one obtains:
Lz'R-~y _ k u + kcU.] [12] where k~ and k u are the appropriate components of k and, likewise, kc# and k u are components of k o Contrary to the situation where there is no selection, Equations [12] may not be explicit because the k t are functions of 13 (Equations [10] ) or of both 3 and u (Equations [11] ). In general, Equations [12] describe a functional iteration that may or may not converge. It should also be noted that Equations [12] depend on marginal and conditional means of w after selection (as it is apparent from Equations [10] and [11] ) but not on the variance-covariance matrices following selec-tion. Therefore, one must be able to describe the selection process to implement [12] , whereas this is not needed to obtain unbiased estimators and predictors (10).
SPECIAL CASES A "Stabilizing" Type of Selection
Suppose the optimum for the trait in question (fitness, say) is near the population mean. Then to the extent that selection for intermediate types gives/~s w =/a w (and also/aS.uy = #w.uy), this type of selection can be ignored because Equations [12] reduce to those arising in the absence of the selection process.
Selection Based on Linear Functions of y
Let w = L'y so/1 w = L'X~ and V w = L'VL. It will be assumed without loss of generality that L' has full row rank (alternatively, it suffices to consider only its linearly independent rows). Because w is a linear function of y, the joint distribution of w and u is also multivariate normal in the absence of selection. Now, consider expression [6] and observe that when w is a function of y the distribution (wlu, y) is a point mass because once y is observed (and given L) there is no uncertainty with respect to the value of w. Hence: fs(u,y ) 0c ~b(u,y)/P [13] The estimation equations reduce in this case to [12] without the k c vectors. Now:
and:
It follows that a sufficient condition for ignoring selection is L'X = 0, because Equations [12] reduce to those that arise in the absence of selection. Thus, selection must be based on translation invariant functions or, equivalently, the culling variate w must be ancillary for 3-This result is in agreement with Henderson (10), who gave the equations for unbiased estimation and prediction: 
=FX'R-ly]
Lz'R-lyj
It follows that Henderson's Equations [15] can be interpreted as an extension of Equations [16] with an additional equation that permits estimating t from the data. In fact, L'VJ~t can be interpreted as an estimator of the "displacement" in mean value due to selection.
Selection Based on Linear Functions of y When E(u) is Not Null
Suppose that in Equation [3] , u~N(Qg, G), where g is a vector of group effects and Q is a matrix relating breeding values to groups (20) . The model can be written as: y = X*3* + ZQg + Zs + e [17] where now X = [X* ZQ], 3'= [/3*',g'] and s~N(0,G). The condition for "ignorability" of selection becomes:
In essence, the requirement that both L'X* and L'ZQ must be null implies that the selection variable w must be ancillary with respect to /3" and g. This would be satisfied, for example, when selection is carried out within groups or, in a more restricted setting, within families within groups.
Selection Based on Nonlinear Functions of w
Let w* = g(w) be a nonsingular, one-to-one vector valued transformation of w, e.g., w* = in wi, with inverse function w = g-1 (w*). The cumulative distribution function of w* is:
Vr (w* < W* ) with w* indicating a realization of W*. Hence:
Vr (w* < W* ) = er {g--1 (w*) < g--1 (W*))
= Vr (w < w )
Thus, if selection is such that w*eR~, the probability of selection is also:
Pr {w*eR*) = Pr (weRs) = P where R s is the equivalent of R* in the space of w. Hence, the probability of selection is the same whether selection is for w* or w. The consequence is that the estimation equations are also given by Equations [12] and the conditions for ignoring selection are the same as those obtained when selection is carried out on w. This proves a statement made by Goffinet (7), who remarked that selection can be ignored when it is based on any function (linear or nonlinear) of linear, translation invariant (L'X = 0) statistics. Selection can be ignored if w* is ancillary with respect to 0.
Selection Based on Functions of u
From the preceding, it suffices to consider selection based on u only. The marginal density of u under selection is given by:
Now, the conditional density q~(ylu,/3) is unaffected by selection on u (this holds beyond the normal distribution). Then, the joint density of u and y is:
The condition for ignoring selection is that Pr {UeRs) must not depend on O. By definition, this probability does not depend on u because this is true for any random variable. For example, for x-N(/a, a2), the probability that x lies between tl and t2 depends on/a and o 2 but not on the value of x. Further, if the distribution of u does not depend on /3, e.g., u~N(0,G), or alternatively if E(u) is known, selection based on functions of u is ignorable. Thus, estimators and predictors maximizing the joint density fs(u,y) would be calculated as if selection were absent.
Complications arise when the distribution of u depends on 13. Suppose u-N(Qg,G) where g, as before, is a vector of fixed group effects, and that selection is based on the linear function L'u. In this case:
where c is the integration constant and ~s u is the mean value of u after selection. Thus, selection cannot be ignored unless Equations [18] vanish, and a sufficient condition for this is L'Q = 0. This implies that the distribution of the variate L'u must not depend on g. Because L'u~N(L'Qg, L'GL), the "ignorability" condition is satisfied whenever the mean of the culling variate is null. Our results differ from those of Henderson (10), who found that when selection is based on L'u, best linear unbiased estimators and predictors can be obtained solving the system:
Note that if selection is based on u (so that L' = I), absorption of ~ gives a system of ordinary least squares equations; this is a justification for treating random effects (the whole u or a subvector of it) as fixed. Although this leads to unbiased estimators and predictors, the argument stemming from Equation [18] indicates that selection can be ignored (provided that E(L'u) = 0 or E(u) ---0 to obtain the predictors maximizing fs(u,y), and one would use the regular mixed model equations to compute these.
Selection Based on the Residuals
Although it suffices to consider selection based on e, we will suppose that the culling variate is the linear function L'e, having as distribution before selection:
It follows immediately that:
so selection is ignorable and estimators and predictors would be calculated as if selection had not occurred.
Again, these results contrast with those obtained by Henderson (10) . He demonstrated that in a Pearsonian selection scheme, the regular mixed model equations lead to biased predictors when selection is of the L'e type, unless both L'X and L'Z are null. Although Henderson's equations taking selection into account give unbiased estimators and predictors, the values of/3 and u so obtained are not those maximizing the joint density of u and y under selection.
CONCLUSIONS
Predictors of breeding value using Henderson's selection scheme were obtained by maximizing the joint density of the random effects and of the data with respect to the unknowns. A class of selection scenarios was discussed, including the consequences of selection decisions based on nonlinear functions of the culling variate. Dispersion parameters were assumed known throughout, and a forthcoming paper will deal with the problem of unknown variance and covariance components.
In general, selection can be ignored when the distribution of the culling variate (w) and the conditional distribution of w given u and y do not depend on the unknowns being estimated or predicted. When selection is based on linear or nonlinear functions of the data available for analysis, a sufficient condition for "ignorability" of selection is that L'X = 0 or, equivalently, that the culling variate does not depend on /3. This is in agreement with Henderson
(lO).
When selection is based on functions of u and e, the theory presented here indicates that the selection process can sometimes be ignored. This will lead to biased predictors, but the point estimates so obtained are "more likely," in the sense of Henderson et al. (13) , than the unbiased statistics derived by Henderson (10) . This poses the question of what type of predictors of breeding value should be used when selection (at least as in this conditional scheme) is based on functions of u or e. In theory, as suggested by several authors (2, 3, 7), one should search for predictors that when used for selection decisions maximize the expected merit of the selected individuals. However, such predictors are difficult to derive in a classical statistical framework when the parameters of the distribution involved are unknown, as pointed out by Gianola et al. (6) .
A conjecture is that unbiased predictors might have an opportunity cost in terms of retarded expected genetic progress. This may be so because unbiasedness does not relate in an obvious way to "utility" arguments, and restricting attention to unbiased predictors excludes from consideration statistics that may be more directly relevant to the problem in question. This conjecture has held in at least two instances known to the authors. Fernando and Gianola (4) simulated a "group plus sire" selection problem and found that genetic progress was faster when selection was based on biased predictors (obtained solving the regular mixed equations) than when it was based on unbiased statistics calculated from modified mixed model equations given by Henderson (10) . Also using simulation, Jansen (15) studied the relative accuracy of sire evaluations when treating herds as either fixed or random in the presence of a nonrandom association between herds and sires. Use of unbiased predictors in this "selection" problem requires computing herds as fixed (10) . Accuracy was slightly reduced by treating herds fixed when herds and sires were independent. In the presence of a herd × sire correlation, treating herds as random was much more accurate. Unbiased predictors did penalize expected genetic progress under the conditions examined by Fernando and Gianola (4) and by Jansen (15) , but this may not be true in general.
It would appear at first examination that some segments of the animal breeding industry would object the use of biased predictors. However some BLUP predictions currently in use are biased because of lack of translation invariance, e.g., selection on group plus sire effects. Further, predictions are intrinsically biased due to our inability to specify the "true" model correctly and to account for all pertinent forms of selection. Also, predictors based on nonlinear models for lifespan or discrete variables are biased. Segments of the industry placing themselves conditionally to the animals being evaluated in a particular run are biased by BLUP. This is so because the conditional expectation of a BLUP predictor given the predictand (the merits of the particular cows and bulls in the sample) differs from the latter. Because biased predictors are used, a search for those that may increase the rate of genetic advance may constitute a worthwhile endeavor.
