Abstract † -In this paper, we consider the problem of scheduling and mapping precedence-constrained tasks to a network of heterogeneous processors. In such systems, processors are usually physically distributed, implying that the communication cost is considerably higher than in tightly coupled multiprocessors. Therefore, scheduling and mapping algorithms for such systems must schedule the tasks as well as the communication traffic by treating both the processors and communication links as important resources. We propose an algorithm that achieves these objectives and adapts its tasks scheduling and mapping decisions according to the given network topology. Just like tasks, messages are also scheduled and mapped to suitable links during the minimization of the finish times of tasks. Heterogeneity of processors is exploited by scheduling critical tasks to the fastest processors. Our extensive experimental study has demonstrated that the proposed algorithm is efficient, robust, and yields consistent performance over a wide range of scheduling parameters.
Introduction
One of the major goals of using a heterogeneous system is to minimize the completion time of a parallel application by exploiting the heterogeneous processing requirements within the application [5] . To achieve this goal, a judicious scheme is needed to properly schedule and allocate the tasks of the application to the most suitable processors. In this study, we are interested in the static scheduling of precedence-constrained tasks to a network of heterogeneous processors. Static scheduling is normally done at compile-time with available information about the structure of the parallel application in terms of its task execution times, task dependencies, communication, and synchronization [4] , [9] . The goal of static scheduling is to allocate a set of tasks to a set of processors such that the overall completion time of the application, called the schedule length, is minimized while the precedence constraints among the tasks are preserved. Since this scheduling problem is NPcomplete [4] , [6] , it is commonly tackled by using heuristics [7] . While each heuristic may perform well under different circumstances, there are three important criteria that must be considered for evaluating a heuristic: (1) Does the heuristic make realistic assumptions about the application and architecture of the system? (2) Is it problem-specific or can it work under a wide range of parameters without compromising the solution quality? (3) Does the complexity of the heuristic permit it to be practically used for compile-time scheduling?
algorithms for this problem have been designed. One well-known algorithm is the dynamic level scheduling (DLS) algorithm [11] , which employs a dynamic list scheduling approach. In this paper, we propose a new algorithm, the primary objective of which is to generate efficient solutions while simultaneously handles arbitrary communication and execution costs in the parallel application, schedules tasks and messages by considering link contention as well as processors heterogeneity, and adapts to arbitrary network topology. The algorithm has a practicable complexity and is suitable for regular and irregular parallel program structures.
In a traditional algorithm, the tasks are first arranged as a list using some priority measure and then each task is scheduled one after another to a processor which allows the earliest finish time [2] , [4] , [8] , [9] , [10] , [11] . To find such a processor in a heterogeneous target system where message scheduling has to be handled, a routing table is also needed, as in the DLS, for determining the most suitable route for messages in order to minimize the data ready time of each task. The problem with using a routing table is two-fold: (i) the routing table has to be pre-determined, usually using shortest-path algorithm, for the input target topology; (ii) during the scheduling process, the routing table, which has to be frequently updated, may not give optimized routes. Checking such routing information for every candidate processors inevitably results in high time complexity. Furthermore, the routing information is usually maintained for only a few common network topologies which may not be useful for an arbitrary network.
The proposed algorithm is different from traditional scheduling schemes in several aspects. First, in the algorithm, the tasks are not fixed in one single list throughout the entire scheduling process as in the traditional approach. Initially, the tasks are all scheduled to a single processor-effectively the parallel program is serialized. Then, each task is considered in turn for possible migration to the neighbor processors. The objective of this process is to improve the finish times of tasks because a task migrates only if it can "bubble up". If a task is selected for migration, the communication messages from its predecessors (some of which may remain in the original processor while others may have also migrated) are scheduled to the communication link between the new processor and the original processor. After all the tasks in the original processor are considered, the first phase of scheduling completes. In the second phase, the same process is repeated on one of the neighbor processor. Thus, a task migrated from the original processor to a neighbor processor may have an opportunity to migrate again to a processor one more hop away from the original processor. This incremental scheduling by migration process is repeated for all the processors in a breadth-first fashion. The advantage of this incremental approach is that no pre-specified routing table is needed because the algorithm adapts its scheduling decisions to each input topology, which may be arbitrary. More importantly, the incremental scheduling of tasks and messages can lead to optimized routes.
The remainder of this paper is organized as follows. In the next section, we provide a formal problem statement, followed by a detailed description and explanation of the proposed algorithm. An illustrative example is used throughout to explicate the features of the algorithm. Section 3 presents the experimental results. The last section concludes the paper.
The Proposed Algorithm
In this section, we first formally define the scheduling problem and the model used. We then outline our proposed algorithm, called Bubble Scheduling and Allocation (BSA). A small example is used for illustrating the algorithm's characteristics.
The Scheduling and Mapping Model
A parallel program is composed of tasks in which there is a partial order: implies that cannot start execution until finishes due to the data dependency between them. Thus, a parallel program can be represented by a directed acyclic task graph [2] . Parallelism exists among independent tasks-and are said to be independent if neither nor . Each task is associated with a nominal execution cost which is the execution time required by on a reference machine in the heterogeneous system.
Similarly, a nominal communication cost is associated with the message from to . Assume there are messages where so that the task graph is a connected graph.
To model heterogeneity of the target system which consists of processors , heterogeneity factors are used. For example, if a task is scheduled to a processor , then its actual execution cost is given by where is the heterogeneity factor which is determined by measuring the difference in processing capabilities (e.g., speed) of processor and the reference machine with respect to task . Similarly, if a message is scheduled to the communication link between processors and , its actual communication cost is given by . An example parallel program graph is shown in Figure 1 . . The start time of a task on processor is denoted by which critically depends on the task's data ready time (DRT). The DRT of a task is defined as the latest arrival time of messages from its predecessors. The finish time of a task is given by . The objective of scheduling is to minimize the maximum , which is called the schedule length (SL).
Serialization
The serialization process, which determines the order of subsequent tasks migration, is a crucial step of the algorithm. A parallel program can be serialized using many different methods because there are many total orders which do not violate the original partial order. In the BSA algorithm, the serialization process is centered around a critical path of the parallel program. DEFINITION 1: A critical path (CP) is defined as the set of tasks and messages forming a path with the largest sum of execution costs and communication costs.
In the case that there are multiple CPs, we select the one with a larger sum of execution costs and ties are broken randomly. The CP is a crucial structure of a parallel program because it is the longest execution path and thus, timely scheduling of its tasks can potentially lead to a shorter schedule length. However, to preserve the precedence constraints among tasks, we cannot arrange all the CP tasks first. Instead, in the serialization process, we have to first consider a CP task's predecessors, which need not be CP tasks themselves. Such predecessors are called in-branch (IB) tasks. The remaining tasks, which are neither CP tasks nor IB tasks, are called out-branch (OB) tasks. This partitioning of the tasks induces a serial order of the parallel program, in which CP tasks are arranged to occupy the earliest possible positions, with IB tasks inserted among them, and OB tasks are appended at the end.
To determine whether a task is a CP task, we can use two attributes: t-level (top level) and b-level (bottom level). The b-level of a task is the length of the longest path beginning with the task. The t-level of a task is the length of the longest path reaching the task. Thus, all tasks on the CP have the same value of (t-level + b-level), which is equal to the length of the CP. Based on this observation, we can easily partition the parallel program into CP, IB, and OB tasks by in time because the tlevel and b-level of all tasks can be computed by using depth-first search. A task with a larger b-level implies that it is followed by a longer chain of tasks, and thus, is given a higher priority. The serialization process can be performed by an time algorithm outlined below.
SERIALIZATION:
Input: a program task graph with tasks
Output: a serial order of the tasks 1.
compute the t-level and b-level of each task by using depth-first search; 2.
identify the CP; if there are multiple CPs, select the one with the largest sum of execution cost and ties are broken randomly; 3.
put the CP task which does not have any predecessor to the first position of the serial order; 4. ; 5.
while not all the CP tasks are included do 6.
if has all its predecessors in the serial order then 7.
put at position and increment ; 8.
else let be the predecessor of which is not in the serial order and has the largest b-level (ties are broken by choosing the predecessor with a smaller t-level); 9. if has all its predecessors in the serial order then put at position and increment ; otherwise, recursively include all the ancestors of in the serial order such that the tasks with a larger b-level are included first; 10.
repeat the above step until all the predecessors of are in the serial order; 11. put at position and increment ; 12.
; 13. append all the OB tasks to the serial order in descending order of b-level; For example, consider the parallel program graph shown earlier in Figure 1 . Based on the nominal execution and communication costs, the t-levels and blevels of the tasks can be computed and the tasks form the CP. Since is the first CP task, it is placed in the first position in the serial order. The second task is because it is another unexamined predecessor of the next CP task . After is appended to the serial order, all predecessors of have been 
considered and, therefore, it can also be added. Now, the last CP task, is considered. It cannot be appended to the serial order because some of its predecessors (i.e., the IB tasks) have not been examined yet. Since both and have the same value of b-level and has a smaller t-level, is considered first. However, both predecessors of have not been examined. Thus, its two predecessors, and are appended to the list first. Next, is appended followed by . The only OB task, , is the last task in the serial order. The final serialized list is: .
In the serialization process, the tasks are all scheduled to a single processor, called the pivot processor, which is selected as follows. The first processor in the heterogeneous system is considered and the corresponding heterogeneity factor is multiplied to the nominal execution cost of each task. Based on the set of actual execution costs, the CP is constructed. This process is repeated for other processors and eventually the processor that gives the shortest CP length based on actual execution costs is selected as the first pivot processor. To illustrate, consider the actual execution costs of the tasks on the four processor heterogeneous system as shown in Table 1 . Given the actual execution costs, the CPs with respect to , , , and are , , , and , respectively. The CP lengths are 240, 226, 235, and 260, respectively. Thus, the first pivot processor is because the CP is shortest with respect to this processor. The serial order is , which is different from that determined earlier using nominal execution costs.
Tasks Migration
After the parallel program is serialized to the first pivot processor, tasks have to be considered for possible migration to the neighbor processors in order to improve their finish times (bubble up). To determine whether a migration is beneficial, we have to compute the finish time of the task on a neighbor processor. To compute the start time, we need to know the DRT of the task, which in turn depends on the scheduling of messages. We outline below an algorithm for computing the finish time of a message on a communication link between two processors. Using a procedure called ComputeMFT, we can determine the finish times of every incoming messages of the task on a neighbor processor. The maximum finish time is then the DRT of the task. The corresponding predecessor which sends this latest message is called the very important predecessor (VIP) of the task.
After the DRT of the task on a neighbor processor is computed, the potential finish time of the task can also be determined. Then, using another procedure called ComputeFT, we can determine whether a task can improve its finish time through migrating to a neighbor processor of the pivot processor. If the finish time does improve, the task is rescheduled to the neighbor processor and its incoming and outgoing messages are also rearranged. If the finish time does not improve, then a task will also migrate if its VIP is scheduled to that neighbor processor. The rationale behind this heuristic decision is that if a task and its VIP are scheduled to the same processor, the successors of the task may subsequently improve their finish times also. This process is repeated for all the remaining tasks on the pivot. Then a neighbor processor is chosen to be a new pivot. Thus, each processor in the heterogeneous system in turn will be assigned as the pivot in a breadth-first manner. Throughout the entire bubbling up process, messages are automatically routed in the migration process of tasks from the pivot processor to other processors. There is no need to use a routing table. If the routing of messages has to be static (as in some commonly used networks, such as a hypercube that uses the E-cube routing method), we can just put a constraint on the destinations a task can migrate to. Moreover, the routes taken by such messages are optimized routes in that, at every step, a task migrates if its finish time is not increased.
Using the techniques discussed above, the BSA algorithm can be formalized below. In the following, the procedure BuildProcessorList constructs a list of processors in a breadth-first order from the first pivot processor. 
An Example
To illustrate the novel characteristics of the BSA algorithm, let us consider applying it to schedule the parallel program graph shown in Figure 1 to a fourprocessor heterogeneous ring system with the actual execution costs depicted in Table 1 . For simplicity, we assume that the communication links are homogeneous; that is, for all messages and links . Initially, the tasks are injected by the procedure Serialization to the first pivot processor in the order: , as we have shown in Section 2.2. Note that the actual execution costs on are quite different from the nominal execution costs. Then, tasks are considered for possible migration. In the first phase, , being the first CP task, does not migrate because its migration is not beneficial. Also, and do not migrate because their finish times cannot be improved by migration. However, and migrate to and , respectively as their finish times are improved. Note that the reduction of 's finish time is contributed not only by the "bubbling up" process but also by the heterogeneity of the processors-the execution cost of on is 28 while on is only 15. Similarly, also migrates to since it can also be "bubbled up" and its execution cost is reduced. After two more migrations from the first pivot processor , the first phase is completed; the intermediate schedule at this point is shown in Figure 2(a) . In the second phase, the pivot processor is . Only migrates while the other tasks cannot improve their finish times. No more migration can be performed after this stage and the final schedule is shown in Figure 2(b) . The schedule length is only 138 which is considerably smaller than that can be achievable on homogeneous processors.
Performance Results
In this section, we present the experimental performance of the BSA algorithm and also compare it with a previous algorithm, called the dynamic level scheduling (DLS) algorithm, which was also designed
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for heterogeneous systems. The DLS algorithm is also a greedy algorithm in that it chooses a task for scheduling if its potential start time is the earliest and it has the largest b-level.
In our experiments, we applied the two algorithms to two suites of task graphs using a Sun Ultrasparc workstation. The first suite consisted of regular graphs representing a number of parallel applications including the mean value analysis [1] , Gaussian elimination [3] , Laplace equation solver [1] , LU-decomposition [3] , containing regular patterns of tasks and communication messages. Since these applications operate on matrices, the number of tasks (and messages) in their task graphs depends on the matrix dimension . Each application has its own equation in terms of for determining the exact number of tasks but all of the equations are . We generated ten graphs for each application by varying such that the graph size varies from approximately 50 to 500 with increments of 50. The average execution cost each task of the applications is about 150. Note that the graph structure and relative magnitudes of the execution costs in these applications are fixed according to the underlying algorithm modeled by the graph. However, the communication costs can be varied. We used a parameter called granularity, which is defined as the average execution cost divided by the average communication cost in a graph. Within each type of graph, we used three granularities: 0.1, 1.0, and 10.0. Thus, in a fine-grained (i.e., granularity = 0.1) application, the average communication cost is about ten times the average task execution cost. On the other hand, in a coarse-grained (i.e., granularity = 10.0) application, the average communication cost is only about 10% of the average task execution cost. In summary, the regular graphs suite contained 90 graphs (three graph types, ten sizes, and three granularities). The second suite of task graphs consisted of randomly structured graphs with sizes also varied from 50 to 500 with increments of 50.
The execution cost of each task was randomly selected from a uniform distribution with range [100, 200]. Again, three granularities (0.1, 1.0, and 10.0) were selected for each graph size. Unless otherwise state, the heterogeneity factors (i.e., and ) were selected randomly from a uniform distribution with range [1, 50] . Thus, the nominal execution and communication costs in each graph represented the costs of the fastest processor.
To investigate the effect of processor network topology (i.e., processor connectivity), we used four different topologies in the experiments: 16-processor ring, 16-processor hypercube, 16-processor fullyconnected network, and 16-processor randomly structured topology. The random topology was generated such that the degree of each processor ranged from two to eight.
In our first experiment, we compared the schedule lengths produced by the BSA algorithm with those by the DLS algorithm. For the regular graphs, it turned out that each algorithm generated similar performance for the three types of applications and thus, we computed the average schedule lengths across different applications. To examine the effect of graph size, we also computed the average schedule lengths across the three granularities. These average schedule lengths for the four topologies are shown in Figure 3 . From the plots, we make a number of observations:
• the BSA algorithm consistently outperformed the DLS algorithm; • the improvement was about 20% and increased slightly with graph size; • the improvement was slightly larger for lower processor connectivity (e.g., a ring); and • both algorithms gave shorter schedule lengths for higher processor connectivity (e.g., a clique). These observations can be explained as follows. First, notice that the DLS algorithm selects a task for scheduling if its start time is the earliest. This greedy decision is made without regard to the scheduling of subsequent tasks and hence, such a decision may be too "local" in that the communication links are not properly utilized leading to inefficient scheduling of communication messages of subsequent tasks. Indeed, when we looked into the schedules produced by the DLS algorithm more closely, we found that there were many cases in which a task could not be scheduled to a better time slot due to the inefficient scheduling of messages of previous tasks. The adverse effect of inefficient scheduling of messages and tasks was also more profound for increasing graph size and decreasing processor connectivity. In this aspect, the BSA algorithm has a better design because the messages are incrementally scheduled to suitable slots such that the finish times of tasks can be improved. When the connectivity was high, both algorithms generated shorter schedules because the message scheduling was easier to handle. The results for randomly structured graphs are shown in Figure 4 . From these results, we can see that the BSA algorithm is robust in that it also consistently outperformed the DLS algorithm, despite that both algorithms generated longer schedules compared with the regular graphs. Next, we investigated the effect of granularity by computing the average schedule lengths across the graph sizes. The results for regular graphs are shown in Figure 5 . We can see that the granularity had significant impact on the performance of the scheduling algorithms. First, the schedule lengths increased sharply with decreasing granularity. At a low granularity (e.g., 0.1), the message scheduling was a dominant factor in determining the schedule length. Thus, the improvement of the BSA algorithm over the DLS algorithm was also larger for lower granularity. Finally, it is interesting to note that the effect of network topology was less significant from a granularity perspective. Similar conclusions can be drawn from the results for randomly structured graphs, which are shown in Figure 6 .
We also investigated the effect of heterogeneity. For this purpose, we used ten different randomly structured task graphs with 500-task each (the granularity was 1.0). We chose the 16-processor hypercube topology and varied the range of heterogeneity as follows: [1, 10] , [1, 50] , [1, 100] , and [1, 200] . Thus, a large range implies that there are more slow processors in the system. Again we computed the average schedule lengths, which are shown in Figure 7 . As can be seen, both algorithms generated longer schedules as the heterogeneity range increased. However, the rate of increase in schedule lengths generated by the BSA algorithm was lower than that of the DLS algorithm. This indicates that the BSA algorithm is more adaptive to a highly heterogeneous system. We also measured the running times of both algorithms, which were about the same because the two algorithms are of comparable time complexity.
Conclusions
In this paper we have presented a new algorithm, called the BSA algorithm, for scheduling and allocation of parallel tasks onto message-passing heterogeneous architectures using a novel task ordering strategy. The objective is to generate efficient solutions while simultaneously taking into account realistic parameters such as arbitrary execution and communication costs, network topology, contention on communication links, and heterogeneity of processors. The distinctive feature of the BSA algorithm is that it can adapt its tasks and messages scheduling decisions according to the given network topology. Messages are incrementally scheduled to suitable links during the optimization of the finish times of tasks. Heterogeneity of processors is also exploited by scheduling critical tasks to the fastest processors. Our extensive performance evaluation study has demonstrated that the BSA algorithm is efficient, robust, and able to give consistent performance over a wide range of parameters.
