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The paper studies the existence of the ﬁnite-dimensional global attractors and exponential
attractors for the dynamical system associated with the Kirchhoff type equation with
a strong dissipation utt − M(‖∇u‖2)u − ut + h(ut) + g(u) = f (x). It proves that
the above mentioned dynamical system possesses a global attractor which has ﬁnite
fractal dimension and an exponential attractor. For application, the fact shows that for
the concerned viscoelastic ﬂow the permanent regime (global attractor) can be observed
when the excitation starts from any bounded set in phase space, and the dimension of
the attractor, that is, the number of degree of freedom of the turbulent phenomenon and
thus the level of complexity concerning the ﬂow, is ﬁnite.
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1. Introduction
In this paper, we are concerned with the existence of the ﬁnite-dimensional global attractors and exponential attractors
for the Kirchhoff equation with a strong dissipation
utt − M
(‖∇u‖2)u − ut + h(ut) + g(u) = f (x) in Ω × R+, (1.1)
u|∂Ω = 0, (1.2)
u(x,0) = u0(x), ut(x,0) = u1(x), x ∈ Ω, (1.3)
where M(s) = 1 + sm/2, 1  m  4
(N−2)+ , Ω is a bounded domain in R
N with smooth boundary ∂Ω , h(s) and g(s) are
nonlinear functions speciﬁed later, and f (x) is an external force term.
When N = 1, Eq. (1.1) without dissipative term −ut was introduced by Kirchhoff [13] to describe small vibrations
of an elastic stretched string. The term −ut occurs in the study of the motion of viscoelastic materials, for instance,
the string is made up of the viscoelastic material of rate-type [7], and it indicates that the stress is proportional not only to
the stain, as with the Hooke law, but also to the stain rate as in a linearized Kelvin–Voigt material. There have been many
researches on the global existence and decay properties of solutions to the equation with dissipation −ut or ut or h(ut),
with h(s)s 0, s ∈ R, for the case g = f = 0 or f = 0 (cf. [1–4,6,10,15,16,19,20] and references therein).
Global attractor is a basic concept in the study of the asymptotic behavior of solutions for nonlinear evolution equations
with various dissipations. The reason is that it represents the permanent regime that can be observed when the excita-
tion starts from any point in phase space, and its dimension represents the number of degree of freedom of a turbulent
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580 Z. Yang, X. Li / J. Math. Anal. Appl. 375 (2011) 579–593phenomenon and thus the level of complexity concerning the ﬂow. All of the information concerning the attractor and its
dimension then yields valuable information concerning the ﬂows that this physical system can generated. On the physical
and numerical sides, this dimension gives one an idea of the number of parameters and the size of the computations needed
in numerical simulations (cf. Temam [21]).
Global attractors of semi-linear wave equations with nonlinear interaction term g(u) and nonlinear damping h(ut),
with h(ut)ut  0 have been extensively studied by many authors (see, e.g. Chueshov and Lasiecka [5], Ghidaglia and
Marzocchi [9], Hale [11], and the references therein), but there are very few results on those of the quasi-linear wave
equations, especially for the multidimensional case (cf. [12,17]). Recently, Nakao and Yang [18] established in phase space
(H2(Ω) ∩ H10(Ω)) × H10(Ω) the existence of global attractor for problem (1.1)–(1.3), with h(ut) = 0 and g = g(x,u), pro-
vided that, roughly speaking, g ∈ C1(Ω¯ × R), g(x, s) is of polynomial growth order on s, say p, with 1  p < N+2
(N−2)+ . By
combining the decomposition idea with the tail estimates in the phase space H2(RN ) × L2(RN ) and H2(RN ) × H1(RN ),
both in the time and spatial variables, under the conditions similar to those in [18], Yang [23] further obtained in
phase space H2(RN ) × L2(RN ) the existence of global attractor for the Cauchy problem of Eq. (1.1), with h(ut) = ut and
g = u + g(x,u).
Recently, Yang and Wang [24] proved that the dynamical system associated with problem (1.1)–(1.3) possesses in phase
space with low regularity: X1+δ , with 0< δ  1 (see below for its deﬁnition) a global attractor A which is connected. And
an example is shown, which indicates that g(u) in (1.1) may be of the form
g(u) = a|u|p−1u + g1(u), (1.4)
where a = 0, a ∈ R, 1 < p < N+2
(N−2)+ , especially a > 0 when p m + 1, and g1(u) is of the polynomial growth order p1:
1  p1 < p (see (5.1)–(5.2) for detail). In particular, g(u) may be a true source term, for instance, g(u) = a|u|p−1u with
a < 0, 1< p <min{m + 1, N+2
(N−2)+ }. And h(ut) may be of the form
h(ut) = |ut |q−1ut + h1(ut), (1.5)
with
1< q <
{
min{4+ 2δ,1+ 21−2δ }, 0< δ < 12 ,
5, 12  δ  1,
when N = 1; (1.6)
1< q < 1+ 4
N
, when N  2, (1.7)
and where h1(ut) is of the polynomial growth order q1: 1 q1 < q. That is, h(ut) may be a sum of a nonlinear dissipation
with a nonlinear disturbance. But what happens to the fractal dimension of the above-mentioned global attractor? Does the
dynamical system have any exponential attractor? All these questions are still open.
Recently, Málek and Pražák [14] presented a new approach, which is called the method of -trajectories, to deal with the
longtime behavior of solutions to the nonlinear dissipative systems. The principle of the method is that the limit behavior
of the original dynamical system is equivalently captured by that of the -trajectories dynamical system.
In the present paper, by applying the -trajectories approach to problem (1.1)–(1.3) the authors further show that the
global attractor A in [24] has in phase space X1+δ ﬁnite fractal dimension and an exponential attractor. For application,
the fact shows that for the concerned viscoelastic ﬂow the permanent regime (global attractor) can be observed when the
excitation starts from any bounded set in phase space X1+δ , and the dimension of the attractor, that is, the number of
degree of freedom of the turbulent phenomenon and thus the level of complexity concerning the ﬂow, is ﬁnite.
The paper is arranged as follows. In Section 2, some notations and the main results are stated. In Section 3, the ﬁniteness
of the fractal dimension of the above mentioned global attractor is discussed in detail. In Section 4, the existence of the
exponential attractor is established. Finally, in Section 5, suﬃcient conditions on nonlinearities are discussed, and we show
that for g and h given in (1.4) and (1.5), respectively, with q given in (1.6) when N = 1 and
1< q <min
{
1+ 4/N,1+ 2/(N − 2δ)} when N  2, (1.8)
all the abstract assumptions in Theorems 2.1–2.2 are satisﬁed. That is, all the theorems of the paper hold true for above
mentioned g and h.
2. Statement of main results
We ﬁrst introduce the following abbreviations:
Lp = Lp(Ω), Wk,p = Wk,p(Ω), Hk = Wk,2, V1 = H10,
H = L2, V ′1 = V−1, ‖ · ‖p = ‖ · ‖Lp , ‖ · ‖ = ‖ · ‖L2 ,
with p  1. ξu = (u,ut). The notation (·,·) for the H-inner product will also be used for the notation of duality pairing
between dual spaces. For brevity, we use the same letter C denote different positive constants, and C(· · ·) denote positive
constants depending on the quantities appearing in the parenthesis.
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(Au, v) = (∇u,∇v) for any u, v ∈ V1. (2.1)
D(A) = {u ∈ H | Au ∈ H} = H2 ∩ H10, Au = −u for u ∈ D(A). Then, A is self-adjoint in H and strictly positive in V1.
Hence, A is an isomorphism from V1 onto V−1 and from D(A) onto H . And we can deﬁne the power As of A (s ∈ R). For
every s > 0, As is an unbounded self-adjoint operator in H with a dense domain V2s = D(As) = {u ∈ H | Asu ∈ H} ⊂ H , the
operator As is strictly positive and the spaces Vs = D(A s2 ) are Hilbert spaces with the scalar products and the norms
(u, v)s =
(
A
s
2 u, A
s
2 v
)
, ‖u‖Vs =
∥∥A s2 u∥∥, (2.2)
respectively, and A
s
2 is an isomorphism from Vs onto H . We deﬁne V−s = V ′s (s > 0), A
s
2 can be extended as an isomor-
phism from H onto V−s , and V−s can be endowed with the scalar product and the norm as in (2.2), where s is replaced
by −s. Then Vs is deﬁned for s ∈ R. Obviously,
‖u‖V2 = ‖Au‖ = ‖u‖, ‖u‖V1 =
∥∥A 12 u∥∥= ‖∇u‖. (2.3)
We denote the Hilbert spaces
X1 = V1 × H, X1+δ = V1+δ × V δ with 0< δ  1, (2.4)
which are equipped with the usual graph norms, respectively. Then problem (1.1)–(1.3) is equivalent to the following Cauchy
problem
utt + M
(∥∥A 12 u∥∥2)Au + Aut + h(ut) + g(u) = f , (2.5)
u(0) = u0, ut(0) = u1. (2.6)
We ﬁrst state two lemmas which indicate that under suitable assumptions the dynamical system associated with problem
(2.5)–(2.6) possesses in phase space X1+δ a global attractor.
Lemma 2.1. (See [24].) Assume that
(H1) g(s) = G ′(s) + p(s), (2.7)
with
lim inf|s|→∞
G(s)
|s|m+2  0, (2.8)
lim inf|s|→∞
g(s)s − ρ[G(s) + P (s)]
|s|m+2  0, (2.9)
where P (s) = ∫ s0 p(τ )dτ , 1m 4(N−2)+ , 0<ρ < 2, and there exist constants l 0, γ : 0< γ <m such that
lim inf|s|→∞
P (s)
|s|γ+2 −l, (2.10)
and where G, P : V1 → L1.
(H2) h = h1 + h2 , hi : V1 → V−1 , i = 1,2,∥∥h2(v)∥∥V−1  C(h2(v), v)1−σ2 ,∥∥h1(v)∥∥V−1  C(1+ (h2(v), v))1−σ3 for v ∈ V1, (2.11)
with σ2, σ3 ∈ (0, 12 ].
(H3) There exist constants σ4, σ5 ∈ (0,1), δ1, δ2 ∈ (0, δ) such that∥∥g(u)∥∥V δ−1  C(R)(1+ ‖u‖V1+δ )1−σ4 for u ∈ V1+δ, ‖u‖V1  R, (2.12)∥∥h(v)∥∥V δ−1  C(R)(1+ ‖v‖V1+δ )1−σ5 for v ∈ V1+δ, ‖v‖ R, (2.13)∥∥g(u1) − g(u2)∥∥V δ−1  C(R)‖u1 − u2‖V1+δ1 for u1,u2 ∈ V1+δ, ‖u1‖V1+δ + ‖u2‖V1+δ  R, (2.14)∥∥h(v1) − h(v2)∥∥V δ−1  C(R)‖v1 − v2‖V1+δ2 for v1, v2 ∈ V1+δ, ‖v1‖V δ + ‖v2‖V δ  R. (2.15)
(H4) (u0,u1) ∈ X1+δ , f ∈ V δ−1.
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∥∥(u,ut)∥∥2X1+δ +
t+1∫
t
∥∥A 1+δ2 ut(τ )∥∥2 dτ  C(∥∥(u0,u1)∥∥X1+δ )e−κt + C(‖ f ‖V δ−1), t > 0, (2.16)
and (u,ut) depends continuously on initial data in X1+δ , that is,∥∥(w(t),wt(t))∥∥X1+δ  Ceκt∥∥(w0,w1)∥∥X1+δ (2.17)
where w(t) = u(t)− v(t), u and v are two solutions of problem (2.5)–(2.6) corresponding to initial (u0,u1) and (v0, v1), respectively,
κ denotes small positive constant and the constant C depends on the X1+δ-norm of the initial data.
Remark 2.1. We denote the solution in Lemma 2.1 by S(t)(u0,u1) = (u(t),ut(t)). Then S(t) composes a continuous semi-
group in X1+δ .
Lemma 2.2. (See [24].) Under the assumptions of Lemma 2.1, the continuous semigroup S(t) deﬁned in Remark 2.1 has in X1+δ a
global attractor A which is connected.
Now, we state the main results of the paper.
Theorem 2.1. Assume that conditions (H1)–(H4) hold, and
(H5) There exists δ3: 0< δ3  1 such that∥∥g(u1) − g(u2)∥∥V−1  C(R)‖u1 − u2‖V1 for u1,u2 ∈ V1+δ, ‖u1‖V1+δ + ‖u2‖V1+δ  R, (2.18)∥∥h(v1) − h(v2)∥∥V−1  C(R)‖v1 − v2‖V1−δ3 for v1, v2 ∈ V1+δ, ‖v1‖V δ + ‖v2‖V δ  R. (2.19)
Then the global attractor A given in Lemma 2.2 has ﬁnite fractal dimension, that is,
dimF {A, X1+δ} < ∞.
Theorem 2.2. Assume that conditions (H1)–(H5) hold, and
(H6) g,h ∈ C1(R) and there exists σ0: 0< σ0  1 such that∥∥g′(u)∥∥L(V1+δ−σ0 ,V δ−1)  C(R) for u ∈ V1+δ, ‖u‖V1+δ  R, (2.20)∥∥h′(v)∥∥L(V δ ,V δ−1)  C(R) for v ∈ V1+δ, ‖v‖V δ  R, (2.21)
where and in the sequel L(Vs1 , Vs2 ) denotes the space of linear operators from Vs1 to V s2 . Then the dynamical system
(S(t), X1+δ) has an exponential attractor M.
3. The ﬁnite fractal dimension of the global attractor
Lemma 3.1. (See [21].) Let X , Y be two Banach spaces and X ↪→ Y . If ϕ ∈ L∞(0, T ; X) ∩ Cw([0, T ]; Y ), then ϕ ∈ Cw([0, T ]; X).
Proof of Theorem 2.1. For clarity, we divide the proof into four steps.
Step 1. An equivalent dynamical system (S(t),BR).
The global estimate (2.16) implies that the ball
BR =
{
ξ ∈ X1+δ
∣∣ ‖ξ‖X1+δ  R}
is an absorbing set of the semigroup S(t) deﬁned by Remark 2.1 if R is suﬃciently large.
Deﬁne
BR =
[ ⋃
S(t)BR
]
X1+δ
(3.1)
t0
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absorbing set of the semigroup S(t), with the property
S(t)BR ⊂ BR(⊂ X1+δ), t  0,
and for any bounded set B ⊂ X1+δ ,
distX1+δ
{
S(t)B,BR
}
 C(B)e−κt . (3.2)
So it is suﬃcient to construct the global attractor for the dynamical system (S(t),BR).
Step 2. A further estimate.
Lemma 3.2. Under the assumptions of Theorem 2.1, let ξu , ξv be two trajectories of the semigroup S(t) starting from the absorbing
set BR , ξw = ξu − ξv = (w,wt), with w = u − v. Then
∥∥ξw(t)∥∥2X1+δ  Ce−κ(t−s)∥∥ξw(s)∥∥2X1+δ + C
t∫
s
(∥∥wt(τ )∥∥2 + ∥∥w(τ )∥∥2V1)dτ , (3.3)
t∫
s
∥∥wtt(τ )∥∥2V δ−1 dτ  C∥∥ξw(s)∥∥2X1+δ + C
t∫
s
(∥∥wt(τ )∥∥2 + ∥∥w(τ )∥∥2V1)dτ , t  s. (3.4)
Proof. w satisﬁes
wtt + Aw + Awt +
∥∥A 12 u∥∥mAu − ∥∥A 12 v∥∥mAv = −[g(u) − g(v) + h(ut) − h(vt)], t > 0, (3.5)
w(0) = w0 ≡ u0 − v0, wt(0) = w1 ≡ u1 − v1. (3.6)
Taking H-inner product by Aδwt , Aδw and wt in (3.5), respectively, we have
1
2
d
dt
(∥∥A δ2 wt(t)∥∥2 + ∥∥A 1+δ2 w(t)∥∥2)+ ∥∥A 1+δ2 wt(t)∥∥2

∣∣(∥∥A 12 u∥∥m − ∥∥A 12 v∥∥m)(Av, Aδwt)∣∣+ ∥∥A 12 u∥∥m∣∣(Aw, Aδwt)∣∣
+ (∥∥g(u) − g(v)∥∥V δ−1 + ∥∥h(ut) − h(vt)∥∥V δ−1)∥∥Aδwt∥∥V1−δ
 C(R)
(‖w‖V1 + ‖w‖V1+δ + ‖wt‖1−θ1‖wt‖θ1V1+δ )‖wt‖V1+δ
 1
4
‖wt‖2V1+δ + C(R)
(‖wt‖2 + ‖w‖2V1+δ ), (3.7)
d
dt
(
1
2
∥∥A 1+δ2 w(t)∥∥2 + (wt , Aδw)
)
+ (1+ ∥∥A 12 u∥∥m)∥∥A 1+δ2 w(t)∥∥2

∥∥A δ2 wt∥∥2 + ∣∣(∥∥A 12 u∥∥m − ∥∥A 12 v∥∥m)(Av, Aδw)∣∣+ (∥∥g(u) − g(v)∥∥V δ−1 + ∥∥h(ut) − h(vt)∥∥V δ−1)∥∥Aδw∥∥V1−δ

∥∥A δ2 wt∥∥2 + C(R)(‖w‖V1 + ‖w‖1−θ2V1 ‖w‖θ2V1+δ + ‖wt‖1−θ1‖wt‖θ1V1+δ )‖w‖V1+δ

∥∥A δ2 wt∥∥2 + 1
2
‖w‖2V1+δ +
1
4K1
‖wt‖2V1+δ + C(R, K1)
(‖wt‖2 + ‖w‖2V1), (3.8)
1
2
d
dt
(∥∥wt(t)∥∥2 + ∥∥A 12 w(t)∥∥2)+ ∥∥A 12 wt∥∥2

∣∣(∥∥A 12 u∥∥m − ∥∥A 12 v∥∥m)(Av,wt)∣∣+ ∥∥A 12 u∥∥m∣∣(Aw,wt)∣∣+ (∥∥g(u) − g(v)∥∥V−1 + ∥∥h(ut) − h(vt)∥∥V−1)‖wt‖V1
 C(R)
(‖w‖V1 + ‖wt‖δ3‖wt‖1−δ3V1 )‖wt‖V1
 1
2
‖wt‖2V1 + C(R)
(‖wt‖2 + ‖w‖2V1), (3.9)
where θ1 = 1+δ21+δ , θ2 = δ1δ , and where assumptions (H3), (H5) and the interpolation theorem have been used. (3.7)+ (3.8)×
K1 + (3.9) × K2 yields
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Ew(t) + 1
2
(∥∥A 1+δ2 wt(t)∥∥2 + K1∥∥A 1+δ2 w(t)∥∥2)+
(
K2
2
− λδ−11 K1
)∥∥A 12 wt(t)∥∥2
 C(R)‖w‖2V1+δ + C(R, K1, K2)
(‖wt‖2 + ‖w‖2V1), (3.10)
where λ1 is the ﬁrst eigenvalue of the operator A, and
Ew(t) = 1
2
(∥∥A δ2 wt(t)∥∥2 + ∥∥A 1+δ2 w(t)∥∥2)+ K1
(
1
2
∥∥A 1+δ2 w(t)∥∥2 + (wt, Aδw)
)
+ K2
2
(∥∥wt(t)∥∥2 + ∥∥A 12 w(t)∥∥2). (3.11)
Since ∣∣(wt, Aδw)∣∣ ‖wt‖V δ−1∥∥Aδw∥∥V1−δ  14‖w‖2V1+δ + λδ−11 ‖wt‖2, (3.12)
Ew(t) ∼
∥∥A δ2 wt(t)∥∥2 + ∥∥A 1+δ2 w(t)∥∥2 ≡ ∥∥ξw(t)∥∥2X1+δ (3.13)
for K1 = 2(C(R) + 1), K2 = 2(K1λδ−11 + 1), we obtain
d
dt
Ew(t) + κ Ew(t) + κ
(∥∥A 1+δ2 w(t)∥∥2 + ∥∥A 1+δ2 wt(t)∥∥2) C(R)(‖wt‖2 + ‖w‖2V1). (3.14)
Applying the Gronwall lemma to (3.14) yields
∥∥ξw(t)∥∥2X1+δ  Ce−κ(t−s)∥∥ξw(s)∥∥2X1+δ + C
t∫
s
(∥∥wt(τ )∥∥2 + ∥∥w(τ )∥∥2V1)dτ ,
t∫
s
(∥∥A 1+δ2 w(τ )∥∥2 + ∥∥A 1+δ2 wt(τ )∥∥2)dτ  C∥∥ξw(s)∥∥2X1+δ + C
t∫
s
(∥∥wt(τ )∥∥2 + ∥∥w(τ )∥∥2V1)dτ . (3.15)
By (3.5) and (H3),∥∥wtt(t)∥∥2V δ−1  C(∥∥w(t)∥∥2V1+δ + ∥∥wt(t)∥∥2V1+δ + ∥∥g(u) − g(v)∥∥2V δ−1 + ∥∥h(ut) − h(vt)∥∥2V δ−1)
 C
(∥∥w(t)∥∥2V1+δ + ∥∥wt(t)∥∥2V1+δ ). (3.16)
Integrating (3.16) over (s, t) and making use of (3.15) yield the conclusion of Lemma 3.2. Lemma 3.2 is proved. 
Step 3. The L-trajectory approach.
Lemma 3.3. (See [14].) Let X, Y be two metric spaces and the mapping f : X → Y be α-Hölder continuous on the set B ⊂ X. Then
dimF
{
f (B), Y
}
 1
α
dimF {B, X}.
Let L be a suﬃciently large number which will be speciﬁed later, the spaces
Y1 = L∞(0, L; V1+δ) ∩ W 1,∞(0, L; V δ) ∩ H1(0, L; V1+δ) ∩ H2(0, L; V δ−1),
Y2 = L2(0, L; V1+δ) ∩ H1(0, L; V δ) ∩ H2(0, L; V δ−1),
Y3 = L2(0, L; V ) ∩ H1(0, L; H). (3.17)
Obviously, Y1 ↪→ Y2 ↪→↪→ Y3. Deﬁne the lifting operator
TL : BR → Y1 ∩ Y2, TLξ = u(·),
where u is the L-piece of the trajectory starting from ξ ∈ BR . Let DL = TLBR . Then the mapping TL : BR → DL is one-to-one.
For any u ∈ DL , it follows from (2.16) that
‖u‖Y1  C
(‖ξ‖X1+δ ,‖ f ‖V δ−1), (3.18)
where the estimate
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∥∥g(u)∥∥V δ−1 + ∥∥h(ut)∥∥V δ−1
 C
(‖ f ‖V δ−1 + ‖u‖V1+δ + ‖ut‖V1+δ ) (3.19)
has been used. (3.18) shows that DL is a bounded set in Y1.
Lemma 3.4. [DL]Y2 = DL . That is, DL is complete under the norm of Y2 .
Proof. For any u ∈ [DL]Y2 , there exists a sequence {un} ⊂ DL , such that
un → u in Y2, un → u weak∗ in Y1, (3.20)
and for any φ ∈ L2(0, L; V1−δ),
L∫
0
(
untt + Aunt +
(
1+ ∥∥A 12 un∥∥m)Aun + h(unt )+ g(un)− f , φ)dτ = 0. (3.21)
Since
∣∣∣∣∣
L∫
0
(∥∥A 12 un∥∥mAun − ∥∥A 12 u∥∥mAu, φ)dτ
∣∣∣∣∣
=
∣∣∣∣∣
L∫
0
(∥∥A 12 un∥∥m(A(un − u), φ)+ (∥∥A 12 un∥∥m − ∥∥A 12 u∥∥m)(Au, φ))dτ
∣∣∣∣∣
 C(R)
(∥∥un − u∥∥L2(0,L;V1+δ) + ∥∥un − u∥∥L2(0,L;V1))‖φ‖L2(0,L;V1−δ) → 0, (3.22)∣∣∣∣∣
L∫
0
(
g
(
un
)− g(u),φ)dτ
∣∣∣∣∣+
∣∣∣∣∣
L∫
0
(
h
(
unt
)− h(ut),φ)dτ
∣∣∣∣∣

L∫
0
(∥∥g(un)− g(u)∥∥V δ−1 + ∥∥h(unt )− h(ut)∥∥V δ−1)‖φ‖V1−δ dτ
 C(R)
(∥∥un − u∥∥L2(0,L;V1+δ) + ∥∥unt − ut∥∥1−θ1L2(0,L;V δ)∥∥unt − ut∥∥θ1L2(0,L;V1+δ))‖φ‖L2(0,L;V1−δ) → 0, (3.23)
L∫
0
(
Aunt − Aut, φ
)
dτ =
L∫
0
(
A
1+δ
2
(
unt − ut
)
, A
1−δ
2 φ
)
dτ → 0 (3.24)
as n → ∞. Letting n → ∞ in (3.21) we ﬁnd that u is the solution of Eq. (2.5). By (3.20),
(u,ut) ∈ L∞(0, L; V1+δ × V δ), (ut,utt) ∈ L2(0, L; V δ × V δ−1), (3.25)
which implies
(u,ut) ∈ H1(0, L; V δ × V δ−1) ↪→ C
([0, L]; V δ × V δ−1). (3.26)
Since V1+δ × V δ ↪→ V δ × V δ−1, by Lemma 3.1,
(u,ut) ∈ Cw
([0, L]; V1+δ × V δ). (3.27)
Taking H-inner product by Aδut in (2.5), we get
1
2
d
dt
[∥∥A δ2 ut∥∥2 + ∥∥A 1+δ2 u∥∥2]+ ∥∥A 1+δ2 ut∥∥2 + ∥∥A 12 u∥∥m(Au, Aδut)+ (g(u) + h(ut), Aδut)= ( f , Aδut). (3.28)
Integrating (3.28) over (t0, t) yields
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2
[∥∥(u(t),ut(t))∥∥2X1+δ − ∥∥(u(t0),ut(t0))∥∥2X1+δ ]
= −
t∫
t0
(∥∥A 1+δ2 ut(τ )∥∥2 + ∥∥A 12 u∥∥m(Au, Aδut)+ (h(ut) + g(u) − f , Aδut))dτ
→ 0 (3.29)
as t → t0. The combination of (3.29) with (3.27) yields
(u,ut) ∈ C
([0, L]; X1+δ). (3.30)
Since BR is closed in X1+δ and S(t)BR ⊂ BR , (un(t),unt (t)) = S(t)(un(0),unt (0)) ∈ BR for t ∈ [0, L]. By (3.20) (extracting a
subsequence if necessary) and (3.30),(
un(t),unt (t)
)→ (u(t),ut(t)) in X1+δ for a.e. t ∈ [0, L], (3.31)(
u(t),ut(t)
) ∈ BR for t ∈ [0, L]. (3.32)
In particular, (u(0),ut(0)) ∈ BR . Hence u ∈ DL , [DL]X1+δ ⊂ DL . Therefore, [DL]X1+δ = DL . Lemma 3.4 is proved. 
Deﬁne the operator
S(t) : DL → DL, S(t) = TL S(t)T−1L , t  0. (3.33)
Obviously, {S(t)} composes a semigroup on the L-trajectory phase space DL .
Integrating (3.3), (3.4) over s ∈ (0, L), and ﬁxing t ∈ [L,2L], respectively, we get
L
∥∥ξw(t)∥∥2X1+δ  Ce−κ(t−L)‖ξw‖2L2(0,L;X1+δ) + CL
2L∫
0
(∥∥wt(τ )∥∥2 + ∥∥w(τ )∥∥2V1)dτ , (3.34)
L
2L∫
L
∥∥wtt(τ )∥∥2V δ−1 dτ  C‖ξw‖2L2(0,L;X1+δ) + CL
2L∫
0
(∥∥wt(τ )∥∥2 + ∥∥w(τ )∥∥2V1)dτ . (3.35)
Integrating (3.34) over t ∈ (L,2L), and combining the result with (3.35), we get
∥∥S(L)ξu − S(L)ξv∥∥2Y2  CL ‖ξw‖2Y2 + CL
(‖ξu − ξv‖2Y3 + ∥∥S(L)ξu − S(L)ξv∥∥2Y3). (3.36)
We easily deduce from (2.17) that the mapping T−1L S(L) : DL → BR is Lipschitz continuous.
Since Y2 ↪→ Y3, and by virtue of (2.17),
∥∥S(L)ξu − S(L)ξv∥∥2Y3  C
L∫
0
∥∥ξu(L + s) − ξv(L + s)∥∥2X1+δ ds
 Ceκ L
L∫
0
∥∥ξu(s) − ξv(s)∥∥2X1+δ ds
 Ceκ L‖ξu − ξv‖2Y2 . (3.37)
Substituting (3.37) into (3.36) yields∥∥S(L)ξu − S(L)ξv∥∥2Y2  Ceκ L‖ξu − ξv‖2Y2 , (3.38)
that is, the mapping S(L) : DL → DL is Lipschitz continuous.
Fixing L such that CL < 1, we get from (3.36) and (3.38) that the operator S(L) : DL → DL is an α contraction (see
Lemma 2.3.6 in [11]). Obviously, S(L) is point dissipative and the orbits of the bounded sets are bounded, so by Theo-
rem 2.8.1 in [11], the discrete dynamical system (Sn(L),DL) has a global attractor A, which has ﬁnite fractal dimension.
Let
A = T−1L S(L)A.
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dimF {A, X1+δ} dimF {A, Y2} < ∞. (3.39)
And A is the global attractor of the discrete dynamical system (Sn(L),BR).
Indeed,
(i) Obviously, A ⊂ BR is bounded in X1+δ , and for any bounded set B0 in BR , by the Lipschitz continuity of the mapping
T
−1
L S(L),
distX1+δ
{
S(nL)B0,A
}= distX1+δ{S((n − 1)L)S(L)B0,T−1L S(L)A}
= distX1+δ
{
S
(
(n − 1)L)T−1L S(L)BL,T−1L S(L)A}
= distX1+δ
{
T
−1
L S(L)S
(
(n − 1)L)BL,T−1L S(L)A}
 C distY2
{
S
(
(n − 1)L)BL,A}→ 0 as n → ∞, (3.40)
where BL ⊂ DL is the set of the L-trajectories starting from B0.
(ii) S(nL)A = T−1L S(nL)TLT−1L S(L)A = T−1L S(L)A = A. (3.41)
(iii) A is a compact set in X1+δ because it is a continuous image of a compact set A.
Step 4. A is the global attractor of the semigroup S(t).
Since
S(L)S(t)A = S(t)S(L)A = S(t)A, (3.42)
S(t)A ⊂ A because A is the maximal bounded invariant set of S(L). For t = nL + t0, n 0, t0 ∈ (0, L), and S(L − t0)A ⊂ A =
S(nL)A,
A = S(t0)S(L − t0)A ⊂ S(t0)S(nL)A = S(t)A. (3.43)
Therefore, S(t)A = A, and
S(t)A = T−1L S(t)TLT−1L S(L)A = T−1L S(L)S(t)A = T−1L S(L)A = A. (3.44)
For any bounded set B ⊂ BR , by the Lipschitz continuity of the mapping S(t0),
distX1+δ
{
S(t)B,A}= distX1+δ{S(t0)S(nL)B, S(t0)A}
 C distX1+δ
{
S(nL)B,A}→ 0 (3.45)
as n → ∞. We have known by (iii) that A is compact in X1+δ . Therefore, A is the global attractor of S(t). Theorem 2.1 is
proved. 
4. Exponential attractor
In order to prove Theorem 2.2, we need the following lemmas.
Lemma 4.1. (See [22].) Let W be a closed, bounded subset in Hilbert space X and the mapping S : W → W satisfy on W the gener-
alized squeezing property (GSP), that is, there exist C > 0, θ ∈ (0, 14 ) and a ﬁnite-dimensional orthonormal projector P in X such that
for any ξ1, ξ2 ∈ W , either
‖Sξ1 − Sξ2‖X  C
(∥∥P (ξ1 − ξ2)∥∥2X + ∥∥P (Sξ1 − Sξ2)∥∥2X) 12
or
‖Sξ1 − Sξ2‖X  θ‖ξ1 − ξ2‖X .
Then the dynamical system (Sn,W ) has an exponential attractor.
Lemma 4.2. (See [14].) Let X be a Hilbert space, Y be a metric space and Y ↪→↪→ X. Then for a given  > 0, there exists a ﬁnite-
dimensional subspace Xn ⊂ X such that, denoting by P the ortho-projector to Xn,∥∥(I − P )u∥∥X  ‖u‖Y for any u ∈ Y . (4.1)
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d
(
S(t)ξ1, S(t)ξ2
)
 Ceκt d(ξ1, ξ2),
and there exist three subsets M1,M2,M3 ⊂ X such that
distX
{
S(t)M1,M2
}
 C1e−α1t, distX
{
S(t)M2,M3
}
 C2e−α2t .
Then
distX
{
S(t)M1,M3
}
 C3e−α3t,
where C3 = CC1 + C2, and α3 = α1α2κ+α1+α2 .
We consider the variational equation of (2.5)
vtt + Avt +
(
1+ ∥∥A 12 u∥∥m)Av +m∥∥A 12 u∥∥m−2(A 12 v, A 12 u)Au + h′(ut)vt + g′(u)v = 0, (4.2)
v(0) = v0, vt(0) = v1, (4.3)
where (u(t),ut(t)) = S(t)(u0,u1), (u0,u1) ∈ BR , that is,∥∥(u(t),ut(t))∥∥X1+δ  R, t  0. (4.4)
Lemma 4.4. Under the assumptions of Theorem 2.2, if (v0, v1) ∈ X1+δ , then problem (4.2)–(4.3) possesses a unique solution v, with
(v, vt) ∈ C(R+, X1+δ). Moreover,∥∥vt(t)∥∥2V δ + ∥∥v(t)∥∥2V1+δ  C(R)
(
1+ 1
t2
)
e−κt + C(‖ f ‖V δ−1), t > 0. (4.5)
Proof. By the Galerkin method, we can easily get ﬁrst conclusion of Lemma 4.4, so we only prove estimate (4.5) here.
Taking H-inner product by Aδvt , Aδv and vt in (4.2), respectively, we get
1
2
d
dt
(∥∥A 1+δ2 v∥∥2 + ∥∥A δ2 vt∥∥2)+ ∥∥A 1+δ2 vt∥∥2

(∥∥A 12 u∥∥m∥∥A 1+δ2 v∥∥+ C(R)∥∥A 12 v∥∥)∥∥A 1+δ2 vt∥∥
+ (∥∥g′(u)∥∥L(V1+δ−σ0 ,V δ−1)‖v‖V1+δ−σ0 +
∥∥h′(ut)∥∥L(V δ,V δ−1)‖vt‖V δ )∥∥A 1+δ2 vt∥∥
 1
8
∥∥A 1+δ2 vt∥∥2 + K3∥∥A 1+δ2 v∥∥2 + C(R)[∥∥A 12 v∥∥+ ‖v‖V1+δ−σ0 + ‖vt‖1−θ3V δ−σ0 ‖vt‖θ3V1+δ ]∥∥A 1+δ2 vt∥∥
 1
4
∥∥A 1+δ2 vt∥∥2 + K3∥∥A 1+δ2 v∥∥2 + C(R)[‖v‖2V1+δ−σ0 + ‖vt‖2V δ−σ0 ], (4.6)
1
2
d
dt
[∥∥A 1+δ2 v∥∥2 + 2(vt, Aδv)]+ (1+ ∥∥A 12 u∥∥m)∥∥A 1+δ2 v∥∥2

∥∥A δ2 vt∥∥2 + C(R)[∥∥A 12 v∥∥+ ∥∥g′(u)∥∥L(V1+δ−σ0 ,V δ−1)‖v‖V1+δ−σ0 +
∥∥h′(ut)∥∥L(V δ ,V δ−1)‖vt‖V δ ]∥∥A 1+δ2 v∥∥

∥∥A δ2 vt∥∥2 + 1
4
∥∥A 1+δ2 v∥∥2 + C(R)[‖v‖2V1+δ−σ0 + ‖vt‖2V δ−σ0 ], (4.7)
1
2
d
dt
(∥∥A 12 v∥∥2 + ‖vt‖2)+ ∥∥A 12 vt∥∥2
 C(R)
∥∥A 12 v∥∥∥∥A 12 vt∥∥+ (∥∥g′(u)∥∥L(V1+δ−σ0 ,V δ−1)‖v‖V1+δ−σ0 +
∥∥h′(ut)∥∥L(V δ,V δ−1)‖vt‖V δ )‖vt‖V1−δ
 C(R)
(∥∥A 12 v∥∥+ ‖v‖V1+δ−σ0 )‖vt‖V1 + C(R)‖vt‖2−θV δ−σ0 ‖vt‖θV1
 1
4
∥∥A 12 vt∥∥2 + C(R)[‖v‖2V1+δ−σ0 + ‖vt‖2V δ−σ0 ], (4.8)
where K3 = K3(R), θ3 = σ01+σ0 , θ =
1+σ0−2δ
1+σ0−δ . (4.6) + (4.7) × 4K3 + (4.8) × K4 yields
d
dt
q(v, vt) + 3
4
∥∥A 1+δ2 vt∥∥2 + 2K3(1+ ∥∥A 12 u∥∥m)∥∥A 1+δ2 v∥∥2 +
(
3K4
4
− 4K3λδ−11
)∥∥A 12 vt∥∥2
 C(R, K3, K4)
(‖v‖2V + ‖vt‖2V ), (4.9)1+δ−σ0 δ−σ0
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q(v, vt) = 1
2
(∥∥A 1+δ2 v∥∥2 + ∥∥A δ2 vt∥∥2)+ 2K3[∥∥A 1+δ2 v∥∥2 + 2(vt, Aδv)]+ K4
2
(∥∥A 12 v∥∥2 + ‖vt‖2)
 1
2
(∥∥A 1+δ2 v∥∥2 + ∥∥A δ2 vt∥∥2)+ K3∥∥A 1+δ2 v∥∥2 +
(
K4
2
− 2C1K3
)(∥∥A 12 v∥∥2 + ‖vt‖2) (4.10)
for
2
∣∣(vt, Aδv)∣∣ 1
2
∥∥A 1+δ2 v∥∥2 + C1‖vt‖2.
Taking K4 max{ 43 (4K3λδ−11 + 1),4C1K3 + 2}, we get from (4.9) and (3.19) that
d
dt
q(v, vt) + κq(v, vt) + 1
2
(∥∥A 1+δ2 vt∥∥2 + ∥∥A 1+δ2 v∥∥2)
 C(R)
(‖v‖2V1+δ−σ0 + ‖vt‖2V δ−σ0 )
 1
4
(∥∥A 1+δ2 vt∥∥2 + ∥∥A 1+δ2 v∥∥2)+ C(R)(‖v‖2V δ + ‖vt‖2V δ−1)
 1
4
(∥∥A 1+δ2 vt∥∥2 + ∥∥A 1+δ2 v∥∥2)+ C(R)e−κt + C(‖ f ‖V δ−1)+ C(R)‖ut‖2V1+δ . (4.11)
1. When 0< t  1, multiplying (4.11) by t2, we get
d
dt
[
t2q(v, vt)
]+ κt2q(v, vt) + t2
4
(∥∥A 1+δ2 vt∥∥2 + ∥∥A 1+δ2 v∥∥2)
 2tq(v, vt) + C(R)e−κt + C
(‖ f ‖V δ−1)+ C(R)‖ut‖2V1+δ
 Ct
(‖v‖2V1+δ + ‖vt‖V δ−1‖vt‖V1+δ )+ C(R)e−κt + C(‖ f ‖V δ−1)+ C(R)‖ut‖2V1+δ
 t
2
8
∥∥A 1+δ2 vt∥∥2 + C(R)e−κt + C(‖ f ‖V δ−1)+ C(R)‖ut‖2V1+δ , (4.12)
where the interpolation theorem and (3.19) have been used. Applying the Gronwall lemma and (2.16) to (4.12) we get
t2q(v, vt) C(R)e−κt + C
(‖ f ‖V δ−1). (4.13)
2. When t > 1, applying the Gronwall lemma and (2.16) to (4.11), we get
q(v, vt)(t) q(v, vt)(1)e−κ(t−1) +
t∫
1
e−κ(t−τ )
[
C(R)e−κτ + C(‖ f ‖V δ−1)]dτ
+ C(R)e−κt
n∑
j=1
eκ( j+1)
j+1∫
j
∥∥ut(τ )∥∥2V1+δ dτ
 C(R)e−κt + C(‖ f ‖V δ−1)+ C(R)e−κteκ(t+2)eκ − 1
 C(R)e−κt + C(‖ f ‖V δ−1), n < t  n + 1. (4.14)
The combination of (4.13) with (4.14) yields (4.5). Lemma 4.4 is proved. 
Proof of Theorem 2.2. For clarity, we divide the proof into two steps.
Step 1. The exponential attractor of the dynamical system (Sn(L),DL).
Obviously, DL = TLBR is a closed, bounded subset of the Hilbert space Y2. Since Y2 ↪→↪→ Y3, it follows from Lemma 4.2
that for any  > 0, there exists a ﬁnite-dimensional subspace Yn3 ⊂ Y3 and an ortho-projector P such that
‖ξ1 − ξ2‖2Y3 =
∥∥P (ξ1 − ξ2)∥∥2Y3 + ∥∥(I − P )(ξ1 − ξ2)∥∥2Y3
 C
∥∥P (ξ1 − ξ2)∥∥2 + ‖ξ1 − ξ2‖2 . (4.15)Y2 Y2
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 C
∥∥P(S(L)ξ1 − S(L)ξ2)∥∥2Y2 + Ceκ L‖ξ1 − ξ2‖2Y2 . (4.16)
Substituting (4.15)–(4.16) into (3.36) yields
∥∥S(L)ξ1 − S(L)ξ2∥∥2Y2 =
(
1
2
+ 1
2
)∥∥S(L)ξ1 − S(L)ξ2∥∥2Y2

(
C
L
+ L + CLeκ L
)
‖ξ1 − ξ2‖2Y2 + C
(∥∥P (ξ1 − ξ2)∥∥2Y2 + ∥∥P(S(L)ξ1 − S(L)ξ2)∥∥2Y2)
 θ‖ξ1 − ξ2‖2Y2 + C
(∥∥P (ξ1 − ξ2)∥∥2Y2 + ∥∥P(S(L)ξ1 − S(L)ξ2)∥∥2Y2), (4.17)
where θ ∈ (0, 18 ) for L suﬃciently large and  suitably small. (4.17) implies that the operator S(L) : DL → DL satisﬁes on DL
the GSP because the fact: a + b  c + d yields either a c or b  d, so by Lemma 4.1, the dynamical system (Sn(L),DL) has
an exponential attractor ML . Let
Md = T−1S(L)ML .
By standard method we get that Md is an exponential attractor of the discrete dynamical system (Sn(L),BR).
Step 2. The exponential attractor of the dynamical system (S(t),BR).
For any ﬁxed t∗ ∈ (0, L), let
M = [M1]X1+δ , M1 =
⋃
t∗tt∗+L
S(t)Md.
Then M is an exponential attractor of the dynamical system (S(t),BR).
Indeed, let F (t, ξ) = S(t)ξ , t ∈ [t∗, t∗ + L], ξ ∈ Md ⊂ BR . By the Lipschitz continuity of S(t) on X1+δ (see (2.17)),∥∥F (t, ξ1) − F (t, ξ2)∥∥X1+δ = ∥∥S(t)ξ1 − S(t)ξ2∥∥X1+δ  Ceκt‖ξ1 − ξ2‖X1+δ . (4.18)
For any t1, t2 ∈ [t∗, t∗ + L], by the Hölder inequality and Lemma 4.4,∥∥F (t1, ξ) − F (t2, ξ)∥∥X1+δ = ∥∥S(t1)ξ − S(t2)ξ∥∥X1+δ = ∥∥ξ(t1) − ξ(t2)∥∥X1+δ
=
∥∥∥∥∥
t2∫
t1
ξ ′(τ )dτ
∥∥∥∥∥
X1+δ

( t∗+L∫
t∗
∥∥ξ ′(τ )∥∥2X1+δ dτ
) 1
2
|t1 − t2| 12
 C |t1 − t2| 12 . (4.19)
That is, the mapping F : [t∗, t∗ + L] × Md → X1+δ is 12 -Hölder continuous. Therefore, M1 = F {[t∗, t∗ + L] × Md} (the image
of the set [t∗, t∗ + L] × Md) is compact in BR ⊂ X1+δ . Hence M = M1 and
dimF {M, X1+δ} 2dimF
{[
t∗, t∗ + L]× Md, R+ × X1+δ}
= 2(1+ dimF {Md, X1+δ})< ∞. (4.20)
For t = kL + s, s ∈ (0, L), when k = 0, t = s ∈ (0, L),
S(t)M =
⋃
t∗st∗+L
S(t + s)Md =
⋃
t∗+tst∗+L+t
S(s)Md
=
( ⋃
t∗+tst∗+L
S(s)Md
)
∪
( ⋃
t∗+Lst∗+L+t
S(s)Md
)
⊂ M ∪
( ⋃
S(τ )S(L)Md
)
⊂ M. (4.21)t∗τt∗+t
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S(t)M = S(kL)S(s)M ⊂ S(kL)M =
⋃
t∗τt∗+L
S(τ )S(kL)Md ⊂ M. (4.22)
The combination of (4.20) with (4.21) yields S(t)M ⊂ M, t  0.
When s t∗,
distX1+δ
{
S(t)BR ,M
}
 distX1+δ
{
S(s)S(kL)BR ,
⋃
sτt∗+L
S(τ )Md
}
 distX1+δ
{
S(s)S(kL)BR , S(s)
⋃
0τt∗+L−s
S(τ )Md
}
 C distX1+δ
{
S(kL)BR ,Md
}
 Ce−γ1k = Ce−γ1 t−sL  C1e−γ t, (4.23)
where C1 = Ce2γ1 , γ = γ1L .
When s < t∗ , k 1, L + s > t∗ ,
distX1+δ
{
S(t)BR ,M
}
 distX1+δ
{
S(L + s)S((k − 1)L)BR , ⋃
L+sτt∗+L
S(τ )Md
}
 distX1+δ
{
S(L + s)S((k − 1)L)BR , S(L + s) ⋃
0τt∗−s
S(τ )Md
}
 C distX1+δ
{
S
(
(k − 1)L)BR ,Md} Ce−γ1(k−1)  C1e−γ t . (4.24)
When k = 0, t = s < t∗,
distX1+δ
{
S(t)BR ,M
}
 distX1+δ
{
BR ,
⋃
t∗τt∗+L
S(τ )Md
}
 distX1+δ
{BR , S(t∗)Md}
= C˜  C2e−γ t, (4.25)
where C2 = C˜eγ L .
The combination of (4.23) with (4.24)–(4.25) yields
distX1+δ
{
S(t)BR ,M
}
 C3e−γ t, (4.26)
where C3 = max{C1,C2}. It follows from (3.2), Lemma 4.3 and (4.26) that for any bounded set B ⊂ X1+δ ,
distX1+δ
{
S(t)B,M} C4e−γ t .
Theorem 2.2 is proved. 
5. Suﬃcient conditions on the nonlinearities
We now show the meaning of abstract assumptions (H1)–(H3) and (H5)–(H6).
Let g(s), h(s) be as shown in (1.4) and (1.5), respectively, where∣∣g1(s1) − g1(s2)∣∣ C(1+ |s1|p1−1 + |s2|p1−1)|s1 − s2| with 1 p1 < p, (5.1)
in particular, when p1 m + 1,
P (s) ≡
s∫
0
g1(τ )dτ  b1|s|p1+1 − b2, |s| s0(> 0) (5.2)
for some b1 > 0, b2  0,∣∣h1(s1) − h1(s2)∣∣ C(1+ |s1|q1−1 + |s2|q1−1)|s1 − s2| with 1 q1 < q, (5.3)
and q as shown in (1.6) and (1.8). We have known from [24] that g and h satisfy conditions (H1)–(H3), so we only show
that conditions (H5)–(H6) hold here.
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For any u1,u2 ∈ V1+δ , ‖u1‖V1+δ + ‖u2‖V1+δ  R , φ ∈ V1,∣∣(g(u1) − g(u2),φ)∣∣ C
∫
Ω
(
1+ |u1|p−1 + |u2|p−1
)|u1 − u2||φ|dx

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ ‖u1‖p−13(p−1) + ‖u2‖p−13(p−1))‖u1 − u2‖‖φ‖6, N  3, δ  12 ,
C(1+ ‖u1‖p−12N
N−2(1+δ)
+ ‖u2‖p−12N
N−2(1+δ)
)‖u1 − u2‖η1‖φ‖ 2N
N−2
,
N = 3, 0< δ < 12 or N  4,
 C
(
1+ ‖u1‖p−1V1+δ + ‖u2‖
p−1
V1+δ
)‖u1 − u2‖V1‖φ‖V1 , (5.4)
where η1 = 2N2N−2δ−p[N−2(1+δ)] . (5.4) implies (2.18).
For any v1, v2 ∈ V δ , ‖v1‖V δ + ‖v2‖V δ  R , φ ∈ V1,∣∣(h(v1) − h(v2),φ)∣∣ C
∫
Ω
(
1+ |v1|q−1 + |v2|q−1
)|v1 − v2||φ|dx

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ ‖v1‖q−1∞ + ‖v2‖q−1∞ )‖v1 − v2‖‖φ‖, N = 1, δ  12 ,
C(1+ ‖v1‖q−12N
N−2δ
+ ‖v2‖q−12N
N−2δ
)‖v1 − v2‖ 2N
N−2(1−δ3)
‖φ‖η2 ,
N = 1, 0< δ < 12 or N  2,
 C
(
1+ ‖v1‖q−1V δ + ‖v2‖
q−1
V δ
)‖v1 − v2‖V1−δ3 ‖φ‖V1 , (5.5)
where η2 = 2NN+2(1−δ3)−(q−1)(N−2δ) . (5.5) implies (2.19).
Case 2. g and h satisfy assumption (H6).
For any u ∈ V1+δ , ‖u‖V1+δ  R , θ ∈ V1+δ−σ0 , φ ∈ V1−δ,∣∣(g′(u)θ,φ)∣∣ C ∫
Ω
(
1+ |u|p−1)|θ ||φ|dx

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
C(1+ ‖u‖p−1∞ )‖θ‖‖φ‖, N  2 or N = 3, 12  δ  1,
C(1+ ‖u‖p−12N
N−2(1+δ)
)‖θ‖η3‖φ‖ 2N
N−2(1−δ)
,
N = 3, 0< δ < 12 or N  4,
 C
(
1+ ‖u‖p−1V1+δ
)‖θ‖V1+δ−σ0 ‖φ‖V1−δ , (5.6)
where η3 = 2N2N−4δ−p[N−2(1+δ)] . (5.6) implies (2.20).
For any v ∈ V1+δ , ‖v‖V δ  R , θ ∈ V δ , φ ∈ V1−δ,∣∣(h′(v)θ,φ)∣∣ C ∫
Ω
(
1+ |v|q−1)|θ ||φ|dx

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
C(1+ ‖v‖q−12
1−2δ
)‖θ‖ 2
1−2δ
‖φ‖ 2
2−q(1−2δ)
, N = 1, 0< δ < 12 ,
C(1+ ‖v‖q−13(q−1))‖θ‖3‖φ‖3, N = 1, δ = 12 ,
C(1+ ‖v‖q−1∞ )‖θ‖ 2
3−2δ
‖φ‖ 2
2δ−1
, N = 1, 12 < δ  1,
C(1+ ‖v‖q−12N
N−2δ
)‖θ‖ 2N
N−2δ
‖φ‖ 2N
2N−q(N−2δ)
, N  2,
 C
(
1+ ‖v‖q−1V δ
)‖θ‖V δ‖φ‖V1−δ . (5.7)
(5.7) implies (2.21).
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