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GENERAL INTRODUCTION 
The ability to assess how well a model captures the systematic features of 
a collection of observations is of paramount importance in modern statistical 
methodology. This is especially true in discrete multivariate analysis, where 
goodness-of-fit methods are used not only for model assessment, but as a basis 
for estimation methods. The most widely known and studied goodness-of-fit 
statistics for discrete multivariate data are the Pearson chi-squared statistic X 
n 
and the loglikelihood ratio statistic G . Cressie and Read (1984) have shown 
o o 
that G , X , the Freeman-Tukey statistic, the modified loglikelihood ratio 
statistic, and the Neyman-modified chi-squared statistic are all members of a 
one-parameter family of goodness-of-fit statistics they call the power-divergence 
family. This allows a unification of characteristics displayed by individual 
members of the family and enables futher insights based upon the family's 
general structure. 
Most discrete multivariate data are categorical in nature. That is, the 
data arise from situations in which experimental units sampled from a 
population are grouped according to a set of categories, e.g., sex (male, female), 
age (young, middle-aged, old), and weight. The presentation of such data is 
accomplished via a cross-classified table of counts, known as a contingency 
table. Unfortunately, the complexity and volume of such data can often 
obscure systematic features present in the data. To overcome this problem, the 
following statistical-modeling paradigm is often employed (e.g.. Bishop, 
Fienberg, and Holland, 1975). First, assume that the cell counts are distributed 
according to some discrete probability distribution with cell probabilities 
2 
specified as a known function of unknown parameters. Then, estimates for the 
unknown parameters are obtained and the fit of the model is assessed. 
The most commonly used distributions in discrete multivariate analysis are 
the multinomial distribution, the product-multinomial distribution, and the 
Poisson distribution (Bishop, Fienberg, and Holland, 1975, Chapter 13). In this 
thesis, the focus will be on the multinomial and product-multinomial 
distributions. Now, assume that the cell probabilities are known functions of a 
set of unknown parameters. Two well-known methods for estimation of these 
2 parameters are based on maximizing likelihood and minimizing Pearson's X 
(e.g., Neyman, 1949, and Bishop, Fienberg, and Holland, 1975). Notice that, 
for each of the distributions mentioned previously, maximizing likelihood is 
2 
equivalent to minimizing G . Predicated on this observation, Cressie and Read 
2 2 (1984) extend the idea of minimizing X and G , with respect to the unknown 
parameters, to the entire power-divergence family. Under mild conditions (e.g.. 
Birch, 1964), Read and Cressie (1988) show that the estimators of the unknown 
parameters obtained by minimizing members of the power-divergence family are 
best asymptotically normal (BAN). Further, they show that the corresponding 
minimized power-divergence statistics have an asymptotic chi-square 
distribution, assuming the hypothesized model is correct. Gokhale and Kullback 
(1978) have developed a similar methodology, called minimum discrimination 
information (MDI), based on minimizing the modified loglikelihood ratio 
statistic, i.e., the discrete version of the Kullback-Leibler information measure 
(e.g., Kullback, 1959). 
Now, a common method of choosing a model (Bishop, Fienberg, and 
Holland, 1975) consists of considering a simple model initially and adding 
3 
parameters to this model, in a hierarchical way, until a model that adequately 
describes the data is obtained. That is, a nested sequence of models is 
constructed by adding parameters to the preceding models until the addition of 
further parameters offers no substantial improvement in the fit of the model. 
A second method of choosing a model (e.g., Fienberg, 1980) consists of 
considering a complex model (i.e., a model with many parameters) and deleting 
parameters from the model, in a hierarchical way, until deletion of further 
parameters would result in a model that no longer adeqately describes the data. 
The first method is often called forward selection, while the second method is 
often called backward selection. It should be noted that these methods need 
not select the same model. For contingency tables, it is common to use one of 
these stepwise procedures to select an appropriate loglinear model (e.g.. Bishop, 
Fienberg, and Holland, 1975, or Fienberg, 1980). In this dissertation only the 
method of forward selection is considered, since for the applications considered 
herein backward and forward selection will yield the same results. 
Loglinear models assume that the logarithms of the cell probabilities are 
linear functions of a set of unknown parameters. To obtain maximum 
likelihood estimates of the loglinear-model parameters and their asymptotic 
variance matrix a multivariate version of the Newton-Raphson algorithm can be 
employed (e.g., Haberman, 1974). However, since only estimates of the cell 
probabilities are needed to assess the fit of the model, the more specialized 
iterative- proportional-fit ting algorithm (e.g., Meyer and Fienberg, 1983) may 
be used. This algorithm produces maximum likelihood estimates for the cell 
probabilities and converges whenever such maximum likelihood estimates exist. 
However, the iterative-proportional-fitting algorithm does have the disadvantages 
4 
of not producing parameter estimates, of only producing maximum likelihood 
cell estimates, and of only being appropriate for loglinear models. 
To assess the fit of hierarchical models, estimated using maximum 
2 likelihood, a partitioning of G is used (e.g., Fienberg, 1980, pp. 58-59). This 
partitioning breaks G into severval additive parts, each of which is nonnegative 
and has an asymptotic chi-squared distribution with the appropriate degrees of 
freedom under the hypothesized model. Unfortunately, maximum likelihood 
estimation of model parameters does not yeild a suitable partitioning of X , 
since some of the components of the partitioning may be negative in this case 
(e.g., Fienberg, 1980, pp. 58). For a different approach, based on partitioning 
the modified loglikelihood ratio statistic, see Gokhale and Kullback (1978) or 
Cencov (1982). 
This dissertation will explore applications of the power-divergence 
statistics. Of primary interest is the extension of maximum likelihood and 
minimum X techniques (fitting and testing hierarchical parametric models) to 
the power-divergence family. Methods for hierarchically assessing homogeneity 
within product-multinomial distributions, based on the power-diverence family, 
are also given. Further, a method for plotting confidence regions in ternary 
diagrams is developed. Thus, the power-divergence family will be shown to be 
a versatile and useful tool for the analysis of discrete multivariate data. 
Explanation of Dissertation Format 
This dissertation is in an alternative format which consists of a 
compendium of three papers concerning the power-divergence family of 
goodness-of-fit statistics. 
In Part I, the problem of plotting confidence regions in a ternary diagram. 
5 
for a trinomial probability vector tt, is addressed for members of the 
power-divergence family. This extends the work, based on Pearson's X , of 
Watson and Nguyen (1985) and Watson (1987). Further, the problem of which 
members of the power-divergence family produce the most accurate confidence 
levels and smallest confidence regions in small-sample situations is addressed. 
Finally, a recommendation of which member or members of the power-
divergence family performed the best is given. 
In Part II, methods for testing hierarchical parametric models using 
2 
maximum likelihood estimation and the loglikelihood ratio statistic G are 
extended to the power-divergence family of test statistics. In addition, it is 
shown that, under Birch's conditions (Birch, 1964), an analysis of divergence is 
possible with the power-divergence family, analogous to the usual partitioning of 
G given, e.g., in Fienberg (1980, pp. 58-59). Further, an algorithm (similar 
to iterative proportional fitting) for finding cell probability estimates is 
described. Finally, to illustrate these ideas, loglinear models are fit to several 
data sets and analyses of divergence are carried out. 
In Part III, the usual method for hierarchically testing for homogeneity in 
the product-multinomial distribution, using maximum likelihood estimation and 
the loglikelihood ratio statistic G , are extended to the power-divergence family 
of test statistics. In addition, it is shown that, under mild assumptions, an 
analysis of divergence is possible with the power-divergence family. Finally, 
these techniques are illustrated on real data. 
The references at the end of the dissertation apply only to those sections 
extraneous to Parts I, II, and III. 
6 
PART I. 
CONFIDENCE REGIONS IN TERNARY DIAGRAMS BASED ON 
THE POWER-DIVERGENCE STATISTICS 
7 
Confidence Regions in Ternary Diagrams Based on 
the Power-Divergence Statistics 
by 
Frederick Martin Medak 
and 
Noel Cressie 
Department of Statistics 
Iowa State University 
Ames, Iowa 50011 
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ABSTRACT 
Watson and Nguyen (1985) and Watson (1987) consider the problem of 
plotting confidence regions in a ternary diagram, for a trinomial probability 
vector 7r, based on Pearson's X . Their results are extended to the 
power-divergence family of statistics, resulting in confidence regions of diverse 
shapes and sizes. The members of the family with the most accurate coverage 
probabilities are A = 2/3 and X = 1/2. 
2 Keywords: Power-divergence family, Pearson's X , trinomial distribution, 
compositional data. 
9 
1. INTRODUCTION 
Numerous applications in science and engineering produce compositional 
data (Aitchison, 1986), that is, data subject to a unit-sum constraint. Often 
such data occur when studying the apportionment of counts to various 
categories, upon dividing the individual category counts by the overall total. A 
typical example in which such data occur is the map coloring problem. Here, a 
map is divided into k regions, say, where the regions are colored with different 
colors. To determine what proportion of the total area of the map is covered 
by each of the k colors, one might take a random sample of points that are 
uniformly distributed on the map (for simplicity, assume each point falls within 
a colored region and not on a boundary). Then, for each of the k colors, 
count the number of points having that color and divide by the total number 
of sample points; this yields an estimate of the true area proportions of the k 
colors. 
One might also like to obtain a confidence region for the true proportions. 
Watson and Nguyen (1985) and Watson (1987) consider a method for displaying 
confidence regions in a ternary diagram when the underlying probability model 
is the trinomial distribution (i.e., k = 3). Their approach is based on 
2 Pearson's X statistic. 
We extend these methods of display to confidence regions based on the 
powerdivergence family of test statistics (Cressie and Read, 1984), and also 
compare the exact confidence levels to the nominal confidence levels. The 
power-divergence family includes Pearson's X as well as most of the commonly 
used goodness-of-fit statistics, such as the loglikelihood ratio statistic, the 
10 
Freeman-Tukey statistic, the modified loglikelihood ratio statistic, and the 
Neyman-modified chi-squared statistic. This enables us to examine how the 
level of the constructed confidence region and the total area of the region is 
affected by the index X. Our goal is to recommend values of A that give 
confidence regions with an acceptable level. From those that are acceptable, we 
compare various A-values by computing the areas of the regions. 
In what is to follow, we first describe the power-divergence family, 
followed by a discussion of the method of constructing and plotting confidence 
regions. Then, a description of the method for calculating the exact level of 
the confidence regions is presented. This is followed by an analysis of 
small-sample results, from which we state our conclusions and reconmiendations. 
11 
2. THE POWER-DIVERGENCE FAMILY 
Define the (k-l)-dimensional simplex, i.e., the set of all possible probabil­
ity distributions on k cells where the individual cell probabilities are each 
greater than zero: 
W k 
A, = {7 e IR : E 7. = 1 and 7. > 0 for i = l,...,k}. (2.1) K - 1 ^ 
Define the power-divergences, 
\ k , 
2r(p:q) = {2/A(A+l)}_S^Pj[(pj/qj)M] ; ^ < A < ., (2.2) 
where p e Aj^, q e A^ for A > 0, p 6 A^, q E for A < 0, and, 
k k 
Aj^ = {7 e IR : S 7. = 1 and 7. > 0 for i = l,...,k} is the closure of A^. 
The cases A = 0, -1 are defined by the limits A -• 0, A -+ -1, 
respectively, yielding: 
n k 
21 (p:q) = 2 2 Pjlog(pj/q.), (2.3) 
i=l 
and 
-1 k 
21 (p:q) = 2 S^qjlog(qj/pj), (2.4) 
where w'log(w) = 0, for w = 0. Cressie and Read (1984) call the set of diver­
gences, {2I'^(p:q): -œ < A < 00}, the power-divergence family with index A. 
12 
Some properties of the power-divergence family include: 
2I'^(p:q) > 0, with equality if and only if p = q; 
2l\p:q) = 2r^"'(q:p), for p,q € 
21 (p:q) is convex in both p and q. (2.7) 
(2.6) 
(2.5) 
Property (2.5) indicates that the members of the power-divergence family 
resemble distance functions, while (2.6) shows that the only member symmetric 
in p and q is the case of A = -1/2. Thus, the power-divergences measure the 
"divergence" or "discrepancy" between p and q, but not necessarily in a 
symmetric way. For further properties see Read and Cressie (1988). 
We now extend the one-parameter family of divergences given in (2.2) to 
a one parameter family of test statistics. Let X be a kxl random vector with 
k 
E X. = n, where n is fixed. Define tt = E(X/n); then tt is a discrete 
i = l  ^  . . .  
probability distribution. The power-divergence family of test statistics is 
defined as, 
where TT is an estimate of TT based on the data X. The family defined by (2.8) 
contains many of the most common goodness-of-fit statistics. Upon letting A = 
1, 0, -1/2, -1, -2 we obtain, respectively, 
2nr(X/n:f) = 2/{A(A+l)} E X.[(Xj/n7rj)^-l] ; -a, < A < m, (2.8) 
i=l 
13 
= S (X. - n7r.)^/n7r^ (Pearson's chi-squared), 
9 k 
G = 2 Ë X. log(X./n7rJ (loglikelihood ratio), 
i=l ' ^ ^ 
= 4 2 (xV^ - (nTTj)^/^)^ (Freeman-Tukey), 
1=1 
9 k 
GM = 2 2 nvr. log(n7r./X.) (modified loglikelihood ratio), 
i=l 
n k n 
NM = S (X. - 11%:) /X. (Neyman-modifîed chi-squared). 
i=l ^ ^ ^ 
14 
3. CONFIDENCE REGIONS BASED UPON 
THE POWER-DIVERGENCE FAMILY 
By extending the methods of Watson and Nguyen (1985) and Watson 
(1987), we give methods for obtaining approximate (l-a)100% confidence 
regions, based upon the power-divergence family of test statistics, under the 
multinomial model. 
First, let X be distributed as Multinomial(n,7r) of order k; that is, 
Pr(X=x) = {n!/(xj!...xj^!)}7rj^ ... ir^ , (3.1) 
k 
where x. > 0; i=l,...,k, E x. = n, and tt € A,. Then, the power-divergence 
1 i=i ^ - K 
family of test statistics has the following property (e.g., Read and Cressie, 1988, 
p. 47): As n -i 00, 
2nI^(X/n:7r) = 2nI^(X/n:7r) 4- 0^(1) ; -œ < A < œ. (3.2) 
That is, for k fixed, asymptotically, any power-divergence statistic behaves like 
Pearson's chi-squared statistic (i.e., A = 1). In addition, it is well known that 
2nI^(X/n:7r) is asymptotically distributed as a chi-squared random variable on 
9 1 7? 9 k-l degrees of freedom, denoted as i.e., 2nl (X/n:7r) -+ as n oo. 
Thus, as n -* m, 
2nI^(X/n:^) 3 -m < A < m. (3.3) 
Now, consider sets of the form 
C^(X) Mp « (34) 
9 9 
where %^^_^(a) is the (l-a)-th quantile of a random variable. From (3.3), 
15 
Pr(7r e C^(X)) -4 1-A, as n -• OD. Hence, C^(X) will serve as an approximate 
(l-a)100% confidence region for tt, with the accuracy of the approximation 
improving as n becomes large. 
Following Watson and Nguyen (1985) and Watson (1987), we consider the 
case k = 3 (i.e., the trinomial probability model), which allows us to plot the 
confidence region C^(X) in a ternary diagram using barycentric coordinates. 
Since C^(X) is a convex set, to plot the confidence region it is easiest to find 
its boundary, ôC^(X), which then can be transformed to barycentric coordinates. 
By definition, the boundary of a closed, convex set is the set minus its 
interior. To find the boundary, we reparameterize p in terms of r e [0,qo] and 
6 e [0,27r), as follows. Let t((?) = (cos(0),sin(0))'^, and define g:Ag IR^ as 
g(T) = 
log(7i/73) 
log(72/73) 
The function g is a one-to-one and onto mapping (Aitchison, 1986, p. 78), with 
= y, for 7 6 A,. (3.5) 
6 \y) = 
e^Vs 
e ^ / s  
1/s 
Yi yo 
s E 1+e +e . (3.6) 
For each 0 G [0,27r), let r = r(tf) be the solution in (0,m) (if it exists) of 
2nI^(X/n:g"\g(X/n)+rt(g))) = ^^(a). (3.7) 
Define, 
16 
q{û) = 
g ^(g(X/n)+rt(0)), if the solution of (3.9) in (0,m) exists 
lim g~^(g(X/n)+ut(^)), otherwise. 
U -»OD 
(3.8) 
Notice, for each 0 6 [0,27r), q(0) given by (3.8) is well-defined since the 
left-hand side of (3.7) is a strictly increasing function of r on (0,OD). 
Then dC^{X) can be written as, 
aC^(X) = {q(tf) : e 6 [0,27r)}. 
To represent the boundary in barycentric coordinates, transform the 
boundary points to lie in the unit triangle T with vertices: 
(3.9) 
-i/\^ 
' i /V^ '  0 
h = 
—1/3 
' h = 
-1/3 
' h = 
2/3 
(3.10) 
Then, a point w E T, representing p e Zfg, is given by the linear 
transformation w = Lp, where L = [i/j, Vg, Vg]; i.e., 
(1/V5)(p2-PI) 
(2/3)-(Pj+P2) 
u) — Lp — (3.11) 
mm m 
Notice that, when p = (1,0,0) , (0,1,0) , and (0,0,1) , u = v^, Vg, and v^, 
respectively. Since linear transformations preserve convexity, C^(X) is 
transformed by (3.11) into the convex region iB^(X), say, in barycentric 
17 
coordinates. Further, âC^(X), the boundary of the confidence region, is 
transformed by (3.11) into 5fi^(X), the boundary of g^(X). 
Finally, to plot dB^{X), consider the subset of [0,27r] given by, 
8^ = {2iri/N : i = 0,...,N}. (3.12) 
By using the subset of boundary points corresponding to 8^, and a graphics 
software package that performs interpolation, the (interpolated) confidence region 
can be plotted in barycentric coordinates. 
Now, the area of the confidence region can be approximated as follows. 
Let, 
w = L(X/n), Wj = L(q(27rj/N)); j = 0,...,N, (3.13) 
and 
Aj 5 {y)j(y,j - aj)(y,j - bj)(y,j - Cj)}^/^ ; j = 0,...,N-1, (3.14) 
where aj = d(w,wj), bj = d(w,wj_^^), Cj = d(Wj,Wj^^), 
d(x,y) = {(xj - yj)^ 4- (xg - yg)^}^/^, and (p  ^ = (aj + bj + Cj)/2. Then, the 
approximate area of the confidence region is 
N-1 
A  =  S A .  ( 3 . 1 5 )  j=0 J 
That is, we numerically approximate the area of the confidence region by the 
sum of the areas of the triangles formed by taking adjacent points in the 
discretized boundary âB^(X;Bj^) and the "center" point tj = L(X/n) as vertices. 
Notice that for A = -2, for = Xg = Xg, and for {2%2(a)/9n}^/^ < 1/3, 
18 
the confidence region is exactly a circle (see Appendix A) with area, 
27rx^(a)/9n, (3.16) 
which can be used to check the area-approximation algorithm. 
In order to find the points in the set ôB^(X;0j^), we must determine if an 
r e (0,00) that satisfies (3.7) exists for each 0 6 Bj^. In general, (3.7) cannot be 
solved analytically, so one must use an iterative method, such as Newton's 
method with backtracking (e.g., Dennis and Schnabel, 1983, pp. 25-26) to search 
for an approximate solution in (0,m), for each 9 e 0j^. When no solution 
exists, the limit in (3.8) yields a value on the boundary of T. From the set of 
points 5S^(X;0j^), confidence-region plots and area approximations are found. 
19 
4. SMALL-SAMPLE CONFIDENCE LEVELS AND AREAS 
FOR THE POWER-DIVERGENCE FAMILY 
We have already seen that, for X a Multinomial(n,7r) of order k, 
Pr(7r e C^(X)) -t 1-a, as n -* m, for each tt 6 Aj^. However, the important 
practical question, "How close is Pr(7rQ 6 C^(X)) to 1-a for a given sample size 
n and a given tTQ e ™ust be answered. 
For a given tTQ € Ag, if X follows a trinomial distribution with 
parameters n and ttq, then the exact confidence level is 
a*(A,n,a,5Q) = 1 - PrCjg e C^(X)) 
^1 ^2 ^3 
= 1-2 {n!/(x^!x2!xg!)} TT^Q TTgQ TTgg Idc(x;A,n,a,TQ), (4.1) 
xe^n  
where 0^ = {x G : x^ + Xg + Xg = n}, i is the set of nonnegative 
integers, and Idc(x;A,n,a,7rQ) is the indicator function: 
Idc(x;A,n,a,7rQ) = 
• 1, if Jd € C^(x) 
(4.2) 
0, otherwise. 
The exact confidence-level calculation depends on the power-divergence 
family parameter A, the nominal confidence level a, the sample size n, and the 
true trinomial probability distribution parameter tTq. So, to study the effects of 
these factors on the exact confidence level, we performed a "factorial experi­
ment," in which we calculated the exact confidence level a* = a*(A,n,a,7rg) for 
all possible combinations of the following values: 
20 
A: -2, -1, -1/2, 0, 1/2, 2/3, 1, 2 
1-a: 0.90, 0.95, 0.99, 0.999 
n: 12, 30, 90 (4.3) 
(1/3,1/3,1/3), (1/6,1/3,1/2), (1/15,6/15,8/15), (1/15,1/15,13/15). 
Using both experimental and theoretical criteria, Cressie and Read (1984) found 
that A-values between -2 and 2 generally yielded results superior to those for 
A-values outside this range. In addition, the set of A-values in (4.3) contains 
all of the well-known goodness-of-fit statistics discussed earlier (i.e., Pearson's 
X^, loglikelihood ratio, etc.). The choice of (1-a)-values reflect the most 
commonly used significance levels. The n-values chosen represent small, 
moderate, and large sample sizes, respectively. Finally, the selection of 
TTg-values proceeds from symmetric to asymmetric, with (1/3,1/3,1/3) corres­
ponding to the center of the triangle, in barycentric coordinates, and 
(1/15,1/15,13/15) corresponding to a point near the upper vertex of the 
triangle. 
In order to carry out these calculations, it was necessary to compute 
trinomial coefficients in (4.1). To check that accurate results were obtained, we 
computed the coefficient in two ways and obtained results that agreed to at 
least 13 decimal places. 
To analyze the results, following Dale (1986), we considered 
dj(a*,a) = |logit(a*) - logit(a) |, 
and (4.4) 
d2(a*,a) = logit(a*) - logit(a), 
where logit(x) = log(x/(l-x)); 0 < x < 1. These allow us to gauge both the 
magnitude and the direction of any discrepancy between a* and a. 
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As a first step, we considered a simple "analysis of variance" based upon 
the factors given in (4.3), where log(dj(a*,a)) was used as the response 
variable. This choice of response variable was made after examination of 
normal probability plots. We constructed an ANOVA to serve as a guide in 
assessing the relative importance of the factors A, n, 1-a, and TTQ in determining 
the closeness of a* = a*(A,n,a,7rQ) to a. The ANOVA table in Table 1 reveals 
that all factors are important, with n being the most important and TTQ being 
the least important. 
Table 1: Analysis of variance table relating the factors n, A, 1-a, and TTQ to 
the response variable log(dj(a*,a)) 
Source df SS MS 
n 2 147.08 73.54 
A 7 348.99 49.85 
1-a 3 107.22 35.74 
3 80.15 26.71 
Error 368 301.42 0.819 
Corrected Total 383 984.86 
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Next, we considered plots of d^(a*,a) and d2(a*,a) against X for each 
combination of n, 1-a, and TTQ, given by (4.3). An examination of these plots 
revealed that, in the vast majority of cases, A in the range 0 to 1, inclusive, 
gavethe smallest values for dj^(a*,a), with the majority of the smallest values 
occurring when A = 1/2 or A = 2/3. To quantify these observations, again 
following Dale (1986), we call a* and a "close" if dj^(a*,a) < 0.70 and "very 
close" if dj(a*,a) < 0.35. Thus, for A between 0 and 1, 92% of the cases 
were close and 83% were very close, and for A = 1/2 and A = 2/3 combined, 
95% were close and 91% were very close. In addition, A = 1/2 and A = 2/3 
each produced values of 1-a* exceeding 1-a (i.e., conservative confidence levels) 
more often than either A = 0 or A = 1. That is, for A between 0 and 1, the 
discrepancy between nominal and exact confidence levels tends to be small and 
in the conservative direction. Figures 1 and 2, of Appendix B, illustrate these 
findings. 
As a second criterion upon which to base a choice of A, we considered the 
rate at which the exact confidence level approaches the nominal confidence 
level, for A = 0, 1/2, 2/3, and 1, with increasing n. Based on the values 
given in (4.3), we found that dj^(a*,a) tended to decrease more rapidly for the 
statistics corresponding to A = 2/3 and A = 1/2, with A = 2/3 being slightly 
better on average. Further, the worst statistic in this regard was that 
associated with A = 0. 
As a final criterion upon which to base a choice of A, we considered the 
areas of the confidence regions. For A = -2, we can check our numerical 
method for computing areas by comparing the area given by (3.13) to the 
calculated area. We found agreement to three decimal places for n = 12, and 
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agreement to five decimal places for n = 30 and n = 90. 
Areas were computed for all combinations of the factors A, 1-a, and n 
given by (4.3), and 
for n = 12: (x^.xg.xg) = (4,4,4), (2,4,6), (1,5,6), (1,1,10); 
for n = 30: = (10,10,10), (5,10,15), (2,12,16), (2,2,26); 
for n = 90: (x^,x2,xg) = (30,30,30), (15,30,45), (6,36,48), (6,6,78). (4.5) 
These values of (xpXgjXg) were chosen to reflect the asymmetries in the values 
of TTQ given by (4.3). When the areas were plotted against A, most of the 
(1-a)- and (xj^,X2,Xg)-factor combinations yielded a decreasing area as A went 
firom -2 to 2. Furthermore, none of A = 0, 1/2, 2/3, and 1 is superior in all 
cases, but A = 1/2 and A = 2/3 tend to have slightly smaller areas. 
The plots given in Figures 3 through 22 of Appendix B illustrate the 
effect of A on both the size and the shape of confidence regions based upon the 
power-divergence family. Lack of space prevents us from fully illustrating an 
interesting geometric feature of the confidence regions, described here for the 
case Xj^ = Xg = Xg: As A becomes large negative, the confidence region 
resembles an inverted equilateral triangle with "rounded-ofP' vertices. For A = 
-2, the confidence region is a circle when {2%2(a)/9n}^/^ < 1/3 (when 
{2%2(a)/9n}^/^ > 1/3, it is the intersection of the circle, with radius 
{2%2(a)/9n}^/^ and center (0,0), and the unit equilateral triangle T; see (3.4)). 
As A increases away ùom -2, a triangular shape begins to appear, but 
reoriented by 180°. For A large positive, the confidence region resembles an 
equilateral triangle with "rounded-off vertices. This metamorphosis from 
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inverted equilateral triangle to equilateral triangle, as A goes from -w to +œ, is 
a smooth process. Two additional features of these confidence regions are that, 
for fixed n, they decrease toward a point at (xj,x2,xg), as |A| -* m, and that 
they are convex for every A. 
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5. CONCLUSION 
The introduction of the power-divergence family of goodness-of-fit statistics 
(Cressie and Read, 1984) allows one to ask which member or members are most 
efficacious. While the cases A = 0 (loglikelihood ratio) and A = 1 (Pearson's 
X ) have been the most widely studied and used, we have found that other 
members of the family, namely A = 2/3 and A = 1/2, do better with regard to 
confidence-level approximation, rate of convergence, and area of confidence 
region. One should note, however, that the choices A = 0 and A = 1 still 
have the advantages of familiarity, and A = 1 gives boundaries that are easier 
to compute (c.f. Watson and Nguyen, 1985). Moreover, neither is always 
inferior to A = 1/2 or A = 2/3. Nevertheless, the recommendations of Cressie 
and Read (1984), Rudas (1986), Bedrick (1987), and Read and Cressie (1988), 
that A = 2/3 (and A = 1/2) yield an improvement in small samples, is 
reinforced by this study. 
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APPENDIX A 
In this section we give conditions under which the confidence region for 
A = -2 (in barycentric coordinates) is an ellipsoid. 
Lemma A.l: 
Let T be the unit equilateral triangular region defined by (3.10). Further, 
let £ be the elliptical region given by, 
5 = {b 6 : (bj - Vpbg - Tg)^ ^ J ] bi - 7i 
^2 - 72J 
< 1} (A.l) 
where 
a = {3n2/4>(Xjl + X^)lxl(a), (A.2) 
c = {#n2/4}(X7l - x;1)/x|(q), (A.3) 
d E n2((4Xjrl + («j)-! + X;')/x^(.), (A.4) 
7i - {1/V3}(X2^ - X^^)X2^/B, (A.5) 
72 = {1/2}[{X^^ + X2^)(2Xg^ - Xj^ - Xg^) + {Xj^ - X2^)]/B, (A.6) 
and 
B = {3/2}(X-l + X-1)[(2X^)-1 + (2X2)-! + 2X;1] - {3/4}(X;l - Xjl)^ 
(A.7) 
Then for A = -2, 5^^(X) = 5, provided 5 C T. 
27 
In particular, = D, where 
2> = {b e : bj + < 2%^(a)/9n}, (A.8) 
provided = Xg = Xg and {2%2(a)/9n}^/^ < 1/3. 
Proof: 
Define = {p e Ag : 2nI~^(X/n:p) = The equation, 
—9 9 2nl (X/n:p) = %2(a), is equivalent to 
nKXi/nPiF^Xj/n + (X^/np^r\/r, + - 1] = 
which is equivalent to 
n[(npJ/Xj) + (npg/Xg) + (^{l-Pi-Pgj^/Xg) - 1 = X^C")-
Now, transform to barycentric coordinates using (3.11), i.e., let 
Pj = 1/3 - #/2bj - l/2b2, 
Pg = 1/3 + VJ/2b^ - l/2b2, 
and 
= bg + 1/3. 
Then, the equation under consideration is equivalent to, 
'i[(~(v'^/2)bj - (l/2)b2 + l/3)^/{Xj/n} + ((V^/2)b^ - (l/2)b2 + l/3)^/{X2/n} 
+ (bj + l/zf/{X^M - 1] = 
which is equivalent to 
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(l/xi(«))| + n2((4Xjrl + (4X3)-^ + XJ^jb^ + 
{^n^/2}(XY^ - X;l)bjb2 + {n^/V3}(X;' - X-l)bj + 
{n^/3}(2X;^ - Xjl - X;l)b2 + {n^/S^Xj' + X^' + Xj') - n | = 1. (A.9) 
Equating the left-hand sides of equations (A.l) and (A.9) yields (A.2) through 
(A.7). 
Now, suppose f C T. Thus, by the convexity of £ and T, d£ C T, where 
d£ is the boundary of £. By (3.11), d£ is equivalent to L(fi) which is 
contained in L(Ag). Therefore, Ç Ag since L restricted to Âg is one-to-one. 
Thus, aC"2(X) = Q and dB~^{X) = L(ÔC~2(X)) = L(fi) = d£. Hence, 
LC ** C* " U> 
B~^(X) = £, by convexity. 
When Xj = Xg = Xg, the elliptical region given by (A.l) becomes the 
disk given by (A.2), and 3 c T when {2-)^{pi)l%vi)^l^ < 1/3. 
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APPENDIX B 
In this section, Figures 1 through 22 are presented. Figures 1 and 2 are 
boxplots used to determine which parameter value A is most efficacious. 
Figures 3 through 22 are the plots of confidence regions for various values of n, 
A, a, and (xj^jXgjXg) in the ternary diagrams. 
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0.0 - E3 E3 
1/2 2/3 
Figure 1: For each A = 0, 1/2, 2/3, and 1, boxplots of d^(a*,a), given by 
(4.4), are shown. Each boxplot is based on 3*4x4 = 48 values, from 
(4.3). The top, the bottom and the horizontal line through the box 
represent, respectively, the upper quartile, the lower quartile, and the 
median. The vertical line joins the two extremes 
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Figure 2: For each A = 0, 1/2, 2/3, and 1, boxplots of relative error, {(1-a*) -
(l-a)}/(l-a), are shown. Each boxplot is based on 48 values from 
(4.3) 
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P3 
P1 P2 
Figure 3: For A = -20, 95% and 99% confidence regions for TT, centered at 
== 5, Xg = 10, Xg = 15, and plotted in barycentric coordinates, are 
shown. The 99% confidence region contains the 95% confidence 
region 
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Figure 4: For A 
5, Xg 
shown 
= -2, 95% and 99% confidence regions for TT, centered at = 
= 10, Xg = 15, and plotted in barycentric coordinates, are 
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Figure 5: For A = -1, 95% and 99% confidence regions for TT, centered at x, = 1 
5, Xg = 10, Xg = 15, and plotted in barycentric coordinates, are 
shown 
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P3 
PI P2 
Figure 6: For A = 
= 5, Xg 
shown 
-1/2, 95% and 99% confidence regions for TT, centered at 
= 10, Xg = 15, and plotted in barycentric coordinates, are 
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Figure 7: For A = 0, 95% and 99% confidence regions for TT, centered at 
5, Xg = 10, Xg = 15, and plotted in barycentric coordinates, ai 
shown 
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P3 
PI P2 
Figure 8: For A = 1/2, 95% and 99% confidence regions for TT, centered at 
== 5, Xg = 10, Xg = 15, and plotted in barycentric coordinates, are 
shown 
38 
P3 
PI P2 
Figure 9: For A = 2/3, 95% and 99% confidence regions for TT, centered at 
= 5, Xg = 10, Xg = 15, and plotted in barycentric coordinates, are 
shown 
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P3 
P1 P2 
Figure 10: For A = 1, 95% and 99% confidence regions for TT, centered at = 
5, Xg = 10, Xg = 15, and plotted in barycentric coordinates, are 
shown 
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P3 
P1 P2 
Figure 11: For A 
5, Xg 
shown 
= 2, 95% and 99% confidence regions for TT, centered at = 
= 10, Xg = 15, and plotted in barycentric coordinates, are 
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P3 
P1 P2 
Figure 12: For A 
5, Xg 
shown 
= 20, 95% and 99% confidence regions for TT, centered at = 
= 10, Xg = 15, and plotted in barycentric coordinates, are 
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Figure 13: For A = -20, 95% and 99% confidence regions for TT, centered at 
= 10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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P3 
P1 P2 
Figure 14: For A = -2, 95% and 99% confidence regions for TT, centered at = 
10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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P3 
P1 P2 
Figure 15: For A 
10, Xg 
shown 
= -1, 95% and 99% confidence regions for TT, centered at = 
= 10, Xg = 10, and plotted in barycentric coordinates, are 
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Figure 16: For A = -1/2, 95% and 99% confidence regions for TT, centered at 
= 10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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P3 
P1 P2 
Figure 17: For A = 0, 95% and 99% confidence regions for TT, centered at = 
10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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Figure 18: For A = 1/2, 95% and 99% confidence regions for TT, centered at 
= 10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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Figure 19: For A = 2/3, 95% and 99% confidence regions for TT, centered at 
= 10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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P3 
P1 P2 
Figure 20: For A 
10, Xg 
shown 
= 1, 95% and 99% confidence regions for tt, centered at Xj = 
= 10, Xg = 10, and plotted in barycentric coordinates, are 
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P3 
Basa 
PI P2 
Figure 21: For A = 2, 95% and 99% confidence regions for TT, centered at = 
10, Xg = 10, Xg = 10, and plotted in bary centric coordinates, are 
shown 
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Figure 22: For A = 20, 95% and 99% confidence regions for TT, centered at = 
10, Xg = 10, Xg = 10, and plotted in barycentric coordinates, are 
shown 
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ABSTRACT 
Bishop, Fienberg, and Holland (1975, Chapters 4 and 14) describe a 
method for testing hierarchical parametric models on contingency tables using 
maximum likelihood estimation and the loglikelihood ratio statistic G . We 
extend these ideas to the power-divergence family of test statistics (Cressie and 
Read, 1984). This is a one-parameter family of goodness-of-fit statistics that 
2 2 includes the loglikelihood ratio statistic G , Pearson's X , the Freeman-Tukey 
statistic, the modified loglikelihood ratio statistic, and the Neyman-modified 
chi-squared statistic. In addition, we show that under Birch's conditions 
(Birch, 1964) an analysis of divergence is possible with the power-divergence 
family, analogous to the usual partitioning of G . Further, we give an 
algorithm, similar to iterative proportional fitting, for finding cell probability 
estimates. Finally, to illustrate these ideas, we fit loglinear models to several 
data sets and carry out analyses of divergence. 
2 Keywords: Pearson's X , loglikelihood ratio statistic, loglinear models, iterative 
proportional fitting. Birch's conditions, Newton-Raphson algorithm 
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1. INTRODUCTION 
Methods for analyzing interrelationships among categorical variables in a 
contingency table find application in many areas of the physical, biological, and 
social sciences. The methodological framework most often employed (e.g.. 
Bishop, Fienberg, and Holland, 1975) is to assume that the cell counts are 
distributed according to some discrete probability distribution with cell 
probabilities specified as a known function of unknown parameters. The 
probability distributions frequently considered are the multinomial distribution, 
the product-multinomial distribution, and the Poisson distribution, which are 
described in Bishop, Fienberg, and Holland (1975, chapter 13). In this paper 
we concentrate on the case of the multinomial distribution. 
Given that the cell counts follow the multinomial distribution, and given a 
corresponding parametric model, the next step is to obtain estimates of the 
parameters. This is often accomplished via the method of maximum likelihood, 
which is equivalent to minimization of the loglikelihood ratio statistic G (e.g., 
Fienberg, 1980) with respect to the unknown parameters. However, maximum 
likelihood estimation is not the only method available. Neyman (1949) and 
Bishop, Fienberg, and Holland (1975) extend the idea of minimizing G^ to that 
of minimizing Pearson's X with respect to the model parameters, and further 
extensions are possible. 
Cressie and Read (1984) show that the loglikelihood ratio statistic G , 
Pearson's chi-squared statistic X , the Freeman-Tukey statistic, the modified 
loglikelihood ratio statistic, and the Neyman-modified chi-squared statistic are 
all members of a one-parameter family of goodness-of-fit statistics called the 
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power-divergence family. Further, when the cell probability distribution is 
specified in terms of a set of s unknown parameters, they extend the idea of 
2 2 
minimizing X and G , with respect to the unknown parameters, to the entire 
power-divergence family. In addition, they show that the parameter estimators 
are best asymptotically normal (BAN) subject to conditions originally applied 
by Birch (1964) to the analogous maximum likelihood procedure. Moreover, 
they prove that the asymptotic distribution of the minimized power-divergence 
statistic is a chi-squared distribution with k-s-1 degrees of freedom, where k is 
the number of cells. 
Thus far, we have indicated how one might obtain parameter estimates for 
a given model. However, we have said nothing of how such a model could be 
chosen. One often-used procedure is to decompose the G statistic based on a 
scheme that sequentially adds parameters to the model in a hierarchical way. 
The differences of G values from successive models in the hierarchy are 
computed and the value of G , minimized over the class with the fewest 
unknown parameters, is partitioned using these differences (e.g. Fienberg, 1980, 
p. 59). Now, each of the differences, under appropriate conditions, are 
asymptotically chi-squared distributed, thus allowing the various models to be 
compared and an appropriate one chosen. In this article, we extend these ideas 
to the entire power-divergence family. 
In Section 2, we define the power-divergence family and review some of 
its properties. Minimum-divergence estimation and conditions under which the 
minimum power-divergence test statistics are asymptotically chi-squared 
distributed are considered in Section 3. Section 4 details hierarchial hypothesis 
testing of parametric models for contingency tables. Next, in Section 5, we 
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illustrate the methods by fitting loglinear models to several biological data sets. 
In Section 6, we present an algorithm, based on the nonlinear Gauss-Seidel 
method, for obtaining estimates when the parametric model is of the loglinear 
form. Finally, in Section 7 we summarize our results and state our conclusions. 
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2. THE POWER-DIVERGENCE FAMILY 
Define the positive orthant of k-dimensional Euclidean space as, 
= {z 6 ; Zj > 0, i = , (2.1) 
and the power-divergences (Read and Cressie, 1988, p. 93), 
\ k , 
21 (x:y) = (2/{A(A+l)}) S ^{x.[(x./yj) - 1] + A(yj - x.)} ; (2.2) 
where x e , y e for A > 0, x e IR^, y 6 for A < 0, and 
= {z e IR^ : Zj > 0, i = l,...,k} is the closure of K^. The cases A = 0, -1 
are defined by the limits A -» 0, A -+ -1, respectively, yielding: 
n k 
21 (x:y) = 2 %^{x.log(x./y.) + (y. - x.)} , (2.3) 
and 
1 k 
21" (x:y) = 2_S ^{y.log(yj/xj) + (x. - yj)} , (2.4) 
where w'log(w) = 0, for w = 0. 
Next, define the (k-l)-dimensional simplex, 
Aj^ = I 7 6 Ir'^: S = 1 and 7j > 0 for i = l,,..,k |. (2.5) 
On the simplex, the power-divergences then become. 
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A k X 
2r(p:q) 5 (2/{A(A+l)}) S p^KP'/q/ - 1] ; -»<A<. , (2.6) 
i=l 
where p e Aj^, q e Aj^ for A > 0, p e A^, q 6 for A < 0, and 
_ % k 
Aj^ = {7  6 [R : Ï 7^ = 1, 7. > 0, i = is the closure of Aj^. Cressie 
and Read (1984) call the set of divergences {2I^(p:q) : -a)<A<m} the 
power-divergence family (with index A). 
Some properties of the power-divergence family (Cressie and Read, 1984; 
Read and Cressie, 1988) include: 
2I'^(x:y) > 0, with equality if and only if x = y ; (2.7) 
2I'^(x:y) = 2r('^'^^)(y:x), for x, y G ; (2.8) 
2I'^(x:y) is strictly convex in both x and y ; (2.9) 
2I'^(x:y) is continuous in both x and y ; (2.10) 
A k \ 
2r(x:y) = _S^h'^(x.,y.) , (2.11) 
where 
and 
h\x.,y.) = (2/{A(A + l)}){xj[(x./yj)^ - 1] + A(y. - x.)} , (2.12) 
h'^(xj,yj) > 0 , (2.13) 
= 0) if and only if x. = y. . (2.14) 
Property (2.7) indicates that the members of the power-divergence family 
resemble distance functions, while (2.8) shows that the symmetry property of a 
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distance function holds only for the A = -1/2 member of the power-divergence 
family. (In fact, the A = -1/2 member is the square of a distance function.) 
For further properties, see Read and Cressie (1988). 
The one-parameter family of divergences given in (2.6) is now extended to 
a one-parameter family of test statistics. Let X be a k * 1 random vector 
then TT is a discrete probability distribution. The power-divergence family of 
test statistics is defined as, 
where ^ is an estimate of TT based on the data X. The family defined by 
(2.15) contains many of the most common goodness-of-fit statistics. Upon 
letting 
A = 1, 0, -1/2, -1, -2 we obtain, respectively. 
k 
whose entries are nonnegative and E Xj = n, for n fixed. Define TT = E(X/n); 
2nI^(X/n:T) = (2/{A(A+l)}) S X^[(X./n7r.)'' - 1], for - OD<A<OD , (2.15) 
i=l 
(Pearson's chi-squared) 
0"= = 2 E Xjlog(Xj/n7rj) 
i=l 
(loglikelihood ratio) , 
= 4 S^(xV^ - (nTTj)^/^)^ (Freeman-Tukey) 
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9 k 
G M  = 2 2  n 7 r . l o g ( n 7 r j / X j )  ( m o d i f i e d  l o g l i k e l i h o o d  r a t i o )  ,  
i=l 
«J k n 
NM = Z (X. - /Xj (Neyman-modified chi-squared) . 
We diverge slightly to recall the following definitions (e.g., Bishop, 
Fienberg, and Holland, 1976, pp. 458-484). 
Definition 2.1: 
The sequence {X^^^}^_Q of random variables is said to be Op(b^^^) if, 
x(^)/b(^) -» 0, in probability, as t -* m. It is said to be Op(b^^^) if for every 
e > 0 there exists a constant > 0 and an integer t^ > 0 such that 
Pr(|x(*)/b(^)| < kg) > 1 - 6 when t > t^. 
Definition 2.2: 
The sequence {X^*^}^_Q of k * 1 random vectors is said to be Op(b^^^) 
(respectively, Op(b(*))) if {||x(*)||}^^Q is Op(b(*)) (respectively, Op(b(*))). 
A useful result, relating all members of the power-divergence family to 
the member with A = 1 (i.e., Pearson's X ) is given in the following lemma. 
Lemma 2.1: 
W O D  0 0  
}^_Q and {Y^ }t=0 sequences of random vectors with 
x(*) e and almost surely for all t. In addition, suppose X^^) 
= Y^^) + Op(h(t)) and Y^^) = y + Op(g(t)), where h(t) -*• 0 and g(t) -» 0 as 
t -* m, and y 6 (R^ is fixed. Then, as t -* m, 
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2I'^(xW:yW) = 2ll(xW;y) + Op(6(t)max{8(t),h(t)}) + 0^(1^(1)) , (2.16) 
and 
2I'^(X(*):Y(^)) = 2l\x(*):Y(^)) + Op(h^(t)) . (2.17) 
Proof: 
2I^(x(^):y(^)) = (2/{A(A+l)}) 2^jxP[(xN/YN)'^ - 1] + A(YN - xN)j 
= (2/{A(A+1)}) S |YN[(xN/YM)^+^ - 1] 
+ (A+l)(Yp) - xN) 
= (2/{A(A+l)}) S |Yp)[(l+Vp))^+l - 1] 
+ (A+l)(Yp) - x[^)) 
where = (X^) - Yp^)/Yp^. Now, expand 7?(x) = (l+x)*^"*"^ about zero 
using a Taylor series; that is, (x+l)"^"^^ = 1 + (A+l)x + (1/2)A(A+1) x^ + 
o(|x|2). 
Then, 
2I'^(x(*):Y(^)) = (2/{A(A+l)}) |Yp)[(A+l)(x[*) - YN)/YM 
+ (A(A+l)/2){(Xp) - Yp))/Yp)}2 + o(|(xN - YM)/YN|^)] 
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+ (A+I)(YW - x!'))! 
= E (xW - Y!'V/YW 
+ (2/{A(A+l)})r ,E^Y[')O(|(xW - Y!'))/Y[')|2) 1 
= .MXÎ') - y. + 0 (g(t))}% + E O (g(t))0 (h^(t)) 
1=1 ^ 1=1 ^ ^ 
+ (2/{A{A+l)})[^ .S^Y(')o(|Op(h(t))/yi + 0p(h(t))0p(g(t))|2) 1 
= Jj(xW - yjf/y; + Op(g(t)h(t)) + Oj,(g2(t)) + Op(h2(l)) 
= 2l'(x''':y) + Op(g(t)max{g(l),h(t)}) + Op(h^(t)). 
Also, for t sufficiently large, Ï o( | (xN - YN)/YN|^) 
= S o(0 (h^(t))/yj = 0 (h^(t)), and (2.17) follows. 
; _ i  P  1  P  
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3. MINIMUM POWER-DIVERGENCE ESTIMATION 
Suppose the cell counts of a contingency table follow the multinomial 
distribution, where the cell probability distribution is subject to some specified 
null model. The most common method of estimating the cell probability 
distribution is by the method of maximum likelihood. We now show how 
maximum likelihood estimation is easily generalized. 
T First, suppose that the random vector X = (X^,...,X^) represents the cell 
counts in a contingency table with the subscript running over all possible cells 
in the table, so that k represents the total number of cells in the table. 
Further, suppose X follows the multinomial distribution of order k with 
parameters n and TT, which we denote as, 
X - Mult^(n,^) . (3.1) 
That is, 
X, X, 
Pr(X = x) = (n!/{xj!.. .xj^!})7rj . . .^ , (3.2) 
k k 
where x. > 0 for i = l,...,k, S x. = n, TT- > 0 for i = l,...,k, and S TT- = 1. 
^ " i=l ^ ' i=l ' 
Notice, TT = E(X/n) and define the general null model for TT to be 
Hq* F ^ ^0 ' (^•^) 
where HQ C n = {all possible discrete probability distributions over the k cells 
of the contingency table}. 
2 The method of maximum likelihood is then equivalent to minimizing G 
(i.e., A = 0) over vr € IIQ (see Read and Cressie, 1988, Chapter 3, or Bishop, 
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Fienberg, and Holland, 1975, Chapters 13 and 14). That is, find TT such that 
nG^(X/n:7r) = 2nI^(X/n:7r) = inf 2nI°(X/n:7r) . (3.4) 
-  -  T r e n ^  -  -
This leads to a natural generalization of (3.4), namely, find such that 
2nI'^(X/n:7r('^)) = inf 2nI'^(X/n:7r) . (3.5) 
- -
Then, is called the minimum power-divergence estimator (MPE) based on 
the data X. Note that such an estimator is unique by the strict convexity of 
i\ 
Now, consider the case where the cell probability distribution has the 
parametric form, 
5 ~ ' (3.6) 
where f is a known vector-valued function and 0 is an s-dimensional vector of 
unknown parameters. In (3.6), s < k-1, so that the cell probability 
distribution, TT, is specified using a reduced set of parameters. Then, the 
general null model (3.3) for TT can be specified in terms of 6 as 
Hq: f ê 0Q , (3.7) 
where Bg Ç IR® is such that Ilg = {f(0) : 6 e BQ}. The minimum power-
divergence estimator of 0 e BQ, based on the data X, is then defined by 
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2iiI^(X/n:f(0('^))) = inf 2iiI'^(X/n:f(<?)) . (3.8) 
" " " 0 6 0Q - - -
Further, let TT* 6 IIQ be the vector of true but unknown cell probabilities, and, 
under HQ, let ^ e BQ be the vector of true parameters. Therefore, under HQ, 
/ = f(f ). 
In order to ensure that the minimum power-divergence estimate 
exists and, under Hq, converges to 0* in probability, as n -* m, it is necessary 
to impose some regularity conditions (see Birch, 1964, and Read and Cressie, 
1988, pp. 163-165) on f and 0Q under the null model HQ. 
Assuming HQ is true (i.e., GT G BQ exists and TT* = f(^*)) and s < k-1, 
the regularity conditions are: 
1. 0* is an interior point of BQ (i.e., 0* 6 int BQ), and there is an 
s-dimensional neighborhood of 6* completely contained in BQ; 
2. TT* = f(0*) > 0, Hence, TT* is an interior point of the (k-l)-dimensional 
simplex A^; 
3. The mapping fiBg -* is Frechet-differentiable at ^*, so that the partial 
derivatives of f- with respect to each 0- exist at 0* and f(0) has a linear 1 J ~ ~ ~ 
approximation at 0* given by, 
i{0) = f(g*) + {d{{f)ldO){e - f )  + o(||g - 0*11), as g -, g* , 
where di{0^)ld0 is the k % s Jacobian matrix with (i,j)th element 
0=(f 
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dî.i9)/d0. 
The k X s Jacobian matrix 5f(^)/ô0 is of full rank s. Thus, f maps a 
small neighborhood of (f into a small s-dimensional neighborhood of 
f H f(f ); 
- -0 5. The inverse mapping F"^:!!^ -» is continuous at F(^) = TT*. That is, 
for every e > 0 there exists a f > 0 such that if ||^ - 0*|| > e, then 
||f(_0) - _f(f )|| > 6; and 
6. The mapping f:Bg -» Aj^ is continuous at every point 0 6 0g. 
Remark: Regularity condition 3 can be replaced by the slightly stronger, more 
easily verified condition that f(0) has continuous partial derivatives in a 
neighborhood of 0* (see Bishop, Fienberg, and Holland, 1975, p. 510). 
Using these regularity conditions, an expansion of the minimum 
power-divergence estimator, in terms of the true but unknown parameter 6* 
and the data X, is given in the following theorem. See appendix A for an 
alternative derivation of (3.9) (based on the implicit function theorem) similar 
to that of Cox (1984). 
Theorem 3.1 (Read, 1982): 
Assume there exists a #* E Bg such that TT* 
conditions 1 through 6 hold. Let 
= f{0*) and that regularity 
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( t h e  c l o s u r e  o f  6 Q, if Bg is bounded, 
the closure of BQ and a point at infinity, otherwise. 
If A is fixed and is any value of 0 e FQ for which (3.8) holds, then 
satisfies 
ffW = f + (A'^A)-^A'^D-y^(X/n - /) + o (n"^/^) , (3.9) 
TT ' " ^ 
as n -» CO, where D is the k x k diagonal matrix whose diagonal elements are 
5 
given by tt* and A is the k x s matrix D'y^(â{(0*)/â0). Note, by regularity 
TT 
condition 2, D is invertible. 
/ 
Proof: See Read and Cressie (1988, pp. 165-166). 
An estimator 0 that satisfies (3.9) is called best asymptotically normal 
(BAN). The reason for this terminology is made clear in the following 
corollary. 
Corollarv 3.1: 
Assume there exists a TT* 6 IIQ such that TT* = {(&*) and that regularity 
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conditions 1 through 6 hold. Then, provided 0 satisfies 
0 = f + (A'^A)VD'l/^(X/n - /) + 0 (n"^/2) , (3.10) 
TT " ' 
the asymptotic distribution of - Û*) is multivariate normal with mean 
T 1 
vector 0 and covariance matrix (A A)' , where A is the k x s matrix 
Ti-\l\d{{f)ldO). 
TT 
Proof: See Read and Cressie (1988, p. 167). 
Corollarv 3.2: 
Assuming the same conditions as Corollary 3.1, suppose defined by 
(3.8) is of the form 
ôi^) = f + CD-y^(X/n - /) + 0 (n-^/2) , (3.11) 
TT " " " 
where C is some s * k matrix and f is Frechet-differentiable at 0*, i.e., 
satisfies regularity condition 3. Then, as n -* m, 
2nI^(X/n: 2 x^.ss-i + • (312) 
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2 9 
In (3.12), the Zj are independent Xj variates that are also independent of 
0 
^k-28-1' the A. are eigenvalues of the 2s x 2s matrix - Q, where Ig^ is 
the 2s X 2s identity matrix, 
Q = 
A'^C'^ - (1/2)A'^AD A'^A 
D - (1/2 )DAV- (1/2 ) CAD + (1/4)DA'^AD CA - ( 1 /2)DA'^A 
(3.13) 
^1/2 ^1/2 m rp 
D = C[I - (/ )(/ )T]CT , (3.14) 
*1/2 * 
and TT denotes the component-wise square root of ÎT . In particular, when 
C = (a'^A)'^a'^ (i.e., when is BAN), as n -, », 
2nI^(X/n:f(g(^))) 3 x^-l ' (3.15) 
Further, if C ^ (a'^A)'U'^ , 
i=l 
so that 
2s 
S A. > s , (3.16) 
B(Xk.s.l + .2/i4) > k - s - 1 = E(x2_,.j) . (3.17) 
Proof: 
2 Watson (1959) gives a proof for the case A = 1, i.e., for Pearson's X . 
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Now, X/n = ((0^^^) = / + 0(n^^\ and 
— M» M» U  "  —  »  U  
7r* G A^. Thus, by lemma 2.1, as n -» OD, 
2nI'^(X/n:f(_tf('^))) = 2nl\x/n:f(g('^))) + 0^(1) . (3.18) 
Now, apply Slutsky's theorem (e.g., Rao, 1973, pp. 122-124) to obtain, as 
n -4 CD, 2nI'^(X/n:f(ô(^))) 3 g ^ + 3^.2?. 
Remark: The inequality in (3.17) suggests that of the form (3.11) does 
not minimize 2nI'^(X/n:f(<?)), even asymptotically, unless is BAN (see 
Bishop, Fienberg, and Holland, 1975, p. 521). 
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4. ANALYSIS OF DIVERGENCE AND HIERARCHICAL TESTING 
We now consider fitting and testing a hierarchical sequence of models for 
probability distributions with finite support. Let, X ~ Mult^(n,7r) and consider 
a nested sequence of models for TT, 
HQ TT 6 IIQ ' i i = l,...,m , (4.1) 
where HQ ^ c ... C Ilg ^ Ç A^. The fundamental property of minimum 
power-divergences for such a sequence of models is 
i n f  2 n I ' ^ ( X / n : 7 r )  <  i n f  2 n I ^ ( X / n : 7 r )  ,  ( 4 . 2 )  
î ^ "oj ' Î E n,; 
when i > j. This allows a partitioning of the minimum power-divergence 
2 
analogous to the usual partitioning of G ; i.e.. 
2NI^(X/N:^J^^)) = 2NI'^(X/N:^P)) + S {2NI'^(X/N:TW) - 2NI'^(X/N:X(;^J)}, 
j=2 
(4.3) 
where is defined by, 
-J  
2iiI'*(X/n:irW) = inf 2nl\x/ii:i') ; j = 1 m . (4.4) 
Î ^ "o,j 
Call such a partitioning an analysis of divergence. 
When models for TT are specified via a known function f and a set of 
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unknown parameters 9, as described in Section 3, the sequence of models given 
in (4.1) becomes, 
HQ i: ^ 6 BQ i ; i = < s < k-1 , (4.5) 
with 
'o,m : G ' («) 
where IIQJ = {f(0) : 0 6 Bg i = l,...,m. As a consequence, the analysis of 
divergence is transformed into, 
2nI^(X/n:f(è^'^))) = 2nI'^(X/n:f(_tfp))) 
+ S {2nI^(X/n:f(gW)) - 2nI'^(X/n:f(gM))} , (4.7) 
j_2 - - -J - - -J 
where satisfies, 
-J 
2nI'^(X/m:f(ô('^))) = inf 2nl\x/n:{(e)) ; j = 1 m . (4.8) 
-  - - J  »  e  j  -  - -
Now, consider the special sequence of hierarchical models: 
and 
HQ 0 e BQ where Bg J Ç K®, s < k-1 , 
^0,i' - ^ ®0,i ' ^ ~ 2,...,m, 
(4.9) 
(4.10) 
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where BQJ = {<?6 0QJ^:<? = (^T, a specified Vj * 1 vector}, and it 
is assumed that for i > j, Vj > Vj and the last Vj coordinates of are 
identical with w.. Notice that the number of fixed coordinates is an increasing 
-J 
function of i. Further, we may assume, without loss of generality, that yx = 0 
(0 is a zero vector of appropriate length), by reparameterizing the function 
f:IR® -* Aj^, if necessary. 
We now show that under the regularity conditions 1 through 6 given in 
section 3 and assuming that the null hypothesis • is true, the elements of U,1 
the partitioning (4.7) corresponding to j < i, have an asymptotic 
chi-squared distribution (i = l,...,m). 
Recall that X - Multj^(n,7r), where TT has the parametric representation 
TT = f(<?), with f known and 0 an unknown s-dimensional (s < k-1) vector of 
parameters. 
Theorem 4.1: 
Suppose that a sequence of hierarchical hypotheses is given by (4.9) and 
(4.10), and assume that regularity conditions 1 through 6 of Section 3 hold 
with 0Qj replacing Bq and TT* = f(0*), where the true value e 0Qj (i.e., 
HQ . is true). Then, for any A e (-OO, OD), and for i > j, 
inf (x/ii:f(«)) - inf 2nI'^(X/n:f(9)) 2 , (4.11) 
f ( »o,j " 
as n -» OD, where t = dim 0Qj - dim 0q . (= Vj - Vj). 
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Proof: 
Without loss of generality, we consider Bq j = R®, and 
Bq i = e Bq 1 : f = {0^, $2 = 9}> where 6^, is s^ x l, < s. 
^ rp rp 
Thus, 6r = {6^ ,0 ) and t = s - s^. Assume A G (-m, m) is fixed. 
Now, denote the minimum power-divergence estimate of ^ 6 BQJ by 
0 = (0p 0^)^ = and TT = f(&). Futher, denote the minimum 
power-divergence estimate of 6 BQ| by 0 0^)^ = and TT = f(0). 
Then, by Lemma 2.1, 
2nI^(X/n:T) = n(X/n - T)'^DT\x/n - ?) + o (1) , 
" T T "  "  ^  
since X/n = F(&) + Op(n'^/^), X/n = TT* + Op(n'^/^), and 
f(0) = / + Op(n"^/2). Also, 
2nI'^(X/n:^) = n(X/n - 5-)'^D~\x/n - i) + o„(l). 
TT 
Further, using equation (3.9) and the fact that f is Frechet-differentiable, 
D.-l - D-J = Op(l.-l/2) and - D'J = Op(n-l/2) , (4.12) 
• W W  T T  —  
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where 
= D-1/2 
TT 
is a k X s matrix and 
B = D -1/2 
TT 
di{e) ide ri is a k X 8, matrix. 
Now, 
X/n - TT = (Ij^ - D^/^A(Al'A)-^A'^D-y^)(X/n - /) + o (n'^/^) 
TT TT " 
= - A(ATA)-U'')D-J/2(x/n - /) + o (n VZ) 
TT TT ^ 
= - Q^)D-y^(X/D - /) + Op(n-l/2) , (4.16) 
nr -1 T 
where E A(A A)' A and Ij^ is the k x k identity matrix. Similarly, 
x/n - f = d1/2(I^ . Qg)D-y2(x/n - /) + 0^(^-1/^) , (4.17) 
where Qg E B(B'^B)''B''. 
Using (4.16) and (4.17), the first term of (4.13) becomes, 
2n(X/n - 7r)^D"j|(T - tt) 
TT ' ' 
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= "(X/n - - Q^)D1/2D-JD1/2(Q^ . QB)Df^(X/= ' T*) 
TT TT TT TT TT 
= E(X/E - /)'^D-Y^(L - QJ^)(QJ^ - QG)D-Y%N - /) = 0 , (4.18) 
TT TT 
since the column space of B is contained in the column space of A. Further, 
as is easily verified, and Qg are projection matrices, and so are symmetric 
and idempotent. Hence, (Ij^. - QA)(QA^ - Qg) = - Qg - + Qg = 0. 
Also, the second term of (4.13) becomes, upon using (4.16) and (4.17), 
N(7R - 7R)'^D"^(T - TT) 
TT " ' 
= n(X/n./)''^D-y^(q^.qg)D-y^(X/n-/) 
TT TT 
= {(QA-QB)D"y^[n^/^(X/n-j*)]}T(QA-QB){(Q^-QB)D-y2[„l/2(x/„./)]}, 
TT TT 
since - Qg is symmetric and idempotent. 
Next, as n -4 00, 
(QA - - /)] I N^(0, S) , (4.20) 
TT 
T 
where S = (QA " 5*?* )D'Y^(QA - Qg) = Qa - Qg The 
TT TT TT 
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last equality is a consequence of S dlJdO- = 0 for each i = l,...,s (i.e., j=l ^ ' 
dijdO ,T_* 
1/2 T Ig = 0), A TT = 0, and B T = 0. 
Thus, as n -* m, 
n(X/ll - - Qg)D-Y%/n - /) t i'dp, - QB)^. (4.21) 
TT TT 
where Y . N^(0, - Qg). Now, Y'^(Q^ - Qg)Y - , and 
since - Qg is symmetric and idempotent, rank(Q^ - Qg) = s - Sj^ 
(= rank(Q^) - rank(Qg)). 
Hence, upon combining (4.13), (4.18), and (4.21), we obtain that, under 
H. 0,i, 
2nI'^(X/n:7r) - 2nI'^(X/ni) ^ S-Si 
as n -» m. 
Corollary 4.2: 
Suppose a sequence of hierarchical models is given by (4.9) and (4.10). 
Also, suppose regularity conditions 1 through 6 of Section 3 hold, where TT* = 
f(<?*), and 0* E Bgj is the true value of 0. Then, for any A 6 (-®,OD), the 
differences {2nI'^(X/n:f(&j)) - 2nI'^(X/n:f(&j^) : j = 2,...,i}, 2 < i < m, in the 
analysis of divergence (4.7), are asymptotically independent central chi-squared 
random variables whose degrees of freedom are given by Theorem 4.1. 
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Proof: 
From (4.19), (4.20), and (4.21), as n -* m, 
2nl\x/n:£(_9j^)) - 2nI^(X/n:f(f.^.j)) 3 - Qg^)Y, 
and 
2nI^(X/n.f(«y) - 2Bl\x/n:f(_^j^.i)) 2 f (Qj^ - QB^)Y, 
where jg < jj < i, A^, and Ag, Bg are defined analogously to A, B in 
1/2 1/2 m 
(4.14) and (4.15), and Y - N^(0, S), with S = Ij^-7r (tt ). Since the 
columns spaces of B^^, A^, Bg, and Ag are nested within each other, 
(Q^ - Qg )2(Q^ - Qg ) = 0. So, by well-known results on quadratic 
forms, (e.g., Searle, 1971, pp. 54-64), 2nI^(X/n:f(0. ) - 2nI'^(X/n:f(^. .)) and 
- -Jl - ~ 
2nI'^(X/n:f(^. )) - 2nI'^(X/n:f(0. J) are asymptotically independent central 
- •Jrt • "h" 
chi-squared random variables. 
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5. FITTING LOGLINEAR MODELS BY MINIMUM POWER-DIVERGENCE 
AND THE ANALYSIS OF DIVERGENCE 
We shall now illustrate the method of minimum power-divergence 
estimation for loglinear models and the analysis of divergence for hierarchies of 
loglinear models. 
A loglinear model for tt G Aj^ is defined by 
log(7r) = Wu , (5.1) 
where log of a vector is defined here to be the vector of elementwise logs, W is 
a known k x s (s < k-1) model matrix assumed to have rank s, and u is an 
s X 1 vector of unknown parameters. Alternatively, in the notation of Section 
3, model (5.1) can be written as, 
T = f(u) , (5.2) 
where 
T 
exp(wj^u) 
f(u) = exp(Wu) = 
T 
exp(wj^u) 
T th 
and w. is the i row of W, for i = l,...,k. Bishop, Fienberg, and 
Holland (1975) note that when the true distribution TT* = exp(Wu*), where 
u* 6 BQ open in K®, satisfies regularity conditions 1 and 2 of Section 3, then 
the remaining regularity conditions 3 through 6 are also satisfied for such 
(5.3) 
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models. Moreover, nested loglinear models belong to the class of models 
satisfying the hierarchical conditions (4.9) and (4.10) (e.g.. Bishop, Fienberg, 
and Holland, 1975). 
Haber and Brown (1986) consider a 3 x 3 table representing the 
distribution of 227 Merino ewes according to the number of lambs born to each 
of them in 1952 and 1953; these data are displayed in Table 5.1. Haber and 
Brown (1986) assume that the data arise from a multinomial distribution. 
Then, using maximum likelihood (i.e., A = 0), they fit a model of 
quasi-independence to the off-diagonal elements. That is, they fit the model 
HQ: log (m.j) = 
U + Uw. + Ug/j), i # j, 
(5.4) 
. 7i . i = j; i, j = 0, 1, 2, 
2 2 2 2 
where S Uw-v = 0, S u^/is = 0, m.. = nîr.., n = 227, S S tt- = 1, and 
i=0 j=0 i=0 j=0 
TTjj > 0. In addition, Haber and Brown (1986) restrict the model by imposing 
the assumption of equality of lambs born in 1952 and 1953; i.e., 
mj_j_ + 2m2_^ = m^^ + 2m^2, (5.5) 
where "+" denotes summation over the relevent index. 
Haber and Brown (1986) also fit a model that combines the hypothesis of 
quasi-independence given by (5.4) and marginal homogeneity. Marginal 
homogeneity is expressed as 
mj_j_ = m^. ; i = 0, 1, 2 . (5.6) 
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Notice that the model specified by (5.4) and (5.5) contains the model 
specified by (5.4) and (5.6) as a special case. If the parameter space of the 
model is not an open set, then assume that the rather mild regularity condition 
1 of Section 3 holds and observe that regularity conditions 2 through 6 hold for 
Table 5.1: Frequency of ewes according to the number of lambs born in the 
years 1952 and 1953. [Source: Haber and Brown, 1986] 
# of Lambs 
Born in 
1952 1953 Frequency 
0 0 58 
0 1 26 
0 2 8 
1 0 52 
1 1 58 
1 2 12 
2 0 1 
2 1 3 
2 2 9 
Total: 227 
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the models specified by (5.4) and either of (5.5) or (5.6). Thus, we may apply 
Theorem 4.1 with Hg g, defined to be Hq in (5.4) and (5.6), and Hq ^ defined 
to be HQ in (5.4) and (5.5). The differences, as defined in (4.11), between the 
minimized power-divergence statistics corresponding to Hg ^ and Hg g for A = 
0, 1/2, 2/3, and 1 are displayed in Table 5.2. For testing Hg g vs. Hg ^ there 
is 1 degree of freedom so, assuming Hg g is true, the approximate 95% and 
99% critical values (from the Xj-distribution) are 3.84 and 6.63, respectively. 
Hence, we would not accept the null hypothesis Hg g at either the 95% or the 
99% level using any of the statistics presented in Table 5.2. Thus, we reject 
Hg 2 in favor of Hg 
By (3.15), if Hg ^ is true, the corresponding minimized power-divergence 
statistic will have an asymptotic chi-squared distribution based on three degrees 
of freedom. Thus, assuming Hg ^ is true, the approximate 95% and 99% 
2 ' 
critical values (6om the Xg-distribution) are 7.81 and 11.3, respectively. 
Table 5.2: Values for the differences between minimized power-divergence 
statistics corresponding to Hg j and Hg g 
1/2 2/3 1 
^0,2 ®0,1 19.392 18.293 17.930 17.239 
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Table 5.3: Comparison of observed and estimated frequecies obtained by 
minimizing 2nl^ under HQ ^ given by (5.4) and (5.5), for A = 0, 
1/2, 2/3, and 1. The bottom row contains the minimized power-
divergence statistics 2nl^ under HQ ^ for A = 0, 1/2, 2/3, and 1 
# of Lambs 
Born in 
Observed 
Freauencv 
Estimated 
Freauencv 
1952 1953 0 1/2 2/3 1 
0 0 58 57.99 57.91 57.88 57.83 
0 1 26 27.65 27.69 27.64 27.71 
0 2 8 7.33 7.38 7.40 7.45 
1 0 52 49.83 49.68 49.64 49.56 
1 1 58 57.99 57.91 57.88 57.88 
1 2 12 13.32 13.35 13.36 13.36 
2 0 1 1.92 2.03 2.07 2.13 
2 1 3 1.94 2.05 2.08 2.14 
2 2 9 9.00 8.99 8.98 8.97 
2nl^: 1.423 1.394 1.382 1.354 
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Table 5.4: The individual cell deviations between observed and estimated 
frequencies (see Table 5.3), as given by (2.12), for A = 0, 1/2, 2/3 
and 1. The bottom row is the minimized power-divergence 
statistics 2nl^ under HQ ^ for A = 0, 1/2, 2/3, and 1 
# of Lambs Observed 
Born in Freauencv Deviations 
1952 1953 0 1/2 2/3 1 
0 0 58 6.0x10"^^ 1.0x10"^ 2.0x10"^ 5.0x10^ 
0 1 26 0.1 0.1 0.1 0.1 
0 2 8 6.0x10"^ 5.1x10"^ 4.7x10"^ o
 
X
 
1 0 52 0.1 0.1 0.1 0.1 
1 1 58 6.0x10"^^ 1.0x10"^ 2.0x10"^ 5.0x10"^ 
1 2 12 0.1 0.1 0.1 0.1 
2 0 1 0.5 0.6 0.6 0.6 
2 1 3 0.5 0.4 0.4 0.3 
2 2 9 4.0x10"^° 2.0x10"^ 4.0x10"® 8.0x10"® 
2nl^: 1.423 1.394 1.382 1.354 
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Table 5.5: Comparison of observed and estimated frequencies obtained by 
minimizing 2nl'^ under Hq g given by (5.4) and (5.6), for A = 0, 
1/2, 2/3, and 1. The bottom row contains the minimized power-
divergence statistics 2nl^ under Hg g for A = 0, 1/2, 2/3, and 1 
# of Lambs 
Born in 
Observed 
Freauencv 
Estimated 
Freauencv 
1952 1953 0 1/2 2/3 1 
0 0 58 58.00 56.78 56.41 55.76 
0 1 26 38.99 39.24 39.33 39.52 
0 2 8 4.50 5.08 5.23 5.48 
1 0 52 38.99 39.24 39.33 39.52 
1 1 58 58.00 56.77 56.41 55.76 
1 2 12 7.50 8.00 8.15 8.41 
2 0 1 4.50 5.07 5.23 5.48 
2 1 3 7.50 8.00 8.15 8.41 
2 2 9 9.00 8.81 8.75 8.65 
2nl^: 20.815 19.687 19.312 18.593 
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Table 5.6: The individual cell deviations between observed and estimated 
frequencies (see Table 5.5), as given by (2.12), for A = 0, 1/2, 2/3 
and 1. The bottom row consists of the values of the minimized 
power-divergence statistic 2nl^ under Hq g for A = 0, 1/2, 2/3, 
and 1 
# of Lambs Observed 
Born in Freauencv Deviations 
1952 1953 0 1/2 2/3 
0 0 58 
O
 10' -13 3.0). 10' -2 4.0x10"^ 0.1 
0 1 26 4.9 4.7 4.7 4.6 
0 2 8 2.2 1.5 1.4 1.1 
1 0 52 3.9 3.9 3.9 3.9 
1 1 58 7.0x 10" -14 CO
 
O
 
X
 10" -2 4.0x10"^ 0.1 
1 2 12 2.3 1.8 1.7 1.5 
2 0 1 3.9 3.9 3.8 3.6 
2 1 3 3.5 3.6 3.5 3.5 
2 2 9 l.Ox 10" -12 o
 
X
 10" -3 7.0x10"^ 2.0x10 
2nl^: 20.815 19.687 19.312 18.593 
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Since none of the statistics 2nl^ (A = 0, 1/2, 2/3, 1) from Table 5.3 exceed 
the critical values, the model given in (5.4) and (5.5) provides an adequate fit 
to the data. 
The estimated cell frequencies and deviations between observed and 
estimated cell frequencies for the models in (5.4) and (5.5), and (5.4) and (5.6) 
are displayed in Tables 5.3 through 5.6. In Table 5.4, note that the cells with 
the largest deviations are those with two lambs born in 1952 and zero or one 
lamb born in 1953. Further, in Table 5.6, observe that the cells with the 
largest deviations are (0,1), (1,0), (2,0), and (2,1), where (i,j) corresponds to i 
lambs born in 1952 and j lambs born in 1953. (The case A = 1 was 
considered by Bonnett, 1989.) 
The values of the estimated cell frequencies and the minimized 
power-divergence statistics, for the models specified by (5.4), (5.5) and (5.4), 
(5.6), were calculated by applying the sequential quadratic programming (SQP) 
method (e.g., Fletcher, 1987) to 2nI'^(X/n:f(u)), where f(u) is specified by 
(5.3), and (5.4), subject to the appropriate constraint, i.e., either (5.5) or (5.6). 
The SQP method was used in favor of the algorithm outlined in Section 6 
because the latter does not incorporate nonlinear constraints such as those in 
(5.5) and (5.6) (which are nonlinear functions of the u-terms). 
Next, we illustrate how an analysis of divergence can be used to identify 
an appropriate model from among a hierarchy of loglinear models. We consider 
the 2x4*4 table obtained from the Framingham Longitudinal Study of 
Coronary Heart Disease (e.g., Fienberg, 1980, or Cornfield, 1962), displayed in 
Table 5.7. 
We now consider the following hierarchy of loglinear models: 
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=o,r'°6(«-ijk' = " + "1(1) + 
"2(j) + ^ 3(k) + "l2(ij) + "l3(ik) + "23(jk)' 
(5.7) 
= I + »i(i) + 
"2(j) + "3(k) + »12(ij) + ^13(ik) ' 
®0,3''°6(»-ijk) = » + «1(1) + 
"2(j) + "3(k) + «12(ij) (5.9) 
Ho,4-'°6("ijk) = » + °l{i) + ^2(j) + "3(k) i (5.10) 
= « + "1(1) + UgCk) ) (5.11) 
''o,6-'''6(»-ijk) = » + »3(k) ' (5.12) 
Ho,7-'°S("ijk) = " . (5.13) 
where in each hypothesis HQ ^ ((. = 1, ...,7), i = 1, 2; j — 1) 2, 3, 4; k = 1, 2, 
3, 4. Also, we require that the nonconstant u-terms add to zero over each of 
2 4 4 
their indices; e.g., for Hq g, S = 0, E = 0, = 0, 
2 4 
S = 0, and S = 0. Often, HQ ^  in (5.7) is called the 
no-three-factor interaction model, HQ ^  in (5.10) is called the independence 
model, and HQ Y in (5.13) is called the uniform model. The values of the 
minimized power-divergence statistics for each of these models are presented in 
Table 5.8. 
The degrees of fceedom (d.f.) for these models are given by {# of cells in 
table} - {# of parameters fit}, i.e., k - rank(W), where W is given in (5.1) 
and here k = 32 (see Fienberg, 1980, pp. 40-41). 
In Table 5.9, we present an analysis of divergence for the models (5.7) 
through (5.13) using the minimized power-divergence statistics ùom Table 5.8. 
Notice, we have included A = -1/2, which corresponds to the well-known 
Hellinger distance. 
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Table 5.7: Data from the Framingham Longitudinal Study of Coronary Heart 
Disease. [Source: Fienberg, 1980, p. 6.] 
Coronary Heart Disease: Present (i=l) 
Systolic Blood Pressure (mm Hg) 
(mg/lOOcc) (j=l) (j=2) (j=3) (j=4) 
S e rum Cholesterol < 127 127 — 146 147 — 166 >166 
< 200 (k=l) 
200 -219 (k=2) 
220 -259 (k=3) 
> 260 (k=4) 
2 
3 
8 
7 
3 
2 
11 
12 
3 
0 
6 
11 
4 
3 
6 
11 
Coronary Heart Disease: Absent (i=2) 
Systolic Blood Pressure (mm Hg) 
(mg/lOOcc) (j=l) (j=2) (j=3) (j=4) 
Serum Cholesterol < 127 127— 146 147— 166 >166 
< 200 (k=l) 117 
200 -219 (k=2) 85 
220 -259 (k=3) 119 
> 260 (k=4) 67 
121 47 22 
98 43 20 
209 68 43 
99 46 33 
Grand Total: 1329 
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A common goal is to find a parsimonious model that adequately describes 
the data. A general strategy is to start with a simple model, e.g., a uniform 
model, and successively add parameters until the addition of further parameters 
does not substantially improve the fit of the current model. If the parameter 
space of the model is not an open set, then assume that the rather mild 
regularity condition 1 of Section 3 holds and observe that regularity conditions 
2 through 6 hold for each of the models specified by (5.7) through (5.13). 
Now, from Theorem 4.1, we know that under the more restrictive hypothesis 
HQ J the statistic corresponding to testing the model Hg . against the model 
Hq i 1, in the analysis of divergence, has an asymptotic chi-squared distribution 
Table 5.8: Values of minimized power-divergence statistics for A = -1/2, 0, 
1/2, 2/3, and 1, and for models HQ ^ ((. = 1,...,7) 
Model HQ . df A=-l/2 A=0 A=l/2 A=2/3 A=1 
i=l g 10.91 8.07 6.88 6.62 6.20 
i=2 18 30.33 27.67 26.68 26.49 26.24 
i=3 21 64.27 59.59 57.98 57.63 57.05 
i=4 24 83.01 83.15 86.48 87.82 90.61 
i=5 27 392.02 370.30 358.61 356.45 354.41 
i=6 28 1790.19 1575.78 1543.40 1562.44 1641.33 
i=7 31 1873.37 1653.68 1669.98 1714.93 1865.29 
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with degrees of freedom equal to the degrees of freedom for the model HQ . 
minus the degrees of freedom for the model HQ Note that testing HQ . 
against Hg^^ is equivalent to testing whether the additional u-terms in the 
model corresponding to HQ are zero; e.g., testing HQ g: log(7r.j^) = u + 
"ip) + »2(j) + »3{k) + "l2{ij) ^0,2' V = " + "l(i) + "2(j) + 
"3{k) + "120) °13(ik) «I"»»'®! to testing E, ,: = 0 versus 
Table 5.9: Analysis of Divergence for the sequence of hierarchical hypotheses 
given in (5.7) through (5.13) for A = -1/2, 0, 1/2, 2/3, and 1 
Source df A=-l/2 
o
 
II A=l/2 A=2/3 A=1 
^0,7 ^0,6 3 83.18 77.22 126.58 152.49 223.96 
®0,6 ^0,5 1 1398.17 1205.47 1184.79 1205.99 1286.92 
^0,5 ®0,4 3 309.01 287.15 272.13 268.63 263.80 
®0,4 ®0,3 3 18.74 23.56 28.51 30.19 33.56 
^0,3 ^0,2 3 33.94 31.92 31.29 31.13 30.81 
^0,2 ®0,1 9 19.42 19.59 19.80 19.88 20.03 
2nl^ for HQ ^ 9 10.91 8.07 6.88 6.62 6.20 
Total 31 1873.37 1653.68 1669.98 1714.93 1865.29 
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^0,2- *130k) ^ 
The approximate 99% critical values (from the %^-distribution) based on 
one, three, and nine degrees of freedom are 6.63, 11.3, and 21.7, respectively. 
Thus, starting with the uniform model Hq y, we would reject Hg j in favor of 
HQI-I for i = 7, 6,...,3. That is, for each test HQ j versus i = 
7,6,...,3, the statistics (A = -1/2, 0, 1/2, 2/3, and 1) in Table 5.9 exceed the 
associated 99% critical value. However, we would fail to reject HQ g in favor 
of HQ ^ at the 99% level. From Table 5.8, we see that model HQ g adequately 
fits the data. That is, if HQ g is true, the minimized power-divergence statistic 
will have an asymptotic chi-squared distribution on 18 degrees of freedom. 
Further, the approximate 99% critical value (from the x^g-distribution) is 34.8, 
while the minimized power-divergence statistics for HQ ^ are in the range 26.24 
to 30.33. Hence, at the 99% level, HQ ^ is the most parsimonious model that 
adequately fits the data. Note, at the 95% level the conclusion is less obvious. 
That is, we would reject HQ g in favor of HQ ^ (the approximate 95% critical 
value based on nine degrees of freedom is 16.9). However, from the minimized 
power-divergence statistics in Table 5.8 corresponding to A > 0, we could 
conclude that HQ g adequately fits the data (i.e., the approximate 95% critical 
value based on 18 degrees of freedom is 28.9). 
Next, the estimated cell counts and deviations between observed and 
estimated cell counts, calculated using (2.12), for the model Hq g and A = 2/3, 
are presented in Tables 5.10 and 5.11. Note that the estimated cell counts and 
deviations between observed and estimated cell counts are very similar for A = 
0, 1/2, 2/3, and 1. 
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Table 5.10: Estimated cell counts under model HQ g in (5.8) for A = 2/3 
Coronary Heart Disease: Present (i=l) 
Systolic Blood Pressure (mm Eg) 
(mg/lOOcc) (j=l) (j=2) (j=3) (j=4) 
Serum Cholesterol < 127 127— 146 147- 166 >166 
< 200 (k=l) 
200 -219 (k=2) 
220 -259 (k=3) 
> 260 (k=4) 
2.64 3.63 
2.04 2.80 
6.81 9.35 
8.92 12.25 
2.73 3.13 
2.11 2.42 
7.04 8.08 
9.22 10.59 
Coronary Heart Disease: Absent (i=2) 
Systolic Blood Pressure (mm Hg) 
(mg/lOOcc) (j=l) (j=2) (j=3) (j=4) 
Serum Cholesterol < 127 127- 146 147- 166 >166 
< 200 (k=l) 
200 -219 (k=2) 
220 -259 (k=3) 
> 260 (k=4) 
96.77 130.46 
76.95 103.73 
137.66 185.58 
77.26 104.15 
50.48 29.84 
40.14 23.74 
71.81 42.47 
40.29 23.84 
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Table 5.11: Deviations between observed and estimated cell counts as given 
by (2.12), under model Hq g in (5.8), for X = 2/3 
Coronary Heart Disease: Present (i=l) 
Systolic Blood Pressure (mm Eg) 
(mg/lOOcc) (j=l) (j=2) (j=3) (j=4) 
Serum Cholesterol < 127 127— 146 147— 166 >166 
<200 (k=l) 
200 —219 (k=2) 
220 -259 (k=3) 
> 260 (k=4) 
0.16 0.11 
0.45 0.23 
0.21 0.29 
0.41 0.01 
0.03 0.24 
2.11 0.14 
0.15 0.54 
0.34 0.02 
Coronary Heart Disease: Absent (i=2) 
Systolic Blood Pressure (mm Eg) 
(mg/lOOcc) (j=l) (j=2) (j=3) (j=4) 
Serum Cholesterol < 127 127- 146 147- 166 > 166 
< 200 (k=l) 4.23 0.69 0.24 2.07 
200 -219 (k=2) 0.84 0.32 0.20 0.59 
220 -259 (k=3) 2.53 2.95 0.20 0.01 
> 260 (k=4) 1.36 0.25 0.81 3.52 
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Observe, in Table 5.11 the cells with the "poorest" fit are (i,j,k) = 
(1,3,2), (2,1,1), (2,1,3), (2,2,3), and (2,4,4). However, even the most poorly 
fitted cell contributes no more than 15% to the total divergence, as measured 
by the minimized power-divergence statistic. 
The values in Tables 5.8 through 5.11 were obtained using the algorithm 
specified in Section 6. For A > 0, convergence is guaranteed by Theorem 6.1, 
provided a minimizer exists; however, for A < 0, Theorem 6.1 does not 
guarantee convergence but it does not exclude it. 
Generally, one probably would not calculate a minimized power-divergence 
statistic for several values of A. We did this both to illustrate the flexibility of 
our method and to compare the results for various values of A. From Tables 
5.8 and 5.9 it can be seen that A = -1/2 often yields values of the statistic 
that are disparate firom those obtained with the other choices of A. Also 
among A = 0, 1/2, 2/3, and 1, A = 0 or A = 1 usually give either the largest 
or the smallest value of the statistic. On the other hand, A = 1/2 and A = 
2/3 give more intermediate values, with A = 2/3 often yielding smaller values 
than A = 1/2. 
Cressie and Read (1984), and Read and Cressie (1988) recommend A = 
2/3 based on power calculations, comparisons of exact versus nominal levels for 
various hypothesis-testing situations, and the rate of convergence of moment 
approximations. Further, Bedrick (1987) recommends A G (2/3,5/4) based on 
the small-sample coverage properties of confidence intervals for the ratio of two 
binomial proportions. In addition, Rudas (1986) compares A = 0, A = 2/3, 
and A = 1. Either A = 2/3 or A = 1 is recommended based on small-sample 
comparisons for loglinear models fit to two- and three-dimensional contingency 
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tables using maximum likelihood. Moreover, Hosmane (1987) recommends A = 
2/3 or A = 1, with A = 1 having a slight edge, based on small-sample 
comparisons of loglinear models fit to three-dimensional contingency tables using 
maximum likelihood. However, closer scrutiny of Hosmane's table IV reveals 
that the power-divergence statistic with A = 2/3 is as efficient or more 
n 
efficient than Pearson's X (A = 1) 40 out of 48 times when a = 0.05,and 34 
out of 48 times when a = 0.01 (Read and Cressie, 1988, p. 79). That is, 
A = 2/3 has a slight edge over A = 1. Finally, Medak and Cressie (1991) 
recommend A = 2/3 or A = 1/2 based on nominal versus exact levels of 
confidence regions under the trinomial distribution, the rate at which the exact 
levels approach the nominal levels for the confidence regions, and the area of 
the confidence regions. Thus, based on the evidence provided by these previous 
studies, we prefer to use the analysis of divergence corresponding to A = 2/3 or 
2 9 A = 1/2, rather than that associated with G (i.e., A = 0) or X (i.e., 
A = 1). 
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6. AN ALGORITHM FOR COMPUTING MINIMUM 
POWER-DIVERGENCE ESTIMATES FOR LOGLINEAR MODELS 
In this section we give an algorithm, based on the nonlinear Gauss-Seidel 
method (e.g., Bertsekas and Tsitsiklis, 1989, pp. 198-209), for computing the 
minimum power-divergence estimate of a loglinear model. This algorithm is 
similar to the iterative proportional fitting algorithm (e.g.. Bishop, Fienberg, 
and Holland, 1975, pp. 82-108) in that it is a memory-efficient (and often 
converges slowly). However, unlike the iterative proportional fitting algorithm, 
our algorithm also produces estimates of the loglinear model parameters as well 
as the usual cell-probability estimates. 
To compute minimum power-divergence estimates for the loglinear model 
given by (5.2) and (5.3) a solution to the following problem is sought: Find 
Û € ^ such that 
Now, assume the loglinear model specified by (5.2) and (5.3) has an 
overall mean term; that is, assume the design matrix W in (5.2) and (5.3) has 
the form: 
2I'^(X/n;7(û)) s inf 2I^(X/n:j(u)), (6.1) 
(6.2) 
W = [1^, Wj (6.3) 
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where l^isa k* 1 vector of ones, and W is k * (s-1). Further, denote the 
i^^ row of W by w"?; i = l,...,k, and partition u, the s * 1 vector of unknown 
parameters as, 
u = 
u 
(6.4) 
where u e and ii is (s-1) x l. Now, the constraint imposed by (6.2), i.e.. 
A m 
E exp(u + W.Û) = 1, implies 
i=l " ^  -
If 
exp(u) = 1/2 exp(w'?û) . 
i=l 
Then, using (6.5), (6.1) becomes: Find ii e such that 
2nI'^(X/n:7r(u)) = inf 2nI'^(X/n:7r(ii)) , 
u e I R '  s-1 
(6.5) 
(6.6) 
where 7r(ii) = (exp(wTii)/A,...,exp(w?u)/A)^, and A = 1/ E exp(wTu). 
— A» X " ^ A " # 2 A, 1=1 
Lemma 6.1: 
For A e (-01,11)), 2nI'^(X/n:9r(û)) is a twice continuously differentiable 
function for û 6 Further, for A > 0, 2nI'^(X/n:7r(u)) is strictly convex for 
Û e IR®'^. 
Proof: 
The Hessian, H(u), of 2nI'^(X/n:?r(ii)) is the (s-1) x (s-1) matrix of second 
partial derivatives, 
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k r k 1 
H(û) E {2/(A+l)} E X,{Xi/(n7rj(8))}'^ AZj(û)zf(û)+E i'j(6)Zj(fi)zJ(û) , 
i—1 L j—1 J 
(6.7) 
where Z.(û) = (w.g - ttgW.-.Wjg - «^(û))'^; i = l,...,k, a^{û) = .2^w.j7r.(û); 
j = 2,...,s, and Wjj is the (i,j)-€lement of W given by (5.3). Note, for any 
A G (-m,m), S({i) is a continuous function of Û. That is, 2nI'^(X/n:7r(ii)) is 
twice continuously differentiable. 
Next, let V f 0 be (s - 1) * 1, and consider v^[ S 7r.(ii)Z.(û)zT(û)]v. 
- - - -
km k 
Now, S 7r.(û)Z.(û)Z .(Û) has the form of a variance since E Tr.fu) = 1. To j=l J - -J - - J - i=l  ^ -
see this, let hj(Y) = Wyj, and Y = i "with probability" 7r.(u); i = l,...,k. 
k 
Hence, E(h.(Y)) = a.(u) for j = l,...,k, so that var(h(Y)) = E 7r.(û)Z.(û)Z^(ii). 
J  J  -  -  j = l  J "  - J "  -
Then, v^var(h(Y))v = 0 iff v^h(Y) = c "a.e.-7r(û)" for some constant c. Now, 
T by the definition of h, v h(i) = c for i = l,...,k is equivalent to Wv = cl^, 
since 7rj(û) > 0 for i = l,...,k. However, there is no c and no v ^ 0 such that 
Wv = clj^, since by assumption [Ij^, W] has linearly independent columns. 
jf 
Hence, v^[ E 7r.(û)Z.(ii)zT(û)]v > 0 for v # 0. Thus, when A > 0, 
v^H(ii)v > 0 for V # 0 and for all û 6 IR^"\ So, 2nI'^(X/n:7r(u)) is strictly 
convex for A > 0. 
A direct consequence of the strict convexity of 2nI'^(X/n:7r(Q)) for A > 0 
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is that when an estimator û 6 IR®'^ satisfying (6.6) exists, it is unique. 
Now, we develop an algorithm for finding such û. Define 
Further, define the sequence {u^ '} where 
(6.8) 
= argmin g(û{^'*'^),...,û(*y),u,û|_! L..,ûM;n,A, ; i=l,...,s-l 
1 u 6 IR i-t-i s. X -u E 
(6.9) 
where argmin is a function that yields the value that minimizes its argument 
with respect to u. (We are assuming that a minimizing u always exists. 
When A > 0 and when a û satisfying (6.6) exists, such a minimizing u does 
exist and it is unique.) 
The following lemma, due to Bertsekas and Tsitsiklis (1989, p. 208) will 
be instrumental in establishing the convergence of the algorithm. 
Lemma 6.2 (Bertsekas and Tsitsiklis, 1989, p. 208): 
Suppose g:IR^'^ -• K is continuously differentiable and convex. Furthermore, 
suppose that for each i, g is a strictly convex function of ûj, when the other 
components of û are held constant. Let {ii^ Jt=0 sequence generated 
by the nonlinear Gauss-Seidel algorithm (6.9), assumed to be well defined. 
Then, every limit point of minimizes g over 
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The convergence of the algorithm in (6.9) is demonstrated in the following 
theorem. 
Theorem 6.1: 
Let A > 0 and e Further, suppose there is a ii e such 
that (6.6) is satisfied. Then, the sequence generated by (6.9) 
converges to (the unique) û; i.e., lim u^^) = û. 
t->OD 
Proof: 
First, for A > 0, we have by Lemma 6.1 that g(ii; n,A,X) is twice 
continuously differentiable and strictly convex. The result follows fcom 
Lemma 6.2 by observing that a strictly convex function has a unique minimizer. 
Remark: We can always use u^^) = 0 as the starting point for the sequence 
{u^^^}t_o generated by (6.9). Further, the minimization required in (6.9) may 
be achieved via an application of the univariate version of Newton's method, 
explained, for example, in Gill, Murray, and Wright (1981, pp. 84-85). 
^ C 1 
Now, once a û € IR ' satisfying (6.6) is obtained, the cell probability 
estimate T may be calculated as 
% = exp(Wû) , (6.10) 
where 
105 
(6.11) 
and, by (6.5), 
Û = log(l/ E exp(wTû)) , (6.12) 
i=l 
Next, for comparison, consider using the Newton-Raphson algorithm (Gill, 
Murray, and Wright, 1981, pp. 105-115) for solving (6.6). In contrast to 
algorithm (6.9), the Newton-Raphson algorithm converges very rapidly 
(quadratically) when the starting point is chosen "near" the minimizer. 
However, as pointed out by Meyer and Fienberg (1983, pp. 275-279), with only 
a 10 * 10 X 10 table, the Hessian matrix for a no-three-factor interaction 
model requires the storage of 36,856 numbers. (This is roughly 288 Kbytes of 
computer memory, assuming 64-bit double precision variables). This additional 
storage requirement of the Newton-Raphson algorithm makes it impractical for 
solving large problems. 
To summarize, the classical iterative-proportional-fitting algorithm requires 
relatively little computer memory, works only for maximum likelihood, produces 
only estimated cell counts, and converges slowly. The nonlinear Gauss-Seidel 
algorithm in (6.9), requires relatively little computer memory, generates 
estimates of the model parameters, works for A > 0, and can converge slowly. 
Finally, the Newton-Raphson algorithm requires relatively large amounts of 
computer memory, generates estimates of the model parameters (and their 
variances and covariances in the maximum likelihood case), works for A > 0, 
and converges rapidly near the minimizer. 
7. CONCLUSION 
We have explored the extension of estimation techniques indigenous to the 
likelihood ratio statistic (i.e., A = 0) to other members of the power-divergence 
family (Cressie and Read, 1984). The notion of minimizing the 
power-divergence statistics to obtain BAN estimators of a set of parameters, 
subject to mild regularity conditions, has been outlined. Further, a method of 
testing a hierarchy of hypotheses, using a decomposition based on minimized 
power-divergence statistics, was given. We called such a decomposition an 
analvsis of divergence. Under appropriate null hypotheses, the terms of the 
analysis of divergence were shown to have a limiting central chi-squared 
distribution, and to be asymptotically independent. For example, this allows a 
partitioning of the Pearson X statistic (i.e., A = 1) for testing a hierarchy of 
hypotheses, which is analogous to the familiar partitioning of the loglikelihood 
ratio statistic G . Another special case is the compromise value A = 2/3, for 
which there is evidence that it gives more accurate results in small samples. In 
addition, a memory-efCcient algorithm, based on the nonlinear Gauss-Seidel 
method, is available when the cell probabilities are assumed to be of loglinear 
form. This algorithm produces estimates of the loglinear model terms as well 
as estimates of the cell probabilities. 
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APPENDIX A 
In this section we derive expansion (3.9) of Section 3 under conditions 
slightly stronger than those of Theorem 3.1. The derivation will utilize the 
implicit-function theorem and is similar to that of Cox (1984). Throughout 
this section we retain the notation of Section 3. 
We will need the following implicit-function theorem, stated here for 
convenience. 
Theorem A.l (e.g., Apostol, 1979, p. 374): 
Let -» K® be continuously differentiable in an open set U ç 
T T 
Let x*e U for which F(x*) = 0, where x* = (x^, Xg )^, x^ E (R^ and Xg e 
R®. Suppose the s X s matrix of partial derivatives, SF/âxg, is nonsingular at 
X*. Then, there exists a t-dimensional neighborhood 2/Q of x^ in K* and a 
unique, continuous differentiable function g:Z^Q -» E® such that g(x^) = Xg and 
F(y,g(y)) = 0 for every y G 2/Q 
Define, 
0(tf,X/n;A) = I'^(X/n:f(0)). (A.l) 
Then, ^ E Bg is a stationary point of ^(^,X/n;A) if, 
{l/(A+l)}(5f(^)/5<?)'^D'^+l.D-(^+l)l, = 0, (A.2) 
"  "  "  X / n  f ( 0 )  
since 
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a^(g,X/ii;A)/ag = {-l/(A+l)}(5f(<?)/ô<?)'^D^+^-D"^'^+^)l, , (A.3) 
. . .  x / n  f ( ^ )  
k h 
where, if j e IR , Dj is the k x k diagonal matrix whose diagonal elements are 
the elements of j raised to the power h. 
Further, consider the generalization of (A.3) defined by, 
= {l/(A+l)}(a£(<l)/a«)TD^+'.D-<^+')l^, (A.4) 
f» tm *m tm  ^ — \U P f A \ Jk 
1, 
where u e IR ,. 
T* 
The following theorem extends the results of Cox (1984) to the 
power-divergence family. 
Theorem A.2: 
Assume X - Multj^(n,7r*) and that regularity conditions 1, 2, and 4 of 
Section 3 hold. Further, assume f has continuous second partial derivatives in 
an open neighborhood Ç Bg of 6*. Then, there exists a k-dimensional 
k * 
neighborhood ^ C IR^ containing TT and a unique continuously differentiable 
function 7:.^ -• K® such that ^('y(w;A),w;A) = 0 for all w E In addition, 
the function 7 also satisfies. 
7(0;;A) = 0* + (A^A) ^A^D Y^(W - TT*) + o(||W - 7r*||), (A.5) 
TT 
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as w -* TT*, where D is the k * k diagonal matrix whose diagonal elements 
- - / 
are TT* and A = dO). In particular, for = 7(X/n;A), 
TT 
= f + (A'^Ar^A'^D-y^(X/n - /) + o (n"^/^), (A.6) 
TT " ' 
as n -» m. 
Proof: 
Let be the interior of the unit k-dimensional cube containing and 
consider tp-J x -» K®, where $ given by (A.4) can be written as $(^,w;A) for 
0 Ç. if and uj e Notice, ^(tf*,7r*;A) = 0, and that (p is continuously 
differentiable on the open set / x Ç Now, 
d^_{0*,t*]X)ld0 = -A'^A, (A.7) 
where A = D~y^(5f(0*)/5<?). So, 5$'(<?*,7r*;A)/50 is of full rank s at 
TT 
T T 
(<?* ,7r* )^. Thus, applying Theorem A.l, there is a k-dimensional 
k * 
neighborhood ^ Ç IR^ containing TT and a unique, continuously differentiable 
function 7;^ -• K® such that 7(7r*;A) = 0* and ^(7(r;A),r;A) = 0 for all r 6 
Now, the first-order Taylor series of 7 with respect to w is given by, 
7(W;A) = 7(^*;A) + (Ô7(/;A)/5w)(a> - /) + o(||w - ^ *||), (A.8) 
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as w -» 7r*. Further, ^('y(w;A),w;A) = 0 on so the chain rule yields, 
[ôl'(7(7r*;A),7r*;A)/5fl][57(7r*;A)/5w] + ô4'(7(7r*;A),7r*;A)/ôw = 0. (A.9) 
Next, 
5^(7(/;A),/;A)/5_0 = -A'^A, (A.IO) 
and 
#(2(/;A),/;A)/aw = a'^D"^^. (A.ll) 
TT 
Thus, substituting (A.IO) and (A.ll) into (A.9), 
57(5*;A)/5a; = (A^A)"^A^D"y2 (A.ll) 
TT 
and (A.5) follows from (A.8). Finally, since X - Multj^(n,7r*), 
X/n = TT* + Op(n~^/^), as n -» 00, and, hence, (A.6) follows from (A.5). 
Remark: Regularity condition 4 of Section 3 and f having continuous second 
partial derivatives on Jf are essentially saying that f is locally smooth and 
one-to-one at 0*. 
I l l  
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ABSTRACT 
The usual method of hierarchically testing for homogeneity in the 
product-multinomial distribution uses maximum likelihood estimation and the 
9 
loglikelihood ratio statistic G . Inspired by the existence of explicit estimators, 
we extend these ideas to the power-divergence family of test statistics (Cressie 
and Read, 1984). This is a one-parameter family of goodness-of-fit statistics 
2 2 that includes the loglikelihood ratio statistic G , Pearson's X , the 
Freeman-Tukey statistic, the modified loglikelihood ratio statistic, and the 
Neyman-modified chi-isquared statistic. In addition, we show that under mild 
assumptions an analysis of divergence is possible with the power-divergence 
family. Finally, we demonstrate our techniques by presenting an analysis of 
divergence for real data. 
2 Keywords: Pearson's X , loglikelihood ratio statistic. 
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1. INTRODUCTION 
The search for similarities among independent groups of experimental units 
underlies many scientific investigations. Assume that the experimental units 
within each group are distributed among a set of categories according to a 
discrete probability distribution. For example, suppose there are r independent 
groups (or strata) and that each experimental unit in a group falls into one of 
c categories according to some discrete probability distribution. For instance, 
such assumptions are often appropriate when categorical data are collected at 
several locations. Our objective in this paper is to present statistical methods 
for determining which groups are homogeneous, i.e., have similar distributions of 
experimental units among the categories. 
Suppose that a random sample of experimental units of size n. is drawn 
from the probability distribution of the c categories in the i*^ group. Then, 
the number of experimental units belonging to each of the categories, divided 
by n., yields an estimate of the true probability distribution (i=l,...,r). 
To discover which, if any, subsets of the r groups exhibit homogeneity we 
proceed as follows. Assume the product-multinomial distribution provides an 
appropriate probability model for our sampling scheme. That is, assume that 
the r multinomial distributions of order c, corresponding to the r different 
groups, are independent. 
Assume there is homogeneity among the distributions corresponding to a 
specified subset of the r groups. For each group in the specified subset, we 
could obtain, via maximum likelihood, an estimate (under the homogeneity 
assumption) of the distribution. Finally, to test the fit of the estimated 
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distributions we could compare the appropriate loglikelihood ratio statistic to a 
chi-squared distribution with a suitable number of degrees of freedom. 
Cressie and Read (1984) have shown that the loglikelihood ratio statistic 
2 2 G , Pearson's chi-isquared statistic X , the Freeman-Tukey statistic, the 
modified loglikelihood ratio statistic, and the Neyman-modified chi-squared 
statistic are members of a one-parameter family of goodness-of-fit statistics 
called the power-divergence family. Predicated on the equivalence of 
maximizing likelihood and minimizing the loglikelihood ratio statistic for the 
Poisson, multinomial, and product-multinomial distributions, Cressie and Read 
(1984) consider estimation procedures based on minimizing members of the 
power-divergence family. In particular, for the product-multinomial. Read and 
Cressie (1988) give closed-form expressions for the estimators. Using such 
expressions, we show how to test hierarchically for homogeneity in the 
product-multinomial distribution. Further, we show that under mild 
assumptions the corresponding test statistics have limiting central chi-squared 
distributions and are asymptotically independent. 
In Section 2 we define and give properties of the power-divergence family. 
Section 3 will be devoted to developing hierarchical testing procedures for 
homogeneity in the product-multinomial distribution. Then, in Section 4 we 
give an example with real data to illustrate these ideas. Conclusions are given 
in Section 5. 
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2. THE POWER-DIVERGENCE FAMILY 
Define the positive orthant of k-dimensional Euclidean space as, 
= {z € : Zj > 0 i = l,...,k} , 
and the power-divergences (Read and Cressie, 1988, p. 93), 
\ k ^ 
21 (x:y) = (2/{A(A+l)}) E^{xj[(xj/yj) - 1] + A(y. - x.)}; -a,<A<i 
where x 6 0?^ , y e for A > 0, x e y e for A < 0, and 
IR^ = {z e : Zj > 0, i = l,...,k} is the closure of IR^. The cases A 
1 are defined by the limits A -4 0, A -» -1, respectively, yielding: 
n k 
21 (x:y) = 2 2 {xjlog(x./yj) + (y^ - x^)} , 
i=l 
and 
1 k 
21 (x:y) = 2 S {yjlog(y./xj) + (x. - y.)} , 
i=l 
where w'log(w) = 0, for w = 0. 
Next, define the (k-l)-dimensional simplex, 
( k k ) 
Aj^ = < 7GIR:S7J  =  1  a n d  7 .  >  0  f o r  i  =  l , . . . , k  >  
The power-divergences then become, 
\ k , 
21 (p:q) = (2/{A(A+l)}) E p|[(p./qj) - 1]; -m<A<m , 
i=l 
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where p e q e Aj^ for A > 0, p e q e Aj^ for A < 0, and 
— Ic ^ Aj^ = {7 e IR : S 7. = 1, 7j > 0, i = l,...,k} is the closure of A^. Cressie 
and Read (1984) call the set of divergences, {2I^(p:q) : -a)<A<m}, the power-
divergence family (with index A). 
Some properties of the power-divergence family (Cressie and Read, 1984, 
and Read and Cressie, 1988) include: 
2I'^(x:y) > 0, with equality if and only if x = y ; (2.7) 
2I'^(x:y) = 2r('^"^^)(y:x), for x, y e IR^ ; (2.8) 
2I'^(x:y) is strictly convex in both x and y ; (2.9) 
2I"^(x:y) is continuous in both x and y ; (2.10) 
2I'^(x:y) = S h'^(x.,y.) , (2.11) 
i=l ^ ^ 
where 
and 
h^(x.,y.) = (2/{A(A + l)}){x^[(x./y.)^ - 1] + A(y. - x.)} , (2.12) 
h'^(x.,yj) > 0 , (2.13) 
h'^(x.,yi) = 0, if and only if x. = y^ . (2.14) 
Property (2.7) indicates that the members of the power-divergence family 
resemble distance functions, while (2.8) shows that the symmetry property of a 
distance function holds only for the A = -1/2 member of the power-divergence 
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family. (In fact, the X = -1/2 member is the square of a distance function.) 
An additional property, which generalizes the recursivity and the strong 
nonadditivity properties (e.g.. Read and Cressie, 1988, p. Ill) and is especially 
useful when considering the product-multinomial distribution, is the following. 
Let {ej,...,ej^} represent the standard basis for R^, i.e., e. (i = l,...,k) is the 
i^^ column of the k * k identity matrix L . Further, define h. = E e., where 
^ jesri 
p 
C {l,...,k} for i = l,...,p < k, = 0 for i # i% and U J. = {l,...,k}. 
i = l  
Then, letting H = [hp...,hp], which is a k x p matrix, one obtains, 
= 2I^(A:HTy) + J^(hTx)^+l(hTy)-A2l^(x./hTx:yj/h'fy) , 
(2.15) 
T T 
where Xj = B. x, y. = B.y, and the columns of B. are those members of the 
standard basis indexed by «y.. Thus, B. is k x |«y.|, where |<5j| is the 
cardinality of «Î. (i=l,...,p). 
The one-parameter family of divergences given in (2.6) is now extended to 
a one-parameter family of test statistics. Let X be a k x i random vector 
k 
with nonnegative components where E X. = n, and n is fixed. Define, TT = 
i = l  ^  
E(X/n); then TT is a discrete probability distribution. The power-divergence 
family of test statistics is defined as. 
\ k , 
2nI'^(X/n:T) = (2/{A(A+l)}) S X.[(XynT.)'^ - 1]; -a,<A<oo , (2.16) 
i=l 
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where TT is an estimate of ir based on the data X. The family defined by 
(2.16) contains many of the most common goodness-of-fit statistics. Upon 
letting A = 1, 0, -1/2, -1, -2 we obtain, respectively, 
= E (X. - n7rj)V^i (Pearson's chi-squared) , 
= 2 S X.log(Xj/n7rj) (loglikelihood ratio) , 
= 4 S (xj/^ - (nTTj)^/^)^ 
i=l 
(Freeman-Tukey) , 
= 2 E^n7rjlog(n7rj/Xj) (modified loglikelihood ratio) , 
NM^ = E^(X. - n7rj)Vi (Neyman-modified chi-squared). 
An extension, particularly useful in the product-multinomial case, is 
obtained as follows. Define, 
X = 
^1 
X. 
(2.17) 
where, for i = l,...,r, Xj is a c x l random vector with nonnegative 
components, n- = I X., n. is fixed, and 1„ is a c * 1 vector of ones. Further, 
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define ttj = E(Xj/nj) for i = l,...,r, so that vr. is a discrete probability 
distribution for i = l,...,r. Then, by (2.15), we obtain the following equality 
between power-divergence test statistics: 
2l\X'.p,) = E 2nJ'^(X./n.:7r.) , (2.18) 
* 1  1  ' • 1 1  ^ 1  1 = 1 
where TTJ is an estimate of 7r. based on the data X for i = l,...,r, and 
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3. MINIMUM POWER-DIVERGENCE ESTIMATION 
AND HIERARCHICAL TESTING 
We now consider estimation procedures for the product-multinomial 
distribution. We shall apply these procedures to hierarchical testing for 
homogeneity among the independent multinomials comprising the product-
multinomial. 
Define, 
X = (3.1) 
to be a nonnegative rc x l random vector where the c * 1 random vectors X., 
i = l,...,r, are independent. Further, suppose X follows the r-dimensional 
product-multinomial of order c with parameters, 
n = 
and 
TT = 
ni 
n. 
TTi 
îr 
(3.2) 
(3.3) 
where n is r x l, and tt is rc x l. We denote, 
X - Multg(n,7r); 
observe that, 
Pr(X=x) = n Pr(X.=x.) , 
- - i=l 
(3.4) 
(3.5) 
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where, for each i = l,...,r, 
, (3 6) 
J—1 
c c 
X.. > 0 for j = 1 c, E X.. = n., > 0 for j = l,...,c, and E TT.. = 1. 
ij j=i y ^ y j=i 
Define the general null model for TT to be, 
HQ' ^ G IIQ ; (3.7) 
where !!„ C and 0 " c 
= { 7 e : 7 = (Jr "'7^)^' 7i ^ A^, i = l,...,r} . (3.8) 
2 Now, the method of maximum likelihood is equivalent to minimizing G 
(i.e., A = 0) over TT 6 Ilg (see Read and Cressie, 1988, or Bishop, Fienberg, 
and Holland, 1975, Chapters 13 and 14). That is, find ir such that 
G^(X:A) = 2I°(X:^) = inf 2I°(X:/i(7r)) , (3.9) 
T T T T T T 
where % = (tt^ ) , ^(j) = (n^T^ ,...,n^7r^ ) » A = ^(f)» and 
2I°(X:/i(7r)) = E 2n.I®(X./n.:7r.). 
m» ft •  -  \ » 1 1  1=1 
^(A) This leads to the natural generalization, namely, find ' such that, 
2I^(X:A(^)) = inf 2I'^(X:/z(7r)) ; -m<A<m , (3.10) 
Tren. 
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where )^, M = (n.)r.^,...,n T and 
•» f* i «* i. ** e» i JL X^X " m» ^ 
2ï\x:iJ,{ir)) = E 2n.I'^(X./n.:x.). 
- i""l •»X X -X 
Then (if it exists) is called the minimum power-divergence estimator 
(MPE) based on the data X. Such an estimator (if it exists) is unique by the 
strict convexity of I^. 
Now consider testing for homogeneity among subsets of the r groups. 
That is, consider hypotheses of the form: 
% îr„+l=-"=îrj=î''''-' ï'r^_i+l="'=î'r^=î''''' 
where e for i = < r, r^ = 0, and rj^ = r. That is, in (3.7), 
= { "• 6 : TT . = .. .=7r , j = l,...,k}. In (3.11) we have assumed, 
u — c — X j 2 J- "* j 
without loss of generality, that the subscripts are consecutive integers. Read 
and Cressie (1988) show that the MPE's of 7r^^^,...,7r^^^ are 
given by 
TT^ ' )= z (t;A)/ S z.(t;A) ; s = l,...,c, t = l,...,k, (3.12) 
s s j=l J 
r^ 
where Zg(t;A) = [ 2 '^i^^is/^i)^^^^^] ^ /('^'^^) ; s = l,...,c, t = l,...,k. 
l-i=rj_i+l 
The following theorem establishes the asymptotic behavior of the 
minimized power-divergence statistic under the model specified in (3.11). 
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Theorem 3.1: 
Suppose X - Mult^(n,7r) where TT satisfies the null hypothesis specified in 
r 
(3.11), i.e., TT E ITQ. Define n = S n^ and suppose, n./n •+ 7^, as n -» m, where 
0<7.<aD for i = l,...,r. Then, 
2I\X4») 2 (3.13) 
as n -» CD, where 
a 
Proof: See Appendix A. 
Next, consider a sequence of hypotheses HQ 2,...,HQ ^ of the form, 
i(l) i(k.) 
.: TT =...=7r =7R ,..., TT Z=...=7R =% (3.14) 
• " 'Vm' 
for i = l,...,m, where the number of groups of equalities satisfies 
1 < <• • •< < r, r^ . = 0, and rj^ j = r (i = l,...,m). Further, the 
groups of equalities in HQ J are formed from those in HQ by combining 
groups of equalities; hence, the sequence of hypotheses in (3.14) is hierarchical. 
Now, (3.14) is of the form. 
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®0,i' - ^ ^0,i ' 
where 
0»:= {t 6 AJ ; TT ="'=1? , j = l,...,kj; i = l,...,in, (3.16) 
^ "r +1 "r.. ^ 
H.i 
Next, define an analysis of divergence for the hierarchy of hypotheses 
given in (3.15) as, 
2I'^(X:^^('^)) = 2I'^(X:^^('^)) 
+ S {2I'^(X:^('^)) - 2I'^(X:^^(^))} , (3.17) 
j=2 
T T 
where )^ denotes the MPE (index A) of ir under . 
«V 1 •» } 
and = (n^5p)^,...,nj.jj('^)'^)'^. Thus, 2I'^(X:^('^)) - 2I'^(X:^^('^)) > 0, 
since IIq jC Hg j_^. 
The following theorem establishes the asymptotic distributional and independence 
properties of the terms in the analysis of divergence given in (3.17). 
Theorem 3.2: 
Assume X - Mult^(n,7r). Define 
CO, where 0<7.<(d for i = l,...,r. Let 
hierarchical hypotheses given in (3.17) 
Then, 
r 
n = S Uj, and suppose n^/n -» 7^ as n -» 
HQ P...,HQ ^ be the sequence of 
and assume HQ., is true, i.e., r 6 Hg 
2I^(X:j'(M) - 2l\x:'^W) I , (3.18) 
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as n OD, where 1 < j < i < i' and is the number of sets of equalities 
under HQ ^ (see (3.14)). Additionally, the differences 
A ioh) A A j»(A) . L(A) 
2r(X:A ^ ) - 2r(X:A ^ ) and 2r(X:A ^ ) - 2l\xr^ ^ ) are 
asymptotically independent central chi-squared random variables for 
1 < Jl < jg < il < ig < i'-
Proof: See Appendix A. 
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4. USING AN ANALYSIS OF DIVERGENCE FOR 
TESTING HOMOGENEITY 
Table 4.1 displays data obtained from fourteen independent studies 
assessing the association between smoking and lung cancer (see Dorn, 1954, or 
Gokhale and KuUback, 1978, p. 167). These studies were conducted in the 
United States and Northwestern Europe (i.e., England, Finland, Germany, and 
the Netherlands). The sample proportions for the fourteen studies are displayed 
in Table 4.2. 
We wish to determine which, if any, of the fourteen studies exhibit 
homogeneity. A common goal is to find a parsimonious aggregation, i.e., a 
small value for k in (3.11), of the independent multinomials. A general 
strategy is to start by testing for homogeneity among all the independent 
multinomials and then to separate them sequentially (in a hierarchical way). 
Consider the following sequence of hierarchical hypotheses: 
(4.1) 
where 
(4.2) 
and 
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^0,5 = ^ ^4^: Il hà-
Notice that IIQ gC • • • Cllg ^ Now, HQ G is the hypothesis of homogeneity among 
all studies, HQ ^ specifies homogeneity among the European studies and among 
the U. S. studies, Hq g specifies homogeneity within countries, and Hq g 
specifies homogeneity within countries for the European studies and homogeneity 
among the nationwide U. S. studies. Finally, homogeneity between two 
nationwide U. S. studies is specified by HQ 
An analysis of divergence for Hq j,...,Hq g is presented in Table 4.3. 
Assume that the ratios of the independent multinomial sample sizes to the total 
sample size have limiting values between 0 and 1, as the total sample size goes 
to infinity. Then, from Theorem 3.2, we know that under the more restrictive 
hypothesis HQ . the statistic corresponding to testing the model HQ . against the 
model HQ . in the analysis of divergence, has an asymptotic central 
chi-squared distribution with degrees of fireedom equal to the degrees of freedom 
for the model HQ J minus the degrees of freedom for the model HQ Notice 
in Table 4.3 that among A = -1/2, 0, 1/2, 2/3, and 1, the parameters A = 
2/3 and A = 1/2 produce intermediate values. 
Based on Table 4.3, we would reject HQ J in favor of HQ for i=5, 4, 3, 
and 2. That is, among HQ J^,...,HQ G the only viable candidate is HQ 
Observe that the minimized power-divergence statistics corresponding to HQ ^ 
(firom line five of Table 4.3) have values in the range 7.05 to 7.47. These 
values are less than 7.81, the approximate 95% critical value obtained from the 
%g-distribution. Thus, applying Theorem 3.1, we may conclude that the model 
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Table 4.1: Fourteen independent retrospective studies on the association 
between smoking and lung cancer. [Source: Gokhale and Kullback, 
1978, p. 167] 
Study 
Control Patients 
Non-Smokers Smokers 
Lung Cancer Patients 
Non-Smokers Smokers Total Country 
1 14 72 3 83 172 Germany 
2 43 227 3 90 363 Germany 
3 19 81 7 129 236 Nether. 
4 54 246 4 724 1028 Finland 
5 12 174 5 88 279 England 
6 61 1296 7 1350 2714 England 
7 114 666 8 597 1385 U. S. 
8 81 534 18 459 1092 U. S. 
9 27 106 3 60 196 U. S. 
10 131 299 32 412 874 U. S. 
11 636 1729 39 451 2855 U. S. 
12 28 259 5 260 552 U. S. 
13 125 397 12 70 604 U. S. 
14 56 462 19 499 1036 U. S. 
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Table 4.2: Sample proportions for the fourteen independent retrospective 
studies on the association between smoking and lung cancer in 
Table 4.1 
Control Patients Lung Cancer Patients 
Study Non-Smokers Smokers Non-Smokers Smokers 
1 0.081 0.419 0.017 0.482 
2 0.118 0.625 0.008 0.248 
3 0.081 0.343 0.029 0.547 
4 0.052 0.239 0.004 0.704 
5 0.043 0.624 0.018 0.315 
6 0.022 0.477 0.002 0.497 
7 0.082 0.481 0.006 0.431 
8 0.074 0.489 0.016 0.420 
9 0.138 0.541 0.015 0.306 
10 0.150 0.342 0.037 0.471 
11 0.223 0.606 0.014 0.158 
12 0.051 0.469 0.009 0.471 
13 0.207 0.657 0.020 0.116 
14 0.054 0.446 0.018 0.482 
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HQ TT 6 IIQ J adequately describes the data; i.e., U. S. nationwide studies 7 
and 8 have similar distributions of smokers and non-smokers with and without 
lung cancer. 
That hypotheses Hq g,...,HQ g were rejected may seem somewhat surprising 
since, in view of Table 4.2, many of the studies compared appear to give 
Table 4.3: Analysis of divergence for A = -1/2, 0, 1/2 ,2/3, 1 corresponding 
to the sequence of hypotheses specified in (4.1) and (4.2). The 
2 
value in the last column is the approximate 95% point from the x 
distribution based on the indicated degrees of freedom (df) 
A 
Source df -1/2 0 1/2 2/3 1 
^0,5 ^0,4 3 726.45 652.77 600.51 587.60 568.12 7.81 
®0,4 ^0,3 9 363.88 355.36 349.77 348.43 346.49 16.9 
^0,3 ®0,2 15 1169.15 1111.61 1061.21 1046.22 1019.10 25.0 
®0,2 ^0,1 9 86.10 87.55 89.32 89.89 90.92 16.9 
21^ for H„ J 3 7.47 7.45 7.31 7.23 7.05 7.81 
Total 39 2353.05 2214.74 2108.12 2079.37 2031.68 
135 
similar proportions of subjects in the four categories. But, with sample sizes 
Q 
{n.} often of the order of 10 , slight differences in proportions become 
important (in relation to the standard deviation of their differences). 
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5. CONCLUSION 
We have developed a hierarchical method for testing homogeneity of 
probabilities within the product-multinomial distribution. The concept of an 
analysis of divergence and its use in testing a sequence of hierarchical 
homogeneity hypotheses were outlined. Further, under mild conditions, the 
terms in the analysis of divergence were shown to have independent limiting 
chi-squared distributions. 
The example of Section 4 illustrated our methods. Cressie and Read 
(1984), and Read and Cressie (1988) recommend A = 2/3 based on power 
calculations, comparisons of exact versus nominal levels for various 
hypothesis-testing situations, and the rate of convergence of moment 
approximations. Further, Bedrick (1987) recommends A E (2/3,5/4) based on 
the small-sample coverage properties of confidence intervals for the ratio of two 
binomial proportions. In addition, Rudas (1986) compares A = 0, A = 2/3, 
and A = 1. Either A = 2/3 or A = 1 is recommended based on small-sample 
comparisons for loglinear models fit to two- and three-dimensional contingency 
tables using maximum likelihood. Moreover, Hosmane (1987) recommends A = 
2/3 or A = 1, with A = 1 having a slight edge, based on small-sample 
comparisons of loglinear models fit to three-dimensional contingency tables using 
maximum likelihood. However, closer scrutiny of Hosmane's table IV reveals 
that the power-divergence statistic with A = 2/3 is as efficient or more 
efficient than Pearson's X (A = 1) 40 out of 48 times when a = 0.05,and 34 
out of 48 times when a = 0.01 (Read and Cressie, 1988, p. 79). That is, 
A = 2/3 has a slight edge over A = 1. Finally, Medak and Cressie (1991a) 
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recommend A = 2/3 or A = 1/2 based on nominal versus exact levels of 
confidence regions under the trinomial distribution, the rate at which the exact 
levels approach the nominal levels for the confidence regions, and the area of 
the confidence regions. Thus, we prefer to use the analysis of divergence 
corresponding to A = 2/3 or A = 1/2, rather than that associated with G 
(i.e., A = 0) or (i.e., A = 1). 
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APPENDIX A 
In this section, the proofs of Theorems 3.1 and 3.2 of Section 3 are given. 
In order to facilitate these proofs we introduce some useful notation. 
First, notice that Hg in (3.12) partitions I = {l,...,r} into k sets 
i.e., 
(A.l) 
where I. n I.=0 for i#j, U I~I, 1 < k < r, r^ = 0, and r, = r. Without 
1 J j=i J " ^ 
loss of generality, (A.l) denotes the members of I- (i = l,...,k) as consecutive 
integers. 
Now, define 
= S : j = 
-J t  - t  
and 
^. = S e. , j — l,...,k, 
•J telj"^ 
(A.2) 
(A.3) 
where {ej,...,ej.} is the standard basis for Then, 
-J 
if i=j 
0, if if j 
and 
(A.4) 
139 
D I D I = 
ti 
if i=j 
0, if i#j, 
(A.5) 
where is the r « r diagonal matrix whose diagonal elements are given by 
X 6 
Further, define the r x r matrix Pj as, 
Pj - ' j ~ l,...,k. 
Then, for j = l,...,k, P. satisfies, 
i = Pj ' 
PjPj/ = 0, if 
and 
P j ,  i f  j = j '  
0, if j#j' 
(A.6) 
(A.7) 
(A.8) 
(A.9) 
(A.IO) 
Recall, any matrix Pj satisfying (A.7) and (A.8) is a projection matrix. Now, 
as n -» 00, 
( ^ j^ j )  ;  j  =  . ,k ,  
where Pi = ^ (%/ S 7„)^^^e,. Hence, as n -* m, 
-J tcr. ^ but.^ 
(A.ll) 
tG/j S6/j 
Pj ^j^j = Pj ; j = (A.12) 
Note, Pj, j = l,...,k, satisfies (A.7) through (A.IO). 
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Proof of Theorem 3.1: 
Denote the true value of TT e IIQ by, 
fd)'' (A.13) 
where A^, for i = l,...,k. Then, under HQ, the first-order Taylor series 
expansion of the MPE is, 
® H]w^ + 0p(l/n); i = l,..,k, (A.14) 
where ® denotes the Kronecker (or tensor) product, H is the c * c matrix 
H = 
Ic-1 9 
-il-i » 
(A.15) 
is the (c-1) % (c-1) identity matrix, is a (c-1) * 1 vector of ones, 
and 
n;/2(Xi/ni - 5<1)) 
% = (A.16) 
Under HQ, as n -» OD. 
(A.17) 
k T 
where S = S [D . ® {D ÎR^J^TR^J) }]. 
j=l TfU) " -
Now, by Lemma 2.1 of Medak and Cressie (1991b) and (A.14), 
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= S S 2n.l\x./n.:7r(-'!'^)) + ojl) 
j = l  i 6 / j  1 - 1 1 -  P  
= ïnLf - Pj> ® + Optl) 
where 
Thus, as n -+ œ, 
2l\x:P) t - X(r_k)(c_l)' (^.18) 
where Q = E ({D , - Pt} ® D"/.\), Pt is given by (A.12), and w is given by j=l rj J J 
(A.17). Since QSQSQ = QSQ and trace(QE) = (r-k)(c-l), (A.18) follows from 
standard results on quadratic forms (e.g., Searle, 1971, p. 69). 
Proof of Theorem 3.2: 
Without loss of generality, consider 
2I^(X:A^(^)) - 2I'^(X:A^('^)) , (A.19) 
where 
E in f  2I '*(X: / / ( j - ) )  ;  i  =  1,2 ,  (A.20)  
" ' ' 
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(A.21) 
^0,1 Hr G : 5r._j+l="*=?"rj' ' = X q = 0, Tj^ = r}, (A.22) 
^0,2 - {f G : ?1=-••=?!>' (A 23) 
and 
ji(^) H 
and 
^2(A) , („^^(liA)T „^j2(1;A)T)T (A.24) 
In addition, denote the partitions of I induced by HQ ^ and HQ G, 
respectively, as 
= {ijl),..,^!)}, 
and (A.25) 
7)(2) = {j(2)j^ 
where = I. 
Now, suppose Hg g is true and denote the true value of TT G Hg g by 
(A.26) 
where e A^. Then, the first-order Taylor series expansions of the MPE's 
^l(i:A)^ i = l,...,k, and are given, respectively, by. 
jl(i;A) _ j(2) + [{(5s!l)%p))-V2^p)'^} « + Op(l/n); i = 1 k, 
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and 
^2(1;A) ^ ^(2) ^ @ H]w^ + o (1/n), (A.27) 
where i = l,...,k, and are defined analogously to (A.2) and (A.3), H 
is given by (A.15), and 
• n|/2(Xj/ni - #)) 
?n 3 
Under HQ G, as n M, 
!?n ' ? -
(A.28) 
(A.29) 
where E = [ E (D /,% ® {D /„x- })] and is defined analogously 
j=l (i)V' 
~ J 
to (A.3), for j = l,...,k. 
Then, under HQ G, 
2I'^(X:J^2(A)^ _ 2I'^(X:^^('^)) 
S 2n.l\x./n.:^2(l;A)) _ g g , .2n.lXX./n.:^'Ui/\;) + o (1) 
iel ^ j=l iElW 1-11- p 
IfY.  / .  
= ® D.[2)]y„ + Op(l). 
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where p(^), i = and are defined analogously to (A.6). Hence, as 
n -• CD, 
- 2l\X'.p}'^^^) t w'^Qw - ^ , (A.30) 
- - -- - - (k-l)(c-l) 
where 
Q E { I pW* - Pp)*} « DjL, (A.31) 
j=l •' IT ' 
p(l) , i = l,...,k, and P^^ are defined analogously to (A.12). The 
distributional result in (A.29) is a consequence of QSQSQ = QSQ, trace(Q51) = 
(k-l)(c-l), and standard results on quadratic forms (e.g., Searle, 1971, p. 69). 
Now, to prove the second part of Theorem 3.2. Suppose, Eg i' > 1, 
is true. Let, 
. t = 1, 2, (A.32) 
4 
and 
Of)  ( i f )  ( i t )  
? ^ = {^1 } ; t = 1, 2, (A.33) 
't 
be the partitions of I induced by 1 < < jg < i^ < ig <i'; so, 
k. > k. > k. > k. . From the hierarchical restriction imposed on (3.15), we 
Jl J2 " ^1 ^2 
have, for 1 < s < t <m, 
j( ) = U ^ i Q = (A.34) 
de^(s>t) 
and 
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p( t )  =  s  
— l,...,k. (A.35) 
where is the set of indices d such that 
Thus, as n -• DO, 
and 
where 
t w'^QgW, 
j 2 ( j )* (j )* 
-  " j '  ) '  
d6f. ^ ^ Fj 
-^1 
(A.36) 
(A.37) 
(A.38) 
and 
(ia)' Jh)' 
(îl'(i)^ 
denotes the true value of TT E Hg ^. Further, 
(A.39) 
(A.40) 
nJ/2(Xi/„i - ?(!')) 
n;/2(x^/n; - î^i;)) 
D 
w - N^C(0,2), (A.41) 
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^ i / _ ip 
as n-t 00, where SE S [D @ {D (j) }]. 
j=l <PY / TT^ - -
-J 
T T Since EQ^^EQgS = 0, a; Q^w and u QgW are independent chi-squared random 
variables by standard results on quadratic forms (e.g., Searle, 1971, p.71). 
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GENERAL SUMMARY 
This dissertation addresses certain aspects of the power-divergence family 
of goodness-of-fit statistics. 
In Part I, a means of displaying confidence regions, based on the 
trinomial distribution, was explored for the power-divergence family. It was 
shown that the size and the shape of the confidence region underwent a 
metamorphosis, as A went from -m to +OD, and that this is a smooth process. 
Two additional features of these confidence regions are that, for fixed n, they 
decrease toward a point at as |A| -* m, and that they are convex for every A. 
While the cases A = 0 (loglikelihood ratio) and A = 1 (Pearson's X ) have 
been the most widely studied and used, we have found that other members of 
the family, namely A = 2/3 and A = 1/2, do better with regard to 
confidence-level approximation and area of confidence region. One should note, 
however, that the choices A = 0 and A = 1 still have the advantages of 
familiarity, and A = 1 gives boundaries that are easier to compute (c.f. Watson 
and Nguyen, 1985). Moreover, neither is always inferior to A = 1/2 or A = 
2/3. Nevertheless, the recommendations of Cressie and Read (1984), Rudas 
(1986), Bedrick (1987), and Read and Cressie (1988), that A = 2/3 (and A = 
1/2) yield an improvement in small samples, is reinforced by this study. 
In Part II, the extension of estimation techniques, indigenous to the 
likelihood ratio statistic (i.e., A = 0), to other members of the power-divergence 
family (Cressie and Read, 1984) were explored. The notion of minimizing the 
power-divergence statistics, to obtain BAN parameter estimators, has been 
outlined. Further, a method of testing a hierarchy of hypotheses, using a 
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decomposition based on minimized power-divergence statistics, was given. We 
called such a decomposition an Analysis of Divergence. Under appropriate null 
hypotheses, the terms of the Analysis of Divergence were shown to have a 
limiting chi-squared distribution, and to be asymptotically independent. For 
2 
example, this allows a partitioning of the Pearson X statistics (i.e., A = 1) 
2 
analogous to the familiar partitioning of the loglikelihood ratio statistic G . 
Another special case is the compromise value A = 2/3, for which there is 
evidence of more accurate results in small samples. In addition, a 
memory-efficient algorithm, based on the nonlinear Gauss-Seidel method, was 
developed for the case where the cell probabilities are of loglinear form. This 
algorithm produces estimates of the loglinear model terms as well as estimates 
of the cell probabilities, and is in the same spirit as iterative proportional 
fitting (e.g., Meyer and Fienberg, 1983). 
In Part III, a hierarchical method for testing homogeneity among the 
independent multinomials comprising a product-multinomial was developed. The 
concept of an Analysis of Divergence and its use in testing a sequence of 
hierarchical homogeneity hypotheses were outlined. Further, under mild 
assumptions and appropriate null hypotheses, the terms of the Analysis of 
Divergence were shown to have a limiting chi-squared distribution, and to be 
asymptotically independent. 
In addition, the examples in Parts II and III not only illustrated our 
methods, but produced further evidence that the values of the statistics 
corresponding to A = 2/3 and A = 1/2 offer an improvement over the 
2 2 
commonly used statistics G (i.e., A = 0) and X (i.e., A = 1). 
In summary, the power-divergence family has facilitated a unified 
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treatment of the theoretical aspects of goodness-of-fit statistics for discrete 
multivariate data. Further, this family has inspired inquiries into the whether 
the commonly used goodness-of-fit statistics provide the most reliable means of 
assessing goodness-of-fit in small-sample situations. Given the extensions to 
hierarchical testing described in this dissertation, there remains little 
justification for excluding consideration of minimum power-divergence estimation 
techniques in favor of maximum likelihood estimation. 
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