A certain critical density property for invariant Harnack inequalities
  in H-type groups by Tralli, Giulio
ar
X
iv
:1
30
2.
49
99
v1
  [
ma
th.
AP
]  
20
 Fe
b 2
01
3
A certain critical density property
for invariant Harnack inequalities in H-type groups
Giulio Tralli
Abstract
We consider second order linear degenerate-elliptic operators which are ellip-
tic with respect to horizontal directions generating a stratified algebra of H-type.
Extending a result in [11] for the Heisenberg group, we prove a critical density esti-
mate by assuming a condition of Cordes-Landis type. We then deduce an invariant
Harnack inequality for the non-negative solutions from a result in [8].
1. Introduction
The Lie algebras of type H were introduced by Kaplan in [12]. Arising from
the so-called compositions of quadratic forms, they are a class of step two Carnot
algebras generalizing the Heisenberg-Weyl algebra. We consider an homogeneous
Lie group G whose algebra is of H-type. In this setting, we fix a basis X1, . . . , Xm
for the horizontal layer such that it is orthonormal with respect to a peculiar inner
product. If Ω ⊆ G is an open set, the operators we are going to deal with have the
following non-divergence form
(1.1) LA =
m∑
i,j=1
aij(x)XiXj for x ∈ Ω.
The matrixA(x) = (aij(x))
m
i,j=1 is supposed to be symmetric and uniformly positive
definite in Ω. This means there exist 0 < λ ≤ Λ such that, for any x, we have
λ ‖ξ‖
2
≤ 〈A(x)ξ, ξ〉 ≤ Λ ‖ξ‖
2
for every ξ ∈ RN . We denote byMm(λ,Λ) the set of the m×m symmetric matrices
satisfying these bounds. We assume that the coefficients aij are smooth functions,
but the estimates we establish are independent of their regularity. The aim of
this paper is to prove an invariant Harnack inequality for such degenerate elliptic
operators by assuming a Cordes-type condition as
(1.2) sup
x∈Ω
(
Tr(A(x)) + (Q+ 2−m)max‖ξ‖=1 〈A(x)ξ, ξ〉
min‖ξ‖=1 〈A(x)ξ, ξ〉
)
< Q+ 4
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where Q is the homogeneous dimension of the group. This condition implies the
existence of a positive number δ (less than 2) such that
(1.3) Tr(A(x))+(Q+2−m) max
‖ξ‖=1
〈A(x)ξ, ξ〉 ≤ (Q+4−δ) min
‖ξ‖=1
〈A(x)ξ, ξ〉 ∀x ∈ Ω.
The constants appearing in the Harnack inequality for LA will depend on A just
through the constants λ,Λ, δ and the structure of G. We would like to stress that
the assumption
Λ
λ
<
Q+ 3
Q+ 1
implies the previous condition with δ = (Q+1)
(
Q+3
Q+1 −
Λ
λ
)
for any A ∈Mm(λ,Λ).
Cordes-type estimates in subelliptic settings for operators in non-divergence form
are already present in the literature. They have been considered for the problem
of interior regularity of p-harmonic functions in the Heisenberg group in [9] and
in the Grusˇin plane in [7]. The original Cordes condition is different from (1.2).
Actually, ours is closer in the aspect and in the purposes to the one used by Landis
in [14] (see also [15], Chapter 1, Section 7). That is why we will refer to (1.3) as
the δ-Landis condition.
In order to get the Harnack inequality, we exploit the axiomatic procedure
developed by Di Fazio, Gutie´rrez and Lanconelli in [8]. The key tools are the
critical density and the double-ball property. These properties, hidden in [13],
arose from the techniques in [4] for uniformly elliptic fully non-linear equations.
These notions were then developed for the linearized Monge-Ampe`re equation in
[5], where Caffarelli and Gutie´rrez proved an invariant Harnack inequality on some
suitable sets. For an exhaustive study of these facts, we refer the reader to [10].
The approach in [8] can be applied in very general settings and in particular in the
setting of homogeneous Carnot groups. As a matter of fact, it has been exploited
in [11] in the Heisenberg group H. For operators as in (1.1) where the Xj ’s are
the usual generators of H, Gutie´rrez and Tournier proved the double ball property
and, assuming that the matrix A has eigenvalues sufficiently close to 1, the critical
density. In [16] we have already investigated the notion of the double ball property
and we have proved that it holds true in any Carnot group of step two: in particular,
this can be applied in H-type groups.
To prove the critical density in our settings, we follow the main points of the
arguments introduced by Gutie´rrez and Tournier. The key point is the existence
of a specific barrier function for LA. Our proof of this fact is different from the
one in [11] and it relies more on the structural properties of the Carnot groups
in general and of the H-type algebras in particular. Denoting by BR(x0) some
particular homogeneous balls of radius R centered at x0 we will define, our main
result is thus the following invariant Harnack inequality.
Theorem 1.1. Suppose 0 < λ ≤ Λ and 0 < δ ≤ 2. There exist constants C and
η depending just on Λ, λ, δ and the structure of G such that, for any A ∈Mm(λ,Λ)
satisfying the δ-Landis condition, if we have a function u with
u ≥ 0 and LAu = 0 in BηR(x0) ⊂ Ω,
then it has to be
sup
BR(x0)
u ≤ C inf
BR(x0)
u.
A CERTAIN CRITICAL DENSITY PROPERTY 3
Once more we stress that, if we suppose Λ
λ
< Q+3
Q+1 , we have an invariant Harnack
inequality which is uniform in the class of A ∈Mm(λ,Λ).
This paper is organized as follows. In Section 2, we first give the main defini-
tions we are going to exploit. Then, we state the theorem about the critical density
and we show how Theorem 1.1 can be deduced from it. In Section 3, we prove the
critical density estimate. In Section 4, we will show some explicit examples and the
importance of certain assumptions.
Acknowledgments We do wish to thank Ermanno Lanconelli and Cristian
Gutie´rrez for the advices and the discussions about the topic.
2. Definitions and preliminaries
Di Fazio, Gutie´rrez and Lanconelli presented their axiomatic approach in the
abstract setting of doubling quasi metric Ho¨lder space (see [8], Definition 2.2-2.3).
Before fixing the specific setting we deal with, we would like to state the critical
density property in its abstract form. Following the notations in [8], we fix an Ho¨lder
continuous quasi-distance d and a positive measure µ on a σ-algebra containing
the d-balls. We denote by KΩ a family of µ-measurable functions with domain
contained in an open set Ω. If u ∈ KΩ and its domain contains a set V ⊂ Ω, we
write u ∈ KΩ(V ).
Definition 2.1. We say that KΩ satisfies the critical density property if there
exist 0 < ε < 1 and c > 0 such that, for every B2R(x0) ⊂ Ω and for every
u ∈ KΩ(B2R(x0)) with
µ({x ∈ BR(x0) : u(x) ≥ 1}) ≥ εµ(BR(x0)),
we have
inf
BR
2
(x0)
u ≥ c.
The homogeneous Lie groups are a remarkable example of doubling quasi met-
ric Ho¨lder space ([8], Remark 2.5). We can indeed fix as µ the Lebesgue measure,
denoted simply by |·| in what follows, which is the left and right-invariant Haar mea-
sure in such groups (see e.g. [3], Proposition 1.3.21). Moreover, we can choose an
homogeneous symmetric norm (see [3], Definition 5.1.1) inducing a quasi-distance
d. For the procedure we want to exploit, they are needed also a ring condition
([8], Definition 2.6) and a reverse doubling condition: these properties are easily
satisfied in the homogenous Lie groups. That is why it is worthwhile to investigate
the critical density and the double ball property in such settings.
We now consider an homogenous Lie group G = (RN , ◦, δλ). We suppose that
its Lie algebra g is of type H. Let us give the definition.
Definition 2.2. An H-type algebra is a finite-dimensional real Lie algebra
(g, [·, ·]) which can be endowed with an inner product 〈·, ·〉 such that
[z⊥, z⊥] = z,
where z is the center of g. Moreover, for any fixed z ∈ z, the map Jz : z
⊥ −→ z⊥
defined by
〈Jz(v), w〉 = 〈z, [v, w]〉 ∀w ∈ z
⊥
is an orthogonal map whenever 〈z, z〉 = 1. We say that a simply connected Lie
group is an H-type group if its Lie algebra is an H-type algebra.
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The H-type groups are particular Carnot groups of step two: a stratification is
just given by
g = z⊥ ⊕ z.
We are going to denote b = z⊥ and ‖q‖ = 〈q, q〉 for q ∈ g. Moreover, we put m =
dim(b) and n = dim(z). The associated homogeneity in the Lie group is thus given
by the dilations δλ((x(1), x(2))) = (λx(1), λ
2x(2)) (for (x(1), x(2)) ∈ R
N = Rm ×Rn)
and the homogeneous dimension is equal to Q := m+ 2n.
We now fix an orthonormal (with respect to 〈·, ·〉) basis X1, . . . , Xm for b and an
orthonormal basis Z1, . . . , Zn for z. Then X1, . . . , Xm, Z1, . . . , Zn is an orthonormal
basis for g and we have
v + z =
m∑
j=1
〈v,Xj〉Xj +
n∑
k=1
〈z, Zk〉Zk ∀ v ∈ b, ∀ z ∈ z.
For any z ∈ z, the map Jz satisfies, among the others, the following properties
(2.1) 〈Jz(v), v〉 = 0 and ‖Jz(v)‖ = ‖z‖ ‖v‖ ∀ v ∈ b
which we will use in the following Section. A proof of these facts and other nice
properties of H-type groups can also be found in [6] (Section 6) and in [3] (Chapter
18).
Example 2.3. As it is well-known, the Heisenberg-Weyl group is a particular
H-type group. If (x1, . . . , x2k, z) ∈ R
2k+1 and the vector fields
Xj = ∂xj −
xj+k
2
∂z, Xj+k = ∂xj+k +
xj
2
∂z (for j ∈ {1, . . . , k}), Z = Z1 = ∂z
are the usual generators of the Lie algebra, the standard inner product induced by the
basis {X1, . . . , X2k, Z} is the one needed for satisfying Definition 2.2. Furthermore,
in this case the map J(·) is given by
JcZ

 2k∑
j=1
ajXj

 = c k∑
j=1
(−aj+kXj + ajXj+k).
Following Kaplan’s notations, we define the functions v : G −→ b and z : G −→
z by the following relation
x = Exp(v(x) + z(x)), for x ∈ G,
where Exp denotes the exponential map. We remind that in this situation Exp is a
globally defined diffeomorphism with inverse denoted by Log. Thus, for any x ∈ G
we have
v(x) :=
m∑
j=1
〈Log(x), Xj〉Xj, and z(x) :=
m∑
k=1
〈Log(x), Zk〉Zk.
The approach we want to use requires the choice of an homogeneous symmetric
norm in order to define a quasi distance d and the d-balls. In the H-type groups
there are some preferable choices. As a matter of fact, let us consider the function
ϕ(x) = (‖v(x)‖
4
+ 16 ‖z(x)‖
2
)
2−Q
4 .
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Kaplan proved ([12], Theorem 2) that there exists a positive constant k such that
kϕ is the fundamental solution at the origin of the sub-Laplacian ∆G =
∑m
j=1X
2
j .
Thus, let us choose as homogeneous symmetric norm the function
d(x) :=
{
(ϕ(x))
1
2−Q if x 6= 0
0 if x = 0
,
which is a ∆G-gauge (see [3], Definition 5.4.1 and Proposition 5.4.2). Danielli,
Garofalo and Nhieu proved in [6] (Theorem 6.8) that d has also the remarkable
property to be horizontally-convex. A direct proof of the fact that d is an homo-
geneous symmetric norm can be found in [3] (Remark 18.3.2). The quasi-distance
is then given by d(ξ, x) := d(x−1 ◦ ξ), for any ξ, x ∈ G, and the d-ball of radius R
centered at x0 is
BR(x0) = x0 ◦BR(0) = x0 ◦ {x ∈ G : ‖v(x)‖
4
+ 16 ‖z(x)‖
2
< R4}.
These balls have a great importance in the analysis of the sub-Laplacian and more
in general in the geometry of G. As a matter of fact, it is very well-known that a
mean-value representation formula holds true on such balls (see e.g. [3], Theorem
5.5.4). Since we are going to use in the next Section the kernel ψ0 of the surface
mean-value formula at the origin, for the reader convenience we remind that
(2.2) ψ0(ξ) =
‖∇Xd(ξ)‖
2
‖∇d(ξ)‖
and
β
RQ−1
∫
∂BR(0)
ψ0(ξ) dσ(ξ) = 1
for some positive constant β. Here we have denoted by dσ the N − 1-dimensional
Hausdorff measure, by ∇d the gradient of the function d and by ∇Xd its horizontal
gradient that is ∇Xd(ξ) = (X1d(ξ), . . . , Xmd(ξ)) (with an abuse of notations ‖·‖ is
even the euclidean norm in Rm and in RN ).
We will prove a critical density estimate in G for horizontally elliptic operators
as in (1.1). To this aim, we have to say which is the set of Lebesgue measurable
functions satisfying Definition 2.1. Keeping in mind the case of uniformly elliptic
operators (see [10], Theorem 2.1.1) and the work by Gutie´rrez and Tournier, if
A ∈Mm(λ,Λ) for some 0 < λ ≤ Λ we put
(2.3) KAΩ := {u ∈ C
2(V,R) : V ⊂ Ω, u ≥ 0 and LAu ≤ 0 in V }.
We stress that KAΩ is closed under multiplications by positive constants as it is
required in [8] (for example in Theorem 4.7). In the next Section we are going to
prove the following theorem.
Theorem 2.4. For every 0 < λ ≤ Λ and 0 < δ ≤ 2, the family KAΩ satisfies
the critical density property with respect to Definition 2.1 for any A ∈ Mm(λ,Λ)
satisfying the δ-Landis condition. The constants ε and c depend on A only through
the constants λ,Λ, δ.
Once we have proved this theorem, the proof of Theorem 1.1 follows straight-
forwardly from the results in [8] and in [16].
Proof of Theorem 1.1. In the doubling quasi metric Ho¨lder space (G, d, |·|)
the reverse doubling condition and the ring condition are satisfied. Moreover, if
A ∈Mm(λ,Λ) for some 0 < λ ≤ Λ, the family K
A
Ω satisfies the double ball property
by the result in [16]. If in addition A satisfies the condition (1.3) for some positive
δ, the previous theorem tells us that also the critical density is satisfied by KAΩ .
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By the results in [8] (Theorem 4.7, set of conditions (A), and Theorem 5.1), the
functions belonging to the following subset of KAΩ
{u ∈ C2(V,R) : V ⊂ Ω, u ≥ 0 and LAu = 0 in V }
satisfy the invariant Harnack inequality. Since the constants appearing in the crit-
ical density and in the double ball property depend on A only through λ,Λ and δ,
even the constants C and η in the Harnack inequality depend just on λ,Λ, δ and the
setting G. In particular, they are independent of the regularity of the coefficients
of the matrix A. 
3. The main Lemma
In order to prove Theorem 2.4, we follow the steps of the proof adopted in
[11]. The crucial point is the existence of a very specific barrier function. To show
this fact, let us compute explicitly the horizontal gradient ∇Xd and the horizontal
Hessian matrix (XiXjd)
m
i,j=1. We put φ = d
4, which is a smooth function in the
whole G. If we define for any fixed x ∈ G the functions
φj(t) = φ(x ◦ Exp(tXj)) and φi,j(s, t) = φ(x ◦ Exp(sXi) ◦ Exp(tXj))
for s, t ∈ R and i, j ∈ {1, . . . ,m}, by definition we have
Xjφ(x) = φ
′
j(0) and XiXjφ(x) =
∂2
∂s∂t
φi,j(0, 0).
We remind that the Campbell-Hausdorff formula for step two Lie algebras state
that
Exp(A) ◦ Exp(B) = Exp
(
A+B +
1
2
[A,B]
)
∀A,B ∈ g.
Thus, since z(x) ∈ z, we get
Exp
(
v(x ◦ Exp(sXi) ◦ Exp(tXj)) + z(x ◦ Exp(sXi) ◦ Exp(tXj))
)
=
= x ◦ Exp(sXi) ◦ Exp(tXj) =
= Exp(v(x) + z(x)) ◦ Exp
(
sXi + tXj +
st
2
[Xi, Xj ]
)
=
= Exp
(
v(x) + z(x) + sXi + tXj +
st
2
[Xi, Xj] +
s
2
[v(x), Xi] +
t
2
[v(x), Xj ]
)
.
Since v(x) + sXi + tXj ∈ b and z(x) +
st
2 [Xi, Xj ] +
s
2 [v(x), Xi] +
t
2 [v(x), Xj ] ∈ z,
we deduce
v(x ◦ Exp(sXi) ◦ Exp(tXj)) = v(x) + sXi + tXj and
z(x ◦ Exp(sXi) ◦ Exp(tXj)) = z(x) +
st
2
[Xi, Xj] +
s
2
[v(x), Xi] +
t
2
[v(x), Xj ].
For s = 0, this gives also
v(x ◦ Exp(tXj)) = v(x) + tXj and z(x ◦ Exp(tXj)) = z(x) +
t
2
[v(x), Xj ].
Now we have an explicit expression for φj(t) and φi,j(s, t). Straightforward calcu-
lations show that
Xjφ(x) = 4
〈
‖v(x)‖
2
v(x) + 4Jz(x)(v(x)), Xj
〉
and
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XiXjφ(x) = 4 ‖v(x)‖
2
δij + 8 〈v(x), Xi〉 〈v(x), Xj〉+ 16 〈z(x), [Xi, Xj ]〉+
+ 8
n∑
k=1
〈JZk(v(x)), Xi〉 〈JZk(v(x)), Xj〉 .(3.1)
By the first equality and the first property in (2.1), we get the relation ‖∇Xφ(x)‖
2
=
16 ‖v(x)‖
2
φ(x), which implies
(3.2) ‖∇Xd(x)‖
2
=
‖v(x)‖
2
d2(x)
.
The last relation had already been proved in [6] (Lemma 6.3). On the other hand,
for i, j ∈ {1, . . . ,m} we get
XiXjd(x) = −
3
d(x)
Xid(x)Xjd(x) +
1
4d3(x)
XiXjφ(x) =
=
‖∇Xd(x)‖
2
δij − 3Xid(x)Xjd(x)
d(x)
+
2
d3(x)
(
〈v(x), Xi〉 〈v(x), Xj〉+
+ 2 〈z(x), [Xi, Xj ]〉+
n∑
k=1
〈JZk(v(x)), Xi〉 〈JZk(v(x)), Xj〉
)
.
If A ∈Mm(λ,Λ), since the matrix (〈z(x), [Xi, Xj ]〉)
m
i,j=1 is skew-symmetric and the
product of a symmetric matrix with a skew-symmetric one has zero trace, we have
LAd(x) =
1
d(x)
〈(Tr(A(x))Im − 3A(x))∇Xd(x),∇Xd(x)〉 +
+
2
d3(x)
(
〈A(x)V (x), V (x)〉 +
n∑
k=1
〈A(x)JkV (x), JkV (x)〉
)
,(3.3)
where we have denoted the vectors of Rm (〈v(x), Xj〉)
m
j=1 and (〈JZk(v(x)), Xj〉)
m
j=1
respectively by V (x) an JkV (x). We are now ready to prove our main Lemma,
which is the counterpart of Lemma 3.1 in [11]. This is also the only part where the
Cordes-Landis condition is needed.
Lemma 3.1. Fix 0 < λ ≤ Λ. For any fixed 0 < δ ≤ 2, put α = Q− δ. For any
open set O such that O ⊆ B1(0), we consider the function
h(x) = −
1
α
∫
O
(
d(x−1 ◦ ξ)
)−α
dξ.
For ε > 0, let ηε ∈ C
∞([0,+∞)) such that 0 ≤ ηε ≤ 1, ηε(ρ) = 0 for 0 ≤ ρ < ε and
ηε(ρ) = 1 for ρ ≥ 2ε. Consider the C
∞ function
hε(x) = −
1
α
∫
O
ηε(d(x
−1 ◦ ξ))
dα(x−1 ◦ ξ)
dξ
which converges uniformly to h as ε→ 0+. Then, for any compact set O′ ⊂ O, we
have
(3.4) LAhε(x) ≥ Cλ ∀x ∈ O
′,
for every A ∈ Mm(λ,Λ) satisfying the δ-Landis condition and for every 0 < 2ε <
d(O′, ∂O) := inf {d(ξ−1 ◦ x) : x ∈ O′, ξ ∈ ∂O}. The positive constant C has to
depend just on δ, d and the Xj’s.
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Proof. Put g(ξ) = − 1
α
d−α(ξ) and gε(ξ) = g(ξ)ηε(d(ξ)). By the symmetry of
d, these functions are symmetric, i.e. g(ξ−1) = g(ξ) and gε(ξ−1) = gε(ξ). Thus, we
have
hε(x) =
∫
O
gε(x
−1 ◦ ξ) dξ =
∫
O
gε(ξ
−1 ◦ x) dξ.
We note that, for x ∈ B1(0), we have B1(0) ⊆ B2K(x) where K ≥ 1 is the constant
appearing in the pseudo-triangle inequality for d. The smoothness of gε and the
left-invariance of the vector fields imply, for every i, j = 1, . . . ,m, that
XiXjhε(x) =
∫
O
(
XiXjgε(ξ
−1 ◦ ·)
)
(x)dξ =
∫
O
(XiXjgε) (ξ
−1 ◦ x)dξ =
=
∫
B2K(x)
XiXjgε(ξ
−1 ◦ x)dξ −
∫
B2K(x)rO
XiXjgε(ξ
−1 ◦ x)dξ =
=
∫
B2K(0)
XiXjgε(ξ
−1)dξ −
∫
B2K(x)rO
XiXjgε(ξ
−1 ◦ x)dξ.
Since dξ is also inversely invariant and the balls are symmetric, we get
XiXjhε(x) =
∫
B2K(0)
XiXjgε(ξ)dξ −
∫
B2K(x)rO
XiXjgε(ξ
−1 ◦ x)dξ =
=
∫
∂B2K(0)
Xjgε(ξ)
Xid(ξ)
‖∇d(ξ)‖
dσ(ξ) −
∫
B2K(x)rO
XiXjgε(ξ
−1 ◦ x)dξ,
where the last equality is justified by the divergence theorem: the vector fields
Xi’s are indeed divergence-free because of the δλ-homogeneity (see [3], Remark
1.3.7). Assume now 0 < ε < 1. Then, if ξ belongs to a small open neighborhood
of ∂B2K(0), gε(ξ) = g(ξ). Moreover, let O
′ be a compact subset of O such that
0 < 2ε < d(O′, ∂O). If x ∈ O′ and ξ ∈ B2K(x) rO, then gε(ξ−1 ◦ x) = g(ξ−1 ◦ x).
Thus, for x ∈ O′, we get
XiXjhε(x) =
∫
∂B2K(0)
Xjg(ξ)
Xid(ξ)
‖∇d(ξ)‖
dσ(ξ) −
∫
B2K(x)rO
XiXjg(ξ
−1 ◦ x)dξ =
=
∫
∂B2K(0)
Xjd(ξ)Xid(ξ)
(2K)α+1 ‖∇d(ξ)‖
dσ(ξ)−
∫
B2K(x)rO
XiXjd(ξ
−1 ◦ x)
(d(ξ−1 ◦ x))α+1
dξ +
+ (α+ 1)
∫
B2K(x)rO
Xid(ξ
−1 ◦ x)Xjd(ξ−1 ◦ x)
(d(ξ−1 ◦ x))α+2
dξ.
Hence, for A ∈Mm(λ,Λ) and for x ∈ O
′, we have
LAhε(x) =
∫
∂B2K(0)
〈A(x)∇Xd(ξ),∇Xd(ξ)〉
(2K)α+1 ‖∇d(ξ)‖
dσ(ξ) +
−
∫
B2K(x)rO
∑m
i,j=1 aij(x)XiXjd(ξ
−1 ◦ x)
(d(ξ−1 ◦ x))α+1
dξ +
+ (α+ 1)
∫
B2K(x)rO
〈
A(x)∇Xd(ξ
−1 ◦ x),∇Xd(ξ−1 ◦ x)
〉
(d(ξ−1 ◦ x))α+2
dξ ≥
≥
λ
(2K)α+1
∫
∂B2K(0)
‖∇Xd(ξ)‖
2
‖∇d(ξ)‖
dσ(ξ) −
∫
B2K(x)rO
(LAξd)(ξ
−1 ◦ x)
(d(ξ−1 ◦ x))α+1
dξ +
+ (α+ 1)
∫
B2K(x)rO
〈
A(x)∇Xd(ξ
−1 ◦ x),∇Xd(ξ−1 ◦ x)
〉
(d(ξ−1 ◦ x))α+2
dξ,
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where Aξ(x) = A(ξ ◦x). By recognizing that the term
‖∇Xd(ξ)‖2
‖∇d(ξ)‖ = ψ0(ξ) and using
(2.2), we have
LAhε(x) ≥
λ
β
(2K)Q−2−α −
∫
B2K(x)rO
(LAξd)(ξ
−1 ◦ x)
(d(ξ−1 ◦ x))α+1
dξ +
+ (α+ 1)
∫
B2K(x)rO
〈
A(x)∇Xd(ξ
−1 ◦ x),∇Xd(ξ−1 ◦ x)
〉
(d(ξ−1 ◦ x))α+2
dξ.
Exploiting (3.3) and denoting by ΛAx = max‖ξ‖=1 〈A(x)ξ, ξ〉, we deduce that
LAhε(x) ≥
λ
β
(2K)Q−2−α − 2ΛAx
∫
B2K(x)rO
∥∥V (ξ−1 ◦ x)∥∥2 +∑nk=1 ∥∥JkV (ξ−1 ◦ x)∥∥2
(d(ξ−1 ◦ x))α+4
dξ
+
∫
B2K(x)rO
〈
((α+ 4)A(x) − Tr(A(x))Im)∇Xd(ξ
−1 ◦ x),∇Xd(ξ−1 ◦ x)
〉
(d(ξ−1 ◦ x))α+2
dξ
=
λ
β
(2K)Q−2−α −
∫
B2K(x)rO
(
(2 + 2n)ΛAx +Tr(A(x))
) ∥∥v(ξ−1 ◦ x)∥∥2
(d(ξ−1 ◦ x))α+4
dξ
+ (α + 4)
∫
B2K(x)rO
〈
A(x) ∇Xd(ξ
−1◦x)
‖∇Xd(ξ−1◦x)‖ ,
∇Xd(ξ−1◦x)
‖∇Xd(ξ−1◦x)‖
〉∥∥v(ξ−1 ◦ x)∥∥2
(d(ξ−1 ◦ x))α+4
dξ,
where in the last equality we have used the second property in (2.1) and the or-
thonormality of the basis X1, . . . , Xm, Z1, . . . , Zn. Assuming that A satisfies the
condition (1.3) for the δ we have fixed, then for any unit vector ζ we have
(α+ 4) 〈A(x)ζ, ζ〉 = (Q + 4− δ) 〈A(x)ζ, ζ〉 ≥ Tr(A(x)) + (2 + 2n)ΛAx
uniformly in x. Therefore we finally get
LAhε(x) ≥
λ
β(2K)α+2−Q
=
λ
β(2K)2−δ
for any x ∈ O′. 
We stress that the uniform convergence of hε (and the resulting continuity of
h) is given by the condition α < Q. Moreover, as it is highlighted in [11], for any
x ∈ G we have
h(x) ≥ −
1
α
∫
Bρ(x)
(
d(x−1 ◦ ξ)
)−α
dξ,
where ρ is such that |Bρ| = |O|. By the behavior of the Lebesgue measure under
translations and dilations, for such ρ we get
(3.5) 0 ≥ h(x) ≥ −
ρQ−α
α
∫
B1(0)
(d(ξ))
−α
dξ =: −γ |O|
1− α
Q .
By keeping in mind the arguments in [11] (Theorem 3.2-3.3), we conclude the proof
of Theorem 2.4.
Proof of Theorem 2.4. Fix 0 < λ ≤ Λ and A ∈ Mm(λ,Λ) satisfying the
δ-Landis condition. Take u ∈ KAΩ(B2(0)) and suppose there exists a point x in
B 1
2
(0) where u is less than 12 . We want to prove that
(3.6) |{x ∈ B1(0) : u(x) < 1}| ≥ ε |B1(0)|
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for some 0 < ε < 1 depending just on λ,Λ, δ and the structural constants ofG. Thus
we will prove that KAΩ satisfies the statement of the critical density property for
R = 1 and x0 = 0. This is enough since for generic R and x0 we can exploit the left
invariance and the homogeneity of the vector fieldsXj ’s. As a matter of fact, for any
v ∈ KAΩ(B2R(x0)) we can consider the function u(x) := v(x0 ◦ δR(x)) which belongs
to KA˜Ω(B2(0)) where A˜(x) = A(δ 1R (x
−1
0 ◦ x)). Therefore the critical density holds
true with the same ε and the same c = 12 since we have |BR(x0)| = R
Q |B1(0)|,
|{x ∈ BR(x0) : v(x) ≥ 1}| = R
Q |{x ∈ B1(0) : u(x) ≥ 1}| and also infB 1
2
(0) u =
infBR
2
(x0) v.
In order to prove (3.6), we use the barrier of the previous lemma and an auxiliar
function involving φ = d4. In our notations, by (3.1) we get
LAφ(x) = 4 ‖v(x)‖
2Tr(A(x)) + 8 〈A(x)V (x), V (x)〉 + 8
n∑
k=1
〈A(x)JkV (x), JkV (x)〉
≤ 4Λ(m+ 2 + 2n) ‖v(x)‖
2
≤ 4(Q+ 2)Λ
for any x ∈ B1(0). If C is the positive constant in (3.4), we set
w(x) =
Cλ
8(Q+ 2)Λ
(u(x) + φ(x) − 1).
By the hypothesis LAu ≤ 0, hence we have LAw ≤
C
2 λ in B1(0). Moreover, w is
nonnegative on ∂B1(0) and
w(x) ≤
Cλ
8(Q+ 2)Λ
(
1
2
+
1
24
− 1
)
= −
7C
128(Q+ 2)
λ
Λ
.
We put O := {x ∈ B1(0) : w(x) < 0}. We remark that O is an open set such that
O ⊆ {x ∈ B1(0) : u(x) < 1}. This set is non-empty since x ∈ O. With this choice
of O, we build the barrier h of Lemma 3.1 and we consider the continuous function
h−w. We claim that h−w ≤ 0 in O. We already know that this inequality holds
true on ∂O since w ≥ 0 on ∂B1(0). Suppose by contradiction that there exists
ξ0 ∈ O such that h(ξ0) − w(ξ0) = 2δ > 0. Of course, this implies the existence of
ε0 > 0 such that hε(ξ0) − w(ξ0) ≥ δ if ε ≤ ε0. Now, for any compact set O
′ ⊂ O
containing ξ0, by Picone’s maximum principle we would get max∂O′ (hε − w) ≥ δ
if ε < min { 12d(O
′, ∂O), ε0} since LA(hε − w) ≥ C2 λ in O
′. Letting ε → 0+, we
deduce max∂O′ (h− w) ≥ δ for any O
′ which is a contradiction since h− w ≤ 0 on
∂O. Thus we have proved the claim. In particular we get
−
7C
128(Q+ 2)
λ
Λ
≥ w(x) ≥ h(x) ≥ −γ |O|
1− α
Q
by the relation (3.5). Therefore we have
|{x ∈ B1(0) : u(x) < 1}| ≥ |O| ≥
(
7C
128γ(Q+ 2)
λ
Λ
)Q
δ
=: ε |B1(0)|
and the theorem is proved. 
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4. Examples and further comments
As remarked by Kaplan in [12] (Corollary 1), there exist H-type algebras with
center of any given dimension. We want to show here a representative class. In
[3] (Proposition 3.2.1) it is proved that a Lie group on RN = Rm+n, which is
homogeneous with respect to the dilations δλ(x, t) = (λx, λ
2t) for x ∈ Rm and
t ∈ Rn, is equipped with the composition law ◦ given by
(4.1) (x, t) ◦ (x1, t1) =
(
x+ x1, t+ t1 +
1
2
〈Bx, x1〉
)
for (x, t), (x1, t1) ∈ R
N .
Here we have denoted by 〈Bx, x1〉 the vector of R
n whose components are
〈
Bkx, x1
〉
(for k = 1, . . . , n) for some suitable m×m matrices B1, . . . , Bn. According to [3]
(Definition 3.6.1), such a group is called prototype group of H-type if the following
properties are satisfied:
· Bj is skew-symmetric and orthogonal for any j ≤ n;
· BiBj = −BjBi for every i, j ∈ {1, . . . , n} with i 6= j.
This class of homogeneous Lie groups belongs to the class of H-type groups and
any H-type group is isomorphic to one of these ([3], Theorem 18.2.1). Consider the
vector fields
Xj(x, t) = ∂xj +
1
2
n∑
k=1
(Bkx)j∂tk for j = 1, . . . ,m.
In the literature, this basis is also called the Jacobian basis of g (for a definition we
refer to [3], Proposition 1.2.16) because it comes from the Jacobian matrix of the
left-translation. In this case, the standard inner product on g with respect to the
basis
X1, . . . , Xm,
∂
∂t1
. . . ,
∂
∂tn
induces on g the structure of H-type algebra. The homogeneous norm d we have
exploited in the previous sections becomes here ‖x‖
4
+16 ‖t‖
2
(see e.g. [3], Remark
18.3.3).
Example 4.1. The Heisenberg-Weyl group is also a particular prototype group
of H-type. As a matter of fact, the case of m = 2k, n = 1 and
B = B1 =
(
0 −Ik
Ik 0
)
turns out to be exactly the case of the Heisenberg group Hk in R2k+1. The vector
fields Xj’s become the usual generators Xj = ∂xj−
xj+k
2 ∂t and Xj+k = ∂xj+k+
xj
2 ∂t,
j ∈ {1, . . . , k}. Other explicit examples of prototype groups (with n ≥ 2) are given
in [3] (Remark 3.6.6).
We want to remark explicitly the importance of the orthonormality assumption
of the horizontal basis X1, . . . , Xm in our result. As a matter of fact, the condition
(1.2) or the condition on the bound of Λ
λ
is not stable under a change of the
horizontal basis but it does depend on that choice. Furthermore, the orthonormality
has been deeply used since this allows us to make the ”right” choice of the gauge
function related to the sub-Laplacian. Let us make an example. Let us consider
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the Lie group on R5 with the composition law as in (4.1) and
B = B1 =


0 −1 0 0
1 0 0 0
0 0 0 −2
0 0 2 0


Here m = 4 and n = 1. This group is well-studied in the literature. Since this
group is isomorphic to H2, it is in particular an H-type group but it is not a
prototype one. In [1] (Example 6.6) Balogh and Tyson gave an explicit expression
for the fundamental solution of the canonical sublaplacian ∆G =
∑4
j=1X
2
j , where
Xj = ∂xj +
1
2 (Bx)j∂t (j = 1, . . . , 4) are the horizontal fields of the Jacobian basis.
If we look at that formula, we can recognize it is different from being a power of
‖v(x)‖4+16 ‖z(x)‖2. In [2] Bonfiglioli proved that the gauge function associated to
∆G is not even horizontally convex. The problem is that the Jacobian basis is not
orthonormal with respect to the scalar product inducing in this group the structure
of H-type group. Thus, if we want to apply our result on the horizontally elliptic
operator in this group LA =
∑m
i,j=1 aij(x, t)XiXj we need that our Cordes-Landis
condition is satisfied not for the matrix A but for the matrix DtA(x, t)D where
D brings an orthonormal basis in {X1, . . . , Xm}. It is easy to verify that, in this
situation, the basis X1, X2,
1√
2
X3,
1√
2
X4 is orthonormal.
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