A shared-parameter approach for jointly modeling longitudinal and survival data is proposed. With respect to available approaches, it allows for time-varying random effects that affect both the longitudinal and the survival process. The distribution of these random effects is modeled according to a continuous-time hidden Markov chain so that transitions may occur at any time point. For maximum likelihood estimation we propose an algorithm based on a discretization of time until censoring in an arbitrary number of time windows.
A shared-parameter approach for jointly modeling longitudinal and survival data is proposed. With respect to available approaches, it allows for time-varying random effects that affect both the longitudinal and the survival process. The distribution of these random effects is modeled according to a continuous-time hidden Markov chain so that transitions may occur at any time point. For maximum likelihood estimation we propose an algorithm based on a discretization of time until censoring in an arbitrary number of time windows.
The observed information matrix is used to obtain standard errors. We illustrate the approach by simulation, even with respect to the effect of the number of time windows on the precision of the estimates, and by an application to data about patients suffering from mildly dilated cardiomyopathy.
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| INTRODUCTION
Informative drop-out in longitudinal studies is often modeled by linking a model for time to drop-out and one for the longitudinal outcome. In shared parameter models 1, 2, 3, 4 this link is provided by the effect of a (possibly scaled) shared latent variable. This is often Gaussian, but more flexible discrete random-effects distributions are also possible 5, 6 , together with semi-parametric approaches 7 . 1 Many models devised for informative drop-out assume that subject-specific parameters are time-constant. This is a limitation as unobserved factors affecting the outcomes and the relationship between longitudinal and survival outcomes might evolve over time in an unpredictable way, especially when the follow-up is relatively long. We focus here on exceptions based on latent Markov processes 6, 8, 9, 10, 11 . While these approaches rely on different strategies to take into account informative drop-out with time-varying subject-specific parameters, they have two common limitations:
(i) drop-out is summarized as occurring within a time interval, therefore ignoring precise follow-up time information (or is otherwise simply used as a covariate for modeling the latent process 10 ); (ii) latent transitions are based on a discrete-time stochastic process and hence may only occur at visit times. In terms of interpretation, assuming that transitions may occur only at certain time occasions is rather unrealistic and the explicit use of a hazard function is preferable to that of a conditional logit model.
In order to overcome the above limitations, we propose a shared-parameter model characterized by the following features. First of all the time-varying unobserved heterogeneity is accounted for by a continuous-time discrete-state Hidden Markov (HM) model 12 , parameterized by an initial probability vector and an infinitesimal transition matrix. In this respect our approach can be seen as a complete generalization of a previous work 13 , which is limited to k = 2 and to MAR data. Second, for the survival time we assume a Weibull model with hazard function depending on the (entire) trajectory of the continuous-time latent variable. A latent class model (with time-constant subject-specific parameters)
is obtained whenever the infinitesimal transition matrix is constrained to be the zero matrix.
Latent continuous-time Markov chains have already been considered 14, 15 , for example for modeling multistate processes with random informative observation times 16 (but without the survival component of the model) and inference is similar to the case of discrete-time chains with inhomogeneous transition matrices 17, 18, 19, 20 . In our case the likelihood depends on the entire trajectory of the latent process, and not only on its state at certain time points, making inference much more challenging. In this regard, the proposed approach is related to the mixed functional approach 21, 22 that has a high degree of flexibility for longitudinal continuous responses, but it does not jointly consider longitudinal and survival processes. Additional related approaches 23, 24 may be used with functional covariates.
For model fitting we introduce a novel method based on discretization of the time scale in a certain number of windows of arbitrary length, and on an extension of the Baum-Welch recursions 25, 26 . Our algorithm converges in an accurate and stable way; and represents an advance also within the literature about estimation of continuous HM models in general, in terms of computational demand, ease of implementation, and stability 27, 28 .
The proposed approach is motivated by an original application about monitoring Quality of Life (QoL) of patients with Mildly Dilated CardioMyopathy (MDCM). Our data regard n = 642 (anonymized) patients who were followed for up to 25 years. At regular visits during the first 10 years of follow-up the NYHA class, indicating occurrence of heart insufficiency signs limiting daily physical activity, was assessed. We use NYHA as a proxy for QoL 29, 30 . Obviously, we must take into account survival since patients with worse QoL are also expected to have a worse prognosis. Given the long follow-up, it is unlikely that unmeasured factors have remained constant over time. Furthermore, disease progression (i.e., transition among latent states) could obviously occur at any time and not only at visit times, which often are several months apart.
The remainder of the paper is organized as follows: in the next section we introduce our novel shared-parameter longitudinal and survival model, where latent variables follow a continuous-time HM process. In Section 3 we outline the novel inferential procedure. In Section 4 we describe a brief simulation study and in Section 5 we apply our approach to the MDCM dataset. Concluding remarks are given in Section 6. We have implemented the proposed estimation method in R, with recursions and likelihood computation embedded within Fortran code. Our code is available at https://github.com/afarcome/lmjm.
| SHARED-PARAMETER CONTINUOUS-TIME LATENT MARKOV AND SURVIVAL MODELS
Consider a sample of n individuals and for individual i , with i = 1, . . . , n, let T i = min(T * i , C i ) be the survival time taken as the minimum between the true event time T * i and the censoring time C i . Furthermore, let ∆ i be the corresponding event indicator defined as ∆ i = I (T * i ≤ C i ), where I (·) is the indicator function equal to 1 if its argument is true and to 0 otherwise. The outcome Y i (t ), which has a natural exponential family distribution, is repeatedly observed at arbitrary time points t i j , j = 1, . . . , j i , where j i is the number of observations and we also let Y i j = Y i (t i j ). We assume that the longitudinal process is associated with T * i , namely with the true event time, but, as customary in survival analysis, is independent of the censoring time C i . In general, realizations of random variables are denoted by small letters, so that, for instance, t i is the observed value of T i and δ i is the observed value of ∆ i .
We denote by w i a row vector of (time-fixed) baseline covariates to be used in modeling the survival process. For the longitudinal process, we denote by x i (t ) a vector of predictors at time t and we also let
This is related to time-varying frailty models 31 .
The assumptions of the proposed model are illustrated in the following. Then, in order to clarify how the model assumptions affect possible latent trajectories and outcome distributions, we show how it is possible to jointly sample from the longitudinal and the survival process. This sampling scheme will be also used in the simulation study described in Section 4.
| Model assumptions
The model is based on two equations. Specifically, the model for the longitudinal outcomes is formulated along the usual lines as for mixed-effects models 32 and the model for the time-to-event outcome is based on a subject-specific hazard function as in Cox-type models 33, 34 . More formally, we assume that
where g (·) is a link function 35 applied to the conditional expectation of Y i j denoted by µ i j and h(·) is the hazard function, with h 0 (·) being a baseline hazard. In this paper we will assume a Weibull parametric form for h 0 (·), that is, h 0 (t ) = νt ν−1 , resulting in an Accelerated Failure Time (AFT) model for the survival part. Also other parametric choices, or even a nonparametric specification, are possible. For the longitudinal part, non-parametric specifications could be accomodated through the rank transformation 36, 37, 38, 39 . We assume that α i (t ) follows a time-continuous Markov process, whereas β and ψ are fixed parameter vectors for the covariates, and φ is a parameter for the effect of the latent process on the survival process. Note that several generalizations, including the case of more than one parameter being time-dependent according to the latent process, are straightforward.
Regarding the distribution of Y i j , our model has the same degree of flexibility as generalized linear models. We consider, in particular, two cases: the Normal distribution for continuous responses and the Bernoulli distribution for binary variables. In the first case we assume that the conditional distribution of Y i j is N(µ i j , σ 2 ), where the variance parameter σ 2 must be estimated together with the other parameters, and g (µ i j ) = µ i j . In the binary case, we assume
The second equation in (1) implies that the survival function for the time-to-event is
where
is the cumulative hazard function. Moreover, we consider the density function f (t i ) = h(t i ) δ i S (t i ). All quantities above are conditional on the random effects. It is worth stressing that the hazard function depends on the entire trajectory of the random effect α i (t ), and not only on α i (t i j ).
Unlike usual formulations, random intercepts are assumed to be time varying. This greatly enhances model flexibility.
In particular, as already mentioned, we assume that the random effects follow a continuous-time (discrete-state) Markov chain 12 , with state-space {ξ 1 , . . . , ξ k } having k elements collected in the column vector ξ. We assume that the transition function of the latent chain satisfies the Chapman-Kolmogorov equations, and specify its Q -matrix based on positive off-diagonal elements q uv for u, v = 1, . . . , k , with v u. By definition, the diagonal elements are given by −q u , with
For instance, one could fix k = 3,
and assuming that the initial state is the third, obtain a trajectory as in the uppermost panel of Figure 1 .
The transition probabilities from time t to time t + s are collected in the k × k matrix
where e · denotes the matrix exponential operation, that is,
This formula can be tackled numerically in most cases. Note that irregularly spaced time occasions are directly accommodated, also in the presence of non-informative drop-out, simply by restricting to the first equation. We also define the jump matrix R as a matrix with off-diagonal elements r uv = q uv /q u , and collect initial probabilities π u in the column vector π. For instance, with Q as in (2), r uv = 0.5/1 = 0.5 for all u v , that is, once there is a jump from state u, the probability is equally likely to move to any of the other states.
The latent process captures the time-varying unobserved heterogeneity linking the longitudinal and survival outcomes. The shared-parameter formulation is in the spirit of copula models 40 . In an equivalent formulation, the above model may be expressed as
where u i j = u i (t i j ), with U i (t ) following a continuous-time Markov chain with k states and the same initial probability vector π and infinitesimal transition matrix Q . We stress that the possible values of U i (t ) are 1, . . . , k and indicate the latent state of individual i at time t . We also recall that, according to this process, the sojourn time in each state u has an exponential distribution with parameter q u , denoted as Exp(q u ), whereas the probability of moving at the end of the sojourn time to state v is equal to the suitable element of the jump matrix R.
| Simulation from the model
For each individual i , we suppose that the censoring time c i is known. Then, we sequentially generate: (i) the continuous Markov chain u i (t ); (ii) the survival time t i ; and (i i i ) the longitudinal outcomes y i j .
Regarding the generation of the Markov chain, we first draw the state at time t i 1 = 0, u i 1 = u i (0), from the initial distribution with mass probabilities π 1 , . . . , π k . Then the j -th jump is at time t i ,j +1 = t i j + τ i j , where τ i j is sampled from Exp(q u i j ) and the new state u i ,j +1 = u i ( t i ,j +1 ) is randomly selected on the basis of the probabilities in the u i j -th row of R.
This process is iterated starting from j = 1 and the first time t i ,j +1 > c i the process is stopped considering j i = j jumps.
In order to generate the survival time t i , it is necessary to consider the cumulative hazard function H i (t ) for
be the largest integer such that
Then, the cumulative hazard function at time t has expression
where in general
and
Note that H i ( t i j ) = H i j for j = 1, . . . , j i . We can easily realize that
Therefore, to generate t i we first generate b = − log( b), with b drawn from a Uniform distribution between 0 and 1.
Then, we find d i as the largest integer such that H i d i ≤ b and t i is taken as the minimum between the results of the application of formula (6) with H i (t ) = b and the censoring time c i .
Finally, regarding the longitudinal process we recall that we need a set of observation times t i 1 , . . . , t i j i , with t i j i < t i , and corresponding covariates x i j . Then, for each of these observations we obtain u i j as u i j , where j is the largest integer such that t i j ≤ t i j . The response variables are generated according to the first equation in (3) depending on the type of variable.
The process is illustrated for a certain individual i in Figure 1 assuming that the censoring time is c i = 10, the continuous-time Markov chain has k = 3 states, with initial probabilities π = (0.25, 0.50, 0.25) , and matrix Q having all off-diagonal elements equal to 0.5 as in (2) . The parameters are fixed at arbitrary values, such as ν = 2, and the covariates are randomly generated from a standard Normal distribution. In this example, the generated survival time is t i = 4.98 and j i = 5 continuous responses are observed at the equally spaced time occasions t i j = j − 1, j = 1, . . . , 5.
| ESTIMATION
It is straightforward to check that the complete likelihood of the proposed model depends on the entire trajectory of the continuous-time latent process, through the integrals involved in the time-to-event part. This makes it hard to efficiently compute the observed likelihood (i.e., classical Baum-Welch recursions are not directly available, even after their extension to continuous-time processes, due to lack of certain conditional independence statements). We have tried different routes, including a Monte Carlo EM approach which involves simulation from the latent process. The novel approach we outline here has proved, in our research, to be the most efficient from a computational perspective and the most stable.
We now outline the general inferential approach we propose. We initially discuss the case of complete data and then the case of incomplete data. In the first case latent transition times and the corresponding states are supposed to be known. Obviously this is not realistic, but it is useful to consider this case in order to illustrate the implementation of the estimation for the incomplete data case, where these data are missing.
| Complete data
The complete data for individual i consists of:
1. the time t i j of any jump of the continuous HM and the corresponding state u i j , with j = 1, . . . , j i ; 2. the time t i j of every longitudinal observation y i j and the corresponding covariates x i j , with j = 1, . . . , j i ;
the survival time t i with indication if this is censored (δ
The corresponding log-likelihood function has then three components corresponding to the sets of data described above and depending on sets of parameters that are disjoint, with the only exception of ξ that affects both the longitudinal and the survival process. In particular, this log-likelihood function may be expressed as where θ is a short-hand notation for all parameters involved in the previous expression, and
because individuals are assumed to be independent of each other and where parameter σ 2 disappear for the binary case.
The first log-likelihood function concerns the continuous HM process and is based on the individual components
where for individual i , n i uv is the number of transitions from state u to state v and s u is the time spent in state u.
Therefore, we have
where n u is the number of units in state u at initial time, n uv is the number of transitions from state u to state v , and s u is the time spent in state u overall. Maximization of 1 (π, Q ) with respect to the parameters in π and Q simply amounts to compute:
Regarding the second component for the longitudinal process, we have
that, for the Normal case and up to a constant term, specifies as
in the binary case it becomes
In the previous expressions, we have
where u i j = u i j , with j being the largest integer such that t i j ≤ t i j .
Regarding the third component we have
where d i is the largest integer such that t i d i ≤ t i and H i d i is defined in (5).
In practice, to estimate the parameters β, ξ, ν, φ, and ψ we use a numerical maximization of 2 (β, ξ,
with respect to these parameters, after reparameterizing ν to η = log ν so as to include the constraint ν > 0, with σ 2 fixed to an arbitrary value for the linear model based on the Normal distribution. This maximization is based on the first derivatives of these two functions, which are reported in Appendix. For the linear model we then estimate σ 2 by the explicit expression
| Incomplete data
Now consider the realistic case in which we do not observe the time t i j of any jump of the continuous HM and the corresponding state u i j , which are conceived as missing data. In this case the likelihood is defined as the integral, with respect to the missing data, of the complete data likelihood dealt with in the previous section.
In order to deal with the incomplete data case, we build a sequence of equally spaced time windows corresponding to the fixed time points t 1 , . . . , t M , with t 1 = 0 and t M equal to the largest time it is sensible to be considered. These time points are chosen so that each observation time t i j corresponds to one of them and we have not more than one observation in each time window. However, the extension to the case of ties, namely more possible observations per individual that may be referred to the same time point t m , is straightforward. It may also happen that some observations times t i j do not exactly correspond to any time t m . In this case these observations are associated to specific time points t m by an approximating rule. Moreover, for individual i let m i be defined so that t m i is the time of the last longitudinal observation; note that it is also the largest value of m such that t m ≤ t i . Finally, we let y i m denote the observation at time t m for individual i , which may be missing for certain time occasions, x i m be the corresponding vector of covariates, and also let y i ,≤m be vector of observations available until time t m .
In the framework described above, for estimation purposes we approximate the proposed model by a discrete time HM model that is similar to another joint discrete HM model 6 available in the literature, with the main difference that the survival process is here formulated in a different and more common way, on the basis of a hazard function with time-varying latent variables. In this regard, we define the latent variable U i m corresponding to time occasion t m , with initial distribution characterized by the same probability vector π defined in Section 2.1 and the k × k transition matrix Π, having elements denoted by π v u , which is obtained as e aQ with a = t m+1 − t m . Under these assumptions, the complete-data log-likelihood of the approximation model, which would be computable if we knew the latent variables U i m , has again three components as that for the original model illustrated in the previous Section. The first component is equal to
with n u being the number of individuals in state u at the beginning of the period of observation and n uv being the number of individuals in state u at a certain occasion and in state v at the following occasion. For the Normal case and up to a constant term, the second component is
which derives from (7), and in the binary case it becomes
which derives from (8), where z i mu is an indicator variable equal to 1 if individual i is in latent state u at occasion t m .
Finally, we have
which directly derives from (9) and is based on (4).
In order to make likelihood inference, we introduce the following forward recursion that is related to the wellknown Baum-Welch recursion 25, 26 . Moreover, the proposed recursions are related to those used for estimating the model based time-discrete HM model 6 . Consider the joint density
referred the observations available until time t m for individual i , latent state at the same time occasion, and for the event that the individual survives time t m . We have that
where, in general, S i (t 1 , t 2 , u) = exp{−H i (t 1 , t 2 , u)} and f i (y i m U i 1 = v ) is set equal to 1 if the observation is not available at time t m . For individual i , the contribution to the likelihood is given by
Regarding the transition probabilities π v u , note that these are the elements of the k × k matrix Π introduced above and depending on Q .
The log-likelihood function of the approximating model to be maximized is
In order to maximize this function we rely on an Expectation-Maximization (EM) scheme 41 that has some has a structure similar to that used for the corresponding discrete HM model 6 and also requires a backward recursion to be used at the E-step. In particular, let
For m = m i have that
and then for m < m i we have
From this recursion we can obtain two posterior distributions used to update the parameters π and Π. In particular, we have that
At the M-step, we update parameters π u and π uv as follows:
Then the infinitesimal transition matrix Q is obtained from Π by inverting e aQ . To update the other parameters, we explicit the expected value of the complete log-likelihood of the other two components, once again after reparameterizing η = log(ν). The sum of these two expected values is maximized numerically on the basis of the derivatives that are reported in Appendix.
A crucial point concerns the initialization of the EM algorithm. In particular, we estimate the model starting from the deterministic initial solution and then adopt a multi-start strategy to increase the chance of finding the global maximum of the log-likelihood function. Deterministic initial parameters are obtained as follows: a (biased) generalized linear regression model is estimated to obtain initial values for β. When the outcome is Gaussian, σ 2 is initialized as the variance of the residuals of the latter model. Initial values for the latent intercepts are fixed as the centroids after k -means clustering of the residuals, while initial values for π are given by the appropriate cluster proportions.
Off-diagonal elements of Q are initialized as 1/(k − 1). Similarly, an AFT model is estimated to get initial values for ψ and ν. Coherently, the initial value for φ is set to zero. Usually we repeat model fitting by initializing through additional 50
random starting values which are obtained by either perturbing the deterministic initial solutions, or the current best parameter values at convergence.
Regarding the score vector s (θ), namely the derivative of (θ) with respect to the model parameters, it is well known that this corresponds to the first derivative of the expected complete log-likelihood 42 . This involves taking the first derivative of the complete data log-likelihood after replacing n u with i p(U i 1 = u y i , t i , δ i ) and n uv with i p(U i m = u, U i ,m+1 = v y i , t i , δ i ); additionally z i mu shall be replaced with p(U i m = u y i , t i , δ i ). A closed form expression is available for this derivative, which is reported in Appendix.
Note that the score vector s (θ), obtained as above, may be used for different purposes. First of all it allows us to check convergence of the EM algorithm in a precise way and implement a quasi-Newton algorithm to maximize (θ) in a faster way, once reliable starting values for the parameters have been found through some iterations of the EM algorithm. In this regard, the EM and the quasi-Newton algorithms can be combined to obtain, overall, and algorithm that is, at the same time, stable and fast. Secondly, by its numerical derivative we can obtain the observed information matrix J (θ) as in 43 ; this matrix may be used to obtain standard errors for the parameter estimates and check identifiability.
Standard errors are obtained as the diagonal elements of the inverse of J ( θ), whereas a Delta method can be used to obtain the standard error of ν and other transformed parameters. Standard errors are then used for Wald tests and confidence intervals involving the parameters of the manifest distribution. A cautionary note is necessary for binomial outcomes, where in certain cases of low information the distribution of the estimator might be skewed. In this case, resampling (e.g., bootstrap for confidence intervals and permutation for testing) might be more appropriate. For the parameters of the hidden distribution, a likelihood ratio test shall be used, where the null distribution in certain limiting cases is a chi-bar squared 44 . Regarding identifiability, we are referring to its local version 45, 46, 44 that is typically used for latent variable models and that is necessary for typical asymptotic properties of the maximum likelihood estimator.
In particular, the model is locally identifiable if the observed information matrix is of full rank, which is also necessary to obtain the standard errors.
A final point concerns model selection in terms of the number of latent states (k ); in this regard we rely on the usual Bayesian Information Criterion (BIC) 47 based on minimization of the index
where ( θ) is the maximum log-likelihood of the model of interest and g is the number of free parameters.
Once parameter estimates have been obtained, the latent trajectory of each subject can be estimated by maximizing p(U i m = u y i , t i , δ i ) in u for each m = 1, . . . , m i . This is the so-called local decoding, which minimizes the misclassification error at each t m . In order to perform global decoding, that is, optimization of the subject-specific sequence of latent states, one could set up a Viterbi-type algorithm. We have found that a numerical approach which exploits the algorithm proposed in the previous section is much simpler and more flexible. The latent process can be simulated and also extrapolated for forecasting both the latent and manifest distribution, and the operation can be repeated several times therefore providing a distribution for the desired quantities. A simulation from the latent process, together with the covariates, is all that is needed in order to obtain a plug-in prediction/forecast of the longitudinal response at observed or future time occasions. On the other hand, prediction of the survival probabilities is slightly more cumbersome and grounds for further work; see also the discussion in last section.
| SIMULATION STUDY
We describe a brief simulation study of our approach that is based on 1, 000 samples simulated from the proposed model under different scenarios. Each scenario is characterized by a certain sample size (n), number of latent states (k ), level of separation between these states, and type of distribution for the response variables. We always consider a censoring equal to 10 and we allow for 11 follow-up occasions at most.
The simulation design is based on two base-line covariates (collected in w i ), which are generated from two independent standard Normal distributions. The two covariates in x i t are generated from two independent AR (1) Error (RMSE). More details about this point are given at the end of the section, in an additional simulation study.
In Table 1 we report average RMSE, bias, standard deviation of the estimates for the β parameters. We do not report results for other parameters as not all models estimate those and, furthermore, our primary target is the accurate estimation of predictors' effects for the longitudinal model. Moreover, in order to show consistency of the proposed method for estimation of the standard errors, in the last column of Table 1 we report coverage of the 95% Wald confidence intervals based on our standard errors obtained by the procedure described in the previous section. On the basis of the results, we conclude that the proposed estimation method performs adequately and that the proposed JCLM model is advantageous in terms of RMSE and standard error of the parameters most of the times.
TA B L E 1 Simulation study results averaged over 1000 replicates: RMSE, bias and standard deviation of the estimates for estimation of β with the proposed model (JCLM), a joint latent class model (LC) and a model assuming ignorable drop-out (CLM), for different values of n, k , separation among latent intercepts ω, and outcome distribution (either Bernoulli or Normal
Ignoring informative drop-out might lead to clearly worse results, while using a latent class model might have in some cases a better performance. This is related to (i) small sample sizes/lack of information which might make more parsimonious models more advantageous and (ii) convergence to local optima for the JCLM in certain iterations. The second problem is easily faced through a multi-start strategy, while for computational reasons in our simulation study we have used only one initial solution. Finally, coverage of the 95% confidence intervals is always close to the nominal level.
We now report an additional simple simulation study which is aimed at illustrating the convergence properties of our algorithm as the tuning parameter M is changed. We generated two data sets, one with a binary and the other with a Gaussian outcome, according to the scheme above. We set n = 1000, k = 2, ω = 3, and repeatedly estimated the model with M = 16, 21, 26, . . . , 106. In Figure 2 we report, for each value of M , log-likelihood at convergence and parameter estimates. Left panels refer to the Gaussian longitudinal outcome, and right panels to the binary longitudinal outcome.
It can be seen that even for small values of M certain parameters are clearly well estimated, and their value at convergence slightly depends on M . In contrast, other parameters, especially with binary outcomes, are more dependent We recommend to perform a study similar to the one above in real applications to fix M .
| APPLICATION TO MDCM DATA
We now illustrate the proposed approach using an original study on a cohort of patients affected by MDCM 48, 49 , a primary myocardial disease characterized by left ventricular systolic dysfunction and dilation.
Prognostic measurements were taken at basal time for n = 642 patients, who were followed-up until urgent heart transplant or death occurred. There were 212 events during follow-up, which lasted up to 25 years. If censoring (administrative or due to the event) did not occur, measurement of longitudinal biomarkers were taken at visits scheduled at months 6, 12, 24, 48, 72, 96, and 120. Hence each patient has a maximum of 8 longitudinal measurements, with 79 patients having complete records.
The longitudinal outcome is the New York Hearth Association (NYHA) classification, a direct measure of discomfort caused by the disease. Specifically, for each subject at each follow-up occasion an indicator of being in NYHA class III or IV was measured, indicating the presence of strong limitations to physical activity, and/or the occurrence of dyspnea and discomfort during ordinary activities or even at rest.
For the longitudinal model we parameterize probability of high NYHA class as a function of t > 0 (indicating medical treatment according to international guidelines), an indicator of history of heart disease in the family, and the left ventricular Ejection Fraction (EF). The latter is a measure of the proportion of blood that is pumped out of the left ventricle at each heart beat. Primary interests are in: (i) relating predictors to quality of life (as measured by NYHA class) and to risk of event; (ii) identifying subgroups of patients at higher risk; and (iii) summarizing for each group the overall risk of NYHA III or IV after beginning of medical treatment for the condition.
A continuous-time model should be more appropriate for the data at hand than any model assuming latent transitions occurring at visit times. In fact, latent states shall be interpreted as patients' frailty beyond that summarized by the predictors, and changes in disease status (and hence propensity to event and/or change of NYHA class) obviously can occur at any time point and not necessarily on the day of scheduled for the follow-up visit. Further, a strong dependence between NYHA class and the event is expected, with patients in NYHA classes III or IV being at higher risk of death. For interpretability reasons, EF has been centered at 30 (which is believed to be a significant threshold for heart failure).
For our model fitting procedure we evaluate several values for M . After a study similar to the one reported in the previous section, we end up fixing M = 200, which is well above values guaranteeing stability of estimates. In Table 2 we report log-likelihood at convergence, number of parameters, BIC, and computational time (in seconds) for fitting the proposed model to the MDCM data, for different values of k . We report for each k the largest likelihood obtained after fitting the model with 25 different initial solutions, and running time in seconds for the reported solution (including computation of standard errors). From the results in Table 2 we select k = 3. In order to estimate standard errors we use the observed information as discussed above. We can confirm that the model is locally identifiable as J ( θ) is full rank. In Table 3 we report parameter estimates under this model for the manifest distribution, along with standard errors in parentheses. Furthermore, in The results indicate an important role of all predictors, with the exception of history of hearth disease for survival.
TA B L E 2 Log-likelihood at convergence (
Comparing k = 1 with k > 1, it is clear that taking into account unobserved heterogeneity leads to a clearer identification of the roles of EF and family history for NYHA classification. The effect of family history doubles when passing from k = 1 to k = 3, and the effect of each percentage point of EF is almost three times larger. Hence, based on our results, doctors should probably pay more attention to EF and family history than expected when assessing prognosis to high NYHA classes. The estimate of φ is negative and significant in all cases indicating, as expected, that subjects with, for instance, dyspnea during ordinary activities are at higher risk of death than patients without clear signs of heart insufficiency. The fact that this holds also after adjusting for EF indicates that NYHA class trajectory might provide prognostic information beyond that linked to proximal heart failure 50 .
When k = 3, three clearly separate groups of patients are identified. Even when they have the same history, EF and timing configuration, patients might be different due to unobserved factors. A group of patients (about 30% at baseline time) is at very low risk. From Figure 3 it can be seen that this group of patients is slightly stable, with low probability of transition to different states during follow-up. A second group (about 60%) have a slightly larger propensity to high MDCM at baseline. These patients are very likely to change state during follow-up, with many switches to an even higher risk (especially in the period 15-40 months from baseline) and the rest of switches to the low risk (first) latent state (possibly due to successful medical treatment). Finally, a third group of patients is at very high risk of high NYHA class at baseline time. Most of them remain at high risk during follow-up, but a slight proportion switches to better propensity states; surprisingly more often to state 1 than to state 2. This might be due to increased medical attention given to high risk patients.
| CONCLUSIONS
We have introduced a general latent Markov model with a continuous-time latent distribution, allowing for informative drop-out through a longitudinal-survival shared-parameter model. A particularly appealing feature of our approach is that it allows for latent transitions, which correspond to time-dependent changes in unobserved heterogeneity (e.g., disease progression or improvement not explained by available covariates), to occur at any time during the follow-up
and not only at follow-up times. Note that the advantage of a continuous-time latent process is mostly linked to the joint modeling with a time-to-event manifest process; otherwise latent transitions can be still efficiently tackled through a discrete-time process (and inhomogeneous transition matrices). Nevertheless, continuous-time processes might more flexibly and parsimoniously accommodate non-equally spaced time-intervals than inhomogeneous transition matrices in discrete time 13 .
A novel inferential procedure has been proposed to fit the model, which we believe might be of independent interest in the more general context of fitting hidden continuous-time Markov models. It shall be noted that with moderately small sample sizes (or high censoring proportion), the log-likelihood surface might be slightly flat for some parameters, leading to some risk of incurring in a local optimum. In our experience the problem can be simply solved through repeated model fitting from different initial parameter values, but the obvious price is an increased computing time.
Estimation of the most likely hidden trajectory (jump times and states) for each subject is straightforward, and might be of independent interest for solving problems in precision medicine. Relatedly, an open issue for further work is the development of methods for producing dynamic predictions of quantities of interest (e.g., probability of death within a given time frame). The specification of joint models allows the researcher to update predictions by taking into account all measurements up to the most recent one 51 . There are also two specific assumptions which could be relaxed in further work: first, the fact that observation times within the longitudinal process are non-informative; secondly, the fact that censoring is independent of the other data generating mechanisms, including unobserved outcomes. The first assumption is clearly tenable as soon as observation times are scheduled in advance, and this happens in our application.
The second assumption is a rather common one, and is tenable in our example as censoring is administrative, that is, follow-up was ended for all patients still in the study on the date in which the study was closed. Finally, note that extension to more than one longitudinal outcomes is rather straightforward, while more work would be needed to include additional or different kinds of time-to-event outcomes (e.g., repeated events, multi-state processes, competing risks).
A P P E N D I X
A general result that we will use concerns the derivative of the function defined in (4) where we recall that η = log ν.
| Derivatives used for estimation in the complete case
We report the derivatives of the complete log-likelihood with respect to the certain model parameters, which are used for the numerical maximization described in Section 3. 
| Derivatives used for estimation in the incomplete case
We report the derivatives of the complete log-likelihood with respect to the model parameters. Regarding the first component we reparametrize vector π by the multinomial logits λ u collected in the column vector λ e defined as λ u = log π u+1 π 1 , u = 1, . . . , k − 1;
we also reparametrize the off-diagonal elements of Π by the logits in each row defined as γ uv = log π v u π u u , u, v = 1, . . . , k , u v .
The logits referred to the same row u are collected in the vector γ u . With respect to these parameters, we have
where n is the column vector with elements b u , u = 1, . . . , k , and in general G u is obtained by removing the u-th column from an identity matrix of size k . We also have ∂ 1 (π, Π) ∂γ u = G u (n u − n u+ π u ), u = 1, . . . , k ,
where n u contains the elements n uv for v = 1, . . . , k , n u+ is the sum of these elements, and π u contains the probabilities in the u-th row of Π.
