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Resumen
En esta tesis se abordan problemas relacionados con el diseño de redes de interconexión ópti-
mas. La optimalidad es interpretada como el mayor número posible de nodos en la red, dadas
restricciones en el número de conexiones adjuntadas a un nodo, y en la longitud de un camino
más corto entre cualesquiera dos nodos. Cualquier red de interconexión puede ser modelada
a través de un grafo, el cual se conoce como la topología de la red. Aquí sólo consideramos
redes modeladas a través de gafos no dirigidos. En teoría de grafos nuestra interpretación de
optimalidad es conocida como el problema del grado y el diámetro. Bajo estas restricciones en
el grado y el diámetro, existe un límite superior sobre el número de nodos que una red puede
tener, el cual es conocido como el límite de Moore. Considerando redes bipartitas, el límite
bipartito de Moore es deﬁnido de una manera similar al caso general del límite de Moore. Las
redes de interconexión modeladas a través de grafos (bipartitos) de Moore grafos (bipartitos)
que alcanzan el límite (bipartito) de Moore son óptimas.
En esta tesis tratamos el problema del grado y el diámetro para grafos tanto generales como
bipartitos. También investigamos topologías regulares con el menor número posible de nodos
dados el grado y la cintura1 del grafo, el problema del grado y la cintura. Aquí sólo consider-
amos el caso cuando la cintura es par, donde el límite bipartito de Moore es el mejor límite
inferior (conocido actualmente) sobre el número de nodos en tales topologías.
En los problemas del grado y el diámetro, y del grado y la cintura, estudiamos grafos cuyo
orden es cercano al límite de Moore o al límite bipartito de Moore. Los siguientes resultados
originales constituyen las piedras angulares de esta tesis:
(i) Construcciones de grandes topologías de redes de interconexión de diámetro 6, in-
cluyendo algunos de los grafos más grandes conocidos actualmente para ciertos grados.
(ii) Catálogo completo de grafos conexos de máximo grado 3, con 4 vertices menos que el
límite de Moore.
(iii) Una demostración de que los grafos conexos de grado 3 y cintura par, con 4 vertices más
que el límite bipartito de Moore tienen que ser bipartitos.
(iv) Varias condiciones necesarias para la existencia de topologías bipartitas de diámetro 3,
con 2 vertices menos que el límite bipartito de Moore.
(v) Una demostración de la no existencia de grafos bipartitos de diámetro al menos 4, con
2 vertices menos que el límite bipartito de Moore.
Finalmente, presentamos varios problemas abiertos y conjeturas, lo cual brinda posibilidades
para investigaciones futuras en el diseño de redes óptimas.
1Traducción del término girth.
Abstract
In this thesis we deal with the design of optimal interconnection networks. Optimality is
interpreted as the largest possible number of nodes in a network, given constraints on the
number of connections attached to a node, and on the length of shortest paths between
any two nodes. Any interconnection network can be modeled by a graph referred to as the
topology of the network. Here we consider only networks modeled by undirected graphs.
In graph theory our interpretation of optimality is known as the degree/diameter problem.
Under the degree and diameter constraints, there is an upper bound on the number of nodes
that a network can have, which is known as the Moore bound. Considering bipartite networks,
the Moore bipartite bound is deﬁned in a similar way to the general case of the Moore bound.
Interconnection networks modeled by Moore (bipartite) graphs(bipartite) graphs attaining
the Moore (bipartite) boundare optimal.
We address the degree/diameter problem for both general graphs and bipartite graphs. We
also investigate regular topologies with the smallest possible number of nodes given degree
and girth, the degree/girth problem. We consider only the case of even girth, and then the
Moore bipartite bound is the best lower bound (known at present) on the number of nodes of
such topologies.
In the degree/diameter problem and in the degree/girth problem, we study graphs whose order
is close to the ideal Moore bound or Moore bipartite bound. The following original results are
the cornerstones of this thesis:
(i) Constructions of large topologies of interconnection networks of diameter 6, including
several of the largest known graphs for certain maximum degrees.
(ii) Complete characterization of connected graphs of maximum degree 3 with 4 vertices less
than the Moore bound.
(iii) A proof that connected graphs of degree 3, even girth, and 4 vertices more than the
Moore bipartite bound must be bipartite.
(iv) Several necessary conditions for the existence of bipartite topologies of diameter 3 with
2 vertices less than the Moore bipartite bound.
(v) A proof of the non-existence of all bipartite graphs of diameter at least 4, having 2
vertices less than the Moore bipartite bound.
Finally, we present a number of open problems and conjectures, providing scope for future
research in the design of optimal networks.
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. . . The performance of most digital systems today is limited by their
communication or interconnection, not by their logic or memory. . .
. . . As designers strive to make more eﬃcient use of scarce interconnec-
tion bandwidth, interconnection networks are emerging as a nearly uni-
versal solution to the system-level communication problems for modern
digital systems. . .
William James Dally
Interconnection Networks: An engineering approach (2003), pp. ix [58].
1
Introduction
In the ﬁrst section of this introductory chapter, we give an overview of some important facts
on interconnection networks. These facts will allow us to introduce the main problem that
interests us in this thesis, namely, the degree/diameter problem. We then continue by settling
the main goals of the thesis.
In the second section, we summarize our results, and explain the structure of the thesis.
1.1 Interconnection Networks & the Degree/Diameter Problem
Interconnection network as a concept is not a novel idea. This concept has been available to
us for decades; some studies say that the ﬁrst proposals of interconnection networks appeared
in the 1950s [58]. In the literature we ﬁnd diﬀerent deﬁnitions of an interconnection network;
see, for instance, [154, pp. 301], [42, pp. 2], and [92]. Basically, an interconnection network
is a system formed by entities or nodes, and links among the nodes. In such a system, both
entities and connections may have diverse nature. Examples of entities include computers,
microprocessors, processes, people, or even other networks; while examples of connections
include physical wires, communication links, or relationships in a general sense.
Processing and distribution of data using interconnection networks have become indissoluble
elements of the development of our society. At present many systems consider communications
among internal entities as a key factor in their performance. Examples of these systems are
VLSI (very large-scale integration) circuits, image processing, simulations of diverse types of
chemical reactions, telephone networks, computer networks and many others.
The need for ever increasing computing power is a current problem in modern technology.
Parallel computing with multiple processors is a feasible approach to tackle this problem. To
implement this approach many communication schemes are necessary, including the intercon-
nection of processors and other peripherals; see [58]. Therefore, interconnection networks are
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here to stay, and network design concepts will become even more imperative elements in our
life.
Interconnection networks have been traditionally modeled by graphs. In this model the nodes
and connections of the network are represented by the vertices and edges of the graph, respec-
tively. For a formal deﬁnition of these two graph-theoretical concepts, refer to Section 2.2.
Such a graph is called the topology of the network. While this model does not take into account
implementation factors of the network, it does provide an eﬀective means of abstraction to
study many relevant network properties [42, 58, 89, 153, 154].
According to the topology of the network, modern interconnection networks can be classiﬁed
as shared-medium networks, direct networks, indirect networks and hybrid networks; see [58,
pp. 7].
Shared-medium networks. In this topology the connection medium is shared by all nodes.
Local area networks (LAN) and Backplane Bus constitute important examples of net-
works using this approach.
Direct or point-to-point networks. In this topology there exist point-to-point links which
connect each node to a subset of other nodes in the network. Examples of networks using
this approach are the mesh, the torus and the hypercube.
Indirect networks. In indirect networks nodes are not linked to other nodes; they are instead
connected through switches. Such switches are then linked to each other through point-
to-point connections. Examples of indirect networks include crossbar and multistage
interconnection networks.
Hybrid networks. In this class we have networks combining elements of the aforementioned
classes. Multiple-backplane buses and hierarchical networks are examples of hybrid
networks.
For more information on this classiﬁcation scheme, refer to [58].
There are many requirements inﬂuencing the design of interconnection networks; see [58, pp.
56], [154, pp. 302] and [89, pp. 168]. These design factors include the following.
Small maximum degree. The degree of a node is the number of connections attached to
the node, and the maximum degree over all the nodes in the network is the maximum
degree of the network. The degree of a node is restricted by hardware constraints. In
large interconnection networks, large amount of wiring is required, and great part of
the performance of a system is spent on operating the wiring [42, 58]. We could also
mention that the more wiring, the more costly the system will become. Therefore, it is
desirable to keep a small maximum degree of the network while its size increases.
Small diameter. The distance between a pair of nodes in a network is the length of a shortest
route connecting both nodes, and the diameter of the network is the maximum pairwise
distance between nodes. A network with a long diameter faces many problems, such
as long communication delay, coupling problems and the existence of diﬀerent types of
uncontrolled noise (distorted part of a signal). Therefore, to have a large number of
nodes and a small diameter is a most desirable feature in network design.
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Symmetry. A network with the property of node symmetry (all nodes behave alike) is highly
desirable, because it allows the use of the same algorithms at each node of the network.
Extendibility. This criterium refers to networks being able to increase their size over time,
without compromising their performance or wasting resources.
Available budget often imposes additional restrictions on network design. The ideal inter-
connection network may be ﬁnancially unfeasible. Also, it is not always possible to achieve
all the desired requirements, because some of them may contradict each other. For instance,
as noticed in [154, pp. 303] and [58, pp. 14], a complete graph satisﬁes most of the previous
requirements. However, for a network of n nodes each node needs to be connected to the other
n− 1 nodes, and large amount of wiring is therefore required for large topologies. Thus, the
use of complete graphs to model large networks is impractical. See [42, 58] for other concrete
examples of contradictory topologies. Accordingly, designers need to achieve a compromise
between the desirable factors and the feasible requirements of the network.
Since the features of an interconnection network depend considerably on the particular ap-
plication, it is then understandable that many interpretations about the optimality of a
network coexist. One possible interpretation is presented as follows; see [58, pp. 18], [89, pp.
168], and [153, pp. 91 ].
An optimal network contains the maximum possible number of nodes, given a limit
on the number of connections attached to a node and a limit on the diameter of
the network.
This interpretation has attracted network designers and the research community in general
due to its implications in the design of large interconnection networks. In graph-theoretical
terms, this interpretation leads to the degree/diameter problem.
Interconnection networks with unidirectional communication channels can be modeled by
directed graphs, while interconnection networks with bidirectional channels can be modeled
by undirected graphs. In this thesis we will consider only the latter class of topologies, and in
this case, the degree/diameter problem can be stated as follows; see [34, 56, 111].
Degree/diameter problem: Given natural numbers ∆ ≥ 2 and D ≥ 1, ﬁnd the largest
possible number N∆,D of vertices in a graph of maximum degree ∆ and diameter D.
Alternative deﬁnitions ofN∆,D can be found in the literature. For instance, in [20, pp. 251] the
author considers graphs of maximum degree at most ∆ and diameter at most D; in [120, 153]
the authors deal with graphs of maximum degree ∆ and diameter at most D; and in [32, 65]
a deﬁnition of N∆,D covers only regular graphs of degree ∆ and diameter D.
An upper bound for N∆,D is given by the Moore bound (deﬁned in Section 3.1.1).
While there are some general constructions of relatively large graphs for a given maximum
degree and diameter, the gap between their number of nodes and the current best upper
bounds on the number of nodes is enormous. Exact values of N∆,D are unknown for most
values of ∆ and D.
Research activities concerning the degree/diameter problem fall into two main research direc-
tions.
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(i) Lowering the upper bound for N∆,D by proving the non-existence of graphs whose order
is close to certain theoretical general upper bounds.
(ii) Increasing the lower bound for N∆,D by constructing ever larger graphs.
We approach the degree/diameter problem from both perspectives.
In the design of interconnection networks with bidirectional communication channels, networks
subject to further topological restrictions have also been widely considered, for instance, planar
networks and bipartite networks [42, 153]. Planar graphs are universally used as topologies in
the design of printed circuits, such as VLSI circuits [153, 154], while bipartite graphs model
several direct interconnection networks, such as the mesh and the hypercube [58, 153]. In this
thesis we will closely analyze bipartite topologies.
The bipartite version of the degree/diameter problem can be posed as follows.
Degree/diameter problem for bipartite graphs: Given natural numbers ∆ ≥ 2 and D ≥ 2,
ﬁnd the largest possible number N b∆,D of vertices in a bipartite graph of maximum degree
∆ and diameter D.
As in the case of general graphs, alternative deﬁnitions of N b∆,D have been proposed in the
literature; see, for instance, [120].
The last problem that we will deal with is the so-called degree/girth problem for even girth,
which is closely related to the bipartite case of the degree/diameter problem, as we will see in
Section 3.3.
Degree/girth problem for even girth: Given natural numbers ∆ ≥ 2 and even g ≥ 4, ﬁnd
the smallest possible number ne∆,g of vertices in a regular graph of degree ∆ and girth
g.
An upper bound for N b∆,D and a lower bound for n
e
∆,g is given by the Moore bipartite bound
(deﬁned in Section 3.3.1).
1.2 Overall Aims and Structure of the Thesis
The main goals of this thesis, which revolve around the degree/diameter problem for both
general graphs and bipartite graphs, are the following:
(i) Provide constructions of large topologies of diameter 6, including several of the largest
known graphs for their corresponding maximum degrees.
(ii) Provide the full catalogue of connected graphs of maximum degree 3 and 4 vertices less
than the Moore bound.
(iii) Provide structural properties of graphs of degree 3, even girth ≥ 12 and 4 vertices more
than the Moore bipartite bound.
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(iv) Provide necessary conditions for the existence of bipartite topologies of diameter 3 with
2 vertices less than the Moore bipartite bound.
(v) Provide a proof of the non-existence of bipartite topologies of diameter at least 4 with
2 vertices less than the Moore bipartite bound.
The rest of the thesis is divided into eight chapters structured as follows.
Chapter 2: Basic Concepts. In this chapter we present the basic notions and results used
throughout the thesis, which comprise elements of group theory, graph theory, linear
algebra, graph spectra and incidence geometry. Whenever possible, we have tried to
follow the standard terminology employed in each of these areas.
Chapter 3: Literature Review. In this chapter we give a historical background, and sur-
vey the relevant results about the degree/diameter problem for both general graphs
and bipartite graphs, and the degree/girth problem for even girth. This survey has
been made mainly with the aim of placing our results within context, therefore, we have
omitted some results that may be considered important for other researchers in the area.
Chapter 4: Large Graphs of Diameter 6. In this chapter we commence the study of the
degree/diameter problem for general graphs, producing a family of large compound
graphs of diameter 6. Several members of this family are currently the largest known
graphs for their respective maximum degree. This outcome has already been published
[130].
Chapter 5: Characterization of (3, D,−4)-Graphs. In this chapter we continue analyz-
ing the degree/diameter problem for general graphs. Speciﬁcally, we complete the char-
acterization of all (3, D,−)-graphs with D ≥ 2 and 0 ≤  ≤ 4, the main result of the
chapter being a non-existence proof of (3, D,−4)-graphs for D ≥ 5. All this material
has been published or accepted for publication; see [117, 132].
Chapter 6: Bipartiteness of (3, g,+4)-Graphs for Even g. In this chapter we study the
degree/girth problem for even girth, obtaining as the main result that if (3, g,+4)-graphs
with g ≥ 12 exist then they must be bipartite. Furthermore, we conjecture that such
graphs do not exist.
Chapter 7: Bipartite (∆, 3,−2)-Graphs. This chapter introduces the study of the de-
gree/diameter problem for bipartite graphs. More precisely, we derive several necessary
conditions for the existence of bipartite (∆, 3,−2)-graphs, and prove the uniqueness of
the two known such graphs. This result has been already accepted for publication [53].
Chapter 8: Bipartite (∆, D,−2)-Graphs. This chapter follows the study initiated in Chap-
ter 7 concerning the bipartite version of the degree/diameter problem. Here we prove
that bipartite (∆, D,−2)-graphs with ∆ ≥ 3 and D ≥ 4 do not exist. All this material
has been already published or submitted for publication [52, 128].
Chapter 9: Conclusions and Further Research. In this chapter we summarize all the
main results of the thesis, give some concluding remarks, and present some open prob-
lems and conjectures for future research.
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In this thesis all original results are indicated by the symbolF, and ends of proofs are marked
by the symbol . If the symbol  appears immediately after a formal assertion, it means that
this result is relatively easy to verify. There are also some assertions stated without proof and
without the symbol , meaning that proofs of such assertions are not relevant, or are far from
the scope of this thesis.
All human knowledge thus begins with intuitions, proceeds
thence to concepts, and ends with ideas.
Immanuel Kant (17241804)
Kritik der reinen Vernunft, Elementariehre, Part 2, Sec. 2.
By relieving the brain of all unnecessary work, a good nota-
tion sets it free to concentrate on more advanced problems,
and, in eﬀect, increases the mental power of the race.
Alfred North Whitehead (18611947)
An Introduction to Mathematics (1911), pp. 39 [150]. 2
Basic Concepts
This chapter introduces the concepts and notions of group theory, graph theory, linear algebra,
spectra of graphs and incidence geometry that will be employed throughout this thesis. We
have, however, moved the deﬁnitions of some terms to the chapters where they can be best
understood.
There exist many standard books covering these topics; see, for instance, [19, 23, 31, 41,
100, 102]. We therefore limit ourselves to presenting deﬁnitions, concepts and results, but no
proofs. Concerning group theory, the notation and results presented here are mainly taken
from [100, 102] and from [75, Chapter 2]. Most of the graph theoretical concepts are taken
from [23, 55]. For notation and results in algebraic graph theory, we mainly use [15, 41]. The
deﬁnitions and results of linear algebra are mainly taken from [125], while the material on
incidence geometry was mainly taken from [31, 148].
This chapter begins by setting the notation of the sets of numbers which will be used through-
out the thesis. We denote by N the set of natural numbers including 0 and by Z the set of
integers. The latter is, in turn, partitioned into Z+ (the set of positive integers), {0} and Z−
(the set of negative integers). The sets of rational and real numbers are denoted by Q and R,
respectively.
2.1 Algebraic Structures
We begin this section with some basic concepts concerning group theory.
2.1.1 Groups
Deﬁnition 2.1 (Group) Let X be a non-empty set, together with an associative binary op-
eration ·. Then Ω = (X, ·) is a group if
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(i) there exists un elemento id ∈ Ω, called the identity, such that for all ω ∈ Ω id · ω =
ω · id = ω, and
(ii) for each ω ∈ Ω there exists un elemento ω−1 ∈ Ω, called the inverse of ω, such that
ω−1 · ω = ω · ω−1 = id.
If the operation · is commutative, we say that the group is commutative. Commutative groups
are called abelian.
The order of a group Ω, denoted by |Ω|, is the number of elements in Ω. The order of un
elemento ω of a ﬁnite group Ω is the smallest positive integer n such that ωn = id, where id
is the identity element of Ω. un elemento of order 2 is called an involution of Ω.
Given a group Ω=(X, ·) and a subset Y of X, we call (Y, ·) a subgroup of Ω if Y with the
operation · restricted to Y is itself a group.
Given a subset X of Ω, a subgroup generated by X, denoted by 〈X〉, is a subgroup formed
by all the possible products x1x2 · · ·xn, where either xi ∈ X or x−1i ∈ X for 1 ≤ i ≤ n and
n ∈ Z+. The set X is called a generating set of 〈X〉. The subgroup 〈X〉 is the minimal
subgroup containing X.
Permutation Groups
A bijection from a set X onto itself is called a permutation. The set of all permutations of an
n-set X, denoted by SX , or simply by Sn, forms a group under the composition of functions;
such a group is called the symmetric group of order n. A permutation group on X is then a
subgroup of SX .
Let Ω be a permutation group on X, and ω ∈ Ω. Then ω can be described by a set of
disjoint permutation cycles. A permutation cycle is a sequence
(
x, ω(x), ω2(x), . . . , ωp(x)
)
,
where x ∈ X and ωp+1(x) = x. For instance, the permutation ω = {2, 5, 4, 3, 1, 6} is described
as (1, 2, 5)(3, 4)(6). The length of a cycle is the number of its elements.
Given two groups Ω = (X, ·) and Υ = (Y, ⊥), a group homomorphism is a map f : Ω → Υ
between the two groups such that f(ω1 · ω2) = f(ω1)⊥f(ω2) for all ω1, ω2 ∈ Ω.
A permutation representation of a group Ω is a homomorphism from Ω into SX for some set
X. A permutation representation is also called an action of Ω on the set X, and Ω is said to
act on X.
Let Ω be a group acting on a set X, then there is a homomorphism f : Ω → SX . For any
ω ∈ Ω let us set f(ω) = piω. The orbit of un elemento x ∈ X, designated OrbΩ(x), is the
set of all elements of X that are the image of x under some permutation piω ∈ SX . Formally,
OrbΩ(x) = {piω(x)|piω ∈ SX}. The orbit of x is a subset of X. All the orbits of Ω partition X,
and the associated equivalence relation is deﬁned by x ∼ y if, and only if, there exists ω ∈ Ω
such that piω(x) = y.
Let Ω be a permutation group acting on a set X. The group Ω is transitive on X if, for all
x, y ∈ X, there exists ω ∈ Ω such that ω(x) = y.
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2.1.2 Rings and Fields
Deﬁnition 2.2 (Ring) Let X be a non-empty set, together with two associative binary oper-
ations · and +. Then (X,+, ·) is a ring if
(i) (X,+) is an abelian group, and
(ii) there exists un elemento 1, called the multiplicative identity, such that for all ω ∈ X
1 · ω = ω · 1 = ω, and
(iii) The operations · and + are linked by the distributive law, i.e. (a + b)c = ac + bc and
c(a+ b) = ca+ cb for all a, b, c ∈ X.
The identity of (X,+), denoted by 0, is called the additive identity. If · is commutative then
the ring is called a commutative ring .
A subset Y of a ring (X,+, ·) is called a subring if Y with the operations + and ·, restricted
to Y , is itself a ring.
Deﬁnition 2.3 (Field) Given a commutative ring F = (X,+, ·), F is a ﬁeld if (X − {0}, ·)
is a group.
A subﬁeld of a ﬁeld F is a subring of F that is also a ﬁeld.
A ﬁnite ﬁeld is also called a Galois ﬁeld .
Theorem 2.1 ([100]) The order of a ﬁnite ﬁeld is a prime power. Furthermore, for each
prime power q there exists a unique (up to isomorphism) ﬁnite ﬁeld of order q.
2.2 Graphs
The terminology and notation used in this section are standard, and are consistent with that
used in [55].
Assume that [X]k denotes the set of all k-subsets of a set X. A graph Γ is a pair (V,E) of
sets satisfying E ⊆ [V ]2, where V 6=∅. The elements of V and E are called the vertices and
edges of the graph Γ, respectively. A graph so deﬁned is called undirected (each edge is an
unordered pair of vertices, so it has no direction).
The vertex set V of a graph Γ is denoted by V (Γ), and the edge set of Γ by E(Γ). In some
instances for a vertex (or an edge) we may write x ∈ Γ instead of x ∈ V (Γ) (or E(Γ)). The
number of vertices of Γ represents the order of Γ, and is denoted by |Γ|. A graph of ﬁnite
order is called ﬁnite. In this thesis we will consider only ﬁnite graphs. For an edge e = {x, y},
we write e = xy, or simply xy, or alternatively, x∼ y. For an edge e = xy, we say that x and
y are the endvertices or ends of e, adjacent or neighbors, and incident with e. We also say
that e is incident with x and y. Two edges e 6= f are adjacent if they share an endvertex. If
two vertices x and y are not adjacent then we write x  y.
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Note that in our deﬁnition of a graph, we do not allow edges where both endvertices coincide,
called loops, or edges with the same endvertices, called multiple or parallel edges. The graphs
deﬁned as above are called simple; in this thesis we will consider only simple graphs, unless
stated otherwise.
Let x ∈ V (Γ) and X ⊆ V (Γ). We say that X dominates x, denoted by x ∼ X, if x either
belongs to X or is adjacent to a vertex of X. Otherwise, we use the symbol .
We denote by EΓ(X,Y ) the set of edges in a graph Γ joining a vertex in X to a vertex in Y .
For simplicity, instead of EΓ({x}, Y ), we write EΓ(x, Y ), and instead of EΓ(X,X), we write
EΓ(X). The set of all edges in E(Γ) incident with a vertex x is denoted by EΓ(x).
Two sets are called independent or stable if their intersection is the empty set, while a set of
vertices in a graph is called independent or stable if it contains no adjacent vertices.
A matching of a graph Γ is a set of independent edges in Γ. A perfect matching M of Γ is a
matching such that, for any vertex x ∈ Γ, there is an edge in M incident with x.
Let Γ be a graph. The set of neighbors of a vertex x in Γ is denoted by NΓ(x). The set
of neighbors of a vertex set X, X ⊆ V (Γ), denoted by NΓ(X), can be deﬁned as follows:
NΓ(X) =
⋃
x∈X
NΓ(x). The degree of a vertex x is the number of edges incident with x,
and is denoted by dΓ(x). If dΓ(x) = 0 then x is called an isolated vertex. The number
∆(Γ)= max{dΓ(x)|x ∈ V (Γ)} is the maximum degree of Γ, while the minimum degree over all
the vertices of Γ is called the minimum degree of Γ.
In any of the aforementioned concepts, as elsewhere, the index referring to the underlying
graph is dropped if the reference is clear. For instance, in such cases we write N(x) instead
of NΓ(x).
Let Γ and Γ′ be two graphs. If V (Γ′) ⊆ V (Γ) and E(Γ′) ⊆ E(Γ) then Γ′ is a subgraph of
Γ, denoted by Γ′⊆ Γ. When we have Γ′ ⊆ Γ without equality, we say that Γ′ is a proper
subgraph of Γ, denoted by Γ′⊂ Γ. If Γ′ ⊆ Γ and Γ′ contains all the edges xy ∈ E(Γ) with
x, y ∈ V ′ = V (Γ′) then Γ′ is an induced subgraph of Γ, denoted by Γ[V ′]. Given Γ′ ⊆ Γ, Γ′ is
a spanning subgraph of Γ if V (Γ′) = V (Γ).
2.2.1 Some Special Graphs
For k ≥ 0, a path P =Pk is a graph such that
V (P ) = {x0, x1, . . . , xk} and E(P ) = {x0x1, x1x2, . . . , xk−1xk}.
The vertices x0 and xk are the endvertices or ends of P , and the vertices x1,. . . ,xk−1 are its
inner vertices. We also use the following notation for subpaths of a path P = x0x1 . . . xk:
Pxi = x0 . . . xi, xiP = xi . . . xk and xiPxj = xi . . . xj , where 0 ≤ i ≤ j ≤ k. The length of a
path P is the number of edges in P . A path of length k is called a k-path.
Let X and Y be two sets of vertices. An X−Y path is a path P = x0x1 . . . xk, where x0 ∈ X,
xk ∈ Y and xi /∈ X,Y , for i = 1, . . . , k − 1. We write x− Y path instead of {x} − Y path.
Two paths are independent if they do not share an inner vertex.
For k ≥ 3, a cycle C =Ck is a graph such that
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V (C) = {x0, x1, . . . , xk−1} and E(C) = {x0x1, x1x2, . . . , xk−1x0}.
The length of a cycle C is the number of edges in C. A cycle of length k is called a k-cycle.
The minimum length of a cycle in a graph Γ is the girth of Γ, and is denoted by g(Γ).
Let x, y be two vertices in a graph Γ. The length of a shortest x− y path in Γ is the distance
in Γ between x and y, denoted by dΓ(x, y). Note that dΓ(x, y) =∞ if there is no x− y path
in Γ. The eccentricity of a vertex x, denoted by eΓ(x), is deﬁned as the maximum distance
between x and any other vertex. The diameter of a graph Γ, denoted by D(Γ), is equal to
the maximum eccentricity over all vertices of the graph, that is, the largest distance between
any two vertices in Γ. The radius of a graph Γ, denoted by rad(Γ), is equal to the minimum
eccentricity over all vertices of the graph. Formally, eΓ(x) = maxy∈V (Γ) dΓ(x, y), and therefore,
D(Γ) = maxx∈V (Γ) maxy∈V (Γ) dΓ(x, y) and rad(Γ) = minx∈V (Γ) maxy∈V (Γ) dΓ(x, y).
We deﬁne the distance between two subgraphs Λ and Λ′ of a graph Γ as follows: d(Λ,Λ′) =
minx∈V (Λ)
y∈V (Λ′)
dΓ(x, y).
A walk of length k in a graph Γ, denoted by x0e0x1e1 . . . ek−1xk, is a non-empty alternating
sequence of vertices and edges such that ei = {xi, xi+1} for all i < k. If x0 = xk then the walk
is closed. Note that a path is therefore a walk with all the vertices distinct.
A complete graph of order n, denoted by Kn, is a graph with all its vertices pairwise adjacent.
A connected graph is a graph where, for any two vertices x and y, there exists at least one
x− y path.
Let Γ be a graph and r ≥ 2 an integer. The graph Γ is called r-partite if it is possible to
partition V (Γ) into r sets (called partite sets) such that no edge joins two vertices in the same
set. A 2-partite graph is called bipartite.
A complete r-partite graph with partite sets of orders n1, . . . , nr, denoted by Kn1,...,nr , is an
r-partite graph where any two vertices from diﬀerent partite sets are adjacent.
If all the vertices of graph Γ have the same degree ∆ then Γ is called ∆-regular, or just regular.
2.2.2 Operations on Graphs
The union of Γ and Γ′, denoted by Γ∪Γ′, is the graph with vertex set V (Γ)∪ V (Γ′) and edge
set E(Γ) ∪ E(Γ′). The intersection of Γ and Γ′, denoted by Γ∩Γ′, is the graph with vertex
set V (Γ) ∩ V (Γ′) and edge set E(Γ) ∩ E(Γ′); if Γ ∩ Γ′ = ∅, we say Γ and Γ′ are disjoint. The
diﬀerence between Γ and Γ′, denoted by Γ − Γ′, is the graph with vertex set V (Γ) − V (Γ′)
and edge set formed by all the edges with both endvertices in V (Γ) − V (Γ′). The cartesian
product of Γ and Γ′, denoted by ΓΓ′, is the graph with vertex set V (Γ)×V (Γ′), where two
vertices (u1, u′1) and (u2, u′2) are adjacent if, and only if, either u1 = u2 and u′1u′2 ∈ E(Γ′) or
u′1 = u′2 and u1u2 ∈ E(Γ).
Compounding of Graphs
There are many ways to obtain new graphs from existing graphs. So far, we have introduced
only some of the classical operations. To complete our set of operations, we need to deﬁne a
further one: the compounding of graphs.
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A precise deﬁnition of graph compounding does not exist. Moreover, compounding of graphs
is essentially an ambiguous operation. Brieﬂy, given a graph Γ, we replace a vertex x ∈ Γ with
a graph Λx, and the edges incident with x are joined to vertices of Λx. However, no explicit
description exists of how the latter operation is performed. Authors have adopted various
methods to meet their speciﬁc purposes. As a result, when applying compounding to a graph,
we may obtain many diﬀerent graphs.
In order to encapsulate several approaches, we give a deﬁnition that is suﬃciently general to
include most of the graph compounding techniques that are used in practice.
Let S = {Λ1,Λ2, . . . ,Λk} be a set of graphs. Each element of S is called a source graph, and
consequently, S is called the set of source graphs. Let Γ be a graph, called the base graph.
In addition, let Γˆ be a subgraph of Γ such that E(Γˆ) = ∅, and V (Γˆ) is formed by all those
vertices of Γ to be replaced during the compounding process. We call Γˆ the replaced graph.
Finally, let f be a mapping from V (Γˆ) to S.
The compounding of S into Γ is denoted by Γ(S) or by Γ(Λ1,Λ2, . . . ,Λk). We deﬁne it by
means of the following two steps:
Step 1: Every vertex x ∈ V (Γˆ) is replaced by the graph f(x) ∈ S. The set of added vertices
is denoted by Vˆ (S), that is, Vˆ (S) =
⋃
x∈V (Γˆ)
V (f(x)).
Step 2: The edges incident with x ∈ V (Γˆ) are distributed among the vertices of f(x). Note
that this step introduces a certain amount of ambiguity.
It is easy to see that
|Γ(S)| = |Γ|+
∑
x∈V (Γˆ)
|f(x)| − |Γˆ|.
To exemplify this, see Figure 2.1, where S = {C3, C4,K4} and the base graph is K4. The
replaced graph has vertex set V (Γˆ) = {a, b, d} and edge set E(Γˆ) = ∅, and the mapping is
f(a) = C3, f(b) = C4, and f(d) = K4.
⇒
a
b
c
d
Base graph
Compound graph
Figure 2.1: Compound graph.
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2.2.3 Isomorphisms of Graphs
Let Γ and Γ′ be two graphs. The graphs Γ and Γ′ are isomorphic, denoted by Γ ' Γ′, if there
is a bijection f : V (Γ) → V (Γ′) so that xy ∈ E(Γ) if, and only if, f(x)f(y) ∈ E(Γ′). The
function f is called an isomorphism, and if Γ = Γ′, it is called an automorphism.
We deﬁne the relation ∼ on a set of graphs: Γ ∼ Γ′ if, and only if, Γ and Γ′ are isomorphic.
Then ∼ is an equivalence relation, and it therefore partitions graphs into isomorphism classes.
We do not distinguish between isomorphic graphs, i.e. graphs from the same isomorphism
class. Hence, we may write Γ = Γ′ instead of Γ' Γ′.
Automorphisms
The set of automorphisms of a graph Γ forms a group under the operation of composition of
functions. This group is called the automorphism group of Γ, denoted by Aut(Γ). The group
Aut(Γ) is a permutation group on V (Γ), which helps us to understand the symmetries in Γ.
We say that Γ is vertex-transitive if Aut(Γ) acts transitively on V (Γ), that is, for any two
vertices u and v, there is an automorphism ω ∈ Aut(Γ) such that ω(u) = v. Analogously, we
say that Γ is edge-transitive if, for any two edges e and f in E(Γ), there is an automorphism
w ∈ Aut(Γ) such that w(e) = f , where w(e = {x, y}) = {w(x), w(y)}.
Let Γ be a bipartite graph with partite sets V1 and V2. A polarity ω on Γ is an involution of
Aut(Γ) that interchanges V1 and V2, that is, ω(V1) = V2 and ω(V2) = V1.
2.2.4 Digraphs
In some instances we need to consider graphs where the edges have directions, that is, directed
graphs, or simply digraphs.
A digraph Λ is a pair (V,A) of sets satisfying A ⊆ V × V , where V 6= ∅, and × denotes the
cartesian product between sets. The elements of V and A are called the vertices and arcs of
the digraph Λ, respectively.
As before, the number of vertices of Λ, denoted by |Λ|, is the order of Λ.
For an arc a = (x, y), the ﬁrst vertex x, denoted by tail(a), is its tail, and the second vertex
y, denoted by head(a), is its head. The head and tail of an arc are its endvertices or ends.
Let x be a vertex of Λ. The out-degree d+Λ(x) is the number of arcs in Λ with tail x. The
in-degree d−Λ(x) is the number of arcs in Λ with head x. The set N
+
Λ (x)= {y|(x, y) ∈ A(Λ)} is
the out-neighborhood of x, whereas the set N−Λ (x)= {y|(y, x) ∈ A(Λ)} is the in-neighborhood
of x.
2.3 Linear Algebra
Graph theory has identiﬁed linear algebraespecially the well-established matrix theory
as a useful tool to prove several fundamental graph properties. Many examples reﬂect this
alliance; see, for instance, [15, 41].
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The aim of this section is to provide adequate tools to utilize matrix theory in graph theoretical
contexts. Here we present most of the concepts and results from linear algebra that we will
use either implicitly or explicitly throughout this thesis.
We ﬁrst give very simple facts about matrices. A matrix with m rows and n columns is called
an m× n matrix, and m and n are called its dimensions. When considering square matrices
(i.e. m = n), we use the term order. For instance, an n × n matrix is called a square matrix
of order n.
We continue by introducing the notion of vector space over a ﬁeld F , and some related
concepts.
Deﬁnition 2.4 (Vector Space) Let F be a ﬁeld, and X a non-empty set with two operations
+ and ·. The elements of F and X are called scalars and vectors, respectively. The operation
· is called the product by a scalar. Then V= (X,+, ·) is a vector space if the following axioms
are satisﬁed.
(i) The sum in X is associative and commutative.
(ii) There is a unique element in X, denoted by ~0, such that ~x+~0 = ~x for all x ∈ X. The
element ~0 is called the zero vector.
(iii) The sum in X and the product by a scalar are distributive, that is, α(~x+ ~y) = α~x+ α~y
for all x, y ∈ X and α ∈ F .
(iv) For all ~x ∈ X there is a unique element, denoted by −~x, such that ~x + (−~x) = ~0. The
element −~x is called the inverse of ~x.
(v) The sum in F and the product by a scalar are distributive, that is, (α+ β)~x = α~x+ β~x
for all ~x ∈ X and α ∈ F .
(vi) The product in F and the product in X are associative, that is, (αβ)~x = α(β~x) for all
~x ∈ X and α, β ∈ F .
(vii) The multiplicative identity in F satisﬁes 1 · ~x = ~x, for all x ∈ X.
A vector space over a ﬁeld F is often called a F-vector space.
Above we have used the same notation for the sum in F as for the sum in X, and the same
notation for the product in F as for the product in X. But there should be no confusion due
to the diﬀerent meanings of F and X.
To exemplify vector spaces, we have Rn and Qn with the usual sum of vectors and product
by a scalar.
The following list of deﬁnitions and theorems relates to the vector space concept.
Deﬁnition 2.5 (Vector Subspace) For any vector space, a vector subspace is a subset that
is itself a vector space, under the inherited operations.
Deﬁnition 2.6 (Linear Combination of Vectors) A linear combination of vectors
~x1, . . . , ~xn is a vector that can be expressed as α1 ~x1 + . . .+ αn ~xn, where α1, . . . , αn ∈ F .
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Deﬁnition 2.7 (Linearly Independent (Dependent) Set) A set of vectors X is said to
be linearly independent if no element of X can be expressed as a linear combination of the
others. Otherwise X is linearly dependent.
Deﬁnition 2.8 (Spanning Set) Let V be a vector space. A set of vectors X is said to be a
spanning set of V if any ~x ∈ V can be expressed as a linear combination of X.
Deﬁnition 2.9 (Basis) Let V be a vector space. A set of vectors X is said to be a basis of
V if X is a linearly independent and a spanning set of V.
In Rn the set of n vectors (

1
0
0
...
0
 ,

0
1
0
...
0
 , . . . ,

0
0
0
...
1
), denoted by En, is a basis, which is
called the standard basis.
Deﬁnition 2.10 (Representation of a Vector with Respect to a Basis) Let V be a vec-
tor space with a basis B = (~b1, . . . , ~bn). The representation of a vector ~x with respect to B,
denoted by [~x]B, is the column vector (or just vector) of the scalars used to express ~x as a
linear combination of the basis vectors, that is, if ~x = α1 ~b1 + . . .+ αn ~bn then
[~x]B =
 α1...
αn

Theorem 2.2 ([125, pp. 67]) All the bases of a vector space have the same order (the num-
ber of vectors).
Deﬁnition 2.11 (Dimension of a Vector Space) The dimension of a vector space V is
the order of any basis of V.
Deﬁnition 2.12 (Finite Vector Space) A vector space is ﬁnite if it has a basis with only
ﬁnitely many vectors.
Deﬁnition 2.13 (Change-of-Basis Matrix) Let B = (~b1, . . . , ~bn) and B′ be two bases of
a vector space V. The matrix M(B,B′) = ([~b1]B′ , . . . , [~bn]B′) is called the change-of-basis
matrix from the basis B to the basis B′. The matrix M(B,B′) satisﬁes the relation [~x]B′ =
M(B,B′)[~x]B.
Deﬁnition 2.14 (Identity Matrix) The identity matrix of order n, denoted by In, is the
n× n matrix with the main diagonal entries equal to 1 and the other entries equal to 0.
Deﬁnition 2.15 (Inverse of a Matrix) The inverse of a square matrixM of order n is the
unique matrixM−1 satisfyingMM−1 =M−1M = In.
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Theorem 2.3 ([102, pp. 97]) A square matrix M has inverse if, and only if, |M| 6= 0,
where |M| denotes the determinant ofM.
For a deﬁnition of a determinant, refer to [102], where you can also ﬁnd the main properties
of determinants.
Deﬁnition 2.16 ((Non-)Singular Matrix) IfM admits an inverse, we say thatM is non-
singular or invertible. OtherwiseM is singular.
Theorem 2.4 ([125, pp. 9394]) Let M be a change-of-basis matrix from the basis B to
the basis B′. Then M is invertible (|M| 6= 0), and M−1 is the change-of-basis matrix from
the basis B′ to the basis B.
At this stage we are in a position to point out an interesting one-to-one correspondence between
non-singular matrices and change-of-basis matrices.
Theorem 2.5 (Non-singular Matrices as Change-of-Basis Matrices, [125, pp. 96])
Any invertible matrixM of order n over R represents a change-of-basis matrix from the basis
B whose vectors are the columns ofM to En.
Next we give two important relationships between two matrices.
Deﬁnition 2.17 (Equivalent Matrices) Two m × n matrices M1 and M2 are said to be
equivalent if there are two non-singular square matrices P and Q of order m and n, respec-
tively, which satisfy the relationM1 = PM2Q.
Note that the equivalence of matrices determines an equivalence relation.
Deﬁnition 2.18 (Similar Matrices) Let M1 and M2 be two square matrices. Then M1
and M2 are said to be similar if they satisfy the relation M2 = P−1M1P , where P is an
invertible matrix.
Note that similar matrices are a special case of equivalent matrices.
Interestingly, matrices that are similar have many properties in common. For instance, they
have the same rank (i.e. number of rows or columns that are linearly independent) and the same
determinant. Other properties of similar matrices, as well as our interest in this relationship,
will be addressed in the following subsections.
2.3.1 Square Matrices
Unless stated otherwise, when referring to a matrix, we will mean a square matrix.
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Eigenvectors and Eigenvalues
We ﬁrst introduce the concept of an eigenvalue.
Deﬁnition 2.19 (Eigenvalue) Given a square matrixM, we say that a scalar λ is an eigen-
value ofM if there is a non-zero vector ~x such thatM~x = λ~x.
Note that the condition of the vector being non-zero is crucial, otherwise any scalar would be
an eigenvalue.
Deﬁnition 2.20 (Eigenvector) Let λ be an eigenvalue of a square matrix M. Any vector
~x satisfyingM~x = λ~x is called an eigenvector ofM with respect to λ.
In the deﬁnition of eigenvector, we do allow the zero vector to be an eigenvector. Note that
this is not problematic, because in deﬁning an eigenvector, we depart from an eigenvalue λ,
that is, it is assumed that there exists a non-zero vector ~x such thatM~x = λ~x.
Deﬁnition 2.21 Let V be a vector space over a ﬁeld F , M a square matrix with entries in
F , and λ an eigenvalue of M. The set of eigenvectors of λ constitutes a vector subspace of
V. This vector subspace is called the eigenspace of λ.
Deﬁnition 2.22 (Geometric Multiplicity of an Eigenvalue) The geometric multiplicity
of an eigenvalue is the dimension of its eigenspace.
Deﬁnition 2.23 (Characteristic Polynomial) LetM be a square matrix of order n. The
polynomial ΨM(x)= |xIn −M| is called the characteristic polynomial ofM.
The zeros of ΨM(x) are the eigenvalues ofM.
From the above, it can be seen that similar matrices have the same characteristic polynomial,
and consequently, the same eigenvalues (although the eigenvectors may in general be diﬀerent).
Deﬁnition 2.24 (Algebraic Multiplicity of an Eigenvalue) The algebraic multiplicity of
an eigenvalue is the multiplicity of the eigenvalue as a root of the corresponding characteristic
polynomial.
Deﬁnition 2.25 (Matrix Diagonalizable) A matrix M is said to be diagonalizable if M
is similar to a diagonal matrix.
Theorem 2.6 ([125, pp. 189]) Let V be a vector space. A matrix M is diagonalizable if,
and only if, it is possible to form a basis of V with eigenvectors ofM.
For a matrixM, if there exists a diagonal matrix D such that D = P−1MP , then the elements
of D are the eigenvalues ofM, and the columns of P constitute a basis with eigenvectors of
M.
We ﬁnally deﬁne matrices that are diagonalized by a common invertible matrix. Such matrices
are called simultaneously diagonalizable. Obviously, these matrices share the same bases of
eigenvectors.
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Theorem 2.7 ([138, pp. 202]) Two square matrices of the same order are simultaneously
diagonalizable if, and only if, they are diagonalizable and commutative.
We next introduce the trace of a matrix.
Deﬁnition 2.26 (Trace of a Matrix) The trace of M, denoted by tr(M), is the sum of
the elements on the main diagonal ofM.
Similar matrices have the same trace.
We now unveil an interesting and useful property of the trace of a matrix.
Theorem 2.8 ([75, pp. 165]) The trace of Mk, k ≥ 0, satisﬁes the expression tr(Mk) =∑n
i=1 λ
k
i , where λ1, λ2, . . . , λn is the set of eigenvalues ofM.
The transpose of M, denoted by MT , is the matrix whose columns are the rows of M,
preserving the order. We say that a matrixM is symmetric ifM =MT .
Theorem 2.9 ([91, Chapter 9]) A non-negative matrix has a non-negative eigenvalue r
such that |λ| ≤ r for any other eigenvalue λ. To this maximal eigenvalue, there corresponds a
non-negative eigenvector.
We next state the famous Cayley-Hamilton theorem.
Theorem 2.10 (Cayley-Hamilton Theorem, [91, Chapter 4]) Each matrixM of order
n satisﬁes its own characteristic polynomial, that is, if ΨM(x) = det(xIn−M) then Ψ(M) =
0.
The minimal polynomial of a matrix M, denoted by ψM(x), is the monic polynomial that
satisﬁes the following:
(i) ψM(M) = 0.
(ii) If f(x) is a polynomial such that f(M) = 0 then ψM(x) divides f(x).
Furthermore, we have
Theorem 2.11 ([41, pp. 20]) Let ψM(x) be the minimal polynomial of a matrix M, and
let λ1, λ2, . . . , λk be the set of distinct eigenvalues ofM. Then the following assertions hold.
(i) ψM(x) is uniquely determined byM.
(ii) IfM is symmetric then ψM(x) = (x− λ1)(x− λ2) · · · (x− λk).
Note that similar matrices have the same minimal polynomial.
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Further Special Matrices
Next we introduce some additional terminology.
We use the symbol Jn to denote a square matrix of order n with all its entries equal to 1, and
the symbol 1n (0n) to denote the vector of order n having all coordinates equal to 1 (0).
A permutation matrix is a square matrix that has exactly one entry equal to 1 in each row
and each column, and 0's elsewhere. Formally, if we have a permutation ω of the numbers
1, . . . , n, the permutation matrix P (ω) associated with ω is deﬁned as follows.
(P (ω))α,β =
{
1 if β = ω(α)
0 otherwise
Note that the identity matrix of order n is a special kind of a permutation matrix.
2.3.2 Symmetric Matrices
In this subsection we describe some of the main results involving symmetric matrices. From
this point on, we consider only symmetric matrices, unless stated otherwise.
Theorem 2.12 ([41]) The geometric and algebraic multiplicities of an eigenvalue of a sym-
metric matrix are equal.
Henceforth, we make no distinction between geometric and algebraic multiplicity, and refer to
them both as simply multiplicity.
By combining Theorems 2.6 and 2.12, we see that a symmetric matrix M is diagonalizable
[125, pp. 194].
To present the next three theorems we introduce the notion of a dot product between vectors
and the notion of orthogonality of vectors.
Deﬁnition 2.27 (Dot Product) The dot product, denoted by ·, of two real vectors of order
n is the linear combination of their components, that is, for ~x = (x1, x2, . . . , xn)T and ~y =
(y1, y2, . . . , yn)T , ~x · ~y = x1y1 + x2y2 + . . .+ xnyn.
Deﬁnition 2.28 (Orthogonal Vectors) Two vectors are said to be orthogonal if their dot
product is zero.
Deﬁnition 2.29 (Orthonormal Set of Vectors) A set of vectors { ~x1, . . . , ~xk} of a vector
space V is called orthonormal if it is orthogonal, that is, ~xi · ~xj = 0 for i 6= j, and all the
vectors are normalized, that is, ~xi · ~xi = 1 for all i.
Theorem 2.13 ([75, pp. 169]) If ~x and ~y are eigenvectors with respect to diﬀerent eigen-
values then ~x and ~y are orthogonal.
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Theorem 2.14 ([75, pp. 169]) The eigenvalues of a real symmetric matrix are real num-
bers.
Theorem 2.15 ([75, pp. 170]) Let M be a real symmetric matrix of order n. Then it is
possible to construct an orthonormal basis of Rn consisting of eigenvectors ofM.
Theorem 2.15 allows us to say that, for a matrixM there is an orthogonal matrix P such that
P−1MP is diagonal. A real square matrix P of order n is orthogonal if its transpose equals
its inverse, that is, PP T = P TP = In. As a result, the columns (or rows) of an orthogonal
matrix constitute an orthonormal set of vectors.
2.3.3 Quadratic Forms
In this subsection we reveal an interesting one-to-one correspondence between symmetric ma-
trices and matrices associated with quadratic forms. Moreover, some basic deﬁnitions and
results about quadratic forms are presented.
We begin by introducing the notion of a quadratic form.
Deﬁnition 2.30 (Quadratic Form) Let F be a ﬁeld, and V a vector space of dimension n
over F with a basis B. Then a quadratic form on V is a second-degree homogeneous polynomial
Q: V → F with coeﬃcients in F , such that
Q(~x) =
n∑
i=1
n∑
j=1
aijxixj
where [~x]TB = (x1, . . . , xn) and aij = aji.
The coeﬃcients aij form a symmetric matrixM(Q), called the matrix associated with Q with
respect to the basis B. The quadratic form Q in matrix form can be expressed as Q(~x) =
[~x]TBM(Q)[~x]B.
The rank of a quadratic form is the rank of the matrixM(Q). Similarly, the discriminant of
a quadratic form, denoted by |Q|, is the determinant of the matrixMQ. If |Q| 6= 0, Q is said
to be non-degenerate. Otherwise, Q is called degenerate.
At this point we are able to state a one-to-one correspondence involving symmetric matrices
and quadratic forms.
Theorem 2.16 ([35, Chapter 1]) Any symmetric matrix can be considered as the matrix
associated with a quadratic form with respect to some basis.
We now analyze what happens to Q if we choose another basis in a vector space V. Let B and
B′ = {~b′1, . . . , ~b′n} be two bases of the vector space V. Let M(B′,B) be the change-of-basis
matrix from the basis B′ to the basis B. Then, we know that M(B′,B) = ([~b′1]B, . . . , [~b′n]B),
and that, for any ~x ∈ V [~x]B =M(B′,B)[~x]B′ . As Q(~x) = [~x]TBM(Q)[~x]B, by usingM(B′,B),
we have
Q(~x) = [~x]TB′M(B′,B)TM(Q)M(B′,B)[~x]B′ or Q′(~x) = [~x]TB′M′(Q)[~x]B′
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whereM′(Q) =M(B′,B)TM(Q)M(B′,B).
In particular, |M′(Q)| = |M(B′,B)TM(Q)M(B′,B)| = |M(Q)||M(B′,B)|2.
In this case we say that the quadratic forms Q and Q′ are equivalent, denoted by Q ∼ Q′.
Note also that as |M(B′,B)| 6= 0, the rank of Q is not aﬀected when there is a change of basis.
Deﬁnition 2.31 (Congruent Matrices) We say that matricesM1 andM2 are congruent
over a ﬁeld F , denoted byM1 ∼M2, if there is an invertible matrix P with entries in F such
thatM2 = P TM1P .
Therefore, the equivalence of quadratic forms means that the associated symmetric matrices
are congruent.
We conclude this section with the well-known Witt's cancellation theorem, and its version for
congruent matrices.
Theorem 2.17 (Witt's Cancellation Theorem, [35, pp. 21]) Let x = (x1, . . . , xl) and
y = (y1, . . . , ym) be two independent sets of variables, and let Qi(~x) and Ri(~y) be quadratic
forms for i = 1, 2. Suppose that
(i) Q1(~x) and Q2(~x) are equivalent and non-degenerate, and that
(ii) Q1(~x)+R1(~y) and Q2(~x)+R2(~y) are equivalent as quadratic forms in the l+m variables
(x1, . . . , xl, y1, . . . , ym).
Then R1(~y) and R2(~y) are equivalent.
We can alternatively write the preceding theorem in terms of symmetric matrices, but we
must ﬁrst deﬁne the direct sum between matrices.
Deﬁnition 2.32 (Direct Sum of Matrices) Let M1 and M2 be matrices of dimensions
m× n and p× q, respectively. Then the direct sum ofM1 andM2, denoted byM1 ⊕M2, is
the matrix of dimensions (m+ p)× (n+ q) deﬁned as
( M1 0
0 M2
)
Theorem 2.18 (Witt's Cancellation Theorem, [35]) Let M1, M2, B and C be non-
singular symmetric matrices over a ﬁeld F . If M1 ∼ M2 and (M1 ⊕ B) ∼ (M2 ⊕ C) then
B ∼ C.
2.4 Spectra of Graphs
Examples of connections between linear algebra and graph theory abound in the literature, as
well as problems in graph theory that can be solved via linear algebra. One such connection,
known as spectra of graphs, investigates properties and results in graph theory that can be
obtained by applying matrix theory to various matrices associated with a graph. The matrix
that has received most attention is the adjacency matrix.
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In this section we settle some basic deﬁnitions and results concerning the spectra of graphs.
Let Γ be a graph with V (Γ) = {v1, v2, . . . , vn}. The adjacency matrix A(Γ) = (aij)n×n of a
graph Γ is deﬁned by
aij =
{
1 if vivj ∈ E(Γ)
0 otherwise
We can see that the adjacency matrix A(Γ) of Γ is square, symmetric, and therefore, diago-
nalizable; facts that prompted us to study such types of matrices.
The characteristic polynomial of a matrix A(Γ) is also called the characteristic polynomial of
Γ. Analogously, we refer to the minimal polynomial of A(Γ), or simply, of Γ.
The spectrum of a graph Γ is the set of eigenvalues of A(Γ), together with their multiplicities.
The largest eigenvalue of a graph Γ is called the index of Γ. By Theorem 2.9, the index is a
positive number.
Theorem 2.19 ([85, Chapter 6]) The entry akij of the matrix A(Γ)k = A(Γ) · · · A(Γ)︸ ︷︷ ︸
k−times
is
equal to the number of walks of length k from the vertex i to the vertex j in Γ.
From Theorem 2.19, we see that tr(A(Γ)k) is equal to the number of closed walks of length k
in Γ.
Theorem 2.20 ([85, Chapter 6]) A graph of order n is regular if, and only if, A(Γ) and
Jn commute.
Since we are mainly concerned with graphs that are regular and connected, we enumerate
some spectral properties of such graphs.
Theorem 2.21 ([85, Chapter 6]) Let Γ be a graph that is regular and connected. Then the
following assertions hold.
(i) The index is equal to the degree.
(ii) The multiplicity of the index is the number of connected components; therefore, in our
case it is always 1.
(iii) A vector having all coordinates equal to 1 is an eigenvector related to the index. The
eigenvectors of the other eigenvalues are orthogonal to this vector, so the sum of their
coordinates is 0.
We now present an important theorem that provides us with a promising tool for the investi-
gation of graphs that are regular and connected.
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Theorem 2.22 ([15, Chapter 3]) Let Γ be a graph and A(Γ) be its adjacency matrix. Then
there exists a polynomial, denoted by ΞΓ(x), such that ΞΓ(A(Γ)) = Jn if, and only if, Γ is
regular and connected. In this case
ΞΓ(x) =
n(x− λ2) · · · (x− λm)
(∆− λ2) · · · (∆− λm)
where n is the order of Γ, ∆ is the degree of Γ, and ∆, λ2, . . . , λm are the distinct eigenvalues
of Γ. This polynomial is called the Hoﬀman polynomial.
We conclude this section with a theorem that allows us to determine, from the spectrum of a
graph, if the graph is bipartite.
Theorem 2.23 ([85, Chapter 6]) A graph Γ is bipartite if, and only if, its spectrum is
symmetric with respect to 0, that is, λ is an eigenvalue of the adjacency matrix of Γ if, and
only if, −λ is an eigenvalue.
2.5 Generalized Polygons
Generalized polygons were introduced by Tits [146] in 1974. They are related to incidence
geometry, and their deﬁnition requires elements of geometry, such as the notions of incidence
structures and incidence graphs. Most of the material presented here is from [31, 148].
An incidence structure is a triple Ω = (P,L, I), where P 6= ∅ is a set of points, L 6= ∅ is a set
of lines, P ∩ L 6= ∅, and I ⊆ P × L is a relation, called the incidence relation. Given a point
p and a line l, if (p, l) ∈ I then we say that p and l are incident.
Two points are collinear, if they are incident with at least one common line. Two lines are
concurrent, if they share at least one point. Given an incidence structure Ω, if each line is
incident with s+ 1 points, and each point is incident with t+ 1 lines, we say that Ω has order
(s, t). If s = t then Ω is said to have order s.
An incidence structure Ω = (P,L, I) is said to be ﬁnite if P and L are ﬁnite sets.
Let Ω = (P,L, I) be an incidence structure. The incidence graph Γ of Ω is the graph with
vertex set V (Γ) = P ∪ L, and the following adjacency relation: (x, y) ∈ E(Γ) ↔ xIy or yIx
for x, y ∈ V (Γ).
A generalized D-gon is an incidence structure whose incidence graph is a bipartite graph of
diameterD and girth 2D. It is common to use standard names for small polygons, for instance,
generalized quadrangle instead of generalized 4-gon.
Next we present some properties of the incidence graph Γ of a generalized D-gon of order
∆− 1; see [75, pp. 85].
(i) Given two vertices x and y, if dΓ(x, y) = m < D then there exists only one m-path from
x to y in Γ.
(ii) Given two vertices x and y, if dΓ(x, y) = D, then ∆ = dΓ(x) = dΓ(y), and there exist ∆
disjoint paths joining x and y.
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(iii) Any two vertices are contained in a 2D-cycle.
A generalized polygon of order (s, t) is called thick if s > 1 and t > 1.
Theorem 2.24 ([69, 86]) If a generalized D-gon of order (s, t) is thick then there are only
the following possibilities.
(i) D = 2.
(ii) D = 3 and s = t.
(iii) D = 4, and t ≤ s2 and s ≤ t2.
(iv) D = 6, and st is a perfect square, and t ≤ s3 and s ≤ t3.
(v) D = 8, and 2st is a perfect square, and t ≤ s2 and s ≤ t2.
Theorem 2.25 ([31, Chapter 7]) Let Ω = (P,L, I) be a generalized D-gon of order (s, t).
(i) If D = 3 then |P| = |L| = 1 + s+ s2.
(ii) If D = 2m then |P| = (1 + s)(1 + st+ (st)2 + . . .+ (st)m−1) and
|L| = (1 + t)(1 + st+ (st)2 + . . .+ (st)m−1).
A generalized triangle of order s, s > 1, is a projective plane of order s. To date projective
planes of order s have been obtained only when s is a prime power.
Generalized quadrangles (hexagons) of order s, s > 1, are known to exist only when s is a
prime power. For a description of the realizable parameters s and t for generalized quadrangles
(hexagons) of order (s, t), the interested reader is referred to [31, Chapter 4].
Considering ﬁnite thick generalized octagons of order (s, t), the only realizable pair (s, t) known
at present is when s = 22α+1 with α ∈ Z+ and t = s2.
Our interest in incidence structures primarily revolves around the graphs that can be obtained
from them, such as incidence graphs (already deﬁned) and polarity graphs.
Let Ω = (P,L, I) be an incidence structure with a polarity ω (a polarity of the incidence
graph; see Section 2.2.3). The polarity graph, denoted by Γω, of Ω with respect to ω is the
graph with vertex set V (Γ) = P, and the following adjacency relation: pp1 ∈ E(Γω) if p 6= p1
and (p, ω(p1)) ∈ I. We call a point p an absolute point of the polarity ω if (p, ω(p)) ∈ I. The
number of absolute points of ω is denoted by Nω.
Next we need to know when a particular generalized polygon admits a polarity.
Theorem 2.26 ([31, Chapter 4]) A projective plane of order s admits a polarity ω for every
prime power s. Furthermore, s+ 1 ≤ Nω ≤ s
√
s+ 1.
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As an example of a polarity of a projective plane of order s, we present a polarity with exactly
s+ 1 absolute points.
First, let us deﬁne a family of projective planes Ω of order s, s being a prime power; see [75,
pp. 8081]. Let F be the ﬁnite ﬁeld of order s, s a prime power, and V a three-dimensional
vector space over F . The points of Ω are the one-dimensional subspaces of V, and the lines of
Ω are the two-dimensional subspaces of V. The point p is incident with the line l if, and only
if, p ∈ l. Clearly, a point can be represented by a non-zero vector of V, while given a non-zero
vector ~v in V, a line l can be represented by the set l = {~x ∈ V|~x · ~v = 0}.
Then a polarity ω with exactly s+ 1 absolute points can be deﬁned as follows. To the point
represented by the vector ~v, ω associates the line {~x ∈ V|~x · ~v = 0}; see [49].
Theorem 2.27 ([31, Chapter 7]) A generalized quadrangle of order s admits a polarity ω
if, and only if, s = 22α+1, α being a positive integer. Furthermore, Nω = s2 + 1.
A description of such a polarity can be found in [45].
The ﬁrst part of the next theorem is from [31, Chapter 9] and the second part from [33].
Theorem 2.28 A generalized hexagon of order s admits a polarity ω if, and only if, s = 32α+1,
α being a positive integer. Furthermore, Nω = s3 + 1.
A description of such a polarity can be found in [45]; see also [139].
Finally, we state some relations between the corresponding incidence and polarity graphs of
an incidence structure. The properties (i) and (ii) follow from the deﬁnition of Γω, and were
presented in [105, Theorem 1]. While the property (iii) seems to be taken for granted by some
researchers, we could not ﬁnd any reference to it. Therefore, here we provide a proof.
Theorem 2.29 Let Ω be a generalized D-gon with a polarity ω, and Γ and Γω the incidence
and polarity graphs of Ω, respectively. Then the following assertions hold.
(i) dΓω(p) = dΓ(p)− 1 if p is an absolute point of ω, otherwise dΓω(p) = dΓ(p).
(ii) |V (Γω)| = 12V (Γ) and |E(Γω)| = |E(Γ)| −Nω.
F (iii) If ∆(Γ) ≥ 3 then D(Γω) = D(Γ)− 1.
Proof. We ﬁrst prove that D(Γω) ≤ D(Γ) − 1. Let us take two vertices px and py in Γω.
If D(Γ) is odd then in Γ there exists a path of length at most D(Γ) − 1 between px and py,
implying the existence in Γω of a path of length at most D(Γ) − 1 between px and py. If
instead D(Γ) is even, then in Γ there exists a path of length at most D(Γ)−1 between px and
ω(py), therefore the assertion follows.
Next we prove that D(Γω) > D(Γ)− 2. To prove this it suﬃces to prove that |Γω| > M∆,D−2.
Note that
|Γω| = 1 + (∆− 1) + (∆− 1)2 + . . .+ (∆− 1)D(Γ)−2 + (∆− 1)D(Γ)−1
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and that
M∆,D−2 = 2 + 2(∆− 1) + 2(∆− 1)2 + . . .+ 2(∆− 1)D(Γ)−3 + (∆− 1)D(Γ)−2
For D(Γ) ≥ 3 and ∆ ≥ 3, it is easy to prove by induction on D(Γ) that
(∆− 1)D(Γ)−2 − 1 ≥ 1 + (∆− 1) + (∆− 1)2 + . . .+ (∆− 1)D(Γ)−3
Therefore
1 + (∆− 1) + (∆− 1)2 + . . .+ (∆− 1)D(Γ)−2 + (∆− 1)D(Γ)−2 − 1 ≥M∆,D−2
Since (∆− 1)D(Γ)−1 > (∆− 1)D(Γ)−2 − 1, we have
|Γω| > 1 + (∆− 1) + (∆− 1)2 + . . .+ (∆− 1)D(Γ)−2 + (∆− 1)D(Γ)−2 − 1
and the assertion follows. 
. . .One will not get anywhere in graph theory
by sitting in an armchair and trying to un-
derstand graphs better. Neither is it particu-
larly necessary to read much of the literature
before tackling a problem: it is of course help-
ful to be aware of some of the most important
techniques, but the interesting problems tend to
be open precisely because the established tech-
niques cannot easily be applied. . .
William Timothy Gowers (1963)
The Two Cultures of Mathematics, pp. 3 [83]. 3
Literature Review
When writing this chapter, we do not intend to give an extended historical background of the
problems tackled in this thesis. We refer the reader interested in such a background to the
survey by Miller and irá¬ [120]. Our idea is instead to provide the right historical context to
place our results. Accordingly, some of the main results and techniques in this research area
have been consciously omitted.
3.1 The Degree/Diameter Problem for General Graphs
In the last 50 years, it is unquestionable that graph theory has experienced a dramatic growth
in terms of its ever increasing applications to diverse aspects of applied sciences, and its
relationships with other branches of mathematics. During this period, some long-standing
conjectures have been solved, such as the Four-Color conjecture1 and Kneser's conjecture2.
However, there are problems whose complete solution has resisted many attacks by well-
established researchers. Among these problems are Hadwiger's conjecture3, and the problem
that concerns us in this thesis, namely, the degree/diameter problem.
1Four-Color conjecture. A graph is planar if it can be drawn in a plane without edges crossing. The
chromatic number of a graph is the minimum number of colors needed to color its vertices so that no adjacent
vertices have the same color. A graph with chromatic number at most k is called k-colorable. The Four-Color
conjecture stated that every loopless planar graph is 4-colorable. See Bondy & Murty's book [23].
2Kneser's conjecture. Let m and n be positive integers such that n ≥ 2m. The Kneser graph is the
graph whose vertices are the
(
n
m
)
m-subsets of an n-set X, two such subsets being adjacent if, and only if, they
are disjoint. Kneser's conjecture stated that the chromatic number of the Kneser graph is n− 2m+ 2.
See Bondy & Murty's book [23].
3Hadwiger's conjecture. Vertex deletion is the operation that removes the vertex and all its incident
edges. Edge deletion is the operation that removes the edge. Edge contraction is the operation that removes
the edge e = xy and then combines its two ends into a single vertex adjacent to all the former neighbors of x
and of y. A minor of a graph Γ is a graph which can be obtained from Γ by applying the above operations
ﬁnitely many times. Hadwiger's conjecture states that every k-chromatic graph has a Kk-minor. It has
been shown that the conjecture is true for k ≤ 6, but remains open for k > 6. See Bondy & Murty's book [23].
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In the context of the degree/diameter problem, both digraphs and graphs have been consid-
ered. However, here we will concentrate only on the undirected version of the problem. The
undirected version of the problem has been considered not only for general graphs but also for
various restricted classes of graphs, such as planar, vertex-transitive and bipartite graphs. In
this thesis we will pay special attention to the case when the graphs are bipartite; see Section
3.3.
A graph of maximum degree ∆ and diameter D is called a (∆,D)-graph.
3.1.1 Moore Graphs
As said in the introductory chapter, a general upper bound for the maximum number N∆,D
of vertices in a graph of maximum degree ∆ and diameter D is given by the so-called Moore
bound (deﬁned below).
It is not diﬃcult to see that N∆,D is well-deﬁned for any ∆ ≥ 2 and D ≥ 1. Indeed, the
complete graphs on ∆ + 1 are graphs of degree ∆ ≥ 2 and diameter 1, the cycles on 2D + 1
vertices are graphs of degree ∆ = 2 and diameter D ≥ 2, while the cartesian product of the
complete graph on ∆− 1 vertices and the cycle on 2D− 1 vertices produces a graph of degree
∆ and diameter D for any ∆ ≥ 3 and D ≥ 2.
For 0 ≤ i ≤ D, we denote by Ni(v) the set of vertices at distance i from v. To deduce the
Moore bound, take a vertex v of a graph Γ of maximum degree ∆ and diameter D. Then
V (Γ) =
⋃D
i=0Ni(v), where N0(v) = {v}. Since |N1(v)| ≤ ∆ and |Ni(v)| ≤ (∆ − 1)|Ni−1(v)|
for all i such that 2 ≤ i ≤ D, we have |Ni(v)| ≤ ∆(∆− 1)i−1 for 1 ≤ i ≤ D. Therefore
D∑
i=0
|Ni(v)| ≤ 1 + ∆ + ∆(∆− 1) + · · ·+ ∆(∆− 1)D−1
= 1 + ∆
(
1 + (∆− 1) + · · ·+ (∆− 1)D−1)
=
{
1 + ∆ (∆−1)
D−1
∆−2 if ∆ > 2
2D + 1 if ∆ = 2
(3.1)
The right-hand side of Equation (3.1) is the Moore bound, denoted by M∆,D. A graph whose
order is equal to the Moore bound is called aMoore graph. Note that such a graph is necessarily
regular of degree ∆.
For small values of ∆ and D, we can obtain the Moore graphs by simple observation. For
D = 1 and ∆ ≥ 1, they are the complete graphs on ∆ + 1 vertices. For D ≥ 2 and ∆ = 2,
they are the cycles on 2D + 1 vertices. Hoﬀman and Singleton [90] considered Moore graphs
of diameters 2 and 3, and proved that if D = 2 then Moore graphs exist for ∆ = 2, 3, 7 and
possibly 57, but not for other degrees. Considering D = 2, they also showed the uniqueness of
the Moore graph for ∆ = 3 (Petersen graph, denoted by Pe) and for ∆ = 7 (Hoﬀman-Singleton
graph, denoted by HS).
In 1973 this study was extended to the parameters ∆ ≥ 3 and D ≥ 3 by Damerell [43], and
independently, also by Bannai and Ito [7]. They proved that Moore graphs do not exist in
these cases. Both proofs relied on eigenvalue techniques.
We summarize the known results about Moore graphs in Table 3.1.
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Maximum Degree ∆ Diameter D Moore Graphs
≥ 2 1 Complete graphs K∆+1
2 ≥ 2 Cycles C2D+1
3 2 Petersen graph
7 2 Hoﬀman-Singleton graph
57 2 ?
Table 3.1: Moore graphs.
A problem closely related to the degree/diameter problem is the so-called degree/girth prob-
lem, which can be posed as follows:
Degree/girth problem: Given natural numbers ∆ ≥ 2 and g ≥ 3, ﬁnd the smallest
possible number n∆,g of vertices in a regular graph of degree ∆ and girth g.
A regular graph of degree ∆, girth g and minimum possible order is called a (∆,g)-cage.
Tutte [147] was the ﬁrst to study (∆, g)-cages. However, researchers became really interested
in this class of graphs when Erd®s and Sachs [63] proved that a (∆, g)-cage exists for all ∆ ≥ 2
and g ≥ 3, implying that the function n∆,g is well-deﬁned for any ∆ ≥ 2 and g ≥ 3. At present
only a few (∆, g)-cages are known. The state-of-the-art in the study of cages can be found in
the recently published survey [67].
It turns out that lower bounds for n∆,g depends on the parity of g; that is why the degree/girth
problem is often divided into the degree/girth problem for odd girth and the degree/girth
problem for even girth.
Degree/girth problem for odd girth: Given natural numbers ∆ ≥ 2 and odd g ≥ 3, ﬁnd
the smallest possible number no∆,g of vertices in a regular graph of degree ∆ and girth
g.
Degree/girth problem for even girth: Given natural numbers ∆ ≥ 2 and even g ≥ 4, ﬁnd
the smallest possible number ne∆,g of vertices in a regular graph of degree ∆ and girth
g.
The Moore bound represents not only an upper bound on the number N∆,D of vertices of a
graph of maximum degree ∆ and diameter D, but it is also a lower bound on the number no∆,g
of vertices of a regular graph of degree ∆ and girth 2D+ 1 [15]. A (∆, g)-cage of order M∆,D
is therefore a Moore graph if g = 2D + 1.
The case of even g will be considered at some length in Section 3.3, whereas no further
consideration will be given to the degree/girth problem for odd girth.
3.1.2 Almost Moore Graphs
Since Moore graphs exist for only a few combinations of the degree and diameter values, we
are interested in studying the existence of large graphs which are in some way close to Moore
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graphs. Given that we are dealing with three parameters, namely, order, degree and diameter,
in order to get close to Moore graphs, we may consider relaxing each of these parameters in
turn.
A relaxation method including the three aforementioned parameters was presented by Miller
and Pineda-Villavicencio in [118], and is shown next.
Relaxing the order: Here we look for graphs of given maximum degree ∆ and diameter
D, whose order is M∆,D − . The parameter  is called the defect. Such a graph is called a
(∆,D,− )-graph. When  ≤ ∆, a (∆, D,−)-graph is known as an almost Moore graph.
This is the direction that has traditionally been considered when trying to approximate the
idea of Moore graphs. For more information, see Subsection 3.1.2 and the survey by Miller
and irá¬ [120].
Relaxing the degree: This approach could be dealt with in several ways. For example, a
graph could be considered to be close to a Moore graph if it has M∆,D vertices, diameter D
and if
(i) the number  of vertices of degree ∆ + 1 is the smallest possible, while the rest of the
vertices all have degree at most ∆, or
(ii) there is one vertex of degree ∆ + ,  as small as possible, while the rest of the vertices
all have degree at most ∆, or
(iii) the average degree of a vertex is ∆ + ,  as small as possible.
We have not found any study which has considered such a relaxation of the maximum degree
for graphs close to the ideal of a Moore graph.
Relaxing the diameter: As the diameter is a global measure of the distances between the
vertices of a graph, we choose a ﬁner measure, the eccentricity. Relaxing the diameter could
mean, for example, that a graph is close to a Moore graph if it has M∆,D vertices, maximum
degree ∆ and if
(i) the number  of vertices with eccentricity equal to D + 1 is the smallest possible, while
the remaining vertices all have eccentricity at most D, or
(ii) the average eccentricity of a vertex is D + ,  as small as possible.
According to our knowledge, the relaxation of the diameter was ﬁrst considered by Knor [98]
in the context of digraphs. In that paper Knor studied the so-called radially Moore digraphs.
The undirected version of this problem has not received much attention. The only references
that we have are [99, 109]. In a radially Moore graph Γ, given the radius rad(Γ), the diameter
has been relaxed to rad(Γ) + 1. Note that a Moore graph is also a radially Moore graph,
where the eccentricity of each vertex equals the radius of the graph.
In this thesis we focus on graphs of order close to the Moore bound. We begin by considering
the case when  = 1.
Erd®s, Fajtlowitcz and Hoﬀman [61], following the same methodology as Hoﬀman and Single-
ton [90], proved that the cycle C4 is the only graph of maximum degree ∆, diameter 2 and
defect 1. The non-existence of almost Moore graphs of defect 1, with the exception of the
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cycles C2D, was later generalized to all diameters by Bannai and Ito [8], and also indepen-
dently by Kurosawa and Tsujii [101]. Whereas Bannai and Ito's proof made use of eigenvalue
techniques, Kurosawa and Tsujii's proof relied on the property that the number of cycles of
any length in a graph is an integer.
Graphs of defect  = 2 represent a wide unexplored area. For ∆ = 2 and D = 2 the path of
length 2 is the unique (2, 2,−2)-graph, while for ∆ = 2 and D ≥ 3 there are no (2, D,−2)-
graphs. For ∆ ≥ 3 there are only ﬁve (∆, D,−2)-graphs known at present. Elspas [60] found
two of them, a (4, 2,−2)-graph and a (5, 2,−2)-graph, and he credited Green with producing a
(3, 3,−2)-graph. The other graphs are two non-isomorphic (3, 2,−2)-graphs. All these graphs
are depicted in Figure 3.1.
Considering only (3, D,−2)-graphs with D ≥ 2, Jørgensen [95] proved that there are exactly
two non-isomorphic (3, 2,−2)-graphs, and that there is a unique (3, 3,−2)-graph. Further-
more, he proved that these are the only (3, D,−2)-graphs for D ≥ 2.
The uniqueness of the (4, 2,−2)-graph was proved by Broersma and Jagers [29], while the
uniqueness of the (5, 2,−2)-graph was proved by Nguyen and Miller [124].
For diameter 2 and defect 2, Miller, Nguyen and Pineda-Villavicencio [115, 116, 122] proved
the following results. When ∆ ≥ 6 is even, if ∆ 6≡ 1 (mod 3) then there is no (∆, 2,−2)-graph.
When ∆ ≥ 7 is odd, if ∆ 6= l2 + l+ 3 and ∆ 6= l2 + l− 1, for each positive integer l, then there
is no (∆, 2,−2)-graph. We further conjectured the following.
Conjecture 3.1 (Miller, Nguyen and Pineda-Villavicencio [115]) For ∆ ≥ 6 there are
no graphs of maximum degree ∆, diameter 2 and defect 2.
Further support to this conjecture was recently provided in [39], where the authors proved
that there are no (∆, 2,−2)-graphs for 5 < ∆ < 50.
Structural properties of (4, D,−2)-graphs and (5, D,−2)-graphs, D ≥ 2, were obtained by
Miller and Simanjuntak [119], and by Pineda-Villavicencio and Miller [131], respectively, but
so far, no deﬁnitive catalogue of such graphs has been provided.
Little is known about graphs of defects larger than 2. One of the few works in this direction
is by Nguyen and Miller [123], in which the authors provided structural properties of graphs
with diameter 2 and defect 3.
Our ﬁrst result follows naturally from Jørgensen's work [95] on connected graphs of maximum
degree 3 and defect 2.
For D ≥ 2 if a (3, D,−)-graph had a vertex of degree at most 2 then the order of such a
graph would be at most 23M3,D +
1
3 . Therefore, we have the following proposition.
Proposition 3.1 ([95]) If  <
M3,D
3 − 13 then a (3, D,−)-graph is regular, for D ≥ 2.
By Proposition 3.1, for  = 1, 3 and D ≥ 2, a (3, D,−)-graph is cubic (regular graph of degree
3), and must have an even number of vertices. Therefore, these graphs do not exist. Thus,
the next interesting case occurs when  = 4.
In Chapter 5 we give the complete characterization of connected graphs of maximum degree
3 and defect 4, that is, (3, D,−4)-graphs for D ≥ 2.
Note that (3, D,−4)-graphs are not, by deﬁnition, almost Moore graphs, and they interestingly
constitute the ﬁrst studied family of (∆, D,−)-graphs with  > ∆.
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(a) (b)
(c) (d)
(e)
Figure 3.1: Known graphs of defect 2. (a) and (b) the (3, 2,−2)-graphs, (c) the unique
(3, 3,−2)-graph, (d) the unique (4, 2,−2)-graph and (e) the unique (5, 2,−2) graph (Note
that this graph is formed by 3 copies of the graph (b)).
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3.1.3 Implications for the Upper Bounds of N∆,D
For the sake of completeness, we add other works that provide optimal graphs in terms of the
order.
Maximum degree 3 and diameter 4: We have that M3,4 = 46. By Proposition 3.1, for
 < 15, a (3, 4,−)-graph is regular, so it must have an even number of vertices. In [95] it
was proved that N3,4 ≤ 42. Jørgensen [96] proved that there is no (3, 4,−4)-graph, and in
[32] Buset showed that there is no (3, 4,−6)-graph. Therefore, the two known non-isomorphic
(3, 4,−8)-graphs constructed by Doty [57] and by von Conta [149], respectively, are maximal,
and thus, N3,4 = 38.
Maximum degree 6 and diameter 2: By computer generation, Molodtsov [121] showed
that N6,2 = M6,2 − 5 = 32, and presented the 6 non-isomorphic graphs.
The contributions that these studies have made to the degree/diameter problem are summa-
rized in Table 3.2.
Maximum Degree ∆ Diameter D N∆,D
≥ 2 1 M∆,1
2, 3, 7 2 M∆,2
57 ≤M57,2
4, 5 M∆,2 − 2
6 M6,2 − 5
≥ 8 ≤M∆,2 − 2
2 3 M2,3
3 M3,3 − 2
≥ 4 ≤M∆,3 − 2
2 4 M2,4
3 M3,4 − 8
≥ 4 ≤M4,D − 2
2 ≥ 5 M2,D
3 ≤M3,D − 4
≥ 4 ≤M∆,D − 2
Table 3.2: Current knowledge of N∆,D.
3.1.4 Constructions of Large Graphs
As stated earlier, research eﬀorts related to the degree/diameter problem also cover con-
structions of large graphs of maximum degree ∆ and diameter D. One outcome of such
constructions is to improve lower bounds on N∆,D. In this section we give a brief historical
background of this activity, and survey the most prominent methods used at present. For
more information, the interested reader is referred to the survey by Miller and irá¬ [120].
It is worth acknowledging that this research area has been boosted by the maintenance of the
online table of the current largest known graphs of maximum degrees ∆ ≤ 16 and diameters
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D ≤ 10 [37]. This table is updated regularly by Comellas. We include the latest version of
the table in Appendix A.
General Overview
The pioneers in this research were Elspas and Green [60]. In 1964 Elspas constructed, among
others, a (4, 2,−2)-graph and a (5, 2,−2)-graph, while he credited Green with producing a
(3, 3,−2)-graph.
In the quest for large graphs many ingenious techniques have been used, for instance, the star
product [11], the voltage assignment technique [25] and graph compounding [13]. Researchers
have also made use of computers to ﬁnd large graphs [56, 65, 108]. An overview of these
constructions is given in this section.
In a general sense we could divide all these constructions into two wide categories: general
and ad hoc constructions. As general methods, below we present the constructions of the de
Bruijn graphs and Kautz graphs, while as ad hoc constructions, we give some of the most
relevant constructions for small diameters.
The de Bruijn graph of type (t, k) [44] can be described as follows: it has vertex set formed
by all sequences of length k, the entries of which are taken from a ﬁxed alphabet A consisting
of t distinct letters. In the graph two vertices a and bsay, a = (a1, a2, . . . , ak) and b =
(b1, b2, . . . , bk)are joined by an edge if either ai = bi+1 or ai+1 = bi, for 1 ≤ i ≤ k − 1. In
other words
(a1, a2, . . . , ak) ∼
{
(a0, a1, . . . , ak−1) for any a0 ∈ A
(a2, a3, . . . , ak+1) for any ak+1 ∈ A
Obviously, if t ≥ 3 and k ≥ 3 then de Bruijn graph of type (t, k) has order tk, diameter k and
maximum degree 2t. For any D and even ∆, these graphs give the lower bound
N∆,D ≥
(∆
2
)D
(3.2)
Kautz graphs of type (t, k) [97] are easily derived from de Bruijn graphs of type (t, k). Given
a de Bruijn graph of type (t, k), a Kautz graph of type (t, k) is obtained by deleting words
with two consecutive identical letters in the de Bruijn graph. The Kautz graph is therefore
an induced subgraph of the de Bruijn graph, and if t ≥ 3 and k ≥ 3, it has order t(t− 1)k−1,
diameter k and maximum degree 2t − 2. Thus, for any D and even ∆, such graphs improve
the bound given in (3.2), and consequently, we have
N∆,D ≥
(∆
2
)D
+
(∆
2
)D−1
An improvement in the previous bounds was achieved by Canale and Gómez [34]. They proved
that there are two constants D0 and α < 1.59 such that, for each D ≥ D0 and inﬁnitely many
values of ∆, it is possible to construct a (∆, D)-graph of order(∆
α
)D
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Constructions of Large Graphs of Small Diameters
Naturally, small values of D have been considered most frequently. So far the best con-
structions have been obtained from generalized D-gons with polarities. Recall that a thick
generalized D-gon exists only if D is 2, 3, 4, 6 or 8 [69].
Next we present the best constructions known currently for D ∈ {2, 3, 4, 5, 6, 7}, which, for
D = 2, 3 and 5, turn out to be polarity graphs of the corresponding generalized polygons.
For diameter 2 Brown [30] constructed a graph Γ of maximum degree ∆ and order 1 + (∆−
1) + (∆− 1)2, for each ∆ such that ∆− 1 is a prime power. That is
N∆,2 ≥ 1 + (∆− 1) + (∆− 1)2, whenever ∆− 1 is a prime power.
The Brown graph (isomorphic to the Erd®s-Rényi graph [62]) is a polarity graph of a projective
plane of order ∆ − 1, whose polarity has ∆ absolute points; see Section 2.5. Therefore, the
Brown graph has precisely ∆ vertices of degree ∆−1 (the absolute points of the polarity) and
(∆ − 1)2 vertices of degree ∆. Recall that projective planes of order ∆ − 1 admit a polarity
for every prime power ∆ − 1. This graph can also be deﬁned as follows. Let V be a three-
dimensional vector space over the ﬁnite ﬁeld F of order ∆ − 1. Given the one-dimensional
subspaces of V, the vertex set of Γ is formed by a non-zero vector from each subspace, and
the edge set is formed by edges with orthogonal endvertices.
Erd®s, Fajtlowicz and Hoﬀman [61] noted that if F is a ﬁeld whose order is a power of 2 then
this construction can be slightly improved by producing a graph of order 2+(∆−1)+(∆−1)2.
This improvement gives the following lower bound for N∆,2, whenever ∆− 1 is a power of 2.
N∆,2 ≥ 2 + (∆− 1) + (∆− 1)2
To extend this result to all maximum degrees ∆, we ﬁrst need to state the following results.
Given a (∆, D)-graph Γ, the technique of vertex duplication [49] consists of selecting a vertex
x of Γ and adding a new vertex x′ (the duplicate of x) such that N(x′) = N(x) ∪ {x}. The
resulting graph clearly has maximum degree ∆ + 1 and diameter D. Consequently
N∆+1,D ≥ N∆,D (3.3)
In this regard, Delorme and Farhi provided a better inequality in [49]
N∆+1,D ≥ N∆,D +
⌈
N∆,D
∆2 + 1
⌉
Next we need a result about the distribution of prime numbers.
Theorem 3.1 ([6]) For all x > x0 the interval [x− x0.525, x] contains prime numbers.
We are now in a position to provide asymptotic orders for (∆, 2)-graphs for all ∆. Let us take
∆1 − 1 as the largest prime power less than or equal to ∆. By Theorem 3.1, there is prime
number p such that ∆−∆0.525 ≤ p ≤ ∆. Therefore, ∆−∆0.525 ≤ ∆1 − 1 ≤ ∆.
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Considering the Brown graphs and Equation (3.3), we have
N∆,2 ≥ N∆1,2 ≥ 1 + (∆1 − 1) + (∆1 − 1)2 ≥
≥ 1 + (∆−∆0.525) + (∆−∆0.525)2 =
= ∆2 − 2∆1.525 + ∆1.050 + ∆−∆0.525 + 1
Therefore, for diameter 2 and suﬃciently large ∆, we obtain that N∆,2 ∈ Θ(∆2).
For diameters 3 and 5, Delorme [45], inspired by Brown's construction, deﬁned polarity graphs
of maximum degree ∆ from generalized quadrangles of order ∆− 1 and generalized hexagons
of order ∆− 1, respectively.
Recall that a generalized quadrangle of order ∆− 1 admits a polarity if, and only if, ∆− 1 =
22α+1 for α ∈ Z+, and that the number of absolute points of such a polarity is 1 + (∆− 1)2.
Therefore, a polarity graph of this polygon has 1 + (∆ − 1)2 vertices of degree ∆ − 1 (the
absolute points of the polarity) and (∆− 1) + (∆− 1)3 vertices of degree ∆. At present this
graph gives the best lower bound for N∆,3, whenever ∆− 1 = 22α+1 for α ∈ Z+
N∆,3 ≥ 1 + (∆− 1) + (∆− 1)2 + (∆− 1)3
Recall that a generalized hexagon of order ∆−1 admits a polarity if, and only if, ∆−1 = 32α+1
for α ∈ Z+, and that the number of absolute points of such a polarity is 1+(∆−1)3. Therefore,
a polarity graph of this polygon has 1 + (∆− 1)3 vertices of degree ∆− 1 (the absolute points
of the polarity) and (∆− 1) + (∆− 1)2 + (∆− 1)4 + (∆− 1)5 vertices of degree ∆. At present
this graph gives the best lower bound for N∆,5, whenever ∆− 1 = 32α+1 for α ∈ Z+
N∆,5 ≥ 1 + (∆− 1) + (∆− 1)2 + (∆− 1)3 + (∆− 1)4 + (∆− 1)5
Other interesting polarity graphs of diameters 3 and 5 were obtained by Delorme [46] using
the Kronecker product of two bipartite graphs. The Kronecker product of two bipartite graphs
Γ (with partite sets A and B) and Γ′ (with partite sets A′ and B′) has vertex set (A×A′) ∪
(B ×B′) and (a, a′) ∼ (b, b′) if, and only if, ab ∈ E(Γ) and a′b′ ∈ E(Γ′). The resulting graph
is bipartite, has diameter max{D(Γ), D(Γ′)}, order |A||A′| + |B||B′| and maximum degree
max{∆A∆A′ ,∆B∆B′}, where ∆X denotes the maximum degree of the vertices in X.
Given a bipartite graph Γ = (A ∪ B,E), the Kronecker product of Γ and its opposite
(B ∪ A,E), denoted by ⊗Γ, has a polarity ω, which is deﬁned by ω((a, b)) = (b, a). Then,
to obtain large graphs of diameter D(Γ) − 1, we can consider the polarity graph of the
Kronecker product of Γ and its opposite with respect to ω.
The Kronecker product of the incidence graph of a generalized quadrangle of order ∆−1, ∆−1
a prime power, and its opposite, has maximum degree ∆2, diameter 4 and order 2(1 + (∆ −
1) + (∆− 1)2 + (∆− 1)3)2. Then the polarity graph of ⊗Γ with respect to the aforementioned
polarity ω has maximum degree ∆2, diameter 3 and order (1+(∆−1)+(∆−1)2 +(∆−1)3)2.
Analogously, from a generalized hexagon of order ∆−1, we obtain a polarity graph of maximum
degree ∆2, diameter 5 and order (1 + (∆− 1) + (∆− 1)2 + (∆− 1)3 + (∆− 1)4 + (∆− 1)5)2.
For diameter 3 (5), good asymptotic orders are also obtained from polarity graphs of the
Kronecker product of the incidence graph of a generalized quadrangle (hexagon) of order
(s, t), s 6= t, and its opposite; see [46].
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We next obtain asymptotic orders for (∆, D)-graphs for all ∆ and D = 3, 5. Let ∆21 be the
largest perfect square less than ∆ such that ∆1 − 1 is a prime power.
For diameter 3 we have graphs with maximum degree ∆21 and order (1+(∆1−1)+(∆1−1)2 +
(∆1 − 1)3)2 for any prime power ∆1 − 1. By Theorem 3.1,
√
∆ −√∆0.525 ≤ ∆1 − 1 ≤
√
∆,
and consequently, using Equation (3.3), we have
N∆,3 ≥ N∆21,3 ≥
(
1 + (∆1 − 1) + (∆1 − 1)2 + (∆1 − 1)3
)2 ≥
≥
(
1 + (
√
∆−
√
∆
0.525
) + (
√
∆−
√
∆
0.525
)2 + (
√
∆−
√
∆
0.525
)3
)2
∈ Θ(∆3)
Therefore, for diameter 3 and suﬃciently large ∆, we obtain that N∆,3 ∈ Θ(∆3).
Analogously, for diameter 5 we have graphs of maximum degree ∆21 and order (1 + (∆1− 1) +
(∆1 − 1)2 + (∆1 − 1)3 + (∆1 − 1)4 + (∆1 − 1)5)2 for any prime power ∆1 − 1. As a result, we
have
N∆,5 ≥ N∆21,5 ≥ (1 + (∆1 − 1) + (∆1 − 1)
2 + (∆1 − 1)3 + (∆1 − 1)4 + (∆1 − 1)5)2 ≥
≥
(
1 + (
√
∆−
√
∆
0.525
) + (
√
∆−
√
∆
0.525
)2 + (
√
∆−
√
∆
0.525
)3 +
+ (
√
∆−
√
∆
0.525
)4 + (
√
∆−
√
∆
0.525
)5
)2
∈ Θ(∆5)
Therefore, for diameter 5 and suﬃciently large ∆, we obtain that N∆,5 ∈ Θ(∆5).
For diameters 4 and 6, Delorme [11, 12, 46], using the star product of two graphs, obtained
graphs of better orders than the orders of the corresponding de Bruijn and Kautz graphs.
The star product of Λ and Γ, denoted by Λ ∗ Γ, can be deﬁned as follows. Fix an arbitrary
orientation of all the edges of Λ, and denote by A(Λ) the set of all the arcs of Λ. For each
arc (x, y) ∈ A(Λ), choose a bijection ω(x,y) on the set V (Γ). Then V (Λ ∗ Γ) = V (Λ) × V (Γ)
and E(Λ ∗Γ) = {(u, x)(v, y)| either u = v and xy ∈ E(Γ) or (u, v) ∈ A(Λ) and y = ω(u,v)(x)}.
The resulting graph has diameter at most D(Λ) + D(Γ), order |Λ||Γ| and maximum degree
∆(Λ) + ∆(Γ). A good choice of the bijections ω(x,y) can result in a diameter smaller than
D(Λ) +D(Γ). See [11, 12, 46].
The star product of a complete graph of degree ∆4 and a large graph of diameter 3, maximum
degree 3∆4 and asymptotic order
33
43
∆3 produces a graph of diameter 4, maximum degree ∆
and asymptotic order 3
3
44
∆4. Analogously, considering the star product of K∆
4
+1 and a large
graph of diameter 5, maximum degree 3∆4 and asymptotic order
35
45
∆5, we can obtain a graph
of diameter 6, maximum degree ∆ and asymptotic order 3
5
46
∆6. See [11, 12, 46, 48].
So far, for diameters 4 and 6 the best asymptotic orders have been obtained by Delorme [46,
47].
For diameter 4, by modifying the aforementioned star product, Delorme [47] produced large
graphs of maximum degree ∆ and asymptotic order 14∆
4.
For diameter 6 Delorme used the so-called Paley graph to obtain his result. Given the ﬁnite
ﬁeld F of order q such that q ≡ 1 (mod 4), the Paley graph of order q is a graph whose vertex
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set is formed by the elements of F , and two vertices are adjacent if, and only if, their diﬀerence
is a non-zero square in F . The Paley graph of order q has diameter 2. See [75, pp. 221]. By
using the star product of a Paley graph of maximum degree ∆4 and a large graph of diameter
5 and maximum degree 3∆4 , Delorme [46] obtained a large graph of maximum degree ∆ and
asymptotic order 25
5
66
∆6.
Finally, for diameter 7 we can again use the Kronecker product ⊗Γ of the incidence graph
of a generalized octagon of order (s, t) and its opposite. Recall that the only known feasible
values of s and t are s = 22α+1 for α ∈ Z+, and t = s2. Then the polarity graph of ⊗Γ has
maximum degree (1 + s)(1 + t), diameter 7 and order (1 + s)(1 + t)(1 + st + (st)2 + (st)3)2
[46].
Next in Table 3.3 we summarize the results about the best asymptotic values of N∆,D known
at present, for a ﬁxed D, 1 ≤ D ≤ 10. We deﬁne the value µD = lim∆→∞ N∆,D∆D . Values for
D = 7, 8, 9 and 10 are from [47].
Diameter D 1 2 3 4 5 6 7 8 9 10
µD 1 1 1 14 1 2
55
66
50000
7
3
28
14
38
5
210
Table 3.3: Best values of µD known currently, for 1 ≤ D ≤ 10.
Although many authors believe that µD = 1 for all D ≥ 1 (see, for instance, [18] and [20, pp.
253]), we are still far from giving a deﬁnite answer to this problem.
Computer-Aided Constructions of Large Graphs
It is clear that discovering large graphs through computer search involves dealing with large
search spaces. Therefore, techniques are needed to reduce such search spaces, allowing that
some heuristic methods for combinatorial searches could be used later.
Before 2006 the most encouraging results had been obtained by Dinneen and Hafner [56], who
used computer search and clever techniques to reduce the search space. Their large graphs
were Cayley graphs of semidirect products of cyclic groups and other types of groups.
In order to obtain large (∆, D)-graphs, authors are currently relaxing the symmetry conditions,
and are therefore considering a wider spectrum of graphs. In this area Exoo [65] obtained a
family of large graphs by seeking graphs whose order is a small integral multiple of the size of
the respective automorphism group.
At present if we have a look at the table of the largest known graphs (see Appendix A), we see
that most of the entries have been obtained by Loz and irá¬ [108]. This is another example of
a search for large graphs that has not been restricted to Cayley graphs. Among these graphs,
only some are Cayley graphs.
To obtain such large graphs, Loz and irá¬ used the notion of voltage graphs in combination
with random computer search. Voltage graphs are lifts of smaller graphs by using the voltage
assignment technique; see [84].
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Compounding of Graphs
Presently compounding of graphs is one of the most frequently used techniques for the con-
struction of large graphs of given maximum degree and diameter. The compounding technique
was introduced by Bermond, Delorme and Quisquater [13]. It has been used successfully to
obtain large graphs, especially in ad hoc combinations with other methods; see, for example,
[11, 12, 34, 38, 45, 47, 50, 72, 76, 77, 7982, 136].
Two interesting features of the compounding technique are its simplicity and versatility. Recall
that the technique consists of replacing one or more vertices of a graph with elements of a set
of graphs S, and then rearranging edges of the resulting graph appropriately. Of course, as the
diameter of the resulting graph depends on the choice of the edges connecting the elements of
S, the calculation of the diameter is not always straightforward.
The compounding of complete graphs into Moore bipartite graphs is an approach that has
been applied successfully to obtain large graphs. In [136] Quisquater proposed a compounding
method which replaces a single vertex from a Moore bipartite graph with a suitable complete
graph. However, in a Moore bipartite graph it is possible to replace several vertices with copies
of suitable complete graphs without increasing the diameter of the Moore bipartite graph. This
idea is a result of evolving work started by Gómez, Fiol and Serra [80] in 1993. Subsequently,
using Moore bipartite graphs of diameter 6, some improvements to this approach have been
put forward in [38, 82], and recently in [77].
The papers [38, 77, 82] motivate us to extend the compounding of complete graphs into Moore
bipartite graphs of diameter 6. In Chapter 4, by using this extension, we produce new largest
known graphs of diameter 6, which consequently, improve various entries in the table of the
largest known graphs of maximum degree ∆ and diameter D; see Appendix A.
3.2 Restricted Versions of the Degree/Diameter Problem
As mentioned earlier, the degree/diameter problem has been considered for special classes of
graphs, such as vertex-transitive graphs, planar graphs and bipartite graphs.
The vertex-transitive and planar versions of the degree/diameter problem can be written as
follows.
Degree/diameter problem for vertex-transitive graphs: Given natural numbers ∆ ≥ 2 and
D ≥ 1, ﬁnd the largest possible number of vertices Nvt∆,D of a vertex-transitive graph of
degree ∆ and diameter D.
Degree/diameter problem for planar graphs: Given natural numbers ∆ ≥ 2 and D ≥ 2,
ﬁnd the largest possible number of vertices Np∆,D of a planar graph of maximum degree
∆ and diameter D.
Note that Nvt∆,D is well deﬁned for any ∆ ≥ 2 and D ≥ 1. In fact, the graphs used to show
that N∆,D was deﬁned for any ∆ ≥ 1 and D ≥ 1 in Section 3.1.1 are all vertex-transitive.
It is straightforward to see that Np∆,D is well-deﬁned for any ∆ ≥ 2 and D ≥ 2. Indeed, the
(∆, D)-broom graph, a path of length D − 1 with ∆− 1 additional vertices connected to one
of its ends, is a planar bipartite graph of maximum degree ∆ ≥ 2 and diameter D ≥ 2.
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At present there is no better general upper bound forNvt∆,D than the Moore bound. Concerning
lower bounds for Nvt∆,D, the best bound was obtained by McKay, Miller and irá¬ [111] for
diameter 2. They produced an inﬁnite family of regular graphs of degree ∆ = 3q−12 and order
8
9
(
∆ + 12
)2, whenever q is a prime power congruent to 1 (mod 4). It is worth mentioning that
many of the largest known general graphs are Cayley graphs and therefore vertex-transitive
graphs.
Planar graphs constitute another class of graphs that has been studied in the context of the
degree/diameter problem.
For ∆ = 2 and D ≥ 2 Np2,D = 2D+1, values set by the cycles on 2D+1 vertices. For diameter
2 all the exact values of Np∆,2 have been found. A proof that N
p
3,2 = 7, N
p
4,2 = 9, N
p
5,2 = 10,
Np6,2 = 11 and N
p
7,2 = 12 was presented in [155], while in [71] optimal graphs for all these
values of ∆ were produced. Hell and Seyﬀarth [88] settled the exact value of Np∆,2 for ∆ ≥ 8,
which is given below.
Np∆,2 = b
3
2
∆c+ 1
For diameters and maximum degrees at least 3, Fellows, Hell and Seyﬀarth [70, 71] provided
the best general upper and lower bounds for Np∆,D known at present.
b9
2
∆c − 3 ≤ Np∆,3 ≤ 8∆ + 12
∆
∆− 2
(
(∆− 1)bD2 c − 1
)
≤ Np∆,D ≤ (6D + 3)(2∆b
D
2
c + 1) for D ≥ 4
There are no other exact values of Np∆,D known at present. Tables compiling the largest known
planar graphs are maintained by Friedman [73] and Preen [135].
The bipartite version of the degree/diameter problem has also been discussed in the literature.
This version features in some of the main results of this thesis. Accordingly, we devote the
next section to discussing this problem at some length.
3.3 The Degree/Diameter Problem for Bipartite Graphs
As in the case of general graphs, research activities concerning the degree/diameter problem
for bipartite graphs include both proofs of the non-existence or otherwise of bipartite graphs
of order close to the Moore bipartite bound, and constructions of large bipartite graphs. In
this thesis we will concentrate only on the former activity.
3.3.1 Moore Bipartite Graphs
As said in the Introduction, a general upper bound for the maximum number N b∆,D of vertices
in a bipartite graph of maximum degree ∆ and diameter D is given by the so-called Moore
bipartite bound, denoted by M b∆,D.
The fact that N b∆,D is well-deﬁned for any ∆ ≥ 2 and D ≥ 2 can be seen by considering the
aforementioned (∆, D)-broom graph.
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To deduce the Moore bipartite bound, we can use the standard decomposition for a graph of
even girth with respect to an edge ab. Let ab be an edge of a bipartite graph Γ of maximum
degree ∆ and diameter D, that is, of a bipartite (∆,D)-graph. Deﬁne the sets Ai and Bi for
0 ≤ i ≤ D − 1 as follows.
Ai = {c ∈ V (Γ)|d(a, c) = i, d(b, c) = i+ 1}
Bi = {c ∈ V (Γ)|d(b, c) = i, d(a, c) = i+ 1}
The decomposition of Γ into the sets Ai and Bi is called the standard decomposition for a
graph of even girth with respect to the edge ab [17].
Since Γ is bipartite, its girth g(Γ) is even, and Ai ∩Bi = ∅ for 0 ≤ i ≤ D− 1. Let the edge ab
be in a cycle of length g(Γ). Then, |A1|(|B1|) ≤ ∆− 1 and |Ai|(|Bi|) ≤ (∆− 1)|Ai−1|(|Bi−1|)
for all i such that 2 ≤ i ≤ g(Γ)2 − 1, and consequently, we have |Ai|(|Bi|) ≤ (∆ − 1)i for
1 ≤ i ≤ g(Γ)2 − 1.
Since g(Γ) ≤ 2D, it follows that
D−1∑
i=0
|Ai|+
D−1∑
i=0
|Bi| ≤ 2
(
1 + (∆− 1) + (∆− 1)2 + · · ·+ (∆− 1)D−1)
=
{
2 (∆−1)
D−1
∆−2 if ∆ > 2
2D if ∆ = 2
(3.4)
The right-hand side of Equation (3.4) is theMoore bipartite bound. A bipartite graph of degree
∆, diameter D, and order equal to the Moore bipartite boundM b∆,D is called aMoore bipartite
graph. It can be easily seen that such a graph is regular of degree ∆ and girth 2D.
For ∆ = 2 and D ≥ 2 Moore bipartite graphs are the cycles on 2D vertices. When ∆ ≥
3 the rarity of Moore bipartite graphs was settled by Feit and Higman [69] in 1964, and
independently, by Singleton [144] in 1966. They proved that such graphs exist only if the
diameter is 2, 3, 4 or 6. For D = 2 and each ∆ ≥ 3 the Moore bipartite graphs of degree ∆ are
the complete bipartite graphs of degree ∆. For D = 3, 4, 6 Moore bipartite graphs of degree
∆ have been constructed only when ∆ − 1 is a prime power [10]. Furthermore, Singleton
[144] proved that the existence of a Moore bipartite graph of diameter 3 is equivalent to the
existence of a projective plane of order ∆− 1.
The question of whether or not Moore bipartite graphs of diameter 3, 4 or 6 exist for other
values of ∆ remains open, and represents one of the most famous problems in combinatorics.
The Moore bipartite bound represents not only an upper bound on the number of vertices of
a bipartite graph of maximum degree ∆ and diameter D, but it is also a lower bound on the
number ne∆,g of vertices of a regular graph Γ of degree ∆ and girth g = 2D [15].
In the latter context if Γ has orderM b∆,D then Γ is the incidence graph of a generalized D-gon
of order ∆ − 1; see Section 2.5. Incidence graphs of generalized D-gons of order ∆ − 1 and
Moore bipartite graphs of maximum degree ∆ and diameter D are diﬀerent names for the
same class of graphs; these names will be used interchangeably in this thesis. In particular, we
denote the incidence graph of a projective plane of order ∆− 1 by I∆−1, the incidence graph
of a generalized quadrangle of order ∆− 1 by Q∆−1, and the incidence graph of a generalized
hexagon of order ∆− 1 by H∆−1.
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A (∆, g)-cage of order M b∆,D is therefore a Moore bipartite graph if g = 2D.
We will be mainly concerned with the degree/diameter problem for bipartite graphs, however,
we will also pay attention to the degree/girth problem for even girth.
3.3.2 Graphs of Order Close to the Moore Bipartite Bound
In view of the scarcity of Moore bipartite graphs, it seems natural to investigate graphs which
are in some way close to the ideal of Moore bipartite graphs.
As in the case of general graphs, we have three parameters that can be relaxed in turn.
However, so far, the only treatment considered in the literature has been the relaxation of the
order, and we also follow this approach.
Relaxing the order in the degree/girth problem for even girth: We look for regular
graphs of degree ∆ and even girth g, whose order is M b
∆, g
2
+  with  as small as possible. The
parameter  is called the excess. Such a graph is called a (∆,g,+ )-graph.
Currently, all the known (∆, g)-cages of even girth are bipartite [67]. Accordingly, it would
be interesting to know, for a ﬁxed degree ∆ and  ≥ ∆, what happens to the bipartiteness of
such graphs when g increases. In this direction Wong [152] asked the following: Is any (∆, g)-
cage of even girth necessarily bipartite? An aﬃrmative answer was conjectured by Pisanski,
Boben, Maru²i£, Orbani¢ and Graovacin [133]. This conjecture is known as the bipartite-cage
conjecture The bipartite-cage conjecture is true for all even g ≤ 12. No additional advance
has been made towards the proof or disproof of this conjecture.
Concerning the bipartiteness of (∆, g,+)-graphs, Biggs and Ito [17] showed that if  ≤ ∆− 2
then such graphs must be bipartite, and consequently,  must be even. However, for  ≥ ∆
there is no known result about whether or not such graphs are bipartite.
Lemma 3.1 ([17]) If  ≤ ∆− 2 then a (∆, g,+)-graph is bipartite.
According to Lemma 3.1, the ﬁrst interesting case occurs when  = 2. In the same paper Biggs
and Ito [17] showed that there is no (∆, g,+2)-graph for ∆ ≥ 3 and g ≥ 8. Furthermore, it is
known that a (∆, 6,+2)-graph exists only if ∆ or ∆− 2 is a perfect square [14, 127].
Graphs with  ≥ 3 represent a very wide unexplored area. In this direction, although no
attempt to catalogue a whole class of (∆, g,+)-graphs for a given  has been known to us,
for speciﬁc values of ∆ and D some results are known [67].
A historical coverage of the degree/girth problem can be found on Royle's web page [140], but
the displayed data is not up-to-date. An up-to-date account of this problem can be found in
[67].
The third main outcome of this thesis deals with the aforementioned bipartite-cage conjecture
regarding the bipartiteness of (∆, g,+)-graphs for even g and  ≥ ∆; see [133]. In Chapter 6
we prove that (3, g,+4)-graphs must be bipartite for even g ≥ 12.
Relaxing the order in the degree/diameter problem for bipartite graphs: We look
for bipartite graphs of given maximum degree ∆ and diameter D, whose order is M b∆,D − 
with  as small as possible. The parameter  is called the defect. Such a graph is called a
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bipartite (∆, D,−)-graph. As before, when  ≤ ∆, a bipartite (∆, D,−)-graph is known as
an almost Moore bipartite graph.
Concerning the degree/diameter problem for bipartite graphs, as far as we know, there has
been no eﬀort to catalogue bipartite (∆, D,−)-graphs for a ﬁxed . In this direction the ﬁrst
class of graphs to be studied is naturally the class of bipartite graphs of defect 2.
Bipartite graphs of defect 2 are the center of our attention in the last two chapters of this
thesis. In Chapter 7 we prove several necessary conditions for the existence of bipartite
(∆, 3,−2)-graphs, ∆ ≥ 3. Furthermore, we establish the uniqueness of the known bipartite
(∆, D,−2)-graphs, ∆ ≥ 3 and D ≥ 3. In Chapter 8, by exploiting algebraic properties of
bipartite (∆, D,−2)-graphs with ∆ ≥ 3 and D ≥ 4, we prove the non-existence of such
graphs.
3.3.3 Implications for the Upper Bounds of N b∆,D
At present there are only a few exact values of N b∆,D known. In particular, considering Moore
bipartite graphs for D = 2 and any ∆ ≥ 2, we have N∆,2 = M b∆,2. For D = 3, 4 and 6,
whenever ∆−1 is a prime power, the value of N b∆,D equalsM b∆,D. Additionally, we know that
N b3,5 = M
b
3,5 − 6; this value corresponds to an optimal bipartite graph of degree 3, diameter 5
and order 56 found by Bond and Delorme [21]. The optimality of this graph was proved by
Jørgensen [96].
The non-existence of Moore bipartite graphs of diameter 3, and degrees 7 and 11, respectively,
follows from the non-existence of projective planes of orders 6 and 10. The non-existence of
a projective plane of order 6 follows from Bruck, Ryser and Chowla's Theorem on symmetric
designs [141], while the non-existence of a projective plane of order 10 was proved by Lam et
al. [103] using computer search.
The contributions of all these studies to the degree/diameter problem for bipartite graphs are
summarized in Table 3.4.
3.3.4 Constructions of Large Bipartite Graphs
For the sake of completeness, in this section we add some results concerning the constructions
of bipartite graphs.
In the degree/diameter problem for bipartite graphs, in the past it seems that the lack of
an online table describing the latest constructions has worked against the development of
this research stream. Loz, Pérez-Rosés and myself, with the aim of popularizing the de-
gree/diameter problem, have created online resources [107] with up-to-date information on
the degree/diameter problem for several classes of graphs, such as general graphs, bipartite
graphs, planar graphs, Cayley graphs, general digraphs and vertex-transitive digraphs. We
also include tables of the orders of the largest known examples for the aforementioned classes
of graphs. Other classes of graphs will be added in the near future.
A version of the table of the largest known bipartite graphs, dated September 2008, is included
in Appendix B.
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Maximum Degree ∆ Diameter D N b∆,D
≥ 2 2 M b∆,2
2 3 M b∆,3
≥ 3 and ∆− 1 a prime power M b∆,3
7, 11 ≤M b∆,3 − 2
other ∆ ≥ 13 ≤M b∆,3
2 4 M b∆,4
≥ 3 and ∆− 1 a prime power M b∆,4
other ∆ ≥ 7 ≤M b∆,4
2 6 M b∆,6
≥ 3 and ∆− 1 a prime power M b∆,6
other ∆ ≥ 7 ≤M b∆,6
2 other D ≥ 5 M b2,D
≥ 3 ≤M b2,D − 2
Table 3.4: Current knowledge of N b∆,D.
Although there is more information available for the degree/girth problem, the unavailability
of such an up-to-date table is aﬀecting the activity in that problem as well. However, the
recently published survey on cages by Exoo and Jajcay [67] may stimulate the quest for such
combinatorial objects.
For any of these problems, historical overviews can be found in Bollobás [18, 104, 152], while
more updated accounts are collected in [67, 120].
In the past many constructions of large bipartite graphs were proposed by Delorme. By using
graph compounding and other techniques, Delorme [45, 46] produced several large bipartite
graphs. Later on, Delorme and Bond [21, 22] put forward several constructions exploiting the
concept of partial Cayley graph.
So far, speciﬁc constructions for certain degrees or girths have produced the best results; see,
for instance, [4, 66, 67]. In this direction cubic graphs have been frequently considered in
the literature. For cubic graphs of girths greater than 8, Biggs [16] gave an account of the
degree/girth problem. Additionally, computer search has played a signiﬁcant role in this area;
see, for example, [28, 67, 112, 114].
. . . If you can't explain it simply, you don't un-
derstand it well enough. . .
Attributed to Albert Einstein (18791955) [59].
4
Large Graphs of Diameter 6
In this chapter we provide constructions of large graphs based on the technique of graph
compounding described in Chapter 2. Speciﬁcally, by means of the compounding of complete
graphs of order h (Kh), h ≤ ∆− 1, into a Moore bipartite graph of degree ∆ and diameter 6
(H∆−1), we obtain a family of large graphs, denoted by H∆−1(Kh), of maximum degree ∆ and
diameter 6. For maximum degrees ∆ =5, 6, 9, 12 and 14, members of this family constitute
the largest known graphs of diameter 6; see the table of largest known graphs [37].
4.1 Compound Graphs H∆−1(Kh)
The process of the construction of H∆−1(Kh) graphs is divided into two parts. The ﬁrst part
is a compounding operation, and the second part sets up new adjacency rules.
We base our method on a step-by-step construction, showing a sequence of operations required
to deﬁne these compound graphs.
Note that the order of any compound graph Γ(S) using S = {Kh} as the set of source graphs,
Γ as the base graph, and Γˆ = (Wˆ , Eˆ = ∅) as the replaced graph is
|Γ(S)| = |Γ|+ |Wˆ |(h− 1) (4.1)
Our compounding operation is slightly diﬀerent from that described in [38, 77, 82]. We have
kept the same notation and terminology in order to achieve a better understanding of the
idea. However, our conditions to set up the new adjacency rules are diﬀerent.
Part 1: Compounding Operation
Source Graphs: Given a positive integer ∆, Λ1 = Kh, where Kh is the complete graph of
order h for h ≤ ∆− 1.
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Base Graph: A Moore bipartite graph H∆−1 with partite sets V and W , edge set E, degree
∆ and diameter 6. Recall that ∆− 1 is a prime power.
Replaced Graph: Let R be the subgraph of H∆−1 depicted in Figure 4.1. Let x be a vertex
of V , and let N(x) = {x0, x1, . . . , x∆−1}. We now deﬁne the following sets.
(i) W 0 = N(x)− {x∆−1}.
(ii) V 0 = N(W 0)− {x} −
⋃
i∈{0,...,∆−2}
{xi∆−2}.
(iii) W ′ = N(V 0)−W 0 −
⋃
i∈{0,...,∆−2}
j∈{0,...,∆−3}
{xij∆−2}.
The setW ′ ⊂W is called the set of replaceable vertices, and is highlighted in Figure 4.1.
Given a subset Wˆ of W ′, the replaced graph will then be Γˆ =(Wˆ , Eˆ = ∅).
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Figure 4.1: Subgraph R of H∆−1 to be modiﬁed.
Mapping f :
f(xijk) = Kh for all xijk ∈ Wˆ
Specifying Step 1: Each vertex xijk of Wˆ will be replaced by a complete graph Kh, denoted
by K(ijk)h , with vertex set V (K
(ijk)
h ) =
{
y
(ijk)
0 , . . . , y
(ijk)
h−1
}
.
The set of added vertices is denoted by Wˆ (Kh). Therefore, Wˆ (Kh) =
⋃
xijk∈Wˆ
V (K(ijk)h ).
Specifying Step 2: The edges incident with each vertex xijk ∈ Wˆ are joined to the vertices
of K(ijk)h in such a way that each vertex of K
(ijk)
h is incident with at least one of these
edges.
Given a vertex xijk ∈ Wˆ and the complete graph K(ijk)h , we denote by y(ijk)0 ∈ K(ijk)h
the vertex that has xij as a neighbor. Then y
(ijk)
0 is connected to at least one other
neighbor of xijk.
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Resulting Graph: H0∆−1(Kh).
Figure 4.2 illustrates the replacement of a vertex with a triangle by the compounding operation.
Note that vertex y(000)0 is connected to x00 and to another neighbor of x000.
⇒
x x0 x00 x000
x x0 x00 y
(000)
0
K
(000)
3
Figure 4.2: In H3 the replacement of vertex x000 with K3.
Part 2: Introduction of New Edges
In order to guarantee that the graphs H∆−1(Kh) keep diameter 6, new edges are introduced.
The set of edges to be added in this part is denoted by Eˆ(Kh). Therefore, we deﬁne the graph
Γˆ(Kh) = (Wˆ (Kh), Eˆ(Kh)).
We need to introduce new notation and terms. We are now interested in deﬁning the replaced
graph Γˆ = (Wˆ , Eˆ) completely, that is, to deﬁne its edge set. The edge set is deﬁned as follows.
For xijk, xrst ∈ Wˆ , {xijk, xrst} ∈ Eˆ ↔ ∃ α, β ∈ {0, . . . , h − 1} such that {y(ijk)α , y(rst)β } ∈
E(V (K(ijk)h ), V (K
(rst)
h )), that is, {y(ijk)α , y(rst)β } ∈ Eˆ(Kh). Figure 4.3 depicts a graph Γˆ(K3)
and its corresponding graph Γˆ.
We call any set formed by copies ofK(ijk)h a block. However, we will mainly use blocks obtained
as copies of K(ijk)h for a ﬁxed i. The total number of blocks is denoted by Nb.
Finally, the margin, denoted by M , is the number of edges that can be added to the vertices
of each Kh so that the maximum degree of H∆−1(Kh) continues being at most ∆. It is easy
to see that M = (∆− h)(h− 1) [82].
Now we describe the introduction of new edges in our approach.
Origin Graph: H0∆−1(Kh).
Condition 1: There should be one edge between each pair of copies K(ijk)h and K
(ijt)
h ,
for k 6= t. The maximum number of edges joining a copy K(ijk)h to any other copy
K
(ijt)
h is denoted by τ , for k 6= t.
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(a)
(b)
Figure 4.3: (a): Graph Γˆ(K3) and (b): graph Γˆ obtained from Γˆ(K3).
Condition 2: The distance between any two copies of K(ijk)h inside a block should be
at most 3. In particular, the distance between any two copies K(ijk)h and K
(ist)
h
should be at most 3.
Condition 3: The distance between any two copies K(ijk)h and K
(rst)
h should be at
most 4, for i 6= r. Equivalently, the distance between any two copies of K(ijk)h from
diﬀerent blocks should be at most 4.
Condition 3a: The distance between any vertex y(ijk)α and any copy of type K
(rst)
h ,
i 6= r, should be at most 5.
Condition 4: All these adjacencies are added in such a way that the maximum degree
of H∆−1(Kh) remains at most ∆.
Resulting Graph: H∆−1(Kh).
Note that either Condition 3 or 3a can be used to show that the distance between any vertex
y
(ijk)
α ∈ K(ijk)h and any vertex y(rst)β ∈ K(rst)h , i 6= r, is at most 6. Moreover, the cardinality of
each block need not be the same.
Figure 4.4 depicts a block and its intraconnections which satisfy Conditions 1 and 2, while
Figure 4.5 depicts two blocks and their intra and interconnections which satisfy Conditions 1,
2 and 3.
F Lemma 1 In H∆−1(Kh) the graph Γˆ(Kh) = (Wˆ (Kh), Eˆ(Kh)) has diameter 6.
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x20
x220
x22
x211 x210
x21
x2
x
x201 x200 x320
x32
x3
x
x221
Figure 4.4: A block {K(200)3 ,K(201)3 ,K(210)3 ,K(211)3 ,K(220)3 ,K(221)3 ,K(320)3 } and its intraconnec-
tions. Edges guaranteeing Condition 1 are colored in gray, and edges guaranteeing Condition
2 are highlighted by a dashed line.
x02
x001
x00
x010x011
x01
x0
x
x020x021 x300
x30
x3
x
x000
x10
x120
x12
x111 x110
x11
x1
x
x101 x100 x310
x31
x3
x
x121
Figure 4.5: Two blocks, namely, {K(000)3 ,K(001)3 ,K(010)3 ,K(011)3 ,K(020)3 ,K(021)3 ,K(300)3 } and
{K(100)3 ,K(101)3 ,K(110)3 ,K(111)3 ,K(120)3 ,K(121)3 ,K(310)3 }, and their interconnections. Edges guar-
anteeing Condition 1 are colored in gray, and edges guaranteeing Conditions 2 and 3 are
highlighted by dashed and heavier lines, respectively.
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Proof. Note that, because of Condition 2, in the graph Γˆ(Kh), the distance between any two
copies of K(ijk)h inside a block is 3. Therefore, the distance between any two vertices y
(ijk)
α and
y
(rst)
β from the same block is at most 5. Besides, because of Condition 3 or 3a, the distance
between any two vertices y(ijk)α and y
(rst)
β from diﬀerent blocks is at most 6. Thus, the lemma
follows from the fact that Γˆ(Kh) is the union of the Nb blocks. 
F Theorem 1 Any graph H∆−1(Kh) constructed according to Conditions 1-4 has maximum
degree ∆ and diameter 6.
Proof. Let H∆−1(Kh) be a graph satisfying Conditions 1-4. In such a graph a path not
containing vertices of Wˆ is unaﬀected.
The maximum number of replaced vertices that can be in a shortest path of any H∆−1(Kh)
is 2; see the selected subgraph R of H∆−1 (Figure 4.1), and recall that the girth of H∆−1 is
12. Consequently, the distance between any two vertices will increase by at most two units.
By Lemma 1, the distance between any two vertices y(ijk)α and y
(rst)
β is at most 6.
Let us consider two unreplaced vertices z and t at distance 5 in H∆−1 such that a shortest
path P that joins them contains two replaced vertices, say P = zxijkxijxijlrt. According to
Condition 1, there should exist an edge between each pair of copies K(ijk)h and K
(ijl)
h , say
{y(ijk)α , y(ijl)β } ∈ E(V (K(ijk)h ), V (K(ijl)h )). Then zy(ijk)θ y(ijk)α y(ijl)β y(ijl)γ rt is a path of length at
most 6 between z and t. This case is exempliﬁed in Figure 4.6.
Let us now consider two vertices z and xijk at distance 5 in H∆−1 such that z ∈ V and
xijk ∈ Wˆ . Let P = zximnximxixijxijk be a shortest path joining z and xijk. According to
Condition 2, there should exist a path of length at most 3 between each pair of copies K(imn)h
and K(ijk)h . Then there exists a path of length at most 5 between any pair of vertices y
(imn)
α
and y(ijk)β . Thus the distance between the vertex z and vertices y
(ijk)
α ∈ K(ijk)h is at most 6.
Suppose that we have two unreplaced vertices z and t at distance 6 in H∆−1. Then, as there
are ∆ disjoint paths between them, there exists a 6-path between z and t unaﬀected by the
replacements.
Finally, consider two vertices z and xijk at distance 6 in H∆−1 such that z /∈ Wˆ and xijk ∈ Wˆ .
Then there exist ∆ disjoint paths between them. We need to check that the distance between
the vertex z and vertices y(ijk)α ∈ K(ijk)h is at most 6.
Because of the structure of the selected subgraph R of H∆−1 and the fact that g(H∆−1) = 12,
a shortest path linking xijk to another replaced vertex passes through xij . Therefore, in H∆−1
there is a unique shortest path P6 joining xijk to z, which has one further replaced vertex;
the remaining ∆ − 1 paths, namely, P 16 , . . . , P∆−16 , have no replaced vertex other than xijk.
Thus, there exists a unique vertex y(ijk)α of K
(ijk)
h contained in P
′
6 = zP6xijy
(ijk)
α ∈ H∆−1(Kh).
Let us deﬁne the 6-paths P ′i6 = zP i6y
(ijk)
θ ∈ H∆−1(Kh) for i = 1, . . . ,∆ − 1 between z and
any y(ijk)θ ∈ K(ijk)h . Then the remaining h − 1 vertices y(ijk)β 6= y(ijk)α of K(ijk)h are connected
to z through one of the 6-paths P ′i6 for i = 1, . . . ,∆ − 1. Let us now consider the vertex
y
(ijk)
α ∈ K(ijk)h contained in P ′6. Then y(ijk)α is adjacent to xij , and consequently, the vertex
y
(ijk)
α is the vertex y
(ijk)
0 . Therefore, due to the applied compounding operation, the vertex
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y
(ijk)
0 is connected to xij and to at least another neighbor of xijk. Hence, one of the 6-paths
P ′i6 ∈ H∆−1(Kh), i = 1, . . . ,∆− 1, connects y(ijk)0 to z. This case is exempliﬁed in Figure 4.7.

z
xijk
xij
xijl r t
H∆−1
xij
y
(ijk)
α
y
(ijl)
β
y
(ijl)
γ r t
z
H∆−1(K4)
⇒
y
(ijk)
θ
Figure 4.6: A path of length 6 between z and t in H∆−1(K4), namely, zy
(ijk)
θ y
(ijk)
α y
(ijl)
β y
(ijl)
γ rt.
4.2 New Largest Known Graphs of Diameter 6
In order to produceH∆−1(Kh) graphs of large order, we need to link the copies ofKh according
to Conditions 1-4, by following the structure of a certain graph. In previous works, under other
conditions, copies of Kh were joined according to a special graph of diameter 2 [82], whereas
in [77] such copies were joined according to the structure of bipartite graphs of diameter 3.
In this section we describe the graphs that allow us to produce new largest known graphs of
diameter 6 for certain maximum degrees.
We introduce a new parameter M ′ = M − τ , which represents the number of edges that can
be added to each copy Kh after the application of Condition 1.
4.2.1 Constructing H∆−1(Kh) Graphs: Approach 1
In this approach copies of Kh are joined by following the structure of a modiﬁed Nb-partite
graph, that is, Γˆ is a modiﬁed Nb-partite graph. To be more precise, Γˆ is constructed in the
following way. We take Nb sets of vertices {A1, . . . , ANb}, join Ai to Aj , i 6= j, by means of
a perfect matching, and ﬁnally, vertices of each Ai are joined by following the structure of a
graph of diameter 3.
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Figure 4.7: Paths of length 6 between z and vertices y(ijk)θ ∈ K(ijk)3 in H∆−1(K3).
Graph H4(K3): New Largest (5, 6)-Graph
The graph H4(K3) is constructed by setting up the blocks
{
K
(0jk)
3 ,K
(300)
3
}
,
{
K
(1jk)
3 ,K
(310)
3
}
and
{
K
(2jk)
3 ,K
(320)
3
}
, for j ∈ {0, 1, 2} and k ∈ {0, 1}.
We then connect any two blocks as shown in Figure 4.8. Note that Γˆ is formed by three sets
of 7 vertices, and vertices of the same set are connected by a 7-cycle. This graph Γˆ is partially
represented in Figure 4.3 (b).
The graph H4(K3) so constructed has degree 5 and diameter 6. After applying the compound-
ing operation to these 21 vertices, M = (5 − 3)(3 − 1) = 4. That means that we can add 4
edges to each K3. Furthermore, after applying Condition 1, we have τ = 1, soM ′ = 4−1 = 3.
In order to check the fulﬁllment of Condition 2, note that any two copies K(ijk)3 inside a block
are joined by a 7-cycle. Besides, there is a 3-path between any two copies K(3jk)3 . These
connections are highlighted by a dashed line in Figure 4.8.
Therefore, we only need to check that the distance between any two copies K(ijk)3 and K
(opm)
3 ,
i 6= o, is at most 4, or equivalently, that the distance between any two copies of K(ijk)3 from
diﬀerent blocks is at most 4.
First of all, Figure 4.8 shows that the previous assertion is true for any copy K(0jk)3 , K
(1mn)
3 ,
K
(300)
3 and K
(310)
3 . This fact can be easily veriﬁed by following the connections between such
graphs. These connections are highlighted by a heavier line. By way of illustration, we now
show that d(K(000)3 ,K
(1mn)
3 ) ≤ 4, d(K(000)3 ,K(300)3 ) ≤ 4, and d(K(000)3 ,K(310)3 ) ≤ 4.
(i) K(000)3 and K
(300)
3 , P = y
(000)
2 y
(300)
2 .
(ii) K(000)3 and K
(310)
3 , P = y
(000)
1 y
(310)
1 .
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(iii) K(000)3 and K
(100)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(100)
2 .
(iv) K(000)3 and K
(101)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(100)
2 y
(101)
2 .
(v) K(000)3 and K
(121)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(121)
2 .
(vi) K(000)3 and K
(120)
3 , P = y
(000)
1 y
(310)
1 y
(310)
2 y
(121)
2 y
(120)
2 .
(vii) K(000)3 and K
(110)
3 , P = y
(000)
2 y
(300)
2 y
(021)
2 y
(021)
1 y
(110)
1 .
(viii) K(000)3 and K
(111)
3 , P = y
(000)
2 y
(001)
2 y
(010)
2 y
(010)
1 y
(111)
1 .
In the graph H4(K3) vertices y
(ijk)
1 and y
(opm)
1 link any two blocks (Figure 4.8 shows only
a part of these connections). Note that each of these vertices has two connections for this
purpose, and only one of these connections is needed for establishing a path of length at most
4 between any two copies K(ijk)3 and K
(opm)
3 from two diﬀerent blocks.
Following Equation (4.1), we obtain that the order of the new graph H4(K3) is |H4|+ 21× 2,
that is, 2772. This is an improvement on the order of the previous largest known graph of
maximum degree 5 and diameter 6, which had 2766 vertices.
Graph H5(K4): New Largest (6, 6)-Graph
For the graph H5(K4), we set up the blocks as follows:
{
K
(0jk)
4 ,K
(030)
4
}
,
{
K
(1jk)
4 ,K
(130)
4
}
,{
K
(2jk)
4 ,K
(230)
4
}
,
{
K
(3jk)
4 ,K
(330)
4
}
and
{
K
(4jk)
4 ,K
(430)
4
}
, for j ∈ {0, 1, 2} and k ∈ {0, 1}.
As before, we connect any two blocks as shown in Figure 4.9. Note that, in this case, Γˆ is
formed by ﬁve sets of 7 vertices, and vertices of the same set are connected by a 7-cycle.
The graph H5(K4) so constructed has degree 6 and diameter 6. After applying the compound-
ing operation to these 35 selected vertices, M = (6 − 4)(4 − 1) = 6, and we can add 6 edges
to each K4. Furthermore, after applying Condition 1, we have τ = 1, so M ′ = 6− 1 = 5.
In Figure 4.9 connections between blocks are highlighted by a heavier line. Moreover, note that
for each copy K(ijk)4 of a block, there are exactly two vertices (shown in white in Figure 4.9)
with two connections each in order to connect two diﬀerent blocks, and only one of these
connections is needed for establishing a path of length at most 4 between any two copies
K
(ijk)
4 and K
(opm)
4 from two diﬀerent blocks.
Following Equation (4.1), we obtain that the order of the new graph H5(K4) is |H5|+ 35× 3,
that is, 7917. This is an improvement on the order of the previous largest known graph of
maximum degree 6 and diameter 6, which had 7908 vertices.
4.2.2 Constructing H∆−1(Kh) Graphs: Approach 2
In this second approach copies of Kh are joined by following the structure of a compound
graph of diameter 3, denoted G(Bω), that is, Γˆ is isomorphic to G(Bω). We deﬁne graphs
G(Bω) in the next subsection.
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Figure 4.8: Basic conﬁguration of the H4(K3) graph of order 2772.
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Figure 4.9: Basic conﬁguration of the H5(K4) graph of order 7917.
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Graphs G(Bω)
Graphs G(Bω) are constructed as follows. Take a graph G and a bipartite graph Bω =
(V1 ∪ V2, E). Let us assume that Bω has a polarity ω. As Bω has a polarity, we make no
distinction between its two partite sets, that is, V1 = V2 = V . Now we make a compounding
of Bω into G. To be more precise, we replace each vertex u in G with Su = V . If u and v are
adjacent in G, Su and Sv are then connected by following the structure of Bω. We denote a
vertex t of G(Bω) such that t ∈ Su by the pair (t, Su). Note that we can match the vertex
(t, Su) in G(Bω) with the vertex t of V in Bω. Depending on our particular needs, we can
assume that t belongs to V1 or V2. Graphs G(Bω) are exempliﬁed in Figure 4.10.
0
1
2
3
4
5
6
a
b
c
d
e
f
g
ω(0) = a
ω(1) = b
ω(2) = c
ω(3) = d
ω(4) = e
ω(5) = f
ω(6) = g
G = P2
Bω =Heawood graph=I2 a polarity ω in Bω
u
v
w
Su Sw
Sv
G(Bω)
t
Figure 4.10: Example of a G(Bω) graph, where G = P2 and Bω =Heawood graph.
Some properties of graphs G(Bω) are shown in the next theorem. We ﬁrst recall some known
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properties of bipartite graphs:
If B = (V1∪V2, E) is any bipartite graph of even (odd) diameter D(B) then the distance
between x ∈ V1 and any y ∈ V2 (y ∈ V1) is at most D(B)− 1.
(i) Consequently, from any vertex of Vi, i = 1, 2, we reach all vertices from either V1 or V2
by means of paths of length at most D(B)− 1.
(ii) Moreover, if we have two vertices u0 and ul joined by a path P of length l = D(B)−1−2r
for r ≥ 0, say P = u0u1 . . . ul, we can ﬁnd a walk Z of length D(B)− 1 between u0 and
ul. In fact, Z = Z ′∪P , where Z ′ is any closed walk of length 2r starting at u0. Note that
we can always obtain such a walk Z ′, for instance, we can take Z ′ = u0u1u0u1 . . . u1u0︸ ︷︷ ︸
2r steps
.
F Theorem 2 The graphs G(Bω) have maximum degree ∆(G) × ∆(Bω), order |G||Bω |2 and
diameter max{D(G), D(Bω)}.
Proof. The assertion about the maximum degree and the order follows from the construction,
so we concentrate on proving the assertion regarding the diameter.
Let z0 and zk be vertices of G at distance k, and let P = z0z1 . . . zk be a shortest path joining
them. Furthermore, let u and v be vertices of G(Bω) such that u ∈ Sz0 and v ∈ Szk ; see
Figure 4.11.
. . .z0 z1 zk−1 zk
. . .
Sz0 = V Sz1 = V Szk−1 = V Szk = V
Bω
V V
u v
P
Figure 4.11: Path of length k in G and the corresponding structure in G(Bω).
Our aim is to prove that, given any two vertices u and v inG(Bω), dG(Bω)(u, v) = max{k,D(Bω)}.
More precisely, we take a path P of length k between two vertices z0 and zk in G, say
P = z0z1 . . . zk, and then we prove that dG(Bω)((u, Sz0), (v, Szk)) = max{k,D(Bω)}.
Since Bω = (V1 ∪ V2, E) has a polarity, we can match (u, Sz0) with a vertex u in V1.
When k = 0 or 1, u and v are located in Bω, so dG(Bω)(u, v) = dBω(u, v). Henceforth, k > 1.
We distinguish two cases.
Case 1. k ≥ D(Bω).
Let ul be any vertex diﬀerent from u in V1 (V2), provided that D(Bω) is odd (even). Let Q be
a shortest path in Bω between u and ul, say Q = uu1 . . . ul. Because of (i), we may assume
that the length of Q has the form l = D(Bω)− 1− 2r for r ≥ 0.
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By (ii) we construct a walk Z of length D(Bω) − 1 between u and ul in Bω. Let us take
Z = uu1u . . . u︸ ︷︷ ︸
2r steps
u1u2 . . . ul.
Let us now consider the vertex (ul, SD(Bω)−1).
Since Bω has a polarity and by using (i), from (u, Sz0) we reach (ul, SzD(Bω)−1) by means of
the (D(Bω)− 1)-path (u, Sz0)(u1, Sz1)(u, Sz2) . . . (u, Sz2r)(u1, Sz2r+1) . . . (ul, SzD(Bω)−1).
Thus, as there are (k − (D(Bω) − 1))-paths from (v, Szk) to certain vertices in SzD(Bω)−1 , we
have just proved that there is a path of length k between (u, Sz0) and (v, Szk); see Figure 4.12.
. . .u u1 ul
. . .
Sz0 Sz1
Szk
Path Q = u . . . ul in Bω,
u
Z . . .
. . .
provided D(Bω) is odd
u u1 u u1 u2
Sz2 Sz2r−1 Sz2r Sz2r+1 Sz2r+2 SzD(Bpi)−1
{
2r steps
u1 u u1 u u1 u2 ul v
u u1
ul ul−1
. . .
Figure 4.12: Path of length k between (u, Sz0) and (v, Szk) in G(Bω).
Case 2. k < D(Bω).
In this case we consider two additional subcases.
Case 2.1 k + L1 = D(Bω)− 1, where L1 is even.
As before, we can associate (v, Szk) with a vertex v 6= u in V1 (V2), provided that D(Bω) is
odd (even). Therefore, we can take Q as a path of length k = D(Bω)− 1− L1 in Bω joining
u and v, say Q = uu1u2 . . . uk−1v, for L1 ≥ 0.
Now the vertices (u, Sz0) and (v, Szk) are joined by the k-path (u, Sz0)(u1, Sz1)(u2, Sz2) . . .
. . . (uk−1, Szk−1)(v, Szk).
Case 2.1 k + L1 = D(Bω)− 1, where L1 is odd.
As k > 1, this subcase can be reduced to the previous subcase. In fact, k−1+L2 = D(Bω)−1,
where L2 = L1 + 1. Therefore, we are able to reach any vertex in Szk−1 in at most D(Bω)− 1
steps. Thus, as there are edges from (v, Szk) to certain vertices in Szk−1 , there is a path from
(u, Sz0) to (v, Szk) of length at most D(Bω).
Hence, in Case 2, dG(Bω)((u, Sz0), (v, Szk)) ≤ D(Bω). 
Construction of Graphs H8(K6), H11(K8) and H13(K10)
Having deﬁned graphs G(Bω) and deduced some of their properties, we are now ready to
present the constructions of other largest known graphs H∆−1(Kh).
General Construction: Let us take a graph G and a bipartite graph Bω with a polarity ω,
both graphs having diameter 3.
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Step 1: We label the vertices of G in such a way that two vertices have the same label
only if they are at distance 2 in G. A vertex in G can have several labels, for
instance, if d(x, y) = d(y, z) = 2 and d(x, z) = 4 then the labels of vertices x, y and
z could be l1, {l1, l2} and l2, respectively.
Step 2: We construct the graph G(Bω). Each vertex (u, Szi) ∈ G(Bω) takes only one
of the labels from the vertex zi ∈ G, so we now denote the vertex (u, Szi) of G(Bω)
by the triple (u, Szi , l), where l is one of the labels of zi ∈ G. The distribution of
these labels in each Szi is done according to the speciﬁc G(Bω) (see, for example,
Tables 4.2, 4.3 and 4.4). The graph Γˆ is isomorphic to G(Bω) and keeps the same
labeling.
Step 3: In Γˆ(Kh) the copy K
(ijk)
h keeps the same label as xijk = (u, Szi , l) in Γˆ.
Step 4: In Γˆ(Kh) a block is formed by copies of K
(ijk)
h for a ﬁxed i, all of them having
the same label. The total number of labels equals the total number Nb of blocks.
Step 5: Condition 1 of Theorem 1 is applied.
F Theorem 3 If a graph H∆−1(Kh) obtained from the above construction satisﬁes the re-
quirements
(i) The cardinality of any block is at most (∆− 2)2. For a ﬁxed i (∆− 2)2 is the number of
vertices u in W ′ such that d(xi, u) = 2 (see Figure 4.1), and
(ii) M ′ = M − τ ≥ ∆(G(Bω)) = ∆(G)×∆(Bω), and
(iii) h ≤ ∆(Bω)+1
then H∆−1(Kh) has maximum degree ∆ and diameter 6.
Proof. The requirement (ii) guarantees that the maximum degree of H∆−1(Kh) is at most
∆.
Therefore, we only need to prove that Conditions 2 and 3 of Theorem 1 hold, and in those
cases where they are not met, we should prove that the diameter is nevertheless still 6.
By Step 4, as blocks are formed by copies of Kh with the same label, it is guaranteed that
these copies are at distance 3, that is, Condition 2 of Theorem 1 holds.
Let (xijk, Szα) and (xrst, Szβ ) be vertices of Γˆ such that dΓˆ(xijk, xrst) = 3. Then, in Γˆ(Kh)
copies K(ijk)h and K
(rst)
h belong to diﬀerent blocks.
As D(Bω) is 3, vertices in Bω from the same partite set are at distance at most 2.
To see that the distance between vertices of K(ijk)h and vertices of K
(rst)
h is at most 6, we need
to distinguish two cases:
Case 1. h ≤ ∆(Bω).
Let P = (xijk, Szα)(u, Szσ)(v, Szθ)(xrst, Szβ ) be a 3-path between xijk and xrst in G(Bω).
Then, as vertices in Bω from the same partite set are at distance at most 2, there are ∆(Bω)
3-paths (each going through a diﬀerent neighbor of xijk in Szσ) between xijk and xrst; see
Figure 4.13 (a).
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Szα Szσ Szβ
G(Bω) = Γˆ
Szθ
xijk xrst
vu
..
.∆− 1
Szα Szσ Szθ Szβ
K
(ijk)
3
y
(ijk)
γ
K
(rst)
3
Γˆ(K3)
K
(opq)
3
(a)
(b)
Figure 4.13: A path of length at most 6 between y(ijk)γ ∈ K(ijk)3 and any vertex in K(rst)3 . Note
that d(K(opq)3 ,K
(rst)
3 ) = 3.
Thus, adjacencies in Γˆ(Kh) can be organized in such a way that every vertex y
(ijk)
γ ∈ K(ijk)h
is linked to a copy K(opq)h , where K
(opq)
h is at distance 3 from K
(rst)
h ; see Figure 4.13 (b).
Thus, Condition 3a of Theorem 1 holds.
Case 2. h = ∆(Bω) + 1.
We can organize adjacencies in Γˆ(Kh) in such a way that there is exactly one vertex in each
copy K(ijk)h that is not connected to any copy K
(opq)
h at distance 3 from K
(rst)
h . For each copy
K
(ijk)
h we take such a vertex as y
(ijk)
0 , so there is a 6-path P between y
(ijk)
0 and y
(rst)
0 going
through the subgraph R of H∆−1 (see Figure 4.1), P = y
(ijk)
0 xijxixxrxrsy
(rst)
0 .
Furthermore, observe that Condition 3a holds for all vertices in K(ijk)h except y
(ijk)
0 . 
We now present in Table 4.1 the features of each H∆−1(Kh) obtained by this approach.
In Table 4.2 we present the labeling of vertices within a partite set in the graph C7(I5). More
precisely, for a vertex v in G = C7 labeled by {l1, l2}, we show the distribution of the labels
l1 and l2 within the partite set of I5 replacing v in order to construct C7(I5). Analogously,
in Tables 4.3 and 4.4 we show the labeling of the vertices within a partite set in the graphs
C5 ∗ F4(BD) and H(I8), respectively.
Some of the graphs used to produce graphs G(Bω) are the following:
I∆−1: A Moore bipartite graph of diameter 3 and degree ∆. Each such graph has a polarity
[15].
C5 ∗ F4: Maximal graph of degree 3, diameter 3 and order 20, which was found by Green [60].
BD: Bipartite graph of diameter 3, degree 7 and order 78, which was found in [21]. This
graph has a polarity.
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H: The unique graph of diameter 3, degree 3 and order 18, which was constructed by
Faradºev [68]; see also [132].
Furthermore, note that
H8(K6): The cardinality of each block is either 27 or 28. As the order of Γˆ = C7(I5) is
7× 31 = 217, by using Equation (4.1), |H8(K6)| = |H8|+ 217× 5 = 75893.
H11(K8): The cardinality of each block is exactly 78. As the order of Γˆ = C5 ∗ F4(BD) is
20× 39 = 780, by using Equation (4.1), |H11(K8)| = |H11|+ 780× 7 = 359772.
H13(K10): The cardinality of each block is either 109 or 110. As the order of Γˆ = H(I8) is
18× 73 = 1314, by using Equation (4.1), |H13(K10)| = |H13|+ 1314× 9 = 816294.
∆ h M τ M ′ G Bω Labeling of G Distribution of Labels in Γˆ H∆−1(Kh)
9 6 15 3 12 C7 I5 See Fig. 4.14 See Table 4.2 H8(K6)
12 8 28 7 21 C5 ∗ F4 [60] BD [21] See Fig. 4.14 See Table 4.3 H11(K8)
14 10 36 9 27 H [68, 132] I8 See Fig. 4.14 See Table 4.4 H13(K10)
Table 4.1: Features of the graphs H∆−1(Kh) obtained by Approach 2.
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Figure 4.14: Labeling of the graphs H, C5 ∗ F4 and C7.
Finally, we summarize our results in Table 4.5. When analyzing Table 4.5, note that the
previously largest known graphs were obtained in [82] and in [77], and we have kept the same
terminology as in those papers.
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Label {l1, l2} of a Distribution of Labels in Γˆ = C7(I5)
Vertex in G=C7 No. of vertices No. of vertices
labeled by l1 labeled by l2
{0, 1} 27 4
{1, 2} 23 8
{2, 3} 19 12
{3, 4} 15 16
{4, 5} 11 20
{5, 6} 7 24
{6, 7} 3 28
Table 4.2: Labeling of vertices within a partite set in C7(I5).
Label l of a Distribution of Labels
Vertex in G = C5 ∗ F4 in Γˆ = C5 ∗ F4(BD)
l, for l ∈ {0, 1, 2, 3, 4, 5, 6, 7, 8, 9} No. of vertices labeled by l
39
Table 4.3: Labeling of vertices within a partite set in C5 ∗ F4(BD).
Label l or {l1, l2} of a Distribution of Labels
Vertex in G = H in Γˆ = H(I8)
l, 0 ≤ l ≤ 11 No. of vertices labeled by l
73
{l1, l2}, where 0 ≤ l1, l2 ≤ 11 No. of vertices No. of vertices
and l1 < l2 labeled by l1 labeled by l2
37 36
Table 4.4: Labeling of vertices within a partite set in H(I8).
∆ Previous Largest Known Order New Largest Known Order Graph
5 2766 2772 H4(K3)
6 7908 7917 H5(K4)
9 75828 75893 H8(K6)
12 359646 359772 H11(K8)
14 816186 816294 H13(K10)
Table 4.5: Orders of the new largest known graphs H∆−1(Kh) for ∆ ≤ 14.
. . . It might seem unnecessary to insist that in or-
der to say something well you must have some-
thing to say, but it's no joke. Much bad writing,
mathematical and otherwise, is caused by a viola-
tion of that ﬁrst principle. . .
Paul Richard Halmos (19162006)
How to Write Mathematics (1973), pp. 20 [145].
5
Complete Catalogue of (3, D,−4)-Graphs
It is well known that, apart from the Petersen graph and K4, there are no Moore graphs of
degree 3 [7, 43, 120]. As a cubic graph must have an even number of vertices, there are no
cubic graphs with  vertices less than the Moore bound, where  is odd.
The case of  = 2 was analyzed by Jørgensen [95]. Jørgensen [95] proved that there exist only
three graphs of maximum degree 3 and 2 vertices less than the Moore bound; see graphs (a),
(b) and (c) in Figure 3.1. See also Subsection 3.1.2. Therefore, N3,D ≤ M3,D − 4 for D ≥ 4.
Recall that M3,D = 3× 2D − 2.
We consider graphs of maximum degree 3, diameter D ≥ 2 and 4 vertices less than the Moore
bound, that is, (3, D,−4)-graphs. By Proposition 3.1, for D ≥ 3 a (3, D,−4)-graph must be
regular. However, a (3, 2,−4)-graph need not be regular. We obtain all the non-isomorphic
(3, 2,−4)-graphs. The cubic (3, 2,−4)-graphs can be found also on Royle's web page [140].
In the case of diameter 3 there is a unique cubic graph on 18 vertices, which was ﬁrst con-
structed by Faradºev [68]; however, his construction was not widely available. For this reason,
McKay and Royle [113] constructed, among other graphs, again the aforementioned cubic
graph, and proved its uniqueness.
The non-existence of (3, 4,−4)-graphs was proved by Jørgensen [96].
In this chapter we prove the non-existence of (3, D,−4)-graphs for D ≥ 5, completing in
this way, the catalogue of such graphs for all D ≥ 2. Naturally, this result also gives an
improvement on the upper bound of N3,D, so that N3,D ≤M3,D − 6 for D ≥ 4. In some parts
of the proof, our reasoning is inﬂuenced by the reasoning used by Jørgensen in [96].
It is perhaps worth noting that the case of (3, D,−4)-graphs is particularly interesting, because
it is the ﬁrst result concerning (∆, D,−)-graphs of defect greater than the maximum degree
of the graph.
We now introduce some concepts. In a graph Γ a vertex of degree at least 3 is called a branch
vertex of Γ. The union of three independent paths of length D with common endvertices is
denoted by ΘD.
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In this chapter when referring to paths, we will always mean shortest paths. We will call a
cycle of length at most 2D a short cycle, and we call a vertex x a saturated vertex if x cannot
belong to any further short cycle.
5.1 Catalogue of (3, D,−4)-Graphs with D = 2, 3
Let Γ be a (3, 2,−4)-graph. All the cubic graphs on 6 vertices are already known. However,
it is possible for Γ to contain some vertices of degree 2 (but none of degree 1). Let x be a
vertex of Γ, a = |E(N2(x))|, b = |E(N(x), N2(x))|, and c = |E(N(x))|; see Figure 5.1 (a).
⇐ a
⇐ b
⇐ c
x
(a)
⇐ a
⇐ b
⇐ c
x
(b)
y
Figure 5.1: Auxiliary ﬁgures for the case of diameter 2.
As M3,2=10, the order of Γ is 6. We distinguish two cases: the case of cubic graphs and the
case of graphs with at least one vertex of degree 2.
5.1.1 Cubic Graphs
In a cubic (3, 2,−4)-graph Γ, there are 9 edges. We can ﬁx 3 of these edges as in Figure 5.1 (a).
Then 6 further edges need to be inserted in Figure 5.1 (a) to complete the graph. Therefore,
we have the following system of equations:
a+ b+ c = 6 2a+ b = 6 2c+ b = 6 (5.1)
From System (5.1), we see that a = c and that b ≥ 4 (because a ≤ 1). Therefore, the solutions
are (a, b, c) = (1, 4, 1) or (0, 6, 0).
Case 1. (a, b, c) = (1, 4, 1).
Up to isomorphism, the graph H1 in Figure 5.2 (a) is the only cubic graph that can be
constructed with these parameters.
Case 2. (a, b, c) = (0, 6, 0).
Up to isomorphism, the cubic complete bipartite graph K3,3, depicted in Figure 5.2 (b), is the
only such cubic graph.
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5.1.2 Non-regular Graphs
As there should be at least one vertex of degree 3, the only possible degree sequences are
(2, 2, 2, 2, 3, 3), or (2, 2, 3, 3, 3, 3).
Case 1. (2, 2, 2, 2, 3, 3).
In this case let us refer to Figure 5.1 (a) again. We then have the following system, where a,
b and c have the same meaning as before.
a+ b+ c = 4 a ≤ 1 b ≥ 2 c ≤ 1 (5.2)
The solutions of System (5.2) are (a, b, c) = (1, 2, 1) or (0, 3, 1) or (0, 4, 0) or (1, 3, 0).
It is not diﬃcult to see that the ﬁrst three cases do not correspond to any suitable graph.
If a = 1, b = 3 and c = 0 then, up to isomorphism, the only possible graph is the graph
depicted in Figure 5.2 (c), a subgraph of H1.
Case 2. (2, 2, 3, 3, 3, 3).
If the vertices of degree 2 are not neighbors then we can add one edge between them, and
we obtain the graph H1. Therefore, the possible graphs are subgraphs of H1 (because if
we removed an edge from K3,3 then the resulting graph would have diameter 3), and up to
isomorphism, the only possible graph is the one depicted in Figure 5.2 (d).
Let us next suppose the vertices of degree 2 are neighbors. In this case if we consider Figure 5.1
(b) (d(x) = d(y) = 2), and a, b and c have the same meaning as before, then we have the
following system of equations:
a+ b+ c = 5 2a+ b = 8 c = 0 (5.3)
whose only solution is (a, b, c) = (3, 2, 0) and the only possible graph is the one depicted in
Figure 5.2 (e).
(a) (b) (c) (d) (e)
K3,3
Figure 5.2: All the (3, 2,−4)-graphs.
5.1.3 Diameter 3
There is only one (3, 3,−4)-graph, which is depicted in Figure 5.3. For a description of a
method to construct cubic graphs on up to 20 vertices, we refer the reader to [113], and for
the complete catalogue of cubic graphs on up to 24 vertices, to Royle's web page [140].
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Figure 5.3: The unique (3, 3,−4)-graph.
5.2 On the Girth of (3, D,−4)-Graphs with D ≥ 5
Let Γ be a (3, D,−4)-graph with D ≥ 5. The aim of this section is to prove the following
theorem.
F Theorem 4 If a (3, D,−4)-graph exists then its girth must be 2D.
By using a simple counting argument, we prove the following lemma.
F Lemma 2 The girth of a (3, D, 4)-graph, D ≥ 3, is at least 2D − 2. Furthermore, if x is
a vertex contained in a (2D − 2)-cycle then x is not contained in any other short cycle.
Proof. Let x be a vertex in Γ. Clearly, |Ni(x)| = 3×2i−1, i ∈ {1, . . . , D−2}, and Ni(x) is an
independent set, otherwise |ND−1(x)| ≤ 3× 2D−2 − 2 and |ND(x)| ≤ 3× 2D−1 − 4, implying
|Γ| ≤M3,D − 6, a contradiction. Thus, Γ has girth at least 2D − 2.
If |ND−1(x)| ≤ 3× 2D−2− 1 then |ND(x)| ≤ 3× 2D−1− 3, implying that |Γ| ≤M3,D− 4, that
ND−1(x) must be independent, and that no two vertices at ND−1(x) have a common neighbor
at ND(x). Consequently, the second assertion follows. 
F Proposition 1 A (3, D,−4)-graph, D ≥ 3, has girth at least 2D − 1.
Proof. Let C be a cycle of length 2D − 2. Let x and y be two vertices in C whose distance
is D − 1, and let x1 and y1 be the neighbors of x and y, respectively, not contained in C.
By Lemma 2, a path P 1 = x1 − y1 is a D-path, and P 1 ∩ C = ∅.
Let y2 ∈ N(y1), y2 6= y and y2 /∈ P 1. By Lemma 2, a path P 2 = y2 − x is a D-path and
V (P 2 ∩ C) = {x}, therefore x1 ∈ P 2. Let x2 and x3 be the two neighbors of x1 diﬀerent
from x such that x2 ∈ P 1 and x3 6∈ P 1. Let us suppose that |V (P 2 ∩ P 1)| > 1. Then,
V (P 2 ∩P 1) = {x1, x2}, and y1 lies on a (2D− 2)-cycle, say C1. By Lemma 2, the path y−x3
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is a D-path and intersects C at y. Therefore, a path y− x3 goes through y1, but in this case,
some vertices of C1 would be contained in another short cycle, contradicting Lemma 2. Thus,
V (P 2∩P 1) = {x1} and x3 ∈ P 2; see Figure 5.4 (a). Note that y1 is contained in the 2D-cycle
y1P
1x2x1x3P
2y2y1.
Let y3 ∈ N(y2), y3 6= y1 and y3 /∈ P 2. Let us now consider a path P 3 = y3 − x. Then
y2, x3 /∈ P 3 and V (P 3 ∩ C) = {x}. Therefore, x2 ∈ P 3, and if P 3 was a (D − 1)-path then
y1 would be contained in a cycle of length at most 2D − 2, a contradiction to Lemma 2.
Therefore, P 3 is a D-path.
Let us now denote the neighbors of x in C by u and v. By Lemma 2, a path P 4 = y3 − u is
a D-path, y2 /∈ P 4, and V (P 4 ∩ P 3) = {y3}. Let us denote by z the neighbor of y3 on P 4.
Analogously, a D-path P 5 = y3 − v is also going through z, but in this case, x is contained
in a further cycle of length at most 2D, namely, xuP 4zP 5vx, contradicting Lemma 2. See
Figure 5.4 (b). 
D
−
3
D
−
3
y y1
x1x
y2
x3
x2
D
−
1
D
−
2 D
−
3
D
−
3
D
−
2
y y1
x1
uv
x
y2 y3
x3
x2
z
D
−
1
(a) (b)
C C
P 1
P 2
P 3
P 4
P 5
P 2
P 1
D −
2
D −
1
D − 1
Figure 5.4: Auxiliary ﬁgure for Proposition 1.
If the girth of Γ is 2D − 1 then there exists a vertex x in Γ such that x lies on either one or
two (2D − 1)-cycles. Note that no vertex x can lie on more than two such cycles, otherwise
|E(ND−1(x))| ≥ 3, implying Γ ≤M3,D − 6, a contradiction.
Using a simple counting argument, we classify each vertex of a (3, D,−4)-graph, D ≥ 5,
according to the short cycles on which the vertex lies, as shown in Proposition 2.
F Proposition 2 Let x be a vertex of Γ. Then x lies on the short cycles speciﬁed below, and
no other short cycle. We have the following cases:
x is contained in two (2D − 1)-cycles. Then
(i) x lies on exactly two (2D − 1)-cycles whose intersection is an l-path for some l ∈
{1, . . . , D − 1}. If l = D − 1 then x is also contained in one 2D-cycle; or
x is contained in exactly one (2D − 1)-cycle. Then also
(ii) x is a branch vertex of one ΘD, or
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(iii) x is contained in exactly two 2D-cycles; or
x is contained in no (2D − 1)-cycle. Then also
(iv) x is a branch vertex of exactly two ΘD, or
(v) x is a branch vertex of one ΘD, and is contained in two more 2D-cycles, or
(vi) x is contained in exactly four 2D-cycles.
Each case is considered as a type. For instance, a vertex satisfying case (i) is called a vertex
of Type (i).
Proof. By Proposition 1, we see that Ni(x) is an independent set, for i ∈ {1, . . . , D− 2}, and
that |ND−1(x)| = 3× 2D−2.
It is clear that |E(ND−1(x))| ≤ 2, otherwise |Γ| ≤ M3,D − 6. We distinguish three cases
according to the possible values of |E(ND−1(x))|.
Case 1. |E(ND−1(x))| = 2.
In this case these two edges either have a common endvertex or are independent. Therefore,
(i) follows.
Case 2. |E(ND−1(x))| = 1.
Since |ND(x)| = 3 × 2D−1 − 4 and |E(ND−1(x), ND(x))| = 3 × 2D−1 − 2, we obtain (ii) or
(iii).
Case 3. |E(ND−1(x))| = 0.
Since |ND(x)| = 3 × 2D−1 − 4 and |E(ND−1(x), ND(x))| = 3 × 2D−1, it follows that x is a
vertex of Type (iv), (v) or (vi). 
F Observation 1 If a vertex x ∈ Γ belongs to exactly one (2D− 1)-cycle C1 then the inter-
section of C1 and any 2D-cycle is a path of length at most D − 1.
Next we prove a lemma that will be used repeatedly in the rest of this chapter.
F Lemma 3 (Intersection Lemma) Let D1 be a 2D-cycle in Γ. Let α and β be vertices
on D1 such that d(α, β) = D. Let α1 be the neighbor of α not contained in D1. Let us suppose
that α is not a branch vertex of a ΘD, and that α1 is contained in at most one (2D−1)-cycle,
say C, which also contains α. Then
(i) the intersection of D1 and C is a path of length D − 1, or
(ii) there exists another 2D-cycle, say D2, containing α and α1. Furthermore, the intersec-
tion of D1 and D2 is a path of length D − 1.
5. Complete Catalogue of (3, D,−4)-Graphs 69
β
β2
D1
α
D
−
2
D
−
2
β3
α3α2
α1
β1
Figure 5.5: Auxiliary ﬁgure for Lemma 3.
Proof. Let D1 be a 2D-cycle of Γ, and let α, α1, α2, α3, β, β1, β2 and β3 be as in Figure 5.5.
Let P 1 = α1 − β. The length of P 1 must be D, since α is not a branch vertex of a ΘD, α1 is
contained in at most one (2D − 1)-cycle, and the girth of Γ is at least 2D − 1. Therefore, we
have two possibilities: either P 1 goes through β2 or β3, or it goes through β1. In the ﬁrst case
V (P 1 ∩D1) = {β2 orβ3, β}, and (i) follows. In the second case we consider the neighbor α′ of
α1 such that α′ 6= α and α′ 6∈ P 1. A path P 2 = α′ − β does not pass through β1, otherwise
α1 would belong to a cycle of length at most 2D − 1 that does not contain α, contradicting
our assumptions. Therefore, P 2 is a path of length either D− 1 or D, which goes through β2
or β3, and V (P 2 ∩D1) = {β2 orβ3, β}. Consequently, if P 2 is a (D− 1)-path then (i) follows,
otherwise (ii) follows.
Note that if α1 is contained in no (2D − 1)-cycle then (ii) follows. 
We now proceed to prove the following result.
F Theorem 5 A (3, D,−4)-graph, D ≥ 5, does not contain a vertex of Type (i), (ii) or (iii).
We prove Theorem 5 by eliminating, in order, the existence of vertices of each type under
consideration.
Non-existence of Vertices of Type (i)
In the next two lemmas we give some necessary conditions for the existence of vertices of Type
(i).
F Lemma 4 Let x be a vertex lying on two (2D − 1)-cycles. Then the intersection of such
(2D − 1)-cycles is a path of length at most D − 2.
Proof. We proceed by way of contradiction. Consider a vertex x ∈ Γ lying on two (2D − 1)-
cycles, say C1 and C2, and suppose that the intersection of C1 and C2 is a path of length
D − 1. Then Γ contains the subgraph in Figure 5.6.
Let x, w, w1, w2, z, z1, z2, y, y1, y2 be as in Figure 5.6. A path P = y1 − x is a D-path,
since d(x, y1) ≤ D, and by Proposition 2 (i). Besides, by Proposition 2 (i), if P intersects
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with C1 then V (P ∩ C1) = {x,w}; if instead P intersects with C2 then V (P ∩ C2) = {x, z}.
Therefore, P should pass through either w1, w2, z1, or z2.
z2
y1
y
w1
x
D
−
2
D
−
2
C1 C2
D
−
1
w2 w
z
z1
y2
Figure 5.6: Auxiliary ﬁgure for Lemma 4.
If the path P = y1 − x passes through either z1 or z2, say z1, then z is contained in two
(2D − 1)-cycles, namely, C2 and C = zC2y . . . y1Pz1 . . . z, and in one 2D-cycle. However, by
Proposition 2 (i), the intersection of C and C2 should be a path of length D − 1, and in this
case, the intersection is a path of length D − 2, namely, zC2y, a contradiction. Therefore,
P = y1 − x passes through either w1 or w2. Analogously, a path Q = y2 − x is a D-path,
and passes through either w1 or w2. Thus, Γ contains a cycle of length at most 2D − 2,
contradicting Proposition 1. 
F Lemma 5 Let us assume that Γ contains two non-disjoint (2D − 1)-cycles. Then the
intersection of such (2D − 1)-cycles is a path of length exactly D − 2.
Proof. Let us suppose that Γ contains two non-disjoint (2D − 1)-cycles, denoted by C1 and
C2.
To prove this lemma we proceed by way of contradiction. Suppose that the intersection of
the cycles C1 and C2 is a path of length l with l ∈ {1, . . . , D − 3}. Recall that the case of
l = D − 1 was ruled out by Lemma 4.
As C1 6= C2, there are two vertices x and x1 such that x ∈ (C1 ∩ C2), x1 ∈ (C2 − C1) and
x ∼ x1. We may also assume that x1 has a neighbor x3 such that x 6= x3 and x3 ∈ C2.
Let x4, y, y1, y2, y3, y4, z, z1, z2, z3, and z4 be as in Figure 5.7 (a).
Let us ﬁrst consider a path P 1 = x3 − z. Since the intersection of C1 and C2 is a path of
length l with 1 ≤ l ≤ D − 3, we have x1 6∈ P 1. By assumption, P 1 cannot go through z1.
P 1 does not pass through y, and V (P 1 ∩ C1) = {z}, since x is a vertex of Type (i), and the
intersection of C1 and C2 is a path of length l with l ∈ {1, . . . , D − 3}. Therefore, P 1 is a
D-path that passes through either z3 or z4, say z3. By following similar reasoning, a path
P 2 = x4 − z goes through either z3 or z4. Then V (P 1 ∩ P 2) = {z2, z}, otherwise there would
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Figure 5.7: (a): Auxiliary ﬁgure for Lemma 5. (b): Auxiliary ﬁgure for Case 1 of Lemma 5.
be a cycle of length at most (2D − 2). Therefore, the path P 2 uses the vertex z4, and is a
D-path. Note that x1x3P 1z3z2z4P 2x4x1 is a 2D-cycle, denoted by D1.
In the same way, we can assume that the paths Q1 = x3−y and Q2 = x4−y use the vertices y3
and y4, respectively. Furthermore, both Q1 and Q2 are D-paths, and V (Q1 ∩Q2) = {y2, y}.
Note that x1x3Q1y3y2y4Q2x4x1 is also a 2D-cycle, denoted by D2. Thus, x1 and x3 are
contained in the 2D-cycles D1 and D2, and in the (2D − 1)-cycle C2.
Let s and r be the neighbors of x3 diﬀerent from x1 such that s ∈ P 1 and r /∈ P 1.
Recall that the vertices x1 and x3 cannot be contained in any additional cycle of length at
most 2D.
We distinguish two cases: either V (P 1 ∩Q1) = {x3, s} or V (P 1 ∩Q1) = {x3}.
Case 1. The paths P 1 and Q1 intersect at x3 and s.
In this case the vertices y and z lie on a further (2D − 1)-cycle, namely, sQ1y3y2yzz2z3P 1s,
and consequently, the paths P 2 and Q2 should intersect only at x4, otherwise y and z would
be contained in three (2D − 1)-cycles; see Figure 5.7 (b).
Let us consider a path A = r− z. Considering our assumptions, and that the vertices x1 and
x3 cannot belong to a further short cycle, we have that the path A cannot use the vertices z1,
z3, z4, y1, y3 or y4, and therefore, r cannot reach z in at most D steps, a contradiction.
Case 2. The paths P 1 and Q1 intersect only at x3.
We may assume that the paths P 2 and Q2 intersect only at x4; see Figure 5.8 (a).
Without loss of generality, as x3 ∈ C2, we may also assume that r ∈ C2.
Let z5 be as in Figure 5.8 (a). Note that since D ≥ 5, Γ contains the subgraph depicted in
Figure 5.8 (a).
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Figure 5.8: Auxiliary ﬁgure for Case 2 of Lemma 5.
To achieve a better understanding of this case, we depict Figure 5.8 (a) in a diﬀerent way, by
drawing our attention to the vertices x3 and r, and to the 2D-cycle D1; see Figure 5.8 (b).
We see that the premises of the Intersection Lemma hold. Mapping the vertex x3 to α, r to
α1, z4 to β, and mapping the 2D-cycle D1 to D1, and the (2D− 1)-cycle C2 to C, we obtain,
by the Intersection Lemma, that one of the following cases holds. In the ﬁrst case x3 and r
are contained in a (2D−1)-cycle that intersects with D1 at a path of length D−1. This cycle
would be precisely C2, implying D − 1 = 1, a contradiction. In the second case x3 and r are
contained in another 2D-cycle that intersects with D1 at a path of length D − 1. This cycle
would be precisely D2, implying D − 1 = 2, a contradiction.
Consequently, the cycles C1 and C2 intersect at a path of length exactly D − 2. 
Using the structural results from Lemmas 4 and 5, the next proposition rules out the existence
of vertices of Type (i).
F Proposition 3 A (3, D,−4)-graph, D ≥ 5, does not contain a vertex of Type (i).
Proof. Let x ∈ Γ be a vertex of Type (i). By Lemma 5, the intersection of the two (2D− 1)-
cycles, say C1 and C2, on which x lies, is a path of length D − 2. Then, since D ≥ 5, Γ
contains the subgraph in Figure 5.9 (a).
Let x, x1, x2, x3, x4, x5, x6, x7, y, y1, y2, u, u1, u2, v, v1, v2, s, s′, s1, s2, t, t′, t1, t2, z1, z2,
w, w1 and w2 be as in Figure 5.9 (a).
Let us ﬁrst consider a path P 1 = t1 − x. Note that since all the vertices in the intersection of
C1 and C2 are of Type (i), it follows that t′, x2 6∈ P 1. The vertex u is not contained in P 1,
otherwise there would exist a cycle of length at most 2D − 2. The vertex v is not contained
in P 1 either, otherwise the vertex y would be contained in two (2D − 1)-cycles (C1 and C2),
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Figure 5.9: Vertex of Type (i) in a (3, D, 4)-graph when D ≥ 5.
and in one further cycle of length at most 2D, a contradiction. Therefore, P 1 is a D-path,
and passes through either x4, x5, x6 or x7. Analogously, a path P 2 = t2 − x is a D-path, and
goes through either x4, x5, x6 or x7. Moreover, neither x1 ∈ (P 1 ∩ P 2) nor x3 ∈ (P 1 ∩ P 2),
otherwise there would exist a cycle of length at most 2D− 2 in Γ. Without loss of generality,
we may therefore assume that P 1 goes through x4, and that P 2 goes through x7.
In the same way, we may assume that the D-paths Q1 = s1 − x and Q2 = s2 − x go through
x6 and x5, respectively. Note that V (P 2∩Q1)={y1, x1, x}, otherwise y would be contained in
an additional cycle of length at most 2D. Analogously, V (P 1∩Q2)={y2, x3, x}; see Figure 5.9
(b).
Note also that D1 = tt′t1P 1x4y2x3uC2t and D2 = ss′s1Q1x6y1x1vC1s are 2D-cycles.
Let x8 and x9 be the neighbors of x6 diﬀerent from y1 such that x8 ∈ Q1 and x9 6∈ Q1. Let r
be the neighbor of v on C1 diﬀerent from x1; see Figure 5.10 (a).
The paths M1 = w1 − x and M2 = w2 − x are D-paths. Note that w 6∈ M1. The vertex
u /∈ M1, otherwise there would exist a cycle of length at most 2D − 3 in Γ. The vertex x2 /∈
M1, otherwise x2 would be contained in a further cycle of length at most 2D, contradicting
Proposition 2 (i). Since the vertex x3 is of Type (iii) or (iv) (see Proposition 2 (iii) and (iv)),
x3 6∈M1, otherwise x3 would be contained in an additional cycle of length at most 2D−1 (x3
is already contained in the (2D − 1)-cycle C2 and in the 2D-cycle D1). Furthermore, if the
pathM1 went through x7 then the vertex t would be contained in an additional cycle of length
at most 2D− 1, contradicting the fact that t ∈ Type (iii) or (iv) (t ∈ C2 and D1). If instead
x8 ∈M1 then y would be contained in a further cycle of length at most 2D− 1, contradicting
Proposition 2 (i). Therefore, M1 passes through either v1, v2, or x9. Consequently, the path
M2 = w2 − x goes also through either v1, v2 or x9. If both M1 and M2 reached x through
either v1 or v2 then there would exist a cycle of length at most 2D − 4 in Γ, a contradiction.
We may therefore assume that M1 goes through x9, x6 and y1, and that M2 goes through v1;
see Figure 5.10 (a).
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Figure 5.10: Auxiliary ﬁgure for Proposition 3.
Note that D3 = w1M1x9x6y1x1v . . . v1M2w2ww1 is a 2D-cycle, and that after the above
developments, the vertices v and x1 cannot be contained in any further short cycle, because
they are already contained in the cycles C1, D2 and D3.
Let us now turn our attention to the vertex v and the cycles C1, D2 and D3; see Figure 5.10
(b) (cycle C1 is highlighted by a heavier line).
Let w3 be the neighbor of w1 other than w such that w3 ∈M1. See Figure 5.10 (b).
We see that the premises of the Intersection Lemma hold. Mapping the vertex v to α, r to
α1, w1 to β, and mapping the 2D-cycle D3 to D1, and the (2D− 1)-cycle C1 to C, we obtain,
by the Intersection Lemma, that one of the following cases holds. In the ﬁrst case v and r are
contained in a (2D − 1)-cycle that intersects with D3 at a path of length D − 1. This cycle
would be precisely C1, implying D − 1 = 1, a contradiction. In the second case v and r are
contained in another 2D-cycle that intersects with D3 at a path of length D − 1. This cycle
would be precisely D2, implying D − 1 = 3, a contradiction.
As a result, when D ≥ 5, a (3, D,−4)-graph does not contain a vertex of Type (i). 
Non-existence of Vertices of Type (ii)
Proposition 3 opens up a way to prove the non-existence of vertices of Type (ii), as shown
below.
F Proposition 4 A (3, D,−4)-graph, D ≥ 5, does not contain a vertex of Type (ii).
Proof. Let x be a vertex of Type (ii). Let Θ be a subgraph of Γ isomorphic to ΘD, where x
and y are its branch vertices. Then Θ consists of three independent paths x− y of length D,
say P 1, P 2 and P 3. Since x is of Type (ii), x is also contained in one (2D − 1)-cycle, say C.
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We may assume that |V (P 1 ∩ C)| > 1, |V (P 3 ∩ C)| > 1 and V (P 2 ∩ C) = {x}. As C is a
(2D − 1)-cycle, there is a vertex u of P 1, diﬀerent from x or y, such that u and the neighbor
of u not contained in P 1, say u1, are both contained in C. Let v and w be the vertices in P 2
and P 3, respectively, at distance D from u in Θ. If the distance in Γ between u and either v
or w was at most D − 1 then u would be contained in two cycles of length at most (2D − 1)
and in two 2D-cycles, contradicting Proposition 2 (iii). Therefore, the distance in Γ between
u, and v or w is D. Let u2 and u3, v2 and v3, and w2 and w3 be the neighbors of u on P 1,
the neighbors of v on P 2, and the neighbors of w on P 3, respectively; see Figure 5.11 (a).
A path P = u1− v does not pass through u, otherwise some vertices of Θ would be contained
in a cycle of length at most 2D − 3. Suppose that P passes through v3. If x ∼ v (implying
x = v3 = w3) then either there would be a cycle of length at most 2D− 3 or the distance in Γ
between u and w would be at most D − 1, a contradiction. If instead x  v then x and some
vertices of P 2 would be contained in a cycle of length at most 2D − 1, but, by Proposition 2
(ii), this cycle would be C, contradicting our assumption that V (P 2 ∩ C) = {x}. Therefore,
v3 6∈ P . If P passed through v2 then u would be contained in a cycle of length at most 2D− 1
that does not contain x. This is a contradiction, because, since u is a vertex of Type (iii),
u can be contained in only one (2D − 1)-cycle, and that (2D − 1)-cycle is C. Therefore, P
passes through the neighbor of v not contained in P2, say v1, and P is a D-path.
Let r be the neighbor of u1, diﬀerent from u, and not contained in P .
Reasoning as above, a path Q = r − v does not contain v2 or v3, otherwise u would be
contained in a further short cycle, contradicting Proposition 2 (iii). As a result, Q uses the
edge vv1, and is a D-path. Thus, u1 is contained in an additional (2D − 1)-cycle, namely,
C1 = u1Pv1Qru1, and u1 is therefore a vertex of Type (i) (u ∈ C ∩ C1). However, as D ≥ 5,
by Proposition 3, Γ does not contain such a vertex; see Figure 5.11 (b). 
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Figure 5.11: Auxiliary ﬁgure for Proposition 4.
Non-existence of Vertices of Type (iii)
At this point, assuming that there are no vertices of Types (i) or (ii), our aim is to rule out
the existence of vertices of Type (iii).
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F Lemma 6 Let C be a (2D− 1)-cycle in Γ. Let D1 be a 2D-cycle such that C and D1 are
non-disjoint. Then the intersection of C and D1 is a path of length at most D − 2.
Proof. Let C be a (2D − 1)-cycle in Γ. Suppose, by way of contradiction, that in Γ there
exists a 2D-cycle, say D1, such that the intersection of C and D1 is a path of length exactly
D − 1.
Since D ≥ 5, Γ contains the subgraph depicted in Figure 5.12 (a). Let x be a vertex lying on
C and D1 such that x has a neighbor, say x3, belonging to D1 − C, and let y and z be the
vertices at distance D − 1 from x in C. Let w be the vertex at distance D from x in D1.
Let the vertices u1, u2, x1, x2, x4, x5, z1, z2, y1, w1, w2 and w3, and the sets S1, S2, R1, and
R2 be as in Figure 5.12 (a).
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Figure 5.12: Auxiliary ﬁgure for Lemma 6.
We ﬁrst consider a path P 1 = u1 − y. Note that P 1 cannot pass through x5. If P 1 passed
through z then x1 would be contained in another cycle of length at most 2D−1, a contradiction.
Therefore, P 1 passes through either w1, a vertex from the set S1, or a vertex from the set S2.
Suppose that w1 ∈ P 1. In this case P 1 must be a D-path, otherwise x would be contained in
a further cycle of length at most 2D−1, a contradiction. Then x is contained in an additional
2D-cycle, namely, D2 = u1x5x1xx3D1w1P 1u1. Note that x is saturated.
A path P 2 = u2 − y does not contain y1 or w1, otherwise in Γ there would be a cycle of
length at most 2D − 2 or x would be contained in a further cycle of length at most 2D, a
contradiction. Therefore, P 2 is a path of length D−1 or D which goes through S2, and forms
the cycle D3 = u1P 1w1ww2(a vertex in S2)P 2u2x5u1. The cycle D3 is a (2D − 1)-cycle or
a 2D-cycle, depending on the length of P 2. Note that, since w1 ∈ D1, D2, D3, the vertex w1
cannot be contained in any further (2D − 1)-cycle. See Figure 5.12 (b).
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In this case a path x4−y cannot go through w (that would form a new cycle of length at most
2D−1 containing w1), neither can x4−y pass through y1 or z (otherwise x would be contained
in a further cycle of length at most 2D). Consequently, d(x4, y) > D, a contradiction.
As a result, w1 6∈ P 1, and P 1 reaches y through either a vertex from S1 or a vertex from S2.
We can then assume that P 2 = u2 − y also reaches y through either a vertex from S1 or a
vertex from S2. Note that P 1 and P 2 intersect neither in S1 nor in S2, otherwise there would
exist a cycle of length at most 2D − 2. We may accordingly assume that P 1 goes through a
vertex in S1, and that P 2 goes through a vertex in S2. Then, P 1 must be a D-path, whereas
P 2 could be either a (D − 1)-path or a D-path.
In this way, we have obtained a new 2D-cycle containing x and x2, say, D2 = u1P 1(a vertex
in S1)w3y1Cx2xx1x5u1. Note that the vertices x and x2 are both saturated.
Finally, we consider the paths Q1 = z1 − x and Q2 = z2 − x.
Reasoning as before, the paths Q1 and Q2 reach x through either a vertex from the set R1 or
a vertex from the set R2, but both paths cannot go through the same set. Therefore, we may
assume that Q1 passes through a vertex in R1, and that Q2 goes through a vertex in R2. But
in this case, x2 would be contained in a further cycle of length at most 2D, a contradiction.
Thus, the lemma follows. 
Next we prove a lemma that will be very useful from now on.
F Lemma 7 (Saturation Lemma) Let D1 and D2 be two 2D-cycles intersecting at a path
I of length D − 1. Let λ and ρ be the vertices lying on I at distance D − 1 from each other.
Suppose that λ is saturated and that there exists a vertex α 6= λ, ρ lying on I such that its
neighbor α1 not contained in I does not belong to any of the short cycles saturating λ. Then
the following two assertions hold:
(i) There is at least one further short cycle D3 containing α, α1 and ρ.
(ii) If η1 is the neighbor not contained in I of a vertex η ∈ I such that η 6= λ, α, ρ, then η1
does not belong to D3.
Proof. Let D1 and D2 be two 2D-cycles intersecting at a path I of length D−1, and let λ and
ρ be the vertices lying on I at distance D − 1 from each other. Suppose that λ is saturated,
and that there exists a vertex α 6= λ, ρ lying on I such that its neighbor α1 not contained in
I does not belong to any of the short cycles saturating λ.
Let β and γ the vertices in D1 and D2, respectively, at distance D from α, and let the vertices
β1, β2, β3, γ1, γ2 and γ3 be as in Figure 5.13 (a).
Suppose, on the contrary, that there is no short cycle containing α, α1 and ρ.
Consider a path P 1 = α1 − β. Note that α 6∈ P 1. If P 1 went through β2 then λ would be
contained in a further short cycle, contradicting the saturation of λ. If instead P 1 passed
through β3 then ρ would belong to a short cycle that also contains α and α1, a contradiction.
Therefore, P 1 reaches β through β1, and is D-path.
Let α2 be the neighbor of α1, other than α, which is not contained in P 1. Consider a path
P 2 = α2 − β. Note that α1 6∈ P 2. Then P 2 does not go through β2, otherwise λ would
be contained in a further short cycle. Neither does P 2 pass through β3, otherwise ρ would
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Figure 5.13: Auxiliary ﬁgure for Saturation Lemma.
belong to a short cycle that also contains α and α1. Therefore, P 2 reaches β through β1, and
is D-path. Note that P 2 causes the formation of a (2D − 1)-cycle C1 = α1P 1β1P 2α2α1; see
Figure 5.13 (b).
Following the same analysis as in the case of the paths P 1 and P 2, we obtain that D-paths
Q1 = α1 − γ and Q2 = α′ − γ reach γ through γ1, where α′ is the neighbor of α1, other
than α, which is not contained in Q1. Consequently, we obtain a new (2D − 1)-cycle C2 =
α1Q
1γ1Q
2α′α1, and thus, α1 is contained in two (2D − 1)-cycles C1 and C2, contradicting
Proposition 3.
Thus, there is at least one further short cycle containing α, α1 and ρ, and (i) follows.
Note that the second assertion follows immediately from the proof of (i). 
We are now in a position to rule out the existence of vertices of Type (iii).
F Proposition 5 A (3, D,−4)-graph, D ≥ 5, does not contain a vertex of Type (iii).
Proof. Let x be a vertex of Type (iii) lying on a (2D − 1)-cycle C and two 2D-cycles D1
and D2. Let x1 be the neighbor of x such that x1 ∈ (C − D1), and y1 the vertex on D1 at
distance D from x.
To prove the proposition we have prepared the following two claims.
Claim 1. The intersection of D1 and D2 is a path of length D − 1.
Proof of Claim 1. We apply the Intersection lemma. Mapping the vertex x to α, x1 to
α1, y1 to β, and mapping the 2D-cycle D1 to D1, and the (2D − 1)-cycle C to C, we see, by
the Intersection Lemma (ii), that the 2D-cycle D2 intersects D1 at a path I of length D− 1.
Note that the case (i) of the Intersection Lemma does not hold because of Lemma 6. See
Figure 5.14 (a) (the edge xx1 ∈ C is highlighted by a heavier line). 
Claim 2. V (C ∩ I) = {x}.
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Proof of Claim 2. We use again the Intersection Lemma. Suppose, on the contrary, that
|V (C ∩ I)| > 1. Then there are two vertices z 6= x and z1 such that z ∈ (C ∩ I), z1 ∈ (C − I)
and z ∼ z1. This implies that z is a vertex of Type (iii), which belongs to C, D1 and D2.
Therefore, z is saturated. In this case the premises of the Intersection Lemma hold again.
Mapping the vertex z to α, z1 to α1, the vertex in D1 at distance D from z to β, and
mapping the (2D−1)-cycle C to C and the 2D-cycle D1 to D1, we obtain, by the Intersection
Lemma (ii), that there exists an additional 2D-cycle containing z and z1, a contradiction.
This completes the proof of the Claim. 
Let x′ be the vertex on I at distance D − 1 from x, a the neighbor of x contained in I, and
a1 the neighbor of a not contained in I. Since x is saturated, we see that the premises of
the Saturation Lemma hold. Mapping the vertex x to λ, x′ to ρ, a to α and a1 to α1, and
mapping the 2D-cycle D1 to D1 and D2 to D2, it follows that there is a further short cycle
D3 containing a, a1 and x′.
Let b 6= x be the neighbor of a contained in I, b1 the neighbor of b not contained in I, c 6= a
the neighbor of b contained in I and c1 the neighbor of c not contained in I. Since D ≥ 5, it
follows that a 6= x, x′, b 6= x, x′ and c 6= x, x′. See Figure 5.14 (b).
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Figure 5.14: Auxiliary ﬁgure for Proposition 5. Parts belonging to the cycle C are highlighted
by a heavier line.
By Saturation Lemma (ii), we see that neither b1 nor c1 is contained in D3. Therefore, we
can apply the Saturation Lemma again. Mapping the vertex x to λ, x′ to ρ, b to α and b1 to
α1, and mapping the 2D-cycle D1 to D1 and D2 to D2, it follows that there is a further short
cycle D4 containing b, b1 and x′. Therefore, x′ is saturated.
By Saturation Lemma (ii), we see that c1 is not contained in D4, allowing a further application
of the Saturation Lemma. Mapping the vertex x to λ, x′ to ρ, c to α and c1 to α1, and mapping
the 2D-cycleD1 to D1 andD2 to D2, it follows that there is a further short cycleD5 containing
c, c1 and x′. But the formation of the cycle D5 contradicts the fact that x′ is saturated.
Thus, Γ does not contain a vertex of Type (iii), and the proposition follows. 
We are now in a position to prove the main result of this section.
Proof of Theorem 5. Combining Propositions 3, 4 and 5, the theorem follows. 
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Proof of Theorem 4. As an immediate corollary of Theorem 5, we obtain Theorem 4. 
5.3 Non-existence of (3, D,−4)-Graphs with D ≥ 5
From Theorem 5, it follows that Γ contains only vertices of Type (iv), (v) or (vi). By ruling
out the existence of such vertices, we obtain the non-existence of (3, D,−4)-graphs for D ≥ 5.
F Proposition 6 A (3, D,−4)-graph, D ≥ 5, does not contain a subgraph isomorphic to ΘD.
Proof. Let Θ be a subgraph of Γ isomorphic to ΘD, where x and y are its branch vertices.
Let u be the vertex on P 1 at distance 2 from x. Let v and w be vertices on P 2 and P 3,
respectively, such that d(u, v) = d(u,w) = D. Let u2 and u3, v2 and v3, and w2 and w3 be the
neighbors of u on P 1, the neighbors of v on P 2, and the neighbors of w on P 3, respectively.
Let u1, v1 and w1 be the neighbors of u, v and w, respectively, that do not belong to Θ; see
Figure 5.15.
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Figure 5.15: Auxiliary ﬁgure for Proposition 6.
First, consider a path Q1 = u1− v. Then, Q1 does not go through u, v2 or v3, otherwise there
would exist a cycle of length at most 2D − 1 in Γ. Therefore, Q1 goes through v1. Suppose
that Q1 is a D-path.
Let r 6= u and s 6= v be the neighbors of u1 and v1, respectively, that do not belong to Q1.
A path Q2 = r − v does not pass through v1, otherwise there would exist a cycle of length at
most 2D−1 in Γ. Then Q2 passes through either v2 or v3, and should be a D-path, otherwise
there would exist a cycle of length at most 2D − 1 in Γ. Analogously, a path Q3 = s− u is a
D-path, and goes through either u2 or u3.
Note that the paths Q2 and Q3 form part of two 2D-cycles, denoted by D1 and D2, which
contain either x or y. The cycle D1 is either uu3P 1xP 2v3Q2ru1u or uu2P 1yP 2v2Q2ru1u,
while the cycle D2 is either u2P 1yP 2v2vv1sQ3u2 or u3P 1xP 2v3vv1sQ3u3.
Note that the cycles D1 and D2 do not contain w1, w2 or w3.
Let us further suppose that a path T 1 = u1−w is a D-path. By following the same reasoning
as in the case of the paths Q1, Q2 and Q3, we obtain that T 1 passes through w1, and that
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there are two further 2D-cycles, say, D3 and D4, containing either x or y. In this case the
vertices x and y are of Type (v), and, by Proposition 2 (v), x and y are saturated.
Since D ≥ 5, we can ﬁnd another vertex on P 1, say z, diﬀerent from x, u3, u, u2 or y. Let p
be the vertex on P 2 such that d(z, p) = D, and z1 the neighbor of z that does not belong to
Θ. Note that z1 does not belong to D1, D2, D3 or D4.
We consider paths R1 = z1−p and R2 = q−p, where q 6= z is the neighbor of z1 not contained
in R1. Note that the paths R1 and R2 must be D-paths, otherwise x and y would be contained
in a further short cycle. Then we obtain a new 2D-cycle containing z1 and either x or y, a
contradiction to Proposition 2 (v). Therefore, T 1 is a (D − 1)-path.
If the path T 1 is a (D−1)-path then there are two new 2D-cycles containing w1, diﬀerent from
D1 or D2, such that one contains x, and the other contains y. Therefore, as before, vertices x
and y are both of Type (v), and are saturated. We consider again the aforementioned vertices
z, z1, p and q, and the paths R1 = z1 − p and q− p. In this case z1 does not belong to any of
the cycles involving x or y. As a result, we obtain a new 2D-cycle containing z1 and either x
or y, a contradiction.
Thus, Q1 is a (D − 1)-path and so is T 1.
By analogy, if the paths Q1 and T 1 are (D − 1)-paths then there are four new 2D-cycles
such that two of them contain x, and the other two contain y. Therefore, x and y cannot be
contained in any additional short cycle. However, we can again use the vertices z, z1, p and
q, and the paths R1 = z1 − p and q − p to ﬁnd a further 2D-cycle containing z1 and either x
or y, contradicting Proposition 2 (v). 
F Corollary 1 A (3, D,−4)-graph, D ≥ 5, does not contain a vertex of Type (iv) or (v). 
F Proposition 7 A (3, D,−4)-graph, D ≥ 5, does not contain a vertex of Type (vi).
Proof. Let x be a vertex of Γ. Then x is a vertex of Type (vi). Let D1 be one of the 2D-cycles
on which x lies, and y1 the vertex in D1 at distance D from x. Furthermore, we denote by w2
the neighbor of x not contained in D1.
In this case, by the Intersection Lemma, mapping the vertex x to α, w2 to α1, y1 to β, and
mapping the 2D-cycle D1 to D1 (w2 belongs to no (2D − 1)-cycle), we see that there exists
another 2D-cycle containing x and w2, say D2, such that the intersection of D1 and D2 is a
path of length D − 1.
We prove this proposition by reasoning in the same way as in the proof of Proposition 6.
Let u and w be the vertices in D1−D2 and in D2−D1, respectively, at distance 2 from x. Let
v be the vertex in D1 ∩D2 such that d(u, v) = d(w, v) = D. Let v3 be the vertex in D1 ∩D2
at distance D − 1 from x. Finally, let the vertices u1, u2, u3, v1, v2, w1, w3 and y2 be as in
Figure 5.16.
Consider a path P 1 = u1 − v. Then P 1 does not go through u, v2 or v3, otherwise there
would exist a cycle of length at most 2D− 1 in Γ. Therefore, P1 goes through v1. If P 1 was a
(D − 1)-path then both u and v would be branch vertices of a ΘD, contradicting Proposition
6. As a result, P 1 is a D-path.
Let r 6= u and s 6= v be the neighbors of u1 and v1, respectively, that do not belong to P 1.
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Figure 5.16: Auxiliary ﬁgure for Proposition 7.
A path P 2 = r − v does not pass through v1, otherwise there would exist a cycle of length
at most 2D − 1 in Γ. Then P 2 intersects D1 at v and either v2 or v3, and should be a D-
path, otherwise there would exist a cycle of length at most 2D − 1 in Γ. Analogously, a path
P 3 = s− u is a D-path, and intersects D1 at u and either u2 or u3.
Note that the paths P 2 and P 3 form part of two 2D-cycles, denoted by D3 and D4, which
contain either x or v3. The cycle D3 is either uu3D1y1v3y2P 2ru1u or uu2xD1v2P 2ru1u, while
the cycle D4 is either u2xD1v2vv1sP 3u2 or u3D1y1v3vv1sP 3u3.
Note that the cycles D3 and D4 do not contain w1, w2 or w3.
Consider a path T 1 = w1− v. By following the same reasoning as in the case of the paths P 1,
P 3 and P 3, we obtain that T 1 passes through v1, that T 1 is a D-path and that there are two
further 2D-cycles, say, D5 and D6, containing either x or v3. In this case the vertices x and
v3 are saturated.
Since D ≥ 5, we can ﬁnd another vertex in D1 − D2, say z, diﬀerent from u2, u, u3 or y1.
Let p be the vertex in D1 ∩D2 such that d(z, p) = D, and z1 the neighbor of z that does not
belong to D1. Note that z1 does not belong to D3, D4, D5 or D6.
Then, by considering the paths R1 = z1 − p and q − p, where q 6= z is the neighbor of z1 not
contained in R1, we obtain a new 2D-cycle containing z1 and either x or v3, a contradiction
to Proposition 2 (vi).
Thus in a (3, D,−4)-graph with D ≥ 5 there exists no vertex of Type (vi), and the proposition
follows. 
Then, by combining the results of Theorem 5, Corollary 1 and Proposition 7, we obtain the
main result of this chapter (Theorem 6), thus completing the catalogue of (3, D,−4)-graphs
with D ≥ 2.
F Theorem 6 For D ≥ 5 there are no (3, D,−4)-graphs. 
. . . I was thinking more of the tendency today for peo-
ple to develop whole areas of mathematics on their own,
in a rather abstract fashion. They just go on beavering
away. If you ask what is it all for, what is its signiﬁ-
cance, what does it connect with, you will ﬁnd that they
don't know. . .
Michael Francis Atiyah (1929 )
An interview with Michael Atiyah (1984), pp. 919 [5].
6
Bipartiteness of (3, g,+4)-Graphs for Even g
In this chapter we consider cubic graphs of even girth g ≥ 12, having 4 vertices more than
the Moore bipartite bound M b
3, g
2
, that is, (3, g,+4)-graphs. Recall that M b
3, g
2
= 2
g
2
+1− 2. We
prove that if such a graph exists then it must be bipartite, giving a possible additional support
to the bipartite-cage conjecture, which states that a cage with even girth must be bipartite
[133].
Let us recall that a lower bound on the minimum number ne∆,g of vertices that a graph of
maximum degree ∆ and even girth g can have is given by the Moore bipartite bound (see
Equation (3.4)).
We next present all the known (3, g,+)-graphs for even g ≥ 4 and  ≤ 4 . Since a (3, g,+)-
graph is regular, its order must be even. Therefore, the excess of a (3, g,+)-graph must be
even.
When  = 0 and g ≥ 4, the cubic Moore bipartite graphs of girth 4, 6, 8 and 12 are the
complete bipartite graph K3,3, the incidence graph of the projective plane of order 2, the
incidence graph of the generalized quadrangle of order 2, and the incidence graph of the
generalized hexagon of order 2, respectively. All these graphs are unique.
If  = 2, there exist only three cubic graphs with even girth [17]. For girth 4 there are two
graphs, while for girth 6 there exists a unique graph. These graphs are depicted in Figure 6.1.
If instead  = 4, for girth 4 there are 5 graphs, all of them depicted in Figure 6.2. For girth
6 there are 5 graphs, all of them depicted in Figure 6.3. For girth 8 there is a unique graph,
which is shown in Figure 6.4. The non-existence of (3, 10,+4)-graphs was proved by O'Keefe
and Wong [126].
All the aforementioned cubic graphs of excess 2 and 4 were obtained by using the program
minibaum written by Brinkmann [26, 27].
Other than beavering away, our interest in studying cubic graphs of even girth g ≥ 12 and
excess 4 is motivated by the fact that if such a graph existed then it would be a (3, g)-cage
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for the corresponding even g ≥ 14. If instead there was no such graph, then for even g ≥ 14 a
(3, g)-cage would have at least 6 vertices more than the Moore bipartite bound. While we have
not succeeded in proving the non-existence of such graphs, the assertion that they must be
bipartite potentially provides an important structural property of these graphs. Throughout
this chapter, we are inspired by the reasoning used by O'Keefe and Wong in [126].
(a) (b) (c)
Figure 6.1: All the (3, g,+2)-graphs for g ≥ 4. Note that the graphs (a) and (c) are bipartite.
(d) (e)(c)(b)(a)
Figure 6.2: All the (3, 4,+4)-graphs. Note that the graphs (a) and (d) are bipartite.
(d) (e)(c)(b)(a)
Figure 6.3: All the (3, 6,+4)-graphs. Note that the graphs (a), (c) and (e) are bipartite.
6.1 Preliminaries
Let Γ be a (3, g,+4)-graph of girth g = 2r ≥ 12. Let us ﬁrst recall the standard decom-
position for a graph of even girth with respect to an edge ab. For 0 ≤ i ≤ r − 1, let
Ai = {c ∈ V (Γ)|d(a, c) = i, d(b, c) = i+ 1} and Bi = {c ∈ V (Γ)|d(a, c) = i+ 1, d(b, c) = i}.
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Figure 6.4: The unique (3, 8,+4)-graph. Note that the graph is bipartite.
Since g = 2r, the sets Ai, Bi for 0 ≤ i ≤ r− 1 are mutually disjoint, and |Ai| = |Bi| = 2i. Let
Xab = {c ∈ V (Γ)|d(a, c) ≥ r, d(b, c) ≥ r}. The set Xab is called the excess set with respect to
ab, and a vertex cab ∈ X is called an excess vertex with respect to ab. When the selection of
ab is not relevant, we write only X or c.
Now let us state the following lemma:
F Lemma 8 In a (∆, g,+)-graph with g = 2r, |E(Ar−1, X)| = |E(Br−1, X)|.
Proof. The number of edges involving vertices in Ar−1 and Br−1 is, respectively
|E(Ar−2, Ar−1)|+ |E(Ar−1, Br−1)|+ |E(Ar−1, X)| and
|E(Br−2, Br−1)|+ |E(Ar−1, Br−1)|+ |E(Br−1, X)|
As both numbers are equal, and |E(Ar−2, Ar−1)| = |E(Br−2, Br−1)|, the lemma follows. 
The set Ar−1 (Br−1) is partitioned into 2 subsets of cardinality 2r−2, each consisting of those
vertices that are at distance r− 2 from a given vertex in A1 (B1). These two sets are denoted
by A1 and A2 (B1 and B2). The set Ai (Bi) for i = 1, 2 is in turn partitioned into 2 subsets
of cardinality 2r−3, each consisting of those vertices that are at distance r − 3 from a given
vertex in A2 (B2). We denote these two sets by Ai1 and Ai2 (Bi1 and Bi2). In the same way,
the sets Ai1i2...ik are deﬁned for r − k ≥ 1.
We classify an edge ab in Γ according to the structure of Γ[Xab]. We say that the edge ab is
of type
1: if Γ[X] w four isolated vertices
2: if Γ[X] w one claw, that is, K1,3
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3: if Γ[X] w two isolated vertices and one edge
4: if Γ[X] w one isolated vertex and one 2-path
5: if Γ[X] w two not adjacent edges
6: if Γ[X] w one 3-path
F Lemma 9 Not all edges in Γ are of Type 6.
Proof. The order of Γ is 2r+1 + 2. Suppose, by contradiction, that all edges in Γ are of Type
6. Then every edge is contained in 2r − 3 2r-cycles, so the total number of 2r-cycles in Γ is
(2r − 3)3(2r+1+2)2 12r = 3(2
r−3)(2r+1)
2r . Since the numerator is odd, and the denominator is even,
we have that the fraction is not an integer, and thus, the lemma follows. 
Let u ∈ V (Γ) and A ⊆ V (Γ). If u ∼ A, and without loss of generality, it is possible to assume
that u ∼ v ∈ A, then we write u ∼ v.
We denote the vertices in X by u, v, w and x.
6.2 Bipartiteness of (3, g,+4)-Graphs for Even g ≥ 12
By ruling out those conﬁgurations that can lead to a non-bipartite (3, g,+4)-graph for g ≥ 12,
we obtain the following result.
F Theorem 7 When g = 2r ≥ 12, if a (3, g,+4)-graph Γ exists then Γ must be bipartite,
and its diameter equals r + 1.
To prove this theorem we prepare the following four lemmas.
F Lemma 10 For g ≥ 12 a (3, g,+4)-graph does not contain an edge of Type 1.
Proof. Let ab be an edge in Γ, and let us use the standard decomposition for a graph of girth
2r. Let a1 ∈ A11, a2 ∈ A12, a3 ∈ A21, a4 ∈ A22, b1 ∈ B11, b2 ∈ B12, b3 ∈ B21, and b4 ∈ B22;
see Figure 6.5.
Arbitrarily, u ∼ a1, a3, b1.
If E(b1, Ar−1) 6= ∅ then there is a cycle of length at most 2r−1. Therefore, b1 ∼ v and v ∼ a2.
Let us suppose v ∼ b3. Then a2 ∼ w. Let z ∈ B11 such that d(b1, z) = 2. As E(b1, A1) = ∅,
z ∼ x. But in this case, a1, a3 ∼ B22, causing the formation of a cycle of length at most 2r−2,
a contradiction.
Therefore, v ∼ a4. Then z ∼ x,w, w ∼ a5, a5 ∼ b3 and w ∼ A2. But in this case, as
E(x,Ar−1) 6= ∅, we have |E(Ar−1, X)| > |E(Br−1, X)|, contradicting Lemma 8.
Thus, this conﬁguration is impossible. 
F Lemma 11 For g ≥ 12 a (3, g,+4)-graph does not contain an edge of Type 2.
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a b
a1 a2 a3 a4 b1 b2 b3 b4
A11 A12 A21 A22 B11 B12 B21 B22
u v w x
Figure 6.5: Auxiliary ﬁgure for Lemmas 10, 11, 12 and 13.
Proof. For this case let us refer to Figure 6.5. Arbitrarily, u ∼ v ∼ w, v ∼ x and u ∼ b1.
Let us suppose u ∼ b3. By Lemma 8, x ∼ a1, a3, and w ∼ b2, a2. As E(bi, A1) = E(bi, A21) = ∅
for i = 1, 3, b1 and b3 are both connected to A22, which causes the formation of a cycle of
length at most 2r − 2.
Therefore, u ∼ a1. By the previous analysis, w ∼ b2 and x ∼ b3.
Let us suppose x ∼ a2. Then w ∼ a3. But in this case, E(b2, Ar−1) = ∅, a contradiction.
Therefore, x ∼ a3. If w ∼ a2 then E(b3, Ar−1) = ∅, a contradiction. If instead w ∼ a4 then
E(b1, Ar−1) = ∅, a contradiction.
Thus, this conﬁguration is impossible. 
F Lemma 12 For g ≥ 12 a (3, g,+4)-graph does not contain an edge of Type 3.
Proof. For this case let us refer to Figure 6.5. Arbitrarily, w ∼ x and u ∼ a1, b1, b3.
As E(a1, Br−1) = ∅, either a1 ∼ v or a1 ∼ w.
Case 1. a1 ∼ v.
v ∼ b2. Let z ∈ A11 such that d(a1, z) = 2. If v ∼ b4 then E(z,Br−1) = ∅, a contradiction.
Therefore, v ∼ a3. As E(z,B1) = E(z,B21) = ∅, z ∼ w.
As E(bi, A1) = E(bi, A21) = ∅ for i = 1, 3, and b1 and b3 cannot be both connected to A22, we
have that either b1 or b3 is connected to {w, x}, a contradiction.
Case 2. a1 ∼ w.
Let us ﬁrst suppose w ∼ b2. As E(z,B1) = E(z,B21) = ∅, z ∼ v, b4. As |E(v,A1)| = 1 and
E(v,B2) = ∅, v ∼ A2 and v ∼ y ∈ B1. But in this case, y 6∼ Ar−1, a contradiction.
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Analogously, w 6∼ b4. Therefore, w ∼ a3 and x ∼ b2, b4. As E(bi, A1) = E(bi, A21) = ∅ for
i = 1, 3, and b1 and b3 cannot be both connected to A22, it follows that b1 ∼ v and b3 ∼ a4.
By Lemma 8, as E(v,A11) = E(v,A22) = ∅, v ∼ a2 and v ∼ A21.
Let y ∈ B11 such that d(b1, y) = 2. In this case y can be connected only to A22, a contradiction.
Thus, this conﬁguration is impossible. 
F Lemma 13 For g ≥ 12 a (3, g,+4)-graph does not contain an edge of Type 4.
Proof. For this case refer to Figure 6.5. Arbitrarily, v ∼ w ∼ x and u ∼ a1, b1, b3.
As a1 6∼ Br−1, either a1 ∼ v or a1 ∼ w.
Case 1. a1 ∼ v.
Suppose v ∼ a3. As w 6∼ Ar−1, B11, B21, it follows that w ∼ b2. As E(bi, A1) = E(bi, A21) = ∅
for i = 1, 3, and b1 and b3 cannot be both connected to A22, we have that b1 ∼ a4, b3 ∼ x and
x ∼ a2. But in this case, a2 6∼ Br−1, a contradiction.
Therefore, v ∼ b2. Let z ∈ A11 such that d(a1, z) = 2. As z 6∼ B11, B12, B21, we have that
z ∼ B22, and that either z ∼ w or z ∼ x (in short, z ∼ {w, x}), which is impossible.
Case 2. a1 ∼ w.
Refer to Figure 6.6.
As v 6∼ A1, B11, B21, it follows that v ∼ b2. Then x ∼ a4, b4 and v ∼ a3. As b2 6∼ A2, A11, we
obtain b2 ∼ a2.
As a3 6∼ B1, B22, B211, we obtain a3 ∼ b7. But then |E(b7, A2)| = 1 and b7 6∼ A11, A12, a
contradiction.
Thus, this conﬁguration is impossible. 
a b
a1 a2 a3 a4 b1 b2 b3 b4
A111 A112 A121 A122
u v w x
A211 A212 A221 A222 B111 B112 B121 B122 B211 B212 B221 B222
a8a7a6a5 b8b7b6b5
Figure 6.6: Auxiliary ﬁgure for Lemma 13 and Theorem 7.
We are now in a position to prove Theorem 7.
Proof of Theorem 7. By Lemmas 10, 11, 12 and 13, Γ is formed only by edges of Types 5
and 6.
We ﬁrst prove the following statement.
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If Γ contains an edge of Type 6 then Γ must be bipartite.
Let us suppose that there is an edge of Type 6 in Γ. For this case refer to Figure 6.6.
Arbitrarily, u ∼ v ∼ w ∼ x and u ∼ a1.
Suppose that u ∼ b1. Then we can assume that v ∼ a3, and that w is adjacent to either a2,
b2 or b3.
If w ∼ a2 then we may assume that x ∼ b2, b3 (by Lemma 8), and that a3 ∼ b4. But in this
case, E(a2, Br−1) = ∅, a contradiction.
Therefore, w  a2. Let us suppose that w ∼ b2. Then we may assume that x ∼ b3. Under
these circumstances, we can assume that x is adjacent to either a2 or a4. If x ∼ a2 then
b2 ∼ a4. But then E(b3, Ar−1) = ∅, a contradiction. Hence, x  a2 and we may assume that
x ∼ a4. Consequently, b2 ∼ a2 and b3 ∼ a5. Let z ∈ B12 such that d(z, b2) = 2. In this case
E(z,A1) = ∅, a contradiction.
Therefore, w  b2, and we can assume that w ∼ b3. Then x ∼ b2 and a3 ∼ b4. But in this
case, E(a1, Br−1) = ∅, a contradiction.
Thus, E(u,Br−1) = ∅, and analogously, E(x,Ar−1) = ∅, and the statement follows.
Let us now suppose that all edges of Γ are of Type 5. Let α1 and α2 be the neighbors of a
diﬀerent from b. Let us refer again to Figure 6.6. Arbitrarily, we can assume that u ∼ v,
w ∼ x, and u ∼ a1. Let us suppose that u is also adjacent to b1. Then we may assume that
v ∼ a3, b3.
Let us now consider the edge aα1. Recall that, by deﬁnition, Xaα1 is formed by those vertices
z in Γ such that d(z, a) ≥ r and d(z, α1) ≥ r. Then, v ∈ Xaα1 , and since all the edges of Γ
are of Type 5, b3 ∈ Xaα1 . Furthermore, as b1  A1, b1 ∈ Xaα1 .
Finally, suppose that |E(x,Br−1)| = 2. Then |E(w,Ar−1)| = 2. Therefore, x ∈ Xaα1 and
x ∼ b1. But in this case, u, b1, x ∈ Xaα2 , a contradiction, because all edges in Γ are of Type
5. Hence, |E(x,Ar−1)| = |E(x,Br−1)| = |E(w,Ar−1)| = |E(w,Br−1)| = 1. We can then
assume that w ∼ A1 and x ∼ A2, which implies that x ∈ Xaα1 and x ∼ b1. As w ∼ A1,
w ∈ Xaα2 . Since b3  A2, b3 ∈ Xaα2 . Therefore, u,w, b3 ∈ Xaα2 . Since u ∈ Xaα2 , we have
that b1 ∈ Xaα2 , b1 ∼ x and w ∼ b3. But in this case, ub1xwb3vu is a 6-cycle, a contradiction.
Thus, |E(u,Ar−1)| = 2, and Γ must be bipartite. The assertion about the diameter of Γ
follows from the facts that each edge in Γ is of Type 5 or 6, and that Γ is bipartite. 
McKay [110] veriﬁed the non-existence of (3, 12,+4)-graphs. It remains an open problem to
prove the non-existence or otherwise of (3, g,+4)-graphs for even g ≥ 14. In this regard we
believe further eﬀorts should be focused on proving their non-existence.
. . . I have been told that some people think that I
was blind not to see the solution myself when I was
so close to it. On the other hand, no one else saw
it either. There are lots of things, just lying on the
beach as it were, that we don't see until someone
else picks one of them up. Then we all see that
one. . .
Julia Robinson (19191985)
More Mathematical People (1990), pp. 264 [2].
7
Bipartite (∆, 3,−2)-Graphs
In this chapter we consider bipartite graphs of degree ∆ ≥ 2 and diameter 3, having 2 vertices
less than the Moore bipartite bound M b∆,3, that is, bipartite (∆, 3,−2)-graphs. Recall that
M b∆,3 = 2
(∆−1)3−1
∆−2 if ∆ ≥ 3.
When ∆ = 2, the unique bipartite (2, 3,−2)-graph is the path of length 3. For ∆ ≥ 3 and
D ≥ 3 there are only two known examples of bipartite (∆, D,−2)-graphs, namely, a bipartite
(3, 3,−2)-graph and a bipartite (4, 3,−2)-graph, both shown in Figure 7.1. We prove the
uniqueness of these two graphs.
(a) (b)
Figure 7.1: Two known bipartite (∆, D,−2)-graphs for ∆ ≥ 3 and D ≥ 3, the unique bipartite
(3, 3,−2)-graph (a) and the unique bipartite (4, 3,−2)-graph (b).
Moreover, we derive necessary conditions for the existence of bipartite (∆, 3,−2)-graphs. The
most general of these conditions is that either ∆ or ∆− 2 must be a perfect square. However,
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these conditions are not suﬃcient. This is evidenced, for example, by the non-existence (proved
in this chapter) of the bipartite (6, 3,−2)-graph and the bipartite (9, 3,−2)-graph.
Our results are obtained using three diﬀerent methods. We establish two interesting one-
to-one correspondences involving bipartite (∆, 3,−2)-graphs; the ﬁrst with normally regular
digraphs (NRD), introduced by Jørgensen [94]; and the second with symmetric group-divisible
designs [24]. Additionally, we make use of the one-to-one correspondence between symmetric
matrices and quadratic forms.
7.1 Preliminaries
We ﬁrst ﬁnd conditions for  under which a bipartite (∆, D,−)-graph must be regular of
degree ∆.
Let Γ be a bipartite graph of maximum degree ∆ ≥ 3 and diameter D ≥ 3. Suppose that Γ
contains a vertex u of degree ∆− 1. We use the standard decomposition for a bipartite graph
with respect to an edge uv [17]. For 0 ≤ i ≤ D− 1, we count the vertices at distance i from u
and at distance i+ 1 from v, and the vertices at distance i from v and at distance i+ 1 from
u. Then Γ has at most M b∆,D −
(
1 + (∆− 1) + . . .+ (∆− 1)D−2) vertices. Consequently
F Proposition 8 For  <
(
1 + (∆− 1) + (∆− 1)2 + . . .+ (∆− 1)D−2), ∆ ≥ 3 and D ≥ 3,
a bipartite (∆, D,−)-graph is regular. 
Moreover, for odd D, by using a more careful counting argument, we obtain Proposition 9.
F Proposition 9 For  < 2
(
(∆− 1) + (∆− 1)3 + . . .+ (∆− 1)D−2), ∆ ≥ 3 and odd D ≥ 3,
a bipartite (∆, D,−)-graph is regular.
Proof. Suppose that Γ contains a vertex u of degree ∆ − 1. Then we may assume that the
larger partite set of Γ contains u. Therefore, the number of vertices in the larger partite set
is at most 1 + (∆− 1)2 + (∆− 1)4 + . . .+ (∆− 1)D−1. Then
|Γ| ≤ 2 (1 + (∆− 1)2 + (∆− 1)4 + . . .+ (∆− 1)D−1) =
= M b∆,D − 2
(
(∆− 1) + (∆− 1)3 + . . .+ (∆− 1)D−2)
Thus, the proposition follows. 
Let Γ be a bipartite (∆, D,−2)-graph of order n = M b∆,D − 2, for ∆ ≥ 3 and D ≥ 3. By
Proposition 8, Γ is regular of degree ∆. Considering the girth of Γ, it is known that a graph of
degree ∆ and girth 2D has order at least M b∆,D [15], so g(Γ) ≤ 2D− 2. But, if g(Γ) ≤ 2D− 4
then the order of Γ would be at most M b∆,D − 2(∆ − 1) − 2, a contradiction. Therefore,
g(Γ) = 2D−2 = 2r ≥ 4, and every vertex u of Γ is contained in exactly one cycle Cu of length
2D − 2. We call the unique vertex on Cu at distance D − 1 from u the repeat of u, and we
denote it by rep(v). Therefore, the following lemma follows.
F Lemma 14 If a bipartite (∆, D,−2)-graph exists then (2D − 2) divides its order n.
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Proof. As every vertex in Γ is contained in exactly one (2D − 2)-cycle, 2D − 2 must divide
the number of vertices of Γ, that is, D − 1 divides half the number of the vertices. 
For D = 3 the condition implies 2|(∆2−∆), which is always fulﬁlled. However, for D ≥ 4 the
condition leads to some useful corollaries, for example
F Corollary 2 If D = 4 then 3|(∆((∆− 1)2 + 1)− 1), that is, ∆ 6= 0 (mod 3).
F Corollary 3 If D = 5 then 4|(∆(∆− 1)((∆− 1)2 + 1)), that is, ∆ 6= 3 (mod 4).
Moreover, for cubic graphs we obtain
F Corollary 4 If ∆ = 3 then (D − 1)|(2D − 2).
The last corollary is particularly useful, since the condition (D − 1)|(2D − 2) rules out many
diameters. For instance, by Fermat's theorem, the condition rules out D ≥ 4 such that D− 1
is a prime number. However, it still allows D = 3, 7, 19, 43, 55, 127, 163, ....
Let B be the so-called defect matrix of Γ, a permutation matrix satisfying B2 = In and
deﬁned by
(B)α,β =
{
1 if β = rep(α)
0 otherwise
where In is the identity matrix of order n.
In Proposition 10 we present an interesting property of the function rep. To prove it we make
use of the following lemma.
F Lemma 15 Let C1 and C2 be distinct cycles of length 2D−2 in Γ, and let x ∈ V (C1) and
y ∈ V (C2) be adjacent vertices. Then rep(x) and rep(y) are adjacent in Γ.
Proof. We use the standard decomposition for a graph of even girth with respect to an edge
xy, which was deﬁned in Section 3.3. For 0 ≤ i ≤ D − 1, let Xi be the set of vertices at
distance i from x and distance i+ 1 from y, and let Yi be the set of vertices at distance i from
y and distance i+ 1 from x.
Since Γ has defect 2, and the partite sets are of equal size, it follows that |Xi| = |Yi| = (∆−1)i
for i ≤ D − 2, and |XD−1| = |YD−1| = (∆− 1)D−1 − 1.
We may assume (as ∆ ≥ 3) that the edge xy is not on a cycle of length 2D − 2. Then,
there exist vertices x′ and y′ such that x′ = rep(x) ∈ XD−1, x′ has two neighbors in XD−2,
y′ = rep(y) ∈ YD−1, and y′ has two neighbors in YD−2. A vertex z ∈ X1 has distance D − 1
from y′. Therefore, y′ has a neighbor in XD−1 at distance D − 2 from z. Since |X1| = ∆− 1,
and y′ has only ∆− 2 neighbors in XD−1, it follows that y′ is adjacent to x′. 
F Proposition 10 The function rep is an automorphism of Γ (an involution of Γ) that pre-
serves each partite set when the diameter is odd, and swaps the partite sets when the diameter
is even.
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Proof. Let x and y be two vertices in Γ. If x and y are adjacent vertices such that the edge
xy is not on a cycle of length 2D − 2 then, by Lemma 15, rep(x) and rep(y) are adjacent. If
in addition x and y are adjacent vertices of a (2D− 2)-cycle C then their repeats (vertices at
distance D− 1 from x and y on C, respectively) are also adjacent. Therefore, the proposition
follows. 
Next we deﬁne two combinatorial objects: normally regular digraphs and symmetric group-
divisible designs.
Normally regular digraphs were introduced in [94], while a deﬁnition of symmetric group-
divisible designs can be found in [24].
Deﬁnition 7.1 (Normally Regular Digraphs) A normally regular digraph, denoted by
NRD(v, k, λ, µ), is a k-regular digraph of order v, with the property that two adjacent ver-
tices have exactly λ common out-neighbors and λ common in-neighbors, and two non-adjacent
vertices have exactly µ common out-neighbors and µ common in-neighbors.
Deﬁnition 7.2 (Symmetric Group-Divisible Design) A symmetric group-divisible de-
sign with m points and m blocks is an incidence structure with the following properties:
(i) Each block is incident with exactly k points.
(ii) The m = rp points are partitioned into r groups, each of p points.
(iii) Any pair of points in the same group is incident with exactly µ1 blocks.
(iv) Any pair of points not in the same group is incident with exactly µ2 blocks.
We further assume that there is a one-to-one mapping of the points onto the blocks, and that
there is a one-to-one mapping of the blocks onto the points, such that a point is incident with
a block if, and only if, the image of the point is incident with the image of the block.
The existence of the two mappings implies that in the deﬁnition we may interchange the word
point with the word block.
Interesting properties of symmetric group-divisible designs can be found in [24].
7.2 Known Bipartite (∆, D,−)-Graphs with ∆, D ≥ 2 and  ≤ 2
ForD ≥ 3 bipartite (2, D,−1)-graphs clearly do not exist. Let Γ denote a bipartite (∆, D,−1)-
graph for ∆ ≥ 3 and D ≥ 3. By Proposition 8, Γ is regular. As the two partite sets of Γ have
the same number of vertices, Γ cannot have defect 1. When  = 1, ∆ ≥ 2 and D = 2, the only
bipartite (∆, 2,−1)-graph is the path of length 2.
For ∆ = 2 bipartite (2, 2,−2)-graphs do not exist. The unique bipartite (2, 3,−2)-graph is
the path of length 3. For D ≥ 4 bipartite (2, D,−2)-graphs do not exist.
WhenD = 2 and ∆ ≥ 3, bipartite (∆, D,−2)-graphs need not be regular. Bipartite (∆, 2,−2)-
graphs are the complete bipartite graphs with partite sets of orders ∆ and ∆− 2.
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Now we assume ∆ ≥ 3 and D ≥ 3. In this case, by Proposition 8, a bipartite (∆, D,−2)-
graph is regular. The only known examples are a bipartite (3, 3,−2)-graph and a bipartite
(4, 3,−2)-graph, both shown in Figure 7.1.
Henceforth, we concentrate on the case of diameter 3, and by Γ we denote a bipartite
(∆, 3,−2)-graph with ∆ ≥ 3.
7.3 Normally Regular Digraphs
In this section we ﬁrst establish a one-to-one correspondence between normally regular di-
graphs and bipartite (∆, 3,−2)-graphs (Theorem 8). Then we use this correspondence to
prove the uniqueness of the known bipartite (3, 3,−2)-graph and bipartite (4, 3,−2)-graph
(Theorem 9).
Let us now deﬁne a directed quotient digraph Λ with respect to a partition of the vertex set
of Γ into 4-cycles. Denoting by V1 and V2 the partite sets of Γ, Λ is the digraph obtained
from Γ by directing all edges from V1 to V2, except those edges contained in a 4-cycle, and
then contracting each (undirected) 4-cycle to a vertex, and replacing multiple directed edges
(arcs) by single arcs.
F Lemma 16 Let Λ be a digraph described as above. Then Λ has ∆2−∆2 vertices, each having
in- and out-degree ∆−2. Any pair of non-adjacent vertices has exactly 2 common out-neighbors
and 2 common in-neighbors, and a pair of adjacent vertices has no common out-neighbors or
in-neighbors.
Proof. Clearly, Λ has ∆
2−∆
2 vertices.
For any 4-cycle C in Γ, a vertex in V (C)∩V1 has neighbors in ∆−2 other 4-cycles. Since both
vertices in V (C) ∩ V1 have neighbors in the same 4-cycles (by Lemma 15), C has out-degree
∆− 2 in Λ. Analogously, it can be seen that C has in-degree ∆− 2 in Λ.
Let C and C ′ be 4-cycles in Γ. If there is an edge between C and C ′ in Γ then, by Lemma 15,
there are exactly two edges between C and C ′, the subgraph spanned by C ∪C ′ has diameter
3, and no vertex outside C ∪ C ′ has a neighbor in both C and C ′. Thus, in Λ there is an arc
joining C and C ′, but no vertex is dominated by both C and C ′.
Suppose that no edge joins C and C ′ in Γ (and thus, no arc joins C and C ′ in Λ). Let
V (C) ∩ V1 = {C1,x, C1,y} and V (C ′) ∩ V1 = {C ′1,x, C ′1,y}.
By Lemma 15, since the distance between C1,x and C ′1,x is 2, there is a 4-cycle C ′′ with
V (C ′′) ∩ V2 = {C ′′2,x, C ′′2,y} so that C1,xC ′′2,x, C ′1,xC ′′2,x, C1,yC ′′2,y, and C ′1,yC ′′2,y are edges of
Γ. Moreover, since the distance between C1,x and C ′1,y is 2, there is a 4-cycle C ′′′ with
V (C ′′′) ∩ V2 = {C ′′′2,x, C ′′′2,y} so that C1,xC ′′′2,x, C ′1,yC ′′′2,x, C1,yC ′′′2,y, C ′1,xC ′′′2,y ∈ E(Γ). No other
vertex has two neighbors in (V (C)∪ V (C ′))∩ V1. It follows that C and C ′ have two common
out-neighbors in Λ, namely, C ′′ and C ′′′.
Common in-neighbors are counted in a similar way. 
Thus, we see that the digraph deﬁned above from a bipartite (∆, 3,−2)-graph is an NRD(∆2−∆2 ,∆−
2, 0, 2).
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We now label each arc of a directed graph Λ with the sign + or −. We assign the signs
as follows: let V1 and V2 be the partite sets of a bipartite (∆, 3,−2)-graph Γ, and let Λ be a
digraph deﬁned as above. For each 4-cycle C in Γ, we choose a labeling of its vertices so that
V (C) ∩ V1 = {C1,x, C1,y} and V (C) ∩ V2 = {C2,x, C2,y}. Now let C and C ′ be 4-cycles in Γ
so that there is an arc directed from C to C ′ in Λ. Then, in Γ the set of edges between C
and C ′ is either {C1,xC ′2,x, C1,yC ′2,y} or {C1,xC ′2,y, C1,yC ′2,x}. In the ﬁrst case we label the arc
directed from C to C ′ in Λ with the sign +, whereas in the second case, with the sign −.
An antidirected 4-cycle in Λ is a set of four vertices x1, x2, x3, x4, where x2 and x4 are out-
neighbors of x1 and x3. We say that an antidirected 4-cycle is negative if it has either three
positive arcs and one negative arc, or if it has three negative arcs and one positive arc, otherwise
the antidirected cycle is positive.
Now we establish a one-to-one correspondence between a subclass of NRD(∆
2−∆
2 ,∆− 2, 0, 2)
and bipartite (∆, 3,−2)-graphs.
F Theorem 8 To each bipartite (∆, 3,−2)-graph there corresponds a NRD(∆2−∆2 ,∆− 2, 0, 2)
with arcs signed so that every antidirected 4-cycle is negative.
Proof. From the previous assignment of signs, we see that every antidirected 4-cycle in Λ is
negative, as every vertex in Γ is in just one 4-cycle.
Conversely, if Λ is a NRD(∆
2−∆
2 ,∆− 2, 0, 2), where the arcs have signs so that every antidi-
rected 4-cycle is negative, then we construct an undirected graph Γ by replacing each vertex
C of Λ with a 4-cycle C1,x, C2,x, C1,y, C2,y, each positive arc directed from C to C ′ with edges
C1,xC
′
2,x, C1,yC
′
2,y, and a negative arc directed from C to C
′ with edges C1,xC ′2,y, C1,yC ′2,x.
Then Γ is a bipartite ∆-regular graph with 2(∆2 − ∆) vertices such that every vertex is
contained in exactly one 4-cycle. Thus, Γ is a bipartite (∆, 3,−2)-graph. 
(a)
⇔
−
− −
+ +
+
++
+ +
++
(b)
Figure 7.2: Bipartite (4, 3,−2)-graph (a) and the corresponding NRD(6, 2, 0, 2) (b).
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To exemplify this one-to-one correspondence, we depict the unique bipartite (4, 3,−2)-graph
and the corresponding NRD(6, 2, 0, 2) in Figure 7.2. In the proof of Theorem 8 we denoted
the vertices of a 4-cycle C by C1,x, C1,y, C2,x and C2,y, whereas in Figure 7.2 these vertices
are depicted by a white circle, a white square, a black circle and a black square, respectively.
Note that in the unique NRD(6, 2, 0, 2) all the antidirected 4-cycles are negative.
Note also that for a 4-cycle C in Γ the labeling of vertices in V (C) ∩ V1 is arbitrary. We may
interchange the labels, and thus change the sign of the arcs directed out from C in Λ. Similarly,
we may interchange the labels of V (C)∩V2, and thus change the sign of the arcs directed into
C in Λ. We say that two assignments of signs to arcs are equivalent if one assignment can be
obtained from the other by a series of changes of signs of arcs directed into or out of a vertex.
Figure 7.3 shows two equivalent assignments of signs to arcs of the unique NRD(6, 2, 0, 2).
⇔
+
+ +
+ +
−
−−
+ +
++
−
− −
+ +
+
++
+ +
++
Figure 7.3: Two equivalent assignments of signs to arcs of the unique NRD(6, 2, 0, 2).
Furthermore, note that any triangle in a NRD(∆
2−∆
2 ,∆− 2, 0, 2) is a directed triangle.
Uniqueness of the Two Known Bipartite (∆, 3,−2)-Graphs with ∆ ≥ 3
F Theorem 9 The bipartite (∆, 3,−2)-graph for ∆ = 3, 4 is unique.
Proof. Let us consider a bipartite (∆, 3,−2)-graph. For ∆ = 3 the directed triangle is the
unique NRD(3, 1, 0, 2). All assignments of signs are equivalent.
For ∆ = 4 the unique NRD(6, 2, 0, 2) is the directed graph in Figure 7.3. All assignments of
signs to arcs with all antidirected 4-cycles negative are equivalent.
This implies that the bipartite (3, 3,−2)-graph and the bipartite (4, 3,−2)-graph, both de-
picted in Figure 7.1, are unique. 
7.4 Symmetric Group-Divisible Designs
The existence of a bipartite (∆, 3,−2)-graph Γ is equivalent to the existence of a symmetric
group-divisible design with m points and m blocks, where m = n2 = ∆(∆− 1).
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We use this correspondence to prove that Γ exists only if ∆ or ∆ − 2 is a perfect square.
Then, we make use of the correspondence involving normally regular digraphs to rule out the
existence of bipartite (∆, 3,−2)-graphs for 5 ≤ ∆ ≤ 10.
To see a bipartite (∆, 3,−2)-graph as a symmetric group-divisible design, let the vertices in one
partite set of the bipartite graph be represented by the blocks of the symmetric group-divisible
design, and let the vertices in the other partite set of the bipartite graph be represented by
the points of the symmetric group-divisible design. Furthermore, verify that in a bipartite
(∆, 3,−2)-graph the following assertions hold.
(i) Each block is incident with exactly ∆ points.
(ii) The m points are partitioned into m2 groups, each of 2 points.
(iii) Any pair of points in the same group is incident with exactly 2 blocks.
(iv) Any pair of points not in the same group is incident with exactly 1 block.
As an illustration of the aforementioned one-to-one correspondence, we depict the unique
bipartite (3, 3,−2)-graph in the form of a symmetric group-divisible design in Figure 7.4.
(a) (b)
p1
b6
p6
b5
p5
b4
p4
b3
p3
b2
p2
b1 b1 b2 b3 b4 b5 b6
p1 p2 p3p4 p5 p6
g1 g2 g3
⇔
Figure 7.4: Bipartite (3, 3,−2)-graph depicted in the form of a symmetric group-divisible
design, where b1, . . . , b6, p1, . . . , p6 and g1, g2, g3 are the blocks, points and groups of the
corresponding design, respectively.
We know that the adjacency matrix A(Γ) of Γ takes the form
A =
(
0 M
MT 0
)
where M is called the reduced adjacency matrix of Γ, and MT stands for the transpose of M .
With a suitable labeling of the vertices of Γ, the defect matrix B can be considered as the direct
sum of n2 2× 2 matrices of the form
(
0 1
1 0
)
, and consequently, takes the form
(
R 0
0 R
)
.
We call the matrix R the reduced defect matrix. Then
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MTM = (∆− 1)Im + Jm +R (7.1)
As MTM , R and Jm are symmetric matrices, they are diagonalizable. We have that R com-
mutes with Jm (every row and column of R has one 1 and m− 1 0's, so RJm = JmR = Jm),
and obviously with Im and itself. Therefore, R commutes with MTM . We also have that
MTM commutes with Jm. Hence, all the three matrices are simultaneously diagonalizable,
that is, there is an orthogonal matrix P for which P−1(MTM)P , P−1RP and P−1JmP are
diagonal, and the columns of P are the corresponding eigenvectors for each of these matrices.
If a matrix N has k distinct eigenvalues λ1, . . . , λk with corresponding multiplicities m(λi),
we write Spec(N) =
(
λ1 . . . λk
m(λ1) . . . m(λk)
)
As R2 = Im, and the trace of R is 0, it follows that Spec(R) =
(
1 −1
m
2
m
2
)
. It is also known
that Spec(Jm) =
(
m 0
1 m− 1
)
. The eigenvalue 1 of R and the eigenvalue m of Jm are
associated with the all 1's vector. Therefore, Spec(MTM) =
(
∆2 ∆ ∆− 2
1 m2 − 1 m2
)
Since A2 = MMT ⊕MTM , we have Spec(A2) =
(
∆2 ∆ ∆− 2
2 m− 2 m
)
, where ⊕ denotes
the direct sum of matrices. Thus,
Spec(A) =
(
∆ −∆ √∆ −√∆ √∆− 2 −√∆− 2
1 1 m2 − 1 m2 − 1 m2 m2
)
Since the characteristic polynomial of MTM is (x−∆2)(x−∆)m2 −1(x− (∆− 2))m2 , we have
detMTM = detMT detM = (detM)2 = ∆
m
2
+1(∆−2)m2 . Therefore, we are able to state the
following theorem, which is a particular case of Theorem 9 from [24].
F Theorem 10 Let Γ be a bipartite (∆, 3,−2)-graph with ∆ ≥ 3. If Γ exists then either ∆
or ∆− 2 is a perfect square.
Proof. As ∆
m
2
+1(∆ − 2)m2 is a perfect square, for m2 even ∆ must be a perfect square. If
instead m2 is odd then ∆− 2 must be a perfect square. 
F Corollary 5 If Γ exists then ∆ 6≡ 5, 7 (mod 8).
Non-existence of Bipartite (6, 3,−2)-Graphs and Bipartite (9, 3,−2)-Graphs
The ﬁrst two values of ∆ not ruled out by Theorem 10 are 6 and 9.
To prove the non-existence of bipartite (6, 3,−2)-graphs and bipartite (9, 3,−2)-graphs, we
use the correspondence between a subclass of NRD(∆
2−∆
2 ,∆−2, 0, 2) and bipartite (∆, 3,−2)-
graphs; see Theorem 8.
F Proposition 11 There is no NRD(15, 4, 0, 2).
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Proof. Suppose that Λ is an NRD(15, 4, 0, 2). Let x be a vertex in Λ. Denote the out-
neighbors and in-neighbors of x by N+(x) and N−(x), respectively, and the set of the remain-
ing six vertices by Ux. Suppose that y, z ∈ Ux, and that there is an arc directed from y to
z.
By the deﬁnition of an NRD(15, 4, 0, 2), N+(x) ∩ N+(y) and N+(x) ∩ N+(z) are disjoint,
and both have cardinality 2. Thus, they form a partition of N+(x), and since every triangle
is directed, N−(z) ∩ N+(x) = ∅. Since |N−(z) ∩ N−(x)| = 2, z has one more in-neighbor,
y′ ∈ Ux. Since N+(z) ∩ N+(y′) = ∅, we have N+(x) ∩ N+(y′) = N+(x) ∩ N+(y). Thus, y
and y′ have three common out-neighbors, a contradiction. Thus, Ux is independent, implying
that x (and by symmetry, every other vertex in Λ) is contained in an independent set of seven
vertices, and that x is adjacent to every other vertex. But this is impossible, as 7 does not
divide 15. 
F Corollary 6 There are no bipartite (6, 3,−2)-graphs.
For the value ∆ = 9 we need to consider NRD(36, 7, 0, 2).
F Lemma 17 There exist exactly two non-isomorphic NRD(36, 7, 0, 2). 
This lemma was proved by computer enumeration. We used the standard orderly search
technique developed by Faradºev [68] and Read [137]. The computation took about 20 seconds
on a Linux PC with Pentium 4, 3.2GHz CPU.
These two NRD(36, 7, 0, 2) are described in Appendix C.
F Proposition 12 There are no bipartite (9, 3,−2)-graphs.
Proof. To prove this theorem we need to show that the two directed graphs mentioned above
do not have an assignment of signs to the arcs such that every antidirected 4-cycle is negative.
By the equivalence of assignments, we may assume that the ﬁrst non-zero entry in each row of
the adjacency matrix is an arc with the sign +. We may also assume that in columns where
no arc has yet been given a sign, the ﬁrst non-zero entry is an arc with the sign +. This
forces the sign of several other arcs. An easy computer search now proves that the requested
assignment is not possible. 
In view of Theorem 10, Corollary 6 and Proposition 12, we obtain
F Theorem 11 There is no bipartite (∆, 3,−2)-graph for 5 ≤ ∆ ≤ 10.
By Theorem 11, the next possible degree is ∆ = 11. Lam et al. [103] has proved that a
projective plane of order 10 does not exist, and so there is no Moore bipartite graph of degree
11 and diameter 3. Thus, if a bipartite (11, 3,−2) graph existed then it would be the largest
bipartite graph of degree 11 and diameter 3. We tried to apply the same computer search
technique as in the case ∆ = 9, but we were unable to complete this search, as we estimate
that the complete search, using current resources and techniques, would take about ﬁve years.
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7.5 Necessary Conditions from Quadratic Forms
As detMTM 6= 0 for ∆ ≥ 3, we can consider the matrix MTM as the matrix of a (non-
degenerate) quadratic form over the ﬁeld Q of rational numbers.
Recall that two quadratic forms g and h on a Q-vector space of ﬁnite dimension are equivalent
(g ∼ h) if there is an invertible matrix Z with rational entries such thatMg = ZTMhZ, where
Mg and Mh are the symmetric matrices associated with g and h, respectively.
In this section our reasoning is inﬂuenced by the reasoning used in [24, 141].
We need to state the following known assertions.
Theorem 7.1 (Lagrange Four Squares Theorem, [143, pp. 47]) Every positive integer
k can be written as a sum of four perfect squares.
Corollary 7.1 ([36]) For every positive integer k the matrices kIr and Ir are congruent, for
r ≡ 0 (mod 4).
We observe that(
∆ −1m
1Tm Im
)(
1 0m
0Tm M
TM − Jm
)(
∆ 1m
−1Tm Im
)
=
(
∆3 0m
0Tm M
TM
)
where 1m (0m) denotes the vector of order m having all coordinates equal to 1 (0).
As ∆3I1 ∼ ∆I1 and MTM ∼ Im, we have that
(
∆3 0m
0Tm M
TM
)
∼
(
∆ 0m
0Tm Im
)
.
Therefore, the existence of a bipartite (∆, 3,−2)-graph implies that the (m + 1) × (m + 1)
matrices I1 ⊕MTM − Jm and ∆I1 ⊕ Im are congruent over Q.
We further observe that(
1 1
1 −1
)(
∆− 1 1
1 ∆− 1
)(
1 1
1 −1
)
=
(
2∆ 0
0 2∆− 4
)
Let us set P =
(
2∆ 0
0 2∆− 4
)
. Then I1 ⊕MTM − Jm ∼ I1 ⊕ P ⊕ P ⊕ . . .⊕ P︸ ︷︷ ︸
m
2
Let (e0, e1, . . . , em) be a basis of a Q-vector space such that the matrix I1 ⊕ P ⊕ P ⊕ . . .⊕ P︸ ︷︷ ︸
m
2
is the associated symmetric matrix of a quadratic form g with respect to that basis. Then, by
a permutation of ei for i = 0, . . . ,m, we obtain a basis (e′0, e′1, . . . , e′m) such that the matrix
I1 ⊕ 2∆Im
2
⊕ (2∆− 4)Im
2
is the associated symmetric matrix of g. Therefore
I1 ⊕ 2∆Im
2
⊕ (2∆− 4)Im
2
∼ ∆I1 ⊕ Im (7.2)
This result and Corollary 7.1 suggest analyzing Equation (7.2) for m2 ≡ 0, 1, 2, 3 (mod 4).
Case 1. m2 ≡ 1 (mod 4) (∆ ≡ 2 (mod 8) and ∆− 2 must be a perfect square).
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By Theorem 2.18 and Corollary 7.1, Equation (7.2) turns into
I1 ⊕ 2∆I1 ⊕ (2∆− 4)I1 ∼ ∆I1 ⊕ I2
As I2 ∼ 2I2, I1⊕ 2∆I1⊕ (2∆− 4)I1 ∼ ∆I1⊕ 2I2. Also as (2∆− 4)I1 ∼ 2I1, we ﬁnally have
that
I1 ⊕ 2∆I1 ∼ ∆I1 ⊕ 2I1
which implies that the diophantine equation x21 = ∆x
2
2 + 2x
2
3 has non-trivial integer solutions.
Case 2. m2 ≡ 2 (mod 4) (∆ ≡ 4 (mod 8) and ∆ must be a perfect square).
By Theorem 2.18 and Corollary 7.1, Equation (7.2) turns into
I1 ⊕ 2∆I2 ⊕ (2∆− 4)I2 ∼ ∆I1 ⊕ I4
As ∆ is a perfect square, 2∆I2 ∼ 2I2 ∼ I2. Therefore, we derive
(2∆− 4)I2 ∼ I2 ∼ 2I2
which implies that ∆− 2 is a sum of two perfect squares.
The other two cases do not provide new conditions.
Thus we have obtained
F Theorem 12 If a bipartite (∆, 3,−2)-graph exists then
(i) for ∆−2 a perfect square and ∆ ≡ 2 (mod 8), the diophantine equation x21 = ∆x22 +2x23
must have non-trivial integer solutions, and
(ii) for ∆ a perfect square and ∆ ≡ 4 (mod 8), ∆− 2 must be a sum of two perfect squares.
Some degrees ruled out by Theorem 12 are the following.
∆ mod 8
{
4 : 324 1444 2116 2916 4356 4900...
2 : 66 258 402 786 1026 1298...
It remains open to prove the non-existence or otherwise of bipartite (∆, 3,−2)-graphs for
other values of ∆. In this direction we believe eﬀorts should be concentrated on proving the
non-existence of such graphs.
. . . If you have to prove a theorem,
do not rush. First of all, understand
fully what the theorem says, try to see
clearly what it means. Then check the
theorem; it could be false. Examine
the consequences, verify as many par-
ticular instances as are needed to con-
vince yourself of the truth. When you
have satisﬁed yourself that the theorem
is true, you can start proving it. . .
George Pólya (18871985)
How to Solve it (1945), pp. 181 [134]. 8
Bipartite (∆, D,−2)-Graphs
In this chapter we consider bipartite graphs of degree ∆ ≥ 3 and diameter D ≥ 4, having
2 vertices less than the Moore bipartite bound M b∆,D, that is, bipartite (∆, D,−2)-graphs.
Recall that M b∆,D = 2
(∆−1)D−1
∆−2 if ∆ ≥ 3.
We ﬁnd that the eigenvalues other than ±∆ of such graphs are the roots of the polynomials
HD−1(x) ± 1, where HD−1(x) is the Dickson polynomial of the second kind with parameter
∆− 1 and degree D − 1. We also compute the multiplicities of the eigenvalues.
For any diameter we prove that the irreducibility over the ﬁeld Q of rational numbers of
the polynomial HD−1(x)− 1 provides a suﬃcient condition for the non-existence of bipartite
(∆, D,−2)-graphs for ∆ ≥ 3 and D ≥ 4. Then, by checking the irreducibility of these
polynomials, we prove the non-existence of bipartite (∆, D,−2)-graphs for all ∆ ≥ 3 and
D ∈ {4, 6}.
For odd diameters we develop an approach that allows us to consider only one partite set of
the graph in order to study its non-existence. Based on this, we prove the non-existence of
bipartite (∆, 5,−2)-graphs for all ∆ ≥ 3.
Finally, as the highlight of the chapter, we prove the non-existence of all bipartite (∆, D,−2)-
graphs for all ∆ ≥ 3 and D ≥ 6. To obtain this result we are inﬂuenced by the reasoning used
in the proofs of the non-existence of Moore graphs for ∆ ≥ 3 and D ≥ 3 [7], the non-existence
of regular graphs of even girth and excess 2 for ∆ ≥ 3 and D ≥ 4 [17], and the non-existence
of regular graphs of odd girth and excess 1 for ∆ ≥ 3 and D ≥ 3 [8]. More precisely, we
ﬁrst prove that the multiplicities of the eigenvalues of a hypothetical graph satisfy certain
inequalities, and based on these inequalities, we derive that certain sums of two eigenvalues
must be integer. But, from another point of view, we can prove that those sums must be in
the open interval (0, 1), thus arriving at a contradiction.
Consequently, we settle the non-existence of bipartite (∆, D,−2)-graphs for all ∆ ≥ 3 and
D ≥ 4.
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It is worth acknowledging that most of the computations in this chapter are performed with
the help of the software Wolfram Mathematicar [151].
8.1 Properties of Bipartite (∆, D,−2)-Graphs with ∆, D ≥ 3
In the following, let Γ be a bipartite (∆, D,−2)-graph of order n = M b∆,D − 2, for ∆ ≥ 3 and
D ≥ 3. Recall that the girth of Γ is 2(D − 1) = 2r ≥ 4, that every vertex v of Γ is contained
in exactly one cycle Cv of length 2D − 2, and that the vertex at distance D − 1 from v and
contained in Cv, denoted by rep(v), is called the repeat of v.
Let Ai be the i-distance matrix of Γ, that is, the matrix Ai, deﬁned as:
(Ai)α,β =
{
1 if d(α, β) = i
0 otherwise
where d(α, β) is the distance between the vertices α and β.
Note that A1 is the adjacency matrix of Γ, denoted by just A, and A0 = In.
We now deﬁne the following polynomials:
F0(x) = 1 G0(x) = 1 H−2(x) = − 1∆−1
F1(x) = x G1(x) = x+ 1 H−1(x) = 0
F2(x) = x2 −∆ H0(x) = 1
H1(x) = x
Pi+1(x) = xPi(x)− (∆− 1)Pi−1(x) for

i ≥ 2 if P = F
i ≥ 1 if P = G
i ≥ 1 if P = H
(8.1)
Various relationships between these polynomials can be found in Singleton [144], and we now
need to state two of them.
Gi(x) =
i∑
j=0
Fj(x) for i ≥ 0 (8.2)
Gi+1(x) + (∆− 1)Gi(x) = (x+ ∆)Hi(x) for i ≥ 0 (8.3)
Note that the element (Fh(A))α,β for h < 2r counts the number of paths of length h joining
the vertices α and β of Γ. Then, by Equation (8.2), Gh(A) represents the number of paths of
length at most h joining each pair of vertices in Γ.
F Lemma 18 In Γ the following identities hold.
(i) Fr+1(A) = ∆Ar+1 +AB
(ii) ∆Jn = (A+ ∆In)(Hr(A)−B)
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where Jn is the matrix of order n in which each entry is equal to 1, and B is the defect matrix
of Γ (deﬁned in Chapter 7).
Proof. (i) If d(α, β) 6= r + 1 or r − 1 then (Fr+1(A))α,β = 0.
For d(α, β) = r+ 1, if α ∈ N(rep(β)) then there are ∆ + 1 (r+ 1)-paths between α and β. If
instead α /∈ N(rep(β)) then there are ∆ (r + 1)-paths between α and β.
For d(α, β) = r− 1, there is one (r+ 1)-path between α and β if, and only if, α ∈ N(rep(β)).
If instead α /∈ N(rep(β)) then there is no (r + 1)-path between α and β.
Note that (AB)α,β = 1 if d(α, β) = r ± 1 and α ∈ N(rep(β)), and (AB)α,β = 0 otherwise.
Therefore, (Fr+1(A))α,β = (∆Ar+1 +AB)α,β .
To prove (ii), we consider the polynomials Gi(x). By the deﬁnition of Gi(x), we have
Gr(A) = Jn +B −Ar+1 and Gr+1(A) = Jn +B −Ar+1 + Fr+1(A)
Multiplying the ﬁrst equation by ∆−1, and adding the result to the second equation, we have
Gr+1(A) + (∆− 1)Gr(A) = ∆Jn + ∆B −∆Ar+1 + Fr+1(A)
By (i) and Equation (8.3), we obtain the desired result. 
F Theorem 13 If θ (6= ±∆) is an eigenvalue of A then
Hr(θ)− ε = 0 (8.4)
where ε = ±1.
Proof. As the defect is 2, every vertex of Γ has exactly one repeat. Therefore, B is a
permutation matrix satisfying B2 = In, and its eigenvalues are ±1. Since the trace of B is
zero, each eigenvalue occurs n2 times.
Suppose that θ is an eigenvalue of A. Since Γ is regular and connected, by Theorem 2.22,
Jn is a polynomial in A. Therefore, any eigenvector of A is also an eigenvector of Jn. As
Hr(A) is also a polynomial in A, ∆Jn = (A+∆In)(Hr(A)−B) shows that B is a polynomial
in A, and consequently, every eigenvector of A is an eigenvector of B. Then the eigenvalues
of ∆Jn have the form (θ + ∆)(Hr(θ) ± 1). It is known that the eigenvalues of ∆Jn are ∆n
(once) and 0 (n−1 times). The eigenvalue ∆n corresponds to θ = ∆, and so all the remaining
eigenvalues, except −∆, satisfy Equation (8.4). 
The fact that rep is an automorphism of Γ was proved in Proposition 10. We now present an
alternative proof of this fact, one that follows from the proof of Theorem 13.
Theorem 8.1 ([15, pp. 116]) Let A be the adjacency matrix of a graph Γ, and M a matrix
representing a permutation of the vertex set. Then such a permutation is an automorphism of
Γ if, and only if, MA = AM .
F Corollary 7 The defect matrix B represents an automorphism of Γ.
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Proof. The fact that B is a polynomial in A follows from the proof of Theorem 13. Therefore,
B and A commute. Then, by Theorem 8.1, B is an automorphism of Γ. 
With a suitable labeling of the vertices of Γ, the defect matrix B can be considered as the
direct sum of n2 2 × 2 matrices of the form
(
0 1
1 0
)
, and consequently, for odd diameter,
takes the form
(
R 0
0 R′
)
, and for even diameter, the form
(
0 R
R′ 0
)
.
As a result, the vector (1, . . . , 1,︸ ︷︷ ︸
n
2
times
−1, . . . ,−1︸ ︷︷ ︸
n
2
times
) is an eigenvector of B with eigenvalue (−1)r, and
it is an eigenvector of A with eigenvalue −∆. Therefore
F Corollary 8 The sums of the multiplicities of eigenvalues θ for which Hr(θ)− 1 = 0 and
Hr(θ) + 1 = 0 are
(i) n2 − 2 and n2 , respectively, when D = r + 1 is odd;
(ii) both n2 − 1, when D = r + 1 is even.
It is known that Dickson polynomials of the second kind with parameter α and degree r,
denoted by Er(x, α), satisfy the following recurrence equations; see [106].
E0(x, α) = 1 and E1(x, α) = x
Ei+1(x, α) = xEi(x, α)− αEi−1(x, α), for i ≥ 1
We see that the polynomials Hr(x) (see Equation 8.1) are the Dickson polynomials of the
second kind with parameter ∆− 1 and degree r.
Properties of Dickson polynomials as well as their relationships with the classical Chebyshev
polynomials can be found in [106].
The roots of Hr(x), obtained in [144], are: 2
√
∆− 1 cos ipir+1 for i = 1, . . . , r. This result
suggests setting x = −2√∆− 1 cosϕ, 0 < ϕ < pi, in Hr(x), from where we obtain
Hr(x) = (−s)r sin (r + 1)ϕsinϕ ,with s =
√
∆− 1 (8.5)
Now we make the change of variable ϕ = ipi−αr+1 , as suggested in [8, 17]. Then, by using
Equation (8.5), Equation (8.4) transforms into
sinα− ηis−r sinϕ = 0, where ηi = ε(−1)r+i+1 (8.6)
Furthermore, note that the polynomialHr(x) equals the polynomial Er+1(x) from [17]. There-
fore, by substituting r for r + 1 in Lemma 3.3 from [17], we obtain the following result (the
bounds for α are derived from the proof of Lemma 3.3).
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Lemma 8.1 (Modiﬁcation of Lemma 3.3 from [17]) For either value of ε, Equation (8.4)
has r distinct roots θ1 < θ2 < . . . < θr, with θi = −2s cosϕi (0 < ϕi < pi). Furthermore, if we
set ϕi = ipi−αir+1 then
0 < αi < min{s−rϕi, s−r(pi − ϕi)} if ηi = 1
max{−s−rϕi,−s−r(pi − ϕi)} < αi < 0 if ηi = −1
and consequently
ipi
r+1+s−r < ϕi <
ipi
r+1 if ηi = 1
ipi
r+1 < ϕi <
ipi
r+1−s−r if ηi = −1
By Theorem 13 and Lemma 8.1, it follows that the polynomial
ψ(x) = (x2 −∆2)(Hr(x)− 1)(Hr(x) + 1)
is the minimal polynomial of Γ.
8.2 Multiplicities of Eigenvalues
In this section we compute the multiplicities of the eigenvalues diﬀerent from ±∆ of Γ. First
some lemmas are needed.
Lemma 8.2 (Lemma 3.4 from [69]) Let θ be a simple root of the polynomial f(x), and put
fθ(x) =
f(x)
x−θ . If M is a matrix satisfying f(M) = 0 then
tr(fθ(M))
fθ(θ)
is the multiplicity of θ as
an eigenvalue of M , and so is rational, where tr(M) stands for the trace of M .
Lemma 8.3 (Corollary of Proposition 21.2 from [15]) Let G be a Moore bipartite graph
of degree ∆ and diameter D (and of girth 2D). Then, G has D+1 distinct eigenvalues, which
are the eigenvalues of the (D + 1) × (D + 1) intersection matrix BD of the Moore bipartite
graph. The matrix BD is deﬁned below.
BD =

0 1
∆ 0 1 0
∆− 1 0 1
∆− 1 0 1
. . .
. . .
. . . 1
0 ∆− 1 0 ∆
∆− 1 0

Lemma 8.4 ([74]) In a ∆-regular graph G the number of closed walks of length q < g(G)
starting (and ending) at any vertex of G equals the number of such walks starting (and ending)
at any vertex of the inﬁnite ∆-regular tree. Furthermore, the entry (Bqd g(G)
2
e)0,0 gives this
number.
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F Theorem 14 The multiplicity m(θ) of θ, θ 6= ±∆, as an eigenvalue of A is
m(θ) =
n∆(∆− 1)Hr−1(θ)
2H ′r(θ)(∆2 − θ2)
− nθ
εH ′r(θ)(∆2 − θ2)
(8.7)
where H ′r(x) is the derivative of Hr(x).
Proof. To compute the multiplicity of an eigenvalue θ of Γ, we follow the method used in [8].
Consider the minimal polynomial of Γ, that is, ψ(x) = (x2 −∆2)(Hr(x)− 1)(Hr(x) + 1), and
let us set ψθ(x) =
ψ(x)
x−θ . Then, by Lemma 8.2, m(θ) =
tr(ψθ(A))
ψθ(θ)
.
As deg(Hr(x)) = r, deg(ψθ(x)) = 2r + 1, where deg(p(x)) stands for the degree of the
polynomial p(x).
Let us assume that ψθ(x) = x2r+1 + a2rx2r + · · ·+ a1x+ a0. Then
tr(ψθ(A)) = tr(A2r+1) + a2rtr(A2r) + · · ·+ a1tr(A) + a0tr(In)
Let now Bi+1 for i ≥ 0 be the intersection matrix representing a Moore bipartite graph of
girth 2i+ 2 and degree ∆ (in particular, B1 =
(
0 ∆
∆ 0
)
).
Recall that the number of closed walks of length q in Γ is given by tr (Aq). By Lemma 8.4, we
have that tr (Aq) = n(Bqr+1)0,0 for q = 1, . . . , 2r − 1, 2r + 1, and tr
(A2r) = n((B2rr+1)0,0 + 2).
Therefore, tr (ψθ(A)) = n ((ψθ(Br+1))0,0 + 2a2r).
As Γ is bipartite, its spectrum is symmetric with respect to 0. Therefore, by using Viète's
formulas, from the expression of ψθ(x), we obtain a2r = θ.
As (x2 −∆2)Hr(x) is the minimal polynomial of Br+1 (see [144]), we have
ψθ(Br+1) = −
B2r+1 −∆2In
Br+1 − θIn
Setting Li+1(x) = x
2−∆2
x−θ (Hi(x)−Hi(θ)) for i = 0, . . . , r, we get
Lr+1(Br+1) = −Hr(θ)
B2r+1 −∆2In
Br+1 − θIn = −ε
B2r+1 −∆2In
Br+1 − θIn
Therefore, ψθ(Br+1) = εLr+1(Br+1).
By using ((x − θ)ψθ(x))′ = ((x2 −∆2)(H2r (x) − 1))′, where (ψ(x))′ stands for the derivative
of ψ(x), we have ψθ(θ) = 2εH ′r(θ)(θ2 −∆2). Thus
m(θ) =
n(Lr+1(Br+1))0,0
2H ′r(θ)(θ2 −∆2)
+
nθ
εH ′r(θ)(θ2 −∆2)
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We are now interested in ﬁnding a recurrence relation for the expression (Li+1(Bi+1))0,0. In
fact
Li+1(x) =
x2 −∆2
x− θ (Hi(x)−Hi(θ))
=
x2 −∆2
x− θ [xHi−1(x)− (∆− 1)Hi−2(x)− (θHi−1(θ)− (∆− 1)Hi−2(θ))]
=
x2 −∆2
x− θ (xHi−1(x)− θHi−1(θ))− (∆− 1)Li−1(x)
=
x2 −∆2
x− θ (xHi−1(x)− θHi−1(x)) + θLi(x)− (∆− 1)Li−1(x)
= (x2 −∆2)Hi−1(x) + θLi(x)− (∆− 1)Li−1(x)
Setting x = Bi, we have Li+1(Bi) = θLi(Bi)− (∆− 1)Li−1(Bi).
As the graphs represented by Bi+1, Bi, Bi−1 have girths 2i + 2, 2i and 2i − 2, respectively,
(Bqi+1)0,0=(Bqi )0,0=(Bqi−1)0,0 for q = 0, . . . , 2i− 3 and i ≥ 2.
Since deg(Li+1(x)) = i+ 1, (Li−1(Bi))0,0=(Li−1(Bi−1))0,0 and (Li+1(Bi+1))0,0=(Li+1(Bi))0,0.
Thus, (Li+1(Bi+1)0,0 = θ(Li(Bi))0,0−(∆−1)(Li−1(Bi−1))0,0, and setting li+1 = (Li+1(Bi+1))0,0,
we have the desired recurrence relation
l0 = l1 = 0
l2 = ∆−∆2
li+1 = θli − (∆− 1)li−1 for i ≥ 2
Hence, we obtain that li+1 = (∆−∆2)Hi−1(θ) for i ≥ 1, and the theorem follows, that is
m(θ) =
n∆(∆− 1)Hr−1(θ)
2H ′r(θ)(∆2 − θ2)
− nθ
εH ′r(θ)(∆2 − θ2)

8.2.1 Multiplicities as Functions of cosϕ
For practical purposes, we need to have the expression of m(θ) with θ = −2s cosϕ as a function
of cosϕ.
F Lemma 19 For either value of ε, if we set θi = −2s cosϕi for i = 1, . . . , r then
m(θi) =
n
4s2
f(cosϕi)g(ηi cosϕi)
where
f(z) =
4s2(1− z2)
∆2 − 4s2z2 and g(z) =
∆(∆− 1)
(√
1− s−2r(1− z2) + s−rz
)
− 4s2−rz
(r + 1)
√
1− s−2r(1− z2) + s−rz .
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Proof. Recall that ϕi = ipi−αir+1 for i = 1, . . . , r. By Equation (8.5)
dHr(θi)
dθi
dθi
dϕi
=
d
dϕi
(
(−s)r sin (r + 1)ϕi
sinϕi
)
=
(−s)r
sinϕi
((r + 1) cos (r + 1)ϕi − cotϕi sin (r + 1)ϕi)
=
(−s)r
sinϕi
((r + 1) cos (ipi − αi)− cotϕi sin (ipi − αi))
=
(−s)r
sinϕi
(
(−1)i(r + 1) cosαi + (−1)i cotϕi sinαi
)
=
(−s)r(−1)i
sinϕi
((r + 1) cosαi + cotϕi sinαi)
Therefore
H ′r(θi) =
(−s)r(−1)i
2s sin2 ϕi
((r + 1) cosαi + cotϕi sinαi)
and by Equation (8.6), we have
H ′r(θi) =
(−s)r(−1)i
2s sin2 ϕi
(
(r + 1) cosαi + ηis−r cosϕi
)
(8.8)
Substituting Hr−1(θi) = (−s)r−1(−1)i+1 sin (ϕi+αi)sinϕi and H ′r(θi) in Equation (8.7), we obtain
m(θi) =
n sinϕi
(∆2 − θ2i )
∆(∆− 1) sin (ϕi + αi) + 2θiηis1−r sinϕi
(r + 1) cosαi + ηis−r cosϕi
Since sin (ϕi + αi) = sinϕi(cosαi + ηis−r cosϕi), we have
m(θi) =
n sin2 ϕi
(∆2 − θ2i )
∆(∆− 1)(cosαi + ηis−r cosϕi) + 2θiηis1−r
(r + 1) cosαi + ηis−r cosϕi
By Equation (8.6) and Lemma 8.1, as ∆ ≥ 3 and r ≥ 2, it follows that 0 < αi < pi2 . Therefore,
cosαi > 0, and cosαi =
√
1− s−2r(1− cos2 ϕi) by Equation (8.6).
Consequently
m(θi) =
n
4s2
4s2(1− cos2 ϕi)
(∆2 − 4s2 cos2 ϕi)
∆(∆− 1)(√1− s−2r(1− cos2 ϕi) + ηis−r cosϕi)− 4ηis2−r cosϕi
(r + 1)
√
1− s−2r(1− cos2 ϕi) + ηis−r cosϕi
and taking f(z) = 4s
2(1−z2)
∆2−4s2z2 (as suggested in [8, 17]) and g(z) =
∆(∆−1)
(√
1−s−2r(1−z2)+s−rz
)
−4s2−rz
(r+1)
√
1−s−2r(1−z2)+s−rz ,
we obtain the desired formula
m(θi) =
n
4s2
f(cosϕi)g(ηi cosϕi).

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8.2.2 Properties of Functions f and g
In the previous section we expressed the multiplicity of an eigenvalue θ of Γ by means of certain
functions f and g. In this section we obtain several properties and relationships between these
functions.
Lemma 8.5 ([17]) For ∆ ≥ 3 and |z| < 1 the function f(z) is even and concave.
Proof. From the deﬁnition of f we can readily check that f is even. To prove that f(z)
is concave for |z| < 1, it suﬃces to show that f ′′(z) (the second derivative) is ﬁnite and
non-positive along the interval.
f ′′(z) =
8s2(4s2 −∆2)(12s2z2 + ∆2)
(−4s2z2 + ∆2)3 =
8(∆− 2)2(∆− 1)(12z2(∆− 1) + ∆2)
(4z2(∆− 1)−∆2)3
From the expression of f ′′(z), as |z| < 1, we can readily verify that f ′′(z) is non-positive. 
The aforementioned properties of f(z) were presented in [17] without proof.
F Lemma 20 For ∆ ≥ 3, r ≥ 5 and |z| < 1, the monotonicity of g(z) behaves as follows.
(i) For ∆ = 3, 4 the function g(z) is monotonic decreasing; and
(ii) for ∆ ≥ 5 g(z) is monotonic increasing.
Proof. To prove that g(z) is monotonic increasing (decreasing) for |z| < 1, it suﬃces to show
that g′(z) is positive (negative) along the interval.
g′(z) = − s
−r(−1 + s2r)(∆− 1) (4(1 + r)− r∆)√
1 + s−2r(−1 + z2)
(
z + (1 + r)sr
√
1 + s−2r(−1 + z2)
)2
From the expression of g′(z), we can verify that g′(z) is negative for ∆ = 3, 4 and r ≥ 5, while
it is positive for ∆ ≥ 5 and r ≥ 5. 
F Lemma 21 If cosϕ2 < − cosϕr and r ≥ 5, the following relationships between the func-
tions f and g hold.
(i) If ∆ = 3, 4 then
f(cosϕ2)
f(cosϕr)
>
g(cospi)
g(cos 0)
with the exception of the pairs (∆, r) (3, 5), (3, 6), (3, 7), and (3, 8); and
(ii) if ∆ ≥ 5 then
f(cosϕ2)
f(cosϕr)
>
g(cos 0)
g(cospi)
.
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Proof. Since ϕ2 ∈ (0, pi2 ) and ϕr ∈ (pi2 , pi) by Lemma 8.1, τ = pi − ϕr ∈ (0, pi2 ) and τ < ϕ2
(since cosϕ2 < − cosϕr = cos τ).
From the expression of f(cosϕ), we have
f(cosϕ2)
f(cosϕr)
=
f(cosϕ2)
f(cos τ)
= 1 +
cos 2τ − cos 2ϕ2
2 sin2 τ
∆2 − 4s2
∆2 − 4s2 cos2 ϕ2
By the mean value theorem, we have that cos 2τ−cos 2ϕ22τ−2ϕ2 = − sin 2γ for some γ ∈ (τ, ϕ2).
Consequently
cos 2τ − cos 2ϕ2
2 sin2 τ
=
(ϕ2 − τ) sin 2γ
sin2 τ
=
2(ϕ2 − τ) sin γ cos γ
sin2 τ
Also, since 0 < τ < γ < ϕ2 < pi2 , we have sin γ > sin τ and cos γ > cosϕ2, and thus
cos 2τ − cos 2ϕ2
2 sin2 τ
> 2(ϕ2 − τ)cosϕ2sin τ
By Lemma 8.1, for i = 1, . . . , r if ηi = 1 then ipir+1+s−r < ϕi <
ipi
r+1 , and
ipi
r+1 < ϕi <
ipi
r+1−s−r
otherwise. Therefore, at any case
ipi
r + 1 + s−r
< ϕi <
ipi
r + 1− s−r
and consequently
ϕ2 − τ = ϕ2 + ϕr − pi > 2pi
r + 1 + s−r
+
rpi
r + 1 + s−r
− pi = pi(−1 + s
r)
1 + (1 + r)sr
Furthermore, cosϕ2 > cos 2pir+1−s−r > cos
2pi
5 =
√
5−1
4 >
1
4 (since r ≥ 5), and since | sinx| ≤ |x|
for all x ∈ R, we have
sin τ ≤ τ = pi − ϕr < pi − rpi
r + 1 + s−r
=
pi(1 + sr)
1 + (1 + r)sr
Therefore
f(cosϕ2)
f(cos τ)
> 1 +
2pi(−1 + sr)
(1 + (1 + r)sr)
1 + (1 + r)sr
4pi(1 + sr)
4(∆2 − 4s2)
4∆2 − s2
= 1 +
2(−1 + sr)
1 + sr
∆2 − 4s2
4∆2 − s2 (8.9)
Proof of Claim (i). From the expression of g(z) we obtain
g(−1)
g(1)
= 1 +
2sr(4(r + 1)− r∆)
(−1 + sr(r + 1))(∆(1 + sr)− 4) (8.10)
Therefore, considering Equations (8.9) and (8.10), it suﬃces to show that, for ∆ = 3, 4 and
r ≥ 5, with the exceptions of the pairs (3, 5), (3, 6), (3, 7), and (3, 8), the following inequality
holds
−1 + sr
1 + sr
∆2 − 4s2
4∆2 − s2 >
sr(4(r + 1)− r∆)
(−1 + sr(r + 1))(∆(1 + sr)− 4)
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or equivalently that
h(r) =
−1 + sr
1 + sr
∆2 − 4s2
4∆2 − s2 −
sr(4(r + 1)− r∆)
(−1 + sr(r + 1))(∆(1 + sr)− 4) > 0
Indeed, using s =
√
∆− 1, for ∆ = 3 and r ≥ 9 we have
h(r) =
−1− (131 + 33r)2 r2 − 143 · 2r − 19r21+r + (3 + 3r)23 r2
34(1 + 2r/2)(−1 + 3 · 2 r2 )(−1 + (1 + r)2 r2 ) > 0
while for ∆ = 4 and r ≥ 4 we have
h(r) =
−57− 4r3 r2 − 23 · 31+ r2 + (4 + 4r)3r
61(1 + 3r/2)(−1 + (1 + r)3 r2 ) > 0
Thus we obtain the claim. 
Proof of Claim (ii). From the expression of g(z) we obtain
g(1)
g(−1) = 1 +
2sr(r∆− 4(1 + r))
(1 + (1 + r)sr)(4 + ∆(−1 + sr)) (8.11)
Therefore, considering Equations (8.9) and (8.11), it suﬃces to show that for ∆ ≥ 5 and r ≥ 5
−1 + sr
1 + sr
∆2 − 4s2
4∆2 − s2 >
sr(r∆− 4(1 + r))
(1 + (1 + r)sr)(4 + ∆(−1 + sr))
To see this ﬁrst consider a(r).
a(r) =
−1 + sr
1 + sr
∆2 − 4s2
4∆2 − s2 −
sr(r∆− 4(1 + r))
(1 + (1 + r)sr)(4∆2 − s2) =
=
−(∆2 − 4s2)− (r(∆2 − 4s2) + r∆− 4(1 + r))sr + ((∆2 − 4s2 + 4)(1 + r)− r∆)s2r
(4∆2 − s2)(1 + sr)(1 + (1 + r)sr)
From the expression of a(r), we can verify that a(r) > 0 for ∆ ≥ 5 and r ≥ 5. Finally, it is
not diﬃcult to see that
sr(r∆− 4(1 + r))
(1 + (1 + r)sr)(4∆2 − s2) >
sr(r∆− 4(1 + r))
(1 + (1 + r)sr)(4 + ∆(−1 + sr))
and thus, the claim follows. 
This completes the proof of the lemma. 
8.3 Results about Bipartite (∆, D,−2)-Graphs, ∆ ≥ 3 and D ≥ 4
We now state a theorem that allows us to transform the study of the non-existence of bipartite
(∆, D,−2)-graphs for D ≥ 4 to the study of the irreducibility of the polynomials HD−1(x)−1
for D ≥ 4 over the ﬁeld Q of rational numbers.
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F Theorem 15 If a bipartite (∆, D,−2)-graph, ∆ ≥ 3 and D = r + 1 ≥ 4, exists then
Hr(x)− 1 must be reducible over the ﬁeld Q of rational numbers.
Furthermore, if D ≥ 4 is even then also Hr(x) + 1 must be reducible over Q.
Proof. For even diameter D = r + 1, by Corollary 8, we have
r∑
i=1
m(λi) =
r∑
i=1
m(ρi) =
n
2
− 1
where λi and ρi for i = 1, . . . , r are the roots of Hr(x)− 1 and Hr(x) + 1, respectively.
If one of the polynomials is irreducible over Q then all its roots have the same multiplicity
n−2
2D−2 . Therefore, (2D − 2)|(n− 2), but, by Lemma 14, (2D − 2)|n, a contradiction.
For odd diameter, if Hr(x) − 1 is irreducible then, since
∑r
i=1 m(λi) =
n
2 − 2, we have that
m(λi) = n−42D−2 , and so (2D − 2)|(n− 4), a contradiction for D ≥ 5. 
Note that for odd diameters Hr(x)+1 may be irreducible even if a bipartite (∆, D,−2)-graph
exists.
Non-existence of Bipartite (∆, D,−2)-Graphs for ∆ ≥ 3 and D = 4, 6
In this subsection we analytically prove the irreducibility of the polynomials Hr(x) − 1 for
r ∈ {3, 5} over Q. In this way, we rule out the existence of bipartite (∆, D,−2)-graphs for
∆ ≥ 3 and D = 4, 6.
F Theorem 16 There are no bipartite (∆, D,−2)-graphs for ∆ ≥ 3 and D = 4 and 6.
Proof. In this proof we make use of Theorem 15, thereby aiming to prove the irreducibility
of Hr(x)− 1 for r ∈ {3, 5, 7} over Q.
For diameter 4, we have that H3(x) − 1 = x3 − 2(∆ − 1)x − 1. As ±1 is not a root of
H3(x)− 1, H3(x)− 1 is irreducible over Q.
For diameter 6, we have thatH5(x)−1 = x5−4(∆−1)x3+3(∆−1)2x−1. As ±1 is not a root
of H5(x)−1, if H5(x)−1 is reducible over Q then H5(x)−1 = (x2 +ax+b)(x3 +cx2 +dx+e),
where a, b, c, d, e ∈ Z. Therefore, we have the following system of equations:
a+ c = 0 (8.12)
d+ ac+ b = −4(∆− 1) (8.13)
e+ ad+ bc = 0 (8.14)
ae+ bd = 3(∆− 1)2 (8.15)
be = −1 (8.16)
From (8.16), we have that either b = 1 and e = −1 or b = −1 and e = 1. Let us consider the
ﬁrst case. From (8.12), (8.13) and (8.15), we obtain
− a2 + a+ 3(∆− 1)2 + 4(∆− 1) + 1 = 0 (8.17)
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From (8.12), (8.14) and (8.15), we obtain
a2 + 3(∆− 1)2a− a− 1 = 0 (8.18)
Therefore, from Equations (8.17) and (8.18), a = −1 − 43(∆−1) /∈ Z, a contradiction when
∆ 6= 1.
Similarly, for the case b = −1 and e = 1, we have that a + 1 = 4(∆−1)−2
3(∆−1)2−2 , and clearly
0 < 4(∆− 1)− 2 < 3(∆− 1)2 − 2 for ∆ ≥ 3. Thus, H5(x)− 1 is irreducible over Q. 
The same approach is likely to work for polynomials of higher degrees, but involves unpleasant
lengthy computations. At this point we present the following conjecture.
F Conjecture 1 For odd r ≥ 9 the polynomial Hr(x)− 1 or Hr(x) + 1 is irreducible over Q.
If this conjecture holds then we will have the non-existence of bipartite (∆, D,−2)-graphs
with ∆ ≥ 3 and even diameter D ≥ 10.
Although Theorem 15 gives a suﬃcient condition for the non-existence of bipartite graphs of
defect 2 for both even and odd diameters, it turns out that even for small values of D, deciding
the irreducibility of Hr(x) − 1 over Q is a more diﬃcult problem for odd diameters than for
even diameters. Therefore, in the next section we suggest another approach that could be
used for odd diameters.
8.3.1 Algebraic Approach for Odd Diameters
Let Γ be a bipartite (∆, D,−2)-graph of odd diameter D and order n = 2m. Denote by A
the adjacency matrix of Γ.
Let us recall that in the polynomial Fh(A), the element (Fh(A))α,β for h < g counts the
number of paths of length h joining the vertices α and β of Γ, where g stands for the girth of
Γ.
We ﬁnd that the matrices Fh(A) satisfy the relationship
(D−1)/2∑
j=0
F2j(A) = (Jm ⊕ Jm) +B (8.19)
where B is the defect matrix, Jm is the matrix in which all entries are 1, and ⊕ is the direct
sum between matrices.
Note that all the matrices F2j(A) have the form
(
E2j 0
0 E′2j
)
.
Recall that, with a suitable labeling of the vertices of Γ, the defect matrix B becomes the
direct sum of n2 2 × 2 matrices, each of the form
(
0 1
1 0
)
, and takes the form
(
R 0
0 R′
)
.
Therefore, Equation (8.19) transforms into
(D−1)/2∑
j=0
E2j = Jm +R (8.20)
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Equation (8.20) allows us to make statements about the whole graph Γ, based on considerations
concerning only one of the partite sets of Γ.
Bipartite (∆, 3,−2)-graphs for ∆ ≥ 5
This method cannot be used to prove the non-existence of bipartite (∆, 3,−2)-graphs for
∆ ≥ 5. Indeed, we have that
In + F2(A) = (Jm ⊕ Jm) +B
From this equation we get that
A2 = (Jm ⊕ Jm) +B + (∆− 1)In (8.21)
Recall that Spec(B) =
(
1 −1
n
2
n
2
)
and that Spec(Jm) =
(
m 0
1 m− 1
)
.
The eigenvalue 1 of B and the eigenvalue m of Jm are associated with the all 1's vector.
Therefore, from Equation (8.21) we obtain that Spec(A2) =
(
∆2 ∆ ∆− 2
2 m− 2 m
)
, and
consequently
Spec(A) =
(
∆ −∆ √∆ −√∆ √∆− 2 −√∆− 2
1 1 m2 − 1 m2 − 1 m2 m2
)
The spectrum of a bipartite (∆, 3,−2)-graphs, ∆ ≥ 3, was also obtained in Chapter 7 by using
a slightly diﬀerent approach.
In this case the complete spectrum of the graph does not lead to any contradiction.
Non-existence of Bipartite (∆, 5,−2)-graphs for ∆ ≥ 3
The aim of this section is to prove the following theorem.
F Theorem 17 There are no bipartite (∆, 5,−2)-graphs for ∆ ≥ 3.
Proof. By Lemma 14, we see that there are no bipartite (3, 5,−2)-graphs. Henceforth, we
assume ∆ ≥ 4.
For D = 5, n = 2m = 2∆(∆− 1)(∆2 − 2∆ + 2). In this case we obtain that
In + F2(A) + F4(A) = (Jm ⊕ Jm) + (R⊕R).
By considering Recurrence Equation (8.1), we have that
F 22 (A)− (∆− 3)F2(A) + (1 + ∆−∆2)In = (Jm ⊕ Jm) + (R⊕R)
By Equation (8.20), we ﬁnally get
E22 − (∆− 3)E2 + (1 + ∆−∆2)Im = Jm +R (8.22)
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Since E2, R and Jm are symmetric matrices, they are diagonalizable. The matrix Jm com-
mutes with R, since RJm = JmR = Jm. Then the matrix R commutes with E2. Therefore,
Jm commutes with E2, and hence all the three matrices are simultaneously diagonalizable.
Recall that the eigenvalues of R are 1 and −1, each with multiplicity m2 . The eigenvalue
∆(∆ − 1) of E2 is paired with the eigenvalues 1 of R and m of Jm (associated to the all 1's
vector). Therefore, the eigenvalues of E2, other than ∆(∆− 1), are roots λ satisfying
λ2 − (∆− 3)λ+ 1 + ∆−∆2 = 1, occurring m
2
− 1 times (8.23)
λ2 − (∆− 3)λ+ 1 + ∆−∆2 = −1, occurring m
2
times (8.24)
Denote by λ1 and λ2 the roots of Equation (8.23), and by m1 and m2 their corresponding
multiplicities. In the same way, denote by λ3 and λ4 the roots of Equation (8.24), and by m3
and m4 their corresponding multiplicities . Then m1 +m2 = m2 − 1 and m3 +m4 = m2 .
Recall that by Lemma 14, ∆ 6≡ 3 (mod 4), so m2 ≡ 0 (mod 2).
In this case m1 + m2 is odd, so λ1 and λ2 are integers, and the discriminant 5(∆ − 1)2 + 4
of Equation (8.23) must be a perfect square. At least one of the integers 5(∆ − 1)2 + 4 and
5(∆−1)2−4 is not a perfect square, for ∆ 6= 0, 2 (the only pair of perfect squares diﬀering by
8 is {1,9}). Therefore, the discriminant 5(∆− 1)2 − 4 of Equation (8.24) cannot be a perfect
square, unless ∆ = 0, 2.
Consequently, m3 = m4 = m4 and λ3m3 + λ4m4 =
m
4 (λ3 + λ4) =
m(∆−3)
4 . As the trace of
E2 is 0, we have that the system of equations λ1m1 + λ2m2 = −∆(∆ − 1) − m(∆−3)4 and
m1 +m2 = m2 − 1 has integer solutions. From this system of equations, we obtain(
λ1 λ2
1 1
)(
m1 1
m2 1
)
=
(
−∆(∆− 1)− m(∆−3)4 ∆− 3
m
2 − 1 2
)
As a result, by considering the determinants of the above matrices, we obtain that
(λ1 − λ2)(m1 −m2) = −∆5 + 6∆4 − 13∆3 + 12∆2 − 3∆− 3
Since (λ1 − λ2)2 = 5(∆− 1)2 + 4, we obtain that
(−∆5 + 6∆4 − 13∆3 + 12∆2 − 3∆− 3)2
5(∆− 1)2 + 4 ∈ Z
Let us set f(∆) = (−∆5 + 6∆4 − 13∆3 + 12∆2 − 3∆− 3)2, then
3125f(∆) = g(∆)
(
5(∆− 1)2 + 4)+ 1540∆− 1044
where g(∆) has coeﬃcients in Z. Thus
1540∆− 1044
5(∆− 1)2 + 4 ∈ Z
but no value ∆ ≥ 4 satisﬁes this condition. 
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Bipartite (∆, 7,−2)-graphs for ∆ ≥ 3
For diameter 7 we have that n = 2m = 2∆(∆− 1)(∆2 − 3∆ + 3)(∆2 −∆ + 1) and that
E32 + (5− 2∆)E22 − (∆2 + 2∆− 6)E2 + (1 + ∆(∆2 − 4∆ + 3))Im = Jm +R
Therefore, the eigenvalues of E2, other than the one paired with the eigenvalues 1 of R and
m of Jm (associated to the all 1's vector), are roots λ satisfying
λ3 +(5−2∆)λ2−(∆2 +2∆−6)λ+1+∆(∆2−4∆+3) = 1, occurring m
2
− 1 times (8.25)
λ3 +(5−2∆)λ2− (∆2 +2∆−6)λ+1+∆(∆2−4∆+3) = −1, occurring m
2
times (8.26)
Denote by λ1, λ2 and λ3 the roots of Equation (8.25), and by m1, m2 and m3 their corre-
sponding multiplicities. In the same way, denote by λ4, λ5 and λ6 the roots of Equation (8.26),
and by m4, m5 and m6 their corresponding multiplicities. Then m1 +m2 +m3 = m2 − 1 and
m4 +m5 +m6 = m2 .
By Lemma 14, for any ∆ ≥ 3, m ≡ 0 (mod 6). Therefore, at least one of the roots of Equation
(8.25) must be an integer. However, in this case, with our available resources, we were not
able to deduce the non-existence or otherwise of bipartite (∆, 7,−2)-graphs for ∆ ≥ 3.
8.4 Non-existence of Bipartite (∆, D,−2)-Graphs, ∆ ≥ 3, D ≥ 6
Denote by Γ a bipartite (∆, D,−2)-graph with ∆ ≥ 3 and D = r + 1 ≥ 6.
The methods developed in the preceding section have failed to provide a feasible way to
decide the non-existence or otherwise of bipartite (∆, D,−2)-graphs when D ≥ 7. Therefore,
to continue studying such graphs a diﬀerent approach is needed. We turn our attention to the
analysis of the multiplicities of the eigenvalues of Γ. We obtain that these multiplicities satisfy
certain inequalities, from where we ﬁnally obtain the non-existence of bipartite (∆, D,−2)-
graphs with ∆ ≥ 3 and D ≥ 6.
In this section we prove the following theorem.
F Theorem 18 Bipartite (∆, D,−2)-graphs for ∆ ≥ 3 and D ≥ 6 do not exist.
To prove the theorem we prepare two lemmas.
F Lemma 22 Let λ1 < λ2 < · · · < λr be the roots of Hr(x)− 1 = 0, and ρ1 < ρ2 < · · · < ρr
the roots of Hr(x) + 1 = 0. Then the following assertions hold for ∆ ≥ 3 and r ≥ 5.
(i) If r is even then m(λi) = m(λ1+r−i) and m(ρi) = m(ρ1+r−i), whereas if r is odd then
m(λi) = m(ρ1+r−i), for 1 ≤ i ≤ r; and
(ii) if r is even then m(ρ1) < m(ρi), whereas if r is odd then m(λ1) < m(λi), whenever
i = 2, . . . , r − 1, and any pair (∆, r) 6= (3, 5), (3, 6), (3, 7), (3, 8); and
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(iii) m(λr) < m(λi) for i = 2, . . . , r − 1.
Proof. Next we prove each claim in order.
Proof of Claim (i). If r is even, it follows that Hr(−x) = Hr(x) (see Equation (8.5)) and
that λi + λ1+r−i = ρi + ρ1+r−i = 0, and thus, by checking Equation (8.7), we have that
m(λi) = m(λ1+r−i) and m(ρi) = m(ρ1+r−i) for 1 ≤ i ≤ r. If instead r is odd, we have that
Hr(−x) = −Hr(x); therefore, λi + ρ1+r−i = 0 and m(λi) = m(ρ1+r−i) for 1 ≤ i ≤ r. 
Proof of Claim (ii). Assume r is even, ε = −1, and ρi = −2s cosϕi for i = 1, . . . , r. Then
ηi = (−1)i.
By (i), − cosϕ1 = cosϕr. Then, since − cosϕ1 = cosϕr < cosϕi < cosϕ1, by Lemma 8.5 we
have that
f(cosϕ1) < f(cosϕi) for i = 2, . . . , r − 1
First suppose ∆ ≥ 5 and r ≥ 5. Since cosϕi < | cosϕ1|, g(− cosϕ1) < g(± cosϕi) for
i = 2, . . . , r − 1 (by Lemma 20 (ii)), and thus, m(ρ1) < m(ρi).
Suppose ∆ = 3, 4 and r ≥ 5. In this case g is monotonic decreasing (by Lemma 20 (i)), so we
cannot use the same argument as before. Here we also want to prove
f(cosϕ1)g(− cosϕ1) < f(cosϕi)g(ηi cosϕi) for i = 2, . . . , r − 1
Since cos 0 > cosϕi > cospi, we have that g(cos 0) < g(cosϕi) < g(cospi). Then
f(cosϕ1)g(− cosϕ1) < f(cosϕ1)g(cospi) and f(cosϕi)g(cos 0) < f(cosϕi)g(ηi cosϕi)
Consequently, it suﬃces to prove that, for any pair (∆, r) other than (3, 5), (3, 6), (3, 7), (3, 8)
f(cosϕi)
f(cosϕ1)
>
g(cospi)
g(cos 0)
Besides, since f(cosϕ2) ≤ f(cosϕi) for i = 2, . . . , r − 1, we can equivalently prove that
f(cosϕ2)
f(cosϕr)
>
g(cospi)
g(cos 0)
and as cosϕ2 < cosϕ1 = − cosϕr, such a inequality follows from Lemma 21 (i). Therefore,
m(ρ1) < m(ρi).
Now assume that r is odd, ε = 1, λi = −2s cosϕi, and ρi = −2s cosσi for i = 1, . . . , r. Then
ηi = (−1)i.
Since λ1 < λi, ηi cosϕi > − cosϕ1 for ηi = −1. Moreover, since r is odd, we obtain that
ρi + λ1+r−i = 0 by virtue of (i). We next prove that ηi cosϕi > − cosϕ1 for ηi = 1. Since
cosϕ1 > 0 by Lemma 8.1, we only consider the case of cosϕi < 0. By Lemma 8.1
ipi
r + 1 + s−r
< ϕi <
ipi
r + 1
and
ipi
r + 1
< σi <
ipi
r + 1− s−r
Therefore, ϕi < σi, and since ϕi, σi ∈ (0, pi), we obtain that cosϕi > cosσi. Because
ρr = 2s cosϕ1 ≥ ρi = −2s cosσi > −2s cosϕi, cosϕi > − cosϕ1. That is
− cosϕ1 < cosϕi < cosϕ1 for i = 2, . . . , r
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Then, by Lemma 8.5, f(cosϕ1) < f(cosϕi) for i = 1, . . . , r.
First suppose ∆ ≥ 5 and r ≥ 5. By Lemma 20 (ii), it follows that g(− cosϕ1) < g(± cosϕi)
for i = 2, . . . , r − 1, and thus, m(λ1) < m(λi).
Suppose ∆ = 3, 4 and r ≥ 5. Since cos 0 > cosϕi > cospi, by Lemma 20 (i) we have that
g(cos 0) < g(cosϕi) < g(cospi). Therefore, as above, we only need to show that
f(cosϕi)
f(cosϕ1)
>
g(cospi)
g(cos 0)
or equivalently, since f(cosϕ1) < f(cosϕr) and f(cosϕ2) ≤ f(cosϕi) for i = 2, . . . , r−1, that
f(cosϕ2)
f(cosϕr)
>
g(cospi)
g(cos 0)
(8.27)
Indeed, as cosϕ2 < − cosϕr = cosα1 (by Lemma 8.1), the inequality (8.27) follows from
Lemma 21 (i), and thus, m(λ1) < m(λi). 
Proof of Claim (iii). Assume ε = 1 and λi = −2s cosϕi for i = 1, . . . , r. Then ηr = −1.
First suppose r is even.
As above, f(cosϕ1) = f(cosϕr) < f(cosϕi) for i = 2, . . . , r − 1.
Now suppose ∆ = 3, 4 and r ≥ 5. Since λr > λi, cosϕr < cosϕi. Moreover, since λ1 +λr = 0,
cosϕr = − cosϕ1 < − cosϕi (λ1 < λi). Thus, by Lemma 20 (i), g(− cosϕr) < g(± cosϕi) for
i = 2, . . . , r − 1, and m(λr) < m(λi).
Suppose ∆ ≥ 5 and r ≥ 5. In this case g is monotonic increasing. As cos 0 > cosϕi > cospi,
we have that g(cos 0) > g(cosϕi) > g(cospi). Then
f(cosϕr)g(− cosϕr) < f(cosϕr)g(cos 0) and f(cosϕi)g(cospi) < f(cosϕi)g(ηi cosϕi)
Moreover, since f(cosϕ2) ≤ f(cosϕi) for i = 2, . . . , r − 1, it suﬃces to prove that
f(cosϕ2)
f(cosϕr)
>
g(cos 0)
g(cospi)
inequality following from Lemma 21 (ii) because cosϕ2 < − cosϕr. Therefore, m(λr) < m(λi).
Suppose r is odd.
Since λr > λi, ηi cosϕi < − cosϕr for ηi = −1. Moreover, since r is odd, we obtain that
ρi + λ1+r−i = 0 by virtue of (i). We next prove that ηi cosϕi < − cosϕr for ηi = 1. Since
cosϕr < 0 by Lemma 8.1, we only consider the case of cosϕi > 0. Set ρi = −2s cosσi. By
Lemma 8.1
ipi
r + 1 + s−r
< ϕi <
ipi
r + 1
and
(i− 1)pi
r + 1 + s−r
< σi−1 <
(i− 1)pi
r + 1
Therefore, ϕi > σi−1, and since ϕi, σi ∈ (0, pi), it follows that cosϕi < cosσi−1. Since
ρ1 = 2s cosϕr ≤ ρi−1 = −2s cosσi−1 < −2s cosϕi, cosϕi < − cosϕr. That is
cosϕr < cosϕi < − cosϕr for i = 2, . . . , r − 1
Then, by Lemma 8.5, f(cosϕr) < f(cosϕi) for i = 2, . . . , r − 1.
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Suppose ∆ = 3, 4 and r ≥ 5. By Lemma 20 (i), g(− cosϕr) < g(± cosϕi) for i = 2, . . . , r− 1,
and thus, m(λr) < m(λi).
Finally suppose ∆ ≥ 5 and r ≥ 5. Then
f(cosϕr)g(− cosϕr) < f(cosϕr)g(cos 0) and f(cosϕi)g(cospi) < f(cosϕi)g(ηi cosϕi)
Besides, since f(cosϕ2) ≤ f(cosϕi) for i = 2, . . . , r − 1, it suﬃces to prove that
f(cosϕ2)
f(cosϕr)
>
g(cos 0)
g(cospi)
inequality following from Lemma 21 (ii). Thus, m(λr) < m(λi), and the claim follows. 
This completes the proof the lemma. 
Next we rule out the pairs (∆, r) not covered in the previous lemma, that is, (3, 5), (3, 6),
(3, 7) and (3, 8).
F Lemma 23 There are no bipartite (3, D,−2)-graphs for D = 6, 7, 8, 9.
Proof. The non-existence of bipartite (3, D,−2)-graphs with D = 6, 8, 9 follows from Lemma
14. Indeed, the condition 2(D − 1)|n implies for cubic graphs that (D − 1)|(2D − 2), and the
values 6, 8, 9 do not pass the test. To prove the non-existence of bipartite (3, 7,−2)-graphs, we
use the fact that the multiplicity of each eigenvalue of the hypothetical graph must be integer.
Set ε = 1. For ∆ = 3, H6(θ) = −8 + 24θ2 − 10θ4 + θ6, H6(θ)− 1 = (−3 + θ2)(3− 7θ2 + θ4),
H ′6(θ) = 48θ − 40θ3 + 6θ5, and H5(θ) = θ(12 − 8θ2 + θ4). The order of such a hypothetical
graph is 252. By Theorem 14
m(θ) = − 252θ
(9− θ2)(48θ − 40θ3 + 6θ5) +
756(12θ − 8θ3 + θ5)
(9− θ2)(48θ − 40θ3 + 6θ5)
Considering the eigenvalue θ =
√
3, we have that m(
√
3) = 703 , a contradiction. Thus, there
are no bipartite (3, 7,−2)-graphs, and the lemma follows. 
Proof of Theorem 18. By Lemma 23, we can assume that for ∆ ≥ 3 and r ≥ 5 the pair
(∆, r) is diﬀerent from (3, 5), (3, 6), (3, 7) or (3, 8).
Suppose r is odd. By Lemma 22 (ii) and (iii), m(λ1) 6= m(λi) and m(λr) 6= m(λi) for
i = 2, . . . , r − 1. Therefore, λ1 and λr are either conjugate quadratic irrationals or integers,
and thus, λ1 + λr ∈ Z.
By Lemma 8.1, λ1 = −2s cosϕ1 and λr = −2s cosϕr, where
pi
r + 1
< ϕ1 <
pi
r + 1− s−r
rpi
r + 1
< ϕr <
rpi
r + 1− s−r (8.28)
We have that λ1 +λr = −2s(cosϕ1 +cosϕr). By (8.28), λ1 +λr > −2s(cos pir+1 +cos rpir+1) = 0,
because pi − pir+1 = rpir+1 .
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By Lemma 22 (i), λr = −ρ1 < 2s cos pir+1+s−r . Therefore
λ1 + λr < 2s
(
− cos pi
r+1−s−r + cos
pi
r+1+s−r
)
= 2s
(
−2 sin 12
(
pi
r+1+s−r − pir+1−s−r
)
sin 12
(
pi
r+1+s−r +
pi
r+1−s−r
))
< 4s12
(
pi
r+1−s−r − pir+1+s−r
)
1
2
(
pi
r+1+s−r +
pi
r+1−s−r
)
since | sinx| ≤ |x| ∀x ∈ R
= s[( pi
r+1−s−r )
2 − ( pi
r+1+s−r )
2]
= 4pi
2(r+1)s1−r
((r+1)2−s−2r)2
If we consider
u(r) = v(s) =
4pi2(r + 1)s1−r
((r + 1)2 − s−2r)2
then we see that the functions u(r) for r ≥ 3 and v(s) for s ≥ √2 (∆ ≥ 3) are monotonic
decreasing. In fact
u′(r) = −4pi
2s1+3r(1 + 3 ln s+ 3r ln s+ (1 + r)2s2r(3 + (1 + r) ln s))
(−1 + (1 + r)2s2r)3 < 0 for r ≥ 3
and
v′(s) = −4pi
2s3r(1 + 4r + 3r2 + (−1 + r)(1 + r)3s2r)
(−1 + (1 + r)2s2r)3 < 0 for s ≥
√
2
Furthermore, for r = 3 v(
√
2) = 512pi
2
16129 < 1. Thus, 0 < λ1 + λr < 1, a contradiction.
If instead r is even, by Lemma 22, we have that ρ1 and ρr = −ρ1 are either conjugate quadratic
irrationals or integers. Therefore, ρ21 ∈ Z. Analogously, we have that λ2r = λ21 ∈ Z. Hence,
λ21 − ρ21 ∈ Z.
By Lemma 8.1
−2s cos pi
r+1+s−r < λ1 < −2s cos pir+1
−2s cos pir+1 < ρ1 < −2s cos pir+1−s−r
Then, as λ21 > 4s
2 cos2 pir+1 and ρ
2
1 < 4s
2 cos2 pir+1 , we have that λ
2
1 − ρ21 > 0.
Furthermore, as λ21 < 4s
2 cos2 pi
r+1+s−r and ρ
2
1 > 4s
2 cos2 pi
r+1−s−r , we have that
λ21 − ρ21 < 4s2
(
cos2 pi
r+1+s−r − cos2 pir+1−s−r
)
= 4s2
(
sin2 pi
r+1−s−r − sin2 pir+1+s−r
)
= 4s2
(
sin pi
r+1−s−r − sin pir+1+s−r
)(
sin pi
r+1−s−r + sin
pi
r+1+s−r
)
= 16s2 sin pis
−r
(r+1)2−s−2r cos
pi(r+1)
(r+1)2−s−2r sin
pi(r+1)
(r+1)2−s−2r cos
pis−r
(r+1)2−s−2r
< 16 pi
2s−r+2(r+1)
((r+1)2−s−2r)2 cos
pi(r+1)
(r+1)2−s−2r cos
pis−r
(r+1)2−s−2r since | sinx| ≤ |x| ∀x ∈ R
< 16 pi
2s−r+2(r+1)
((r+1)2−s−2r)2
If we consider
u(r) = v(s) = 16
pi2s−r+2(r + 1)
((r + 1)2 − s−2r)2
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then we see that the functions u(r) for r ≥ 4 and v(s) for s ≥ √2 (∆ ≥ 3) are monotonic
decreasing. In fact
u′(r) = −16pi
2s2+3r(1 + 3 ln s+ 3r ln s+ (1 + r)2s2r(3 + (1 + r) ln s))
(−1 + (1 + r)2s2r)3 < 0 for r ≥ 4
and
v′(s) = −16pi
2(1 + r)s1+3r(2 + 3r + (−2 + r)(1 + r)2s2r)
(−1 + (1 + r)2s2r)3 < 0 for s ≥
√
2
Furthermore, for r = 4 v(
√
2) = 10240pi
2
159201 < 1. Thus, 0 < λ
2
1 − ρ21 < 1, a contradiction, and the
theorem follows. 
Therefore, by combining Theorems 16, 17, and 18, we obtain the main result of this chapter,
namely, the non-existence of all bipartite graphs of degree ∆ ≥ 3, diameter D ≥ 4 and defect
2.
F Theorem 19 There are no bipartite (∆, D,−2)-graphs with ∆ ≥ 3 and D ≥ 4.
. . .Chance plays some role, not a major one.
Insight is very important, while inspiration
often occurs only after many, many weeks,
months, or even years of hard thought. There-
fore relentless tenacity is important. The
imaginative use of analogies has played a
strong role for me.. . .
Attributed to Melvin Hochster (1943 ) [1].
9
Conclusions and Future Research
In this thesis we considered the undirected version of two important problems in graph theory,
namely, the degree/diameter problem and the degree/girth problem.
In the context of the degree/diameter problem, we analyzed both general and bipartite graphs.
For general graphs, in Chapter 4 we presented a new family of compound graphs of diameter
6, denoted by H∆−1(Kh). At least ﬁve members of this familynamely, H4(K3), H5(K4),
H8(K6), H11(K8) and H13(K10)constitute the graphs of largest known order of diameter 6
for their respective maximum degrees; see Table 4.5.
In Chapter 5, by proving the non-existence of (3, D,−4)-graphs with D ≥ 5, we completed
the census of (3, D,−4)-graphs for D ≥ 2, which is summarized below.
For diameter 2 there exist two regular (graphs (a) and (b) in Figure 5.2) and three non-regular
(3, 2,−4)-graphs (graphs (c), (d) and (e) in Figure 5.2). When the diameter is 3, there is a
unique (3, 3,−4)-graph; see Figure 5.3.
The results of Chapter 5, combined with [96], asserted that there are no (3, D,−4)-graphs
with D ≥ 4. These results also improved the upper bound on N3,D, D ≥ 5, implying that any
maximal graph of maximum degree 3 and diameter D ≥ 5 has order at most M3,D − 6.
A problem that follows naturally from the aforementioned characterization is to fully charac-
terize (3, D,−6)-graphs with D ≥ 2. However, considering all the possible conﬁgurations in
that case, we believe that a diﬀerent approach will be necessary.
Problems that could be tackled by using the approach presented in Chapter 5 are the following:
F Problem 1 Provide a complete characterization of (4, D,−2)-graphs, D ≥ 2.
F Problem 2 Provide a complete characterization of (4, D,−3)-graphs, D ≥ 2.
F Problem 3 Provide a complete characterization of (5, D,−2)-graphs, D ≥ 2.
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To tackle Problems 1 and 3, starting references may be [119] and [131], respectively.
For a given ∆0 if the defect 0 = f(∆0) (0 is a function of ∆0, and thus, independent
of D) then there exists a constant D0 such that any hypothetical (∆0, D,−0)-graph with
D ≥ D0 must be regular. To see this, consider a (∆0, D0)-graph Λ with a vertex u of
degree ∆0 − 1. Then V (Λ) =
⋃D0
i=0Ni(u), where N0(u) = {u}. Since |N1(u)| = ∆0 − 1 and
|Ni(u)| ≤ (∆0 − 1)|Ni−1(u)| for all i such that 2 ≤ i ≤ D0, we have |Ni(u)| ≤ (∆0 − 1)i for
1 ≤ i ≤ D0. Then we count at most T0(∆0, D0) = M∆0,D0−(1+(∆0−1)+ . . .+(∆0−1)D0−1)
vertices in Λ.
Therefore, taking D0 as the least number such thatM∆0,D0− 0 > T0(∆0, D0), we obtain that
any (∆0, D,−0)-graph with D ≥ D0 must be regular. So we have proved
F Proposition 13 For a given ∆0 and 0 = f(∆0) there exists a constant D0 such that any
(∆0, D,−0)-graph for D ≥ D0 must be regular.
In this direction, in general, we feel that the following conjecture holds.
F Conjecture 2 For a given ∆0 and 0 = f(∆0) there exists a constant D1 ≥ D0 such that
regular (∆0, D,−0)-graphs for D ≥ D1 do not exist.
Chapter 6 was devoted to the study of the degree/girth problem, speciﬁcally the case of even
girth. Our work in this direction dealt with the bipartite-cage conjecture [133]. In Chapter
6 we proved that a Γ = (3, g,+4)-graph for even g ≥ 12 must be bipartite. If such a graph
existed then it would be a (3, g)-cage for the corresponding even g ≥ 14, and thus, our result
would give a further support to the aforementioned conjecture that a cage with even girth
must be bipartite.
However, we believe that (3, g,+4)-graphs with even g ≥ 12 do not exist, and that in general,
for a given excess  the forthcoming conjectures hold.
F Conjecture 3 There is no (3, g,+4)-graph for even g ≥ 12.
F Conjecture 4 For a given excess  ≥ 0 there exists a constant g0 such that for even g ≥ g0
a (3, g,+)-graph must be bipartite.
F Conjecture 5 For a given excess  ≥ 0 there exists a constant g1 ≥ g0 such that for even
g ≥ g1 a (3, g,+)-graph does not exist.
The bipartite version of the degree/diameter problem was considered in Chapters 7 and 8. In
Chapter 7 we proved the following results regarding bipartite (∆, 3,−2)-graphs with ∆ ≥ 3.
(i) The bipartite (3, 3,−2)-graph and the bipartite (4, 3,−2)-graph are unique.
(ii) If a bipartite (∆, 3,−2)-graph exists then either ∆ or ∆− 2 is a perfect square.
(iii) There are no bipartite (∆, 3,−2)-graphs for 5 ≤ ∆ ≤ 10.
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(iv) For ∆ − 2 a perfect square and ∆ ≡ 2 (mod 8), if a bipartite (∆, 3,−2)-graph exists
then the diophantine equation x21 = ∆x
2
2 + 2x
2
3 has non-trivial integer solutions.
(v) For ∆ a perfect square and ∆ ≡ 4 (mod 8), if a bipartite (∆, 3,−2)-graph exists then
∆− 2 is a sum of two perfect squares.
However, for other values of ∆ deciding the existence or otherwise of bipartite (∆, 3,−2)-
graphs remains an open problem.
Concerning bipartite (∆, 3,−2)-graphs, we pose the conjecture.
F Conjecture 6 There exist no bipartite (∆, 3,−2)-graphs for ∆ ≥ 11.
In Chapter 8 we presented the following new results.
Let Γ be a bipartite (∆, D,−2)-graph for ∆ ≥ 3 and D ≥ 3.
(i) We proved that the eigenvalues of Γ, diﬀerent from ±∆, are roots of the polynomi-
als HD−1(x) ± 1, where HD−1(x) is the Dickson polynomial of the second kind with
parameter ∆− 1 and degree D − 1.
(ii) For any diameter we proved that the irreducibility over the ﬁeld Q of rational numbers
of the polynomial HD−1(x)−1 provides a suﬃcient condition for the non-existence of bi-
partite (∆, D,−2)-graphs with ∆ ≥ 3 and D ≥ 4. Then, by conﬁrming the irreducibility
over Q of the polynomial HD−1(x) − 1 with D ∈ {4, 6}, we obtained the non-existence
of bipartite (∆, D,−2)-graphs for any ∆ ≥ 3 and these values of D.
(iii) For odd diameters we developed a method that allows us to analyze the structure of one
of the partite sets of Γ in order to study the non-existence of Γ. We applied this method
to prove the non-existence of bipartite (∆, 5,−2)-graphs for ∆ ≥ 3.
(iv) By showing that the multiplicities of the eigenvalues of Γ satisfy certain inequalities, we
proved that there is no bipartite (∆, D,−2)-graph for all ∆ ≥ 3 and D ≥ 6, thereby
obtaining the non-existence of all bipartite (∆, D,−2)-graphs for all ∆ ≥ 3 and D ≥ 4.
Moreover, we presented the following conjecture, whose veracity would also give the non-
existence of bipartite (∆, D,−2)-graphs for ∆ ≥ 3 and all even values of D ≥ 10.
F Conjecture 7 (Conjecture 1 from Chapter 8) The polynomial Hr(x)−1 or Hr(x)+1
for odd r ≥ 9 is irreducible over Q.
As in the case of general graphs, for a given ∆0 if the defect 0 = f(∆0) (0 is a function of ∆0,
and thus, independent of D) then there exists a constant D0 such that a hypothetical bipartite
(∆0, D,−0)-graph for D ≥ D0 must be regular. To see this consider a bipartite (∆0, D0)-
graph Λ with a vertex u of degree ∆0 − 1, and an edge uv of Λ. Then we use the standard
decomposition for a bipartite graph with respect to an edge uv [17]. For 0 ≤ i ≤ D0 − 1
we count the vertices at distance i from u and at distance i + 1 from v, and the vertices
at distance i from v and at distance i + 1 from u. Then we count at most T b0 (∆0, D0) =
M b∆0,D0 − (1 + (∆0 − 1) + . . .+ (∆0 − 1)D0−2) vertices in Λ.
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Therefore, taking D0 as the least number such thatM b∆0,D0−0 > T b0 (∆0, D0), we obtain that
any bipartite (∆0, D,−0)-graph with D ≥ D0 must be regular, and thus, 0 must be even.
Therefore, we have proved
F Proposition 14 For a given ∆0 and 0 = f(∆0) there exists a constant D0 such that any
bipartite (∆0, D,−0)-graph for D ≥ D0 must be regular, and consequently, 0 must be even.
Then, we can assume that the next interesting family of graphs are the connected bipartite
graphs of defect  = 4. In this case each vertex of the graph has two repeats, and consequently,
the defect matrix can be considered as a direct sum of circulant matrices. Therefore, the
spectrum of the defect matrix is not speciﬁed as in the case of defect 2, thereby making it
diﬃcult to apply the same approach to this case.
In general we believe that the following conjecture holds. However, we feel that to make a
breakthrough in its proof or disproof, new techniques are required.
F Conjecture 8 For a given ∆0 and 0 = f(∆0) there exists a constant D1 ≥ D0 such that
regular bipartite (∆0, D,−0)-graphs with D ≥ D1 do not exist.
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A. Table of Large (∆, D)-Graphs
D 2 3 4 5 6 7 8 9 10
∆
3
Pe
10
C5 ∗ F4
20
vC
38
vC
70
Exoo
132
Exoo
192
Exoo
330
CR∗∗
590
Cond
1250
4
K3 ∗ C5
15
Allwr
41
Exoo
96
Hω3
364
CG
740
LS
1320
LS
3243
LS
7575
LS
17703
5
K3∗X8
24
Exoo
72
Sa
210
LS
624
PGMP
2772
LS
5516
LS
17030
LS
53352
LS
164720
6
K4∗X8
32
Exoo
110
LS
390
LS
1404
PGMP
7917
LS
19282
LS
75157
LS
295025
LS
1212117
7
HS
50
Exoo
168
Sa
672
DH
2756
LS
11988
LS
52768
LS
233700
LS
1124990
LS
5311572
8
Iω7
57
CM ,Sa
253
LS
1100
LS
5060
Gómez
39672
LS
130017
LS
714010
LS
4039704
LS
17823532
9
Iω8 d
74
Qω8
585
LS
1550
LS
8200
PGMP
75893
LS
270192
LS
1485498
LS
10423212
LS
31466244
10
Iω9
91
Qω8 d
650
LS
2223
LS
13140
Gómez
134690
LS
561957
LS
4019736
LS
17304400
LS
104058822
11
Exoo
104
Qω8 d
715
Q7(T4)
3200
LS
18700
H7(T4)
156864
LS
971028
LS
5941864
LS
62932488
LS
250108668
12
Iω11
133
Gómez
786
Qω8 ∗X8
4680
LS
29470
PGMP
359772
LS
1900464
LS
10423212
LS
104058822
LS
600105100
13
MMS
162
Gómez
851
Q9(T4)
6560
LS
39576
H9(T4)
531440
LS
2901404
LS
17823532
LS
180002472
LS
1050104118
14
Iω13
183
Gómez
916
Q9(T5)
8200
LS
56790
PGMP
816294
K1Σ
1
8H11
6200460
LS
41894424
LS
450103771
LS
2050103984
15
Iω13d
186
(⊗Q2,4)ω
1215
Q11(T4)
11712
LS
74298
H11(T4)
1417248
LS
8079298
LS
90001236
LS
900207542
Q11Θ4H11
4149702144
16
Exoo
198
(⊗Q3)ω
1600
Q11(T5)
14640
(⊗H3)ω
132496
H11(T5)
1771560
K1Σ
1
8H13
14882658
LS
104518518
LS
1400103920
Q11dΣ
1
6H13
7394669856
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B. Table of Large Bipartite (∆, D)-Graphs
D 3 4 5 6 7 8 9 10
∆
3
I2
14
Q2
30
2cy,BD
56
H2
126
CR∗,CN
168
CR∗
256
CR∗
470
CR∗
800
4
I3
26
Q3
80
Hafb
160
H3
728
Hafb
840
Hafb
1 650
2cy
3 440
2cy
8 000
5
I4
42
Q4
170
Hafb
330
H4
2 730
H4id
2 984
2cy
6 100
2cy
19 000
2cy
60 000
6
I5
62
Q5
312
Hafb
660
H5
7 812
H5id
8 310
K1 ∧′ H4
21 840
2cy
80 000
2cy
300 000
7
Hafb
80
Q5d
346
Hafb
1000
H5d
8 992
H5{T3}
23 436
K1 ∧′ H5
70 308
2cy
270 000
2cy
1 400 000
8
I7
114
Q7
800
Hafb
1 596
H7
39 216
H7id
40 586
ΩH5
195 300
2cy
900 000
2cy
3 000 000
9
I8
146
Q8
1 170
Q7{T3}
2 400
H8
74 898
H7{T3}
117 648
K1 ∧′ H7
431 376
2cy
2 100 000
2cy
9 000 000
10
I9
182
Q9
1 640
Q7{T5}
4 000
H9
132 860
H8{T3}
224 694
ΩH7
1 176 480
2cy
4 200 000
HS ∧′ H8
15 204 292
11
I+9 d
186
Q9d
1 734
Q8{T5}
5 850
H9d
142 464
H9{T3}
398 580
ΩH8
2 246 940
K6 ∧′ H9
6 377 280
DG
97 386 380
12
I11
266
Q11
2 928
Q9{T5}
8 200
H11
354 312
H9{T5}
664 300
ΩH9
4 650 100
K8,8Σ24H9
9 565 920
DG
194 639 900
13
I+11d
270
Q11d
3 064
Q9{T7}
11 480
H11d
374 452
H11{T3}
1 062 936
K1 ∧′ H11
5 314 680
K7 ∧′ H11
22 321 656
DG
291 893 420
14
I13
366
Q13
4 760
Q9{T9}
14 760
H13
804 468
H11{T5}
1 771 560
ΩH11
14 172 480
K8,8Σ24H11
34 013 952
DG
389 146 940
15
I+13d
370
Q13d
4 946
Q11{T9}
20 496
H13d
842 048
H11{T7}
2 480 184
ΩH11
14 172 480
K8 ∧′ H13
64 357 440
DG
486 400 460
16
I13d
394
Q13d
5 134
HS ∗mI16
27 300
H13d
884 062
H13{T5}
4 022 340
ΩH13
36 201 060
K8,8Σ24H13
96 536 160
I11Σ24H13
962 948 196
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C. All the NRD(36, 7, 0, 2)
We present the two non-isomorphic NRD(36, 7, 0, 2), denoted by ΛA and ΛB. The adjacency
matrix of a digraph Λ is deﬁned as follows.
(A(Λ))α,β =
{
1 if β ∈ N+(α)
0 otherwise
For the automorphism group Aut(Λ), we give a generating set, and other relevant information.
Both ΛA and ΛB are vertex-transitive.
A(ΛA) =

0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0 1 0 0 1 0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0 1 1 1 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 1 1 0 0 0 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 1 0 0 1 1 0 0 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 1 0 1 1 0 0 0 0 0 0 0 0 0 1 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 0 1 0 1 0 0 0 0 0 0 0 0 0 0 1
0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0 0
0 0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 0
0 0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 1 0 0
0 0 0 0 1 0 0 1 0 0 1 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0
0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1
0 0 1 0 0 0 0 1 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 1 0 0 0
0 0 1 0 0 0 1 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 1 0 0
0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0
0 0 0 0 1 0 1 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1
0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
0 0 1 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0
0 0 0 1 0 1 0 0 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1
0 0 0 1 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0
0 0 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1
0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 0 1 1 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0
0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0

Aut(ΛA) = 〈(1,30)(2,25)(5,36)(6,35)(7,13)(8,12)(9,16)(14,34)(15,33) (19,20)(21,22)(27,28),
(1,4,16,15,18,12,28,35,2,11,30,36,26,33,20,7,9,32, 25,8,24,5,21,14)(3,22,6,23,31,19,34,29,10,27,13,17)〉.
The order of Aut(ΛA) is 2160.
The digraph ΛA has two arc-orbits, whose representatives are the arcs (1, 2) and (1, 3), re-
spectively.
A(ΛB) =

0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 1 0 0 0 1 1 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 1 1 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 1 1 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 1 0 1
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 1 0 0 1 0 0 0 0 0
0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0
0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0 1 1 0 0 0
0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 1 0 0 1 0 0 1 0 0 0 0
0 0 0 1 0 1 0 0 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0
0 0 0 0 1 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 1 0 0
1 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1
0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0
0 0 1 0 0 1 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 0 1 0 0 1 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1 0
0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 1 0
0 0 0 1 0 0 0 1 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0
0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 1
0 0 1 1 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 1
0 0 0 0 0 0 1 1 1 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 1
0 0 1 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 1
0 0 0 0 0 1 0 1 1 0 0 0 0 1 0 0 0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0
0 0 0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0
0 0 0 0 0 1 1 0 1 0 0 0 1 0 0 0 0 1 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 0 0 0

The digraph ΛB is arc-transitive. It has automorphism group PSU(3, 32), and was constructed
from this group by Iwasaki [93].
Aut(ΛB) = 〈(1,34)(4,30)(5,33)(6,27)(7,24)(8,21)(11,15)(12,14)(16,19)(17,20)(22,25)(29,32),
(1,5,25,2,12,24,14,18,8,17,32,11)(3,27,6,9,20,10,28,29,34,23,36,33)(4,21,35, 13,22,19)(7,26,16,15,30,31)〉.
Glossary of Symbols
Symbol Description Pages
(∆,D)-graph graph of maximum degree ∆ and diameter D 28
(∆,D,− )-graph graph of maximum degree ∆, diameter D and order
M∆,D − 
30
(∆,g,+ )-graph regular graph of degree ∆, even girth g and orderM b
∆, g
2
+

42
(∆,g)-cage minimal regular graph of degree ∆ and girth g 29
0n vector of order n having all coordinates equal to 0 19
1n vector of order n having all coordinates equal to 1 19
2cy graphs produced in [9, 54] 138
Allwr graph produced by Allwright [3] 137
Aut(Γ) automorphism group of the graph Γ 13
B defect matrix 92
BD graph producced by Bond and Delorme [21] 60, 138
CG graphs produced by Comellas and Gómez [38] 137
CM Cayley graph produced by Comellas and Mitjana 137
CN graph produced by Conder and Nedela [40] 138
CR∗ graph presented in [51, 54, 57] 138
CR∗∗ chordal ring produced by Quisquater (private communi-
cation)
137
Ck cycle of length k 10
Cond graph produced by Marston Conder (2006) 137
D(Γ) diameter of a graph Γ 11
DG graphs produced by Delorme and Gómez [50] 138
EΓ(X,Y ) set of edges in the graph Γ joining a vertex in X to a
vertex in Y
10
Exoo graphs produced by Exoo [64] 137
HS Hoﬀman-Singleton graph 28, 137
H∆−1id Modiﬁcation of H∆−1 [12] 138
H∆−1 Moore bipartite graph of degree ∆ and diameter 6 41, 138
Hafb graphs produced by Hafner [87] 138
I+∆−1d graphs produced by Delorme, Gómez and
Quisquater [51]
138
I∆−1 Moore bipartite graph of degree ∆ and diameter 3 41, 138
Kn complete graph of order n 11
Kn1,...,nr complete r-partite graph with partite sets of n1, . . . , nr
vertices
11
Symbol Description Pages
LS graphs produced by Loz and irá¬ [108] 137
MMS graph produced by McKay, Miller and irá¬ [111] 137
M b∆,D Moore bipartite bound for a bipartite graph of maximum
degree ∆ and diameter D
40
M∆,D Moore bound for a graph of maximum degree ∆ and
diameter D
28
N+Λ (x) out-neighborhood of a vertex x in a digraph Λ 13
N−Λ (x) in-neighborhood of a vertex x in a digraph Λ 13
N b∆,D largest possible number of vertices in a bipartite graph
of maximum degree ∆ and diameter D
4
Np∆,D largest possible number of vertices in a planar graph of
maximum degree ∆ and diameter D
39
Nvt∆,D largest possible number of vertices in a vertex-transitive
graph of degree ∆ and diameter D
39
N∆,D largest possible number of vertices in a graph of maxi-
mum degree ∆ and diameter D
3
OrbΩ(x) orbit of x with respect to the group Ω 8
PGMP compound graphs from generalized hexagons by Pineda-
Villavicencio et al. [129]
137
Pk a path of length k 10
Pe Petersen graph 28, 137
Q∆−1 Moore bipartite graph of degree ∆ and diameter 4 41, 138
Sa Cayley graphs communicated by Sampels [142] 137
X8 cubic graph of order 8 and diameter 2 described in [47] 137
[X]k set of all k-subsets of X 9
〈X〉 subgroup generated by the set X 8
 cartesian product between graphs 11
∆(Γ) maximum degree of a graph Γ 10
En standard basis of Rn or the Dickson polynomial of degree
n
15
Γ(Tn) compound graph using a bipartite graph Γ and a tour-
nament Tn of order n [79]
137
ΓΣ1iΛ various compounding operations [80] 137
ΓΣ2iΛ graphs produced by Delorme, Gómez and
Quisquater [51]
138
ΓΘiΛ compounding operation by Gómez and Miller [81] 137
Γ ∧′ Λ graphs produced by Delorme, Gómez and
Quisquater [51]
138
Γ{T2d+1} graphs produced by Delorme, Gómez and
Quisquater [51]
138
Γω polarity graph of a bipartite graph Γ with respect to a
polarity ω [45]
24, 137
Γd duplication of some vertices of Γ [49] 137, 138
Γ,Λ symbols for graphs 9
In identity matrix of order n 15Jn square matrix of order n where all its entries are equal
to 1
19
Λ ∗ Γ star product of graphs Λ and Γ [12] 37, 60, 137, 138
MT transpose of a matrixM 18
M−1 inverse of a matrixM 15
Symbol Description Pages
ΩΓ graphs produced by Delorme, Gómez and
Quisquater [51]
138
ΨM(x) characteristic polynomial ofM 17Q,R symbols for quadratic forms 20
Sn symmetric group on n elements 8
ΘD graph which is the union of three independent paths of
length D having common endvertices
63
V symbol for vector spaces 14
∩ intersection of sets or graphs 11
·,⊥ binary operations for algebraic structures 7, 8
∪ union of sets or graphs 11
 excess or defect 30, 42
∅ an empty set or an empty graph 9
N set of natural numbers, including zero 7
Q set of rational numbers 7
Qn vector space Qn 14
R set of real numbers 7
Rn vector space Rn 14
Z+ set of positive integers 7
Z− set of negative integers 7
Z set of integers 7
⊗Γ Kronecker product of Γ and its opposite [46] 36, 137
ψM(x) minimal polynomial ofM 18∼ relates adjacent vertices, equivalent relations, or congru-
ent matrices
9
' relates isomorphic graphs 13
⊂ relates proper subgraphs and graphs, or proper subsets
and sets
10
⊆ relates subgraphs and graphs, or subsets and sets 10
× cartesian product between sets 11, 13
~x vector x 14
d+Λ(x) out-degree of a vertex x in a digraph Λ 13
d−Λ(x) in-degree of a vertex x in a digraph Λ 13
dΓ(x) degree of a vertex x in a graph Γ 10
eΓ(x) eccentricity of a vertex x in a graph Γ 11
g(Γ) girth of a graph Γ 11
ne∆,g smallest possible number of vertices in a regular graph
of degree ∆ and even girth g
4, 29
no∆,g smallest possible number of vertices in a regular graph
of degree ∆ and odd girth g
29
n∆,g smallest possible number of vertices in a regular graph
of degree ∆ and girth g
29
rad(Γ) radius of a graph Γ 11
rep(v) repeat of vertex v 91
vC graphs described by von Conta [149] 137
Gómez compound graphs produced by Gómez [77, 78] 137
Index
 Symbols 
(∆, D)-graph, 28
(∆, D,−)-graph
bipartite, 43
(∆, D,−)-graphs, 30
k-cycle, 11
k-path, 10
r-partite graph, 11
complete, 11
 A 
absolute point, 24
action, 8
adjacency matrix
of digraph, 139
of graph, 22
almost Moore bipartite graph, 43
almost Moore graph, 30
arc, 13
end, see arc, endvertex
endvertex, 13
head, 13
tail, 13
assignment of signs
equivalent, 96
automorphism, 13
automorphism group, 13
 B 
basis, 15
standard, 15
bipartite (∆, D,−)-graph, 43
bipartite graph, 11
standard decomposition, 41
bipartite-cage conjecture, 42
block, 93
branch vertex, 63
broom graph, 39
 C 
cage, 29
cartesian product
of graphs, 11
Cayley graph, 38
Cayley-Hamilton theorem, 18
change-of-basis matrix, 15
characteristic polynomial
of graph, 22
of matrix, 17
Chebyshev polynomial, 105
chromatic number, 27
class of digraphs
normally regular digraphs, 93
class of graphs
(∆, D)-graphs, 28
(∆, D,−)-graphs, 30
almost Moore bipartite graphs, 43
almost Moore graphs, 30
bipartite (∆, D,−)-graphs, 43
broom graphs, 39
cages, 29
Cayley graphs, 38
de Bruijn graphs, 34
generalized D-gons, 23
Kautz graphs, 34
Moore bipartite graphs, 41
Moore graphs, 28
Paley graphs, 38
partial Cayley graphs, 44
radially Moore graphs, 30
conjecture
bipartite-cage, 42
Hadwiger's, 27
cycle, 10
k-cycle, 11
antidirected, 95
negative, 95
positive, 95
length, 11
permutation, 8
short, 64
 D 
de Bruijn graph, 34
defect, 30
defect matrix, 92
degree, 2
degree/diameter problem, 3
bipartite version, 4
planar version, 39
vertex-transitive version, 39
degree/girth problem, 29
even girth, 4
degree/girth problem for even girth, 29
degree/girth problem for odd girth, 29
design
block, 93
point, 93
symmetric group-divisible, 93
diameter, 2, 11
Dickson polynomial, 105
diﬀerence
of graphs, 11
digraph, 13
adjacency matrix, 139
arc, 13
order, 13
vertex, 13
dimension
of matrix, 14
of vector space, 15
directed graph, see digraph
 E 
eccentricity, 11
edge, 9
contraction, 27
deletion, 27
endvertex or end, 9
loop, 10
edges
adjacent, 9
multiple, 10
parallel, see edges, multiple
endvertex
of arc, 13
of edge, 9
of path, 10
excess, 42
excess set, 85
excess vertex, 85
 F 
ﬁeld, 9
Galois, 9
Four-Color theorem, 27
 G 
Galois ﬁeld, 9
generalized D-gon, 23
thick, 24
generating set, 8
geometric multiplicity, 17
girth, 11
graph, 9
r-partite, 11
complete, 11
adjacency matrix, 22
automorphism group, 13
bipartite, 11
polarity, 13
characteristic polynomial, 22
chromatic number, 27
complete, 11
compounding, 12
connected, 11
cubic, 31
defect, 30
diameter, 2, 11
edge, 9
edge-transitive, 13
excess, 42
ﬁnite, 9
girth, 11
k-colorable, 27
matching, 10
maximum degree, 2, 10
minimal polynomial, 22
minimum degree, 10
order, 9
planar, 27
radius, 11
regular, 11
simple, 10
undirected, 9
vertex, 9
vertex-transitive, 13
walk, 11
graph compounding, 11, 12
base graph, 12
replaced graph, 12
set of source graphs, 12
source graph, 12
graphs
automorphism, 13
cartesian product, 11
compounding, 11
diﬀerence, 11
disjoint, 11
intersection, 11
isomorphic, 13
isomorphism, 13
union, 11
group, 7
abelian, 8
commutative, 8
identity, 8
inverse, 8
involution, 8
order, 8
permutation, 8
symmetric, 8
transitive, 8
 H 
Hadwiger's conjecture, 27
head, 13
Heawood graph, 56
Hoﬀman polynomial, 23
homomorphism, 8
group, 8
 I 
identity
additive, 9
multiplicative, 9
of group, 8
identity matrix, 15
in-neighborhood, 13
incidence graph, 23
incidence relation, 23
incidence structure, 23
ﬁnite, 23
incident, 23
order, 23
index, 22
inner vertex, 10
interconnection network, 1
intersection
of graphs, 11
intersection matrix, 106
inverse, 8
inverse matrix, 15
involution, 8
isomorphism, 13
 K 
Kautz graph, 34
Kneser's theorem, 27
Kronecker product, 36
 L 
length
of cycle, 11
of path, 10
of permutation cycle, 8
line, 23
linear combination of vectors, 14
linearly independent (dependent) set, 15
lines
concurrent, 23
loop, 10
 M 
matching, 10
perfect, 10
matrices
congruent, 21
direct sum, 21
equivalent, 16
similar, 16
simultaneously diagonalizable, 17
matrix
adjacency, 22
change-of-basis, 15
characteristic polynomial, 17
defect, 92
diagonalizable, 17
dimension, 14
eigenspace, 17
eigenvalue, 17
eigenvector, 17
identity, 15
intersection, 106
inverse, 15
invertible, 16
non-singular, 16
order, 14
orthogonal, 20
permutation, 19
rank, 16
reduced adjacency, 97
reduced defect, 97
singular, 16
symmetric, 18
trace, 18
transpose, 18
maximum degree, 2, 10
minimal polynomial, 18
of graph, 22
of matrix, 18
minimum degree, 10
Moore bipartite bound, 40, 41
Moore bipartite graph, 41
Moore bound, 28
Moore graph, 28
multiplicity
geometric, 17
 N 
network
diameter, 2
interconnection, 1
maximum degree, 2
topology, 2
node symmetry, 3
noise, 2
non-singular matrix, see singular matrix
normally regular digraphs, 93
 O 
orbit, 8
order
of digraph, 13
of graph, 9
of group, 8
of incidence structure, 23
of matrix, 14
orthogonal matrix, 20
out-neighborhood, 13
 P 
Paley graph, 38
partial Cayley graph, 44
path, 10
k-path, 10
endvertex or end, 10
inner vertex, 10
length, 10
paths
independent, 10
permutation, 8
representation, 8
permutation cycle, 8
length, 8
permutation group, 8
permutation matrix, 19
permutation representation, 8
action, 8
point, 23, 93
points
collinear, 23
polarity, 13
polynomial
characteristic, 17, 22
Chebyshev, 105
Dickson, 105
Hoﬀman, 23
minimal, 18, 22
monic, 18
problem
degree/diameter, 3
degree/diameter for bipartite graphs, 4
degree/diameter for planar graphs, 39
degree/diameter for transitive graphs,
39
degree/girth, 29
degree/girth for even girth, 4
product
cartesian, 11
Kronecker, 36
star, 34, 37
 Q 
quadratic form, 20
degenerate, 20
discriminant, 20
non-degenerate, 20
rank, 20
quadratic forms
equivalent, 21
 R 
radially Moore graph, 30
radius, 11
reduced adjacency matrix, 97
reduced defect matrix, 97
repeat, 91
ring, 9
additive identity, 9
commutative, 9
multiplicative identity, 9
 S 
set
excess, 85
generating, 8
linearly independent (dependent), 15
spanning, 15
sets
independent, 10
stable, 10
singular matrix, 16
spanning set, 15
spanning subgraph, 10
spectrum, 22
standard basis, 15
standard decomposition for a bipartite graph,
41
star product, 34, 37
subﬁeld, 9
subgraph, 10
induced, 10
proper, 10
spanning, 10
subgroup, 8
generated, 8
subgroup generated, 8
subring, 9
symmetric group, 8
symmetric group-divisible design, 93
symmetry
node, 3
 T 
tail, 13
technique
graph compounding, 11
voltage assignment, 38
theorem
Cayley-Hamilton, 18
Four-Color, 27
Kneser's, 27
 U 
union
of graphs, 11
 V 
vector space, 14
F-vector space, 14
basis, 15
dimension, 15
ﬁnite, 15
linearly independent (dependent) set, 15
spanning set, 15
zero vector, 14
vector subspace, 14
vectors
dot product, 19
linear combination, 14
orthogonal, 19
orthonormal, 19
vertex, 9, 13
branch, 63
degree, 2, 10
deletion, 27
eccentricity, 11
excess, 85
in-degree, 13
in-neighborhood, 13
isolated, 10
out-degree, 13
out-neighborhood, 13
repeat, 91
saturated, 64
vertices
adjacent, 9
independent, 10
neighbors, 9
stable, 10
VLSI, 1
voltage assignment technique, 38
voltage graph, 38
 W 
walk, 11
closed, 11
 Z 
zero vector, 14
