The energy of a graph is defined as the sum of the absolute values of the eigenvalues of the graph. In this paper, we present a new method to compare the energies of two k-subdivision bipartite graphs on some cut edges. As the applications of this new method, we determine the first ⌊ n−7 2 ⌋ largest energy trees of order n for n ≥ 31, and we also give a simplified proof of the conjecture on the fourth maximal energy tree.
Introduction
Let G be a graph with n vertices and A be its adjacency matrix. Let λ 1 , · · · , λ n be the eigenvalues of A, then the energy of G, denoted by E(G), is defined [2, 3] as E(G) = n i=1 |λ i |.
The characteristic polynomial det(xI − A) of the adjacency matrix A of a graph G is also called the characteristic polynomial of G, written as φ(G, x) = n i=0 a i (G)x n−i .
In this paper, we write b i (G) = |a i (G)|, and also write
If G is a bipartite graph, then it is well known that φ(G, x) has the form
(1.1) and thus
In case G is a forest, then b 2i (G) = m(G, i), the number of i-matchings of G. The following integral formula by Gutman and Polansky ( [4] ) on the difference of the energies of two graphs is the starting point of this paper.
Now suppose again that G is a bipartite graph of order n. Then by (1.1) and (1.2) we have φ(G, ix) = i n φ(G, x) (G is bipartite, i = √ −1) (1.4)
Using (1.4) we can derive the following new formula from (1.3) which does not involve the complex number i. Theorem 1.1. If G 1 , G 2 are both bipartite graphs of order n, then we have
Proof. Since G 1 , G 2 are both bipartite graphs of order n, it is easy to see that
is an even function and φ(G 1 , x) φ(G 2 , x) > 0 for x > 0.
So from (1.3) and (1.4) we have (1). If a i ≤ b i for all 0 ≤ i ≤ n, then we write f (x) g(x).
(2). If f (x) g(x) and f (x) = g(x), then we write f (x) ≺ g(x).
Now we define the following quasi-order for bipartite graphs (which is equivalent to the well known quasi-order defined by the coefficients b i (G) ). Definition 1.2. Let G 1 and G 2 be two bipartite graphs of order n. Then we write
According to the integral formula in Theorem 1.1, we can see that for two bipartite graphs G 1 and G 2 of order n,
The method of the quasi-order relation " " is an important tool in the study of graph energy.
Graphs with extremal energies are extensively studied in literature. Gutman [1] determined the first and second maximal energy trees of order n; N.Li, S.Li [8] determined the third maximal energy tree; Gutman et al. [5] conjectured that the fourth maximal energy tree is P n (2, 6, n − 9) (see Fig.3 for this graph); B. Huo et al. [7] proved that this conjecture is true.
In this paper, we first consider in §2 some recurrence relation of the polynomials φ(G(k), x) for the ksubdivision graph G(k) (on some cut edge e of a bipartite graph G). Then in §3 we present a new method of directly comparing the energies of two k-subdivision bipartite graphs G(k) and H(k) if they are quasi-order incomparable. Using this new method, we are able to provide a simplified proof of the above mentioned conjecture on the fourth maximal energy tree. The main result of this paper is that, we determine (in §5) the first ⌊ n−7 2 ⌋ largest energy trees of order n ≥ 31 by using the new method of comparing energies given in §3. For example when n ≥ 2007, we can determine the first 1000 largest energy trees of order n (but up to now, only the first four are known).
2. Some recurrence relations of φ(G, x) and φ(G, x) for k-subdivision bipartite graphs
The following lemma is an alternative form of Heilbronner's recurrence formula [6] . For the sake of simplicity, we sometime abbreviate φ(G, x) by φ(G).
The following relation can be derived from Lemma 2.1. 
Proof. Let G ′ 1 be the graph obtained from G 1 by attaching a new pendent edge uw to G 1 at u, and G ′ 2 be the graph obtained from G 2 by attaching a new pendent edge vy to G 2 at v. Then by using Lemma 2.1 we have
. Now using Lemma 2.1 for H 3 and its cut edge e ′ = wy, we have
Also using Lemma 2.1 for H 2 and H 2 − e 1 we have
Using Lemma 2.1 for H 1 we also have
Now it is easy to verify from the above three equations that φ( Definition 2.1. Let e be a cut edge of a graph G, and G e (k) denote the graph obtained by replacing e with a path of length k + 1 (for simplicity of notations, we usually we abbreviate G e (k) by G(k) ). We say that G(k) is a k-subdivision graph of G on the cut edge e. We also agree that G(0) = G.
From Lemma 2.2, we have the following recurrence relation for φ(G(k), x).
Theorem 2.1. Let G(k) be a k-subdivision graph of G on the cut edge e of G, then we have
Proof. Take H 1 = G(k) in Lemma 2.2 and e be an edge in H 1 on the path of length k + 1 obtained by k-subdividing the edge e. Then H 2 = G(k + 1) and H 3 = G(k + 2). The result now follows from Lemma 2.2.
Theorem 2.2. Let G be a bipartite graph of order n and G(k) be a k-subdivision graph (of order n + k) of G on some cut edge e. Then we have
Proof. By Theorem 2.1, we have
substitute x by ix, we get
Now using (1.4) for G(k + 2), G(k + 1) and G(k) (since they are all bipartite) we have
Dividing both sides by i n+k+2 we get (2.1). 
and (2.2) 
Now using Theorem 2.3 for e 1 and e ′ 1 we also have (2.4) and (2.
2) and (2.3) both contain strict relations, we have both strict relations in (2.4) and (2.5) for k ≥ 2. Thus G(l, k) ≺ H(l, k) for all k ≥ 2 by Theorem 2.3. Similar arguments apply to the case l ≥ 2.
A new method of directly comparing the energies of k-subdivision bipartite graphs
Notice that if the conditions in Theorem 2.3 do not hold, then G(k) and H(k) might be quasi-order incomparable. In this section, we present a new method to directly compare the energies of two k-subdivision bipartite graphs G(k) and H(k) when they are quasi-order incomparable. Using this method, we give a simplified proof of the conjecture on the fourth maximal energy tree.
In the following, we always write
Lemma 3.1. Let G(k), H(k) be k-subdivision graphs on some cut edges of the bipartite graphs G and H of order n, respectively (k ≥ 0), g k , h k and d k be defined as above. Then for each fixed x > 0, we have
(So in any case we have
Proof. By the recurrence relations in Theorem 2.2, we have
This tells us that d k is a convex combination of d k−1 and d k−2 with positive coefficients, which implies
Using this fact and the induction on k we obtain that
The following theorem can be derived from Lemma 3.1:
for all x > 0, then we have
for all x > 0 and k > 0. So by (1.5) we have
The proof of (2) is similar to that of (1).
In [9] , Shan et al. show that the fourth largest energy tree is either P n (2, 6, n−9) or T n (2, 2|2, 2) (see Fig.3 and Fig.4 for the definitions of these two graphs). B. Huo et al. [7] proved that the conjecture on the fourth maximal energy tree is true by showing that E(P n (2, 6, n − 9)) > E(T n (2, 2|2, 2)). Now by using Theorem 3.1, we are able to give a simplified proof of the conjecture on the fourth maximal energy tree.
Proof. Let H = P 10 (2, 6, 1) and G = T 10 (2, 2|2, 2), e be the pendent edge on the pendent path of length 1 in H, and e ′ be the edge between the two vertices of degree 3 in G. Then we have P n (2, 6, n − 9) = H(n − 10) and T n (2, 2|2, 2) = G(n − 10). By some directly calculations, we have
Also by using computer we can obtain
So by Theorem 3.1 we have for n ≥ 10,
Combining Theorem 3.2 with the result that the fourth largest energy tree is either P n (2, 6, n − 9) or T n (2, 2|2, 2) ([9]), we conclude that the fourth maximal energy tree is P n (2, 6, n − 9).
Remark: Here we would like to mention that, the main points of the simplification in the proof of Theorem 3.2 are:
1. We use the integral formula (1.5) (instead of (1.3)) which uses the real polynomial φ(G j , x) instead of the complex polynomial φ(G j , ix) for j = 1, 2.
2. The recurrence relation (2.1) for φ(G(k), x) allows us to use Lemma 3.1 to directly compare d k (x) and d 0 (x) (namely directly compare the integrands ln d k (x) and ln d 0 (x) in the formula (1.5) for E(H(k))−E(G(k)) and E(H(0))−E(G(0))), without the need of solving the recurrence relation (2.1) to obtain explicit expressions for
Notice that in Theorem 3.1, we need either
) (for all x > 0). Thus we can still have the following lower bound (which is independent of k) for E(H(k)) − E(G(k)). 
where the right hand side of (3.1) can also be written as:
or equivalently,
Theorem 3.3 will be used several times in §4 and §5 in the proof of our main results.
Some upper bounds for the energies of non-starlike trees
In the following discussions, we will divide the trees into two classes. One is called the starlike trees, and the other one is the non-starlike trees. In this section, We will give some upper bounds for the energies of the non-starlike trees. We will show that the energy of a non-starlike tree is bounded above either by the energy of P n (1, 2, n − 4), or by the energy of T n (2, 2|2, 2) (see Fig.3 and Fig.4 ).
Let N 3 (G) be the number of vertices in G with degree at least 3, and ∆(G) be the maximal degree of G. A tree T is called starlike if N 3 (T ) ≤ 1, and is called non-starlike if N 3 (T ) ≥ 2.
It is easy to see that if N 3 (T ) = 0, then T is the path P n . Now if N 3 (T ) = 1, then T consists of some internally disjoint pendent paths starting from its unique vertex with degree at least 3. Suppose that the lengths of these pendent paths are positive integers a 1 , a 2 , · · · , a k . Then we denote this tree T by P n (a 1 , a 2 , · · · , a k ) , where a 1 + a 2 + · · · + a k = n − 1 and k = ∆(T ) (see Fig.3 ). Sometimes we also denote P n (a 1 , a 2 , · · · , a k ) by P n (a 1 , a 2 , · · · , a k−1 , * ), since * is uniquely determined by n and a 1 , a 2 , · · · , a k−1 . 
(2). If a is odd, then
If a = 0, then we say that G u (0, b) is obtained from G u (c, d) by a total edge graf ting operation.
The following result in [9] was obtained directly by using the edge grafting operation. 
In the followings, we will give some upper bounds for the energies of the trees of the form T n (a, b|c, d). (1, b|c, d ). Then T ≺ P n (1, 2, n − 4).
Proof. By using total edge grafting on the two pendent paths of lengths c and d, we have T ≺ P n (1, b, n−2−b). Using the edge grafting operation again, we have P n (1, b, n − 2 − b) P n (1, 2, n − 4). Thus the result follows. The following Lemma generalizes Lemma 4.1, and is called "edge grafting operation at different vertices". Fig.6 ). Suppose that G satisfies: Now we use the methods given in §3 to prove the following two lemmas, which consider the tree T n (a, 2|2, 2) in two cases 3 ≤ a ≤ n − 9 and a = n − 8. These two lemmas will only be used in the proof of the Theorem 4.3 later. Lemma 4.3. Let 3 ≤ a ≤ n − 9. Then T n (a, 2|2, 2) ≺ T n (2, 2|2, 2).
Lemma 4.2. [10] Let u, v be two vertices of a unicyclic or bipartite graph G. Let G u,v (a, b) be the graph obtained from G by attaching a pendent path of length a to u and attaching a pendent path of length b to v (as shown in
(i). G u,v (0, 2) ≻ G u,v (1,
1). (ii). For any nonnegative integers
Proof. Let e 1 , e 2 be the cut edges of G = T 12 (3, 2|2, 2) and e ′ 1 , e ′ 2 be the cut edges of H = T 12 (2, 2|2, 2) as shown in Fig.7 . respectively. Then we have T n (a, 2|2, 2) = G(a − 3, n − 9 − a) and T n (2, 2|2, 2) = H(a − 3, n − 9 − a). By comparing the coefficients of above polynomials, we find that
So by Theorem 2.4 we have T n (a, 2|2, 2) = G(a − 3, n − 9 − a) ≺ H(a − 3, n − 9 − a) = T n (2, 2|2, 2). Now we consider the remaining case a = n − 8 for the trees of the form T n (a, 2|2, 2).
Lemma 4.4. E(T n (n − 8, 2|2, 2)) < E(T n (2, 2|2, 2)) for all n ≥ 11.
Proof. Consider the cut edges e of G = T 11 (3, 2|2, 2) and e ′ of H = T 11 (2, 2|2, 2) as shown in Fig.8 . Let G(k), H(k) be graphs obtained by subdividing the cut edges e of G and e ′ of H respectively k times. Then we have T n (n − 8, 2|2, 2) = G(n − 11) and T n (2, 2, 2, 2) = H(n − 11). Denote g k = φ(G(k), x) and h k = φ(H(k), x). By some directly calculations, we have h 0 = φ(T 11 (2, 2|2, 2), x) = x 11 + 10 x 9 + 34 x 7 + 48 x 5 + 29 x 3 + 6 x, g 0 = φ(T 11 (3, 2|2, 2), x) = x 11 + 10 x 9 + 34 x 7 + 49 x 5 + 29 x 3 + 5 x, h 1 = φ(T 12 (2, 2|2, 2), x) = x 12 + 11 x 10 + 43 x 8 + 74 x 6 + 59 x 4 + 19 x 2 + 1,
So we have
Also by using computer we can find:
E(H(0)) . = 13.059967, E(G(0)) . = 13.015698
and by using computer to calculate the integral we can further obtain
So using Theorem 3.3, we obtain E( 2|2, 2) ). 2|2, 2) ).
Proof. By using the edge grafting operation in Lemma 4.1, we have
By using Lemma 4.2 (edge grafting on different vertices), we also have
. 2|2, 2) ).
5. The trees of order n with the first ⌊ n−7 2
⌋ largest energies
In this section, we will determine the first ⌊ n−7
2 ⌋ largest energy trees of order n ≥ 31 by using the method of directly comparing energies given in §3.
First, we divide the class of starlike trees into the following four subclasses:
(C1). The path P n .
(C3). The starlike trees T of order n with ∆(T ) = 3 and T / ∈ S n .
(C4). The starlike trees T of order n with ∆(T ) ≥ 4.
For convenience, we also define the following class (C5):
(C5). The class of non-starlike trees of order n (i.e., N 3 (T ) ≥ 2).
It is obvious that the union of the classes (C1)-(C5) is the class of all the trees of order n. Now, our strategy of proving the main result is as follows. Firstly, using the quasi-order we can obtain (in Theorem 5.1) a total ordering of all the ⌊ n−3 2 ⌋ trees in S n . Secondly, we can show (in Theorem 5.2) that the maximal tree (under the quasi-order) in the class (C3) is P n (4, 4, * ), and the maximal tree in the class (C4) is P n (2, 2, 2, * ). Next, by directly comparing the energies of the largest energy trees in the classes (C3) and (C4) with some smaller energy graphs in S n , and comparing the energies of the tree T n (2, 2|2, 2) in the class (C5) with the smallest energy tree P n (2, 1, n − 4) in S n , we obtain that the first ⌊ n−9 2 ⌋ largest energy trees in S n together with P n are the first ⌊ n−7 2 ⌋ largest energy trees in the class of all trees of order n.
Then we have the following totally quasi order for the trees in S n : P n (2, 2, * ) ≻ P n (2, 4, * ) ≻ · · · ≻ P n (2, 2t, * ) ≻ P n (2, 2l + 1, * ) ≻ · · · ≻ P n (2, 3, * ) ≻ P n (2, 1, * ).
(5.1)
Proof. The result follows directly from Lemma 4.1 by using the edge grafting operation.
Theorem 5.2. Let n ≥ 11. Then we have (1) . If T ∈(C3) and T = P n (4, 4, n − 9), then T ≺ P n (4, 4, n − 9) . (2) . If T ∈(C4) and T = P n (2, 2, 2, n − 7), then T ≺ P n (2, 2, 2, n − 7) .
Proof.
(1) Since T ∈(C3), T must be of the form P n (a, b, c) with 2 / ∈ {a, b, c}. Without loss of generality, we may assume that a ≤ b ≤ c. Then b + c ≥ 7 since n ≥ 11. So by Lemma 4.1 we have T = P n (a, b, c) P n (a, 4, b + c − 4) and P n (a, 4, b + c − 4) P n (4, 4, n − 9) since b + c − 4 = 2. Also T = P n (4, 4, n − 9) implies at least one of the above two relations is strict. Thus we have T = P n (a, b, c) ≺ P n (4, 4, n − 9).
(2) Since ∆(T ) ≥ 4 for T ∈(C4), by using Lemma 4.1 we can derive that T P n (a, b, c, d) for some tree P n (a, b, c, d). By further using the edge grafting operations at most 3 times on P n (a, b, c, d), we will finally obtain P n (a, b, c, d) P n (2, 2, 2, n − 7). Also T = P n (2, 2, 2, n − 7) implies at least one of the above relations is strict. Thus we have T ≺ P n (2, 2, 2, n − 7).
The following Theorem 5.3 and Theorem 5.4 will exclude out P n (2, 2, 2, * ) (the maximal energy tree in the class (C4)) and T n (2, 2|2, 2) (in (C5)) by the smallest energy tree in S n by using the method of directly comparing energies given in §3.
Fig. 9: P 9 (2, 2, 2, 2) and P 9 (2, 1, 5) Theorem 5.3. Let n ≥ 10. Then we have E(P n (2, 2, 2, n − 7)) < E(P n (2, 1, n − 4)) Proof. Consider the cut edges e of G = P 9 (2, 2, 2, 2) and e ′ of H = P 9 (2, 1, 5) as shown in Fig.9 .
Let G(k), H(k) be graphs obtained by subdividing the cut edges e of G and e ′ of H respectively k times.
Then we have P n (2, 2, 2, n − 7) = G(n − 9) and P n (2, 1, n − 4) = H(n − 9). Denote g k = φ(G(k), x) and
By some directly calculations, we have 2, 1, 6 ), x) = x 10 + 9 x 8 + 27 x 6 + 31 x 4 + 12 x 2 + 1, 2, 2, 3 ), x) = x 10 + 9 x 8 + 25 x 6 + 28 x 4 + 12 x 2 + 1.
Also we can compute that E(H(0)) = E(G(0)) = 6 + 2 √ 5. So using Theorem 3.1, we have
Notice that P n (2, 2, 2, n − 7) and P n (2, 1, n − 4) are quasi-order incomparable when n ≥ 11. So Theorem 5.3 can not be proven by only using the quasi-order method.
Fig. 10: T 22 (2, 2|2, 2) and P 22 (2, 1, 18) Theorem 5.4. Let n ≥ 22. Then we have E(T n (2, 2|2, 2)) < E(P n (2, 1, n − 4) ).
Proof. Consider the cut edges e of G = T 22 (2, 2|2, 2) and e ′ of H = P 22 (2, 1, 18) as shown in Fig.10 .
Then we have T n (2, 2|2, 2) = G(n − 22) and P n (2, 1, So we have
. By using computer we can also find E(H(0)) . = 27.182092, E(G(0)) . = 27.175139, and
So by using Theorem 3.3, we have E(P n (2, 1, The following Theorem 5.5 will exclude out the maximal energy tree in the class (C3) by the fourth smallest energy tree in S n . Theorem 5.5. Let n ≥ 31. Then we have E(P n (4, 4, n − 9)) < E(P n (2, 7, n − 10)).
Proof. Consider the cut edges e of G = P 31 (4, 4, 22) and e ′ of H = P 31 (2, 7, 21) as shown in Fig.11 .
Then we have P n (4, 4, n − 9) = G(n − 31) and P n (2, 7, n − 10) = H(n − 31). Denote g k = φ(G(k), x) and By using computer we can also find E(H(0)) . = 38.616923, E(G(0)) . = 38.616742
So using Theorem 3.1, we have E(P n (2, 7, n − 10)) − E(P n (4, 4, n − 9)) = E(H(n − 31)) − E(G(n − 31)) ≥ E(H(0)) − E(G(0)) . = 0.000181 > 0.
Theorem 5.6. Let n ≥ 31. Let S ′ n = S n \{P n (2, 5, n − 8), P n (2, 3, n − 6), P n (2, 1, n − 4)} be the first ⌊ Proof. It is obvious by the quasi-order list (5.1) that the smallest energy tree in the set {P n }∪S ′ n is P n (2, 7, n− 10). Now take any tree T / ∈ {P n } ∪ S ′ n of order n, we consider the following four cases: Case 1: T ∈(C2). Then T ∈ S n \S ′ n . By the quasi-order list (5.1) we have T ≺ P n (2, 7, n − 10). Case 2: T ∈(C3). Then by Theorem 5.2 and Theorem 5.5 we have E(T ) ≤ E(P n (4, 4, n − 9)) < E(P n (2, 7, n − 10)).
Case 3: T ∈(C4). Then by Theorem 5.2, 5.3 and the list (5.1) we have E(T ) ≤ E(P n (2, 2, 2, n − 7)) < E(P n (2, 1, n − 4)) < E(P n (2, 7, n − 10)).
Case 4: T ∈(C5). Subcase 4.1: N 3 (T ) = 2 and ∆(T ) = 3. Then T is of the form T n (a, b|c, d). So by Theorem 4.2, 4.3, 5.4 and the list (5.1) we have E(T ) < E(P n (2, 1, n − 4)) < E(P n (2, 7, n − 10)). from T by using total edge grafting several times. So T ≺ T ′ , and thus by Subcase 4.1 we have E(T ) < E(T ′ ) < E(P n (2, 7, n − 10)).
Subcase 4.3: N 3 (T ) ≥ 3. Using Theorem 4.1 several times we can obtain a tree T ′ with N 3 (T ′ ) = 2 and T ≺ T ′ . So by Subcases 4.1 and 4.2 we have E(T ) < E(T ′ ) < E(P n (2, 7, n − 10)).
