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プリング・サンプル数最適化前と比較して，感情認識の Accuracy が 25.8%から 36.0%，認
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本稿は以下の構成をとる．まず，第 2 章で関連研究について述べ，第 3 章で提案手法に














力から出力の流れを図 2.1 に示す．2.2.1 で入力について，2.2.2 で特徴量抽出について，










































れている．そのためサンプリング周波数は 44.1kHz のものが多く，本実験においても 48kHz
で収録された音声を使用する．さらに切り出したデータに対し，量子化を行いデジタルデー
タへと変換される．この際音声認識の場合は 16bit で十分と言われていることから，本実験




















ル周波数ケプストラム係数（MFCC）と呼ぶ．導出の過程の概略を図 2.3 に示す． 
 










Sainath ら[4]は DNN の下層を CNN（Convolution Neural Network）に置き換えること
により音声認識性能が上がることを示した．これは CNN が波形に対する畳み込み演算がフ
ーリエ変換に変わる周波数解析をしているためである．最新の音声感情認識では，順方向と
逆方向の時間的特性を考慮できる BiLSTM（Bidirectional Long Short-Term Memory）を
用いた学習や，CNN と LSTM を組み合わせたモデルにより音声特徴量の抽出をする．以上





















用いられている．従来は HMM（Hidden Markov Model），GMM（Gaussian Mixture Model），
SVM（Support Vector Machine），RF（Random Forest）等の機械学習が，近年では CNN
や LSTM により，特徴量抽出と識別器の 2 つの役割を同時に担うモデルも多く存在してい
る．表 2.3 に識別器の例を示す． 
表 2.3: 音声感情認識に用いられる識別器 
識別器 
1. HMM（Hidden Markov Model） 
2. GMM（Gaussian Mixture Model） 
3. SVM（Support Vector Machine） 






7 感情は，心理学において著名である Ekman ら[5]の基本 6 感情（怒り，嫌悪，恐れ，喜
び，悲しみ，驚き），Pluchik ら[6]の 8 感情（怒り，嫌悪，悲しみ，驚き，恐れ，容認，喜
び，期待）をもとに抽出される．数値化は Russell ら[7]の回帰分類を用いてなされている．











(イ) Pluchik ら[6]の 8 感情（怒り，嫌悪，悲しみ，驚き，恐れ，容認，喜び，期待）
＋「平静」のうち５〜７感情 
2. 感情の数値化 
(ア) Valence（感情価）と Arousal（覚醒度）による数値化 
 
2.2.5 音声感情認識のまとめ 
2.2.1 節から 2.2.4 節で述べた音声感情認識の研究を入力データ，特徴量抽出，識別器，
感情分類をそれぞれ表 2.5 に示す． 
表 2.5: 音声感情認識のまとめ 




























究を表 2.6 に示す．本研究で用いるデータセット OGVC[8]を用いた自然発話に関する最新
研究に阿部ら[9]があるため，表 2.6中に示した．また，表 2.7 に表 2.6 に示した最新研究の
対象音声・入力データ・特徴量抽出・識別器・感情分類の 5 つを示す．表 2.7 に示した研究
のうち，自然発話を対象とした，教師あり学習を用いた音声感情認識の提案手法と実験結果
を 2.3.1 節〜2.3.6 節にて詳述する．本研究は，自然発話を対象とした教師あり学習である
ためである． 
表 2.6:音声感情認識の最新研究 
提案者 提案年 対象音声 新規性 
阿部ら[9] 2016 自然発話 自然発話音声の感情推定に，演技音声を
訓練として使用するモデルを提案した． 




Song ら[11] 2019 演技発話&自
然発話 
TLSL （ Transfer Linear Subspace 
Learning）を用いて複数の音声感情コー
パス間の相関関係を示した． 


















Zhao ら[15] 2019 演技発話&自
然発話 
スペクトラム特徴量を，Attention 機構付










Meng ら[17] 2019 演技音声 より重要な特徴量を，dilated CNN と
Bidirectional LSTM により発見した．さ
らに LSTM には Attention 機構を実装，






































器・感情分類を表 2.7 に示す． 
表 2.7: 最新研究の実装まとめ 
提案者 対象音声 入力データ 特徴量抽出 識別器 感情分類 
阿部ら
[9] 
自然発話 音声 44 次元の統計量・
特徴量（MFCC含
む） 
SVM 5 感情 
Deng ら
[10] 

































































演技音声 音声 3 次元メルスペクト
ラムから CNN によ
り抽出 






ら CNN により抽出 
SVM 6 感情 
Badshah 演技発話 音声 メルスペクトラムか 複数の CNN 7 感情 
13 
 

























LSTM 6〜7 感情 
Jiang ら
[23] 











阿部ら[9]は，OGVC（Online Gaming Voice Chat corpus with emotional label）[8]を用






阿部ら[9]は特徴量抽出により MFCC（1〜12 次）や RMSenergy など，加えてそれら特
徴量の変化量を含む 44 特徴量を用いた．学習には怒り・喜び・悲しみ・驚き・平静の 5 感
情の音声感情を選び，計 2438 の発話を SVM で学習させた．提案手法概要を表 2.8 に，実
験結果を表 2.9 に阿部ら[9]より引用し記載する．各感情の平均 Accuracy は 38.6%であっ
た． 
表 2.8: 阿部ら[9]の提案手法概要 
対象音声 入力データ 特徴量抽出 識別器 感情分類 
自然発話 音声 統計量・特徴量
（MFCC含む） 
SVM 5 感情 
 










怒り 7.2 27.4 2.5 19.8 43.0 240 
喜び 5.9 44.9 2.2 11.9 35.1 595 
悲しみ 1.2 18.5 21.8 11.5 46.9 243 
驚き 5.7 16.8 3.2 52.0 22.3 565 
平静 3.0 17.5 4.1 8.4 66.9 798 
平均 38.6  
 








表 2.10: 阿部ら[9]のモデルの統計量（認識率の標準偏差＝21.4） 
 Precision Recall F値 
怒り 15.5 7.20 9.83 
喜び 43.6 44.9 44.3 
悲しみ 43.1 21.8 29.0 
驚き 57.9 52.0 54.8 
平静 49.2 66.9 56.7 





2.3.2 Song ら[11]の研究 
Song ら[11]の提案手法概要を表 2.11 に示す．訓練・評価用に，ドイツ語の演技発話コー
パスである Berlin コーパス（Emo-DB）1，英語の演技音声である eNTERFACE コーパス
2，ドイツ語の自然発話である FAU Aibo データセット3の 3 つを用いている．自然発話デー
タセットである FAU Aibo データセットの結果を表 2.12，表 2.13 に示す． 
表 2.11: Song ら[11]の提案手法概要 












表 2.12: Song ら[11]の提案手法による実験結果（単位[%]） 
  
推測された感情 
怒り 嫌悪 恐れ 喜び 悲しみ 
正解ラベ
ル 
怒り 36 30 25 8.0 1.0 
嫌悪 16 75 0.0 7.0 2.0 
恐れ 6.0 51 19 14 10 
喜び 4.0 48 17 26 5.0 












表 2.13: Song ら[11]のモデルの統計量 
 Precision Recall F値 
怒り 53.7 36 43.1 
嫌悪 36.6 75. 49.2 
恐れ 23.8 19 21.1 
喜び 44.8 26 32.9 
悲しみ 80 72 75.8 





2.3.3 Zhao ら[15]の研究 
Zhao ら[15]の提案手法の概要を表 2.14 に示す．訓練・評価用に，FAU Aibo を用いてい
る．5 感情分類（怒り，驚き，平静，喜び，悲しみ）において，平均 Accuracy が 45.4%で
あったと報告している．各感情の詳細の精度については記載がなかった． 
表 2.14: Zhao ら[15]の提案手法概要 


















テーション付きの映像データである．AFEW5.0[24]は，約 1600 発話に 3 人の第三者が 7種
類の感情アノテーションを施し，BAUM-1s[25]は，約 500 発話に第三者が 8種類の感情ア
ノテーションを施したものである．提案手法は，入力を発話音声の対数パワースペクトルに
メルフィルタバンクをかけて出力したメルスペクトラム，メルスペクトラムの変化量，メル
スペクトラムの変化量の変化量の 3 次元メルスペクトラムする．その入力を CNN と LSTM




表 2.15: Zhang ら[22]の提案手法概要 
対象音声 入力データ 特徴量抽出 識別器 感情分類 




LSTM 6〜7 感情 
 
AFEW5.0[24]の実験結果を図 2.5 に，BAUM の実験結果を図 2.6 に Zhang ら[22]より引
用し記載する．各感情の最大の平均 Accuracy は，AFEW5.0[24]において 40.73%，BAUM-
1s[25]において 50.22%であった．各感情の Precision，Recall，F値を算出し，表 2.16，表
2.17 に記載する． 
 
図 2.4: AFEW5.0[24]における結果（認識率の標準偏差=18.93）（Zhang ら[22]より引用．
数値の単位[%]） 
 怒り 嫌悪 恐れ 喜び 悲しみ 驚き 平静 
怒り 65.6 0.0 1.6 15.6 7.8 1.6 7.8 
嫌悪 12.5 20.0 5.0 32.5 5.0 0.0 25.0 
恐れ 10.9 4.4 52.2 13.0 6.5 4.4 8.7 
喜び 11.1 0.0 12.7 49.2 9.5 0.0 17.5 
悲しみ 4.9 3.3 13.1 16.4 34.4 6.6 21.3 
驚き 17.4 0.0 2.2 43.5 4.4 10.9 21.7 






表 2.16: AFEW5.0[24]における最大 Accuracy（40.73%）時の統計量（Zhang ら[22]より
抜粋．数値の単位[%]） 
感情 Precision Recall F-score 
怒り 50.97 65.63 57.38 
嫌悪 64.94 20.00 30.58 
恐れ 59.08 52.17 55.41 
喜び 25.15 49.21 33.29 
悲しみ 48.63 34.43 40.32 
驚き 43.60 10.87 17.40 
平静 36.53 58.73 45.05 






図 2.5: BAUM-1s[25]における結果（認識率の標準偏差＝25.81）（Zhang ら[22]より抜
粋．数値の単位[%]） 
 怒り 嫌悪 恐れ 喜び 悲しみ 驚き 
怒り 34.88 11.63 2.33 0.00 41.86 9.30 
嫌悪 13.54 23.96 5.21 37.50 17.71 2.08 
恐れ 7.14 32.14 3.57 17.86 25.00 14.29 
喜び 1.95 11.69 0.65 79.87 4.55 1.30 
悲しみ 13.04 13.04 13.06 4.34 49.07 6.83 




表 2.17: BAUM-1s[25]における統計量（Zhang ら[22]より抜粋） 
感情 Precision Recall F-score 
怒り 46.09 34.88 39.71 
嫌悪 23.32 23.96 23.64 
恐れ 8.23 3.57 4.98 
喜び 55.19 79.86 65.27 
悲しみ 31.95 49.07 38.71 
驚き 57.72 46.15 51.29 







究を，2.3.2節にて Song ら[11]の研究を，2.3.3節にて Zhao ら[15]の研究を，2.3.4節にて




Accuracy が高く，分散が小さいモデルが音声感情認識としては適切である．表 2.18 に各最









阿部ら[9] 5 感情 2,438 38.6 21.4 
Song ら[11] 5 感情 18,216 45.6 23.4 
Zhao ら[15] 5 感情 18,216 45.4 - 













の学習には CNN＋BiLSTM を用いる．入力から出力の流れを図 3.1 に示す．さらに，阿部
ら[9]，Song ら[11]，Zhao ら[15]，Zhang ら[22]との比較のため提案手法の概要を表 3.1 に







表 3.1: 提案手法と最新研究の音声感情認識モデル 



















Zhang ら[22] 3 次元メルスペクトラムから
CNN（AlexNet）により抽出 

















図 3.1: 提案手法の入力から出力の流れ（入力を 3 次元メルスペクトラムとし，出力を怒





3.2 3 次元メルスペクトラム 
本節では，CNNへの入力である 3 次元メルスペクトラムについて詳説する．Meng ら[17]
の手法と同様の手順で，3 次元メルスペクトラムの特徴量抽出を行う．1 次元メルスペクト
ラムとは 2.2.2 節，図 2.3 にて示した MFCC を導出する際の，離散コサイン変換を施す前
の特徴量を言う．図 3.2 に示すように STFT（short-time Fourier transform）を施す．こ
の出力を対数スケールにし（対数パワースペクトルに変換し），メルフィルタバンクを施し
逆フーリエ変換することにより 1 次元メルスペクトラムを算出する．1 次元メルスペクトラ
ムと 1 次元メルスペクトラムの変化量，1 次元メルスペクトラムの変化量の変化量を合わせ












3.3 CNN と LSTM の組み合わせ学習 
本節では，学習器に用いる CNN（Convolution Neural Network）と LSTM（Long Short-
term Memory）の組み合わせについて詳説する．本実験では Zhang ら[22]の手法と CNN
のみ異なる，同様の識別器を用いた．Zhang ら[22]は CNN に AlexNet[26]を用いている．
本実験では，3 次元メルスペクトラムがもともとは画像ではなく音声であることから，3 次
元メルスペクトラムの時間軸方向の特徴量をより抽出できるような CNN を独自に構築し
た．3.3.1節にて CNN について，3.3.2節にて LSTM について述べる． 





𝑢./ = 11𝑤34𝑥.63,/64 + 𝑏9:;4<=>:;3<= (1)	𝑦./ = 𝑓E𝑢./F (2) 
ここで，図 3.3 のように縦方向に𝐴画素，横方向に𝐵画素からなる 2 次元の画像において，
位置(𝑖, 𝑗)にある画素の画素値を𝑥.,/とする．P, Qを画像中の任意の画素数（P ≤ A, Q ≤ B）と
考え，縦方向にP，横方向に𝑄のサイズを持った矩形領域をフィルタと呼ぶ．𝑓(𝑥)を任意の




本実験では，サイズが(8, 16, 32, 64)となる 4 つのサイズの窓を用いて，ストライド幅を 1
または 2 とする CNN を使用した．さらに図 3.1 のように，入力である 3 次元メルスペクト





図 3.3: CNN（Convolution Neural Network）のフィルタの例．𝑷 = 𝟕,𝑸 = 𝟑の場合． 
 
3.3.2 BiLSTM（Bidirectional Long Short-term Memory） 




ために，以下の 5 つの式により出力を演算する．LSTM はメモリユニットと呼ばれる要素
を基本単位として，RNNの隠れ層のユニットに置き換えて用いている．メモリユニットは，
図 3.4 に示すように一つのメモリ𝑀，5 つのユニット(𝐴, 𝐵, 𝐼, 𝐹, 𝑂)と 3 つのゲート（入力ゲ
ート，忘却ゲート，出力ゲート）により構成される．入力を(𝑥;, 𝑥_, … , 𝑥a)とし出力を(𝑦;, 𝑦_, … , 𝑦a)とし，𝑡 = 1から𝑡 = 𝑇まで演算を行う． 𝑖d = 𝜎(𝑊g.𝑥d +𝑊h.ℎd:; +𝑊j.𝑐d:; + 𝑏.) (3) 𝑓d = 	𝜎E𝑊gl𝑥d +𝑊hlℎd:; +𝑊l𝑐d:; + 𝑏lF (4) 𝑐d = 𝑓d𝑐d:; +	 𝑖d tanh(𝑊gj𝑥d +𝑊hjℎd:; + 𝑏j) (5)	𝑜d = 𝜎(𝑊gs𝑥d +𝑊hsℎd:; +𝑊js𝑐d + 𝑏s) (6)	𝑦d = 𝜎d tanh(𝑐d) (7) 






間軸の逆方向の影響も考慮するため，BiLSTM を用いる．BiLSTM は LSTM を時間軸に
順方向と逆方向の 2層に重ねたものである． 
 

















ペクトラムの時間軸の上限を 227 としており，228以上となる発話は除外している．図 3.5
















3.4.1 SMOTE（Synthetic Minority Over-sampling Technique） 
4.4.1 節にて一般的なアップサンプリング手法である Chawla ら [28]の提案した
SMOTE(Synthetic Minority Over-sampling Technique)を用いた手法との比較を実施する．
本節では，SMOTE の概説をする．図 3.6 のようなクラス分類をしているデータセットを例
として，SMOTE の手順を以下に示す． 
手順1. サンプルの選定：少数派サンプルを一つ(𝑚とする)ランダムに選択する．（図 3.7） 






手順5. 手順 3 と手順 4 の繰り返し：手順 3 と手順 4 を（SMOTE によって追加する少数
化サンプル数/元の少数派サンプル数）回繰り返す． 

















図 3.9: 手順 3 ランダムな𝒎𝒓の選定 
 

















作成し，その文章を男性 2 名，女性 2 名のプロの俳優が感情を込めて発声した音声である． 
4.2.1 自然発話音声 
自然発話音声は，MMORPG (Massively Multiplayer Online Role-Playing Game)と呼ば
れるオンラインゲームで遊んでいる最中に 2 名ないしは 3 名の話者間で交わした対話音声
6 対話分，計 9,114 発話を収録している．対話の話者はオンラインゲームの経験がある大学



















除外した 6,578 発話に対して，第三者である 3 人の評価者が感情のアノテーションを施し
ている．感情の分類として Pluchik ら[6]の基本 8 感情と「平静」と「その他」の 10個のラ
ベルを用いている．図 4.2 に感情分類のラベルを OGVC[8]より抜粋する． 
 





表 4.1: OGVC[8]の感情種別ごとの発話数 
感情 記号 発話数[発話] 
喜び JOY 627 
受容 ACC 777 
恐れ FEA 361 
驚き SUR 697 
悲しみ SAD 402 
嫌悪 DIS 737 
怒り ANG 321 
期待 ANT 831 
平静 NEU 1322 
その他 OTH 503 






本実験では CNN と LSTM による学習のミニバッチ数は 25 とし，損失関数をクロスエン
トロピー誤差，オプティマイザ（最適化アルゴリズム）には Adam を使用した．学習率は
0.001，𝛽;は 0.9，𝛽_は 0.999 とした．最大エポック数は 50 とした．実験は Google 
Colaboratory4を用いた．ハードウェアアクセラレータに GPU を使用し，python3.6.9 にて
実装した． 
訓練・評価に使用するのは OGVC[8]の自然発話音声のみである．使用する感情は阿部ら











にするためである．これにより評価データは計 400 発話となった．OGVC を訓練データと
評価データにランダムに分割する際には scikit-learn 5 の train_test_split により








表 4.2: OGVC の自然発話音声サンプル数 




怒り 318 238 80 80 
喜び 618 463 155 80 
悲しみ 401 301 100 80 
驚き 697 523 174 80 
平静 1316 987 329 80 













を用いた．以下の図では，怒りを ANG，喜びを JOY，悲しみを SAD，驚きを SUR，平静
を NEU としている．また，入力がメルスペクトラムの場合，BiLSTM を 3 層，隠れ層の
出力サイズを 512 とした．入力が 3 次元メルスペクトラムの場合，BiLSTM を 2層，隠れ
層の出力サイズを 256 とした．図 4.3，図 4.4 に入力特徴量をそれぞれメルスペクトラムと
したとき，3 次元メルスペクトラムとしたときの実験結果を示す． 
表 4.3: 訓練用・評価用データサンプル数 
感情 訓練用発話数 評価用発話数
（調整後） 
怒り 238 80 
喜び 463 80 
悲しみ 301 80 
驚き 523 80 
平静 987 80 





図 4.3: 表 4.2 のサンプル数による実験結果 Accuracy=25.8%（入力：メルスペクトラ
ム）（単位[%]） 
 




















987 発話あったものを，ランダムにダウンサンプリングし 714 発話とした． 
l 実験③は一般的にアップサンプリング手法として用いられる Chawla ら[28]の提案
した SMOTE(Synthetic Minority Over-sampling Technique)を用いて，サンプル数最
適化前（「怒り」238 発話，「喜び」463 発話，「悲しみ」301 発話，「驚き」523 発話，
「平静」987 発話）の音声感情のアップサンプリングを行い各感情 714 発話とした． 
表 4.4:訓練を行うサンプル数（単位は発話数） 
 怒り 喜び 悲しみ 驚き 平静 合計 
サンプル数
最適化前 
238 463 301 523 987 2512 
実験① 714 926 903 1046 987 4576 
実験② 714 714 714 714 714 3570 
実験③ 714 714 714 714 714 3570 
 
表 4.3 の訓練サンプル数で訓練を行い，表 4.2 に示す計 673 発話の評価用データを用い





図 4.5:実験①の結果平均 Accuracy=25.8%（入力：メルスペクトラム）（単位[%]） 
 
 





図 4.7:実験②の結果 平均 Accuracy=28.5%（入力：メルスペクトラム）（単位[%]） 
 
 





図 4.9: 実験③の結果 平均 Accuracy=25.0%（入力：メルスペクトラム）（単位[%]） 
 





提案手法によるアップサンプリングとの比較を表 4.5，表 4.6 に示す．表 4.7 にアップサ
ンプリング前，提案手法によるアップサンプリング，SMOTE（Synthetic Minority Over-
sampling Technique）によるアップサンプリングの 3 つの Accuracy と，感情認識率の標
準偏差を示す．提案手法のアップサンプリングにより，入力をメルスペクトラムとしたとき
に，Accuracy は 25.8%から 28.5%となった．標準偏差は 30.7 から 28.6 となった．入力を
3 次元メルスペクトラムとしたとき，Accuracy は 25.8%から 31.5%となった．標準偏差は
24.0 から 19.4 となった．SMOTE によるアップサンプリングでは，入力をメルスペクトラ
ムとしたとき Accuracy25.0%，標準偏差は 34.5，入力を 3 次元メルスペクトラムとしたと
き Accuracy は 31.0%，標準偏差は 21.4 なった．入力をメルスペクトラムとしたとき提案
手法は，アップサンプリング前と比較して Accuracy を 2.7%（アップサンプリング前の
Accuracy の 10.5%）上げ，標準偏差を 2.1(アップサンプリング前の標準偏差の 6.8%)下げ
た．入力を 3 次元メルスペクトラムとしたとき提案手法は，アップサンプリング前と比較
して Accuracy を 5.7%（アップサンプリング前の Accuracy の 22%）上げ，標準偏差を 4.6(ア
ップサンプリング前の標準偏差の 19%)下げた．SMOTE によるアップサンプリングは入力
がメルスペクトラムの場合，Accuracy を 0.8%（アップサンプリング前の Accuracy の 3%）









表 4.5: アップサンプリング前と提案手法の実験結果の比較（入力：メルスペクトラム） 






怒り 238 5.00 714 2.50 80 
喜び 463 8.75 714 75.0 80 
悲しみ 301 1.25 714 1.25 80 
驚き 523 30.0 714 47.5 80 
平静 987 83.75 714 16.3 80 














怒り 238 0.00 714 15.0 80 
喜び 463 30.0 714 13.8 80 
悲しみ 301 0.00 714 30.0 80 
驚き 523 35.0 714 31.3 80 
平静 987 63.8 714 67.5 80 
Accuracy - 25.8 - 31.5 - 
 
表 4.7: 提案手法と SMOTE(Synthetic Minority Over-sampling Technique)との比較 






















4.4.2 LSTM のハイパーパラメータ最適化実験 
4.4.2節では交差エントロピー誤差を最小化する LSTM の層数，隠れ層への出力サイズの
最適化を行う．具体的には，LSTM層を 1層，2層，3層，出力サイズを 128，256，512 と
した実験を行い，Accuracy を比較する．訓練用データには，実験②のサンプル数（各感情）
を用いる．感情音声は 1 次元メルスペクトラムと 3 次元メルスペクトラムのそれぞれにつ
いて行う．実験結果を表 4.7 に示す．ただし，LSTM層の層数と出力サイズをLSTM.と表す．𝑖は層数，𝑗は出力サイズを示す．数値は Accuracy(%)，括弧内の数値は交差エントロピー誤
差である． 



















































場合LSTM;_ が，入力を 3 次元メルスペクトラムにした場合LSTM;_; が LSTM のハイ
パーパラメータとして最適であると分かった．このときの実験結果をそれぞれ図 4.11，
図 4.12 に，最終結果を表 4.9 に示す．この際の Accuracy と感情認識率の標準偏差を




図 4.11: 𝐋𝐒𝐓𝐌𝟏𝟐𝟖𝟑 の実験結果 Accuracy=27.8%（入力：メルスペクトラム）（単位[%]） 
 





表 4.9: LSTM のハイパーパラメータ調整後の実験結果 
 Accuracy[%] 感情認識率の標準偏差 
入力：メルスペクトラム 27.8 21.7 





スペクトラム，4.4.2節で最適だと分かったLSTM;_; を用いて，表 4.10 に示すサンプル数で




l 「喜び」の 20.0%が「悲しみ」に，57.5%が「平静」と誤分類されてしまう． 
l 「悲しみ」の 15.00%が「驚き」に，57.5%が「平静」と誤分類されてしまう． 
l 「驚き」の 17.5%が「悲しみ」に，32.5%が「平静」と誤分類されてしまう． 












サンプル数①. 誤分類の多かった「平静」のサンプル数を 642 発話とする．その他を 714
発話（図 4.12 と同じサンプル数）とする．「平静」の最適なサンプル数調査のためで
ある． 
サンプル数②. 誤分類の多かった「平静」のサンプル数を 499 発話とする．その他をサ
ンプル数①と同様とする．「平静」の最適なサンプル数調査のためである． 
サンプル数③. 誤分類の多かった「平静」のサンプル数を 464 発話とする．その他をサ
ンプル数①と同様とする．「平静」の最適なサンプル数調査のためである． 
サンプル数④. 誤分類の多かった「平静」のサンプル数を 392 発話とする．その他をサ
ンプル数①と同様とする．「平静」の最適なサンプル数調査のためである． 
サンプル数⑤. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 642 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑥. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 606 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑦. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 571 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑧. サンプル数④にて誤分類が最も多い「喜び」のサンプル数を 535 発話と
する．その他のサンプル数をサンプル数③と同様とする． 
サンプル数⑨. サンプル数⑦にて誤分類が最も多い「悲しみ」のサンプル数を 678 発話
とする．その他のサンプル数をサンプル数⑦と同様とする． 






表 4.10: 訓練に用いる発話数 （単位：発話） 
 怒り 喜び 悲しみ 驚き 平静 合計 
サンプル数① 714 714 714 714 642 3498 
サンプル数② 714 714 714 714 499 3355 
サンプル数③ 714 714 714 714 464 3320  
サンプル数④ 714 714 714 714 392 3248 
サンプル数⑤ 714 642 714 714 464 3248 
サンプル数⑥ 714 606 714 714 464 3212 
サンプル数⑦ 714 571 714 714 464 3177 
サンプル数⑧ 714 535 714 714 464 3141 
サンプル数⑨ 714 642 678 714 464 3212 
サンプル数⑩ 714 642 642 714 464 3176 
 
サンプル数①〜サンプル数⑩の実験結果を，図 4.13 から図 4.22 に示す．最適なサンプル
数を目指すにあたって，アップサンプリング数を変更後に「Accuracy が低下する」「認識率











図 4.13: サンプル数①の実験結果 Accuracy=24.8%（単位[%]） 
 




図 4.15: サンプル数③の実験結果 Accuracy=31.5%（単位[%]） 
 
 




図 4.17: サンプル数⑤の実験結果 Accuracy=31.0%（単位[%]） 
 





図 4.19: サンプル数⑦の実験結果 Accuracy=34.8%（単位[%]） 
 
 





図 4.21: サンプル数⑨の実験結果 Accuracy=33.0%（単位[%]） 
 
 





図 4.23: サンプル数⑨の追加実験 Accuracy=36.0%（単位[%]） 
 






り訓練した実験結果を表 4.11 に示す．SMOTE は入力がメルスペクトラム，3 次元メルス
ペクトラムの際，それぞれ Accuracy が 33.8%，31.5%であるのに対し提案手法は最大
Accuracy36.0%であった．感情認識率の標準偏差は SMOTE の場合入力がメルスペクトラ
ム，3 次元メルスペクトラムの際，それぞれ 20.0，21.7 であるのに対し提案手法は 17.5 で
あった．アップサンプリング前と比較して，Accuracy は 25.8%から 36.0%に，感情認識率
の標準偏差は 24.0 から 17.5 となっていることが分かる． 
 
表 4.11: サンプル数⑤の実験結果と SMOTE を用いた実験結果の比較 








力：メルスペクトラム，LSTM;_ ） 33.8 20.0 
SMOTE によるアップサンプリング（入
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