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Abstract 
This paper proposes a database analysis method aimed at the process of building a new ontology. The analysis is based on the 
idea that a database already contains indirect knowledge of the domain. By finding information about the values contained in the
database tables and fields, it is possible to extract some of this knowledge. The obtained information can then be used as the basis 
for ontology concept creation. The information consists of statistical information about the values in a field, detected distinct 
values and their distributions, and implicit foreign-key to primary-key relationship detection. Different aspects of the information 
about the values in the fields, obtained from the analysis, can be used to create value-based and other ontology concepts. The 
proposed method has been applied on a medical database, containing records about respondents in a study of gastric cancer risk.
The inconsistencies and hurdles from working with a database and ways of dealing with them are also discussed in the paper. 
© 2016 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the Organizing Committee of ICAFS 2016. 
Keywords:Database analysis; domain knowledge; knowledge engineering; ontology 
1. Introduction 
In information science, ontology provides descriptions of terms important to a specific domain. This means that 
ontology elements are defined in a machine readable way and provide descriptions of concepts using relations 
between these concepts. Adding an ontology knowledge layer on top of an existing database can be of immense 
potential. By adding this semantic layer, the data contained in the database can be potentially easier accessed than 
without it. This is achieved by adding new classifications on top of the existing data. The same information, already 
contained in the database, can now be labeled, obtained and be part of a class model, without adding any new data to 
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the database. Using the functions provided by an ontology to access data is called ontology-based data access 
(OBDA)1.Many, if not most, existing solutions make use of database technology. Classical relation databases are the 
most common used way to store information. In most cases it is out of the question to replace an existing database or 
to restructure it significantly. By adding ontology knowledge on top of the database using a mapping approach, 
OBDA can provide additional functionality without impacting the database at all. Ontologies are a way to store 
knowledge about domain terminology. Ontologies not only contain terms, but also provide machine reasoning about 
the definitions of those terms. When familiar terminology is used, this provides a semantic layer, which is more 
aligned with human speech and thinking. When two humans communicate, they are able to use complex terms, each 
containing lengthy explanations, without having to provide these explanations. These explanations are implied. Yet, 
they still understand each other, because they both share a common understanding of the terminology. When needed, 
the context used by both can be recalled to understand the terms better. It is this ability to define, share and use a 
common understanding of the terminology, which is provided by the ontology. 
One of the possibilities offered by OBDA is simplification of data descriptions. This is useful in cases when a 
user of a system requires access to certain data within the system, stored in a database, but is incapable of doing so 
himself. Usually when a user of an information system, who himself is not a database expert, requires a specific 
subset of information from the system, he has to rely on preexisting reports or a database expert. There do not 
always exist reports for all possible subsets of data. The necessity to rely on a database expert to obtain the required 
data introduces additional obstacles, barriers and middleman between the user and the needed data. The goal of 
OBDA is to provide the users with the ability fusing the semantic layer and its familiar terms in order to define the 
kind of information they are interested in. The terms and definition within the ontology, being mapped to database 
entities, would take care of correct accessing of the data in the database. 
Before such a system can be used, an ontology needs to be created based on the existing data. There exist many 
different kinds of ontologies. Since this paper is most interested in OBDA, general ontologies which describe very 
generic concepts are not addressed. The paper is rather interested in the ontologies usable for data access, closer to 
the domain or application. Such an ontology would have to contain domain terminology useful to the users. For this, 
it would have to be based on the existing database. Should it contain a concept whose individual (representation 
from the data) is not obtainable from the database, the term may as well be never used. This requires that the 
ontology is built for, and using information from, the database. For that purpose this paper proposes a method for 
analyzing existing databases specifically to obtain basic ontology concepts and for ontology learning in general. 
Once basic concepts are established, they can be used to define more complex concepts. Those more complex 
concepts would be defined using these more basic concepts as building blocks. The analysis identifies interesting 
data and relations within a database and presents the findings to the user, to decide if and how to incorporate them 
into the ontology. 
Nomenclature 
ODBA ontology-based data access 
DBMS database management system 
OWL 2 web ontology language, version 2 
2. Related works 
There exist many works dealing with the construction of ontologies2,3 and interconnecting them with other data 
sources4,5. Most papers, presenting approaches of ontology building or mapping, usually address this task by 
converting aspects of one directly into the other6,7,8. Ontologies are built using the names of the fields and the rules 
of the databases9,10,11 or databases are built to store semantic knowledge. The method of analysis proposed in this 
paper is aimed at gaining an insight into the domain knowledge already present in the database so as to build a new 
ontology about this knowledge, and not specifically of the database. This work is also a continuation of previous 
investigations into the field of ontology building12. Since this approach only provides information, the process of 
obtaining an ontology is much more manual than the previous work. Ontology building in general is a very manual 
and custom process. Two ontology descriptions of the same domain may still differ because of different viewpoint of 
the people designing the ontology.  
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3. The method of analysis  
This paper proposes an approach to analysis consisting of multiple parts. First, common statistics about every 
field in the database are gathered. For every table and every field within the tables statistical metrics, applicable to 
most data types are collected. After that, distinct values are found and analyzed. The next step is to find key-
candidates. After that, foreign keys candidates are detected. Before fields in a database table are analyzed, the 
number of records for a table is also obtained using a simple count query. The number of records is not very 
interesting in itself, besides indicating heavily used tables versus rarely used ones, but the number will be used later 
for the calculation of other metrics. 
Fig. 1. The data collected for each table field. 
Figure 1 shows the data that are being collected for every field in the database. Most fields will have at least the 
first part, describing the name, type, size, min and max. 
3.1. Basic field statistics 
Within each table, for every field of interest, ignoring binary data fields, the minimal and maximal values are 
recorded. The “min” and “max” functions in SQL are applicable to not only numeric data types, but for most, 
including text values and dates. The proposed method of analysis ignores database fields, which do not store 
information, for example, data fields holding image data. 
A simple additional algorithm was developed in order to calculate the average and the standard deviation of 
dates. Usually SQL does not offer the calculation of an average date or other time fields from the data. Some DBMS 
may offer such functionality, however the Derby database used for this paper did not. The algorithm simply turns 
the data or date-time value into their numeric representation. The numeric representation (UNIX epoch) being the 
number of milliseconds elapsed since January 1 1970. The numeric representations are then averaged as usual and 
turned back into a date or date-time object. The standard deviation for dates is expressed in days. An average date 
can be useful to the knowledge engineer, to determine interesting time periods, for the records in the database. 
The purpose of this general information is to provide a quick overview of the kind of data contained in a field.  
3.2. Determining if fields contain enumerations 
Database table fields can contain different kinds of data. Besides continuous numeric values, identifiers and free 
text, value pools or enumeration are also very often used. Examples are “Yes”, “No”, “Maybe”, or “Y”, “N”. Also 
larger pools can be used, for example, the names of weekdays, specific status values, title names and so on. Numeric 
enumeration is also often used when a field contains values within a specific range, for example, a field named 
“Rating” could contain only values between 1 and 10. Status codes can also be found in databases. To determine 
such cases, the “count distinct” function is applied on a table’s field. This function returns the number of distinct 
values contained in the field. This number is recorded in the statistics about the field, even if the number is 
comparatively large. If the number of distinct values is low enough, it is reasonable to assume that the field contains 
enumerated data. The rule for determining what number to consider “low enough” can be changed from case to case. 
A fixed number can be used to test if the number of distinct values used is lower. This has the disadvantage that the 
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number of enumerations in all cases must be previously known. Also, a fixed number is vulnerable to false 
positives, when the number of records is low. 
Alternatively, a percentage can be employed to test if the count of distinct values is lower than the proposed 
percentage. The downside of this method is that as the number of records grows, the percentage also grows 
proportionally. However, a 5% threshold seems almost too low for 100 records. At the same time, a 5% threshold 
for 10000 records is 500 distinct values, which is almost certainly too much. 
The method used in this paper employs the square root function to determine if there are “few” values. The use of 
the square root was inspired from the approach of determining a fitting number of clusters13.The use of the square 
root means that, if the number of distinct values used throughout the records in the table is lower or equal to the 
square root of the number of all records, the values are to be considered to be “few”. The advantage of this approach 
is that the threshold grows slower than the number of records. However, this will not prevent a situation when the 
maximum number of distinct values still grows too large for effective use.  
Once it has been determined that a field contains few enough distinct values, the distinct values and their 
proportions are recorded. Proportions are calculated as the division between the number of times a distinct value was 
used and the number of records. Empty values (null) are also viewed as distinct values and are counted. 
In the case when the number of distinct values is larger than the used measure and the field contains numeric 
values, the field is to be considered to contain continuous data. In such a case, the average and the standard 
deviation are calculated for the values, instead. These numeric characteristics are recorded in the analysis. When the 
number of distinct values is very large, but the field is not of a numeric type, the field has to be viewed as containing 
“other” data. 
The purpose of this part of the analysis is to help determine candidates for values-based concepts. These are 
concepts, whose application is based on the existence of a value. For example, from the medical data it was found 
that any respondent only has one of two values in the field “type”. From this the value-based concepts “Main 
respondent” and “Control group respondent” have been created. 
3.3. Rating the information from the distinct values 
Finding distinct values provides an insight into the contents of the database. However not all obtained values are 
equally informative to the ontology building process. The most useful information for ontology building is the set of 
distinct values found at the previous step. Distinct values can often be the basis for classes. However, before the user 
decides whether or not a pool of distinct values is a good fit for classes, it can be useful to calculate some 
mathematical indicators. Information entropy is calculated for the proportions of distinct values. The formula (1) 
used for this calculation is borrowed from the C4.5 algorithm. 






H X P x P x
 
 ¦    (1) 
Here, X are all distinct values, n is the number of distinct values and P(xi) is the proportion of a particular distinct 
value within all values. Information entropy will be 1 when all distinct values have an equal proportion, and will 
approach 0 as the proportion becomes more unequal. It can be assumed that table fields with larger information 
entropy are better suited for general ontology concepts, since they might be used more often, in future, to distinguish 
them from each other. As an example, the concepts for different respondent types may be used more often to 
differentiate these respondents from each other.However, fields with lower information entropy can be used for 
specialized concepts, to distinguish special individuals from common ones. 
3.4. Determining key-candidates 
Tables often have primary key fields. These primary keys are the basis for unique identification of records and 
for relations with other table records. The primary key functionality of DBMS is the most often used, so it can be 
expected that every table will have a field defined as the primary key. However, this analysis is also interested in 
fields, which are not defined as primary keys, but have the potential to be used as such, because of the nature of their 
content. The method searches for field, showing the characteristic of key fields. In order to be considered a key-
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candidate, the values within a field have to be unique for every record. This information can be gained from the 
previously recorded value, obtained by using “count distinct” query. Any field, where the number of distinct values 
equals the number of records, contains unique values for every record. Such a field can be considered a key-
candidate. Both the specified primary keys and the key-candidates will be used in the next step, which searches for 
possible relations between database tables. 
3.5. Determining possible foreign key relationships 
Although foreign key relationships can be built into the database structure and are obtainable explicitly, that is 
not always the case. Some database architects choose not to use foreign key definitions. The proposed method tests 
every field for the possibility of pointing to another field in this or another table. In order to find these relationships 
every field has to be checked against every primary key and key-candidate, for fitness. Fitness is determined by 
several factors. A foreign key to key relationship is only possible if the considered fields are of the same or 
comparable type. Also the min value of the foreign key field has to be higher or equal to the min value of the key 
field. The max value of the foreign key field has to be lower or equal to the max value of the key field. This is a 
quick way todetermine whether the foreign key candidate fits into the key values. If this is true, the last step for 
determining a truly valid relationship is to test whether there is a corresponding value in the key field for every value 
in the foreign key field, as seen in Figure 2. 
Fig. 2. Example of foreign-key to key projection. 
If the foreign key field is fully relatable to the key field, then this relationship is recorded. All found relationships 
are presented to the user to decide their validity. This information can also be useful outside of ontology building. 
This part of the analysis only serves to help find missing links between database tables. The information of how 
tables are linked can be helpful for the creation of complex concepts whose application is determined by the 
relations between different individuals. 
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4. Analysis of a medical database 
In order to test how well the proposed method helps build ontology concepts it was applied on a database 
containing medical data.The data were obtained from a medial project collecting information about gastric cancer 
risk from a medical data bank used at a university hospital in Latvia. The data were placed in an embedded derby 
database, retaining the structure of the information. A Java application connected to the derby database performed 
the analysis of the data. 
The analysis was able to indicate interesting properties of the database and provided insight into the data stored in 
it. As was expected, the found meta-data about the distinct values was most interesting. Figure 3 shows the number 
of two kinds of fields in the database. The fields shown on the left are fields containing continues data, sorted by the 
percentage of unique values. As can be seen, the database contains 86 fields containing 100% unique values. These 
are mostly fields containing unique identifiers and timestamp values. There are also 74 fields containing less than 
10% unique values, but who were not selected as candidates for a distinct value analysis, due to them being above 
the calculated limit. On the right are field containing distinct values. They are ordered by the entropy scores. As can 
be seen, most of the fields containing distinct values do not have an even distribution. There are only 309 fields with 
an entropy score higher than 0.5. Of the 2881 field in the database 297 hold continues values (figure 3 a), 1575 hold 
distinct values (figure 3 b) and 1009 fields hold only one value in all records and therefore provide no information. 
The experiment has alsoshown a real world data phenomenon. The used data contained many text fields holding 
only two distinct values. Those were null values and empty text. A null value indicates the complete absence of 
data; whereas an empty string is an existing unit of information that holds no text. Since these are text fields, they 
are often comments. As far as the information from these values goes, empty text values can be viewed as the same 
as null values, from the perspective of a knowledge engineer. The results in figure 3 are obtained after empty text 
has been corrected by replacing them with null values. 
Fig. 3. a) Number of fields by unique content; b) Number of fields by entropy. 
Both, the empty text and null, indicate the absence of a comment, value or other useful information. There might 
be a technical difference as to why there are sometimes empty String values instead of null. However, this has only a 
negative impact on this analysis of the data. This leads to the necessity of testing for empty string and replacing 
them with null values. It is important that values with the same meaning are represented the same way in order to 
calculate how informative a field is and in order for them to be defined the same way during ontology building. For 
example, let us say that it is important to distinguish ontology individuals who do have this attribute from 
individuals who do not have this attribute. An empty text value would add confusion to such a distinction, since 
technically,the individual would have this attribute, but it holds no information and should be viewed the same way 
as an absent value. The existence of absent values also negatively influences the calculation of the information 
entropy. Let us look at an example when a field has 1/3 null values, 1/3 empty text and 1/3 of a specific text value. 
The difference of information entropy between the calculation of 2/3 versus 1/3 will be a very different result from 
the calculation of all three values. 
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The algorithm used in the experiment has been revised to replace empty text with null values and to view them in 
the same way. The result of this is that many previously highly rated fields became some of the lowest rated ones. 
The analysis of key-candidates shows that it is capable of finding uniquely populated fields. However, frequently 
these fields are technical in nature. In the specific database a field is used to keep track of the date and time when a 
record was created in the database. These values are unique by nature, since new values are often added one after 
another. These values are not helpful for the purpose of ontology building in this case, since they do not provide the 
kind of information a knowledge engineer would be looking for. Other fields, which are reasonable key-candidates, 
were also found. For example, the database table holding records of biological samples contains a field holding the 
unique identifiers of the sample containers. Since these sample containers are not reused, they can also be used as 
unique keys for the records in the database table. In case of data about people fields like phone number, e-mail, 
address and the person’s national identity number also offer themselves as keys for a person. However, it is unlikely 
that these values will be found useful at the relationship finding stage. 
5.  Ontology building 
Once the analysis is completed and information about the database is obtained, it is possible to move on to the 
ontology learning. The result of the analysis will be used directly or indirectly to construct ontology concepts. This 
is possible because the analysis provides information about real data. This data represent concept individuals. 
Knowing what data is contained within the individuals helps selecting useful concepts, which will be classifiable. 
One of the first particularities found from the analysis of the data were records, which have been determined to be 
test values. These are values and records used to test how the system works. They were found from the obtained list 
of distinct country values used for respondents. In this list was a non-existent test country. It has to be decided how 
to handle such values. If they remain in the database, it may be important to infuse this knowledge into the ontology 
so that test records are classified as such and can be distinguished from real respondent data. 
One example of the difficulties of selecting a good threshold, for the determination of distinct value counts, is 
age. Because the data contained ages only from 39 to 64 and had 3698 records for respondents, the age has been 
automatically selected as a candidate for enumeration. It is unlikely, that the final ontology will contain a distinct 
concept for every person of a certain age.Fields being wrongly considered for enumeration appear very often. 
Sometimes, it is due to a field not being utilized very well. There are many fields containing mostly null values, 
even when they are meant to be used as unique properties for every record. This can be seen with comments. The 
respondents’ records have a field meant for comments. However, since most of the time no comments are provided, 
the few existing comments have been wrongly selected as candidates for enumeration. There might exist a need to 
ignore fields, containing too many null values, in the future. 
The results of the analysis seam to point to high information entropy(>0.5) as a good indicator for concept bases. 
Fields with high entropy scores will not have the previously mentioned problem of having many null values. 
However,high entropy does not guarantee an automatic match between data and domain concept. There are many 
fields with a low entropy score who are usable as a basis for ontology concepts. The respondents can belong to one 
of five distinct groups. However, most of the respondents belong to only one of two of these groups. The other 
groups are only used in corner cases. This lowered the entropy score to 0.4 for an important characteristic. Despite 
the comparatively low score, the concepts for respondent groups are important. Another example of a field with high 
entropy, but which is not usable as a domain concept can be seen in a table containing blood samples. This database 
table contained fields storing the current position of the sample in a refrigeration unit. The location is stored using 
two fields, one for the row and one for the column of a container, holding the samples. These coordinates are very 
well distributed, they are few and each sample does have such a location. These factors lead to very high calculated 
information entropy. Unfortunately, this information is not a good fit for semantic domain concepts. 
The analysis of foreign-key and key candidates has lead to the automatic detections of interrelated fields. The 
database did not have a declared relationship from respondent questionnaires to the respondents themselves. Each 
respondent had exactly one questionnaire of different kinds. The answers of each questionnaire were stored in 
separate database tables. The method was capable of finding not only the one-to-one relationship, between the 
questionnaires and the respondent; it also found the relationship between the different questionnaires. Besides this, 
the method only provides the ability to find the relationships, which should have been provided by the definition of 
the database tables. 
120   Henrihs Gorskis et al. /  Procedia Computer Science  102 ( 2016 )  113 – 120 
6.  Conclusions 
This paper proposed a database analysis approach aimed at obtaining information for the purpose of ontology 
building. The application of this method on real world data has shown that this approach does indeed provide useful 
and important information about a data source, useful for ontology building. Some common database inconsistencies 
were also detected and dealt with. The existence of such inconsistencies is something that has to be expected. This 
paper also proposed how to deal with such problems. 
The proposed method is only the first step into the long process of building an ontology. Knowing the kind of 
data contained in the database, which will be accessed through the use of the ontology, is important to build usable 
ontology concepts. By finding the distinct values used throughout the database, value-based concepts can be created. 
The analysis of the database used in this paper resulted in the detection of many such value based concepts. Some of 
them are the types of medical tests performed, many often used yes and no values, test results, respondent’s genders 
and countries of origin, and many more. 
One interesting side effect of running the analysis on real data was that some inconsistencies and errors of the 
data were found. Field, expected to be unique, contained duplicate values. Some fields remained unused, even 
though when judged by name, they would seem to be holding important information. 
The proposed method was helpful in creating an ontology for the access of the medical data. The creation of the 
ontology was still a manual process, with the analysis result as a helpful guide. By pointing to data with promising 
characteristics, the process was simplified and made it possible to create a fitting and useful ontology fast and less 
laborious. 
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