Abstract. Computing a 1-dimensional linear subspace is an important problem in many computer vision algorithms. Its importance stems from the fact that maximizing a linear homogeneous equation system can be interpreted as subspace fitting problem. It is trivial to compute the solution if all coefficients of the equation system are known, yet for the case of incomplete data, only approximation methods based on variations of gradient descent have been developed. In this work, an algorithm is presented in which the data is embedded in projective spaces. We prove that the intersection of these projective spaces is identical to the desired subspace. Whereas other algorithms approximate this subspace iteratively, computing the intersection of projective spaces defines a linear problem. This solution is therefore not an approximation but exact in the absence of noise. We derive an upper boundary on the number of missing entries the algorithm can handle. Experiments with synthetic data confirm that the proposed algorithm successfully fits subspaces to data even if more than 90% of the data is missing. We demonstrate an example application with real image sequences.
Introduction
In this work, we consider the problem of estimating the linear subspace of a matrix of rank-1 if not all entries of this matrix are known. Since the maximization of a linear homogeneous equation system amounts to fitting a 1-dimensional subspace to the coefficient matrix, the mathematical community already considered the additional difficulty of unknown coefficients in the late 60s and 70s [23, 17, 10, 22, 8, 18] 1 . In computer vision, subspace fitting with missing data received considerable attention after the introduction of the factorization algorithm by Tomasi and Kanade [20] . In the same work, the authors also proposed an algorithm which computes left and right subspaces starting with some part of the matrix where all entries are known. This solution is iteratively propagated until all unknown entries are estimated. However, it is likely that the cameras which gave rise to the initial submatrix are in degenerate configuration, hence subsequent estimates would be incorrect.
Jacobs proposed to first estimate the intersections of all triplets of affine subspaces induced by points having unknown coordinates [13] . The subspace is taken to be identical with the space which contains all intersections, i.e. the intersection of intersections. In general, however, even in the absence of any noise, this intersection is empty.
Many other approaches in the computer vision community are variants of the approach of Tomasi and Kanade, for instance by integrating statistical reliability measures [7] or optimizing a different cost function [3] . Modified EM-schemes [23, 8] were also proposed, e.g. considering some statistical properties [19] , or a different cost [2] . Hartley and Schaffalitzky alternatingly estimate left and right subspaces [11] . Buchanon and Fitzgibbon [4] proposed to improve convergence speed by combining a Gauss-Newton approach [17, 18] with the method of [11] . Recently, it was proposed to integrate problem-specific constraints into EMschemes [16, 1] .
A new type of algorithms was recently proposed: heuristics which minimize the l 0 -, the l 1 -norm, or the nuclear norm allow for the recovery of low-rank matrices with partially missing entries, or even matrices with some entries corrupted [6, 9] . Minimizing a spectral norm implies that the number of non-zero singular values is not kept fixed. Consequently, such algorithms can converge to a solution where the number of non-zero singular values is different as required by the physical model. According to our experience this frequently happens indeed. Relying on convex optimization, they require certain parameters specified apriori, and they are known to be slow if the problem size becomes large. Lastly, their gradient-descent nature makes them susceptible to local minima.
Summarizing, Gauss-Newton approaches [17, 18, 4] are susceptible to local minima hence they require good initial solutions. Conversely, EM-schemes [23, 22, 8, 19, 16, 1] or EM-like schemes [11] seem to converge more robustly, yet can require tremendously much time [4] . Approaches generalizing some estimate obtained from some part of the data to the complete data are highly susceptible to noise, larger amounts of missing data and degenerate camera configurations [20, 13] .
In this work we consider the special case of subspaces of rank-1. We will prove that for this case a linear solution exists and is unique. Subspace estimation in the presence of missing matrix entries reduces to solving a single linear equation system, hence there is no necessity to iterate. No parameters need be chosen apriori, and the algorithm is immune to local minima. The proposed approach is significantly faster than iterative approaches even for large problems. Experimental evaluation will show that our algorithm estimates accurate subspace even if less than 10% of the data is known. Its usefulness is further demonstrated with several challenging real image sequences.
In Section 2 we will prove existence and uniqueness of a linear solution for the estimation of a rank-1 subspace if not all matrix entries are known. Section 3 continues with an experimental evaluation of accuracy using simulated data. A model application with real-image data is presented in Section 4. The paper ends with conclusions in Section 5.
A Linear Solution
Capitalized letters M are used for scalar constants, bold lower-case letters x for vectors, bold capital letters X for matrices, and calligraphic capital letters A for spaces. The symbol x denotes the transpose of a vector or matrix, and · the L 2 -norm.
M be a linear space of dimensionality 1, and let s be a vector of length 1 spanning S.
If some point x = [ x 1 · · · x M ] lies in the subspace S spanned by s we have
Let X be a M ×N matrix whose column vectors consist of N points x 1 , . . . , x N . If X is completely known, the vector s spanning the subspace is given by the left singular vector corresponding to the largest singular value of X [14] . In the absence of noise, all singular values except the largest one are identically zero.
If not all coordinates of a particular vector x i , i = 1, . . . , n, are known, the set of possible vectors gives rise to an affine space A i
Here, the matrix A i consists of d basis vectors e j where d is the number of unknown coordinates of x i . Each basis vector e j equals 1 at the coordinate corresponding to the missing coordinate of w i and is zero elsewhere. The vector t i consists of the known coordinates of x i and is zero at the coordinates corresponding to the missing coordinates of x i . Vector y i is chosen so that Eq. (2) holds true. Confer to the left plot of Figure 1 .
Lemma 1. The affine space A i and subspace S intersect.
Proof. Since x i is a point of A i , by Eq. (1) it also is a point of S, hence A i and S intersect.
Let P i denote the projective space spanned by A i and the origin (shown in the right plot of Figure 1 ). Given basis vectors p 1 , . . . , p N spanning P i we can express any point x on A i by
Theorem 1. The projective space P i and subspace S intersect.
Proof. A i ∈ P i and A i ∩ S, hence P i ∩ S must hold true.
Theorem 2. The intersections S ∩ P i and S ∩ P j , i = j, are identical.
Proof. By theorem 1 both P i and P j intersect with S. Therefore two points x i ∈ P i and x j ∈ P j exist which are in S and in P i and P j , respectively. Assuming that two different lines of intersection s i and s j of length 1 exist, we have x i / x i s i = 1 and x j / x j s j = 1 by Eq. (1). This implies that S must be spanned at least by s i and s j which violates Definition 1. Hence the assumption that s i = s j must be incorrect.
Theorem 2 proves that all projective spaces P i and P j , i = j, intersect in s. It also proves the uniqueness of the solution.
The right of figures 1 depicts the idea of the proof for 3 points x i , i=1,2,3, having one unknown coordinate each. Here, projective spaces P i intersect in a single line s on which the points x i are located. The remaining question is how to compute s: Let N i be the orthogonal complement of P i . A direct consequence of Theorem 2 is that
i.e. s is orthogonal to all spaces
where N i denotes the matrix consisting of all normal vectors to P i . To determine the M variables of s, at least M equations are necessary. Each point x i ∈ R M with u i unknown coordinates induces a projective space of dimension u i + 1. Hence, M − (u i + 1) normal vectors exist for each point x i . In the absence of noise, if
the subspace can be estimated. The only necessary assumption taken is that the points x i are indeed located on a line intersecting the origin, so X has rank 1 if all its entries are known. If s does not intersect the origin, i.e. is affine, X has rank 2.
The algorithm for 1D subspace fitting under incomplete data is summarized in Algorithm 1.
Synthetic Evaluation
For a synthetic evaluation of accuracy and required computation time, we randomly created 1000 points in a 100-dimensional space satisfying the rank-1 property. Minimal and maximal values were about −150 and 150, respectively. We then estimated the subspace using our proposed method and compare it with PowerFactorization [11] , an EM-algorithm where subspace and missing data are estimated alternatingly, and an implementation of a nuclear norm minization algorithm (NNM) [5] 2 . Our implementation of the EM-algorithm is similar to [19] yet without considering statistical reliability of trajectories. All algorithms were implemented using MatLab. The angular difference between the ground truth and the estimated vector was adopted as measure for the error.
We randomly removed entries from the data matrix consisting of all points. We gradually increased the number of entries to be removed in steps of 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%, 98%. To evaluate the robustness three different levels of independent, normally distributed noise were added to the data. Standard deviations of noise were set to 0, 0.1, and 1.0. The last level is equivalent to a strong pixel noise of about 3%. For each combination of noise and sampling ratio, all four algorithms were executed ten times and the average where PowerFactorization is fastest, our method is 25 times faster while being much more accurate. Nuclear norm minization is between 12 and 17 times slower for all sampling ratios and noise levels while being significantly less accurate even for relatively complete data.
angular error and computation time computed. Since PowerFactorization and the EM-approach are susceptible to local minima we randomly initialized them 50 and 5 times, respectively, and took the best result. According to our experience, choosing more than 50 or 5 repetitions does not change the optimal result. All computations were performed on an Intel Core2 Quad CPU with 3.0GHz. Figure 2(a) shows the average angular errors if there was no noise in the data (left), small pixel noise with standard deviation σ = 0.1 (middle), and strong noise with σ = 1.0. The x-axis shows the amount of missing entries in percent, the y-axis the average angular error. The red dash-dotted line indicates the error due to PowerFactorization, the green dashed line the EM-method, the cyan dotted line NNM, and the solid blue line our algorithm. As can be seen, for less than 80% of missing entries, PowerFactorization and the EM-method perform approximately same as good as the proposed method, only NNM is between 1.4 and almost 10000 times less accurate. Beyond 80% missing data, the proposed algorithm is much more accurate than all other algorithms. NNM regularly fails to estimate a subspace of dimension 1, but computes a higherdimensional solution.
The average computation times are shown in Fig. 2(b) . The left plot in Fig. 2(b) shows the computation time in seconds on the y-axis if the data is noise-free, the middle plot if the noise is small (σ = 0.1), and the right plot shows results for strong noise (σ = 1.0). The proposed procedure requires less between 0.43sec and 0.84sec of time for all three experiments. Our algorithm is between 12 and 17 times faster than NNM, and between 25 and 240 times faster than PowerFactorization. For all combinations of sampling ratios and noise, the proposed method is at least same as accurate while being magnitudes faster and immune to local minima. Nuclear norm minimization usually fails to estimate the correct subspace from simple data like the one shown in Fig. 1 .
Real-Image Application
In this section we present a real image application. It is known that 3D-reconstruction from point correspondences can be achieved by means of an iterative version of the so-called factorization algorithm [15, 12] . It involves fitting a 4-dimensional subspace to data. However, this algorithm cannot be used if some data is missing. If the camera is calibrated and does not rotate, the rank-4 constraint can be reduced to rank-1. Under incomplete data, the method of Sec. 2 can be applied then.
In Sec. 4.1 we shortly review the projective factorization algorithm [15, 12] . In Sec. 4.2 we will consider the case when not all feature points are known in all images. We will show that the standard rank-4 constraint reduces to a rank-1 problem if intrinsic and rotation parameters are known. 3D-reconstructions from challenging out-door sequences are shown in Sec. 4.3.
Projective Factorization
Assuming a perspective camera model, the ith camera is defined by the matrix
Here, vector t i contains the translation parameters of the ith camera, matrix R i the rotation parameters, and matrix K the intrinsic parameters such as focal length f , principal point p = [ p x p y ] and photo sensor scales a x and a y
While we assume here that intrinsic parameters are known and fixed throughout the sequence, varying intrinsics are possible as long as they are known which is the case for many real-world applications.
The jth homogeneous 3D-point
The projective depth λ ij is a scalar to ensure that the third coordinate of x ij equals 1. Given N points in M images, we may arrange all image measurements x ij into an observation matrix W W =    λ 11 x 11 · · · λ 1N x 1N . . . . . . . . .
With some risk of confusion, denote the stack of all camera matrices by P and the matrix of all homogeneous 3D-points by X. Equation (10) implies that the columns of matrix W span a 4-dimensional subspace if all scalars λ ij are known.
Equation (10) may be written as
if the column vectors of P have unit length and are mutually orthogonal. The symbol I denotes the identity matrix. Equation (11) can be used to compute I − P P as left nullspace of W . Conversely, if P is known, the projective depths λ ij may be computed by solving
for λ j where D j denotes a 3M × M matrix consisting of the measurements x ij of the jth trajectory on its diagonal, and λ j the vector consisting of the corresponding variables λ ij . If both the variables λ ij and the camera matrices P are unknown, a projective reconstruction can be estimated by initializing the λ ij , for instance to 1, and iteratively solving Eqs. (11) and (12) . To avoid a trivial solution we impose the constraint that the columns of W should have unit length. If all observations x ij are normalized to length 1, this constraint is satisfied if all vectors λ j have length 1 which is automatically enforced by standard tools for computing the singular value decomposition.
Missing Observations
The procedure in Sec. 4.1 may only be used if all observations x ij are known across all images. Unfortunately, this is a rather unrealistic requirement. For instance, feature points can disappear due to failure of the tracking software, or due to occlusion in the scene. Conversely, the method introduced in Sec. 2 can fit subspaces to incomplete data yet it requires a rank-1 constraint. In the following, we will show that the rank-4 constraint can be reduced to rank-1 so a projective reconstruction can be computed from data where feature points are missing: In many real-world problems, the intrinsic camera parameters are known or can be easily estimated. Furthermore, in applications like car or robot navigation, information about the rotation of the vehicle is available. If both K and all rotation matrices R i are known, the only remaining unknown is the vector t = t 1 · · · t M . The known measurements x ij are weighted with K −1 . Unknown observationsx ij are initialized to
. From Eq. (11) we have the requirement that
However, Eq. (13) does not sufficiently constrain t. It has also be orthogonal to the known subspace spanned by
Since vector t should be orthogonal to R, it must reside in the orthogonal complement of R. Letting
where the matrices N i are the normals to the projective spaces induced by trajectory vectors with missing coordinates. If we combine the orthogonality constraint with Eq. (5) we then obtain
If the vector t has been determined, the missing observations can be estimated by minimizing the distance to the subspace P = [ R t ]
where Λ j denotes a 3M ×3M matrix with vectors [ λ ij λ ij λ ij ] on each triple of its diagonal entries, and d j the vector of all observations x 1j · · · x M j . Similar to [1] , d j can be separated into known and unknown feature points thus the unknown observations can be estimated by solving a linear equation system. Since the variables λ ij are not known generally, it is necessary to estimate the vector t, the projective depths λ ij , and all missing observationsx ij . We obtain a projective reconstruction by iterating the following three steps: estimate t by Eq. (16) , estimate all unknown observationsx ij by Eq. (17), and optimize the projective depths λ ij by Eq. (12) .
Iterations may be terminated if the difference of reprojection errors
between two consecutive iterations becomes sufficiently small. Here, δ ij equals one if x ij was observed and is zero otherwise. The symbol N [·] denotes the scale normalization to make the third coordinate equal to 1. We use the normalization
4.3 Real-Image Sequences Correspondences were established using a standard software (voodoo camera tracker 3 ). We did not check manually for matching errors, so it is possible that outliers are present in the data. Particular trajectories, e.g. such of short length, were not excluded either. Rotational motion is small but present since we did not carefully arrange the camera. This induces some model-noise which is not independently distributed. Intrinsic calibration parameters were determined using [21] . The 3D-reconstructions are not further optimized by a bundle adjustment. The sequence corresponding to Fig. 3(a) consists of 1700 trajectories which were tracked over 50 images. A total of 40.5% of all feature points are known. The left plot of Fig. 6 indicates where feature points are known and where unknown. The horizontal axis indicates the number of the trajectory, the vertical axis the image number. Feature points missing in some image are marked by black, present features by white. We stopped the projective factorization algorithm after 30 iterations resulting in a reprojection error of 3.24 (pixels). Figure 3(b) shows three images of the 3D-reconstruction. The outline of the wooden logs in the left part is clearly visible. The angle between ground plane and the two planes is not exactly rectangular, but the angle between both planes is quite orthogonal (shown in the third, top-view image), and the surface of the right wall is almost perfectly planar what can be seen in the first image.
The second sequence, corresponding to the six images shown in Fig. 4(a) , consists of 1500 trajectories over 60 images with 36.7% of the feature points being known. Absence and presence of feature points is shown by the middle plot in Fig. 6 . The algorithm converged to a reprojection error of 3.0[px] after 50 iterations. Three images of the 3D-reconstruction of the sequence are shown in Fig. 4(b) . The well can be seen in the center of the images. While the curvature of the well is underestimated (shown in the third, top-view image), the angle between floor and well is almost rectangular. The depth ratios between plants (green points) and well look reasonable. The last sequence, corresponding to Fig. 5(a) , consists of 2000 trajectories over 60 images with 31.38% of the feature points tracked (cf. right plot of Fig. 6 ). The reprojection error was 2.3[px] after 20 iterations. The 3D-reconstruction is shown in Fig. 5(b) . The structure of the building is clearly visible. The two main walls, the tree in the left part and the stairs in the lower right part can be seen. The top-view image shows that the angle between the two walls is slightly distorted.
Conclusions
In this work, we presented an algorithm for fitting a 1-dimensional subspace to incomplete data. We proved that for this special case, a linear solution exists and is unique. Using simulated data we showed that for various levels of noise, the proposed algorithm is more accurate than other methods if more than 80% of the data is missing. It is magnitudes faster while being same as accurate or even more precise. We demonstrated that our method is able to compute 3D-reconstructions of low-quality real-image sequences with large amounts of unobserved correspondences. 
