We obtain explicit formulas for the Neumann coefficients and associated quantities that appear in the three-string vertex for type IIB string theory in a planewave background, for any value of the mass parameter µ. The derivation involves constructing the inverse of a certain infinite-dimensional matrix, in terms of which the Neumann coefficients previously had been written only implicitly. We derive asymptotic expansions for large µ and find unexpectedly simple results, which are valid to all orders in 1/µ. Using BMN duality, these give predictions for certain gauge theory quantities to all orders in the modified 't Hooft coupling λ ′ .
Introduction
This paper continues the study of the light-cone gauge string field theory formulation of type IIB superstring theory in the maximally supersymmetric plane-wave geometry [1] - [7] .
Its purpose is to derive and analyze explicit formulas for the Neumann coefficients that enter in the three-string interaction vertex that describes the process in which strings #1 and #2 join to form string #3. In particular [1] , this requires an explicit formula for the inverse of a certain infinite-dimensional matrix called Γ + (µ, y) (and defined below). Here, µ is the mass parameter that appears in the plane-wave metric. It becomes physically meaningful once we specify the coordinate frame, since only the product P − µ is invariant under a longitudinal boost. The combination α ′ P − for the rth string is conventionally denoted α r , with the momentum taken to be negative for the outgoing string so that r α r = 0. We make µ a meaningful dimensionless parameter by choosing a frame for which α 3 = −1. When strings #1 and #2 join to form string #3, string #1 carries momentum fraction α 1 = y and string #2 carries momentum fraction α 2 = 1 − y, with 0 ≤ y ≤ 1.
Previously [4, 5] , the inverse of Γ + was determined in terms of a certain infinite component vector called Y m (µ, y) = (Γ + . The first step is to derive a first-order differential equation that determines the dependence of Y m on the mass parameter µ. Since the value of Y m for µ = 0 is known from previous analysis of the flat-space problem, that knowledge can be used to fix the 'initial condition'. The resulting integrated expression for Y m is expressed in terms of k(µ, y), which still needs to be determined. Knowledge of the leading large µ asymptotic behavior of Y m , for all m, is sufficient to completely determine that function. The resulting equation involves a certain integral transform. The equation is solved by the inverse integral transform. The particular integral transform that appears does not seem to be contained in the standard mathematical references (such as Bateman), but we have not done an exhaustive search of the literature.
The formulas obtained at this point in the analysis are explicit and complete, but they are not yet in a form that is convenient for exploring large µ expansions. The large µ limit is of particular interest in light of the proposed correspondence [8] between type IIB superstring theory in the plane wave background and a certain sector of N = 4 SU(N) gauge theory, since the dual gauge theory is believed to be effectively perturbative in the parameter λ ′ = 1/µ 2 .
In the final section of this paper we present explicit formulas, which are valid to all orders in λ ′ perturbation theory, but omit non-perturbative terms of order e −2πµ|αr | . The latter terms can in principle be extracted from our results with sufficient effort. We use these formulas to make a specific gauge theory prediction to all orders in λ ′ .
Review of Basic Formulas
The three-string interaction vertex for type IIB superstrings in flat space was worked out in [9, 10] and generalized to the plane-wave geometry in [1, 2] . This vertex is represented as a state in the tensor product of three string Fock spaces, where the individual strings are labelled by an index r = 1, 2, 3. Any particular three string coupling is then obtained by contracting it with three specific string states. The formula for the three-string interaction vertex contains a bosonic factor
The quantities N rs mn are called Neumann coefficients. The three-string vertex also contains a similar fermionic factor |V F made out of the fermionic oscillators and a 'prefactor' that is polynomial in the various oscillators. We will not discuss either of these in this paper.
However, aside from an overall factor v(µ, y) that does not involve the oscillators, they are constructed out of essentially the same quantities, so the formulas that will be derived here determine them also.
In describing the Neumann matrices, it is convenient to consider separately the cases in which each of the indices m, n are either positive, negative or zero. Henceforth, the symbols m, n will always denote positive integers. One result of [1] , for example, using matrix notation for the blocks with positive indices, is
Here C mn = mδ mn and (C r ) mn = ω rm δ mn are diagonal matrices, with
The definitions of the matrices A (r) and Γ + will be given shortly.
The blocks with both indices negative are related in a simple way to the ones with both
where
In the case of N 33 these are the only nonvanishing terms. For the remaining Neumann coefficients the other nonvanishing terms are
where α = α 1 α 2 α 3 = −y(1 − y), and k = k(µ, y) will be defined shortly.
The matrices A (r) (y) and the vector B(y) do not depend on µ, so they are the same as in flat space. Namely,
A number of useful identities relating these matrices are included in appendix A. Out of these and the diagonal matrices U r we construct
Note that the only µ dependence enters via U r . The quantities that we especially would like to evaluate explicitly are the matrix Γ −1
and the scalar
In the case of flat space (µ = 0) the results are known. Specifically, the Neumann matrices in eq. (2) may be written as
and
In particular, still for µ = 0, Γ
m , and k = 2τ 0 /α. In other words,
In [4, 5] the following identity was derived for arbitrary µ,
Note that this determines Γ (18) where
but neither it nor k(µ, y) was determined explicitly at nonzero µ.
Some preliminary analysis of large µ asymptotics was initiated in [2, 3, 4, 12] , though not much can be done without additional explicit formulas. It was found that the leading (large µ) term in the expansion of Γ −1 + is given by the first term on the right-hand side of eq. (17) . Defining R by
it is easy to see that the leading term in R is of order µ −4 . Specifically,
where a R is a constant and the next term in the expansion is of order µ −6 . Similarly,
Inserting these expansions into eq. (17) , one learns that
It is very difficult to determine a R and a k separately without additional explicit formulas.
The asymptotic expansion of Y was found to have the structure
The value of x is of particular interest. It was estimated numerically to be approximately 1/16 in [3] , and we will show below that this is correct.
The Differential Equation
This section describes the derivation of a differential equation involving Y m (µ, y) and k(µ, y).
For the benefit of the reader who would like to skip the details of the derivation, and move on to the next section, the result is stated here:
where ω m = ω 3m = √ m 2 + µ 2 and
This has the formal solution
Thus, if we knew k(µ, y), we would know F (µ, y), and then Y m (µ, y), and hence all the Neumann coefficients. The derivation of eq. (25) is rather involved. Let us sketch the derivation here and then fill in some of the details in appendix B. The matrix Γ + = A (r) U r A (r)T only depends on µ through the dependence of U r on µ. Its derivative can be written in the form
It follows that
But NY can be recast in the form
where the coefficients g 1 and g 2 are scalar quantities:
The above equations imply that
This is not very useful as it stands, since there is no other apparent way to determine k 2 . (k 1 could be determined, but that will turn out not to be necessary.) Substituting the equation for NY and an identity for [C 
where the scalar functions F i are given by
Using eq. (32) for g 1 and g 2 , and eq. (34) to eliminate k 2 in favor of k ′ , we find
so that eq. (35) can be written in the form (25).
As a first application of eq. (25), let us consider it for large µ. The expansion in eq. (22) implies that at large µ the leading behavior of ∂F/∂µ is −1/µ. Substituting this into eq. (24), one deduces that x = 1/16.
An Integral Transform
In this section we show that the known large µ behavior Y m ∼ m 2µ
B m , together with eq. (27), is sufficient to deduce an integral transform, whose solution we are able to determine explicitly, thereby obtaining explicit formulas for k(µ, y), F (µ, y) and hence Y m (µ, y).
B m for large µ, eq. (27) implies that
Taking the logarithm of both sides and integrating by parts, this becomes
where, using eq. (15),
Eq. (39), which must hold for m = 1, 2, ..., and 0 ≤ y ≤ 1, determines F (µ, y) and hence k(µ, y).
The function G(z, y) is holomorphic in the right-half z plane and goes to 0 as z → ∞ in that half plane like a power (1/z 2 ). These properties make this extrapolation from the positive integers to a continuous variable z unique. Moreover, they are exactly what is needed to construct an inverse transformation giving F in terms of G. Let us state this as:
Theorem. Suppose that g(z) is holomorphic in the right-half z-plane and vanishes like a power at infinity in that half plane. Then the solution of the equation
(for Re(z) > 0) is given by the inverse integral transform
We refer the reader to appendix C for the proof of this theorem.
Applying the theorem to the problem at hand, we learn that
Substituting the formula for G,
The formula for Y m also requires the derivative
where, as usual, ψ = (ln Γ) ′ .
Substituting the expansion
and using the integral
gives the result ∂F (µ, y) ∂µ
Since F (0, y) = 0, this integrates to
Note that det(U 1 U 2 U 3 ) is convergent even though the individual det(U r ) diverge. We can regulate them in a way that does not change the product (since α r = 0) by recasting F in the form
The regulated determinant of U r is then exp[−φ(µα r )]. Substituting the expansion of ∂F/∂µ into the formula for Y m gives
where φ r = φ(µα r ) and
where, we remind the reader, ω m = √ m 2 + µ 2 and ω rm = m 2 + (µα r ) 2 .
The formulas (50) and (52) are explicit expansions of F and Y m which converge for all finite µ. Thus, in a sense, they solve our problem. However, they are not yet in the most convenient form for exploring large µ expansions.
Asymptotic Expansions for Large µ
In this section we develop asymptotic large µ expansions for all quantities that appear in the three-string vertex. It turns out that the quantities all have essential singularities at µ = ∞ arising from terms proportional to e −2πµ|αr| . The existence of such terms, which correspond to non-perturbative effects in the dual gauge theory, has been noted in [3] . We proceed under the assumption that µ|α r | is sufficiently large (for all r) that these terms can be neglected, and we use the symbol ≈ to denote this approximation. We stress that the formulas we present encapsulate all orders in a power series expansion around λ ′ = 0 from the dual gauge theory point of view. However, they do not match smoothly with the known flat space results at µ = 0 because the omitted terms become important in this limit.
Finally, the limit y → 0 (at fixed µ) is also of interest, because it can be used to extract vertex operators for the emission of on-shell particles [9] . Our asymptotic formulas are not well-suited for studying this limit because we omit terms of order e −2πµy .
Let us demonstrate how to use the integral equation (39) 
Now let m = nλ and µ = λw. After scaling out λ, we find
In the limit λ → ∞ the left-hand side goes to zero, while from eq. (40) it is easy to check using Stirling's approximation that the right-hand side goes to 
F (µ, y)
Let us proceed by studying the function φ(x) defined in eq. (51). Since φ is clearly odd, it is sufficient to consider large positive x here. Taking two derivatives gives
where we have used eq. (144) to evaluate the sum. Integrating this result leads to
where c i are constants of integration. Inserting eq. (58) into eq. (50) gives
The constant c 1 has dropped out since α r = 0, and we can determine c 2 = , obtaining thereby
We emphasize that eq. (60) 
Y m (µ, y)
Although it is straightforward to develop an asymptotic expansion for the function φ mr defined in eq. (53), a more direct route is simply to rewrite eq. (27) as
The first integral is just eq. (38), and the second integral is elementary after substituting the asymptotic expansion
which can be conveniently summarized as
The Neumann vectors
The final step in the construction of the Neumann matrices involves evaluating the matrix products A (r)T Y which appear in the Neumann vectors in eq. (19) . From eq. (63) we have
Using eq. (148), we find
The Neumann vectors in eq. (19) can therefore be expressed as
Actually we can combine these expressions in a useful way. If we define
then we have simply
Consistency checks
We should check that the vector Y we have found indeed satisfies B T Y ≈ k and Γ + Y ≈ B.
First we have
With the help of eq. (149), it immediately follows that this expression equals eq. (61).
In [3] it was shown that Γ + = 2C 3 C −1 −H, where H is given up to exponential corrections by
(The integral is easily evaluated, but it is convenient to leave eq. (71) in this form for the calculation.) The condition Γ + Y = B which we would now like to check is equivalent to
Using eqs. (71) and (63) we can write
After substituting eq. (150) for the sum, the remaining integral over z is elementary and takes the form
for a = n/µ. Assembling all factors from eqs. (73), (74) and (150), we find
Recalling eq. (63), we see that the desired relation eq. (72) is indeed satisfied up to exponential corrections.
Some remaining quantities
The Neumann matrices are completely determined, to all orders in 1/µ, by the factorization identity (18) 
where (as before)
Finally, we remarked above that the prefactor is polynomial in quantities X and Y which are constructed out of bosonic and fermionic oscillators respectively (see [2, 5, 7] ). The normalization of X and Y involves a factor called f (µ) in [5] . It may be obtained from the formula [2, 5] f
It follows immediately from eq. (66) that
In fact, closure of the supersymmetry algebra requires f (µ) = √ 1 + µαk [7] . Note that this f (µ) is separate from a still undetermined function v(µ), to appear below, which appears as an overall factor in the cubic part of the Hamiltonian and supersymmetry generators.
Summary of Neumann matrices
We summarize here the final expressions for the Neumann matrices obtained in this paper. As before, we use the notation
and ω rm = m 2 + (µα r ) 2 . Then for m, n > 0 we have
As before, the symbol ≈ denotes that we have omitted terms of order e −2πµ|αr | (for all r).
For r = s = 3 these are the only nonzero components. If we define
then eq. (82) continues to hold when m is zero and n is positive (or vice versa). Finally, if n = m = 0 we have
We remark here that we have been assuming throughout this work that µ is positive, since it is clear from the analysis of [1] that only the absolute value of µ enters into the bosonic matrix elements. Reversal of the sign of µ seems to be associated with the interchange of the two SO(4)'s in the plane wave background. A simple way to see this is to look at the structure of the fermion mass term in the worldsheet action. The behavior of various quantities under µ → −µ was exploited in [4] to derive several useful identities. Although we have not considered this involution here, it may be worthwhile to do so.
A Matrix Element
In this section we use our result to calculate, to all orders in λ ′ , a particular matrix element of the Hamiltonian which has so far only been computed to first order in λ ′ in the dual gauge theory [6, 14, 18] . We then explain in detail how this matrix element is encoded in the gauge theory.
String field theory
Consider for m, n > 0 the three states
where i and j are SO(4) indices. The two-impurity states 1| and 3| decompose into the 1, 6 and 9 representations of SO(4). For definiteness, we fix i = j, and we could choose to symmetrize or antisymmetrize in ij at the end of the calculation. Actually, it turns out that the matrix element vanishes when either two-impurity state is in the 6. We have not discussed the prefactor in this paper, but it has been shown in [2, 6] that for states of the form (87) (in particular, for states with no fermionic excitations), the threestring coupling |H in the Hamiltonian is given effectively by
where |V B was defined in eq. (1) and the prefactor is effectively given by
where the SO(4) index (which we have suppressed) is contracted between a † and a. Finally, the function v(µ, y) is a measure factor which has not yet been determined. It arises from the path integral which defines the cubic string vertex. In flat space, the function can be determined by Lorentz invariance (it is 1 in the supersymmetric theory, and some very complicated function of y in the bosonic theory). The plane wave superalgebra does not have enough generators to fix this overall factor, although comparison with gauge theory requires that v(µ, y) → 1 for large µ. The corresponding factor in the supergravity vertex in the plane wave background has been determined to be a constant [11] . For the states (87) we find the matrix element
Using eqs. (82) and (83), we find after dramatic cancellation the simple result
The quantity in brackets is equal to 1 at leading order for large µ, reproducing the result presented in [6] . As is now standard in the literature, it should be understood that the cubic interaction H considered here enters the full Hamiltonian with a coefficient equal to the effective string coupling, g 2 = 4πg s µ 2 .
Relation to gauge theory
The result (91) provides a concrete all-loop prediction for the gauge theory, which we now explain. Consider (in the large J limit) the normalized BMN [8, 13, 14, 15] operators
where i = j ∈ {1, 2, 3, 4} are SO (4) 
For finite g 2 , these operators mix [13, 14, 15] , and the state-operator correspondence has been worked out to order g 2 in [6, 14] (see also [18] ). The operators which correspond to the desired one-and two-string states are
,
The triple-trace operators in eq. (94) will not be important for this calculation. The matrix element of the light-cone string field theory Hamiltonian should then be read off from the two-point function
The prediction from (91), when expressed in gauge theory variables, is simply
up to the overall function v(µ, y) discussed in the previous subsection.
Conclusion and Discussion
The primary results of this paper are twofold. First, we have shown through a quite intricate analysis that it is possible to determine all Neumann coefficients in the plane wave background exactly in terms of a single function F (µ, y), for any value of the mass parameter µ, and we have provided an explicit formula for F in eq. (50). Secondly, we have investigated the large µ behavior of these coefficients and presented simple formulas in section 5.6 which give the Neumann matrices to all orders in a 1/µ expansion. Note that although we have not discussed the matrix elements of the prefactor (nor the fermionic Neumann matrices) in detail, they are very easily obtained from the Neumann vectors (69) using the results of [1, 2, 5, 7] .
Perhaps the most remarkable fact about our results is that although the Neumann matrices are very complicated functions of µ, the final expressions (82) and (83) for the 1/µ expansion are very simple. Ours was a long (and perhaps circuitous) road, and although we have derived a number of nontrivial identities along the way, one cannot help but wonder whether there is a more direct path which yields the same final result. In particular, our prediction (97) for a particular gauge theory calculation is so simple that it cries out for explanation by some clever argument, perhaps along the lines of [16] .
The origin of this simplicity is the fact that the function F (µ, y) behaves for large µ like
with no perturbative corrections (i.e., inverse powers of µ). This remarkable fact, which we have proven in two different ways (in appendices C and D), is reminiscent of various nonrenormalization theorems. Indeed, although the BMN operators in eq. (92) are non-BPS in general, their anomalous dimensions
are nevertheless finite in the limit of large 't Hooft coupling, provided that J is simultaneously taken to infinity so that λ ′ remains finite. This suggests that there should be some residual 'effective supersymmetry' protecting these operators and their interactions. We have not worked out explicit formulas for the non-perturbative terms in eq. (98), although these could in principle be obtained by extending the analysis of the appendices.
Finally, the presence of fractional powers of λ ′ in certain string field theory observables has been noted in [2, 3] . These surprising powers appear in matrix elements when the total number of 'impurities' is not conserved. For example, a matrix element in which two impurities are created or destroyed is in general a factor of µ = 1/ √ λ ′ larger than a similar matrix element with conserved impurity number. Although this seems enigmatic from the dual gauge theory point of view, it has been stressed [3, 17] that there is no reason why the large J limit of the λ expansion has to agree, order by order in λ, with the λ ′ expansionespecially in light of the fact that the BMN limit requires taking λ → ∞, which need not be a trivial extrapolation. For the anomalous dimensions eq. (99) it seems to work, but in order to reproduce impurity non-conserving interactions on the gauge theory side one might have to sum the λ expansion to all orders and then take the large J limit. 
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A Basic Identities
The infinite matrices A (r) mn , C and the infinite vector B m satisfy a number of useful relations which we record here:
where we have used α 3 = −1, Some additional useful identities are
where, as before,
B Derivation of the Differential Equation
In this appendix we fill in the details of the derivation in section 3, making frequent use of the identities presented in appendix A.
We start by deriving eq. (31). Using eq. (100) to simplify Γ + CA (r) gives the identity
It follows from this that
Multiplying eq. (17) on the right by A (r) and using eqs. (107) and (108) then gives
Comparing this to eq. (17), we can write the following formula for all r,
Multiplying this further by
on the left and by
r A (r)T on the right, then summing over r, gives
The transpose of eq. (111) is a linear equation for NY whose solution is (31).
Next we obtain eq. (35). We start by using a variant of eq. (17) to obtain an identity for
and hence
Then we can substitute eq. (31) into eq. (30) and use eq. (113) to arrive at eq. (35).
C On an Integral Transform
In this appendix we show that the general solution of the Fredholm integral equation of the first kind
is
For the amusement of the reader we present two derivations of this result. The first is a set of manipulations that indicate how we arrived at the solution, while the second is a more rigorous proof of the theorem as stated in the text.
C.1 An elementary manipulation
As integral equations of the first kind are notoriously difficult to solve, let us attempt to circumvent the problem. The method used here does not seem to be in the canonical texts and is hoped to be of some use.
Consider the following integral identity [19] :
Next suppose that zg(z) can be expanded as a power series in e −z − 1:
Therefore by eq. (116), we have
from which we can directly read off the solution
This formidable sum can actually be performed due to the identity [19] 
from which we obtain Therefore all dependence on the coefficients a j drops out and we have a generalized Fourier transform of rather simple form.
The main shortcoming of this derivation is that it assumes the existence of a rather peculiar expansion, which might not be necessary. The alternative approach presented in the remainder of this appendix is clearer in this regard.
C.2 Representation of a delta-function
Here we consider the integral
where y, y ′ > 0 and C is the contour shown in fig. 1 . For y ′ < y the singularity structure is shown in fig. 1(a) , and the contour can be pushed off to infinity, giving zero for the integral.
For y ′ > y, the contour encloses no singularity ( fig. 1(b) ), so the result is again zero.
Since χ(y, y ′ ) vanishes for y ′ = y, let us check whether it is a delta-function (and in particular, that it does not involve any derivatives of delta-functions) by integrating it against the test function e −ty ′ :
where the result of the y ′ integral involves the error function
Next we make use of the elementary integral
In particular, note that this is zero when k is a positive half-integer since the branch cut then runs from −1 to −∞, so there is no singularity within the contour. The term in eq. (122) proportional to "−1" therefore integrates to zero, since it contains only half-integer powers of w. For the remaining terms we use the expansion
Combining eqs. (125) and (124) leads to
where we have used the identity (2k 
More precisely, we have proved that χ(y, y ′ )f (y ′ )dy ′ = f (y) for any f that can be written as a convergent Laplace transform. It is not excluded that an even weaker condition would suffice.
C.3 Formal proof
To verify our solution let us substitute f (x) from eq. (115) into the integral equation (114) and replace the integration variable x by t = x cos θ. This gives
where we have used π/2 0 cos θdθ (t 2 + z 2 cos 2 θ) 3/2 = 1 t(t 2 + z 2 ) .
We can now recast the remaining integral in eq. (128) as a contour integral with the contour C ′ enclosing the positive u axis. This gives
where we have used the assumed analytic and asymptotic properties of g, which are just what are needed to deform the contour into one that encircles the pole at −z 2 , thereby reducing the integral to exactly g(z).
We have proven that the function f (x) given in eq. (115), when substituted into eq. (114), indeed gives g(z). It remains to show that the result is unique, in other words that when g(z) from eq. (114) is substituted into eq. (115), we recover f (x). To this end, we define first
and let v ′ = x 2 so that the integral equation (114) becomes
Our proposed solution is, in terms off (v),
Letting √ w = −i cos θ givesf
where the contour C is as in fig. 1 . Substituting eq. (114) for g(z) and using the delta-function representation eq. (127) establishes eq. (134) and hence completes the proof.
D Asymptotic Behavior of F (µ, y)
The analysis of appendix C was completely general, and we only used rather weak assumptions about the form of g(z). Here we use the contour integral techniques above to study 
The coefficients c n may be expressed in terms of Bernoulli numbers, but they will turn out to be irrelevant. The crucial fact is that only odd inverse powers of z appear in eq. (135). It follows that G(z, y) ≈ − 1 z 2 ln(2πzy(1 − y)) +
Now letting √ w = −i cos θ in (43), as in the previous subsection, gives
Consider first the inverse odd powers in eq. (136). They lead to integrals of the form
for n a positive integer. The branch cut is now as shown in fig. (1c) , so the contour may be pulled off to infinity, giving zero. Therefore only the first term in eq. (136) contributes, so 
The first integral gives 1 since it just picks off the pole at w = 0. It is an interesting though straightforward exercise to check that the second term gives − ln 2. This completes the direct proof of eq. (60).
