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Abstract
Miller and Sheffield introduced a notion of an imaginary surface as an equivalence
class of pairs of simply connected proper subdomains of C and Gaussian free fields
(GFFs) on them under conformal equivalence. They considered the situation in which
conformal transformations are given by a chordal Schramm–Loewner evolution (SLE).
In the present paper, we construct processes of GFF on H (the upper half-plane)
and O (the first orthant of C) by coupling the Dirichlet boundary GFFs on these
domains with stochastic log-gases defined on parts of boundaries of the domains, R
and R+, called the Dyson model and the Bru–Wishart process, respectively, using
multiple SLEs evolving in time. We prove that the obtained processes of GFF are
stationary. The stationarity defines an equivalence relation between GFFs, and the
pairs of time-evolutionary domains and stationary processes of GFF will be regarded
as generalizations of the imaginary surfaces studied by Miller and Sheffield.
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1 Introduction
The present study has been motivated by the recent work by Sheffield on the quantum
gravity zipper and the AC geometry [30] and a series of papers by Miller and Sheffield on
the imaginary geometry [21, 22, 23, 24]. In both of them, a Gaussian free field (GFF) on
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a simply connected proper subdomain D of the complex plane C (see, for instance, [29]) is
coupled with a Schramm–Loewner evolution (SLE) driven by a Brownian motion moving on
the boundary ∂D [27, 20, 19].
Consider a simply connected domain D ( C and write C∞c (D) for the space of real
smooth functions on D with compact support. Assume h ∈ C∞c (D) and consider a smooth
vector field e
√−1(h/χ+θ) with parameters χ, θ ∈ R. Then a flow line along this vector field,
η : (0,∞) ∋ t 7→ η(t) ∈ D starting from limt→0 η(t) =: η(0) = x ∈ ∂D is defined (if exists)
as the solution of the ordinary differential equation (ODE) [30, 21]
dη(t)
dt
= e
√−1{h(η(t))/χ+θ}, t ≥ 0, η(0) = x. (1.1)
Let D˜ ( C be another simply connected domain and consider a conformal map ϕ : D˜ → D.
Then we define the pull-back of the flow line η by ϕ as η˜(t) = (ϕ−1 ◦ η)(t). That is,
ϕ(η˜(t)) = η(t), and the derivatives with respect to t of the both sides of this equation
gives ϕ′(η˜(t))dη˜(t)/dt = dη(t)/dt with ϕ′(z) := dϕ(z)/dz. We use the polar coordinate
ϕ′(·) = |ϕ′(·)|e
√−1argϕ′(·), where arg ζ of ζ ∈ C is a priori defined up to additive multiples of
2π, and hence we have
dη˜(t)
dt
= e
√−1{(h◦ϕ−χargϕ′)(η˜(t))/χ+θ} 1
|ϕ′(η˜(t))| , t ≥ 0.
If we perform a time change t→ τ = τ(t) by putting t = ∫ τ
0
ds/|ϕ′(η˜(s))| and η̂(t) := η˜(τ(t)),
then the above equation becomes
dη̂(t)
dt
= e
√−1{(h◦ϕ−χargϕ′)(η̂(t))/χ+θ}, t ≥ 0.
Since a time change does not affect the geometry of a flow line, we can identify h on D and
h ◦ ϕ− χargϕ′ on D˜ = ϕ−1(D). In [30, 21, 22, 23, 24], such a flow line is considered also in
the case that h is given by an instance of a GFF defined as follows.
Definition 1.1 Let D ( C be a simply connected domain and H be the Dirichlet boundary
GFF following the probability law P (constructed in Section 4). A GFF on D is a random
distribution h of the form h = H + u, where u is a deterministic harmonic function on D.
Since a GFF is not function-valued, but it is a distribution-valued random field (see Remark
4.1 in Section 4), the ODE in the form (1.1) no longer makes sense mathematically in general.
Using the theory of SLE, however, the notion of flow lines has been generalized as follows.
Consider the collection
S :=
{
(D, h)
∣∣∣∣∣D(C: simply connectedh: GFF on D
}
.
Fixing a parameter χ ∈ R, we define the following equivalence relation in S.
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Definition 1.2 Two pairs (D, h) and (D˜, h˜) ∈ S are equivalent if there exists a conformal
map ϕ : D˜ → D and h˜ (law)= h ◦ ϕ− χargϕ′ in P. In this case, we write (D, h) ∼ (D˜, h˜).
We call each orbit belonging to S/ ∼ an imaginary surface [21] (or an AC surface [30]). That
is, in this equivalence class, a conformal map ϕ causes not only a coordinate change of a GFF
as h 7→ h ◦ ϕ associated with changing the domain of definition of the field as D 7→ ϕ−1(D),
but also an addition of a deterministic harmonic function −χargϕ′ to the field. Notice that
this definition includes one parameter χ ∈ R. Then the collection of its flow lines is named
as the imaginary geometry [21] (or the AC geometry [30]).
Consider the case in which D is given by the upper half-plane H := {z ∈ C : Im z > 0}
with ∂H = R∪{∞}. Let (B(t))t≥0 be a one-dimensional standard Brownian motion starting
from the origin following the probability law P. We consider a chordal SLEκ driven by
(
√
κB(t))t≥0 on S := R with κ ∈ (0, 4] [27, 20, 19]. We obtain a simple curve (called
the chordal SLEκ curve) parameterized by time η : (0,∞) ∋ t 7→ η(t) ∈ H, such that
limt→0 η(t) =: η(0) = 0, limt→∞ η(t) = ∞, and at each time t > 0, the chordal SLE gives a
conformal map from Hηt to H, where η(0, t] := {η(s) : s ∈ (0, t]} and
H
η
t := H \ η(0, t], t > 0
with Hη0 := H. In this paper, we will write the chordal SLEκ as (gHηt )t≥0. Let H(·) be
an instance of the GFF on H with the Dirichlet boundary condition on R following the
probability law P, which is independent of (
√
κB(t))t≥0 and hence of (gHηt )t≥0. Instead of
H(·) itself, we consider the following GFF on H by adding a deterministic harmonic function,
h(·) := H(·)− 2√
κ
arg (·). (1.2)
Given κ ∈ (0, 4] for the SLEκ, fix the parameter χ as
χ =
2√
κ
−
√
κ
2
.
Note that the well-known relation between κ and the central charge c of conformal field
theory (see, for instance, Eq.(6) in [3]) is simply expressed using the present parameter χ as
c = 1− 6χ2.
Let
fHηt := gH
η
t
−√κB(t) = σ−√κB(t) ◦ gHηt ,
where σs denotes a shift by s ∈ R; σs(z) = z− s, z ∈ H. Then we can prove that [28, 30, 21]
(h, f)
(law)
= (h ◦ fHηt − χarg f ′Hηt , f) in P⊗ P, (1.3)
∀f ∈ C∞c (H), at each t ≥ 0, where the pairing (·, ·) is defined by (4.3) below. We think
that this equivalence in probability law (1.3) realizes the equivalence relation defined by
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Definition 1.2, where conformal maps ϕ are chosen from shifts of the chordal SLEκ {fHηt :
t ≥ 0}. In other words, an imaginary surface whose representative is given by (H, h) with
(1.2) is constructed as a pair of time-evolutionary domains, f−1
H
η
t
(H) = Hηt −
√
κB(t), t ≥ 0,
and a stationary process of GFF, h ◦ fHηt − χarg f ′Hηt , t ≥ 0, defined on it. It was proved
[30, 21, 22, 23, 24] that the ray of this imaginary geometry starting from the origin is
realized as the chordal SLEκ curve η when κ ∈ (0, 4]. Moreover, it was argued that, if χ = 0
(i.e., κ = 4), the flow lines are identified with the zero contour lines of the GFF h [28].
In the present paper we generalize some of the above results to the case in which the
conformal maps are generated by a multiple Loewner equation associated with a multi-slit.
Let N ∈ N := {1, 2, . . . } and assume that we have N slits ηi = {ηi(t) : t ∈ (0,∞)} ⊂ H,
1 ≤ i ≤ N , which are simple curves, disjoint with each other,
ηi ∩ ηj = ∅, i 6= j,
starting from N distinct points limt→0 ηi(t) =: ηi(0) on R; η1(0) < · · · < ηN (0), and all going
to infinity; limt→∞ ηi(t) =∞, 1 ≤ i ≤ N . A multi-slit is defined as a union of them,
⋃N
i=1 ηi,
and
H
η
t := H \
N⋃
i=1
ηi(0, t] for each t > 0
with Hη0 := H. We write a time evolution of conformal map which transforms H
η
t to H at
each time t ≥ 0 as (gHηt )t≥0 and call it a multiple SLE. The images of tips of multi-slits
gHηt (ηi(t)), 1 ≤ i ≤ N exist as points on R for t ≥ 0 and if we put XRi (t) := gHηt (ηi(t)),
the multiple SLE (gHηt )t≥0 is given as a unique solution of the following equation under the
hydrodynamic normalization condition,
dgHηt (z)
dt
=
N∑
i=1
2
gHηt (z)−XRi (t)
, t ≥ 0,
gHη
0
(z) = z ∈ H. (1.4)
Here XR(t) = (XR1 (t), . . . , X
R
N(t)) ∈ RN , t ≥ 0 is called the driving process of the multiple
SLE, which will be a stochastic process following the probability law P.
Regarding (1.2) and (1.3), we see that h ◦ fHηt (·)− χarg f ′Hηt (·) is equal to
(H ◦ σ−√κB(t)) ◦ gHηt (·)−
2√
κ
arg (gHηt (·)−
√
κB(t))− χarg g′Hηt (·)
(law)
= H ◦ gHηt (·)−
2√
κ
arg (gHηt (·)− gHηt (η(t)))− χarg g′Hηt (·) in P⊗ P,
t ≥ 0, where the translation invariance of H was used. Motivated by this observation, we
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study the time evolution of GFF defined by
HH(·, t) := H ◦ gHηt (·)−
2√
κ
N∑
i=1
arg (gHηt (·)− gHηt (ηi(t)))− χarg g′Hηt (·)
= H ◦ gHηt (·)−
2√
κ
N∑
i=1
arg (gHηt (·)−XRi (t))− χarg g′Hηt (·) (1.5)
on Hηt , t ≥ 0.
It was argued in [28] that a GFF on a subdomain of H can be regarded as a GFF on H.
Following it, we regard HH(·, t), t > 0 as a GFF on H so that the pairing (HH(·, t), f), t > 0
with f ∈ C∞c (H) makes sense. A part of the main theorem in this paper (Theorem 5.4) is
stated as follows.
Theorem 1.3 The GFF (1.5) is stationary in the sense that
(HH(·, t), f) (law)= (HH(·, 0), f) in P⊗ P, (1.6)
∀f ∈ C∞c (H) at each time t ≥ 0, if the driving process (XR(t))t≥0 is equal to the time
changed version Y R(t) = (Y R1 (t), . . . , Y
R
N (t)), t ≥ 0 of the Dyson model on R which solves
the following system of stochastic differential equations (SDEs),
dY Ri (t) =
√
κdBi(t) + 4
∑
1≤j≤N,j 6=i
dt
Y Ri (t)− Y Rj (t)
, (1.7)
t ≥ 0, 1 ≤ i ≤ N , where (Bi(t))t≥0 are independent copies of one-dimensional standard
Brownian motion starting from Bi(0) = Y
R
i (0) =: y
R
i = ηi(0), 1 ≤ i ≤ N .
The Dyson model [10] is one of the most studied stochastic log-gases in one dimension, which
is a dynamical version of the one-parameter (β = 8/κ) extension of the Gaussian unitary
ensemble (GUE) of point processes studied in random matrix theory [11, 14].
The above theorem implies that by coupling the Dirichlet boundary GFF H on H with
the Dyson model (Y R(t))t≥0 on R via the multiple SLE driven by (Y R(t))t≥0, we have a
new kind of one-parameter (κ ∈ (0, 4]) family of stationary processes of GFF following the
probability law P⊗ P on H× R. At the initial time, the process starts from
HH(·, 0) = H(·)− 2√
κ
N∑
i=1
arg (· − yRi ).
Then we let the boundary points evolve according to the Dyson model and, at each time
t > 0, we consider the GFF H + ut on H, where
ut(·) = − 2√
κ
N∑
i=1
arg (· − Y Ri (t)).
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By definition,
(H, H + ut) ∼ (Hηt , HH(·, t))
in the sense of Definition 1.2. Here the GFF HH(·, t) can be extended to a GFF on H [28].
The stationary process (HH(·, t))t≥0 can be regarded as a generalization of the process (h ◦
fHηt −χarg f ′Hηt )t≥0 considered by Miller and Sheffield [30, 21] and explained above, and hence
the equivalence class whose representative is given by (H, HH(·, 0)) is a generalization of the
imaginary surface (the AC surface) studied by them.
We will also construct another family of stationary processes of GFF in the first orthant
in C; O := {z ∈ C : Re z > 0, Im z > 0}. There the Dirichlet boundary GFF on O is
coupled with the two-parameter (κ ∈ (0, 4], ν ≥ 0) family of stochastic log-gases defined
on S = R+ := {x ∈ R : x > 0}, which we call the Bru–Wishart process [32, 6]. This
family of processes on R+ is a dynamical version of the one-parameter (β = 8/κ) extension
of the chiral GUE of point processes with parameter ν studied in random matrix theory
[16, 11]. We use the multi-slit version of the quadrant SLE [31] defined on O to couple the
Dirichlet boundary GFF on D = O with the Bru–Wishart processes on S = R+. Another
example of generalized imaginary surface is then obtained, where the representative is given
by (O, HO(·, 0)). We note that
(H, HH(·, 0)) ∼ (O, HO(·, 0))
in the sense of Definition 1.2.
Construction of such stationary processes of GFF will be meaningful for the study of
multiple SLE. The main problem in defining a multiple SLE correctly in D ( C may be
how to find a correct principle to choose a driving process (XS(t))t≥0 defined on a part
of the boundary S ⊂ ∂D (e.g., conformal invariance, statistical mechanics consideration,
reparameterization invariance, absolute continuity to the SLE with a single slit, commutation
relations) [7, 4, 18, 12, 8]. In the present paper, we simply assume the form of SDEs for
(XS(t))t≥0 as
dXSi (t) =
√
κdBi(t) + F
S
i (X
S(t))dt, t ≥ 0, 1 ≤ i ≤ N, (1.8)
where (Bi(t))t≥0, 1 ≤ i ≤ N are independent one-dimensional standard Brownian motions,
κ > 0, and Fi(x) ∈ C∞(SN\
⋃
j 6=k{xj = xk}), 1 ≤ i ≤ N , which do not explicitly depend
on t. Then the stationarity (1.6) for the process of GFF on D = H determines the driving
process (XR(t))t≥0 as (a time change of) the Dyson model (Y R(t))t≥0. The stationarity
condition of a process of GFF provides a new scheme to choose a driving process for a
multiple SLE.
Notice that arg z in (1.2) is the imaginary part of the complex analytic function log z.
Sheffield [30] studied another type of distribution-valued random field on H given by
h˜(·) := H˜(·) + 2√
κ
Re log(·) = H˜(·) + 2√
κ
log | · |,
where H˜(·) is an instance of the free boundary GFF on H. An equivalence class of pairs
represented by (D, h˜) is called a quantum surface, which gives a mathematical realization
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of the quantum gravity [9]. In [30], this quantum surface was shown to be stationary under
a backward SLE, which was later generalized in [15, 17] to the case that the free boundary
GFFs are coupled with stochastic log-gases via backward multiple SLEs.
The present paper is organized as follows. We give brief reviews of stochastic log-gases
in one dimension in Section 2 and the SLE with a single-slit and a multi-slit in Section
3. In Section 4 we define the Dirichlet boundary GFF on D ( C based on the Bochner–
Minlos theorem. The construction of stationary processes of GFF by coupling the Dirichlet
boundary GFF with the specified stochastic log-gases on S via multiple SLEs are given for
(D,S) = (H,R) and (O,R+) in Section 5.
2 One-dimensional Stochastic Log-Gases
2.1 Eigenvalue and singular-value processes
For N ∈ N, let HN and UN be the space of N × N Hermitian matrices and the group of
N × N unitary matrices, respectively. Consider complex-valued processes (Mij(t))t≥0, 1 ≤
i, j ≤ N with the condition Mji(t) = Mij(t), where z denotes the complex conjugate of
z ∈ C. The probability space is denoted by (Ω,F ,P). We consider an HN -valued process by
M(t) = (Mij(t))1≤i,j≤N . For S = R and R+, define the Weyl chambers as
WN(S) := {x = (x1, . . . , xN ) ∈ SN : x1 < · · · < xN},
and their closures as WN(S) = {x ∈ SN : x1 ≤ · · · ≤ xN}. For each t ≥ 0, there exists
U(t) = (Uij(t))1≤i,j≤N ∈ UN such that it diagonalizes M(t) as
U †(t)M(t)U(t) = diag(Λ1(t), . . . ,ΛN(t))
with the eigenvalues {Λi(t)}Ni=1 of M(t), where U †(t) is the Hermitian conjugate of U(t);
U †ij(t) = Uji(t), 1 ≤ i, j ≤ N , and we assume Λ := (Λ1(t), . . . ,ΛN(t)) ∈ WN(R), t ≥ 0. For
dM(t) := (dMij(t))1≤i,j≤N , define a set of quadratic variations,
Γij,kℓ(t) :=
〈
(U †dMU)ij , (U †dMU)kℓ
〉
t
, 1 ≤ i, j, k, ℓ ≤ N, t ≥ 0.
We denote by 1(ω) the indicator function of a condition ω; 1(ω) = 1 if ω is satisfied, and
1(ω) = 0 otherwise. The following is proved [5, 16, 14]. See Section 4.3 of [1] for details of
proof.
Proposition 2.1 Assume that (Mij(t))t≥0, 1 ≤ i, j ≤ N are continuous semi-martingales.
The eigenvalue process Λ(t), t ≥ 0 satisfies the following system of stochastic differential
equations (SDEs),
dΛi(t) = dMi(t) + dJi(t), t ≥ 0, 1 ≤ i ≤ N,
where (Mi(t))t≥0, 1 ≤ i ≤ N are martingales with quadratic variations
〈Mi,Mj〉t =
∫ t
0
Γii,jj(s)ds,
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and (Ji(t))t≥0, 1 ≤ i ≤ N are the processes with finite variations given by
dJi(t) =
N∑
j=1
1
Λi(t)− Λj(t)1(Λi(t) 6= Λj(t))Γij,ji(t)dt+ dΥi(t).
Here dΥi(t), t ≥ 0, 1 ≤ i ≤ N denote the finite-variation parts of (U †(t)dM(t)U(t))ii.
We will show two basic examples of M(t) ∈ HN , t ≥ 0 and applications of Proposition
2.1 [16]. Let ν ∈ N0 := N ∪ {0} and (Bij(t))t≥0, (B˜ij(t))t≥0, 1 ≤ i ≤ N + ν, 1 ≤ j ≤ N be
independent one-dimensional standard Brownian motions. For 1 ≤ i ≤ j ≤ N , put
Sij(t) =
{
Bij(t)/
√
2, (i < j),
Bii(t), (i = j),
Aij(t) =
{
B˜ij(t)/
√
2, (i < j),
0, (i = j),
and let Sij(t) = Sji(t) and Aij(t) = −Aji(t), t ≥ 0 for 1 ≤ j < i ≤ N .
Example 2.1 Put Mij(t) = Sij(t) +
√−1Aij(t), t ≥ 0, 1 ≤ i, j ≤ N . By definition
〈dMij, dMkℓ〉t = δiℓδjkdt, t ≥ 0, 1 ≤ i, j, k, ℓ ≤ N.
Hence, by unitarity of U(t), t ≥ 0, we see that Γij,kℓ(t) = δiℓ,jk, which gives 〈dMi, dMj〉t =
Γii,jj(t)dt = δijdt and Γij,ji(t) ≡ 1, t ≥ 0, 1 ≤ i, j ≤ N . Then Proposition 2.1 proves that
the eigenvalue process (Λ(t))t≥0, satisfies the following system of SDEs with β = 2,
dΛi(t) = dBi(t) +
β
2
∑
1≤j≤N,j 6=i
dt
Λi(t)− Λj(t) , (2.1)
t ≥ 0, 1 ≤ i ≤ N . Here (Bi(t))t≥0, 1 ≤ i ≤ N are independent one-dimensional stan-
dard Brownian motions, which are different from (Bij(t))t≥0 and (B˜ij(t))t≥0 used to define
(Sij(t))t≥0 and (Aij(t))t≥0, 1 ≤ i, j ≤ N .
Example 2.2 Consider an (N + ν)×N rectangular-matrix-valued process given by K(t) =
(Bij(t) +
√−1B˜ij(t))1≤i≤N+ν,1≤j≤N , t ≥ 0, and define an HN -valued process by M(t) =
K†(t)K(t), t ≥ 0. The matrix M is positive definite and hence the eigenvalues are non-
negative; Λi(t) ∈ R+, t ≥ 0, 1 ≤ i ≤ N . We see that the finite-variation part of dMij(t) is
equal to 2(N + ν)δijdt, t ≥ 0, and
〈dMij, dMkℓ〉t = 2(Miℓ(t)δjk +Mkℓ(t)δiℓ)dt, t ≥ 0, 1 ≤ i, j, k, ℓ ≤ N,
which implies that dΥi(t) = 2(N + ν)dt, Γij,ji(t) = 2(Λi(t) + Λj(t)), and 〈dMi, dMj〉t =
Γii,jj(t)dt = 4Λi(t)δijdt, t ≥ 0, 1 ≤ i, j ≤ N . Then we have the SDEs for eigenvalue
processes,
dΛi(t) = 2
√
Λi(t)dB˜i(t)
+ β
[
(ν + 1) + 2Λi(t)
∑
1≤j≤N,j 6=i
1
Λi(t)− Λj(t)
]
dt, (2.2)
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t ≥ 0, 1 ≤ i ≤ N with β = 2, where (B˜i(t))t≥0, 1 ≤ i ≤ N are independent one-dimensional
standard Brownian motions, which are different from (Bij(t))t≥0 and (B˜ij(t))t≥0, 1 ≤ i, j ≤
N , used above to define the rectangular-matrix-valued process (K(t))t≥0. The positive roots
of eigenvalues of M(t) give the singular values of the rectangular matrix K(t), which are
denoted by Si(t) =
√
Λi(t), t ≥ 0, 1 ≤ i ≤ N . The system of SDEs for them is readily
obtained from (2.2) as
dSi(t) = dB˜i(t) + β(ν + 1)− 1
2Si(t) dt
+
β
2
∑
1≤j≤N,j 6=i
(
1
Si(t)− Sj(t) +
1
Si(t) + Sj(t)
)
dt, (2.3)
t ≥ 0, 1 ≤ i ≤ N with β = 2 and ν ∈ N0.
Other examples of HN -valued processes (M(t))t≥0 are shown in [16], in which the eigen-
value processes following the SDEs (2.1), (2.2), and (2.3) with β = 1 and 4 are also shown.
2.2 2D-Coulomb gases confined in 1D
In the next section, we will consider the Schramm–Loewner evolution (SLE). Schramm
used a parameter κ > 0 in order to parametrize time change of a Brownian motion [27].
Accordingly, we change the parameter β → κ by setting
β =
8
κ
,
and perform the time change t→ κt. Since (B(κt))t≥0 (law)= (
√
κB(t))t≥0, if we put Y Ri (t) :=
Λi(κt), Y
R+
i (t) := Si(κt), t ≥ 0, 1 ≤ i ≤ N , the system of SDEs (2.1) gives (1.7) and that of
(2.3) gives
dY
R+
i (t) =
√
κdB˜i(t) +
8(ν + 1)− κ
2Y
R+
i (t)
dt
+ 4
∑
1≤j≤N,j 6=i
(
1
Y
R+
i (t)− Y R+j (t)
+
1
Y
R+
i (t) + Y
R+
j (t)
)
dt, (2.4)
t ≥ 0, 1 ≤ i ≤ N , where ν ≥ 0. In the present paper, we call (Y R(t))t≥0 the (8/κ)-Dyson
model and (Y R+(t))t≥0 the (8/κ, ν)-Bru–Wishart process, respectively. The above systems
of SDEs for (Y S(t))t≥0 can be written as
dY Si (t) =
√
κdBi(t) +
∂φS(x)
∂xi
∣∣∣∣
x=Y S(t)
dt, t ≥ 0, 1 ≤ i ≤ N,
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S = R or R+, if we introduce the following logarithmic potentials,
φS(x) :=

4
∑
1≤i<j≤N
log(xj − xi), for S = R,
4
∑
1≤i<j≤N
[
log(xj − xi) + log(xj + xi)
]
+
8(ν + 1)− κ
2
N∑
i=1
log xi, for S = R+.
(2.5)
In this sense the (8/κ)-Dyson model and the (8/κ, ν)-Bru–Wishart process are regarded
as stochastic log-gases in one dimension [11]. Since the logarithmic potential describes the
two-dimensional Coulomb law in electrostatics, the present processes are also considered as
stochastic models of 2D-Coulomb gases confined in 1D.
3 Multiple Schramm–Loewner Evolution
3.1 Loewner equations for single-slit and multi-slit
Let D be a simply connected domain D ( C with boundary ∂D. We consider a slit in D,
which is defined as a simple curve η = {η(t) : t ∈ (0,∞)} ⊂ D; η(s) 6= η(t) for s 6= t. We
assume limt→0 η(t) =: η(0) ∈ ∂D. Let η(0, t] := {η(s) : s ∈ (0, t]} and Dηt := D \ η(0, t], t ∈
(0,∞) with Dη0 := D. The Loewner theory describes a slit η by encoding the curve into a
time-dependent analytic function (gDηt )t≥0 such that
gDηt : conformal map D
η
t → D, t ∈ [0,∞).
The Loewner theory has been applied to the case with D = H, in which η(0) ∈ R and
η ⊂ H. Let Hηt := H \ η(0, t], t > 0 and Hη0 := H. Then for each time t ≥ 0, Hηt is a simply
connected domain in C and there exists a unique conformal map Hηt → H satisfying the
condition gHηt (z) = z + hcap(η(0, t])/z + O(|z|−2) as z → ∞, t > 0 in which the coefficient
of z is unity and no constant term appears. This is called the hydrodynamic normalization
and hcap(η(0, t]) gives the half-plane capacity of η(0, t]. The following has been proved (see,
for instance, [19]).
Theorem 3.1 Let η be a slit in H such that hcap(η(0, t]) = 2t, t > 0. Then there exists
a unique continuous driving process (V (t))t≥0 in R such that the solution (gt)t≥0 of the
differential equation (chordal Loewner equation)
dgt(z)
dt
=
2
gt(z)− V (t) , t ≥ 0, g0(z) = z, (3.1)
gives (gHηt )t≥0. Here
lim
z→η(t),z∈Hηt
gHηt (z) =: gH
η
t
(η(t)) = V (t), t ≥ 0.
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Theorem 3.1 can be extended to the situation such that η is given by a multi-slit
⋃N
i=1 ηi ⊂
H and Hηt := H \
⋃N
i=1 ηi(0, t], t > 0 with H
η
0 := H [26].
Theorem 3.2 For N ∈ N, let ⋃Ni=1 ηi be a multi-slit in H such that hcap(⋃Ni=1 η(0, t]) =
2t, t > 0. Then there exists a set of weight functions (λi(t))t≥0, 1 ≤ i ≤ N satisfying
λi(t) ≥ 0, 1 ≤ i ≤ N ,
∑N
i=1 λi(t) = 1, t ≥ 0 and an N-variate continuous driving process
V (t) = (V1(t), . . . , VN(t)), t ≥ 0 in RN such that the solution (gt)t≥0 of the differential
equation (multiple chordal Loewner equation)
dgt(z)
dt
=
N∑
i=1
2λi(t)
gt(z)− Vi(t) , t ≥ 0, g0(z) = z, (3.2)
satisfying the hydrodynamic normalization condition gives (gHηt )t≥0. Here
lim
z→ηi(t),z∈Hηt
gHηt (z) =: gH
η
t
(ηi(t)) = Vi(t), t ≥ 0, 1 ≤ i ≤ N.
The multiple chordal Loewner equation (3.2) for D = H can be mapped to other simply
connected proper subdomains of C by conformal maps. Here we consider a conformal map
ϕ̂(z) = z2 : O→ H. We set ĝt(z) =
√
gt(z2) + c(t), t ≥ 0 with a function of time c(t), t ≥ 0.
Then we can see that (3.2) is transformed to
dĝt(z)
dt
=
N∑
i=1
(
2λ̂i(t)
ĝt(z)− V̂i(t)
+
2λ̂i(t)
ĝt(z) + V̂i(t)
)
+
2λ̂0(t)
ĝt(z)
, t ≥ 0, (3.3)
ĝ0(z) = z ∈ O, where V̂i(t) =
√
Vi(t) + c(t), t ≥ 0, 1 ≤ i ≤ N and 2
∑N
i=1 λ̂i(t) + λ̂0(t) =
(1/4)dc(t)/dt, t ≥ 0. Here we can assume that V̂i(t) ∈ R+ without loss of generality, since,
even if we allow V̂i(t) ∈ R+ ∪
√−1R+ ∪ {0}, we can transform the whole system by a
(possibly random) automorphism of O to the case that V̂i(t) ∈ R+. The equation (3.3) can
be regarded as the multi-slit version of the quadrant Loewner equation studied in [31]. The
solution of (3.3) gives a conformal map ĝt = gOηt : O
η
t → O, where Oηt := O \
⋃N
i=1 ηi(0, t],
t > 0, Oη0 := O, and gOηt (ηi(t)) = V̂i(t) ∈ R+, t ≥ 0, 1 ≤ i ≤ N .
3.2 SLE
So far we have considered the problem in which given time-evolution of a single slit η(0, t], t >
0 or a multi-slit
⋃N
i=1 η(0, t], t > 0 in H, time-evolution of the conformal map from H
η
t to
H, t ≥ 0 is asked. The answers are given by Theorem 3.1 and Theorem 3.2. For H with
a single slit, Schramm considered an inverse problem in a probabilistic setting [27]. He
first asked a suitable family of driving stochastic processes (X(t))t≥0 on R. Then he asked
the probability law of a random slit in H, which will be determined by the solution gt =
gHηt , t ≥ 0 of the Loewner equation (3.1) via X(t) = gHηt (η(t)), t ≥ 0. Schramm argued that
the conformal invariance and the domain Markov property imply that the driving process
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(X(t))t≥0 should be a continuous Markov process which has independent increments in a
particular parameterization. If we assume that there is no drift, then X(t) can be expressed
by (B(κt))t≥0
(law)
= (
√
κB(t))t≥0 with a parameter κ > 0. The solution of the chordal Loewner
equation (3.1) driven by X(t) =
√
κB(t), t ≥ 0 is called the chordal Schramm–Loewner
evolution with parameter κ > 0 and is written as chordal SLEκ for short.
The following was proved by Lawler, Schramm, and Werner [20] for κ = 8 and by Rohde
and Schramm [25] for κ 6= 8.
Proposition 3.3 A chordal SLEκ (gHηt )t≥0 determines a continuous curve η = {η(t) : t ∈
[0,∞)} ⊂ H with probability one.
The continuous curve η determined by an SLEκ is called an SLEκ curve. The probability
law of an SLEκ curve depends on κ. When κ ∈ (0, 4], the SLEκ curve is a simple curve in
H. It becomes self-intersecting and can touch the real axis R when κ > 4, and becomes a
space-filling curve when κ ≥ 8 (see [19, 14], for instance).
3.3 Multiple SLE
For simplicity, we assume that λi(t) ≡ 1/N, t ≥ 0, 1 ≤ i ≤ N in (3.2) in Theorem 3.2. Then
by a simple time change t/N → t associated with a change of notation, gNt → gHηt , the
multiple chordal Loewner equation is written as (1.4). Then we ask what is the suitable
family of driving stochastic processes of N particles (XR(t))t≥0 on R.
The same argument with Schramm [27] will give that (XR(t))t≥0 should be a continuous
Markov process. Moreover, Bauer, Bernard, and Kyto¨la¨ [4], Graham [12], and Dube´dat [8]
argued that (XRi (t))t≥0, 1 ≤ i ≤ N are semi-martingales and the quadratic variations should
be given by 〈dXRi , dXRj 〉t = κδijdt, t ≥ 0, 1 ≤ i, j ≤ N with κ > 0. Then we can assume that
the system of SDEs for (XR(t))t≥0 is in the form (1.8).
In the orthant system (3.3), we put λ̂i(t) ≡ r/(2N), t ≥ 0, r ∈ (0, 1], 1 ≤ i ≤ N ,
dc(t)/dt ≡ 4, t ≥ 0, and perform a time change rt/(2N) → t associated with a change of
notation ĝ2Nt/r → gOηt . Then the multiple Loewner equation in O is written as
dgOηt (z)
dt
=
N∑
i=1
(
2
gOηt (z)−X
R+
i (t)
+
2
gOηt (z) +X
R+
i (t)
)
+
4δ
gOηt (z)
, (3.4)
t ≥ 0 with gOη
0
(z) = z ∈ O, where δ := N(1− r)/r ≥ 0. We assume that the system of SDEs
for XR+(t) ∈ (R+)N , t ≥ 0 is in the form (1.8).
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4 Gaussian Free Field with Dirichlet Boundary Con-
dition
4.1 Bochner–Minlos Theorem
Let D ( C be a simply connected domain. Consider the L2 space with the inner product,
(f, g) :=
∫
D
f(z)g(z)dµ(z), f, g ∈ L2(D), where µ(z) is the Lebesgue measure on C; dµ(z) =
dzdz. Let ∆ be the Dirichlet Laplacian acting on L2(D). In the present subsection 4.1 we
assume that D is bounded. Then −∆ has positive discrete eigenvalues so that
−∆en = λnen, en ∈ L2(D), n ∈ N.
We assume that the eigenvalues are labeled in a non-decreasing order; 0 < λ1 ≤ λ2 ≤ · · · .
The system of eigenfunctions {en}n∈N forms a complete orthonormal system (CONS) of
L2(D). The asymptotic behavior of eigenvalues obeys Weyl’s formula;
lim
n→∞
λn
n
= O(1).
For f, g ∈ C∞c (D), the Dirichlet inner product is defined by
(f, g)∇ :=
1
2π
∫
D
(∇f)(z) · (∇g)(z)dµ(z). (4.1)
The Hilbert space completion of C∞c (D) with respect to (·, ·)∇ will be denoted byW (D). We
write ||f ||∇ =
√
(f, f)∇, f ∈ W (D). If we set
un =
√
2π
λn
en, n ∈ N,
then by integration by parts, we have (un, un)∇ = (un, (−∆)um)/(2π) = δnm, n,m ∈ N.
Therefore {un}n∈N forms a CONS of W (D).
Let Ĥ(D) be the space of formal infinite series in {un}n∈N, which is obviously isomorphic
to RN by setting Ĥ(D) ∋ ∑n∈N fnun 7→ (fn)n∈N ∈ RN. As a subspace of Ĥ(D), W (D) is
isomorphic to ℓ2(N) ⊂ RN. For two formal series f = ∑n∈N fnun, g = ∑n∈N gnun ∈ Ĥ(D)
such that
∑
n∈N |fngn| < ∞, we define their pairing as (f, g)∇ :=
∑
n∈N fngn. In the case
when f, g ∈ W (D), their pairing, of course, coincides with the Dirichlet inner product (4.1).
Notice that, for any a ∈ R, the operator (−∆)a acts on Ĥ(D) as
(−∆)a
∑
n∈N
fnun :=
∑
n∈N
λanfnun, (fn)n∈N ∈ RN.
Using this fact, we define Ha(D) := (−∆)aW (D), a ∈ R, each of which is a Hilbert space
with inner product
〈f, g〉a := ((−∆)−af, (−∆)−ag)∇, f, g ∈ Ha(D).
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We can prove that Ha(D) ⊂ Hb(D) for a < b using Weyl’s formula for {λn}n∈N, and that
the dual Hilbert space of Ha(D) is given by H−a(D) [2].
Remark 4.1 Since
〈f, g〉1/2 = ((−∆)−1/2f, (−∆)−1/2g)∇ = (f, g)/(2π), f, g ∈ H1/2(D),
H1/2(D) ≃ L2(D). This implies that the members of Ha(D) with a > 1/2 cannot be
functions, but are distributions.
Define E(D) := ⋃a>1/2Ha(D). Then its dual Hilbert space is identified with E(D)∗ :=⋂
a<−1/2Ha(D) and
E(D)∗ ⊂W (D) ⊂ E(D)
is established. Here (E(D)∗,W (D), E(D)) is called a Gel’fand triple. We set ΣE(D) =
σ({(·, f)∇ : f ∈ E(D)∗}). On such a setting, the following is proved. This theorem is
called the Bochner–Minlos theorem [13, 29, 2].
Theorem 4.1 (Bochner–Minlos theorem) Let ψ be a continuous function of positive
type on W (D) such that ψ(0) = 1. Then there exists a unique probability measure P on
(E(D),ΣE(D)) such that ψ(f) =
∫
E(D) e
√−1(h,f)∇P(dh) for f ∈ E(D)∗.
Under certain conditions on ψ, the domain of the random functional f in the above
formula can be extended from E(D)∗ to W (D). It is easy to verify that the functional
Ψ(f) := e−||f ||
2
∇
/2 satisfies the conditions. Then the following is established with a probability
measure P on (E(D),ΣE(D)),∫
E(D)
e
√−1(h,f)∇P(dh) = e−||f ||
2
∇
/2 for f ∈ W (D). (4.2)
Definition 4.2 (Dirichlet boundary GFF) A Gaussian free field (GFF) with Dirichlet
boundary condition is defined as a pair ((Ω, P ), H) of a probability space (Ω, P ) and an
isotopy H : W (D) → L2(Ω, P ) such that each H(f), f ∈ W (D) is a Gaussian random
variable.
For each f ∈ W (D), we write (H, f)∇ ∈ L2(E(D),P) for the random variable defined
by h 7→ (h, f)∇, h ∈ E(D). Then (4.2) ensures that the pair of ((E(D),P), H) gives a GFF
with Dirichlet boundary condition. We often just call H a Dirichlet boundary GFF without
referring to the probability space (E(D),P).
4.2 Conformal invariance of Dirichlet boundary GFF
Assume that D, D˜ ( C are simply connected domains and let ϕ : D˜ → D be a conformal
map.
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Lemma 4.3 The Dirichlet inner product (4.1) is conformally invariant. That is, for f, g ∈
C∞c (D), ∫
D
(∇f)(z) · (∇g)(z)dµ(z) =
∫
D˜
(∇(f ◦ ϕ))(z) · (∇(g ◦ ϕ))(z)dµ(z).
From the above lemma, we see that ϕ∗ : W (D) ∋ f 7→ f ◦ϕ ∈ W (D˜) is an isomorphism.
This allows one to consider a GFF on an unbounded domain. Namely, if D˜ is bounded on
which a Dirichlet boundary GFF is defined, but D is unbounded, we can define a family
{(ϕ∗H, f)∇ : f ∈ W (D)} by (ϕ∗H, f)∇ := (H,ϕ∗f)∇, f ∈ W (D) so that we have the
covariance structure,
E
[
(ϕ∗H, f)∇(ϕ∗H, g)∇
]
= (ϕ∗f, ϕ∗g)∇ = (f, g)∇, f, g ∈ W (D).
Relying on the formal computation,
(ϕ∗H, f)∇ = (H,ϕ∗f)∇ =
1
2π
∫
D˜
(∇H)(z) · (∇f ◦ ϕ)(z)dµ(z)
=
1
2π
∫
D
(∇H ◦ ϕ−1)(z) · (∇f)(z)dµ(z),
we understand the equality ϕ∗H = H ◦ ϕ−1. By the fact shown above that the covariance
structure does not change under a conformal map ϕ, we say the Dirichlet boundary GFF is
conformal invariant.
4.3 Green’s function of Dirichlet boundary GFF
Assume that D ( C is a simply connected domain. In the previous subsections, we have
constructed a family {(H, f)∇ : f ∈ W (D)} of random variables whose covariance structure
is given by
E
[
(H, f)∇(H, g)∇
]
= (f, g)∇, f, g ∈ W (D).
By a formal integration by parts, we see that
(H, f)∇ =
1
2π
∫
D
(∇H)(z) · (∇f)(z)dµ(z) = 1
2π
∫
D
H(z)(−∆f)(z)dµ(z)
=
1
2π
(H, (−∆)f).
Motivated by this observation, we define
(H, f) := 2π(H, (−∆)−1f)∇ for f ∈ D((−∆)−1), (4.3)
where D((−∆)−1) denotes the domain of (−∆)−1 in W (D). The action of (−∆)−1 is ex-
pressed as an integral operator and the integral kernel GD is known as the Green’s function
of D under the Dirichlet boundary condition;
((−∆)−1f)(z) = 1
2π
∫
D
GD(z, w)f(w)dµ(w), a.e. z ∈ D, f ∈ D((−∆)−1).
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Hence the covariance of (H, f) and (H, g) with f, g ∈ D((−∆)−1) is written as
E[(H, f)(H, g)] =
∫
D×D
f(z)GD(z, w)g(w)dµ(z)dµ(w). (4.4)
When we symbolically write (H, f) =
∫
D
H(z)f(z)dµ(z), f ∈ D((−∆)−1), the covariance
structure can be expressed as E[H(z)H(w)] = GD(z, w), z, w ∈ D, z 6= w. The conformal
invariance of the Dirichlet boundary GFF implies that for a conformal map ϕ : D˜ → D, we
have the equality, GD˜(z, w) = GD(ϕ(z), ϕ(w)), z, w ∈ D˜, z 6= w.
Example 4.1 When D = H,
GH(z, w) = log
∣∣∣∣z − wz − w
∣∣∣∣ for z, w ∈ H, z 6= w.
Example 4.2 When D = O,
GO(z, w) = log
∣∣∣∣(z − w)(z + w)(z − w)(z + w)
∣∣∣∣ for z, w ∈ O, z 6= w.
From the formula (4.4), we see that C∞c (D) ⊂ D((−∆)−1). In the following, we will
consider the family of random variables {(H, f) : f ∈ C∞c (D)} to characterize the GFF H .
5 Gaussian Free Fields Coupled with Stochastic Log-
Gases
5.1 Dirichlet boundary GFF transformed by multiple SLE
Here we write the Dirichlet boundary GFF defined on a simply connected domain D ( C
as HD. Consider the transformation of HD by the multiple SLE, HDηt := HD ◦ gDηt , t ≥ 0.
By the conformal invariance, the Green’s function of HDηt , t ≥ 0 is given by GDηt (z, w) =
GD(gDηt (z), gD
η
t
(w)), z, w ∈ Dηt , z 6= w, t ≥ 0. The following is obtained.
Lemma 5.1 For D = H and O, the increments of GDηt (z, w), z, w ∈ Dηt in time t ≥ 0 are
given as
dGHηt (z, w) = −
N∑
i=1
Im
2
gHηt (z)−XRi (t)
Im
2
gHηt (w)−XRi (t)
dt,
dGOηt (z, w) = −
N∑
i=1
Im
(
2
gOηt (z)−X
R+
i (t)
− 2
gOηt (z) +X
R+
i (t)
)
× Im
(
2
gOηt (w)−X
R+
i (t)
− 2
gOηt (w) +X
R+
i (t)
)
dt.
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Proof Using the explicit expressions of the Green’s functions given in Examples 4.1 and
4.2 and the multiple Loewner equations (1.4) and (3.4), the increments of GDηt , t ≥ 0 are
calculated. The above expressions are obtained using the equality Re ζω−Re ζω = 2Im ζImω
for ζ, ω ∈ C.
5.2 C-valued logarithmic potentials and martingales
We have remarked in Section 2.2 that the Dyson model and the Bru–Wishart process studied
in random matrix theory can be regarded as stochastic log-gasses defined on a line S = R
and a half-line S = R+, respectively. There the logarithmic potentials are given by (2.5).
Here we consider a complex-valued logarithmic potentials acting between a point z in the
two-dimensional domain D ( C and N points x = (x1, . . . , xN) on the boundary S. For
(D,S) = (H,R) and (O,R+), we put
ΦH(z,x) =
N∑
i=1
log(z − xi),
ΦO(z,x) = ΦO(z,x; q) =
N∑
i=1
{
log(z − xi) + log(z + xi)
}
+ q log z,
where z ∈ D,x ∈ SN , and q ∈ R.
Now we consider time evolution of the C-valued potential ΦD by letting x be the driv-
ing process XS(t), t ≥ 0 of the multiple SLE (gDηt )t≥0 and by transforming the function
ΦD(·,XS(t)) by (gDηt )t≥0. We obtain the following.
Lemma 5.2 For D = H and O, the increments of the C-valued potentials are given as
follows. For z ∈ Dηt , XS(t) ∈WN(S), t ≥ 0,
dΦH(gHηt (z),X
R(t)) = −
N∑
i=1
√
κdBi(t)
gHηt (z)−XRi (t)
−
N∑
i=1
(
FRi (X
R(t))− 4
∑
1≤j≤N,
j 6=i
1
XRi (t)−XRj (t)
)
dt
gHηt (z)−XRi (t)
−
(
1− κ
4
)
d log g′Hηt (z) (5.1)
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dΦO(gOηt (z),X
R+(t); q)
= −
N∑
i=1
(
1
gOηt
(z)−XR+i (t)
− 1
gOηt
(z) +X
R+
i (t)
)
√
κdB˜i(t)
−
N∑
i=1
[
F
R+
i (X
R+(t))
−
{
4
∑
1≤j≤N,
j 6=i
(
1
X
R+
i (t)−XR+j (t)
+
1
X
R+
i (t) +X
R+
j (t)
)
+ 2(1 + 2δ + q)
1
X
R+
i (t)
}]
(5.2)
×
(
1
gOηt
(z)−XR+i (t)
− 1
gOηt
(z) +X
R+
i (t)
)
dt
− 4δ
(
1− κ
4
− q
) dt
(gOηt (z))
2
−
(
1− κ
4
)
d log g′Oηt (z).
Proof Apply Itoˆ’s formula and use the equalities such as∑
1≤i 6=j≤N
1
(g − xi)(g − xj) = 2
∑
1≤i 6=j≤N
1
(g − xi)(xi − xj) .
The proof is given by direct calculation.
If we assume that (XR(t))t≥0 is given by the (8/κ)-Dyson model (Y R(t))t≥0 satisfying
(1.7), the second term in the RHS of (5.1) vanishes. Regarding (5.2), first we put q = 1−κ/4
to make the third term in the RHS become zero. Then if we assume that δ = ν and
(XR+(t))t≥0 is given by the (8/κ, ν)-Bru–Wishart process (Y R+(t))t≥0 satisfying (2.4), the
second term in the RHS of (5.2) vanishes.
We note that a multiple SLE driven by the Dyson model (or the Bru–Wishart process) is
absolutely continuous with respect to multiple of independent SLEs (see Section 3 in [12]).
Then the original SLE and multiple SLEs share many common properties. For example, if
we define τ ηz := sup{t > 0 : z ∈ Dηt }, then τ ηz <∞ a.s. for any z ∈ D [25]. Define
MH(z, t) = −ΦH(gHηt (z),Y R(t))−
(
1− κ
4
)
log g′Hηt (z),
MO(z, t) = −ΦO(gOηt (z),Y R+(t); 1− κ/4)−
(
1− κ
4
)
log g′Oηt (z). (5.3)
Proposition 5.3 Assume that q = 1 − κ/4 and δ = ν. Then for each point z ∈ D,
MD(z, t ∧ τ ηz ), D = H and O, provide local martingales with increments for t < τ ηz ,
dMH(z, t) =
N∑
i=1
√
κdBi(t)
gHηt (z)− Y Ri (t)
,
dMO(z, t) =
N∑
i=1
(
1
gOηt (z)− Y
R+
i (t)
− 1
gOηt (z) + Y
R+
i (t)
)
√
κdB˜i(t).
18
5.3 Stationary GFFs
Now we consider a coupling of (HDηt (·))t≥0 with some functional of (MD(·, t))t≥0 such as
HDηt (·)+αF [MD(·, t)], t ≥ 0, where F [ · ] denotes a functional and α is a coupling constant.
Comparing Lemma 5.1 and Proposition 5.3 we observe that
d
〈
ImMD(z, ·), ImMD(w, ·)
〉
t
= −κ
4
dGDηt (z, w), z, w ∈ Dηt , t ≥ 0,
for (D,S) = (H,R) and (O,R+). Hence we put F [ · ] = Im [ · ] and α = 2/
√
κ, and define
the following processes of GFF for (D,S) = (H,R) and (O,R+),
HD(·, t) := HDηt (·) +
2√
κ
ImMD(·, t), t ≥ 0 (5.4)
with χ = α(1 − κ/4) = 2/√κ − √κ/2. The second term of (5.4) contains an imaginary
part of the C-valued logarithmic potential −ΦD(gDηt (z),Y S(t)), t ≥ 0. This is the unique
harmonic function with the boundary condition
2√
κ
ImMD(x, t) =

− 2π√
κ
N, if x < Y S1 (t),
− 2π√
κ
(N − i), if x ∈ (Y Si (t), Y Si+1(t)), 1 ≤ i ≤ N,
with a convention Y SN+1(t) ≡ +∞. That is, it has discontinuity at Y Si (t) by 2π/
√
κ along S,
1 ≤ i ≤ N , t ≥ 0. We will think that the GFF HD(·, t) has the same boundary condition as
(2/
√
κ)ImMD(·, t), t ≥ 0. For further arguments concerning the second term of (5.4), see
Section 5.3 in [15].
Theorem 5.4 Let κ ∈ (0, 4], q = 1 − κ/4, δ = ν ≥ 0. Assume that (D,S) = (H,R) or
(O,R+), and (Y
S(t))t≥0 is the (8/κ)-Dyson model if S = R and the (8/κ, ν)-Bru–Wishart
process if S = R+. Then (HD(·, t))t≥0 is stationary in the sense that
(HD(·, t), f) (law)= (HD(·, 0), f) in P⊗ P,
∀f ∈ C∞c (D) at each time t ≥ 0.
Proof We have
d
〈(
(2/
√
κ)ImMD(·, ·), f
)〉
t
= −dEt(f), ∀f ∈ C∞c (D),
with
Et(f) :=
∫
Dηt×Dηt
f(z)GDηt (z, w)f(w)dµ(z)dµ(w),
which is called the Dirichlet energy. Since Dηt := D \
⋃N
i=1 ηi(0, t] is decreasing, Et(f) is non-
increasing in time t ≥ 0. This implies that ((2/√κ)ImMD(·, t), f), t ≥ 0 is a Brownian mo-
tion such that we can regard −Et(f) as time. Let T ∈ (0,∞). Then ((2/
√
κ)ImMD(·, T ), f)
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is normally distributed with mean ((2/
√
κ)ImMD(·, 0), f) and variance−ET (f)−(−E0(f)) =
−ET (f) +E0(f). On the other hand, the random variable (HDη
T
, f) := (HD ◦ gDη
T
, f) is also
normally distributed with mean zero and variance ET (f) by the conformal invariance of the
Dirichlet boundary GFF. Since the random variables (HDη
T
, f) and ((2/
√
κ)ImMD(·, T ), f)
are conditionally independent from each other, the sum of them (HD(·, T ), f) is a nor-
mal random variable with mean ((2/
√
κ)ImMD(·, 0), f) and variance (−ET (f) + E0(f)) +
ET (f) = E0(f). These values coincide with the mean and variance of (HD(·, 0), f) =
(HD(·) + (2/√κ)ImMD(·, 0), f). Since T ∈ (0,∞) is arbitrary, the statement is proved.
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