A bipartite graph G(X, Y, E) with vertex partition (X, Y ) is said to have the Normalized Matching Property (NMP) if for any subset S ⊆ X we have
1. The random bipartite graph G(k, n, p) with |X| = k, |Y | = n, and k ≤ n < exp(o(k)), and each pair (x, y) ∈ X × Y being an edge in G independently with probability p has p = log n k as the threshold for NMP. This generalizes a classic result of Erdős-Rényi on the log n n threshold for the existence of a perfect matching in G(n, n, p). 2. A bipartite graph G(X, Y ), with k = |X| ≤ |Y | = n, is said to be Thomason pseudorandom (following Thomason [10] ) with parameters (p, ε) if every x ∈ X has degree at least pn and every pair of distinct x, x ′ ∈ X have at most (1 + ε)p 2 n common neighbors. We show that Thomason pseudorandom graphs have the following property: Given ε > 0 and n ≥ k ≫ 0, there exist functions f, g with f (x), g(x) → 0 as x → 0, and sets Del X ⊂ X, Del Y ⊂ Y with |Del X | ≤ f (ε)k, |Del Y | ≤ g(ε)n such that G(X \ Del X , Y \ Del Y ) has NMP. Enroute, we prove an 'almost' vertex decomposition theorem: Every Thomason pseudorandom bipartite graph G(X, Y ) admits -except for a negligible portion of its vertex set -a partition of its vertex set into trees that have NMP which arise organically through the Euclidean greatest common divisor (gcd) algorithm.
in the resulting array all the row sums equal R, and all the column sums equal C for some integers R, C > 0? 2. Let ε > 0, and let q be a sufficiently large prime power. Suppose X, Y ⊂ F q with |Y | = 10|X|, |X| ≥ q/100, and let H be a subgroup of F * q of size at least q 1/2+ε . Is it possible to label each element of Y with some element of X such that each element of X appears as a label exactly 10 times, and further, for each y ∈ Y labeled x, the sum x + y ∈ H?
In both the problems posed above, there is a natural bipartite graph G(X, Y, E) that captures the problem in its essence: Given a star-array A, let X and Y denote the set of rows and columns of A respectively, and a vertex x ∈ X is adjacent to y ∈ Y in G if and only if the (x, y) entry of A corresponding to a ⋆. For the second problem consider the bipartite graph G(X, Y, E) where X, Y are the given sets, and the pair (x, y) is an edge in G if and only if x + y ∈ H.
In the rest of the paper, G(X, Y ) shall denote a bipartite graph with vertex partition (X, Y ); we shall drop the E in our notation for convenience. We say that G = G(X, Y ) has the Normalized Matching Property (NMP for short) if and only if: For any S ⊆ X, if we denote by N (S), its set of neighbors in Y , then
In particular, if |X| = |Y |, then this is the familiar Hall's condition for the existence of a perfect matching in G. The Normalized Matching Property in bipartite graphs is rather well-understood due to the following theorem due to Kleitman [6] which states that the following three statements are equivalent:
• G with |X| = k, |Y | = n has NMP.
• For any independent set I in G,
• There exists a multiplicity function m : E → N 0 = N∪{0} such that e∋x e∈E m(e) (resp. e∋y e∈E
m(e))
is equal for all x ∈ X (resp. for all y ∈ Y ).
It is easy to see that the problems posed above simply ask if the associated bipartite graphs have NMP.
The Normalized Matching Property makes a prominent feature in the study of decomposition problems for finite ranked posets. Some of the most interesting examples of finite ranked posets arise from finite geometric structures such as the Boolean poset or the poset of affine flats in a finite projective n-dimensional space, and it is not hard to see that all the bipartite graphs that result from considering elements of successive ranks in these posets have NMP. However each of these layers of these posets correspond to very sparse bipartite graphs. This raises the following natural question: How sparse can a bipartite graph possessing NMP be?
To formulate the above question more precisely, we set up some terminology. Given functions f, g, we write f ≫ g (resp. f ≪ g) if lim n→∞ f (n) g(n)
→ ∞ (resp. → 0). We also write f = o(g) to denote that f ≪ g. We write f = O(g) (resp. f = Ω(g)) if there exists an absolute constant C > 0 and n 0 such that for all n ≥ n 0 , |f
Suppose k ≤ n are positive integers, and let 0 ≤ p ≤ 1. By G(k, n, p) we shall mean the random bipartite graph with the vertex partition given by (X, Y ) with |X| = k, |Y | = n, and each pair (x, y) ∈ X × Y is an edge in G independently with probability p. Given k ≤ n, for what p does G(k, n, p) have NMP with high probability (abbreviated whp)? More precisely: Given δ > 0, do there exist k 0 (δ), n 0 (δ) and a threshold function p = p(n, k) such that If p ≫ p(n, k), G(k, n, p) has NMP with probability at least 1 − δ If p ≪ p(n, k), G(k, n, p) does not have NMP with probability at least 1 − δ
The first main result of this paper determines such a p(k, n):
, and let ε > 0.
There exist
has NMP with high probability when p ≥ (1+ε) log n k .
There exists
In other words, p = log n k is a threshold for the random bipartite graph G(k, n, p) to have NMP.
Let us now return to the problems at the beginning of this section. To check if a given bipartite graph has NMP is computationally feasible because one can associate a bigger bipartite graph G ′ (X ′ , Y ′ ) with |X ′ | = |Y ′ | = nk (by simply taking n copies of X and k copies of Y with edge relations defined canonically) with the following property: G has NMP if and only if G ′ admits a perfect matching. Hence either problem admits a computationally simple solution. But let us relax our requirement and seek an answer only in an approximate sense: For the first problem, is it possible to replace each ⋆ entry with a non-negative integer such that with the exception of a negligible proportion of the rows/columns, the remaining rows and columns satisfy the aforementioned property? Or in the second problem, can we ignore a negligible proportion of elements from both sets X, Y , so that the desired property holds for the remaining elements? Since either of the posed problems is equivalent to asking if a given bipartite graph has NMP, this approximate version asks if a given bipartite graph 'almost' has NMP in the sense described above.
As we shall see the answer to the second question in the preceding paragraph is in the affirmative. The reason is that the corresponding bipartite graph possesses regularity properties that are best described as 'random-like'. Taking a cue from this, we impose the following reasonable hypotheses on the graph for the first problem: If all the vertices of X have 'almost' the same degree, and suppose that no two vertices of X have 'too many' common neighbors in Y so that there isn't a clustering of edges between some subsets of X and Y , is there an affirmative answer to the approximate version for the first problem? Again, it turns out that the answer is yes.
To formulate this in more precise terms, we need the notion of a pseudorandom bipartite graph. Pseudorandom graphs are well-studied objects (see [8] for instance) but we shall confine our attention to one of the earliest notions of pseudorandom graphs as proposed by Thomason in [10] for the reason that it captures the sense of pseudorandomness that was loosely expressed above. Definition 1.1. Suppose 0 < p < 1, and 0 ≤ ε < 1. A bipartite graph G with vertex classes X and Y of sizes k and n respectively with k ≤ n is called Thomason A couple of remarks, especially contrasting our definition with that of Thomason in [10] are in order. Thomason's definition of pseudorandom in [10] actually is restricted to bipartite graphs with |X| = |Y |. However the definition easily extends to this more general setup. Secondly, Thomason' s definition is in terms of parameters (p, µ) for some µ ≥ 0 where the second condition for pseudorandomness is that every pair of vertices in X have at most p 2 n + µ neighbours in common, so our definition as stated above restricts to the more natural and intuitive case where µ ≤ εp 2 n.
Before we formally our result, we need the following definition.
• The bipartite subgraph induced on the sets X \ Del X and Y \ Del Y has NMP.
We now state our second result of the paper. 
Since a Thomason pseudorandom bipartite graph may have isolated vertices, one cannot expect to prove something stronger at this level of generality.
The rest of the paper is organized as follows. The next section gives some preliminaries and sets up terminology and tools that will be of use in the latter sections. In section 3 we prove theorem 1.1, and in section 4, we prove theorem 1.2. Finally, we conclude with some remarks, and some open questions.
Preliminaries
Before we start, we set up some notation. Suppose by G(A, B) we shall mean the subgraph of G induced by the vertex set A ∪ B. For a vertex x, d(x) shall denote its degree, and for sets A ⊆ X, B ⊆ Y , e(A, B) shall denote the number of edges between A and B.
A natural question that arises in the context of NMP is: If G(X, Y ) has NMP, then does G(Y, X) also have NMP, i.e., is it true that for all T ⊆ Y,
|Y | ? This is not immediately obvious, but it is indeed the case, as can be seen from the second characterization of Kleitman's theorem [6] .
We begin with a simple proposition. For a graph G(X, Y ) that does not have NMP we say that a set of vertices S ⊆ X witnesses the violation of NMP for G(X, Y ) if To see why, observe that N (T ) ⊆ X \ S. So,
and the proof is complete.
We now introduce an important ingredient that is vital to the proof of theorem 1.2. Suppose ℓ, L are positive integers with gcd(ℓ, L) = 1. A tree will be called a left-right tree if the two color classes of its vertex set are labelled as 'left' and 'right' respectively. Since a connected bipartite graph admits a unique 2-colouring of its vertices, a left-right tree can be thought of a tree with a label on each vertex denoting its colour class.
The Euclidean (ℓ, L)-tree which we shall denote by T ℓ,L , is a left-right tree on ℓ + L vertices with ℓ left vertices, and L right vertices that is defined recursively as follows. If ℓ = 1, T 1,L is simply a star on L + 1 vertices with one left vertex and L right vertices. If L = 1, then T ℓ,1 is the star on ℓ + 1 vertices with one right vertex, and ℓ left vertices. In general, suppose X = {x 1 , . . . , x ℓ } and Y = {y 1 , . . . , y L } are the left and right vertex sets respectively, and suppose ℓ < L. Let M 1 denote the matching consisting of the edges
where ⊔ denotes an edge disjoint union, and T ℓ,L−ℓ is the corresponding Euclidean tree with left vertex set X ′ = X and right vertex set
is the Euclidean tree with The following lemma conveys why Euclidean trees are relevant to us.
Lemma 2.2. Suppose T = T ℓ,L is a Euclidean tree. Then if X, Y denote the sets of left and right vertices respectively, then T as the bipartite graph T (X, Y ) has NMP.
Proof. We assume without loss of generality that ℓ < L since the other case is similar. If ℓ = 1, then T is simply a star with L leaves, and clearly, T has NMP. Suppose by induction that Euclidean trees with fewer than ℓ + L vertices have NMP. Let S ⊆ X. Then since
ℓ |S| and that completes the proof.
We now describe what we call the 'Euclidean (ℓ, L)-tree process' which details a realization of the graphs T ℓ,L through a series of steps, which along with the corresponding terminology we build here will be relevant in section 4 in the proof of theorem 1.2. This description also justifies why we call them Euclidean trees. Suppose ℓ < L. Consider the Euclidean algorithm on the pair (ℓ, L) as follows.
If we set r m+1 = L, r m = ℓ, r 0 = 0, then we may write the equalities above as r i+1 = q i r i + r i−1 for 1 ≤ i ≤ m. m is referred to as the complexity of the Euclidean algorithm for the parameters (ℓ, L).
The following fact is well-known (see for instance, [7] , page 360). We now describe T ℓ,L as the evolution of an inductive sequence of trees through m stages (m as above), and in order to do that, we need some additional terminology. By an X q-fan, we mean the tree T 1,q and by a Y q-fan, we mean T q,1 . By an X q-thrill of size r we mean a union of r vertex disjoint X q-fans, and a Y q-thrill is defined analogously. For a fixed graph F , an F -factor in a graph G is a spanning subgraph of G consisting of vertex disjoint copies of F .
By definition, T ℓ,L is inductively obtained through a sequence of edge disjoint unions of matchings, until we finally terminate in a tree T q,1 or T 1,q , for some q. We now invert this process.
Suppose m as described above in the Euclidean algorithm is even (the odd case is analogous). Let T 1 := T r 2 ,r 1 = T r 2 ,1 . Having inductively defined T i−1 with left set X (i−1) , right set Y (i−1) and edge set E i−1 , we define T i as follows. If i is even, then the vertex set of T i has left set . In simpler terms, it is the same construction but with the roles of the left and right sets reversed as per the parity of i. The main point is that the graphs T i are precisely the Euclidean trees T r (i+1) ,r i (or T r i ,r (i+1) depending on the parity of i) along with isolated vertices. While the inductive definition of the Euclidean tree T ℓ,L appends one additional matching at each step, the Euclidean tree process accelerates this by adding a q-thrill for an appropriate q. In particular, T m is precisely T ℓ,L and as we shall see in section 4, it is particularly handy to think of T ℓ,L as the end result of this evolving process. Figure 2 gives an illustration of this evolution for the Euclidean tree T 5, 8 . 3 Threshold for the Normalized Matching Property for G(k, n, p)
In this section we prove theorem 1.1. We start with a heuristic argument. It is a classical result of Erdős-Rényi (see [5] for instance) that the threshold for the existence of a perfect matching in a bipartite graph G(n, n) is p = log n n . In our present situation, suppose k | n, and we replicate each vertex of X n/k times. By the theorem of Kleitman, G has NMP if and only if the new graph has a perfect matching. If this new bipartite graph behaves likes G(n, n, p) then we need p ∼ ( log n n ) for the existence of a perfect matching. But since each vertex of X has been blown up to n/k copies, it is intuitive to expect that each vertex of G behaves like the union of all these n/k vertices bundled together, which suggests a threshold of n k · log n n = log n k . While this argument is just a heuristic, it suggests what the correct threshold ought to be, as is indeed the case.
To give an overview, we first prove the theorem when n/k is large, and this part of the proof only takes recourse to Kleitman's theorem [6] . The general case however is a little more delicate. The basic idea in the proof of the aforementioned result of Erdős-Rényi considers estimating the probability that there is a minimal set S that violates Hall's condition. Our strategy follows that line of argument but we need some additional ideas to carry it through to fruition.
In what follows we shall assume that k, n are both sufficiently large, and k < n < exp(o(k)).
Proof. Let ε > 0, and let p = (1+ε) log n k
, and let |X| = k and |Y | = n, with k < n. We shall write G to denote G(k, n, p).
Let n k ≥ log n. Suppose G fails to have NMP. By Kleitman's theorem ( [6] ), there exists an independent set I = I X ∪ I Y in G such that
Thus, from the union bound, the probability that G does not have NMP is at most k ℓ=1 P ℓ where for 1 ≤ ℓ ≤ k, where
Here, P ℓ is an upper bound on the probability that there is a set S ⊆ X of size ℓ such that there is a set T ⊆ Y of size of ⌈n 1 − ℓ k ⌉ such that S ∪ T is an independent set, and P k is an upper bound on the probability that Y contains an isolated vertex.
We split ℓ P ℓ into three cases and repeatedly make use of the well-known bounds 1 + x ≤ exp(x) for all x ∈ R and that the binomial coefficient
Here, using
ε , for large enough n as n k ≥ log n. Hence P ℓ < 1/n 2 in this case.
Using the same expression for the upper bound on P ℓ as in case I, we have
Using the observation that in this case,
Since x log 1 x < 0.4 for all 0 < x < 1, setting x = ℓ/k implies that P ℓ = o( 1 n n ) for n sufficiently large.
Remark 3.1. The argument in this case in fact shows the following: For any k ≤ n, the probability that there exists S ⊂ X with δk ≤ |S| ≤ (1 − δ)k such that S witnesses a violation of NMP for
This case is completely analogous to case I. First, observe
for large n so that we again have
where in the last step we use the bound 1 + log
To explain the last step, the expression within the square brackets equals ε 512 (ε 2 + 280ε − 64) which is at most −199ε 12800 < −ε 128 when 0 < ε < 1/5. But n k > 256/ε for sufficiently large k and n since n/k ≥ log n. Thus, we have ℓ P ℓ = o(1) and that completes the proof in this case. Now suppose n k ≤ log n. We start with a couple of facts. By d(x) (resp. d(y)) we mean the degree of vertex x into Y (resp. the degree of vertex y into X) in G. 
This follows from the following well known fact (see [3] 
This is an easy consequence of the Chernoff bound (see [5] , chapter 2, for instance). Since
By lemma 2.1 either there exists S ⊂ X with |S| ≤ k/2 that witnesses a violation of NMP for G(X, Y ), or there exists T ⊂ Y with |T | < n 2 + n k that witnesses the violation of NMP for G(Y, X). In either case, pick a minimal such set. Again, the proof splits into cases that consider whether the set winessing the violation is a subset of X or of Y .
Define ℓ min to be the constant Case I: Suppose S ⊂ X such that ℓ min ≤ |S| = ℓ ≤ δk where δ = ε 2 . We claim that every set of ⌈ n k ⌉ vertices of N (S) admits at least 2 neighbors in S. Indeed, suppose there is a set of ⌈ n k ⌉ vertices in N (S) which have a unique common neighbor x in S. Then by the minimality of S, it follows that the set S ′ = S \ {x} satisfies
We divide case I further into two subcases. First, we bound the probability that there exists S ⊂ X of size ℓ for which 4ℓn log n k 2 < 1 (notice that this clearly implies ℓ ≤ δk) which witnesses a violation of NMP for G(X, Y ). So fix a choice for S ⊂ X of size ℓ, and T ⊂ Y (which will represent N (S)) of size equal to some integer in the interval [ 
2 ⌋ such parts, and by the observation above, each such part admits at least two neighbors in S. We conclude that the probability that there exists S ⊂ X with |S| ≤ k 2 4n log n which witnesses a violation of NMP for G(X, Y ) is at most
To see why, observe that there are k ℓ choices for S, at most n/k values for |N (S)| (since S minimally witnesses a violation of NMP), each of which is at most n − ⌊ nℓ k ⌋. The probability that e(S, Y \ N (S)) = 0 is at most (1 − p) ℓ⌈n(1− ℓ k )⌉ , and finally, the last expression is a bound on the probability that each of the t blocks of vertices has at least 2 neighbors in S. The condition on ℓ that we have imposed in this subcase simply translates to the observation that the quantity in the right-most parenthesis that is raised to t is less than 1. So, we have
for n, k sufficiently large where in the final step, we used the fact that an infinite geometric series is at most twice the first term, when the common ratio is small enough. This expression is clearly o(1) when n k ≥ 2 (and so ℓ min = ε log n 2 ). Further, it is at most k 3 32 log 3 n 4e log 2 n n ε/6 18/ε = O(
For the subcase k 2 4n log n ≤ ℓ ≤ δk, we simply bound (which we shall call S 2 ) the probability of a minimal S whose size is in this range by the probability that S ∪ N (S) is independent and sum over the entire range of ℓ again. First, observe that in this subcase, ek ℓ ≤ 4en log n k ≤ 4e log 2 n and thus,
as before and we are through.
Finally, observe that the case δk ≤ |S| ≤ k/2 is covered by case II of the earlier analysis; notice that by remark 3.1, we are done in this case as well. Now, define s min := 12 ε . As earlier, by fact 3.2, the minimal T ⊂ Y that witnesses the violation of NMP for G(Y, X) must have size at least s min whp.
Case II: There is a minimal witness T ⊂ Y with s min ≤ |T | = s ≤ n 2 + n k that witnesses the violation of NMP for G(Y, X). This time though, since k < n it follows that |N (T )| = ⌊ ks n ⌋ (if at all), and that for every x ∈ N (T ) there are at least 2 neighbors in T . Again, we split this into two cases: s ≤ δn and s ≥ δn where again δ = ε/2.
Suppose s min ≤ s ≤ δn. Analogous to how we divided case I into two subcases, let us first assume that s ≤ k 2 log n . Then the probability that such a witness exists of size in this range is at most
as before. Next, if k 2 log n ≤ s ≤ δn, then we simply bound the probability of there being a witness of size in this range by the probability that T ∪ N (T ) is an independent set (i.e. the final parenthesis in the expression for M 1 above is dropped) and sum over this range of s again. The calculations (for M 2 ) are very similar to that of S 2 in case I and are omitted here.
Finally, if |T | ≥ δn, then note that S = X \ N (T ) has size (1 − δ)k ≥ |S| ≥ δk, and by lemma 2.1, S witnesses the violation of NMP for G(X, Y ). By remark 3.1 this case is subsumed by the earlier case, and we are through.
To complete the proof of theorem 1.1, we shall show that if p ≤ (1−ε) log n k then with high probability, Y has an isolated vertex.
Indeed, let Z denote the number of isolated vertices in Y . Then E[Z] = n(1 − p) k . The following claim is straightforward and hence, we omit its proof. , by the above claim, there exists k sufficiently large such that 1 − p ≥ exp(−cp). Consequently, E[Z] = n · (1 − p) k ≥ exp(−cpk + log n) = exp(α log n) = n α , where α = α(ε) is defined to be 1 − c(1 − ε) > 0. Now using the Chernoff bounds (see [5] ) we have
for n large. This concludes the proof.
Normalized Matching Property in Pseudorandom Graphs
As mentioned in the introduction, the notion of pseudorandomness that we shall be using is the one introduced by Thomason ([10] ), and we recall the definition for convenience. Suppose 0 < p < 1 and 0 ≤ ε < 1. A bipartite graph G(X, Y ) with |X| = k ≤ n = |Y | is called Thomason pseudorandom with parameters (p, ε) if every vertex in X has degree at least pn, and if every pair of vertices in X have at most p 2 n(1 + ε) neighbours in common. One of the results regarding pseudorandom graphs that appears in [10] is the following theorem (restricted to our setup): Again, we remark that Thomason's theorem is stated for pseudorandom bipartite graphs G(X, Y ) with |X| = |Y | = n and parameters (p, µ). We however observe that in this general setup, the same theorem yields the statement above.
Notions of pseudorandomness have been well studied for a while now (see [8] for instance), and it is well known that in the sparse regimes, all the notions are not equivalent. The notion introduced by Thomason is however a reasonably robust one which makes it suitable for our purposes. In addition, it is combinatorial in its definition; it only considers the degrees of the vertices and the codegrees of pairs of vertices of X, which is computationally easy to verify. The following lemmaa result that is not really relevant for the rest of the paper but nonetheless is one of independent interest -explains the sense of robustness with this notion, especially in a slightly denser regime for p. It states that the subgraph obtained by removing a certain subset T from Y of a small pre-fixed size and a corresponding small subset from X from a Thomason pseudorandom bipartite graph is also pseudorandom, with 'almost' the same parameters. Proof. Let η = exp(− C ε ) where C shall be specified later. Let T ⊆ Y be a uniformly random subset of Y of size D. Then by the tail bound of the hypergeometric distribution (see [9] ) we have, for every t ≥ 0,
for every vertex u ∈ X. Now, fix t = εp 0 ( n D − 1). Call a vertex u ∈ X bad with respect to T if
Then by equation 2, the expected number of bad vertices is at most ke −2t 2 D . Fix a set C Y ⊆ Y of size D for which the set of bad vertices (which we shall call C X ) has size at most
where the inequality follows from the hypothesis (see definition 1.1) that G is Thomason pseudorandom. Also note that for any distinct vertices u, v ∈ X \ C X ,
which follows since
where the last inequality follows from the fact that n − D ≥ n(1 − α) and the bound on ε 1 .
It remains only to check is that e −2t 2 D ≤ η. To see this, observe that t = εp 0 (
where we may take the constant C = One interesting consequence of the proof of the lemma is that if we seek η = poly(ε) then one has a randomized algorithm to choose a set T ⊂ Y and a related BAD(T ) ⊂ X with |T | = D, |BAD(T )| ≤ ηk such that deleting these sets from Y, X respectively results in another Thomason pseudorandom graph with only slightly worse parameters. It is known (see [10] ) that bipartite graphs arising from the point-hyperplane incidence structure of a projective geometry of dimension d over a finite field F q 1 is Thomason pseudorandom with parameters p = n −1/2 (1 + o(1)) and ε = 0. Thus lemma 4.1 gives us several other examples of Thomason pseudorandom graphs.
We shall now prove theorem 1.2 which essentially says that if we have a pseudorandom bipartite graph with p not too small (i.e. the graph is not too sparse), then we can remove a small fraction of vertices from both parts such that the graph induced by the remaining vertices has the normalized matching property. The proof actually is an 'approximate decomposition' theorem; the vertex set of any Thomason pseudorandom graph 'almost' admits a vertex decomposition into copies of a particular Euclidean tree.
We begin with the following crucial lemma. Recall the definition of an X q-thrill (resp. Y q-thrill) from section 2. In what follows, G = G(X, Y ) is a Thomason pseudorandom graph with parameters (p, ε) where ε > 0 and p ≥ ω(k) k where ω(k) denotes a function that satisfies ω(k) → ∞ as k → ∞. As always, |X| = k ≤ n = |Y |, and n, k are sufficiently large. 
Proof. Assume that |V | = q|U |. Let F be a maximal X q-thrill in G(U, V ) and let F ∩ U =Ũ , i.e., letŨ denote the set of all those vertices in U which belong to a q-fan in F. Similarly, let F ∩ V =Ṽ and set A := U \Ũ , B := V \Ṽ .
By the maximality of F, no vertex in A has more than q − 1 neighbours in B, implying e(A, B) < qa. Notice that as F is an X q-thrill, q(u − a) = v − b which gives b = qa. If a > 1/p then the aforementioned observation coupled with theorem 4.1 implies qa > e(A, B) > pab − pnab(1 + εpa).
so that pab − pnab(1 + εpa) < qa.
which upon further simplification, yields the following quadratic inequality in a:
Because pn − q > 0, we have,
Hence, for large enough k,
Thus, we obtain that a ≤ Upon plugging in b = a/q and working out as before, we obtain the quadratic inequality
and a similar calculation as in the previous case leads to a < q( Before we get to the proof of theorem 1.2 we make a couple of observations. While the hypothesis of lemma 4.2 requires bipartite graphs that are Thomason pseudorandom, the only part where this assumption plays a role is while invoking the 'expander-mixing' lemma (theorem 4.1). But crucially, any model of pseudorandom bipartite graphs with a corresponding expander-mixing theorem can be invoked to get a result similar to that of lemma 4.2. We illustrate this by returning to problem 2 that was stated in the introduction.
For ε > 0, and q a sufficiently large prime power, consider the sum cayley graph Γ q (H) whose vertex set is F q and vertices x, y are adjacent if and only if x + y ∈ H, where H is a multiplicative subgroup of F * q of order at least q 1/2+ε . It is known (see [1] ) that Γ q (H) is a (q, |H|, q 1/2 ) graph, i.e., it is a regular graph on q vertices, with degree |H|, and every non-trivial eigenvalue of Γ q (H) is at most q 1/2 . If G is the bipartite graph described in the introduction following the description of problem 2, then it is easy to see that G is the bipartite cover of Γ q (H). By results on (n, d, λ) expanders for instance (see [2] ), it follows that for any A ⊂ X, B ⊂ Y we have |e(A, B) − |A||B||H| q | < q|A||B|. Thus, arguing as in the proof of lemma 4.2 we have: If X, Y ⊂ F q with |Y | = 10|X|, |X| ≥ q/100, and let H is a subgroup of F * q of size at least q 1/2+ε , then there exists A ⊂ X, B ⊂ Y with |A| ≤ O(q 1−ε ), and |B| = 10|A| such that G(X \ A, Y \ B) has NMP. Consequently, every element of Y \B can be labeled by some element of X \A such that each label appears 10 times, and further, for each y ∈ Y labeled x, the sum x + y ∈ H. This answers in the affirmative, the approximate version of problem 2.
We now turn to the proof of theorem 1.2. As in the proof of theorem 1.1, we split the task of proving NMP-approximability of pseudorandom graphs into two cases; the first, in which n is significantly larger than k and the second, in which the two are comparable. Lemma 4.2 is an essential ingredient in both cases. The application in the first case is rather straightforward, but it is quite a bit more nuanced in the second case.
Proof of theorem 1.2 part (a).
Suppose n = qk + r, where q = 
Proof of theorem 1.2 part (b). Suppose that
where the latter is the representation in lowest terms i.e., gcd(ℓ, L) = 1 and ℓ ∈ N.
We claim that there exist subsets
Here, m is the complexity of the Euclidean algorithm for the parameters (ℓ, L) as defined in section 2.
Partition both X and Y arbitrarily into 'blocks', each of size t = gcd(k, n). Let the blocks be denoted by X 1 , . . . , X ℓ and Y 1 , . . . , Y L respectively. We shall refer to the X i blocks as left blocks and the Y j blocks as right blocks. Let r i , q j be the remainders and quotients as defined in section 2.
The idea now is to try and replicate the Euclidean-(ℓ, L) process with the vertices being replaced by these blocks, which we shall carry out in m stages, beginning with stage 1.
In the rest of this proof we assume that m is even; the m odd case is completely analogous. We also define the sets X (i) and Y (i) analogous to the sets X (i) and Y (i) in the definition of the Euclidean tree (see section 2) as follows. If i is even,
and if i is odd, then
We also assume that
Briefly, the overview of the proof is as follows: At stage i, we apply lemma 4.2 to appropriately defined sets U i and V i to obtain sets A i ⊂ U i and
is spanned by an X q i -thrill or a Y q i -thrill (depending on whether i is even or odd respectively). In fact, it will turn out that U i and V i are large subsets of X (i) and Y (i) \ Y (i−1) respectively, when i is even (and something analogous when i is odd). We denote the set of deleted vertices from X and Y at the For starters, we apply lemma 4.2 to the 'first' r 1 right blocks (recall that r 1 = 1) and the 'first' r 2 left blocks. More precisely, we apply lemma 4.2 to U 1 = X (1) = X 1 ⊔ · · · ⊔ X r 2 and 
Suppose that for some 1
) admits a T i−1 -factor, and assume further that • Our proof of theorem 1.1 on closer examination reveals that G(k, n, p) does not have NMP whp for p = log n−ω(n) k for any arbitrary function ω that goes to infinity. However, to prove the existence of NMP with high probability, our proof cannot extend beyond p = log n+O( √ log n) n . While it is possible to improve (using our methods) our result to prove that G(k, n, p) has NMP whp for p = log n+f (n) k for some f = o(log n), it remains to show that the correct tight threshold is p = log n+ω(n) k .
• Problem 2 that appeared in the introduction admits a more general version that can be proved by the same line of argument as in the proof of theorem 1.2 2 : Suppose X, Y ⊂ F q and |Y | = 3 2 |X| (say), with |X| ≥ Ω(q), and let H be a subgroup of F * q of size at least q 1/2+ε . Then there exist subsets Del X ⊂ X, Del Y ⊂ Y with |Del X | ≤ f (ε)|X|, |Del Y | ≤ g(ε)|Y | such that if X ′ , Y ′ are the remaining sets, then one may form a star-array A of dimension |X ′ |×|Y ′ | whose rows and columns are labeled by the elements of X ′ , Y ′ respectively with the property that if the (x, y) th element of A is a star, then x + y ∈ H. Furthermore, each row of A has precisely 3 stars, and each column has precisely 2 stars.
• Our proof of theorem 1.2 shows that f (x) = g(x) = O(x 1/4 log(1/x)) works uniformly for all pairs (k, n). Is it possible to improve this to f (x) = g(x) = O(x) uniformly over all (k, n)?
