In this article, the authors consider what can be learned from limited forms of evidence, for purposes of accountability and improvement of teacher education programs. They begin with a review of recent research on how evidence has been used to examine the effectiveness of teacher preparation and development. Using empirical evidence from a state with limited data capacity, they illustrate what can be learned from value-added measures as one form of evidence. As a case in point, the value-added scores for fifth-grade teachers are used to answer the question: To what extent are teachers' years of experience and the institutions from which they obtained their teacher training related to student achievement? The authors conclude with a discussion of the use of evidence by shifting the focus of accountability from simply responding to external requirements to developing internal practices that generate knowledge for improvement, and argue for collective responsibility among multiple stakeholders.
Introduction and Overview of the Study
Having a well-qualified teacher in every classroom is a centerpiece of education reform. Although this goal can be simply stated, crafting and implementing strategies for its accomplishment is vastly more complex. Clearly, teacher preparation has a prominent role to play in addressing the challenge of improving the quality of teaching and learning, especially for students who have been historically underserved. In recent years, increasing attention has been paid to the quality of educator preparation programs, with a growing numbers of stakeholders participating in the debate over how to hold schools of education accountable to prepare high-quality educators. Efforts to measure the impact of preparation programs on K-12 learning have become a routine part of the conversation within an evidence-based approach. However, because student success is affected by factors beyond the educator's or preparation program's control, finding meaningful measures has proven difficult. Given these complexities, the use of multiple forms of evidence within a broader framework has the potential to respond to issues of accountability and continuous program improvement in teacher education.
Schools of education operate in an increasingly politicized landscape. Researchers, policy makers, and practitioners have been calling for the redesign of teacher education over the past several decades (Cochran-Smith, 2001; DarlingHammond, 1997 DarlingHammond, , 2006b Duncan, 2010; Goodlad, 1991; Labaree, 1995 Labaree, , 2004 ; National Council for Accreditation of Teacher Education [NCATE], 2010; Soltis, 1987) . A blue ribbon panel assembled by the NCATE called for "turning the education of teachers upside-down" to build "an entire system of excellent programs" throughout the nation (NCATE, 2010) . Improvement strategies have included strengthening partnerships between teacher preparation institutions and local school districts and offering alternative routes to certification. Recent efforts to reshape teacher education have placed a central emphasis on the systematic collection of evidence to inform decisions about how teacher preparation can best be improved, including data about teaching practice, student learning, and persistence in the teaching profession (Crowe, 2010; Ludlow et al., 2011; Wilson, Floden, & Ferrini-Mundy, 2001; Wineburg, 2006 (Sawchuck, 2011) . If approved, this policy would require schools of education participating in Title II funding to report some measure of the achievement of students taught by program graduates, the placement of program graduates in high needs schools and subjects, and employer satisfaction with the quality of graduates. Given the sweeping changes being considered for improving teacher education, the need for comprehensive measures of effectiveness becomes even more pronounced (Darling-Hammond, 2006a; Goe & Holdheide, 2011) . Although a necessary initial step, simply acquiring new and improved data sets and systems will not be sufficient. Many teacher preparation institutions routinely gather information on aspects of their program; however, this information often is not used for continuous improvement and accountability, and measures typically are not consistent across institutions (Cochran-Smith & The Boston College Evidence Team, 2009; Wineburg, 2006) . For data to productively inform program improvement, it must be integrated in a systematic way, with the capacity to add and amend data elements over time. Due to the expansion of approaches to teacher training, information collected should reflect different candidate experiences and the varying programs, purposes, and missions of institutions. In addition, attention should be paid to the validity and reliability of various measures, and the development of new forms of evidence where robust measures may be lacking (Cochran-Smith & The Boston College Evidence Team, 2009; Goe, Bell, & Little, 2008; Wineburg, 2006) .
Multiple stakeholders, including state agencies and local partners, also share responsibility for preparing educators and must grapple to solve problems that are complex and not always within their realm of control. As such, the improvement of teacher training demands a systematic examination of factors along the continuum of an educator's career. Crowe (2010) writes, "No single measure-no matter how powerful the findings-is enough to gauge all the relevant components of teaching quality or program effectiveness" (p. 14).
The challenge for schools of education is to rigorously respond to the call for accountability and collect and analyze data for purposes of program improvement, even given limited capacity and less than ideal conditions. In this article, we consider what can be learned from limited forms of evidence, for purposes of accountability and program improvement, and explore what it might look like given the full breadth of the call. To situate our work, we begin with a literature-based discussion and a review of recent research on how evidence has been used to examine the effectiveness of teacher preparation and development. We seek to shift the focus of accountability from simply responding to external state or federal reporting requirements to internal practice that can generate knowledge for use in local programs and more broadly.
Second, using empirical evidence from a state with limited data capacity, we illustrate what can be learned from value-added measures as one form of evidence. As a case in point, the value-added scores for fifth-grade teachers in a single state context are used to answer the question, "To what extent are teachers' years of experience and the institutions from which they obtained their teacher training related to student achievement?" Due to data limitations, this approach does not answer specific program improvement questions; however, it does allow us to explore the territory and provides insight for future directions as data quality and capacity improve.
Finally, the concluding section discusses the implications of our inquiry and suggests ways to use evidence for improving teacher education and development. We also argue for collective responsibility among teacher education institutions, professional organizations, and state and local agencies as they respond to the demand for increased accountability.
Forms of Evidence Needed for Systematic Improvement and Accountability
Teacher education institutions face at least four kinds of challenges when making decisions about program improvement: (a) recruiting the types of candidates that meet state and regional labor market needs; (b) designing program content and related field experiences that produce candidates who are well prepared to begin their teaching career; (c) helping to place graduates in subject areas, grade levels, and schools where they are most needed, and helping to provide induction support; and (d) engaging in partnerships with districts and schools in the design and delivery of highquality professional learning in the initial years, as well as ongoing professional learning throughout a teacher's career. In each of these areas, characteristics and teaching practices of candidates and their preparation programs can potentially be identified as forms of evidence for program improvement and accountability. Unfortunately, much of the research to date has been conducted using a narrow range of available data elements-often collected for other purposes. As such, they provide only a tentative understanding of program and graduate outcomes. Responding to the call for internal and external accountability means identifying and collecting evidence that appropriately addresses actual problems of practice or poses specific questions. In contrast to mere compliance with external standards, proactive engagement with data can lead to finding "workable solutions to wider programmatic challenges" (Peck, Gallucci, & Sloan, 2010, p. 460) .
Evidence about applicants. The recruitment of potential teacher candidates provides a starting place to consider sources of data for program improvement. Even before embarking on recruitment, it is critically important for teacher preparation institutions to understand the kinds of teachers needed in the schools and districts that hire the majority of their graduates. Selective recruitment involves considering ways in which the applicant pool can be diversified and efforts targeted to applicants willing to work in challenging school contexts and in potential shortage areas (e.g., mathematics, science, special education, English as second language [ESL] , or bilingual education). Research on teacher qualifications (data often considered when making recruitment decisions) offer mixed findings with regard to teacher effectiveness. Such measures typically include undergraduate major, grade point average (GPA), graduate education, selectivity of the undergraduate institution, and college entrance examinations. Some studies have found that teachers with stronger academic backgrounds produce larger gains for their students (e.g., Boyd, Lankford, Loeb, Rockoff, & Wyckoff, 2008; Clotfelter, Ladd, & Vigdor, 2007; Rockoff, Jacob, Kane, & Staiger, 2011) , whereas others have not (e.g., Constantine et al., 2009; Harris & Sass, 2009a) . The relationship between content knowledge and teacher effectiveness, particularly in the area of mathematics, has been documented in several studies (Clotfelter et al., 2007; Goldhaber & Brewer, 1997) , though differences in the proxy used for content knowledge may be a determinant (Hill, Rowan, & Ball, 2005) . In summarizing models of teacher effectiveness, Harris and Rutledge (2010) identified cognitive ability as a predictor. Some (e.g., Boyd et al., 2008; Rockoff et al., 2011) argued for the use of a broader set of variables when considering teaching qualifications.
Evidence about program features and candidates' preparation. An important source of evidence can be found in data collected about candidates while they are immersed in their preparation experiences. As professional preparation activities are increasingly delivered at school sites and initial pathways into teaching expand, systematic feedback from school partners can also be used to inform program development. Information about candidates' coursework, performance assessments, field placements, and evaluations they receive from those who work in participating schools and districts could all be incorporated into an evidence-based framework. Again, research about various programmatic elements and teaching effectiveness has been mixed, in part due to the paucity of available measures. Pecheone and Chung (2006) found that performance assessments provide a measure of individual teacher competence for the purposes of licensure and a tool for teacher learning and program improvement. Peck et al. (2010) documented substantive changes in the way one program operated using performance assessments, including increased alignment of concepts and practices across program experiences. However, Harris and Sass (2009a) found no evidence that teachers' preservice training influenced student performance when linked to teachers' inservice training, their college coursework and majors, and precollege entrance exam scores. Boyd, Grossman, Lankford, Loeb, and Wyckoff (2005) used teacher preparation as a measure of teacher quality by examining different pathways into teaching in New York City. Their findings suggest differences in teacher quality among teachers prepared in different ways, though it was unclear whether the differences were due to the preparation and support teachers received or the characteristics of individuals who entered the profession through different pathways. In a subsequent study, these researchers combined administrative data sets with detailed descriptors of the structure and content of each program (Boyd, Grossman, Lankford, Loeb, & Wyckoff, 2009 ). The study found variation in the average effectiveness of teachers from different programs and identified features of the program that can make a difference in the outcomes for students. The researchers note that study data and methods are imperfect and results are suggestive rather than clearly establishing cause. In particular, the study found that more effective 1st-year teachers were produced when teacher preparation was directly linked to the classroom work of 1st-year teachers. Another study that examined alternative routes to teacher certification found that variation in student achievement was not strongly linked to preparation route or other measured teacher characteristics (Constantine et al., 2009 ).
An early study that used value-added measures to examine the efficacy of teacher preparation programs was conducted by Noell and his colleagues using student and teacher data from Louisiana (Noell, Porter, Patt, & Dahir, 2008) . These researchers assessed the efficacy of teacher preparation programs and examined possible explanatory factors using pooled data across 3 academic years. They found differences across performance bands developed to describe teacher preparation programs and found that teachers not certificated in the content in which they were teaching were less effective than those who were content certified. More recently, researchers have used statewide data from other states to conduct comparisons of the graduates from various teacher preparation programs (e.g., North Carolina, Henry et al., 2011; Tennessee, Tennessee Higher Education Commission and State Board of Education, 2011; Washington state, Goldhaber & Liddle, 2011) . The primary focus of many of these studies, however, is on individual candidate characteristics with much less attention paid to examining the training that goes on within programs. Few of these studies engaged in original data collection from sources that were not routinely available and this dearth of data severely limits what can be learned for purposes of program improvement.
Evidence about novice teachers. As teacher preparation institutions are under increasing pressure to ensure that they adequately prepare their graduates to face challenging classroom assignments, they need information about the nature of these initial placements. State administrative data sets and surveys increasingly are used to track where teacher education graduates find employment, the characteristics and learning needs of the students in those schools, and the extent to which teachers move from one classroom setting to another (e.g., Donaldson & Johnson, 2010; Hanushek, Kain, & Rivkin, 2004; Luekens, Lyter, & Fox, 2004; National Center for Education Statistics, 2005) . As alternative route programs offer other avenues for teachers to enter the profession, it is important to consider the placement, retention, and mobility of teachers from these programs compared with traditionally prepared graduates (Donaldson & Johnson, 2010) . These types of analyses enable us to understand the characteristics of a state's beginning teacher workforce and suggest ways in which future teachers can be better prepared for the school contexts in which they are likely to begin their careers.
For years, researchers have noted the importance of providing high-quality learning opportunities focused on the unique needs of novice teachers (Johnson et al., 2001) . For example, Smith and Ingersoll (2004) found that beginning teachers who had mentors from the same subject field were less likely to change schools or leave teaching after the 1st year. In a review of 15 studies on the effects of induction on various outcomes for beginning teachers, Ingersoll and Strong (2011) found empirical support for the claim that teacher mentoring programs, in particular, have a positive impact. The exception to this trend was a large randomized controlled trial that investigated the impact of comprehensive induction (Glazerman et al., 2010) . This study found some positive effects on student achievement but no effects on either teacher retention or teachers' classroom practices. However, methodological concerns have been raised regarding differences between the treatment and control groups, as well as the outcome measure used for teachers' classroom practices.
Teaching experience is perhaps the only factor that is consistently related to student outcomes. The relationship between teacher experience and student outcomes is most pronounced in the first several years of experience (Boyd et al., 2008; Clotfelter et al., 2007; Hanushek, Kain, O'Brien, & Rivkin, 2005) . As we have seen, many studies consider the relationship between teachers' characteristics, such as experience and measures of student achievement, but relatively few have explored the potential relationship between program features, instructional practices, and student outcomes.
Evidence about the teacher workforce. Although teacher preparation programs are most closely linked to graduates and novice teachers, it is also important to understand the characteristics and needs of the overall teacher workforce in a state or region. Issues of teacher supply and demand have a direct bearing on decisions regarding the number of teachers and type of preparation needed in a given time period or region (Elfers, Plecki, & Knapp, 2006; Guin, 2004) .
The observational component of teacher evaluations has received renewed focus as states consider multiple ways to consider teacher effectiveness. Using a rigorous system of teacher evaluation based on a structured observational protocol, several studies have illustrated how teacher evaluations, such as Danielson's (1996) Framework for Teaching, are related to student achievement, and in some cases, correlated with value-added measures (Kane, Taylor, Tyler, & Wooten, 2010; Kimball, White, Milanowski, & Borman, 2004; Milanowski, 2004) . In a pilot study, Grossman and her colleagues (2010) used CLASS, a structured observational protocol (Pianta, Hamre, Haynes, Mintz, & La Paro, 2006) in addition to teacher logs and student work in secondary English/language arts instruction, and found consistent evidence that high value-added teachers have a different profile of instructional practices than low value-added teachers. Jacob and Lefgren (2008) found that principals can effectively identify those teachers who produce the largest and smallest standardized achievement gains in their schools but have far less ability to distinguish between teachers in the middle of the distribution, whereas Harris and Sass (2009b) found principals' subjective evaluations and teacher valuedadded measures positively correlated. They suggest that, in some cases, the addition of principals' ratings can more accurately gauge teacher performance than either measure alone.
Teachers often return for additional training at colleges and universities to pursue leadership opportunities and further develop their skills in K-12 settings. The ability to assess formal professional learning activities provides another opportunity to understand and plan for teachers' career development. In a review of nine rigorous studies examining how professional development affects student achievement, researchers found that teachers who receive substantial professional development can boost student achievement (Yoon, Duncan, Lee, Scarloss, & Shapley, 2007) . This is an area deserving further attention, particularly given variation in district efforts to support teachers through curriculum, professional development, and teacher leadership activities.
By looking across the continuum of teacher development, we have identified ways in which the complexities of teaching and learning might be more fully captured. These studies are instructive in identifying elements important to address in the improvement of professional preparation. However, improvement occurs in a context that is increasingly focused on accountability pressures that emanate from state and federal policies.
A few states have begun to proactively examine available sources of evidence from teacher education programs and their graduates, and others have committed to similar efforts through the federal Race to the Top program. One might argue that given imperfect data systems and measures of teacher and program effectiveness, in what ways should this be taken into account when moving forward on an accountability and program improvement agenda? There is an inherent tension between those whose primary role is regulation (e.g., state agencies, national accreditation bodies) and an institution's professional responsibilities toward internal accountability for program improvement. Ideally, internal and external accountability efforts would interact and be mutually reinforcing. Although the regulator's interests and purposes overlap in some areas with the goals of internal accountability, by design they are insufficient to address many aspects of program improvement. Yet, regulatory bodies share responsibility for the evidence base, and teacher preparation programs and external regulators need a richer set of measures that can inform their mutual and independent purposes.
In the second half of this article, we provide an empirical example of the use of available data to explore how new forms of evidence can be used for program improvement and accountability. Given that value-added measures are part of many accountability models, we examine what can be learned from value-added analyses within the constraints of limited state capacity, and to advance efforts toward internal and external accountability.
Value-Added Measures as a Form of Evidence
Value-added models are increasingly being used by researchers interested in developing more accurate and reliable measures of teachers' and schools' contribution toward student academic achievement. Specifically, the models can answer questions regarding the contribution of a particular teacher or school to student performance compared with that of the average teacher or school, how much of the change in student performance can be attributed to students taught by one teacher or school rather than another, and the effectiveness of an individual teacher or school at producing growth in student achievement. Thus, there are several ways in which value-added models can help inform accountability and improvement goals.
As previously discussed, a number of studies have used value-added models in examining issues related to teacher preparation (Boyd et al., 2005; Boyd et al., 2009; Clotfelter et al., 2007; Harris & Sass, 2009a; Noell et al., 2008) . The studies to date have used a variety of models to derive value-added measures, and researchers have noted that significant challenges exist with respect to data availability, quality, and comprehensiveness. In the next section of this article, we conduct a value-added analysis of fifth-grade teachers in Washington state to illustrate the challenges and opportunities associated with using value-added measures for purposes of accountability and program improvement in teacher preparation.
Research Questions and Purpose
Using available data in Washington state and accounting for variation in student background factors, we conducted analyses that investigated two empirical questions.
Research Question 1: What differences in value-added scores are found by years of teaching experience? Research Question 2: What differences are found in value-added scores for teacher education graduates by teacher preparation institution attended?
We focus on examining whether differences in teacher value-added scores exist by type of teacher preparation institution attended and years of teacher experience because both of these factors have been part of the debate about policies aimed at improving teaching and learning. For example, calls to improve the design and delivery of teacher preparation programs beg questions as to whether some types of preparation are associated with improved student learning. Similarly, questions about the role of experience are also of interest, specifically with respect to whether the positive effects associated with gaining additional years of experience plateau after a certain point in a teacher's career. To date, the research has not yet provided conclusive evidence regarding either of these two issues.
We address these research questions to present an empirical case that illustrates the following issues: (a) how valueadded measures can extend the base of evidence for improving teacher education programs, (b) the measurement gaps that currently exist when attempting to articulate differences among teacher education program features and practices, and (c) the concerns that need to be addressed when examining both the results and the policy implications of value-added analyses and their specific application to accountability issues.
Data Sources
The data used in this analysis are derived from administrative records maintained by the Washington State Office of the Superintendent of Public Instruction (OSPI). For this study, we linked several sets of data to form a database of student, teacher, and school records. Student information included gender, race/ethnicity, grade level, participation in the Free or Reduced-Price Lunch program (FRPL), primary language spoken, participation in learning assistance programs, disability status, school and district location, and test scores derived from student assessment records. The teacher data came from administrative data sets of personnel and certification records. For each teacher, the available data included gender, race/ethnicity, age, years of teaching experience, highest degree, recommending agency of the initial teaching certificate, and school and district location. Unfortunately, data about teachers' achievement (e.g., SAT scores) or academic major prior to enrolling in a teacher preparation institution were not available in state data sets. During the period under investigation (2006) (2007) (2008) , the vast majority of candidates prepared in Washington's 22 institutions completed their training as part of traditional undergraduate or graduate programs. Statewide data about the specific characteristics of the various teacher education programs (e.g., nature of coursework and fieldwork) were not available.
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Based on our prior working knowledge of many of these data sets, and a review of newly collected data elements, it became evident that the quality and availability of the specific data elements would substantially affect decisions about the types of analyses that were feasible. At present, state tests are the only uniform, empirical indicators available to show what students are learning from their teachers statewide. In addition, similar to that which is found in most states, student assessment data in Washington is available only in certain grades (Grades 3 through 8, and 10) and for specific subjects in those grades (reading, math, writing, and science). This excludes from analysis teachers who do not in teach in these grades or subjects. Some fields provided generally reliable information, whereas others had considerable missing or incomplete data. For example, most crucial to these analyses was a link between the students and the teachers who taught them. At the time the analyses were conducted, the only link between students and teachers was the teacher name associated with the student's assessment data. In some cases, the teacher name was missing or incomplete in the student records or the students did not have a unique code which enabled linking their assessment records over multiple years. This was particularly problematic for student and teacher records beyond the sixth grade.
To create a link between teacher and student records, we matched teachers by code to their school and by teacher name to their students' test scores.
2 By mapping backward, we were able to determine other student characteristics. These procedures allowed us to identify math and reading teachers for at least 71% of all students beginning Grade 4 across a 2-year period from 2006-2007 to 2007-2008 . This level of matched data is the highest we were able to obtain and is similar to that which has been encountered in similar studies (Clotfelter et al., 2007; Goldhaber & Liddle, 2011) . Therefore, we selected fourth-and fifth-grade data for math and reading to use the most complete data available.
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The combined data set used in this analysis consisted of a cohort of students over 2 years (fourth and fifth graders) with a total sample size of 51,161 students for mathematics and 50,988 students for reading. The fifth-grade teacher sample size included 2,874 teachers for reading and 2,864 teachers for math in the 2007-2008 academic year. 4 The dependent variable is a standardized test score on the Washington Assessment of Student Learning (WASL) in reading or math for each student. The raw scores on each student's scores were normalized with a mean observation of 0 and a standard deviation of 1. This standardization made possible test comparisons across grades and years.
The student and teacher level covariates used in the models are presented below. We arrived at these covariates through an iterative process by constructing models that examined all student and teacher variables that were uniformly collected and have been shown in the literature to affect measures of student learning. For students, the covariates were measures of gender, ethnicity, and poverty.
5 For teachers, the covariates were years of experience, gender, ethnicity, and possession of an advanced degree. The descriptive statistics for the variables used in the analysis are provided in Table 1 . Table 2 provides the variable description and categorization and the summary statistics of the dependent variable and the student and teacher level covariates used in the analysis. 6 We use this data to estimate value-added measures in reading and mathematics for fifth-grade teachers. We then examine whether differences in value-added measures exist by teacher experience and by the institutions where these teachers obtained their initial teacher training. In doing so, we conduct separate analyses that focus specifically on novice teachers.
Model Selection and Specification
Value-added models range from single level linear regression models based on least squares estimation to more complex linear mixed models that correct for the various limitations of the single level least squares. These models often use either maximum likelihood or Bayesian methods to help correct for biases in the estimates and provide for more reliable hypotheses testing. The types of models that are used depend in part on the number of years of available data. There is also a debate about whether to use fixed or random effects. Fixed effects assign a dummy variable for each student, whereas random effects define a distribution. We selected a random effects model because we wanted to use more flexible estimation methods such as maximum likelihood and Bayesian estimates, making the model more parsimonious and efficient. In this study, we adopt a univariate (single outcome) nonclassified two-level hierarchical linear model. This model reduces the multivariate data to a univariate outcome and also reduces the potentially cross-classified membership structure to a full nested model by linking the student outcome with only one teacher or school (Clotfelter et al., 2007; Lockwood, Doran, & McCaffrey, 2003) . Such strategies are most commonly used for their practicality and intuitive interpretation. We follow the hierarchical modeling methods of Raudenbush and Bryk (2002) .
Separate univariate models for reading and mathematics achievement were analyzed. We begin the analysis with a null unconditional model to assess the amount of variation that exists in value-added scores among teachers in the data set (Model 1). The presence of significant differences in between-teacher performance in Model 1 allows us to continue with our multilevel analysis. Next, we use a valueadded model that builds on Model 1 by taking student background factors into account (Model 2). Finally, exploratory models of the value-added measures are analyzed to examine teacher level characteristics that are associated with their value-added scores (Model 3). The mathematical specifications of these three models are provided in Appendix A (available online at http://JTE.sagepub.com/supplemental). We do not aim to make causal statements about the teacher value-added measures or the effects of teacher experience or teacher preparation institutions on student achievement. Rather, the intention is to advance beyond the conventional descriptive measures by observing various forms of association (or confounding effects) between these variables and student learning by means of sequential regression described above.
Analysis and Results
The results from the analysis of the null unconditional model (Model 1) found that, when partitioning the total variation in students' performance in our cohort of fifth-grade teachers, there was evidence of significant random teacher effects and between teacher variation. The range of differences between means for individual teachers compared with the state grand mean was found to be from a minimum of −0.56 to a maximum of 37.36 points for reading and from a minimum of −73.45 to a maximum of 70.28 points for math. The results from Model 1 provided us with the initial justification to further explore the underlying determinants of teachers' value-added scores with more complex statistical analyses. Thus, we proceeded to a value-added analysis that takes into account students' prior achievement and background characteristics (Model 2). In Model 2, we control for the following student level factors: gender, race/ethnicity, poverty status, and prior fourth-grade achievement scores. After controlling for these student factors, we find that there are fifth-grade teachers who have statistically significant value-added scores. Next, we sought to explore why some teachers have higher value-added scores than others. Model 3 asks whether differences in value-added scores are associated with differences by years of teaching experience or by type of teacher preparation institution attended. First, we explored teacher experience by examining the full range of years of experience for all teachers in our sample. We then conducted additional analyses that were limited to those teachers with less than 3 years of experience and those teachers with less than 2 years of experience.
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Teacher experience and value-added scores. We first examine the relationship between teacher experience and value-added scores with our entire sample of teachers. Results of this analysis are provided in Table 3 .
In Table 3 , columns 1 and 3 describe results obtained using only years of experience as the single teacher characteristic of interest. The results depicted in columns 2 and 4 include other teacher characteristics in addition to years of experience. Our analysis of this data supports the claim that there is a significant relationship between teacher experience and teacher value-added scores. As seen in columns 2 and 4, the positive relationship between teacher experience and student outcome measures does not change in magnitude and significance even after taking teacher gender, education level, and race/ethnicity into account. For reading, teacher experience is found to be the only significant factor in predicting teacher value-added scores. For math, in addition to teacher experience, female teachers have higher value-added scores than males (0.73 points) and White teachers have higher value-added scores than teachers with other ethnic backgrounds (1.83 points).
Looking at the variance components in columns 2 and 4, the residuals between teacher variance (σ a 2 ) are smaller than the estimates of 22.78 for reading and 50.17 for math observed in Model 2 (see Appendix B, available online at http://JTE.sagepub.com/supplemental.). This means that the parameter variation in teacher value-added scores (the random intercept) has been explained by the teacher variables. Comparing the between teacher variance estimates across models, the proportion of variance between teachers' valueadded scores explained by Model 3 are 0.8% for reading and 0.5% for math.
We also conducted an analysis that recodes the continuous teacher experience variable into a binary variable where teachers with 0 to 2.9 years of experience are given a value of 1 and teachers with 3 or more years of experience with value of 0. Results are displayed in Table 4 .
Our analyses indicate that novice teachers with less than 3 years of experience have a lower value-added measure by 1.11 points for reading and 1.75 points for math. These estimates are robust even after controlling for other teacher characteristics. The proportions of variance between teachers are 0.7% for reading and 1.1% for math. Recoding the teacher novice variable to teachers with less than 2 years of experience, novice teachers have even lower value-added measures by 1.37 points for reading and 1.78 points for math. This finding is generally consistent with the positive effect of teacher experience noted in Table 3 , but also hints at the possibility of a nonlinear effect of teacher experience.
To test whether teacher experience has an increasing or diminishing effect on teacher value-added measures, the squared term of teacher experience was modeled (see Table 5 ).
As shown in columns 1 and 3, the coefficient of the squared experience term has a significant negative value of −0.0026 for reading and −0.0036 for math. This negative squared term implies a diminishing effect of teacher experience over teacher's value-added scores. That is, as teachers gain more experience, their value-added scores still increase, but at a decreasing rate. 11 We find that teacher experience peaks at approximately 24.91 years for reading and 20.96 years for math.
12 This diminishing and plateau effect of teacher experience remains significant even after taking other teacher characteristics into account (see columns 2 and 4).
Teacher preparation institutions and value-added scores. Our second research question explored whether differences in teacher value-added scores existed by the preparation institutions from which teachers earned their initial certification.
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As described earlier, we compare results from institutions in Washington state with results obtained for teachers who did not receive their teaching credential from an institution located in Washington. 14 In our examination of differences by teacher preparation institution attended, we first included all teachers in our sample (n = 2,864), followed by a separate analysis that examined only teachers with less than 5 years of experience (n = 778). In the analysis of all teachers in our sample, we found significant differences in value-added scores across Washington state institutions. 15 We conduct the second analysis in an attempt to restrict our analysis to the more recent programs, as many teacher preparation programs have altered their content and practices in recent years. To examine whether significant differences exist for teacher education graduates with less than 5 years of teaching experience, we reconstructed the data set to include only teachers with 0 to 4.9 years of experience. Results of this analysis are displayed in Table 6 . 16 As can be seen in column 1 of Table 6 , teacher preparation programs at Institutions 8 and 9 have significant positive associations relative to non-Washington institutions on the value-added reading scores for teachers with less than 5 years of experience. Compared with teachers trained outside of Washington state, Institutions 8 and 9 add 2.31 and 2.7 higher points on their teachers' value-added scores in reading. 17 As shown in column 2, this finding is robust even after taking other teacher characteristics into account. However, none of the institutions have significant associations with recent graduates' value-added scores in math. Furthermore, compared with the case of reading, although not significant, more institutions have a negative effect and underperform compared with the teachers trained outside of Washington state. 18 As depicted in column 4, Institutions 4, 8, 9, and 12 were the only institutions with a positive coefficient, but these results were not statistically significant.
These findings suggest that variation exists across teacher education programs when measuring the effectiveness of their graduates using value-added scores. This is consistent with the outcomes of similar studies conducted in recent years (Boyd et al., 2005; Goldhaber & Liddle, 2011; Henry et al., 2011; Noell et al., 2008) . Our findings about the positive relationship between teacher experience and student achievement, especially in the early years of teaching, is also consistent with multiple prior studies, though the plateau effect found in our study occurs later than that found in similar research studies (Aaronson, Barrow, & Sander, 2007; Clotfelter et al., 2007; Croninger, Rice, Rathbun, & Nishio, 2007) . However, there are many important variables that we were unable to include in this exploratory study due to a lack of uniform data. Examples include differences across individual programs within the same institution, variation in the individual program features across institutions, participation in alternative routes to certification, and issues of selectivity in the recruitment of teacher candidates. Thus, these results are illustrative, and given significant limitations in state data capacity and the need for further development of valueadded methods, use of these measures have limited application at this time. Consequently, it is premature to use results from this analysis to draw conclusions about program quality or provide individual ranking and evaluation of institutions solely based on value-added measures.
Discussion of value-added measures as a source of evidence.
This study illustrates that there is potential in using valueadded models as an additional form of evidence that can inform our understanding of the effectiveness of teacher preparation programs in producing teachers who can positively affect student learning. Value-added measures can assist in the identification of teachers who potentially may be more effective, as well as those who may be in need of extra assistance and support. A shown in Figure 1 , our analysis can discriminate the potentially more effective and the potentially least effective teachers in terms of value-added scores. However, it is important to note that for the vast majority of teachers, our value-added analyses do not provide any statistically significant evidence of effectiveness, as the results for the majority of teachers are not statistically significant from the state grand mean.
The use of value-added models represent a relatively new phenomenon in education, and initial efforts have been accompanied with a number of theoretical, statistical, and practical issues (Braun, 2005; Harris, 2009 Harris, , 2011 . In addition, there is a need across most state data systems to improve the accuracy of data. Analyses involving teacher preparation institutions should include a variety of program variables, including the nature and length of field placements, program characteristics and types (e.g., traditional or alternative), and methods to address issues of selectivity. Perhaps the most perplexing matter concerns the need to improve the comprehensiveness of the measures of student growth, as well as other important factors that affect student learning, such student attendance, class size, professional development, resource levels, leadership, and school working conditions. As these models continue to be examined, additional variables need to be considered in model refinement so that a more robust depiction of the contexts in which teachers work can be included. These models can also be enhanced with assessments of teaching performance such as those being developed through the efforts of the Teacher Performance Assessment Consortium. It will be important for value-added models to consider the variance in expectations for teacher performance, as teachers gain experience and further develop their professional abilities.
Conclusions
The review of the empirical research identified common elements that are important to consider in examining measures of effectiveness in teacher training and development. As discussed earlier, some of these include teaching experience, candidate selectivity, subject matter knowledge, and specific program features of professional preparation. From the exercise of using a state's existing data capacity to explore some of these elements, we learned that differences exist among teacher preparation institutions on some student learning outcomes, though the extent to which program features or other mitigating factors may contribute to differences is often unknown. Consistent with other studies, we found compelling evidence to suggest that teaching experience matters to student achievement, particularly in the earlier years of a teacher's career. Although these findings provide some potentially useful information related to the impact of teacher education programs on aspects of teaching quality, few definitive statements can be made. To date, most researchers have been able unable to disentangle the effects of programs from the characteristics and abilities of teacher education graduates and the settings in which they teach (Zeichner & Conklin, 2005) . This suggests the need for better existing data and the development of new measures that accurately reflect substantive differences among programs. A richer data set can help address possible biases with existing measures. One application of value-added measures for institutions of higher education may be found in analyzing specific programs regarding malleable factors and education outcomes that could contribute to the identification and development of potentially beneficial interventions for teacher training. Early efforts to provide value-added information to institutions show some promise in prompting program changes (Sawchuck, 2012) . It can also shed light on the relative contribution of these factors in raising student performance and the possibility of significant interactions between measures. In addition, longitudinal statewide analyses provide an opportunity for more robust and inclusive investigations.
Legitimate concerns have been raised as to the fairness and appropriate use of particular metrics for purposes of accountability. For teacher preparation programs, there remains the question of the extent to which an institution can influence a particular outcome, and ultimately the fairness in being held accountable for things over which one may have little control (Harris, 2011) . Accountability and improvement efforts are not well served by simple measures used out of convenience. If these efforts are to provide direct guidance about the quality of teacher preparation, then additional data will be required-data that are useful to institutions and more accurately reflect their work. This requires a deeper examination of the variety of elements that need to be taken into account, and an acknowledgment that teacher preparation programs vary in their individual features and purposes. Finally, consideration must be given to the appropriate use of data for particular purposes, whether accreditation, licensure, or improvement. The tension between knowing that measures are imperfect, and the call for their use in particular forms of public accountability remains divisive.
Simplistic rankings of programs and schools have appeal to policymakers and the public. However, the profession has not articulated clearly what an appropriate system of accountability for schools and preparation programs should look like and how that system can best lead to improvement in outcomes for students. (Cibulka, 2011, p. 2)
The singular focus on the unique contribution of individual teachers is insufficient to fully inform the improvement of teacher preparation and the development of high-quality teaching.
Not unlike what has happened with accountability in the K-12 sector, responses by institutions of higher education have been varied. Some have seized the opportunity to clarify program goals, focus on candidate practices and assessments, and develop better data systems, whereas others have engaged in symbolic compliance without significant change (Bell & Youngs, 2011). Much of this is mediated by institutional capacity and available resources. In this regard, collective efforts to articulate how progress toward excellent teaching can be identified and measured is worth consideration.
The challenge for preparation programs is to do the hard work of collectively identifying and developing measures that better reflect unique program features and seek to build capacity for reliable data collection. This will require the cooperation and agreement among programs and institutions about what elements matter, and which can and should be consistently and reliably obtained across settings. State agencies and accreditation bodies also share in the responsibility to improve the measures often used for student and teacher learning and find more robust and comprehensive ways of assessing the effectiveness of teaching. This suggests the need for collective responsibility on the part of teacher preparation institutions, professional organizations, state agencies, and K-12 districts and schools for the quality, availability, and appropriate uses of data for purposes of internal and external accountability.
The development and implementation of a comprehensive and coherent approach to the collection and use of evidence in the improvement of teacher preparation programs provides two additional benefits: increased transparency and joint accountability. First, the sharing and use of evidence from multiple sources can help increase public understanding of the complexities of recruiting, preparing and supporting the next generation of teachers, and can help policy makers engage in debates that are informed by evidence. Second, the development of a consistent base of evidence can help specify the ways in which the variety of state, regional, and local institutions involved in teacher preparation and development share accountability for ensuring that all students have access to high-quality teaching. The use of an evidence-based approach for the ongoing improvement of teacher education programs can and should have a significant impact on the quality of teaching and learning.
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