ABSTRACT Fine-grained visual categorization is one of the challenges in computer vision due to the high intra-class but low inter-class variances. Convolutional neural networks (CNNs) are widely used to solve this problem. However, a huge number of clearly labeled images are usually required to train a CNN model for a high precision, which may be quite costly and time consuming. To overcome this problem, in this paper, a novel evolving CNN (ECNN) is proposed, which can efficiently utilize the limited clearly labeled images and a large number of weakly labeled images. The overall framework contains two parts: one for collecting the weakly labeled images from the Internet by Web crawlers; and the other for updating the CNN classifier. Specifically, several different search engines are adopted to collect the weakly labeled images, in order to get relatively comprehensive results. The proposed method is demonstrated on several datasets, including CIFAR-10, Oxford pets, and Chinese food dataset. The results show that ECNN outperforms the traditional CNN and achieves the state-of-the-art in most cases.
I. INTRODUCTION
Fine-grained visual categorization (FGVC) aims to distinguish sub-ordinate categories within entry-level categories, such as dogs [1] , [2] , birds [3] , [4] , food [5] - [8] , flowers [9] , [10] , and clothes [11] . FGVC is challenging due to the high intra-class but low inter-class variances of those sub-ordinate categories [12] . Huge progress has been made [3] , [13] - [16] recently, making fine-grained recognition techniques more practical in various areas, such as wildlife observation and surveillance systems.
Traditionally, FGVC is realized by two basic steps: feature extraction and classification [9] , [17] - [19] . Such twostep classification system, however, is less convenient and of lower performance, compared with the recently developed convolutional neural network (CNN) as an end-to-end system [15] , [20] - [22] . In fact, for many FGVC problems [23] - [27] , CNN achieves state-of-the-art results. As we know, collection of more images of the same sub-ordinate category will decrease the intra-class variance and thus increase the classification performance of many machine learning algorithms. Additionally, most current CNN architectures, such as AlexNet [28] , VGGNet [29] , FCN [30] , NIN [31] , GoogleNet [32] , ResNet [33] , DenseNet [34] , always have many parameters, which thus require a huge number of training data to achieve good performance. Therefore, the potential performance of CNN systems seems to be further improved, fed by lots of labeled images.
Some organizations such as ImageNet [35] spend a lot of efforts to enlarge the labeled image sets to improve the performance of many supervised learning algorithms. However, this is rather costly and time consuming. Futunately, nowadays, people can take photos almost anywhere anytime, and they may annotate these pictures and share them online. This provides a great opportunity to enrich the FVGC datasets. Typically, one can design web clawers to collect labeled data by inputting keywords in search engines, such as Google, Yahoo, Baidu, and some photo sharing websites, such as Flickr. However, these keywords as labels are not reliable enough due to the relatively large labeling mistakes from annotators in an uncontrolled situation and computing errors introduced by extraction algorithms [36] . Since many machine learning algorithms are designed to be tolerant to certain noises, they may still benefit from some weakly labeled images. However, if the noise gets stronger, the classification accuracy will become worse [37] - [39] . Therefore, it is important to have a trade-off between the number of weakly labeled images and the strength of noise, i.e., it is necessary to develop a strategy to identify and filter those most-likely wrongly labeled images collected online.
In this paper, a novel evolving convolutional neural network (ECNN) is proposed to efficiently utilize the online weakly labeled images to steadily improve the performance of the current CNN algorithms on FVGC. In ECNN, web crawlers are adopted to collecte a huge number of weakly labeled images; a CNN classifier, as well as a newly defined similarity metric, is used to filter those most-likely wrongly labeled images. This process iterates over time, and thus the classifier can get smarter as more and more weakly labeled images are collected. Moreover, the oversampling scheme [40] is used to deal with unbalanced samples. The experimental results on CIFAR-10, Oxford pets and Chinese food datasets show that ECNN outperforms the traditional CNN and achieve the state-of-the-art in most cases.
The rest of paper is organized as follows. In Sec. II, the framework of ECNN is introduced, followed by the datasets in Sec. III. Experiments are performed in Sec. IV, where ECNN and traditional CNN methods are compared. And finally, the paper is concluded in Sec. V.
II. THE FRAMEWORK OF ECNN
ECNN integrates a web crawler into a CNN, i.e., the CNN is used to filter the images obtained by the web clawer periodically, and the remaining images are considered relatively clean and used to update the CNN to further improve its classification performance. The CNN thus can evolve with time and expand the image space gradually.
Algorithm 1 shows the implementation of ECNN. Specifically, the framework of ECNN includes four steps: initialization, threshold, filtering and updating, as follows.
Algorithm 1 The ECNN Algorithm
Require: the validation dataset D l , a batch of crawled image dataset D u , the training dataset D t , and the classifier
C ←finetune the CNN classifier C with D t 3:
Update Q with Eq. (1) and Eq. (2) 5:
return {D t , C} 8: end function
, where x i is an image and y i is the category of x i . The labels for all l samples are known and the label y i belongs to {1, 2, ..., m}, and the m is the total number of categories. Specially, the ImageNet is utilized to pre-train the initial CNN classifier for the input images of 224×224 pixels. And the CIFAR-10 is adopted to train the initial CNN classifier for the input images with 32×32 pixels.
• Threshold. Image x i in D l is inputted to the trained CNN classification to get the softmax vector s i = {s i1 , s i2 , ..., s im } of the classifier, denoting the list of scores that it belongs to different categories. In order to increase the reliability of the classification results, the top K scores, i.e., the K largest elements in s i , are kept and the others are set to 0. Based on this, the probability p ij that the current classifier classifies x i as the jth category is defined as
Suppose in D l there are totally φ k images belonging to kth category, for these images we calculate the mean value of p ij by
An m × m matrix Q thus can be obtained to measure the average probability that the classifier classifies the images of one class into another, or the similarity between two classes. Note that if two classes are difficult to be distinguished in a standard image dataset, the label could still be considered correct with high probability if we search for one class online but the obtained images are classified into the other. For the sample (x i , y i ), a parameter h i is then proposed to measure the reliability of its label, defined as:
where w > 0 is used to adjust the effect of the class similarity on filtering. As w → 0, the class similarity has no effect on filtering, and whether an online image can be considered correctly labeled or not is totally determined by the softmax vector. As w → ∞, this is largely determined by the similarities between the target class and the top K categories the CNN classifier recommends. For each image x i , let g i = 1 if it belongs to one of the top K categories the CNN classifier recommends, and let g i = −1 otherwise. Then, the threshold θ is defined as
where f (υ) = 0 when υ 0, and f (υ) = 1 otherwise.
• Filtering. In each iteration, a batch of crawled images with labels are collected, defined as dataset D u . Each image x i in D u is fed into the trained CNN to get its scores, and further get h i by Eq. (3). The image is considered correctly labeled and included into D t as the new training set if h i ≥ θ , or it's considered wrongly labeled and thus discarded. VOLUME 6, 2018
• Updating. The CNN classifier is further trained on D t . Then, the classification performances of the newly trained CNN classifier and the previous CNN classifier are compared on classifying the images in the standard dataset D l . If the newly trained CNN classifier is better, the CNN classifier, the matrix Q and the threshold θ are updated. Otherwise, they keep unchanged.
III. DATASET
We choose two public datasets, CIFAR-10 [41] and Oxford Pets [2] , and also establish our own Chinese food dataset purely by web clawer, to test the performance of our approach in fine-grained visual categorization. These datasets are introduced briefly as follows.
• CIFAR-10 dataset contains 60 thousand 32 × 32 color images, divided into 10 classes, containing 50000 training images and 10000 test images.
• Oxford Pets dataset covers 37 different breeds of cats and dogs. The numbers of training, validation and test images are 1860, 1861 and 3669, respectively. In this study, we combine the training and validation images as our training set.
• For the Chinese food dataset, we crawled 73125 images in total, belonging to 20 classes. The sampled images are shown in FIGURE 1. We choose the first 1000 as the test images (50 in each class), and the following 1000 as the training images (50 in each class), since the top images ranked by search engines may include less noises and thus are appropriate to considered as labeled images. The details of this dataset are presented in Table 1 . This dataset will be shared at http://www. ivsn-group.com/xhq/chinesefood/. 
IV. EXPERIMENTS
We choose AlexNet, VGG-S, ResNet, DenseNet as our basic CNNs, which are first pre-trained on ImageNet [35] .
A. THE IMPORTANCE OF CLASS SIMILARITY
Here, as a case study, we take the Oxford Pets dataset as an example to explain why we need to define similarity between categories in our framework. FIGURE 2 (top) shows the similarity matrix Q of 37 breeds. We find that several classes have quite high similarity, e.g. similarity between the two classes. In this case, it is better to consider that these images have right labels, instead of removing them. This is why we need to quantify the similarity between different classes. We adopt Eq. (2) to measure the similarity between two classes, which is used to further calculate the confidence h i in Eq. (3) to determine whether image x i is correctly labeled or not. By using our approach that the image is correctly labeled when h i ≥ θ , we recalculate the similarity matrix Q, as shown in FIGURE 2 (bottom). We can see that, this time, the overlaps between different classes significantly decrease. Besides, in our framework, more than half crawled images are considered correctly labeled and thus are used to update the CNN classifier, much more efficient than that without introducing the class similarity. 
B. OVERSAMPLING
Still taking the pet classification for example, after filtering, we get a number of labeled images for the first iteration, with the numbers of images in different classes shown in FIGURE 4. Training the CNN with these images directly will lead to a bad result since this dataset is quite unbalanced. We tested various sampling methods on the pet dataset crawled by Bing (English), using AlexNet. The results are shown in TABLE 3, where we can see that directly using unbalanced dataset (no sampling) may get even worse results than just exclude this dataset (excluding). By comparison, oversampling strategy preserves most of the data, while obtains a relatively high classification accuracy, we thus adopt it to keep the balance of the dataset. We also compare the effects of different parts in ECNN framework on the experimental results, as shown in TABLE 4. Here, we use AlexNet for Oxford Pets and Chinese Food datasets, DenseNet for CIFAR-10 dataset (AlexNet is not suitable for CIFAR-10 since the scale of image in this dataset is too small). Moreover, because there are enough initial training samples in CIFAR-10, pre-training is not needed on this dataset. The experiments show that the introduction of filtering and similarity are important for the success of ECNN, without which the performance of ECNN will decrease significantly. Moreover, we compare the performances of different CNN models with and without our ECNN framework, as shown in TABLE 5 . We find that our ECNN framework benefits almost all the four CNN models, including AlexNet, VGG-S, ResNet and DenseNet, on the three datasets, i.e., ECNNs achieve significantly higher accuracies than the basic CNN models, validating the effectiveness of our ECNN framework. It is also very interesting to compare the quality of images collected by different search engines and languages, as shown in FIGURE 5. Take Oxford Pets dataset and AlexNet for example. We find that, generally, Google behaves best, i.e., the performance increases most when we use Google to collect online images. Specifically, when we use English, German, Russian keywords, Google behaves best; while if we use Chinese, Baidu behaves best. This is consistent with our intuition, since Google is the most popular search engine in this world, while Baidu seems more popular than Google in China. 
V. CONCLUSION
In this work, we proposed an ECNN framework, which combines web crawlers and CNN to make the learning system evolve and steadily improve its performance with time. In particular, we define a novel similarity matrix to measure the similarity between different classes, based on which we propose a filtering mechanism to clean weakly labeled images. The experimental results suggest that this is the key for the ECNN to obtain good performance. By comparison, ECNNs achieve significantly higher accuracies than the basic CNN models, validating the effectiveness of our ECNN framework.
In the future, we will try to optimize the hyperparameters to further improve the performance of the ECNN. Integration of CNN with multi-agent systems [43] is an interesting research topic. And we will also test our ECNN framework on more datasets using more various basic CNN models. 
