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The transfer of conserved charges through insulating matter via smooth deformations of the
Hamiltonian is known as quantum adiabatic, or Thouless, pumping. Central to this phenomenon are
Hamiltonians whose insulating gap is controlled by a multi-dimensional (usually two-dimensional)
parameter space in which paths can be defined for adiabatic changes in the Hamiltonian, i.e., without
closing the gap. Here, we extend the concept of Thouless pumps of band insulators by considering a
larger, three-dimensional parameter space. We show that the connectivity of this parameter space
is crucial for defining quantum pumps, demonstrating that, as opposed to the conventional two-
dimensional case, pumped quantities depend not only on the initial and final points of Hamiltonian
evolution but also on the class of the chosen path and preserved symmetries. As such, we distinguish
the scenarios of closed/open paths of Hamiltonian evolution, finding that different closed cycles can
lead to the pumping of different quantum numbers, and that different open paths may point to
distinct scenarios for surface physics. As explicit examples, we consider models similar to simple
models used to describe topological insulators, but with doubled degrees of freedom compared
to a minimal topological insulator model. The extra fermionic flavors from doubling allow for
extra gapping terms/adiabatic parameters - besides the usual topological mass which preserves the
topology-protecting discrete symmetries - generating an enlarged adiabatic parameter-space. We
consider cases in one and three spatial dimensions, and our results in three dimensions may be
realized in the context of crystalline topological insulators, as we briefly discuss.
I. INTRODUCTION
Insulating matter is often thought of as a transport-
inert environment. It was thus quite surprising that
charge currents could be established in an insulator at
zero temperature and the concept of ‘adiabatic pumping’,
as described by Thouless, now pervades the literature1–3.
Such pumps characterize whether a periodic variation of
a set of Hamiltonian parameters of a gapped system leads
to the transport of (quantized) charge, that is conserved
due to the presence of a symmetry.
To illustrate, the conventional example considers a 1D
insulator (with lattice constant a) under a slow, adia-
batic translation - parametrized by a phase shift δφ(t)
- of the underlying periodic potential: V (x) → V (x +
δφ(t)a/2pi)1. During one cycle, δφ(t) : 0 → 2pi, an in-
teger amount of electron charge is pumped through the
1D system. This integer is equal to the 2D Chern num-
ber of the 1D Bloch Hamiltonian parameterized by the
1D momentum k and δφ. Other examples consist of spin
pumps, defined by the spin Chern number when some
component of the electron spin is conserved, and discrete
Z2 pumps (e.g., Kramers’ pair, fermion parity) defined
by a bulk Z2 invariant4–6. Higher dimensional general-
izations of the charge pump are also possible, the first
of which being the magneto-electric polarizability pump,
fixed by the second Chern number7–9.
The ubiquitous relation between quantum pumping
and bulk Chern numbers connects the notion of adiabatic
transport in gapped systems to the concept of topolog-
ical band insulators. Such topological phases constitute
a class of gapped systems which generically display gap-
less surface states, when in the presence of certain sym-
metries such as time-reversal. These surface states are
inherently robust to disorder, persisting even in the pres-
ence of interactions as long as the relevant symmetries are
not broken (explicitly or spontaneously) and no surface
topological order is developed. This class of systems dis-
plays a short-ranged profile of spatial entanglement, and
constitutes what are now known as ’symmetry protected
topological phases’ (SPTs)10,11.
In addition to adiabatic pumping during closed cycles,
topological responses (electromagnetic, thermal, etc.) of
SPTs may be derived by considering adiabatic transfor-
mations of the gapped Hamiltonian on special open paths
in parameter space. These paths consist of adiabatic
(gapped) interpolations between trivial and topological
symmetry-preserving reference Hamiltonians7,12. In or-
der to adiabatically connect the two end points, some-
where (or everywhere) in-between, the protecting sym-
metry must be broken. For example, for a 1D insulator
with inversion symmetry, a trivial phase has a vanishing
charge polarization, modulo an integer charge. Deform-
ing the corresponding Hamiltonian parameters into the
topological regime changes the polarization to its topo-
logical value of e/2 (again modulo integer charge). Com-
paring the initial and final states, the difference is a half-
integer polarization. A symmetry preserving interpola-
tion between the Hamiltonians of an inversion symmetric
system in different topological phases generically implies
the closure of the system gap somewhere during the in-
terpolation. This gapless region is singular in the sense
that it renders the notion of ‘adiabatic transformation’ ill
defined. An adiabatic/gapped interpolation between the
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2two reference points, therefore, demands the introduc-
tion of parameters which break the protecting symmetry
of the Hamiltonian (inversion in the present example).
If the interpolation is continued onward to cycle back to
the initial trivial state this forms a closed path and the
polarization in the final state can only differ from the
polarization of the initial state by an integer number of
electrons; hence, indicating a quantized number of elec-
trons pumped.
From the previous discussion, the adjective ‘adiabatic’
should be understood in the present context as imply-
ing that for all allowed values of the parameters defining
the Hamiltonian, the gap should remain open. The de-
scription of the interesting pumping path discussed above
demands a minimal set of two parameters, the original
symmetry preserving gap term that switches between the
topological phases, and a symmetry breaking gap term.
Interpolations define one-dimensional trajectories in this
non-simply connected two-dimensional space (the point
with both gap terms vanishing must be removed as the
system is gapless there).
In this article we focus on generalizing the notion of
adiabatic quantum transport and responses to enlarged
nodal parameter spaces. We consider, concretely, param-
eter spaces in one higher dimension (i.e., three parame-
ters instead of two.) that are non-simply connected, and
allow for different classes of trajectories which cannot
be continuously deformed into one another. The spe-
cific case we consider will be a three-dimensional param-
eter space with several nodal/gapless lines. Interestingly,
even when paths connect the same two reference Hamil-
tonians, the different possible classes can lead to different
response properties, and ultimately the pumping of dif-
ferent conserved charges. This should be contrasted with
the aforementioned cases - the difference in the electro-
magnetic response (e.g., difference in polarization) de-
fined for an open path with two symmetry-preserving
end-points depends only on the end-points themselves,
but not on the choice of path (modulo integer numbers
of electrons). Accordingly, all adiabatic cycles of a given
Hamiltonian would pump the same quantum numbers.
This result depends on the mathematical form of the
topological invariant and the topology of the pumping
parameter space itself. Here we will show that changing
the topology of the parameter space can lead to interest-
ing new features.
While our results will apply in general, for concrete-
ness, we focus on time-reversal invariant gapped systems
in 1D and 3D (spatial dimensions), with U(1) charge con-
servation symmetry. The models we consider are doubled
versions of the usual topological insulator minimal Dirac
models in those dimensions. Because of the doubled de-
grees of freedom, we find that the natural pumping pa-
rameter spaces in these models can display gapless sin-
gular lines due to a competition between incompatible
gapping parameters (mass terms). The resulting pump-
ing transport and responses are then found to depend
on which singularities are encircled during the adiabatic
cycles, i.e., they depend on the path and not just the
end points. We approach our analysis by several dif-
ferent methods, all with matching results. Of note, for
one of our methods we employ the Mañes-Bardeen form
of the Wess-Zumino action13–15 to compute the action
change upon adiabatic transformations of the Hamilto-
nian, which is a powerful technique that has not been
applied in this context.
The models on which we focus are essentially doubled
versions of 1D and 3D Z2 topological insulators. As such
they are trivial insulators according to the 10-fold classi-
fication table16,17. Indeed, the doubling allows extra pos-
sible mass terms that can be chosen to gap any surface
states without breaking the protecting discrete symme-
tries. Thus, while the pumping processes we consider
are stable, the topological phenomena and connection
to the related electromagnetic responses are not reliable
since the parent topological insulator phases are rendered
trivial. The response physics of the models we describe,
however, may have relevance in the context of crystalline
topological insulators18,19, in which case the instabilities
will be removed by requiring the preservation of, e.g.,
mirror symmetries.
The paper is organized as follows. To illustrate the
basic ideas, we start in Section II with a review of adia-
batic quantum pumping in 1D, considering the example
of the spinless Su-Schrieffer-Heeger model1,20. In Section
III, we proceed to explain the important concepts for
Thouless pumping processes in our higher dimensional
parameter spaces. Section IV is devoted to our first ex-
ample in 1D. We consider a spinfull Su-Schrieffer-Heeger
chain and demonstrate the details of the generalized adi-
abatic pumps through a four-fold analysis. First by a
perturbative continuum field theory computation, sec-
ond in a microscopic lattice picture and, third, in a non-
perturbative approach using the Mañes-Bardeen formula
for the anomaly. Finally, we employ a bosonization ap-
proach to further solidify the results.
Next, in Section V, we consider a second example of
a 3D time-reversal invariant insulator. In this case we
again consider the perturbative field theory computa-
tion first. We then proceed to understand the problem
from the point of view of the surface state properties in
the presence of a magnetic field. Finally, although the
bosonization picture is not available, we also consider
a non-perturbative approach from the Mañes-Bardeen
form of the chiral anomaly. We then conclude with a
discussion of future directions. In the appendices we add
some details of the perturbative calculations.
II. ADIABATIC QUANTUM PUMPING IN 1D
We begin our work with an in-depth discussion and
review of the 1D insulator example described in the in-
troduction. We take a 1D insulator coupled to external,
adiabatic perturbations represented by a set of n param-
eters {θi} which enter the Bloch Hamiltonian H(k, {θi}),
3parametrized by the crystal momentum k for translation-
ally invariant systems. H(k) must include a minimum of
two bands if it is to represent an insulator; for all of the
models in this article there will be an even number of
bands.
The adiabatic deformation condition implies that for
all values of the parameters in the set {θi}, the energy
gap between these bands remains open. In this frame-
work, if a closed path is traversed in the {θi} parameter
space, then a quantized amount of electric charge will be
pumped from one side of the 1D wire to the other1. While
this statement applies in quite general settings, it is im-
portant to note in passing that it fails if electric charge
is not conserved during the adiabatic process. For now
we assume strict charge conservation, and as such, we
would discover that during a cyclic adiabatic process, an
integer number of electric charges (possibly zero) would
be transferred through the sample.
For most insulators, and most choices of adiabatic per-
turbation cycles, the amount of transferred charge van-
ishes. To find cases when the charge transferred is non-
zero we need to define a few quantities: (i) the periodic
part of the Bloch functions |uα(k, {θi})〉 which are the
eigenstates of H(k, {θi}) in band α, (ii) the adiabatic
connection Aαβµ = −i〈uα(k, {θi})|∂µ|uβ(k, {θi})〉 where
α labels the band indices and ∂0 = ∂k, ∂i = ∂θi ; and,
finally, (iii) the first Chern number
C1 =
1
4pi
ˆ
BZ
dk
˛
C
dθiTr [F0i] (1)
Fαβµν = ∂µAαβν − ∂νAαβµ + i[Aµ,Aν ]αβ (2)
where the k integral is over the Brillouin zone (BZ). The
θi integral is over the 1-dimensional curve C traversed
during the adiabatic process in the n-dimensional {θi}
space, and Fαβµν is the Berry curvature of the occupied
bands. Only in the special case when the Chern number
(which is an integer by definition) is non-zero is there a
finite charge pumping equal to ∆Q = eC1.
To explicitly illustrate charge pumping we will use the
canonical model, i.e., the spinless Su-Schrieffer-Heeger
model20. This is a non-interacting dimerized chain with
two atoms per unit cell labeled by A/B. The Hamiltonian
for the electrons in such a lattice can be written
H1 = −t
∑
j
c†jAcjB − t′
∑
j
(
c†j+1AcjB + h.c.
)
(3)
and can be supplemented by an onsite energy term for
each atom
H∆ = ∆
∑
j
(
c†jAcjA − c†jBcjB
)
. (4)
The Bloch Hamiltonian of H1 + H∆ (i.e., the Rice-Mele
model21) is
H1(k) = t
′ sin k τy + (t+ t′(cos k − 1))τx + ∆τz, (5)
in a basis (cAk, cBk)T . Notice that the onsite en-
ergy Hamiltonian H∆ breaks both inversion (P=τx) and
charge conjugation (C=τzK, with K the complex con-
jugation operator) symmetries, and that both of these
symmetries quantize the polarization and must be bro-
ken in order for one to continuously pump charge. Now,
suppose that we have some external control over the pa-
rameters of this model which we parameterize with an
angular phase θ as a curve in a two-dimensional space
(t,∆): t ≡ m cos θ and ∆ ≡ m sin θ.We will adjust θ such
that the perturbations are always adiabatic. In principle,
this angle can vary as a function of position and/or time,
and the system will respond accordingly. Linear response
theory (the Kubo formula) then dictates that the corre-
sponding current density is equal to the time derivative
of the charge polarization of the 1D system,
Jx =
∂P (θ)
∂t
. (6)
Meanwhile, by the continuity equation, the charge den-
sity becomes
ρ = −∂P (θ)
dx
. (7)
The charge polarization for our system is given by
the solid angle subtended by the curve d (k) =(
t
′
cos k +m cos θ, t
′
sin k, m sin θ
)
which, for m  t′ ,
gives simply P (θ) ' eθ/2pi. In fact, in this limit it is
easy to see that as θ → θ + 2pin then n charges are
pumped.
Let us now review the connection to the electromag-
netic response of 1D inversion22,23 symmetric insulators7.
We have seen from the explicit calculations above that
charge density is bound to spatial variations of θ, and
charge currents flow in response to a time-dependent θ.
This topological response is identical to the Goldstone-
Wilczek response24 and is captured by a θ-term effective
action
Seff [θ,Aµ] =
e
4pi
ˆ
dtdx θ(x, t)µνFµν
=
e
2pi
ˆ
dtdx θ(x, t)Ex(x, t) (8)
where Fµν is the electromagnetic field-strength tensor,
and Ex is the x-component of the electric field. To see
how the response is encoded, one takes the functional
derivative
〈jµ〉 = δSeff
δAµ
= − e
2pi
µν∂νθ(x, t), (9)
〈ρ〉 = − e
2pi
∂xθ(x, t),
〈Jx〉 = e
2pi
∂tθ(x, t).
We recognize these equations from 1D electromagnetism,
and we can identify eθ(x, t)/2pi as the electric charge po-
larization of the 1D insulator.
We would like to compare the difference in the electro-
magnetic response of a trivial insulator and a topological
4insulator. A trivial insulator has an integer charge polar-
ization and hence, for a homogeneous system, θ = 2pin for
some integer n.On the other hand, a topological insulator
will have a contribution from a half-integer polarization:
θ = 2pi(q + 1/2) for some integer q. If we take the end
points of our adiabatic path to be these two symmetry-
preserving systems, then the topological response in this
case turns out to be the difference7
Stop = Seff [2pi(q + 1/2), Aµ]− Seff [2pin,Aµ]
= Seff [2pi(q − n+ 1/2), Aµ]. (10)
The integer contribution 2pi(q − n) to the bulk polariza-
tion can be removed by stacking the system up with other
trivial insulators, and hence the topological response is
due to the θ = pi contribution. Indeed, for systems with
inversion symmetry, θ is quantized to be a multiple of pi,
and there is a bulk Z2 topological invariant that distin-
guishes even (trivial) and odd (non-trivial) multiples of
pi7,22,23.
We also see one more interesting feature. Since the re-
sponse equations depend on spatial gradients of θ, there
is some consequence of gapped spatial evolution (as op-
posed to adiabatic time evolution), i.e., a gapped inter-
face or boundary where θ varies with position. The re-
sponse equations dictate the quantum numbers bound to
regions of the system where θ is changing in space and
the system remains gapped. For the present example,
the gapped interpolation between the interior and exte-
rior of a material where θ changes determines the amount
of bound electric charge at the interface. This is equiva-
lent to the usual boundary charge theorem for polarized
insulators and the result of Su, Schrieffer and Heeger,
(and Jackiw and Rebbi earlier25) that solitons in their
(spinless) model bind localized half-charges.
To summarize, we have seen that closed adiabatic
paths can lead to a pumping process, while open,
symmetry-breaking paths with symmetric end points
can serve to determine topological (electromagnetic) re-
sponses. Finally, these considerations also determine
bound charges/states in regions where the adiabatic pa-
rameters vary in space.
III. THOULESS PUMPS WITH LINE
SINGULARITIES
We now consider an enlarged parameter space. We
will be as general as possible to illustrate how the rea-
soning works in systems as arbitrary as possible. The
subsequent sections will discuss specific examples.
So far the effective pumping parameter space has been
a two-dimensional plane parametrized by polar coordi-
nates m and θ with the origin m = 0 removed. Every
other point besides the origin represents a gapped Hamil-
tonian. Additionally, in this parameter space, only the
x-axis, with θ = 0 or pi, represents Hamiltonians obey-
ing charge conjugation and inversion symmetries. We
now enrich the parameter space by doubling the num-
ber of fermionic degrees of freedom. In 1D insulators, a
simple model for such a system consists of a spinfull Su-
Schrieffer-Heeger (SSH) chain, built from two copies (four
internal degrees of freedom) of the previously discussed
model. In 3D, a simple model consists of a time-reversal
invariant 3D gapped Dirac model with an additional dou-
bling (eight internal degrees of freedom). Hence, it repre-
sents two copies of a usual 3D topological insulator. Both
doubled systems preserve the symmetries of the original–
prior to doubling–ones.
Since these systems can be described by Dirac Hamil-
tonians, let us consider then for concreteness a general
Dirac-type insulator described by the Bloch Hamiltonian
H (k,m,m5,∆) . (11)
It depends on momenta k and three parameters which
we call m, m5 and ∆; this exhausts the scenarios that we
consider in this article. The adiabatic parameters control
the gap in the system and dictate the possible classes of
adiabatic paths.
To be explicit, we take m to represent the usual “topo-
logical insulator gap”, or TI mass. It conventionally pre-
serves any requisite symmetries, and will act diagonally
in the two fermion subspaces resulting from the dou-
bling. In the presence of the protecting discrete sym-
metries, its value (or sign in a continuum model) effec-
tively defines the topological regime of the model. We
can use the TI mass to define the reference points, namely
(m,m5,∆) = (m, 0, 0) and (−m, 0, 0) , where by conven-
tionm > 0. For our regularization convention, the former
will be a symmetry-preserving trivial insulator. The lat-
ter would usually represent a symmetry preserving topo-
logical insulator if the system were not doubled; the dou-
bling trivializes any Z2 topological invariants. We note
that a continuous evolution between the reference points
in a straight line in parameter space, flipping the sign of
m, has a vanishing gap at m = 0.
The mass term m5 is chosen to break all of the sym-
metries that would protect a topologically non-trivial
(short-range entangled) phase. Hence, one can always
find a gapped interpolation between the two reference
points even when constrained to the 2D parameter space
(m,m5). To be concrete, we choose m5 to act identically
within each copy of the doubled system as the usual axial
mass. The symmetry it breaks is dimension dependent,
e.g., in 1D it breaks charge-conjugation and inversion,
and in 3D it breaks time-reversal and inversion. This is
the usual symmetry-breaking mass term we considered
before, when defining the charge-pumping operation in
the 1D spinless SSH model.
Additionally, since we have two copies of a Z2 TI–
thus a topologically trivial system–the remaining mass
∆ can be chosen such that it may or may not preserve
the protecting symmetries; either way one can still adi-
abatically connect the two reference points, now in the
generic 3D parameter space (m,m5,∆). We will choose
∆ such that it couples the two copies. Doubling a Dirac
5model always introduces three distinct possibilities for
such a mass term. For our analysis it will be always cho-
sen as to break the protecting symmetry, and possibly
other discrete anti-unitary symmetries not required for
topological stability. For example, in our 1D model it is
chosen to break both charge-conjugation, and it breaks
time-reversal symmetry, the latter not required for topo-
logical stability.
As constructed, both of these masses are compatible
with m, i.e., their presence enhances the insulating gap
(the corresponding mass matrices anti-commute with the
TI mass). They, however, compete among themselves.
Physically this means that if both are non-vanishing,
there exist certain regions of the parameter space such
that their contributions to the gap cancel each other.
Mathematically, it means that the mass matrices com-
mute with each other.
For a non-interacting, translation invariant Dirac sys-
tem, this can be seen explicitly by looking at the spec-
trum at k = 0, with both masses included:
E (k = 0) = ±
√
m2 + (m5 ±∆)2. (12)
Clearly, when m5 = ∆, the gap reduces to the TI mass
contribution alone, which always vanishes at some point
along the interpolation path. In practice, the compet-
ing mass terms introduce new singular lines into the 3D
parameter space in the m = 0 plane when m5 = ±∆.
These lines will play an important role below, but let us
briefly mention what the result would be if they were not
there. If both masses were compatible with each other,
instead of competing, then the spectrum would be
E (k = 0) = ±
√
m2 +m25 + ∆
2.
This is only singular at the origin (0, 0, 0). Since any
closed path in this 3D space is contractible, there can-
not be any non-trivial, quantized pumping processes (as-
suming that there is no enforced symmetry that forces
the path to lie fixed in a plane). Since each path with
end points at our two reference points can be continu-
ously deformed to all others with the same end points,
we would also expect that every path would determine
the same difference in the response between the two ref-
erence states. Thus, if all three mass terms were compat-
ible, the properties determined by closed paths would be
trivial and the response would not depend on the choice
of an open path.
Let us return to the case of interest with compet-
ing mass terms. As mentioned in the previous section,
one is able to determine the difference in the topolog-
ical electromagnetic response between the two phases
of the single 1D SSH chain by comparing the effective
actions at the two reference points. The situation is
more interesting with the higher-dimensional parame-
ter space. In general, to adiabatically extract the elec-
tromagnetic response difference between the reference
Figure 1. General Hamiltonian parameter space and open
path interpolations. One goal of this work is to compare
the electromagnetic responses between points (m, 0, 0) and
(−m, 0, 0). Interpolation paths are chosen such that the
Hamiltonian is always gapped. Trajectories I and II lie in
the mm5 and m∆ planes, respectively. The trajectories III
and IV correspond to “tilting”, or small deviations of I and
II away from their former planes. The red dashed line is the
“singularity line” ∆ = m5.
Figure 2. Adiabatic evolution closed loops in parameter
space. Masses m5 and ∆ compete generating the gapless lines
(a) m5 = ∆ and (b) m5 = −∆ in the m = 0 plane. Evolving
the Hamiltonian around each of the represented loops gives a
different pumping effect on the Hamiltonian. The green and
blue dashed ellipses encircle pairs of gapless lines. Trajectories
can be decomposed in terms of the paths of Fig. 1. Loops IIa
and IIb encircle an odd number of singular lines and can
be decomposed in terms of half a horizontal path and half a
vertical one. Loops Ia and Ib, however, involve going fully
around horizontal or vertical cycles encircling an even number
of gapless lines.
states, we must take paths between them which pene-
trate into the discrete-symmetry-breaking regions of pa-
rameter space. In order to unambiguously define charge
transfer these paths must also preserve the correspond-
ing continuous symmetries responsible for conserving the
relevant charges along the pumping path.
In Fig. 1 we illustrate some relevant scenarios in our
6higher dimensional space. They consist of the horizon-
tal and vertical trajectories I and II, in the (m,m5) and
(m,∆) planes, respectively. Trajectories III and IV cor-
respond to tilting the previous trajectories I and II to-
wards the singular line m5 = ∆. The standard proce-
dure to obtain the response in 1D and 3D is a gener-
alized Goldstone-Wilczek calculation24. One introduces
an interpolation parameter θ, such that (m,m5,∆) (θ) ≡
(m (θ) ,m5 (θ) ,∆ (θ)). Correspondingly, this gives rise to
a Hamiltonian computed at an arbitrary point of a given
trajectory in the parameter space
H (θ) = H (k,m (θ) ,m5 (θ) ,∆ (θ)) . (13)
One’s goal then becomes to compute the change in the
effective action for the gauge fields coupled to the con-
served charges of the original Hamiltonian, induced by
changes in the Hamiltonian parametrized by θ. From
such effective actions, one can distil the distinct pump-
ing phenomena, as described in Sec.II.
Regarding such effective actions, it is important to
consider parametrized Hamiltonians which does not per-
tain to a single point in the parameter space uniformly
through space and time. In other words, it may be
that the parametrization value may be dependent on
the space-time position, θ = θ(x, t). If one defines
the reference states as (m,m5,∆) (0) = (m, 0, 0) and
(m,m5,∆) (pi) = (−m, 0, 0), the Hamiltonian in distinct
positions of space-time may pertain to distinct reference
states. Such possibility is crucial for us, in order to
be able to describe domain walls between the reference
Hamiltonians with opposite TI mass. Such domain walls,
as discussed, can bind localized modes carrying specific
quantum numbers, which one may extract also from the
effective gauge theory.
The possibility of space-time fluctuations in θ intro-
duces difficulties in our derivations. Domain walls are
represented by strongly space-time varying functions θ.
In order to control calculations of the pumping and
charge-response effects in our effective theories, even in
the presence of such defects5, we consider building up the
changes in our Hamiltonian adiabatically in infinitesimal
steps, all the way up to the profile θ(x, t) desired. To re-
alize this, we introduce a path parameter α. Considering
a small variation α→ α+δα, with α(x, t) varying slowly
in spacetime, we can find the change in the effective ac-
tion of the conserved gauge fields to first order in δα.
We then combine each infinitesimal build up to form a
complete functional dependence, θ(x, t). A more detailed
account of this procedure is presented in the Appendix.
We have shown examples of different classes of adia-
batic paths and the consequences of traversing the vari-
ous classes of paths will be analyzed in detail for the cho-
sen examples. Let us, however, make a few more general
comments first. As discussed, the two reference points re-
spect the imposed discrete symmetries and, naively, one
would expect that the difference in the response behavior
between them should only depend on the initial and final
Hamiltonians. Yet, we will see that there is a layer of
subtlety as to how the response is calculated when there
are competing mass terms. Although, due to doubling,
both reference points correspond to trivial phases, with
respect to the 10-fold classification table, the informa-
tion obtained by comparing states of opposite TI mass
signs aids in the determination of the quantum numbers
pumped in closed paths, as well as the degrees of free-
dom trapped in solitonic defects of the parametrization
variable. These results are then relevant for both trivial
and topological phases.
Finally, the interpolation between reference Hamiltoni-
ans can be extended to adiabatic cycles (relevant both in
trivial and topological systems since pumping processes
do not depend on the starting Hamiltonian). Some gener-
ically different classes of adiabatic cycles arise, as de-
scribed in Fig. 2. In the doubled 1D case, for example,
the open paths I and II of Fig. 1 constitute transfers of
spin-1/2 and a full unit (due to doubling) of electronic
charge respectively. To constitute a true pumping (with
matching initial and final ground state subspaces), one
may stitch these paths together, resulting in the loop
IIa of Fig. 2, in which the quantum numbers of a “full
electron” are pumped. The closed trajectories Ia and Ib
then correspond to pumping of pairs of unit-charges and
spin-1/2 moments, respectively. As discussed, trajecto-
ries IIa,b combine the separate fractional pumping, with
respect to the microscopic contents of a unit cell, of a
single charge and a unit of spin-1/2, thus constituting
the “full electron” pump when traversed.
In what follows we will discuss in detail the above re-
sults, using specific examples in (1+1)D and in (3+1)D.
IV. 1+1D DOUBLED SSH MODEL
A. Generalities
To illustrate a generalized Thouless pump in (1+1)D
we will use two copies of the SSH model by adding a
second copy with equal Hamiltonian. For definiteness,
we will consider the two copies to represent fermions with
up and down flavors of spin. The Hamiltonian in the
continuum limit can be written as follows
H1D =
ˆ
dxΨ†H1DΨ
H1D = Γ1 (px − eAx) + Γ2m+ Λ5m5 + ∆ ·Λ, (14)
in the basis ΨT =
(
ψA↑ ψB↑ ψA↓ ψB↓
)
, with
ψAσ, ψBσ fermionic annihilation operators of spin σ. In
Eq. (14), Ax is the electromagnetic vector potential, m
is the mass generated by a staggered hopping between
the lattice sites ("TI mass"), and m5 is the mass gen-
erated by a staggered onsite energy. The artificial dou-
bling allows the introduction of three extra mass terms
∆ =
(
∆1, ∆2, ∆3
)
(i.e., there exist three new 4 × 4
matrices which anti-commute with the kinetic part of the
Hamiltonian) which couple the different spin subspaces
and split their degeneracy.
7Matrix C T
Λ5 × X
Λx × ×
Λy X ×
Λz × ×
Table I. Symmetry properties of the masses for the (1+1)D
doubled SSH model under particle-hole (C) and time-reversal
(T ) transformations. The corresponding symmetry is bro-
ken/preserved for ×/X marks, respectively
We choose the Dirac matrices:
Γ1 = σ0τy
Γ0 = σ0τx
Λ5 = σ0τz (15)
Λ = στz,
where σi and τi are Pauli matrices in the spin and sublat-
tice (or orbital) Hilbert spaces, and Kronecker products
are implicit. The matrices σ0 and τ0 are 2 × 2 identity
matrices. In the absence of Λ5 and ∆ masses, the model
displays time-reversal and particle-hole symmetries, with
the operators T = iσyτ0K and C = τzK, where K is the
complex conjugation operator. The remaining masses
break these discrete symmetries in a pattern described
in Table I. The commutation relations,
{Γa,Λj} = {Γa,Λ5} = 0
{Λi,Λj} = 0 (16)
[Λ5,Λj ] = 0,
with a = 0, 1; i, j = x, y, z, imply that, although all
masses are compatible with the TI mass m, the mass m5
and the set ∆ actually compete. In the absence of m,
this can lead to gapless spectra when |m5| = |∆|.
Let us consider the effective electromagnetic action and
quantum pumping processes in this system. First, let us
look at the situation with ∆ = 0, m5 = 0. This corre-
sponds to just a pair of disconnected linear chains, and
each chain is known to have topologically distinct phases
for m > 0 and m < 0. To find the topological response
from each independent chain, one interpolates between
these phases using H (α), with α an angle varying slowly
in space-time as discussed in Sec. III (the complete, dou-
bled chain, system is trivial overall and will give a trivial
total response). In order to achieve an adiabatic inter-
polation, the gap must not close as α is varied. Hence,
we must avoid the point m = m5 = ∆ = 0 and the lines
m = 0,m5 = ±∆. From this parameterization we can see
that this model contains all the features discussed in Sec.
III.
As an example of a class of adiabatic paths, consider
the following interpolation
HI (α) = Γ1 (px − eAx) + Γ0m cosα+ Λ5m sinα, (17)
with α changing from 0 to an arbitrary angle θ. This
corresponds to the “pure” axial-mass path, labeled path I
in Fig. 1. The fermionic path integration for the change
in effective action due to an infinitesimal α, described
in detail in Appendix A, is nothing but a Goldstone-
Wilczek-like calculation and gives rise to an axion term.
Building up the contributions of infinitesimal changes in
α from 0 to an arbitrary finite angle θ, one finds
SIeff = 2Θ1D (18)
where Θ1D is the standard 1D "θ-term"
Θ1D =
e
2pi
ˆ
dxdtθE. (19)
This action dictates both the adiabatic pumping process
(by considering full evolutions of θ by 2pi), and quantum
numbers bound to solitons, like domain-walls in the TI
mass. In particular, the latter case can be described by
θ(x, t) = piΘ(x) where Θ(x) is the Heaviside step func-
tion. In practice, this implies that each wire contributes
charge ±e/2 at the ends of the system, yielding in total
an integer charge bound to the edge (and likely unob-
servable in realistic systems because of the charge polar-
ization ambiguity in lattice models26).
One would naively expect the response difference be-
tween reference Hamiltonians at θ(x, t) = 0 and θ(x, t) =
pi to be a property associated only with the initial and
final Hamiltonians H (0) and H (pi). The path taken in
the parameter space, however, can be easily seen to be
relevant in our model. For example, considering the path
II in Fig. 1 (for ∆ = ∆z zˆ, say), one lets ∆z = m and
defines,
HII (α) = Γ1 (px − eAx) + Γ2m cosα+ Λzm sinα. (20)
Following the same Goldstone-Wilczek type of calcula-
tion as before, one finds for the effective action
SIIeff = 0 (21)
which is clearly different from Eq. 18.
If the initial and final Hamiltonians H (0) and H (pi)
are the same, we would expect that any continuous de-
formation of the path in parameter space should result in
the same response difference for the two cases. The dis-
crepancy between (18) and (21) can only arise from the
fact that the masses m5 and ∆z compete. This is so as
one cannot deform path I to II without passing through
a gapless point/line. Further support for this idea can
be found by calculating the response difference on the
tilted paths III and IV in Fig. 1. One can do this by
considering, for example,
HIII (φ) = Γ1 (px − eAx) (22)
+Γ0m cosα+ Λ5m sinα+ Λz∆z sinα
and computing corrections in the effective action pertur-
batively in ∆z/m. As long as this dimensionless parame-
ter is small, we do not cross the gapless line. The proce-
dure is described in detail in Appendix A. An analogous
8calculation can be done for path IV, perturbatively in
m5/m. What one finds is that the effective actions do
not change from their respective original behaviors, i.e.,
SIIIeff = S
I
eff = 2Θ1D
SIVeff = S
II
eff = 0. (23)
Table 3 summarizes the above results. They suggest that,
indeed, the change in the behavior between paths I and
II is due to the discontinuous jumps at singular lines in
parameter space, as opposed to a smooth continuous evo-
lution.
There is, however, a subtlety in this discussion of the
electromagnetic response. As far as the topological re-
sponse properties of lattice fermionic systems go, SIeff is
essentially equivalent to SIIeff since they both represent
the response properties of trivial insulators. To put this
another way, the integer charge polarization from Eq. 18
can be removed by a gauge transformation on the Bloch
wavefunctions. Closed adiabatic evolutions of the Hamil-
tonian, however, still lead to pumping of quasi-particles.
Closing a circular path along trajectory I pumps twice an
electric charge in the present scenario.
Remarkably, these considerations show that a closed
path evolution of the Hamiltonian around the gapless
line, i.e., going forward on path I and reverse on path
II will not bring the system back to its original state,
which indicates a ground state degeneracy, and a type
of Berry phase holonomy that is being gathered in this
process. As a further consequence, we expect some other
‘hidden’ charge pumping during this process. In fact,
the spinfull SSH Hamiltonian allows for a set of SU(2)
conserved charges,
ta =
1
2
{σxτ0, σyτ0, σzτ0} = Sa, , (24)
i.e., just the spin components themselves. The different
∆ masses break this SU(2) spin invariance, but an arbi-
trary path in parameter space through ∆ still preserves a
spin-U(1) symmetry for rotations along a given axis. Fix-
ing a single conserved component at, say, Sz and gauging
this symmetry by introducing a gauge field ASzν , path II
now induces a finite response. One finds, following the
regular Goldstone-Wilczek calculation,
Seff =
1
pi
ˆ
d2xµν
[
θI∂µAν +
1
2
θII∂µA
Sz
ν
]
(25)
where θI,II corresponds to adiabatic evolution of the
families of Hamiltonians along the I or II trajectories.
Also, although we chose spin conservation along the z-
direction, an arbitrary direction could have been chosen,
with an appropriately parametrized corresponding rota-
tion.
These results suggest that the competition of mass
terms is related to the known physics of spin-charge sep-
aration in spinfull SSH chains. To further explore these
phenomena, we now proceed to consider a microscopic
picture of this problem, which is convenient to study the
physics of edge bound modes.
Path Response
I 2Θ1D
II −
III 2Θ1D
IV −
Figure 3. Summary of the electromagnetic θ-term responses
calculated in each path of Fig. 1 for the spin-doubled 1D
system.
B. Microscopic picture
We can shed some light on the above findings by con-
sidering an exactly solvable lattice model of the contin-
uum model above, still parameterized by m, m5 and ∆.
The lattice (doubled) SSH model is
Hmic =
∑
σ=±
N−1∑
j=1
(1− η)
(
a†j+1σbjσ + b
†
jσaj+1σ
)
+
∑
σ=±
N∑
j=1
(1 + η)
(
a†jσbjσ + b
†
jσajσ
)
+m5
∑
σ=±
N∑
j=1
(
a†jσajσ − b†jσbjσ
)
+∆z
∑
σ=±
N∑
j=1
σ
(
a†jσajσ − b†jσbjσ
)
, (26)
where σ = ± for up/down spins, and η is the deviation
from the (normalized to 1) initial hopping amplitude. We
have only included the ∆z spin-dependent mass term,
though we will mention the other spin mixing terms later.
The TI mass parameter m is fixed by η.
It is enough to study the limit η = −1, beginning with
m5 = ∆z = 0. At this point in parameter space, the cor-
relation length vanishes, and the eigenstates are formed
by
d†j±σ =
a†j+1σ ± b†jσ√
2
, (27)
which leave the exact zero-modes a1σ and bNσ at the ends
of the open chain. The presence of the spin degrees of
freedom from the doubling enforces additional degenera-
cies in the ground state of the open chain. In this flat
band limit, we can write down the boundary theory with
m5 and ∆z as perturbations, which simply reads
Hedge =

m5 + ∆z 0 0 0
0 m5 −∆z 0 0
0 0 −m5 −∆z 0
0 0 0 −m5 + ∆z
 ,
(28)
in the basis
{
|1a ↑〉 |1a ↓〉 |Nb ↑〉 |Nb ↓〉
}
, where
1a, Nb represent the sites on the left/right end.
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Figure 4. Ground states for open chains, η = −1, m5,∆z >
0. (a) m5  ∆z, one sees that the system is polarized (b)
m5  ∆z, one now sees the spin polarization; Blue and green
circles correspond to filled states in the bulk and edges of the
chains respectively. Effects of finite values of m5, ∆z on the
site densities are represented by the relative size of the circles.
In the thermodynamic limit with m5, ∆ → 0, the staggered
density pattern disappear but the filled ground states remain
the same.
From (28), the scenarios of bound states implied by the
axion action (25) can be studied easily, and are described
pictorially in Fig. 4. At half filling, i.e., when the bulk
periodic chain is insulating, two out of the four boundary
modes will be occupied. When |m5| > |∆z|, the lowest
energy states reside on a single edge. This leads to a
ground-state occupation of the states on the given edge,
and hence a non-vanishing charge polarization of the sys-
tem, which then breaks C and inversion symmetries. On
the other hand, for |m5| < |∆z| the ground-state occu-
pation has one state occupied on each edge, and for our
choice of a ∆z mass term these states have opposite spin
projection in z direction. This system has no charge po-
larization, and hence no boundary charge, but it does
have overall dangling spins at the edges.
The finite polarization state may be understood as a
spontaneously symmetry broken state. Concretely, one
considers finite m5 and ∆ and fills the two lowest en-
ergy boundary modes. In the thermodynamic limit with
an infinite chain, the states on the boundaries are iso-
lated and cannot tunnel between each end. If we take
limits ∆z → 0 first, followed by m5 → 0, we are led
to a spontaneously symmetry broken state with non-
vanishing charge polarization due to the gapped bulk.
Inverting the order of the limits, however, leads to a state
with dangling spins at the edges. This state presents no
spontaneously broken symmetries; the only possible bro-
ken symmetry would be time reversal, however, as the
two opposite spin states are degenerate at each edge, any
superposition is possible for the ground state, and time-
reversal symmetry is not broken. Under a spin U(1) sym-
metry conservation (in the z-direction, as we considered
before), all that can be said is that the domain wall in
the TI mass carries a single unit of spin 1/2.
Regarding the other spin mixing terms, if we consider
non-zero values of ∆x, ∆y, as well as ∆z, we may find
a different direction for the end state spin polarization.
Nevertheless, if m5 → 0 and then the ∆i → 0 limit is
taken, each end electron forms a spin-1/2 degeneracy
with full SU(2) invariance. This also matches the result
of the effective action with gauged SU(2) symmetry.
This picture is the hallmark of spin-charge separation
for SSH models with spin.27–29 Domain wall excitations
in this system can be chargons or holons, with charge
(±e), or spinons, with spin-1/2. These results are not
limited to the flat band limit, and one may verify them
analytically by considering Eq. (26) with η 6= 1. One can
simulate the edge by a domain wall with a kink in the TI
mass. The other edge is simulated by an anti-kink. In-
troduction and projection of m5 and ∆z into these states
recovers the discussed results. Even though the charged
kinks carry integer charge they are still fractionalized ob-
jects compared to the local degrees of freedom in the unit
cell since the fundamental excitation is an electron with
both charge and spin. For example, adding a ‘full’ elec-
tron to a positively charged kink takes away its charge
but converts it to a spin-1/2 kink. Thus, these funda-
mental kink defects will contain spin or charge, but not
both. This type of spin-charge separation is also seen in
flux defects in the quantum spin Hall state30,31.
The microscopic picture of spin-charge separation is
linked to the two planar (non-tilted) adiabatic paths by
our action Eq. (25) (in the limit of spin-z conservation,
for simplicity). Suppose now we take a closed adiabatic
path which encloses a singular line. We start in a symme-
try preserving state with m5 = ∆z = 0 and then perform
a pi-rotation in trajectory I (m −m5-plane) and then a
−pi-rotation in trajectory II (m−∆z plane) that brings
us back to our starting point. We can ask if this sys-
tem is different than, say, taking a full 2pi-rotation along
trajectory I (m − m5-plane.) If we consider these adi-
abatic paths as spatial evolutions/interfaces, then from
the analysis of the bound quantum numbers, in the first
case we would have both a bound chargon and a spinon,
i.e., an additional full electron, and in the latter case we
would have either two chargons or two holons. Hence the
different classes of adiabatic paths give rise to physically
distinct pumping processes, which are captured by Eq.
(25) when considering domain-walls in the correspond-
ing θI,II angles.
C. Adiabatic Pumping and the Mañes-Bardeen
formula
We can also consider the adiabatic evolutions of the
gapped 1D Hamiltonians in a more systematic way. Ef-
fective actions carrying topological content can be de-
duced with minimal labor by deploying an analysis pi-
oneered by Witten13 and further developed in Refs. 14
and 15. Given a system of fully gapped fermions, their
currents are defined by variations with respect to external
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gauge fields via the effective action for these fields. Such
effective actions may carry topological terms, which are
defined by corresponding anomalies; the results of Refs.
13–15 indicate how to construct these topological terms
systematically, for any type of fermionic mass fields.
To apply this method, let us re-analyze the doubled
SSH model Hamiltonian (14). Noticing that iΓ0Λ5 = Γ˜
defines a chiral symmetry, one may rewrite the fermion
operators as Ψ → χR,L = [(1 ± Γ˜)/2]Ψ. We will start
from the most symmetric system and introduce the anal-
ysis of the pumping paths by a symmetry breaking proce-
dure. Thus, the starting point is the action of the doubled
massless relativistic fermions in 1+1D,
S =
ˆ
d2x [χ¯Lγ · i (∂ + L)χL + χ¯Rγ · i (∂ +R)χR] .
(29)
Here, χ¯i = χ
†
iγ
0 and the Lagrangian Dirac matrices are
γ0 = Γ0 = σ0τx
γ1 = γ0Γ1 = iσ0τz. (30)
Also, the chiral matrix reads, explicitly, Γ˜ = σ0τy.
In general we can introduce a pair of non-Abelian
gauge fields R,L, which gauge all the symmetries of
this model. Let us analyze this problem in depth. The
fields display a vector U(1) symmetry χ
′
L = e
iθχL and
χ
′
R = e
iθχR and an axial U(1) symmetry, χ
′
L = e
iΓ˜θχL =
e−iθχL and χ
′
R = e
iΓ˜θχR = e
iθχR. Furthermore, they
display an SU(2)+ × SU(2)− symmetry. To see this,
consider the following matrices
ta =
i
2
Γ˜γ0 {Λx, Λy, Λz} (31)
λa =
i
2
γ0 {Λx, Λy, Λz} . (32)
In our particular representation,
t1 =
1
2
σxτ0, λ1 =
1
2
σxτy (33)
t2 =
1
2
σyτ0, λ2 =
1
2
σyτy (34)
t3 =
1
2
σzτ0, λ3 =
1
2
σzτy. (35)
Notice that λa = Γ˜ta and that the ta = Sa matrices are
nothing but the spin operators from (24). The commu-
tation relations obeyed by these matrices are [ta, Γ˜] =
[λa, Γ˜] = 0, as well as
[ta, tb] = iabctc,
[λa, λb] = iabctc,
[ta, λb] = iabcλc. (36)
The SU(2)+×SU(2)− symmetry is manifestly generated
as
g± = ei(
ta±λa
2 )θ
a
= ei
1±Γ˜
2 taθ
a
. (37)
Now we will begin introducing mass terms, and hence
start breaking the symmetries. First, we consider adding
the TI mass, which breaks the axial symmetries locally
and globally. In fact, this mass term also breaks the
SU(2)+ × SU(2)− symmetry to its diagonal SU(2) sub-
group, g+ = g− = g and g+g− = eitaφ
a
. We thus must
constrain the non-Abelian gauge fields R = L ≡ A and
the action reads
S =
ˆ
d2x
[
χ¯Lγ · i (∂ +A)χL + χ¯Rγ · i (∂ +A)χR
+m (χ¯LχR + χ¯RχL)
]
. (38)
The terms on the second line represent the TI mass. The
remaining symmetry of the problem is now SU(2)×U(1),
and we gauge it as
A = −itAAAS − i1Ae, (39)
where AS and Ae are the spin and electromagnetic gauge
fields.
It is our desire to consider transformations of the orig-
inal Hamiltonian which send m → −m. For this to be
accomplished, we will have to consider transformation
paths which break the discrete symmetries of the Hamil-
tonian, while conserving charges for transport. This can
be achieved, in the present context, by considering
S =
ˆ
d2x
[
χ¯Lγ · i (∂ +A)χL + χ¯Rγ · i (∂ +A)χR
+m
(
χ¯LUχR + χ¯RU
†χL
) ]
(40)
where generically
U = ei(θI+θII ·t). (41)
We are now set up to consider the pumping processes.
The two limiting cases of interest are: (i) path I rotations
parameterized as θI : 0→ pi, |θII | = 0, and (ii) path II ro-
tations parameterized as θI : 0,θII = (0 → pi)zˆ. Notice
that path II breaks the SU(2) symmetry, but not fully.
There is always a projection of the charges along the path
which is conserved, which we fix to be t3 = Sz for con-
creteness. We can also consider a general interpolation
between these two limiting cases, as
U = cosα+ i sinα (cosφ+ sinφαˆ · t) (42)
:= cosα+ i sinα (cosφ+ sinφt3) , (43)
where αˆ is a unit vector pointing in the SU(2) t direction
corresponding to a choice of a conserved U(1) subgroup.
Hence, the interpolation between positive and negative
TI massesm is fixed by α : 0→ pi, while the interpolation
between paths I and II is fixed by φ : 0→ pi/2. The gauge
fields along these paths are reduced to just
A = −it3ASz − i1Ae. (44)
These are deduced from the conserved U(1) charges, spin
and electromagnetic, and are the fields which couple to
the conserved charges whose pumping we probe.
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At this point, we are ready to introduce the gauged
Wess-Zumino action of Mañes-Bardeen. This action cap-
tures the topological part of the response of gapped
fermions to variations in its mass-generating fields (as
well as external gauge fields). Such a topological con-
tribution is fully determined by gauge invariance and
anomaly inflows, which are related to the computation
of triangle graphs as those used in our previous dia-
grammatic analysis (for a recent in-depth analysis, see
Ref. 32 and references therein). This connects Mañes-
Bardeen’s Wess-Zumino action directly to our problem
at hand; we will soon see that the method has computa-
tional advantages over the diagrammatic approach when
considering general interpolation paths between the ref-
erence points in the presence of all conserved charges
gauge fields. In 1+1D, the gauged Wess-Zumino action
of Mañes-Bardeen reads, in differential form notation,
δSWZ = C
ˆ
M3
tr
[
ω3 (R)− ω3 (L) + 1
3
(
U−1dU
)3] (45)
+C
ˆ
M2
tr
[
dUU−1L−RU−1dU −RU−1LU] ,
where ω3 is the Chern-Simons form
ω3 (A) = tr
[
AdA+
2
3
A3
]
(46)
where we have restored the gauge fields L and R for a
moment, M2 is the 1+1D manifold, M3 is the extended
manifold for the Wess-Zumino-Witten term, and the nor-
malization constant C can be fixed, for example, by con-
sidering the usual (anomalous) chiral rotation, whose re-
sult is known, and then comparing the pre-factors.
When considering our gapping terms we must fix L =
R = A, and this action simplifies to
δSWZ = C
ˆ
M3
tr
[
1
3
(
U−1dU
)3] (47)
+C
ˆ
M2
tr
[
dUU−1A−AU−1dU −AU−1AU] .
Since the only space-time dependent function in U is α,
see Eq. (43), one can write dU = Upi/2dα, where Upi/2 ≡
U (φ, pi/2 + α). Also, the result simplifies since the re-
maining gauge field components commute among them-
selves, and with U . Finally, the usual chiral anomaly in
1+1D for a doubled Dirac system implies Ctr [1] = 12pi ,
where tr[1] = 4 in the present matrix dimensionality.
Building up infinitesimal changes in the Wess-Zumino ac-
tion slowly by choosing α→ α+ δα with dα ∼ 0 at each
step, and taking contributions to first order in δα only,
we allow α to evolve to a full profile θ(x, t) and the full
Wess-Zumino action is given by
SWZ =
1
pi
ˆ
θe(x, t)dAe (48)
+
1
pi
ˆ
θs(x, t)dASz
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Figure 5. Real and imaginary parts of θe and θs as function
of φ1. Notice that the real parts vanish identically while the
imaginary parts jump exactly at the gapless point with φ1 =
pi/4. The jump value is pi. The jumping behavior for the
charge and spin functions are opposite, as expected. Red
and blue correspond to the topologically equivalent families
of deformation paths of path I and II in Fig. 1, respectively
where the charge, θe, and spin, θs, ‘axion’ fields read
θe(x, t) =
ˆ θ(x,t)
0
tr
[
Upi/2U
−1] δα (49)
θs(x, t) =
ˆ θ(x,t)
0
tr
[
t3Upi/2U
−1] δα. (50)
To show that we obtain the expected results we plot
in Fig. 5 the values corresponding to full evolutions m→
12
−m by using a fully uniform θ(x, t) = pi. We see that as
a function of φ, the pre-factors jump exactly by pi when
φ crosses the singular line value at pi/4. For path I, one
sees the build up of electric charge; for path II, spin is
pumped, as already discussed.
The arguments of this section generalize for the 3+1D
case below, but, first, we will consider a final analysis of
the 1+1D system via bosonization.
D. Adiabatic Pumping Using Bosonization
Since we are considering 1+1D systems, this allows
for a non-perturbative verification of the previous re-
sults using a bosonization picture of the continuum model
above11. Considering (14), we may proceed with the
standard bosonization recipe, ψRσ ∼ ei2
√
piφRσ , ψLσ ∼
e−i2
√
piφLσ for bosonic fields φR,L. Generically, Klein fac-
tors would appear when analyzing the mass terms Λx
or Λy, but to simplify our discussion we will only keep
Λz in this section, as to avoid discussing the non-Abelian
bosonization of the full SU(2) symmetric system. We can
define the charge and spin boson fields:
φc =
1√
2
(φ↑ + φ↓)
φs =
1√
2
(φ↑ − φ↓) . (51)
With a normalization of the boson fields by
√
2pi, the
Hamiltonian (14), with ∆x,y = 0, is mapped into the
Lagrangian
L = 1
4pi
(∂µφc)
2
+
1
4pi
(∂µφs)
2
− e
pi
φc
µν∂νAµ − 1
2pi
φs
µν∂νA
Sz
µ
−m 2
pia
cos (φc) cos (φs)
+m5
2
pia
sin (φc) cos (φs) (52)
+∆z
2
pia
cos (φc) sin (φs) ,
where Aµ =
(
A0, A1
)
is the electromagnetic vector po-
tential, ASzµ is the corresponding spin-gauge field, and a
is a short-distance cut-off scale.
One of the advantages of the bosonized picture is that
we can see explicitly how the electromagnetic response of
the system is associated only with a charge-like bosonic
field φc, and that there is no coupling between φs and
Aµ. Hence, we would not expect that shifts of φs would
generate any electromagnetic response, something that
is not as obvious in the perturbative field theory calcu-
lations of the Dirac fermions above. A similar analysis
holds or the spin-gauge field response.
Since the ground state configurations in the bosonized
picture are simple, this allows us to study the properties
of the full parameter space, even where perturbative cal-
culations of the Dirac fermions would break down close
to the gapless singular lines in the adiabatic parameter
space. At low-energies, a semi-classical study of the prob-
lem is enough for our purposes. First, the kinetic terms
guarantee that the ground states should be homogeneous
constant fields, φc = const. and φs = const.
′
. Now, let us
first considerm5 = ∆z = 0. One reads from the potential
∼ m cos (φc) cos (φs) (53)
that there are two degenerate minima for each sign of m,
namely
(φc, φs) =

(0, pi)
or
(pi, 0)
if m > 0
(φc, φs) =

(0, 0)
or
(pi, pi)
if m < 0. (54)
As one might expect,m = 0 leaves an ill-defined (gapless)
ground state. We note that to adiabatically connect the
m > 0 pair to the m < 0 pair we need to consider a
path with finite m5 or ∆z in the Hamiltonian parameter
space.
A possible question which may arise at this point is:
why does the bosonized version of the closed/periodic
(1+1)D problem have two ground states (for a given
mass sign) while the original free fermion problem only
appears to have one? The answer is that in our orig-
inal fermionic problem we did not discuss the possibil-
ities of different types of periodic boundary conditions
for the fermions (i.e., different spin structures). Indeed,
distinct pinned bosonic ground states can be accessed by
piercing the closed fermionic chain by pi−fluxes of the
charge/spin gauge fields. Such fluxes flip the boundary
conditions from periodic to anti-periodic, hence flipping
the parity of the fermionic ground states. For our system
there are two parity operators, giving four possibilities for
the ground states. These are the states manifest in the
present bosonic language.
Now let us consider adiabatic evolution. We can nicely
parameterize our paths of interest by the potential
V (φc, φs, α) = m cosα cos (φc) cos (φs)
−m5 sinα sin (φc) cos (φs)
−∆z sinα cos (φc) sin (φs) . (55)
With α evolving from 0 to pi, we may consider the two
different sets of pi-rotations from Section IVA. If ∆z = 0,
this evolution corresponds to the usual chiral rotation
which, in the bosonization formalism, is translated to
φσ → φσ + pi√2 . Then, from (51),
φc → φc + pi
φs → φs, (56)
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(a)
(b)
Figure 6. Evolution of the ground states for m = 1. Symme-
try allows us to consider only values of 0 ≤ φc, φs ≤ pi. The
dark blue circles correspond to the minima of V (φc, φs, α) for
m > 0 while the white circles correspond to the minima for
m < 0. (a)m5 = ∆z = 0; at α = pi/2 it is impossible to define
the ground state values for φc and φs. (b) m5 = ∆z = 1; at
α = pi/2 the minima become connected in phase space.
and we see that this transformation connects the ground
states (0, pi)→ (pi, pi) or the ground states (pi, 0)→ (0, 0).
In either case, the change in the Lagrangian is simply
|∆L| = eµν∂νAµ
which, as expected, corresponds to twice the 1D θ-term,
i.e., the same result found in Eq. 18. Hence, rotating φc
by 2pi recovers the adiabatic charge pumping mechanism
that was discussed above in a fermion language.
Analogously, if m5 = 0 and one follows the evolution
in the m−∆z-plane, one finds
φc → φc
φs → φs + pi. (57)
The ground states are now connected as (0, 0) → (pi, pi)
or (pi, 0) → (0, pi), and there is no change in φc. In fact,
the additionally imposed U(1) spin gauge field coupled
to the conserved spin component generates a θ-term for
the spin gauge field, and shifting φs by 2pi acts as an
adiabatic spin pump.
Now, if one considers finite values of both m5 and ∆z,
as we evolve α, the minima in (φc, φs)-space will start
to trace more complex trajectories, straying away from
the horizontal and vertical lines of the two special cases
above. However, as long as |m5| 6= |∆z| then the starting
and ending points match the results for max(|m5|, |∆z|).
Also, despite the degeneracy of the ground state for a
fixed sign of m, mixing between the ground states never
happens. On the other hand, if |m5| = |∆z| then during
the path, when α = pi/2, we find a valley of degener-
ate minima connecting the original two minima of the
(a)
(b)
Figure 7. Evolution of the ground states for m = 1. Symme-
try allows us to consider only values of 0 ≤ φc, φs ≤ pi. The
dark blue circles correspond to the minima of V (φc, φs, α)
for m > 0 while the white circles correspond to the minima
for m < 0. The red dashed lines show the trajectories of the
minima, red dots, as α is swept from 0 to pi (a) m5 = 1,
∆z = 0.25, during the evolution the minima move mostly in
the horizontals but connects the two pairs of ground states
uniquely. (b) ∆z = 1, m5 = 0.25, In this case, the minima
move mostly in vertical but again the ground states are always
well defined.
system, thus allowing for a non-adiabatic change in the
ground state, and making the evolution ill defined, as ex-
pected. These considerations are summarized in Figs. 6
and 7.
Interestingly, we can also consider the hybrid path dis-
cussed earlier where we first rotate in the m−m5-plane
by pi and then in the m −∆z-plane by −pi to return to
the starting point. In this case we see that during this
process we have the transformation
φc → φc + pi
φs → φs + pi. (58)
Hence, for a fixed sign of m, this process keeps us in
the same degenerate ground state subspace but switches
among the two ground states. Thus, we can see that the
singular line in our parameter space acts as a kind of
non-Abelian Berry flux that acts to switch the ground
state. Encircling the singular line twice will return us to
the original ground state.
V. 3+1D DOUBLED TI
So far we have studied generalized adiabatic pumping
processes in doubled 1D systems. For this, we computed
electromagnetic- and spin-gauge effective responses for
1D insulating systems via adiabatic transformations of
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the Hamiltonian. From the doubled model we were able
to develop inequivalent classes of paths in parameter
space. Depending on the path chosen, the effective ac-
tion implied that the adiabatic transformation led to a
charge-pump, a spin-pump, or a “full-electron" pump.
The general results and procedures in 1D and 3D are
very similar. From the point of view of electromagnetic
responses, adiabatic pumping in 3D is signaled by the
Chern-Simons axion coupling
Seff [A] =
1
8pi2
ˆ
θdAdA, (59)
where A is the electromagnetic vector potential, and θ
parametrizes the adiabatic deformation of the Hamilto-
nian. The corresponding currents derived from this ef-
fective action are
〈jµ〉 = δSeff
δAµ
=
1
4pi2
µνρσ∂νθ(x, t)∂ρAσ. (60)
To generate a response one needs both a space or time
variation of the adiabatic parameter, and an electric or
magnetic field, respectively. The physics of this axion
coupling is exactly the topological magneto-electric ef-
fect that exists in 3D time-reversal invariant topological
insulators7. In this context, the corresponding pump-
ing process obtained by the evolution of the θ param-
eter has been dubbed a "Chern-Simons axion adiabatic
pumping"33.
An simple way to understand this response can be de-
veloped in the presence of a uniform magnetic field. In
this case, the response becomes analogous to copies of
the response for a 1D Z2 topological insulator, i.e., the
usual Goldstone-Wilczek response. The number of copies
is simply equal to the number of flux quanta. We will
adopt this idea and use it to explore the different quan-
tum numbers pumped in this context.
A. Generalities
Consider doubling a minimal model for a 3D TI Hamil-
tonian and including additional mass terms. For exam-
ple, we study the model
H3D =
ˆ
d3xΨ†H3DΨ
H3D = Γ · (p−A) + Γ0m+ Λ5m5 + Λ ·∆, (61)
now with the basis
Γ1 = ρ0α
x, Λ5 = ρ0β5
Γ2 = ρ0α
y, Λx = ρxβ5
Γ3 = ρ0α
z, Λy = ρyβ5 (62)
Γ0 = ρ0β, Λz = ρzβ5
where
α = τzσ
β = τxσ0 (63)
β5 = τyσ0.
Matrix C T
Λ5 X ×
Λx X ×
Λy X X
Λz × ×
Table II. Symmetry properties of the masses for the (3+1)D
doubled TI model under charge-conjugation (C) and time-
reversal (T ) transformations. The corresponding symmetry
is broken/preserved for ×/X marks, respectively. Our choice
of symmetry structure leads to an exactly mirrored behavior
between the C and T columns with respect to the 1D case.
In this basis, σi represents spin, τi are orbital degrees
of freedom, and ρi are the doubling-related degrees of
freedom (which we do not specify explicitly, but may
be of orbital content also, and will henceforth be re-
ferred to as “doubling-orbital" degrees of freedom). This
model has discrete time-reversal and particle-hole sym-
metries with operators T = iσyK and C = ρyτyσyK.
Table II summarizes the symmetry properties of the ex-
tra mass terms with respect to these operations. These
additional mass terms will define the pumping parame-
ter space as discussed below. As an aside, if one were to
identifyH3D with a BdG doubled Hamiltonian, such that
C were a strict particle-hole redundancy, then this model
is just a 3D topological insulator with a chiral mass m5,
and ∆y and ∆x are the real and imaginary parts of a
proximity-coupled s-wave superconducting order param-
eter. As the electromagnetic charge U(1) symmetry is
broken in this case, the concept of pumping is not as
well defined and we leave further comments on this to
the conclusion. Another interpretation for this model is
that of a topological crystalline insulator. This system
has a trivial strong invariant, but will have non-vanishing
mirror Chern numbers for the mirror operators given by
mˆx = iΓxΛ5, mˆy = iΓyΛ5, and mˆz = iΓzΛ5. We can
see this by restricting the model to the kx = 0, ky = 0
or kz = 0 planes respectively and calculating the mir-
ror Chern number which we find to be Cx = 2, Cy = 2,
or Cz = 2 respectively, if we keep our previous choice of
regularization where a negative mass represents the topo-
logical phase. This implies that on surfaces with mˆx, mˆy
or mˆz symmetry there will be two surface Dirac cones
stabilized by mirror symmetry that lie along a mirror
line; recall that only an odd number of cones is stabilized
if we just have time-reversal symmetry.
When exploring the response and pumping processes,
many of the results from Sec. IVA hold in the 3D case
with few modifications. The extra mass terms are again
compatible with the usual TI mass, but compete with
each other. We find that, of example, the evolution
through path I computed from the standard triangle
anomaly using the m5 mass gives twice the standard θ-
term, i.e.,
SIeff = 2Θ3D, (64)
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Path Response
I 2Θ3D
II −
III 2Θ3D
IV −
Figure 8. Summary of the responses calculated in each path
of Fig. 1 for the particle-hole doubled (3+1)D case.
where
Θ3D =
e2
4pi2
ˆ
d4x θE ·B. (65)
All of the responses can be calculated similarly to our
method in 1D, and we explicitly show this in Appendix A.
Table 8 summarizes the results obtained for the doubled
3D case using these perturbative methods. In what fol-
lows, we give a microscopic interpretation for the (3+1)D
case.
B. 3D TI surfaces in a magnetic field
In this section we aim to connect the results found in
(3+1)D in Sec. VA with those in Sec. IV for the (1+1)D
system, so that we can easily interpret the types of quan-
tum numbers are pumped on each class of paths in our
adiabatic parameter space. We will consider this in the
context of the doubled 3D TI response (65) in the case
of a uniform magnetic field, say, in the z direction,
Θ3D =
e2Bz
4pi2
ˆ
d4xθEz. (66)
If we define E¯z =
´
dxdyEz/Axy to be the average of the
electric field in the xy plane with area Axy, we find
Θ3D =
e
2pi
ˆ
dzdtθ˜E¯z, (67)
with θ˜ = eΦ2pi θ = NΦθ, Φ = BzAxy is the magnetic flux
through the plane, and NΦ is the number of flux quanta
in units of Φ0 = 2pi/e(= h/e). Because of this form of the
effective action we expect that the surfaces of the doubled
3D TI in the presence of a uniform magnetic field must
behave analogously to (NΦ copies of) the ends of the
doubled SSH model. In particular, the spin and charge
pumps considered in Sec. IV should have an analogy in
(3+1)D.
To see this we can solve the surface Dirac Hamiltonian
explicitly when in the presence of the uniform perpen-
dicular magnetic field. The surface physics of the 3D TI
is known for being described by massless Dirac fermions,
and the surface modes may be found by considering a
TI mass with a domain wall as a simple model for the
surface
m (z) =
{
< 0 if z > 0
> 0 if z < 0
, (68)
and looking for states localized around z = 0. An ansatz
for these localized states takes the form
ψ (r) =
1√N e
− ´ z
0
m(z′)dz′φ (x, y) , (69)
where N normalizes the exponential factor, and φ is a
normalized spinor satisfying
m (z) (−iρ0αz + ρ0β)φ = 0. (70)
For the doubled system, the spinors are of the form
φ = (φ1, φ2)
T , where φ1,2 are four-component spinor
wavefunctions of only the x, y coordinates. This reduces
the matrix dimension of the problem by two, whose so-
lution allows for the definition of a basis for the localized
states
χ1 =
1√
2

1
0
i
0
 , χ2 = 1√2

0
1
0
−i
 , (71)
and the basis(
χ1
0
)
,
(
χ2
0
)
,
(
0
χ∗1
)
,
(
0
χ∗2
)
. (72)
Now we may project the original Hamiltonian (61) in the
new basis, to obtain the surface Hamiltonian
H˜surf = Γ˜ · p⊥ − Γ˜ · A˜⊥ + Λ˜5m5 + Λ˜ ·∆, (73)
where ⊥ fixes only components in the xy plane. The
projected matrices are
Γ˜x = ρ0σ˜x
Γ˜y = ρ0σ˜y
Λ˜5 = ρ0σ˜z
Λ˜1 = ρxσ˜y
Λ˜2 = ρyσ˜y
Λ˜3 = ρzσ˜z, (74)
where σ˜ and ρ are 2×2 matrices in the basis (72). No-
tice that ρ still represents the doubling degrees of free-
dom of the original Hilbert space, while, from (71), the
states χ1,2 have well defined spin (up/down respectively).
The gauge field, being z-independent, is unaffected by z-
averaging
A˜⊥ ≡
ˆ +∞
−∞
1
N e
−2 ´ z
0
m
(
z
′)
dz
′
A⊥ = A⊥. (75)
Now we may study the Landau level problem of the
surface, our aim being to find the low-energy degrees of
freedom bound to the surfaces in a magnetic field, and
then to consider the effects of masses m5, and ∆ pertur-
batively as we did for the end states of the (1+1)D sys-
tem. For the surface, the blocks of the doubled degrees
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of freedom decouple and one has to solve the eigenvalue
problem for
HQHE,i = σ˜x (px −Ax) + σ˜y (py −Ay) , (76)
with i = 1, 2 fixing the two surface copies, and where we
have replaced A˜ with A since they are equivalent here.
The solution to this problem is known and is analogous
to studying the Landau level problem in graphene34. Di-
agonalization may be achieved by considering A in the
symmetric gauge A = − r×B2 = B2 (−y, x, 0) and writing
complex coordinates ξ = x + iy. With these one defines
the ladder operators
O†i =
1√
2
(−i∂ξ + iξ∗) , Oi = 1√
2
(−i∂ξ∗ − iξ) (77)
acting on each copy of the surface, such that
HQHE,i |χi〉 =
(
O†i σ˜
+ +Oiσ˜
−
)
|χi〉 = E
ωc
|χi〉 , (78)
with σ˜± ≡ 12 (σ˜x ± iσ˜y) and the cyclotron frequency in
the present units reads ωc =
√
2B.
Squaring the Hamiltonian shows that the number op-
erators O†iOi are good quantum numbers and one can
solve the Hamiltonian to find the energies to be E±N =
±ωc
√
N . Of importance for our analysis are just the,
lowest energy, zero modes
χ˜i,0 =
(
1
0
)
|0〉i , (79)
where 〈ξ, ξ∗|0〉i is the zero-mode wave function in the i-
th copy. Notice that in our surface of choice, the χ˜i,0
spinor is totally polarized in the upper χ1 space, which
we see from the previous analysis, carries spin ↑. Hence,
both copies of the surface state zero-modes are totally
up-spin polarized; they will be down polarized on the
other surface.
Now we can treat the mass terms perturbatively in the
subspace of degenerate zero modes, including each copy.
The projection into the zero-mode subspace implies
Γ˜x → 0
Γ˜y → 0
Λ˜5 → ρ0
Λ˜1 → 0
Λ˜2 → 0
Λ˜3 → ρz. (80)
Assuming that the surface we considered was the upper
one, we write the low-energy surface Hamiltonian
H¯u = m5ρ0 + ∆zρz, (81)
where u stands for the upper surface. To closely compare
with our (1+1)D lattice model results we need to also
consider the lower surface. The projection for the lower
surface can be found in practice by simply inverting the
sign of the external magnetic field, such that spin will
then point anti-parallel to the surface. We may finally
write
Hsurf =

m5 + ∆z 0 0 0
0 m5 −∆z 0 0
0 0 −m5 −∆z 0
0 0 0 −m5 + ∆z
 ,
(82)
in the basis
{
|u↑, 1〉 |u↑, 2〉 |l↓, 1〉 |l↓, 2〉
}
, where u↑, l↓
label the up-spin upper surface and down-spin lower sur-
face.
With this form of the perturbative Hamiltonian we
could repeat a discussion analogous to the one in Sec.
IVB for the 1D case. In fact, comparing Hsurf derived
in here with Hedge from Sec. IVB shows the exact same
result, the only difference being the quantum numbers
carried by the end modes, and the fact that there is a
Landau level degeneracy in 3D equal to the number of
magnetic flux quanta penetrating the surface. In the
present case, the interplay between the strength of m5
and ∆z determines whether we will have spin polarization
on the surface, or a polarization in the doubling-orbital
degrees of freedom.
Going back to our interest in pumping processes, these
surface effects imply that evolutions through path Ib,
from Fig.2 should correspond to pumps of the (surface)
electromagnetic Chern-Simons coefficient, i.e., an elec-
tromagnetic surface Hall conductivity, i.e., one complete
cycle pumps a Hall conductivity of |2e2/h|. As we will
see in the next section, this effect is also accompanied
by a pumping in the surface Chern Simons term for the
gauge field coupling to the conserved U(1) charge of the
doubled-orbital degree of freedom. Interestingly, the cor-
responding effect for path Ia is that the electromagnetic
field may pump a mixed Chern Simons term between the
electromagnetic and doubled-orbital gauge fields. In this
case, electric (magnetic) fields of one gauge field will drive
a Hall current (trap charge) of the other gauge field. This
suggests that the bulk action in this case should contain a
mixed axion term between gauge fields corresponding to
the electromagnetic field and the conserved correspond-
ing charge from the doubled-orbital since this translates
to a mixed Chern-Simons term between these gauge fields
on the surface. We will see in the next Section that this is
realized precisely. Finally, evolutions through paths IIa
and IIb should correspond to a combination of pumps
between the regular Hall (electromagnetic and doubled-
orbital) coefficients and the mixed Hall ones, with oppo-
site signs between IIa and IIb.
C. Mañes-Bardeen Anomaly in 3D
In three spatial dimensions, the bosonization analy-
sis is not easily available. However, it is possible to
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repeat the anomaly analysis derived from the Bardeen
form of the gauged Wess-Zumino action14,15,35. This will
allow for a non-perturbative check on our perturbative
response and pumping results, e.g., to confirm there is
no axion-term build up in ∆-mass type evolutions of the
Hamiltonian.
The analysis of the gauge symmetries, the action, and
paths follows exactly as in Sec.IVC, as that is dimension
independent. In our representation of the 3D system the
SU(2) matrices now read
t1 =
1
2
ρxτyσy, λ1 = −1
2
ρyτxσy (83)
t2 =
1
2
ρyτyσy, λ2 =
1
2
ρxτxσy (84)
t3 =
1
2
ρzτ0σ0, λ3 = −1
2
ρ0τzσ0 (85)
while the axial U(1) one reads
Γ˜ = ρzτzσ0. (86)
Now one may consider interpolation paths which breaks
the doubling-orbital SU(2) symmetry generated by ti into
a doubling-orbital U(1) Considering a general interpola-
tion between path I and path II by a path which preserves
t3, one writes
U = m [(sinφt3 + cosφ) i sin θ + cos θ] (87)
A = −it3Ao3 − iA, (88)
where Ao3 is the gauge field corresponding to the con-
served SU(2) component related to the doubled-orbital
degree of freedom.
In this basis, we may perform an analysis, similar to
what we carried out in the 1+1D case, and introduce the
Bardeen form of the Wess-Zumino action in the presence
of the U matrix, which captures the system’s response
due to anomalies. In 3+1 dimensions the result is much
more involved, and reads, for vector gauge fields35
δSWZ =
(ΓWZ (A,U)− ΓWZ (A, 1))/2 =
C
ˆ
M4
Tr
(
dUU−1
)5
+5C
ˆ
M3
Tr
(
AdA+ dAA+A3
) (
dUU−1 + U−1dU
)
−5C
2
ˆ
M3
Tr
[
AdUU−1AdUU−1 −AU−1dUAU−1dU]
−5C
ˆ
M3
TrB
[(
dUU−1
)3
+
(
U−1dU
)3]
−5C
ˆ
M3
Tr
[
dAdUAU−1 − dAdU−1AU]
−5C
ˆ
M3
Tr
[
AU−1AU
(
U−1dU
)2 − U−1AUA (U−1dU)2]
+5C
ˆ
M3
Tr (dAA+AdA)
(
U−1AU − UAU−1)
+5C
ˆ
M3
Tr
(
AUAU−1AdUU−1 +AU−1AUAU−1dU
+
1
2
UAU−1AUAU−1A
)
(89)
where M3 and M4 represent the (3+1)D TI manifold
and extended (4+1)D manifold for Wess-Zumino-Witten
term, respectively. Plugging our specific form for the U -
matrix one achieves great simplification. The constant C
can be determined from the usual chiral anomaly for a
doubled TI system via CTr [1] = 1120pi2 . We finally find
SWZ =
2
8pi2
ˆ
θe (~x, t) (dAedAe + dAo3dAo3)
+
2
4pi2
ˆ
θs (~x, t) dAedAo3 (90)
Notice that the θe and θs functions are the same as the
ones computed in the 1D scenario in IVC, except now the
full evolution profile θ(~x, t) may now fluctuate in (3+1)D
space, not only in (1+1)D (a note on notation, do not
confuse the functions θe and θs with the profile θ of evo-
lution of the parameter α. Compare with equations (49)
and (50)). As a consequence, path I binds axion terms
for both electromagnetic and doubling-orbital U(1) gauge
fields, while path II binds mixed axion terms between the
electromagnetic and doubling-orbital gauge fields..
As a check, the integrand of θe in the limiting cases
of φ = 0, pi/2,  and pi/2 −  (for infinitesimal ) can be
analytically shown, to first order in , to reduce exactly
the results found from the perturbative diagrammatic ap-
proach of the calculation of the electromagnetic part of
the action. More generally, for the evolution to a non-
uniform θ(~x, t) one may use these expressions to study
surface effects. For example, if we evolve the system to
a profile θ(~x, t) equal to pi for z > 0, however locked to 0
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in for z < 0, then from Fig. 5, one may write
θe (x, t) = piΘ (z) Θ (pi/4− φ) (91)
θs (x, t) = piΘ (z) Θ (φ− pi/4) , (92)
where Θ is the Heaviside step-function. Plugging into the
axion effective actions and integrating by parts will turn
the spatial-dependent step functions into Dirac deltas
which act to bind remaining part of the effective ac-
tion to the domain-wall/surface (i.e., z = 0). The ef-
fective description on the surface for evolution on path
I of Fig.1 is electromagnetic and doubled-orbital Chern-
Simons terms, while for path II is mixed Chern-Simons
between them, as expected from our previous discussions.
VI. CONCLUSIONS
Many decades ago, insulating systems were thought
to be uninteresting from the point of view of transport
physics. However, Thouless pumps are one example that
demonstrate exotic charge transport phenomena in insu-
lators. By introducing multiple copies of canonical mini-
mal models for Thouless pumps in (1+1)D and (3+1)D,
we extended the parameter space for adiabatic Hamil-
tonian modifications into a larger, multiply-connected
space. This is possible because the extra degrees of free-
dom allow for the addition of different gapping terms to
the Hamiltonian which can compete with one another
depending on their symmetry properties. Regions of pa-
rameter space where the competing terms compensate
each other completely define gapless singular regions that
must be avoided during pumping processes.
We found that, remarkably, the effective electromag-
netic action built in an adiabatic evolution in an open
path in such a parameter space depends on the class of
path chosen and its corresponding broken symmetry, in-
stead of simply the starting and ending reference Hamil-
tonians. Full cycle evolutions back to the starting point
in parameter space may then define quantum pumps of
different quantum numbers and depend on the class of
closed loop. In the (1+1)D context with an added spin
U(1) symmetry, we found three different pumping pro-
cesses (i) a charge pump, (ii) a spin pump, and (iii) for a
path encircling a singular gapless line, the pumping of a
full electron (charge plus spin). From a microscopic point
of view, the adiabatic evolutions of the Hamiltonian lead
to different, degenerate, ground states introduced by the
degrees of freedom from doubling.
The (3+1)D case led to similar results as in (1+1)D,
with some reinterpretation of the meaning of the degrees
of freedom of the doubled system. In particular, the
possibility of realizing the pumps in a mirror-symmetric
crystalline topological insulator context implies that the
SU(2) (valley) gauge field discussed above may be gen-
erated by strain fields. The considerations in this 3D
scenario are reminiscent of, and enforce, the concept of
Chern-Simons axion pumping described in Ref. 33. We
also note that, when viewed from the open path/effective
response theory point of view, our Hamiltonian transfor-
mations present a realization of the T and S transforma-
tions for Sp(2N,Z) actions proposed in Ref. 36 for gen-
eral (3+1)D U(1)N Abelian gauge theories (with N = 2
here). These generalize electric-magnetic duality on the
space of conformally invariant boundary conditions for
a free U(1)N -flavor Abelian (3+1)D gauge theory. The
Sp(2N,Z) has three generators, of "T-,S-, and GL-"types
which should act at the (3+1)D system boundary. While
rotations of type of path-I correspond to T-type trans-
formations, which simply adds to the conserved currents
the Hodge dual of the field strength without changing
the underlying theory (i.e., it transforms the action by
adding the corresponding surface Chern-Simons terms),
S-type transformations can be realized by rotations of
type-II in our formalism. This adds to the surface the-
ory, as we have seen, mixed Chern-Simons terms, which
in fact make the background gauge fields actually dy-
namical. Searching then for actual physical realizations
of such systems as presented here, with surfaces gapped
spontaneously or explicitly with order parameters in the
doubling degrees of freedom may be an interesting route
to novel topological phenomena.
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Appendix A:
Triangle Anomaly Computations
Let us explicitly present the calculations considered
throughout this work related to the interpolations from
Fig. (1). We consider paths I and III in 1D. The cal-
culations for the other paths, and for the 3D case, follow
analogously to these results summarized in Tables 3 and
8. Calculations are done in Minkowski space with i pre-
scription omitted. This can be taken into account by
Wick rotation in the momentum integrations whenever
necessary.
Quite generally, we compute effective actions by com-
puting, in the gradient expansion (over external fields),
the partition functions in the presence of a generic
electromagnetic gauge field A, and considering small
transformations over a smooth and slowly varying path
parametrization variable α as
Seff [A,α+ δα] = −i log Z[A,α+ δα]Z[A,α] (A1)
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which we expand to first order in δα considering α ∼
const.. This is arranged so that we can use small trans-
formations of the Hamiltonian and develop them, step-
by-step, into a full profile θ(x, t), as discussed in the In-
troduction. Importantly, θ(x, t) may have a strongly fluc-
tuating space-time dependence (like a step function). For
the full profile θ, we then have
Seff [A, θ] =
ˆ θ(x,t)
0
Seff [A,α]δα. (A2)
Path I
Consider Hamiltonian (14) with ∆ = 0, m5 = m,
and introduce a path connecting the different insulating
phases as in (17), which we repeat here for convenience
for the reader,
H = Γ1 (px − eA) + Γ2m cosα+ Λ5m sinα
= Γ1px − Γ1A+mΓ2eiγ5α (A3)
with iγ5 = Γ2Λ5 = iΓ1.
Now let us introduce a small change in α → α + δα
and unwind the mass phase by rotating the spinors as
ψ = e−iγ5α/2ψ
′
ψ† = ψ
′†eiγ5α/2. (A4)
Equality of the partition functions before and after
the fermion rotation leads to the "naive" chiral Ward-
Takahashi identity implying the conservation of the chiral
current for vanishing TI mass. We know that this con-
servation is actually spoiled due to the chiral anomaly,
captured by a non-invariance of the Jacobian. In the
present approach, α is considered, overall, a constant and
builds no Jacobian. On then just needs to compute the
effective action in gradient expansion in δα (Goldstone-
Wilczek calculation.)
Up to the neglected gradients of α, the Hamiltonian
thus reads:
H = Γ1px − Γ1A+ Γ2m+ imΓ2γ5δα. (A5)
The Lagrangian becomes
L = Ψ† (i∂t − Γ1px + Γ1A− Γ2m− imΓ2γ5δα) Ψ
= Ψ¯ (iγµ∂µ −m+ γµAµ − imγ5δα) Ψ (A6)
with Ψ¯ = Ψ†Γ2 and
γ0 = σ0τx
γ1 = −iσ0τy
γ5 = σ0τz. (A7)
The resolvent reads
G0 (k) =
i
γµkµ −m = i
γµkµ +m
k2 −m2 , (A8)
and the potential is
V = −γµAµ + imγ5δα.
Terms in the effective gauge action at first order in δα
give the (topological) contributions to the average of the
chiral current. After integrating out the fermions with
(A6) in the path integral, the effective action to second
order in the potential V is given by
δSeff = −i1
2
Tr (G0V G0V ) . (A9)
Keeping one contribution from the dynamical δα, and
one from the gauge field A, reduces the effective action
to
δStopo = −iT r (G0 (−6A)G0 (im) γ5δα)
= −m
ˆ
k
ˆ
q
tr [G0 (k) 6A (−q)G0 (q + k) γ5δα (q)]
= −m
ˆ
q
Aµ (−q) δφ (q)
×
ˆ
k
tr [G0 (k) γ
µG0 (q + k) γ5] . (A10)
The trace over the spin matrix σ0 is trivial and gives a
factor of 2. Also, the only non-vanishing trace is the one
with τxτyτz, with tr [γµγνγ5] = 4µν . We find
tr [G0 (k) γ
µG0 (q + k) γ5]
= −tr
[
γσkσ +m
k2 −m2 γ
µ γ
ν (q + k)ν +m
(q + k)
2 −m2 γ5
]
= −4mµν 1
k2 −m2
1
(q + k)
2 −m2 qν . (A11)
To the lowest order in q (gradient expansion) we have
δStopo = 4m
2µν
ˆ
q
Aµ (−q) δα (q) qν
ˆ
k
1
(k2 −m2)2
= −i4 1
4pi
µν
ˆ
q
Aµ (−q) δα (q) qν
= − 1
pi
µν
ˆ
x
δα∂νAµ, (A12)
in agreement with (18).
Path III
So far the results are standard. Now let us consider the
tilting of path I given by path III. The way to proceed is
as follows. Hamiltonian (17) now acquires a contribution
from ∆z ≡ ∆,
H = Γ1px − Γ1A+ Γ2 cosφm+ Λ5 sinφm+ ∆Λz sinφ
= Γ1px − Γ1A+mΓ2eiγ5φ + i∆Γ2Γ5 sinφ, (A13)
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with Γ5 ≡ −iΓ2Λz = σzτz = σzγ5. Once again introduc-
ing small deviations in α leads to
H = Γ1px +mΓ2e
iγ5α + i∆Γ2Γ5 sinα.
−Γ1A+mΓ2eiγ5αiγ5δα
+ i∆Γ2Γ5 cosφδα (A14)
and rotating the spinors, neglecting its spatial and tem-
poral derivatives, gives
H = Γ1px +mΓ2 + i∆Γ2Γ5 sinαe
−iγ5α
−Γ1A+mΓ2iγ5δα
+ i∆Γ2Γ5e
−iγ5α cosφδα. (A15)
The Lagrangian becomes
L = Ψ¯ (iγµ∂µ −m− i∆ sinφΓ5e−iγ5α + γµAµ)Ψ
+Ψ¯
(−imγ5 − i∆Γ5e−iγ5α cosα) δαΨ. (A16)
We are going to consider ∆  m and calculate a per-
turbative correction to the topological term. The ex-
pectation is that this correction should vanish since this
modified path should give the same result.
In computing the approximate Green function we use
that, given a matrix A and a unitary transformation U
that diagonalizes it as UAU† = D, we can write
1 +A = U† (1 +D)U
⇒ 1
1 +A
= U†
1
1 +D
U (A17)
and since we can use Taylor expansion to every eigenvalue
of D (or 1 +D),
1
1 +A
= U†
1
1 +D
U
≈ U† (1−D)U
= 1− U†DU
= 1−A. (A18)
The Green function is, to first order in ∆,
G0 = i
i
γµkµ −m− i∆Γ5 sinφe−iγ5φ
= i
γµkµ +m− i∆Γ5 sinφeiγ5φ
k2 −m2 −∆2 − 2m∆Γ5γ5 sin2 φ
. (A19)
Now we notice that Γ5 and γ5 commute and may be
diagonalized simultaneously. So we may use (A18),
G0 = i
γµkµ +m− i∆Γ5 sinφeiγ5φ
k2 −m2
1
1− ∆2+2m∆Γ5γ5 sin2 φk2−m2
≈ iγ
µkµ +m− i∆Γ5 sinφeiγ5φ
k2 −m2
(
1 +
2m∆Γ5γ5 sin
2 φ
k2 −m2
)
≈ iγ
µkµ +m
k2 −m2
−∆ sinφi
[
iΓ5e
iγ5φ
k2 −m2 − 2m sinφ
γµkµ +m
(k2 −m2)2 Γ5γ5
]
≡ G00 −∆ sinφG01, (A20)
with
G00 =
γµkµ +m
k2 −m2
G01 = i
[
iΓ5e
iγ5φ
k2 −m2 − 2m sinφ
γµkµ +m
(k2 −m2)2 Γ5γ5
]
= Φ1Γ5 − Φ2 (1 + 2mG00) Γ5γ5, (A21)
and
Φ1 (k) = − cosφ
k2 −m2
Φ2 (k) =
i sinφ
k2 −m2 . (A22)
Also, the potential may be written
V = VA + Vφ (A23)
with
VA = γ
µAµ
Vφ = −imγ5δφ−∆iΓ5e−iγ5φ cosφδφ
≡ Vφ0 + ∆Vφ1. (A24)
This allows us to separate the first order in ∆ (over m)
correction to the action
δStopo = Tr (G0VAG0Vφ)
= δS0topo + ∆δS
1
topo (A25)
where
δS0topo = Tr (G00VAG00Vφ0)
δS1topo = Tr (G00V0G00Vφ1)
−Tr (G00V0G01V0)− Tr (G01V0G00V0) .
(A26)
We have shown that δS0topo gives (twice) the expected
theta-term. Our goal is to see if there is any correction
due to δS1topo.
Realizing that
Vφ1 = σz
(−i∆γ5e−iγ5φ cosφδφ)
G01 = σz (Φ1γ5 − Φ2 (1 + 2mG00)) (A27)
it is easy to see that, since the traces over the σ and the
τ matrices decouple, δS1topo vanishes (since the σz traces
vanish).
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