In this paper, we propose a differential evolution (DE) algorithm which aims to optimize a system whose parameters form a multidimensional array. Determination of the optimal demixing matrix in a blind signal separation problem can be considered as an example of this type of system. Since the DE algorithm performs only on column vectors, it can be used after the multidimensional array is transformed into a column vector. Once the optimization is completed, the solution vector must be transformed back into its original multidimensional form. These transformations increase computational complexity of regular DE algorithm that may be costly especially when the number of parameters is large. The proposed algorithm directly performs on multidimensional arrays without transformations between the array and the vector forms. Another advantage of using the array form is to have better intuition through optimization task. We derive this algorithm from regular DE algorithm by viewing the multidimensional array as a vector in the Cartesian product of real valued vectors. The dimensions of the real valued vectors are not required to be the same. We verify the robustness and effectiveness of this algorithm with two examples.
INTRODUCTION
The differential evolution algorithm is a global optimization method which relies on variations and selections of a number of solution candidates [1] . The solution candidates are real valued vectors containing the parameters of a system which need to be optimized. The variations are achieved by means of scaled differences of randomly chosen solution candidates and the selection is performed by choosing the variations that yield smaller cost function values in a minimization problem.
The DE optimization algorithm has been successfully applied to problems in several fields due to its advantageous properties [1] [2] [3] . The algorithm is simple since it involves only a few parameters and a few arithmetic operations. The algorithm is also suitable for parallel computation which is important for optimization problems with large number of parameters. Since the DE algorithm is a direct search method, it can be used whenever the cost function has no derivative. Its robustness has been proved on applications including machine learning, pattern recognition, mechanical and chemical engineering, etc. [4, 5] . In particular, the DE algorithm is successfully used in many signal processing applications such as filtering [6, 7] and signal separation algorithms [8] .
There are many optimization problems whose parameters naturally fit into two (matrix) or more dimensional arrays [8, 9] . A method is developed for finding the optimal demixing matrix which is used in the separation of multiple signals from a superimposed signal [8] . A similar parameter structure arises in clustering data sets where multiple vectors are partitioned into a finite number of clusters (classes) [9] . In both studies, the regular DE algorithm is used, i.e. the solution candidates are formed as column vectors, the optimal solution vectors are found by the regular DE algorithm, and then the solution vectors are converted back into multidimensional arrays.
In this paper, we present an extended form of DE algorithm which deals with optimization of the systems with parameters in the form of multidimensional arrays. Since this algorithm directly uses multidimensional forms, there is no need for forming the problem in a column vector and then converting the solution vector into its original form. This increases the intuition and also decreases the computational complexity specifically when the number of parameters is very large. In section 2, we present this algorithm and in section 3 we give two illustrative examples which is followed by the conclusive remarks.
ALGORITHM
Let be a vector space containing multidimensional arrays which are the Cartesian product of K real valued vectors: 1 2 ... 
In other words, entries of all vectors in take values between the entries of min X and max X .
As an example, consider the following vectors min X and max X in 2 3 x :
The vector 1 X in equation (3) satisfies the conditions (4) and (5) while the vector 2 X in the same equation does not satisfy these conditions since
At iteration 2, 3,...., l L , construct a mutant vector n V for each vector n X in the population l S :
where F is a real number satisfying 0 2 F and the vectors 
where n C has the same dimensions with n X with the entries which are realizations of uniform distribution between 0 and 1 and CR denotes the crossing rate which is a fixed number between 0 and 1. This means that CR percent of n X are replaced with entries from the mutant vector i V in order to construct n U .
The last step at iteration l is the selection of either the alternative vector n U or the original vector n X for the th n vector of the next iteration 1 l which is denoted as
. This is done for all vectors n X , 1,2,..., n N P , in the current population l S .
We choose the alternative vector if it yields a smaller cost function value than the original vector n X . Otherwise, at the next iteration, n X becomes the th n vector again. This can be summarized as
for 1,2,..., n N P .
ILLUSTRATIVE EXAMPLES
In this section, we demonstrate the proposed algorithm with two examples. In the first example, we consider matrix inversion problem which suits well for demonstration purposes. The matrix inversion is also important for many discrete signal processing methods such as adaptive filtering [10] [11] [12] . In the second example, we use the algorithm for clustering a demonstrative data set. Clustering is a partitioning of data into several classes where each class has similar elements. This partitioning has many important applications in machine learning, pattern recognition, and image segmentation, etc. [4] . The solutions of these two problems are possible with the standard DE algorithm, however, with two conversions: first all the solution candidates must be formed as column vectors and then the result of the standard DE algorithm must be converted back to its original multidimensional array form. Our DE algorithm avoids these conversions by directly performing on multidimensional array form of the solution.
Example 1
In this example, we consider matrix inversion in general and later invert the Hilbert matrix with three rows and columns as an example. Let us compute the inverse of an x N N matrix A . First we construct a cost function whose minimum gives the optimal matrix * X which is the inverse of A :
where I is the x N N identity matrix and C denotes the following matrix norm 
The Hilbert matrices are well known examples of illconditioned matrices; therefore, their inversion present difficulties to numerical algorithms. The entry on row 1 i and column 2 i of an Hilbert matrix A is given by
The following matrix is the 3x3 Hilbert matrix whose inverse needs to be found 
Example 2
In this example, we illustrate clustering R D-dimensional vectors into M clusters, M N . The hard clustering algorithm with regular DE algorithm has already been given by [9] . We will follow similar steps in [9] but the solution candidates will be two dimensional arrays (matrices) rather than a column vector. We shortly give this hard clustering algorithm. following cost function is the sum of these costs:
After finding the costs for each candidate in 1 S we similarly compute the members of following generations as described in the previous section. 
which yields the optimum cost value of 12.168740 which is slightly larger then the optimum cost of DE algorithm.
CONCLUSION
In this paper, we propose an extension of the DE algorithm which optimizes the systems whose control parameters are expressed in multidimensional arrays. These systems can be optimized by the DE algorithm only if the optimization is performed with column vectors and the resulting optimal vector is transformed back into its original multidimensional array form. Since the proposed algorithm can directly work with multidimensional arrays, it can solve global optimization problems without transformations, therefore reducing the computational complexity. Direct use of array forms also gives better intuition through the optimization task. We verify the accuracy and robustness of the proposed algorithm with matrix inversion and data clustering examples. In the first example, we demonstrate that ill-conditioned matrices can be inverted with the proposed algorithm. This type of inversion may be useful in signal processing applications which require an approximate inverse of a matrix rather than an exact inverse. Second example deals with clustering with the proposed algorithm which yields very similar results with the well-known k-means clustering algorithm.
