We address the problem of computing a local orientation map in a digital image. We show that standard image grey level quantization causes a strong bias in the repartition of orientations, hindering any accurate geometric analysis of the image. In continuation, a simple dequantization algorithm is proposed, which maintains all of the image information and transforms the quantization noise in a nearby gaussian white noise (we actually prove that only gaussian noise can maintain isotropy of orientations !) Mathematical arguments are used to show that this results in the restoration of a high quality image isotropy. In contrast with other classical methods, it turns out that this property can be obtained without smoothing the image or increasing the SNR. As an application, it is shown in the experimental section that, thanks to this dequantization of orientations, such geometric algorithms as the detection of nonlocal alignments can be performed e ciently. We also point out similar improvements of orientation quality for aliased images by the same algorithm.
Introduction
Let u(x) be a grey level image, where x denotes the pixel and u(x) is a real value. Most natural (non synthetic) images are generated in the following way : a source image s(x) is assumed to be of in nite resolution. A band limited optical smoothing is performed on s, yielding a smoothed version k s. By Shannon-Whittaker theory, the band-limited image can be sampled on a regular and ne enough grid. Let us denote by the Dirac Comb of this grid. Then u is roughly obtained as u = (s k): , which yields the discrete, digital image. According to Shannon-Whittaker Theorem, s k can be recovered from u by the so called Shannon interpolation, using a basis of sinc functions. Actually, this model is signi cantly idealized, since other operations result in a substantial image degradation, namely a white photonic and/or electronic noise n, a windowing ( is not in nite, but restricted to a rectangle) and, last but not least, a quantization Q. Thus, the realistic image model is u = Q (k s): + n]; in which we neglect the windowing e ect as a ecting essentially the image boundary. In this paper, we address the problem of computing accurately and in an unbiased way the orientation of the gradient of u, a number 2 0; 2 ] such that exp(i ) = Du=jDuj, where Du = (u x ; u y ) denotes the image gradient. When we refer to the gradient of u, we wish to refer to the gradient of the smooth subjacent image, in as much as we consider u to be Shannon interpolable. If we assume, which is realistic enough, that k and n are isotropic, we are led to address the e ect of the quantization Q on the eld of orientations. We discovered recently that this e ect is strong and leads to a very biased eld of orientations (see Figure 6 ). It can hinder any faithful geometric analysis of the image, unless some previous restoration is performed. Before explaining how we shall address this restoration, let us give an example where this restoration is crucial in order to perform a correct geometric analysis in the image. This is a particular instance, but let it be mentionned that all probabilistic methods using local pixel interactions (e.g. Markov random eld models) would su er, knowingly or not the same e ect. We proposed recently a grouping, nonlocal, method for the detection of alignments in an image. In a few words, the principle of the method is as follows ( 3] ). We assume that each point in the image has an orientation (x) with relative precision p > 0. We call \independent points" any set of points in the image whose relative distances are larger than the Nyquist distance, so that we may consider them as independent observations, not a ected by the optical smoothing. If the image is decently sampled, this distance is about 2 pixels. We consider a segment S of aligned independent points in the image, with length l. Assume we have observed k points on S having their orientations equal, with precision p, to the orientation of S. We say that this alignment is meaningful if, under the assumption that the orientations at each point are independent isotropic random variables, the expectation of the event \at least k points aligned among l" is much smaller than 1. We tried to prove in 3] , that all perceptible alignements are detectable as such large deviations from the white noise assumption. In Figure 10b ), we show all segments detected in a natural image by this method at precision p = 1=16. It can be visually checked that no detected segment seems to be artefactual, i.e. due to image generation. Let us now choose a precision of orientation p = 1=64. This precision may seem exagerate, but can be successfully used in an image with strong gradients. Indeed, at points with strong gradients, the SNR of orientation is obviously good. Figure 10c) shows the detected alignments, who are, according to our de nition, highly noncasual. Clearly, such detections are artefactual and the result of image generation. After some inquiry, it turned out that the grey level quantization is responsible for such artefactual detections. Actually, this does not mean that the alignment detection is wrong, but only that the detected alignments are image generation artefacts. In Figure 10d ), we show the result of alignment detection (at precision p = 1=64) on the same picture, after the dequantization we propose here has been performed.
Let us therefore go back to the problem of computing a reliable orientation. The rst good answer to this problem is known as the dithering method 5] which consists in adding a noise before quantization and then substracting the same noise sample from the quantized image. This results in decreasing the SNR of the image, but turns out to maintain better the image aspect and its isotropy under strong quantization. Unfortunately, the dithering method has been to the best of our knowledge fully abandonned in image generation devices. To summarize, image isotropy can be restored by dithering to the cost of decreasing the SNR, but this is a degradation and should anyway be performed in the image generation process itself: this is not generally the case.
A second easy answer, very in use, consists in smoothing the image by some convolution kernel, and only retaining the orientation at points where the gradient is high and stable across scales. This is the classical \edge detection" method 13], 8], 2] and, for more up to date methods , 7] . There is nothing to object to this method, since at the end it retains edge points which are very local, con rmed at larger scales though. Now, clearly, many orientations in the image are usable for detecting alignments, which are not computed at edge points : the edge points simply are a particularly good selection, but sparse. Another way, addressed recently and successfully by several authors 10], 12] consists in de ning an orientation scale-space. Also, the a ne scale space ( 11] ), 1] provides a way to compute a multiscale orientation of level lines. In all cases, the objective is di erent and wider than just computing a local orientation : the aim of these methods is to compute a multiscale orientation map which has to be considered by itself as a nonlocal analysis of the image. These methods are better than edge maps methods in the sense that they provide an orientation at all points. They are all the same not appropriate for image analysis models based on local observations (e.g. most probabilistic methods) as the one we outlined before. Indeed, they do not preserve the independence of points at Nyquist distance.
The solution which we propose to dequantize the image should, according to the preceding discussion, sastisfy the following requirements :
to maintain the independence of local observations (no smoothing) to maintain all of the image information (thus the method must be invertible, and, to ask more, be an isometry in Hilbert space. it should give an unbiased orientation map, where quantization noise has been made isotropic. According to these requirements, there are not many possibilities left. We shall actually prove that a simple and invertible operation, namely a Shannon (1/2, 1/2)-translation of the image, permits to remove the quantization e ects on the orientation map. More precisely, we shall prove experimentally and mathematically that this translation transforms the quantization noise into a nearby gaussian white noise. We shall also prove that all reasonable local computations of the gradient, applied to the dequantized image, yield an unbiased orientation, even at points where the gradient is small. This remains true even when the quantization step is large. As a consequence, we point out the possibility of using in geometric analysis of images a very local estimate of the gradient, using therefore the full image accuracy.
Our plan is as follows. In Section 2, we consider a wide set of classical local computation methods for the gradient and show that they preserve an excellent isotropy, under the assumption that the image noise is uniform or gaussian. We also prove a converse statement : the image orientation will be isotropic if and only if the noise is gaussian ! We analyze the bias introduced by quantization and show that its e ect on orientation can be disastrous. In Section 3, we detail the proposed solution and make an accurate mathematical and practical analysis of the dequantized noise. We show that it is nearby gaussian, permiting therefore the local computation of orientations. We end with some experiments.
Local computation of gradient and orientation
We consider a grey image u of size N M (that is N M pixels). At each point, we can compute an orientation which is the direction of the level line passing by the point, calculated on a 2 2 neighbourhood, which is the smallest possible to preserve locality. We de ne the orientation at pixel (n; m) by rotating by =2 the direction of the gradient of the order 2 interpolation at the center of the 2 2 window made of pixels (n; m), (n + 1; m), (n; m + 1) and (n + 1; m + 1). Thus, we get (when the gradient is not zero) dir(n; m) = 1 jjG(n; m)jjG ? (n; m);
where the gradientG(n; m) at point (n; m) is de ned bỹ G(n; m) = u(n; m + 1) + u(n + 1; m + 1)] ? u(n; m) + u(n + 1; m)] u(n + 1; m) + u(n + 1; m + 1)] ? u(n; m) + u(n; m + 1)] :
If we denoteG(n; m) = R(n; m) exp(i (n; m)), then the direction at point (n; m) is (n; m) + =2.
The question is now to decide wether such a way of computing the orientation is valid or not (i.e. wether it gives or not some privilege to some directions). We will rst study the case of a gaussian noise, and then the case of a uniform noise. In this section we prove that if the image u is a white noise, then there is no bias on the orientations (this means that, at each point, all orientations have an equal probability), and that, if u is a uniform noise, there is a small bias (orientations multiple of =4 are slightly favoured).
In the following, we shall use the following notations. We denote X 1 , X 2 , X 3 and X 4 the grey level value at the four neighbouring pixels of a point. We denote u x and u y the components of the gradient:G = u x u y = X 2 + X 4 ? X 1 ? X 3 X 1 + X 2 ? X 3 ? X 4 : We then de ne R and by: u x + iu y = Rexp(i ):
(1) Our aim is to study the behaviour of as a function of the four values X 1 , X 2 , X 3 and X 4 . 
White noise
We rst show that if the image u is a white noise, then there is no bias on the orientations (that is all orientations have an equal probability).
Proposition 1 Let X 1 , X 2 , X 3 and X 4 be independent identically gaussian N(0; Proposition 2 (Converse proposition) Let X 1 , X 2 , X 3 and X 4 be four independent identically distributed random variables. Assume that their common law is given by a propability density f(x)dx, where f is square integrable and even. If the law of is uniform on 0; 2 ], then the probability density f(x)dx is gaussian.
Proof : As we did in the proof of Proposition 1, we denote A = X 2 ? X 3 and B = X 1 ? X 4 . A and B are independent and identically distributed. They have the same density function g(x)dx given by the convolution of x 7 ! f(x) with itself:
Since f is square integrable, the function x 7 ! g(x) is continuous. The law of (A; B) is given by the density g(x)g(y)dxdy. Since the law of is uniform on 0; 2 ], this shows that g(x)g(y) only depends on x 2)g(0). We consider now the functioñ
Sinceg is continuous andg(0) = 0, this shows thatg is linear. Consequently, there exists 2 R such that 8x 2 R g(x) = g(0)e ?x 2 =2 2 :
The constant g(0) is de ned by the property R g = 1. Thus, the law of A (and also B) is the gaussian distribution N(0; 2 ). We now prove that the law of the X i is also gaussian. Since g = f f, considering the Fourier Transform, we get
Thus, b f is gaussian. Since the inverse Fourier transform of a gaussian distribution is also gaussian, it shows that f is the gaussian distribution with mean 0 and variance
This result has a strong practical consequence: if we wish to have a non biased orientation map for digital image, we must process the image in such a way that its noise becomes as gaussian as possible. We shall see that it is feasible with quantization noise.
The following proposition is the generalization of Proposition 1, when the gradient is computed on a larger neighbourhood.
Proposition 3 (Generalization) Assume that the components (u x ; u y ) of the gradient are computed on n neighbourhing pixels: X 1 , X 2 , ...X n , i.e. Proof : Every linear combination of u x and u y is gaussian because it is also a linear combination of the X i , which are independent and gaussian distributed. Thus (u x ; u y ) is a gaussian vector. Since P i i = 0, this implies that the correlation between u x and u y is 0. Since (u x ; u y ) is a gaussian vector, this shows (see 6] for example) that u x and u y are independent. Moreover, the property P 2 i = P 2 i shows that u x and u y are gaussian with same mean and same variance. 
Computation of orientation on nonquantized images
In this section, we address the e ect on the orientation histogram of applying the former described computation of the gradient. We shall see that the bias introduced by the method is small. It is not always realistic to assume that the local repartition of the grey levels of an image is gaussian. Instead, we can roughly assume that the values at neighbouring points di er by a uniform random variable. Thus it is licit, or at least very indicative, to compute the orientation map of a uniform white noise, in order to have an estimate of the bias on orientation provoked by this gradient computation. Let us therefore perform the computations in the following framework : consider an image whose values at pixels are independent random variables, identically uniformly distributed on ?1=2; 1=2]. We then get a small bias on the orientation . More precisely, we have the following proposition.
Proposition 4 Let X 1 , X 2 , X 3 and X 4 be independent random variables, identically uniformly distributed on ?1=2; 1=2]. Then the law of is given by the density function g de ned on 0; =4] The law of B is the same as the law of A. Moreover A and B are independent. We want to know the law of where is de ned by
We denote = ? =4. In order to compute the law of , thanks to symmetries, we rst consider the case 0 6 6 =4. The probability of having with precision d is the probability that And nally, since = ? =4 and by symmetries, we obtain the announced law for . This shows, however, that the bias is small, about 4:7%.
Bias of quantization
We saw in the previous section that the way we compute the orientation at a point of the image from the gradient does not create artefacts. Now, on the contrary, we will see that the histogram of orientations in the image is very sensitive to a quantization of grey levels. Let us rst consider the simplest case: a binary image. We assume that the grey level at each pixel is 0 (black) or 1 (white). Then, the orientation of the gradient only takes a nite number of possible values: the multiples of =4. On Figure 4 , we describe for each possible local con guration of (X 1 ; X 2 ; X 3 ; X 4 ) the corresponding orientation of the gradient. where a; b 2 f?n + 1; :::; n? 1g.
If we assume that the image is a uniform discrete noise (i.e. the X i are independent and for all k in f0; ::; n ? 1g, P X i = k] = 1=n), then we can ask what is the distribution law of . First, we compute the probability distribution of A (and B In particular, we can compute the probability of the event = =4 (it corresponds to the event B = 0 and A > 0. Notice that, thanks to symmetries, this probability also is the probability of the events = ? =4, = 3 =4 and = ?3 =4. i : This shows that the orientations multiple of =4 are highly favoured. On Figure 5 , we plot the probability distribution of when the number of grey levels is n = 6. Most quantized images are not binary images, but the e ect of quantization on the computation of the gradient orientation is always very signi cant. The reason for this is that in an image, there are usually many \ at" regions. In these regions, the grey levels take a small number of values, and consequently the orientation is very quantized. On Figure 6 , we present an image, quantized on 256 grey levels. We show the histogram of the orientation of the gradient, and also the histogram of the modulus of the gradient. We assume that the original image denoted f (before quantization) is a Shannon signal (i.e. we can reconstruct the whole signal from the samples):
Now, we do not know the exact values of the f(k). We only have the quantized signal S. At each point, f(k) = S(k) + X k ; where X k is the quantization noise. In the following, we assume that the X k are independent, and uniformly distributed on ?1=2; 1=2]. This independence assumption is correct above the Nyquist distance.
The proposed solution for dequantization, is the following one. We replace the quantized values S(n) by the Shannon interpolates S(n + 1=2): 
Study of the dequantized noise
By the dequantization method, we aim at replacing the structured quantization noise by a noise as white as possible. Obviously, the Shannon interpolate being an isometry in Hilbert Space, we do not reduce or enlarge the variance of the noise. Thus, we can already claim that the method is at any rate harmless. We can of course reconstruct the original digital image by the inverse translation.
Our aim in this subsection will be to study the dequantized noise Y de ned in 1-D by
where the X k can be assumed, in a rst approximation, to be independent, and are uniformly distributed on ?1=2; 1=2].
On Figure 7 , we show the distribution of Y in dimension 1 and 2. On the same gure we plot the gaussian distribution which has the same mean value and variance as Y . These probability distributions seem to be very close. We shall prove it.
Let us rst introduce some notations. For k 2 Z, we set 
Kurtosis Comparison
One way to compare the distribution of Y to the gaussian distribution is to compare their fourth order moment (notice that they have same mean value 0, same variance 1=12 and same third order moment 0). More precisely, we will compare their normalized fourth order moment (called the kurtosis, i.e. the kurtosis does not depend on the average and variance.
We will now compute the kurtosis of the distribution of Y , in dimension 1 and 2. This is a very useful way to check wether a distribution is gaussian like. We also notice that the variance of Y n is always 1=12. Figure 7 , we remark that the probability densities f and g seem to be very \close" on the average. In this subsection, we will estimate the L and let f n be the probability density of Z n . We then have f n = f n?1 h n ; where h n is the probability density of c n (X n + X 1?n ).
Proposition 7 Let f be the probability density of Y = P k2Z c k X k , and let g be the gaussian distribution with mean 0 and variance 1=12, then
Proof : For n > 2, we have f n = f n?1 h n , where h n is the probability density of c n (X n +X 1?n ). We notice that h n is a positive even function, with compact support ?jc n j; jc n j] and satisfying R h n = 1. Thus,
We now compute k g h n ? g k L 1 . For x 2 R, using the de nition of g h n and the integral Taylor formula, we get, yh n (y) being odd, 
Posterior independence
In our study of the dequantized noise, we made the assumption that the X k are independent (and uniformly distributed on ?1=2; 1=2]). We address here the problem of the posterior independence we are interested in the correlation of Y (n) and Y (m). The result, which shows that we do not increase the correlation, is given by the following proposition.
Proposition 9 Let the X k , for k 2 Z, be random variables uniformly distributed on ?1=2; 1=2]. Assume that for all 2 Z, the correlation between X k and X k+ is the same for all k 2 Z, i.e. 8 2 Z; 9C s:t: 8k 2 Z; Cor(X k ; X k+ ) = E(X k X k+ ) ? E(X k )E(X k+ )
Then, the correlation between Y (n) and Y (m) is Cor(Y (n); Y (m)) = C m?n :
In particular, this shows that if the X k are independent, then the correlation between Y (n) and Y (m) is 0 when n 6 = m.
Proof : Since, for all k, we have E(X k ) = 0, this implies that E(Y (n)) = E(Y (m)) = 0.
We also have, for all k 2 Z, m) ). Thus, if we compute the posterior correlation, we get: 
where f(n+1=2) is the original signal computed by Shannon interpolate at point n+1=2, S(n+1=2) is the dequantized signal at the same point and
is the so called \dequantized noise". We have proven that Y (n) is nearby gaussian. Since in Proposition 1 we also prove that the addition of a gaussian noise to the signal does not create any bias in the orientation map, we might be contented with this result. Now, we claim that the above explanation does not give an account of the change in the orientation histogram obtained by dequantization. Indeed, we prove in Proposition 4 that the addition to the signal of a uniformly distributed noise on an interval does not create a bias on the orientation larger than 4:7%. Thus something must be inaccurate in our assumptions. Actually, we notice that when the gradient of f is small, then the quantized values of f(n) around 0 (i.e. n = 1, n = 2, ...) are a very discrete signal. In other terms, assuming for simplicity that f(0) = 0, we have that S(k) = f(k) + X k 2 f0; 1; ?1; 2; ?2;::g where the rst integer values are very majoritary. This means that f(k) and X k are highly correlated when the gradient is small. Thus, our model (2) explaining the good behaviour of S(n + 1=2) S(n + 1 2 ) = original signal+ gaussian noise = f(n + 1 2 ) + Y (n) will make sense only if we can point out that the dequantization process implies: Y (n) and f(n + 1=2) decorrelated. Now, using the same proof as in Proposition 9, we can show that this is not true. In fact, more precisely, by this result we see that Cor(Y (n); f(n + 1 2 )) = Cor(f(n); X n ); under the sound assumption of stationarity. Thus, we gain or lose no independence of the signal and the noise obtained by dequantization. The nal explanation will however come out of the technique developed above. We rst point out (see Figures 9.c and 9 .d) that all the bias in orientation histogram is due to low values of the quantized gradient, namely jruj 6 4, i.e. jruj 2 = 1; 2; 4; 5; 8;9;10;13;16. The reason for this is the following: at a point (x; y) of an image where the gradient is large, the orientation is not much a ected by the quantization. In fact, the angle error between the \true" orientation at the point and the orientation computed after the quantization of the image is proportional to 1=jruj. Let us show this. We denote by u the original image, then ru = u x + iu y = jruje i ;
where is the direction of the gradient. Letũ denote the quantized image, and let s denote the quantization step. If~ denotes the direction of the gradient of the quantized image, we obtain rũ = jrũje i~ = jruje i + z;
where z is a complex number (it represents the gradient of the di erence between the true image and the quantized image) with modulus smaller than s. Thus, we get (see also Figure 8 The points with small gradient are majoritary (about 60%, see Figure 9 .b) in the gradient norm histogram. Thus, we must focus on the points where 1 6 jruj 6 4. We notice that in a neighbourhood of such a point n, the histogram of values of S(k) are a discrete uniform process centered a S(n). Taking, without lost of generality, S(n) = 0, we can model the values around these points as discrete independent random values. See Figures 9.e and 9.f for the histogram and correlations. In at regions, the gradient is quantized on a small number of values and we will see that the proposed Fourier translation has a strong dequantization e ect. Let S denote the quantized signal. At a point n, we replace the quantized value S(n), by the Shannon interpolate S(n + 1=2), and then, we compute the gradient by S(n + 1=2) ? S(n ? 1=2) = X k2Z S(n + k) ? S(n + k ? 1) Remark : In fact, T 3 is nearby gaussian. In particular, we have a nearby perfect dequantization since the previous proposition implies that The main point is to notice that the result of the convolution of d(x) with the uniform distribution on ?1=2; 1=2], is the uniform distribution on ?3=2; 3=2]. This means that Q k + X k has the same probability distribution as 3X k . And consequently, P k c k (Q k + X k ) has the same probability distribution as P k 3X k . We now consider the Fourier transform of the previous distributions (it will convert the convolution into a product). Let F 1 (t) denote the Fourier transform of P k c k X k . We already saw in the previous section that
We denote by F 3 (t) the Fourier transform of P k 3c k X k . We then have F 3 (t) = F 1 (3t). On the other hand, the Fourier transform of d(x) is (1 + 2 cos t)=3. Thus, if we denote by G(t) the Fourier transform of the law of where in both cases the convergence of products is uniform on every compact subset of R.
Since P k c k (Q k + X k ) has the same probability distribution as P k 3X k , this shows that 8t 2 R; G(t)F 1 (t) = F 3 (t):
We now show that there exists a continuous function H 1 such that for all t 2 R,F 3 (t) = F 1 (t)H 1 (t). And thus, Z = P k c k Q k has the same probability distribution as P k6 =2 3] 3c k X k . Moreover, thanks to Levy Theorem, we have a convergence in law of the partial sums P jkj6n c k Q k to T 3 .
Experiments and application to the detection of alignments
In this section, we present some applications of the proposed solution for dequantization. The rst application is the detection of alignments in an image. In 3], we proposed a statistical criterion for the detection of meaningful alignments in an image. At each point of the image, we compute an orientation which is orthogonal to the gradient at the considered point. Then, for a segment of length l (counted in independent points), we compute the number k of points (among the l) which have their orientation aligned with the direction of the considered segment, at a given precision p. When the probability of the event \having k points among l aligned with precision p" is very small, we say that the alignment is meaningful. Generally, we compute meaningful alignments with the precision p = 1=16. But, sometimes, we are interested in alignments at a better precision, say for example p = 1=64. In Figure 10 , we rst present the original image (a): this is a result of the scan of an Uccello's painting: \Presentazione della Vergine al tempio" (from the book \L'opera completa di Paolo Uccello", Classici dell'arte, Rizzoli). This image is quantized on 32 grey levels. We rst compute (Figure(b) ) the meaningful alignments at precision p = 1=16. Then, we compute (Figure(c) ) the meaningful alignments at precision p = 1=64: it shows many diagonal alignments. These alignments are artefacts, their explanation is the quantization e ect on the computation of orientations: directions multiple of =4 are highly favoured. On Figure (d) , we show the detection of meaningful alignments at precision p = 1=64, after the proposed solution for dequantization: (1=2; 1=2) Fourier translation. The result shows that artefactual diagonal alignments are no more detected.
We noticed also (but we have no theorical argument to justify it) that the same method yields a signi cant improvement in orientation map of aliased images: see Figure 11 . This is particulary ag replacements true for aliasing due to direct undersampling, a barbarious but usual zoom in method in many image processing software.
