Previous work in using Artificial Neural Networks for computational stylistics has concentrated on using large, arbitrary network structures. This paper examines the use of the Cascade-Correlation algorithm for the construction of minimal networks. We find that a number of problems in computational stylistics with a large number of variables, but a limited number of training examples may be solved successfully without resorting to large networks. The issue of redundancy in the data is also considered.
Introduction to Artificial Neural Networks
One recent addition to the tools available for computational stylistics, or stylometry, is that of the Artificial Neural Network (ANN). These are computational methods loosely based on the concept of the neurons within the brain, the idea being that simple, trained processing elements will result in much more complicated behaviour when used in combination. Fig. 1 shows an example of the structure of a typical ANN. The majority of ANNs may be used to inductively learn a theory from input and output patterns. 1 Examples of input patterns are presented repeatedly to an ANN, the comparison of the generated and correct outputs are used to train the network to learn a general classification, which may then be applied to previously unseen examples. In the case of computational stylistics, examples of text passage characteristics may be presented to an ANN, and the network may be trained to classify these examples on the basis of the authors or another feature of each passage. Once the examples have been learnt, previously unseen passages may be presented to the ANN so that the network infers a classification of that work. The quality of the classification is, of course, dependent on the examples used for training.
The value of ANN systems is that they do not require any prior knowledge of the distribution of examples for successful training, such as the assumption of a Normal distribution as required by many statistical methods. 2 However, this extra flexibility must be treated with caution. ANNs require the presentation of large numbers of examples to achieve good generalisation on unseen data. Methods which assume Normally distributed data require less examples to obtain results of comparable quality, due to the reduction in the degrees of freedom in the model.
A network may be given increased ability to model more complex tasks by adding further hidden nodes to increase network size. 3 Hidden nodes may be added to existing layers or by adding more hidden layers within the network. This results in more weights, or free parameters, which can model more complicated structures within the data. The difficulty is that more hidden nodes and layers may aid in memorising the presented examples, resulting in a network that has not learnt to generalise to new cases: the classification may be based on irrelevant information within the training set. This is a particular problem if the number of examples available for training is limited. Hence it is desirable to develop the smallest network possible with the capability to solve the problem. 4 Thus the development of ANNs involves not only the selection of parameters for the algorithm used to train the weights of the network, but also the selection of the size of the network. As mentioned above, there is a trade-off between complexity and generalisation ability, and the possible classifier complexity is limited by the number of examples available for training, if high confidence in the resulting classifier is to be maintained. If the number of available examples is large, for example of the order of several thousand, then there will be no difficulty in training a network. However, in computational stylistics the number of examples is often limited, thus restricting the size of the network which may be reliably trained.
Tweedie et al (Tweedie, Singh and Holmes, 1996a ) provide a useful review of the area of applying ANNs to the area of computational stylistics. One notable point which is evident in previous work is that back-propagation style ANNs have been applied without any justification of the network architectures used. The results are not invalid because of this omission, but the size of the network is often much larger than required. Such previous work, for example, has not considered whether it is possible to solve the problems using only a single layer of weights, i.e. no hidden nodes and only direct connections from the inputs to the outputs.
The aim of this paper is to investigate how complicated an ANN may need to be to solve such problems. This will of course depend on the particular problem addressed, but a number of example tasks are considered to obtain an idea of problem complexity within computational stylistics. This paper has stemmed from investigations into problems which are difficult for ANNs to solve, and hence require networks with multiple hidden layers. Computational stylistics may be considered a difficult problem as the attribute information is based on word counts from passages of text, while the classification is not based on the word counts, but on the authors of the text passages.
In the next section we will introduce the Cascade-Correlation network architecture that we shall use in this paper. Our test data sets will be described in section 3, the results presented in section 4 and we will state our conclusions in section 5.
Cascade-Correlation
This work, built on Waugh (1995a) , is the first to use an algorithm such as Cascade-Correlation (Cascor; Fahlman and Lebiere, 1989) in the area of computational stylistics. Cascor alters the network structure as well as the weights of the connections within that structure.
Cascor is a constructive algorithm which works by adding nodes gradually to a network to increase classification performance. It is not limited to a certain number of hidden nodes or layers, allowing the addition of hidden nodes as required which have connections from all previous hidden nodes and inputs, and are connected in turn to all outputs. The network starts as a single output layer and a single input layer with full connections between the network inputs and outputs. Training occurs until there is no further improvement, as measured by patience parameters; training halts when the network runs out of patience. Cascor is then able to individually install hidden nodes into the network. The hidden node is selected from a pool of candidate nodes which are initialised with different random weights: the candidate node with the highest correlation to the network error is installed, after all the candidates have been trained to maximise this correlation. Note this process differs from the output layer training which attempts to minimise the overall network error; instead the candidates are trained to match what is strictly a covariance with the network error to try and produce relevant feature detectors which are in turn be incorporated within the cascaded network. The process is again stopped by using the patience technique. The weights of this hidden node are then frozen and the output layer is retrained with the extra node connected to it. This process is cyclical and continues until either the training set is classified correctly or the maximum number of hidden nodes has been added. This produces all possible feedforward connections, and the ability of hidden nodes to connect to other hidden nodes allows for the possible formation of advanced feature detectors. As the number of hidden nodes is increased, the classifier becomes more complex thus increasing the likelihood that the task at hand may be solved using the network.
An example of a problem involving two inputs and two outputs is given in Fig. 2 . This indicates the network structure through different stages of training. Initially no hidden nodes are incorporated within the network (Fig. 2a) . Subsequently, if required, a node is added with connections to all previous hidden and input nodes, and connecting to the output nodes (Fig. 2b ). This connection strategy is continued as a further hidden node is added (Fig. 2c) . The resulting network is quite complicated to draw. Further information about the Cascor algorithm, including alternate methods for drawing Cascor networks, is available from Fahlman and Lebiere (1989) and Waugh (1995a) .
Data Sets
Three data sets are examined to give an indication of the classification ability of ANNs. Firstly, examples of text word frequencies are examined for the purpose of distinguishing between Renaissance and Romantic tragedy authors, referred to as the "tragedy" data (Burrows and Craig, 1994 attributes each representing one of the most frequently used words.
A normalised version of the data set is used, which standardises the attribute values by removing the number of words in the block as a factor and assists the learning process within ANNs by immediately reducing the range of the inputs. The normalisation process involves taking the number of words in each segment, dividing each word count by the total number of words in that example and turning each attribute value into a percentage of the total number of words.
Secondly, word frequency data from three authors is examined to determine the author of an addition to Thomas Kyd's "The Spanish Tragedy", referred to as the "three author" data (Craig, 1992) . Thirdly, the task is to classify the twelve disputed Federalist papers between the two possible authors Hamilton and Madison, referred to as the "Federalist" data (Tweedie, Singh and Holmes, 1996b) .
Papers known to be by those two authors, apart from three joint authorship papers, are used to develop a classifier. 104 examples are used for training, these randomly selected to give an even number of examples from each author. Normalised word counts for eleven function words from the texts are used as the inputs.
Experiments
A standard format is followed to test the performance of the experiments presented here. All the experiments are performed by a Cascor simulator (Waugh, 1995b) The immediate concern with the data sets is that there are very few examples available to train a classification system given that there are a large number of attributes. This is a particular concern with
ANNs because the number of parameters to be estimated within the classifier is proportional to the number of attributes and the number of hidden nodes. Hence we cannot simply reserve part of the data for testing the classifier performance. Such a method of testing will lead to a biased estimate of generalisation ability. Thus the experiments performed will use cross-validation to test the classifier performance (Weiss and Kulikowski, 1991) . In this case the leave-one-out method of cross-validation is used. For example, in the case of the "tragedy" data 188 different data sets are created: each contains a test set of one example and a 187 example training set, and the average of these test set results gives the estimate of the true error rate. This is further complicated by the random nature of the ANN initial weights. Hence the average of 100 trials is used as the error value for each test set.
Cross-validation Results
Cascor is used to train classifiers and the resulting cross-validation estimates of classifier performance are given in Table 1 . In all cases hidden nodes were not required in developing the final classifiers: the training set is correctly classified before hidden node installation occurs. This means that only a perceptron-like layer is required (Minsky and Papert, 1988) , and that the training set appears to be linearly separable. The cross-validation performance is high on all data sets, although a level of 100% is not achieved. The cross-validation performance is an extremely accurate measure of the performance of such a classifier over the domain under consideration. There is a reasonable spread of the percentage correct as indicated by the standard deviations, but this may be accounted for by a few trials which have not performed well due to random initial weights resulting in the network getting stuck in a poor solution or local minimum which cannot be avoided by the Quickprop weight training algorithm (Fahlman, 1988; Waugh, 1995a) used within Cascor. This may be seen from the high value retained by the average correct regardless of the skew in the distribution. Therefore, we can be confident that any classifier developed from such data will perform well in classifying unseen examples. This of course assumes that the data used in training is indicative of the general population, in this case being the text segments written by these authors, as is the case with any classification method trained using these data sets.
The size of the networks indicates that very rarely, if ever, are hidden nodes introduced in solving these problems. The training times also indicate little spread which indirectly shows that hidden nodes are not required. The larger training time for the "three author" data reflects the requirements for performing the cross-validation testing with over 400 examples rather than approximately 100 examples.
Cascor compares favourably with LDA, given the similar classification performance. The slightly lower performance on two of the data sets may be due to the Quickprop weight training algorithm not performing as an optimal linear classifier (Waugh and Adams, 1997) . As mentioned previously, Cascor is designed to solve problems requiring the introduction of hidden nodes.
It is interesting, then, to examine the classifications generated by the Cascor system when trained on the full data for the unknown text segments in the "three author" and "Federalist" problems, knowing from the previous experiments that we have reasonable confidence in such results. Such an experiment is not necessary for the "tragedy" data as there are no unknown examples. The results presented here are from 100 trials using different initial random weights within the network. For the "three author" data, the addition to Thomas Kyd's "The Spanish Tragedy" was classified with a 97% likelihood of being written by Shakespeare, with three trials indicating it was written by Jonson. The high likelihood of Shakespeare being the author is consistent with Craig (1992) . For the "Federalist" papers all the disputed works are classified as being written by Madison by all of the trained networks. This is consistent with previously reported results (Tweedie, Singh and Holmes, 1996b) . Similar training times and network sizes to the cross-validation trials are obtained in generating these results.
Restricting Attributes
With the large number of attributes available in two of the data sets, it is valuable to examine briefly whether all this information is required for classification. The redundant attributes do not necessarily lead to a reduction in network performance, indeed in the presence of noise the extra attributes will result in better predictions (Izui and Pentland, 1990) . The presence of such extra attributes may overcome errors introduced by the noise in otherwise critical data values by, hopefully, giving weight to the correct prediction. However poor or non-critical redundant attributes may adversely affect the training performance by over-weighting unimportant features thus biasing training (Weiss and Kulikowski, 1991) .
If more examples were to be classified a larger number of attributes may be required. Hence it is not obvious whether such redundant attributes are valuable or not.
This section examines the ad hoc restriction of the number of attributes as a crude method of determining the attribute redundancy in the data set. If a large number of the attributes are redundant, a smaller theory, from ANNs especially, may be produced by reducing the attributes. This will also test whether the data is noisy in nature -resulting in a decrease in classification performance -or whether the redundant attributes adversely affect training -resulting in an increase in classification performance in these experiments (Collier and Waugh, 1994; Quinlan, 1993) .
A total of ten data sets were created from the "tragedy" data such that four data sets had 25 attributes missing, two data sets had 50 attributes missing and the final four data sets had 75 missing attributes. The attributes are simply partitioned, and the results presented are from the leaving-one-out cross-validation of the average of 100 trials (see Table 2 ). Note that the attributes are ordered from most to least frequent, thus the grouping of attributes is related to the word frequency. Principal component analysis and other sophisticated techniques for reducing the number of attributes (Caruana and Freitag, 1994; Catlett, 1992; Kira and Rendell, 1992) will not be considered here. Likewise methods for pruning connections from ANNs (Karnin, 1990; Waugh, 1995a; Waugh and Adams, 1995) will not be detailed. These results indicate that a good solution is attainable by Cascor, even if three quarters of the attributes are removed. The drop in performance indicates that the data is noisy, and the larger number of attributes is valuable in obtaining a high level of performance. Note that some of the trials with only a quarter of the attributes remaining required the addition of hidden nodes, resulting in the differences in the number of connections. Cascor performs at least as well as LDA in eight out of ten cases.
The most useful groups of attributes appear to be the second and fourth groups: the most frequent words from 26 to 50 and 76 to 100. This is clear from the first column in Table 2 where the percentage correct drops to 93.5% and 96.3% when the second and fourth groups respectively are removed. In addition, when only 25 words are considered, the percentage correct for these groups is correspondingly high at 96.4% and 91.9% respectively. Further, with one quarter of the attributes missing, the training time for Cascor increases when the second and the fourth partitions of the attributes are missing. When half the attributes are missing more training is required when the first 50 attributes are missing, thus excluding the second group of 25 attributes. Finally when only a quarter of the attributes are used it is evident from the cross-validation performance, network size and training times that the second and fourth most aid the training process. The experiments conducted here are too coarse-grained to sensibly determine which of the individual words are most important in aiding the training process.
Conclusions
The classifications of three computational stylistics data sets are examined. Cascor is easily able to build suitable classifiers without the use of hidden nodes, and cross-validation shows that this high performance level is maintained for unseen cases. Hidden nodes may be added only by forcing the network to over-train, hence these problems should be solvable by a perceptron-like ANN algorithm or LDA as required. From the Cascor experiments, the additions to Thomas Kyd's "The Spanish Tragedy" are attributed to Shakespeare, and the twelve disputed Federalist papers are attributed to Madison.
Furthermore, a number of the attributes may be removed resulting in a minor degradation in classification performance, indicating that a large number of attributes is not strictly necessary to maintain high levels of classification. The experiments with reduced numbers of attributes for the "tragedy" data sets show that the second and fourth sets of 25 words produce the best discrimination in this case. The second set contains words such as "what", "him" and "now", while the last set contains words such as "where", "some" and "too". This procedure has allowed us to identify sets of words where further investigation may indicate the words that significantly differ between romantic and renaissance plays.
This paper shows that caution should be used in applying ANN methods to problems with limited data. It highlights that the focus of such studies should be on the problem to be solved rather the method for providing the solution. In much previous work, little attention has been paid to the structure of the network. We show here that a simple ANN is able to provide as equally valid solution as a more complicated method. The benefit of using Cascor is that it builds simple networks before adding further complexity. It is able to do this with a limited amount of data, given the limited number of parameters to be estimated. With attention paid to the complexity of the network structure, we show that ANNs are useful for examining problems within computational stylistics, with scope for examining more complicated tasks.
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Notes
1 This paper concentrates on fully-supervised ANNs, which require both the input and output classifications to produce a final theory. The area of unsupervised ANNs, where the network selforganises its own classifications for the data, is addressed in more detail in Lowe and Matthews (1995) .
For further background and theory on ANNs, fully-supervised, partially-supervised and self-organised, the reader is referred to Hertz, Krogh and Palmer (1991) .
2 If it is known that the distribution of examples is Normal then it is sensible to use this information by employing a method which assumes a Normal distribution. As always it is more appropriate to use a learning method suited to the problem, rather than forcing the problem to conform to a method. 3 The number of inputs to and outputs from the network are determined by the problem under investigation.
