Abstract. We present a recurrent model for semantic instance segmentation that sequentially generates binary masks and their associated class probabilities for every object in an image. Our proposed system is trainable end-to-end from an input image to a sequence of labeled masks and, compared to methods relying on object proposals, does not require postprocessing steps on its output. We study the suitability of our recurrent model on three different instance segmentation benchmarks, namely Pascal VOC 2012, CVPPP Plant Leaf Segmentation and Cityscapes. Further, we analyze the object sorting patterns generated by our model and observe that it learns to follow a consistent pattern, which correlates with the activations learned in the encoder part of our network.
Introduction
Semantic instance segmentation is defined as the task of assigning a binary mask and a categorical label to each object in an image. It is often understood as an extension of object detection where, instead of bounding boxes, accurate binary masks must be predicted. Current state of the art methods for semantic instance segmentation [1, 2, 3, 4, 5, 6 ] extend object detection pipelines based on object proposals [7] by incorporating an additional module that is trained to generate a binary mask for each object proposal. Such architectures follow a two-stage procedure, i.e. a set of object-prominent proposal locations are selected first, and then each of them is given a score, a categorical label and a binary mask. Typically, the number of selected locations is much greater than the actual number of objects that appear in the image, meaning that post-processing is needed to select the subset of predictions that better covers all the objects and discard the rest. Although in most recent works the two different stages (i.e. proposal generation and scoring) are optimized jointly [3, 4, 5, 6] , the objective function still does not directly model the target task, but a surrogate one which is easier to handle at the cost of an additional filtering step.
Given enough training data and computational power, a great variety of automatic tasks such as object recognition [8] , machine translation [9] , speech recognition [10] or self-driving cars [11] have seen a boost of performance thanks to models trained end-to-end, i.e. not imposing intermediate representations and directly learning to map the input to the desired output. The novelty of our work is formulating and solving the semantic instance segmentation task end-to-end.
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While most computer vision systems analyze images in a single step, the human exploration of static visual inputs is actually a sequential process [12, 13] that involves reasoning about objects that compose the scene and their relationships. Inspired by this behavior, we design a model that performs a sequential analysis of the scene to deal with complex object distributions and make predictions that are coherent with each other. We take advantage of the capability of Recurrent Neural Networks to generate sequences out of a single input [14, 15] and cast semantic instance segmentation as a sequence prediction task. The model is trained to freely choose the scanpath over the image that maximizes the quality of the segmented instances, which allows us to conduct a detailed study about how it learns to explore images. The object discovery patterns we find are consistent and related to the relative layout of objects in the scene.
Recent works [16, 17] have also proposed sequential solutions for instance segmentation. These are, however, trained to produce a sequence of class-agnostic masks and must be either evaluated on single-class benchmarks or require a separate method to provide a categorical label for each predicted object. Both [16, 17] impose intermediate representations by using a pre-processed input consisting of a foreground/background mask and instance-level angle information [17] or using an encoder pre-trained for semantic instance segmentation [16] . Based on these works, we develop a true end-to-end recurrent system that provides a sequence of semantic instances as an output (i.e. both binary masks and categorical labels for all objects in the image) directly from image pixels.
The contributions of this work are threefold: (a) we present the first endto-end recurrent model for semantic instance segmentation, (b) we show its competitive performance against previous sequential methods on three instance segmentation benchmarks, and (c) we thoroughly analyze its behavior in terms of the object discovery patterns that it follows.
Related Work
Most works on semantic instance segmentation inherit their foundations from object detection solutions, augmenting them to segment object proposals [1, 2] and adding post-processing stages to refine the predictions [18] . More recent works build on top of Faster R-CNN [7] by adding a cascade of predictors [5, 19] and iterative refinement of masks [3] . In contrast with cascade-based methods [5, 3, 19] , He et al. [6] design an architecture that predicts bounding boxes, segments and class scores in parallel given the output of a fully convolutional network (hence, no chain reliance is imposed). Other works have presented alternative methods to the proposal-based pipelines by treating the image holistically. These include combining object detection and semantic segmentation pipelines with Conditional Random Fields [20] , learning a watershed transform on top of a semantic segmentation [21] or clustering object pixels with metric learning [22] .
Our model is closer to recent works that formulate the problem of instance segmentation with sequential methods, which predict different object instances one at a time. Ren & Zemel [17] propose a complex multi-task pipeline for instance segmentation that predicts the box coordinates for a different object at each time step using recurrent attention. These bounding boxes are then used to select the image location and predict a binary mask for the object. Their model uses an additional input consisting of a canvas that is composed of the union of the binary masks that have been previously predicted. This architecture resembles two-stage proposal-based ones [1, 3, 6] in the sense that it is also composed of two separate modules, one predicting location coordinates and one to produce a binary mask within this location. The main difference between these works and [17] is that objects are predicted one at a time and are dependent on each other. Romera-Paredes & Torr [16] choose to use a recurrent decoder that stores information about previously found objects in its hidden state. Their model is composed of Convolutional LSTMs [23] that receive features from a pretrained model for semantic segmentation [24] and outputs the separate object segments for the image.
While proposal-based methods have shown impressive performance, they generate an excessive number of predictions and rely on an external post-processing step for filtering them out, e.g. non-maximum suppression. Our proposed recurrent model optimizes an objective which better matches the conditions at inference time, as it is trained to predict the final semantic instance segmentation directly from image pixels. All previous sequential methods [16, 17] are class-agnostic and, although [17] reports results for semantic instance segmentation benchmarks, class probabilities for their predicted segments are obtained from the output of a separate model trained for semantic segmentation. To the best of our knowledge, our proposed method is the first to directly tackle semantic instance segmentation with a fully end-to-end recurrent approach that maps image pixels to a variable length sequence of objects represented with binary masks and categorical labels.
Model
Given an input image x, the goal of semantic instance segmentation is to provide a set of masks and their corresponding class labels, y = {y 1 , . . . , y n }. The cardinality of the output set, i.e. the number of instances, depends on the input image and thus the model needs to be able to handle variable length outputs. This poses a challenge for feedforward architectures, which emit outputs of fixed size. Similarly to previous works involving sets [25, 26, 16] , we propose a recurrent architecture that outputs a sequence of masks and labels,ŷ = (ŷ 1 , . . . ,ŷn). At any given time step t ∈ {1, . . . ,n}, the prediction is of the formŷ t = {ŷ m ,ŷ b ,ŷ c ,ŷ s }, whereŷ m ∈ [0, 1] h×w is the binary mask,ŷ b ∈ [0, 1] 4 are the bounding box coordinates normalized by the image dimensions,ŷ c ∈ [0, 1] C are the probabilities for the C different categories, andŷ s ∈ [0, 1] represents the objectness score, which is the stopping criterion at test time. Obtaining bounding box annotations from the segmentation masks is straightforward and it adds an additional training signal, which resulted in better performing models in our experiments.
We design an encoder-decoder architecture that resembles typical ones from semantic segmentation works [24, 27] , where skip connections from the layers in the encoder are used to recover low level features that are helpful to obtain accurate segmentation outputs. The main difference between these works and ours is that our decoder is recurrent, enabling the prediction of one instance at a time instead of a single semantic segmentation map where all objects are present, thus allowing to naturally handle variable length outputs.
Encoder
We use a ResNet-101 [28] model pretrained on ImageNet [29] for image classification as an encoder. We truncate the network at the last convolutional layer, thus removing the last pooling layer and the final classification layer. The encoder takes an RGB image x ∈ R h×w×3 and extracts features from the different convolutional blocks of the base network F = encoder(x). F contains the output of each block
, where f 0 corresponds to the output of the deepest block, and f 4 is the output of the block whose input is the image (i.e. f 4...0 correspond to the output of ResBlock 1...5 in ResNet-101, respectively). 
Decoder
The decoder receives as input the convolutional features F and outputs a set of n predictions, beingn variable for each input image. Similarly to [16] , we use the Convolutional LSTMs [23] as the basic block of our decoder, in order to naturally handle 3-dimensional convolutional features as input and preserve spatial information. While [16] uses a two-layer Convolutional LSTM module that receives the output of the last layer of their encoder, we design a hierarchical recurrent architecture that can leverage features from the encoder at different abstraction levels. We design an upsampling network composed of a series of ConvLSTM layers, whose outputs are subsequently merged with the side outputs F from the encoder. This merging can be seen as a form of skip connection that bypasses the previous recurrent layers. Such architecture allows the decoder to reuse low level features from the encoder to refine the final segmentation. Additionally, since we are using a recurrent decoder, the reliance on these features can change across different time steps. The output of the i th ConvLSTM layer in time step t, h i,t , depends on both (a) the input it receives from the encoder and its preceding ConvLSTM layer and (b) its hidden state representation in the previous time step h i,t−1 :
where B 2 is the bilinear upsampling operator by a factor of 2, h i−1,t is the hidden state of the previous ConvLSTM layer and S i is the result of projecting f i to have lower dimensionality via a convolutional layer. Equation 1 is applied in chain for i ∈ {1, . . . , n b }, being n b the number of convolutional blocks in the encoder (n b = 5 in ResNet). h 0,t is obtained by a ConvLSTM with S 0 as input (i.e. no skip connection):
We set the first two ConvLSTM layers to have dimension D, and set the dimension of the remaining ones to be the one in the previous layer divided by a factor of 2. All ConvLSTM layers use 3 × 3 kernels which, compared to 1 × 1 ConvLSTM units used in [16] , have a larger receptive field which can model instances that are far apart more easily. Finally, a single-kernel 1 × 1 convolutional layer with sigmoid activation is used to obtain a binary mask of the same resolution as the input image.
The bounding box, class and stop prediction branches consist of three separate fully connected layers to predict the 4 box coordinates, the category of the segmented object and the objectness score at time step t. These three layers receive the same input h t , which is obtained by concatenating the max-pooled hidden states of all ConvLSTM layers in the network. Figure 1 shows the details of the recurrent decoder for a single time step.
Training
The parameters of our model are estimated by optimizing a multi-task objective composed of four different terms: Segmentation loss (L m ): similarly to other works [16, 17] , we use the soft intersection over union loss (sIoU) as the cost function between the predicted maskŷ and the ground truth mask y, sIoU(ŷ, y) = 1 − ŷ,y ŷ 1 + y 1 − ŷ,y . We do not impose any specific instance order to match the predictions of our model with the objects in the ground truth. Instead, we let the model decide which output permutation is the best and sort the ground truth accordingly 1 . We assign a prediction to each of the ground truth masks by means of the Hungarian algorithm, using sIoU as the cost function. Given a sequence of predicted maskŝ y m = (ŷ m,1 , . . . ,ŷ m,n ) and the set of ground truth masks y m = {y m,1 , . . . , y m,n }, the segmentation loss L m can be expressed as:
where δ is the matrix of assignments. δ t,t is 1 when the predicted and ground truth masksŷ m,t and y m,t are matched and 0 otherwise. In the case wherê n > n, gradients for predictions at t > n are ignored. Classification loss (L c ): our network outputs class probabilities for each of the predicted masks. Given the sequence of class probabilitiesŷ c = (ŷ c,1 , . . . ,ŷ c,n ) and the set of ground truth one-hot class vectors y c = {y c,1 , . . . , y c,n }, the classification loss is computed as the categorical cross entropy between the matched pairs determined by δ. Detection loss (L b ): given the sequence of predicted bounding box coordinateŝ y b = (ŷ b,1 , . . . ,ŷ b,n ) and the ground truth y b = {y b,1 , . . . , y b,n }, the penalty term L b for bounding box regression is given by the mean squared error between the box coordinates of matched pairs determined by δ. Stop loss (L s ): the model emits an objectness score at each time step,ŷ s,t . It is optimized with a loss term defined as the binary cross entropy betweenŷ s,t and 1 t≤n , where n is the number of instances in the image. The total loss is the weighted sum of the four terms: L m + αL b + λL c + γL s , where loss terms are subsequently added as training progresses. When training for datasets with a high number of objects per image (i.e. Cityscapes and CVPPP) we use curriculum learning [30] to guide the optimization process, where we begin optimizing the model to predict only two objects and increase this value by one once the validation loss plateaus.
Experiments
Experiments are implemented with PyTorch 2 . Code and models will be publicly released upon acceptance. The choice of hyperparameters and other training details for each dataset are provided in the supplementary material.
Datasets and metrics
We evaluate our models on three benchmarks previously used for semantic instance segmentation that differ from each other in terms of the average amount of objects per image. This diversity in datasets will allow assessing our model based on the length of the sequence to be generated. Pascal VOC 2012 [31] contains objects of 20 different categories and an average of 2.3 objects per image. Despite having a small number of objects on average, [3, 22, 32] , we train with the additional annotations from [33] and evaluate on the original validation set, composed of 1,449 images. CVPPP Plant Leaf Segmentation [34] is a small dataset of images of different plants. We follow the same scheme as in [16, 17] 
We resize images to 256×256 pixels for Pascal VOC, 256×512 for Cityscapes and 500 × 500 for CVPPP. We evaluate the CVPPP dataset with the symmetric best dice (SBD) and the difference in count (DiC) as in [34] . For Cityscapes and Pascal VOC we report the average precision AP at different IoU thresholds. Table 1 : Comparison against state of the art sequential methods for semantic instance segmentation. We specify whether the method is recurrent (Rec) and produces categorical probabilities (Cls).
Comparison with sequential methods
We compare our results against other sequential models for instance segmentation [16, 17] . Table 1 summarizes the results. We first train and evaluate our model with the Pascal VOC dataset. In Table  1 we compare our method with the recurrent model in [16] , whose approach is the most similar to ours. However, since they train and evaluate their method on the person category only, we report the results for this category separately despite that our model is trained for all 20 categories. We outperform their results by a significant margin (AP 50 of 46.6 vs. 60.7), even in the case in which they use a post processing based on CRFs, reaching an AP 50 of 50.1. Figure  2a shows examples of predicted object sequences for Pascal VOC images. Table  2b compares our approach with non-sequential methods. We outperform early proposal-based ones [1, 18] by a significant margin across all IoU thresholds. Compared to more recent works [3, 36, 37, 20] , our method falls behind for lower thresholds, but remains competitive and even superior in some cases for higher thresholds.
Color sequence: In the case of the CVPPP dataset, our method also outperforms the one in [16] by a significant margin. However, the sequential model in [17] obtains better results in this benchmark. Their method incorporates an input pre-processing stage and involves multi-stage training with different levels of supervision. In contrast with [17] , our method directly predicts binary masks from image pixels without imposing any constraints regarding the intermediate feature representation. In Figure 2b we show examples of predictions obtained by our model for this dataset. Although the number of objects is much higher in this benchmark than in Pascal VOC, our model is able to accurately output one object at a time.
Our performance on Cityscapes is comparable to the results of the only sequential method previously evaluated on this dataset [17] , but does not meet state of the art results obtained by non-sequential methods, which reach AP 50 figures of 58.1 [6] , 35.9 [22] and 35.3 [21] . Figure 2c depicts some sample predictions of our model for this dataset. While our approach is competitive or even better than [17] for simpler and frequent objects (e.g. AP 50 figures of 45.7 vs. 41.9 for car, and 20.5 vs. 21.2 for person), it obtains lower scores for less frequent and commonly smaller instances (e.g. 2.8 vs. 10.5 for bike and 6.8 vs. 14.7 for motorbike) 3 . We hypothesize that, as the segmentation module in [17] extracts features at a local scale once the detection module predicts a bounding box, their model can accurately predict binary masks for small instances. In contrast, our method operates at global scale for all instances, generating one binary mask at a time considering all pixels in the image. Working with images at higher resolution would allow us to improve our metrics (specially for small objects), which would come at a cost of higher computational requirements. It is also worth noting that the classification scores in [17] are provided by a separate module trained for the task of semantic segmentation, while our method predicts them together with the binary masks. To the best of our knowledge, ours is the first recurrent model used as a solution for Cityscapes.
Ablation studies
In this section, we quantify the effect of each of the components in our network (encoder, skip-connections and number of recurrent layers). Table 2a presents the results of these experiments for Pascal VOC. First, we compare the performance of different image encoders. We find that a deeper encoder yields better performance, with a 23.87% relative increase from VGG-16 to ResNet-101. Further, we analyze the effect of using different skip connection modes (i.e. summation, concatenation and multiplication), as well as removing them completely. While there is little difference between the different skip connection modes, concatenation has better performance. Completely removing skip connections causes a drop of performance of 6.6%, which demonstrates the effectiveness of using them to obtain accurate segmentation masks. We also quantify the effect of reducing the number of ConvLSTM layers in the decoder. To remove ConvLSTM layers, we simply truncate the decoder chain and the output of the last ConvLSTM is upsampled to match the image dimensions. This becomes the input to the last convolutional layer that outputs the final mask. Removing a ConvLSTM layer also means removing the corresponding skip connection. (e.g. if we remove the last ConvLSTM layer, the features from the first convolutional block in the encoder are never used in the decoder). Results in table 2a show a decrease in performance as we remove layers from the decoder, which indicates that both the depth of the decoder and the skip connections coming from the encoder contribute to the result. Notably, keeping the original five ConvLSTM layers in the decoder but removing the skip connections provides a similar performance as using a single ConvLSTM layer without skip-connections (AP of 53.3 against 53.2). This indicates that a deeper recurrent module can only improve performance if the side outputs from the encoder are used as additional inputs.
Error analysis
Following standard error diagnosis studies for object detectors [38] , we show the distribution of false positive (FP) errors, considering the following types: localiza- Figure 3a shows that most FPs are caused by inaccurate localization. Further, in Figure 3b we show the mask quality in terms of IoU depending on the time step when it was predicted. It can be observed that the quality of the masks degrades as the number of time steps increases. We believe that, as features extracted from the encoder are fixed for any output sequence length, more information has to be encoded in the same feature size for long sequences, acting as a bottleneck. The same applies to the decoder, that must retain more information for longer sequences in order to decide what to output next. These intrinsic properties of a recurrent model may lead to poor mask localization for the last masks of the output prediction. A performance drop for longer sequences when using RNNs has already been demonstrated in other works [39] . Further, we analyze the distribution of false negatives in terms of their size with respect to the image dimensions. We cluster objects in different bins according to the image percentage they cover. Figure 3c shows that, for both datasets, most of the false negatives (97% and 38% for Cityscapes and Pascal VOC, respectively) are small objects that cover less than 1% of the image. Figure 3d shows the average IoU for objects of different sizes. Both figures indicate that our method achieves higher IoU values for big objects and struggles with small ones.
Object Sorting Patterns
We observe that the outputs of the model follow a consistent order across images in CVPPP, as depicted in Figure 2b . The complexity and scale of Pascal VOC and Cityscapes make this qualitative analysis unfeasible, so we analyze the sort- ing patterns learned by the network by computing their correlation with three predefined sorting strategies: right to left (r2l ), bottom to top (b2t) and large to small (l2s). We take the center of mass of each object to represent its location and its area as the measure for its size.
We sort the sequence of predicted masks according to one of the strategies and compare the resulting permutation indices with the original ones using the Kendall tau correlation metric: τ = P −Q N (N −1)/2 . Given a sequence of masks x ∈ (x 1 , ..., x N ) and its permutation y ∈ (y 1 , ..., y N ), P is the number of concordant pairs (i.e. pairs that appear in the same order in the two lists) and Q is the number of discordant pairs. τ ∈ [−1, 1], where 1 indicates complete correlation, -1 inverse correlation and 0 means there is no correlation between sequences. Table 3a presents the results for this experiment. For simplicity, we do not show the results for the opposite sorting criteria in the table (i.e. left to right, small to large and top to bottom), since their τ value would be the same but with the opposite sign. We observe strong correlation with a horizontal sorting strategy for both datasets (right to left in Pascal VOC and left to right in Cityscapes), as well as with bottom to top and large to small patterns. Figure 4 shows images in Pascal VOC that present high correlation with each of the three sorting strategies. Interestingly, the model adapts its scanning pattern based on the image contents, choosing to start from one side when objects are next to each other, or starting from the largest one when the remaining objects are much smaller. The pattern in Cityscapes is more consistent, which we attribute to the similar structure present in all the images in the dataset. First, the objects in both sides of an image are predicted, starting with the left side; then the model segments the objects in the middle while following similar patterns to the ones in Pascal VOC. This pattern can be observed in Figure 2c . Further, we quantify the number of object pairs in Pascal VOC images that are predicted in each of the predefined orders. For a pair of objects o 1 and o 2 that are predicted consecutively, we can say they are sorted in a particular order if their difference in the axis of interest is greater than 15% (e.g. a pair of consecutive objects follows a right to left pattern if the second object is to the left of the first by more than 0.15W pixels, being W the image width). Figure 5 shows the results for object pairs separated by category. For clarity, only pairs of objects that are predicted together at least 20 times are displayed. We observe a substantial difference between pairs of instances from the same category and pairs of objects of different classes. While same-class pairs seem to be consistently predicted following a horizontal pattern (right to left), pairs of objects from different categories are found following other patterns reflecting the relationships between them. For example, the pairs motorcycle + person, bicycle + person or horse + person are often predicted following the vertical axis, from the bottom to the top of the image, which is coherent with the usual spatial distribution of objects of these categories in Pascal VOC images. We also check whether the order of the predicted object sequences correlates with the features from the encoder. Since these are the inputs to the recurrent layers in the decoder (which do not change across different time steps), the network must learn to encode the information of the object order in these activations. To test whether this is true, we permute the object sequence based on the activations in each of the convolutional layers in the encoder and check the correlation with the original sequence. Table 3b shows the Kendall tau correlation values of predicted sequences with these activations, before and after training the model. We observe that correlation increases after training the model for our task. The predicted sequences correlate the most with the activations in the last block in the encoder both for Pascal VOC and Cityscapes. This is a reasonable behavior, since those features are the input to the first ConvLSTM layer in the decoder. In the case of images from the CVPPP dataset, we find that the predicted object sequences correlate with the activations in the second to last convolutional layer in the encoder. We hypothesize that the semantics in the last layer of the encoder, which is pretrained on ImageNet, are not as informative for this task. In Figure 6 we display the most and least active object in the most correlated block in the encoder for each dataset. We show figures for features before and after training the model. For Pascal VOC images, we observe a shift of the most active objects from the center of the image to the bottom-right part of the image, while the least active objects are located in the left part of the image. In the case of Cityscapes, the most active objects move from the center to right-most and left-most part of the image after training. Regarding CVPPP, we observe that the network learns a specific route to predict leaves which is consistent across different images, starting in the top-most part of the image.
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Conclusion
We have presented a recurrent method for end-to-end semantic instance segmentation, which can naturally handle variable length outputs by construction. Unlike proposal-based methods, which generate an excessive number of predictions and rely on an external post-processing step for filtering them out, our model is able to directly map pixels to the final instance segmentation masks. This allows our model to be optimized for an objective which better matches the conditions of the target task at inference time than those in proposal-based methods. We observed coherent patterns in the order of the predictions that depend on the input image, suggesting that the model makes use of its previous predictions to reason about the next object to be detected. In contrast with other sequential methods that use direct feedback from their output, the choice of a multi-layer recurrent network also has the advantage of being more parallelizable across time steps on modern hardware [40] . We have detected two main sources of limitations in the proposed model, namely inaccurate masks for small objects and difficulties handling long sequences. The quality of the segmentation for small objects can be improved by increasing the resolution of the input images, although this comes at the cost of a larger memory footprint that can preclude training for long sequences unless the model is parallelized across different GPUs [9] . In order to improve the performance on long sequences, the memory of the model can be increased by adding more units to each ConvLSTM [41] . There is evidence that the optimal number of units is very dependent on the dataset [42] , but models with more parameters are also slower to train and require more memory. Finding the best trade-off between performance and computational requirements for each dataset remains as future work.
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