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Abstract
We consider those homomorphisms f of semigroups of trace-class operators on a Hilbert
space that preserve trace. If f is a spatially induced isomorphism on a semigroup S; that is
fðSÞT ¼ TS for an invertible operator T and for all S in S; then f clearly has this property.
More generally, if T in the relation above is a densely deﬁned, closed, injective operator with
dense image, f still preserves trace. We prove the converse of this statement under certain
conditions. Using these results we prove simultaneous similarity theorems for semigroups of
operators (on ﬁnite or inﬁnite-dimensional spaces) whose members are individually similar to
unitary or J-unitary operators.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
It seems that the property of preserving traces has been studied so far primarily in
connection with linearity. In [17] a characterization of linear mappings on matrix
algebras that preserve the trace norm is given. In [2] linear mappings that preserve
positive semideﬁniteness of trace-class operators are studied. Among them the
transformations preserving trace are characterized. [3] gives a complete character-
ization of linear transformations preserving trace on matrix algebras. In this paper,
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we study trace-preserving multiplicative maps on semigroups of operators. For a
related problem see also [4], where trace-preservers of monomials in two matrices
were considered.
Our result relates the question of trace-preserving semigroup homomorphisms to a
simultaneous similarity problem. In 1964, Ulam [18] mentioned the so-called
Auerbach problem: Is a group of matrices with bounded cyclic subgroups bounded?
Usually such groups are called cyclically bounded. As is well known from the
representation theory of groups, simultaneous similarity to unitaries in ﬁnite
dimensions is equivalent to boundedness of the group, and, hence, this problem is
clearly equivalent to the following: If a group of matrices (or ﬁnite-dimensional
operators) is such that every element is similar to a unitary matrix (or operator),
must this group be similar to a group of unitaries? Ulam also noted that the answer is
yes in dimension n ¼ 2 while at that time it was unknown for general n: In 1966,
Platonov and Zalesskii [10] constructed a 3 3 counterexample. However, they
show that every closed cyclically bounded group is bounded. This result also follows
from the general theory of Lie groups. Similar results were obtained independently
by Merzljakov [6].
In Section 2 we study a semigroup S of trace-class operators such that the
C1-closed algebra generated byS is semisimple. A semigroup with this property will
be called semisimple. We represent members of S simultaneously as block upper
triangular matrices. Theorem 3.2, given in Section 3, forms the technical foundation
of our main results, presented in Section 4, namely Theorem 4.1 and its ﬁnite-
dimensional version, Theorem 4.2. They state that every surjective trace-preserving
homomorphism between two semisimple trace-class semigroups, satisfying certain
totality conditions, is induced by an injective, closed operator V with dense domain
and image. Some discussion and examples are also given there including an involved
example showing that the technical conditions of Theorem 3.2 are necessary for the
theorem to hold. In the last two sections we present some applications. Section 5
gives applications to ﬁnite dimensions. Theorem 5.1 says that every irreducible
semigroup of operators individually similar to J-unitaries is similar to a semigroup
of J-unitaries with one and the same J: Theorem 5.5 is an analogous result for
unitaries. Section 6 contains applications to inﬁnite dimensions. Theorem 6.3 studies
an irreducible semigroup of operators that are individually similar to unitary
operators. If they are all of the form F þ lI ; where l is a scalar and F is of ﬁnite
rank, then the semigroup is similar to a semigroup of unitaries via some densely
deﬁned, injective, positive operator with dense image.
The rest of this section is devoted to some preliminaries. One of our aims here
is to justify our deﬁnition of semisimplicity of operator semigroups given above.
In what follows all operators will act on a ﬁnite or inﬁnite-dimensional complex
Hilbert space H: The ideal of trace-class operators will be denoted by C1:
Consider an algebra of operators that are linear combinations of the identity and
operators from C1; endowed with its own norm arising from the trace norm and
closed in this norm as in [14, Section 6]. It is not hard to see (and also shown
there) that the spectrum of any member of such an algebra equals its spectrum as
an operator.
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By a semigroup we always mean a set of operators closed under multiplication.
Let S be a semigroup of trace-class operators. Deﬁne the semigroup radical Rads S
to be the set of all TAS such that sðTSÞ ¼ sðSTÞ ¼ f0g for all SAS: Let AlgS
denote the C1-closed algebra generated by the semigroup S and let Alg1S denote
the algebra of linear combinations of the identity and operators from AlgS: Since
an algebra A is also a semigroup, we can deﬁne its semigroup radical Rads A; as
well as its algebra radical Rada A [1]. However, it turns out that the two coincide for
closed algebras (cf. [9, Theorem 2.3.3, p. 225]) so that in this case we can omit the
subscripts a and s in the notation Rada and Rads: In fact, slightly more will now be
shown, namely Rads S ¼S-RadAlgS:
For TARads S it holds, by deﬁnition, that sðSTÞ ¼ sðTSÞ ¼ f0g for all SAS:
Observe that this formula is automatically true for S ¼ I because sðT2Þ ¼ 0 implies
sðTÞ ¼ 0: Since the elements of the semigroup are of trace-class, it follows by
Lidskii’s Theorem (cf. [5]) that trðTSÞ ¼ 0 for all SAS and S ¼ I : By linearity and
continuity of trace we must have that trðTSÞ ¼ 0 for all SAAlg1S: Now, let for some
SAAlg1S the spectrum of TS contain a non-zero l0AC: Introduce the non-trivial
Riesz projection
P0 ¼ 1
2pi
Z
g
ðl	 TSÞ	1 dl;
where g is a circle around the point l0 in C sufﬁciently small to separate this point
from the rest of sðTSÞ: It is shown in [14, p. 50], that P0 belongs to the Banach
algebra Alg1S: Since T is in the radical, this implies by the above that tr TSP0 ¼ 0 in
contradiction with the fact that l0 is the only non-zero point of sðTSP0Þ: So, TS and
similarly ST are quasinilpotent for all SAAlg1S; and in particular for all SAAlgS:
So, T belongs to its radical. This proves that Rads SCS-RadAlgS; while
inclusion in the other direction is clear.
On the other hand it is clear that Rads S may be different from Rad AlgS: A
simple counter-example can be obtained in two dimensions by taking the semigroup
of all I þ kN for k running through all positive integers, where I is the identity
matrix, and N a nilpotent of rank one. Then, the radical of the semigroup is empty
and the radical of the corresponding algebra contains N:
2. Representations of trace-class semigroups
In this section, we will represent operators in trace-class semigroups simulta-
neously as block upper triangular matrices. This approach is closely related to
the representation of trace-class algebras studied in [12, Section 2; 14,15] (cf. also
[16, Section 7.5]). In order to avoid unnecessary repetition the reader will be referred
to these papers as well as to Section 2 of [11] and only the outline of the main ideas
and some points of difference will be emphasized here.
For any (orthogonal) projection P on H; the compression of T to Im P will be
the operator obtained by restricting PT to PH: For subspacesM andNCM ofH
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we will denote byM~N the intersection ofM and the orthogonal complement of
N: In what follows we will ﬁx a semigroupS of trace-class operators and a maximal
chain D of its invariant subspaces. Using Zorn’s Lemma, it is not hard to see that
such a maximal chain exists, although it may be trivial, i.e. containing only the
spaces f0g and H: In this case we say that S is irreducible. For any MAD we will
denote byM	 the closed linear span of allNAD; NCM; NaM: It is clear that
M	CM and by the maximality of D thatM	AD: Now, ifMaM	 we will say that
D has a non-trivial gap atM: In this case for any operator TAAlgS we will denote
by TM the compression of T to the spaceM~M	: Further, we will denote by SM
the set of all compressions TM for TAS: SinceM andM	 are both invariant under
all TAS; it follows that ðTSÞM ¼ TMSM for all S and T in S: Thus, the set SM is
a semigroup, and maximality of D yields its irreducibility. Namely, the span of a
possible proper non-zero invariant subspace of SM with M	 would provide an
invariant subspace of S strictly between M	 and M:
Lemma 2.1. RadAlgS ¼ fTAAlgS j TM ¼ 0 for all MADg:
Proof. Since ðTSÞM ¼ TMSM holds for all S and T in S; the set on the right-hand
side above, to be denoted by J; is an ideal of AlgS: In order to see that J is
contained in the radical, we will now show that all of its elements are quasinilpotent.
Assume the contrary. Then, there exists a TAJ with a non-zero eigenvalue l0AC:
Deﬁne the Riesz projection
P0 ¼ 1
2pi
Z
g
ðl	 TÞ	1 dl;
where g is a sufﬁciently small circle around the point l0: In the same way as in the
introduction we see that P0 is in Alg1S; however, since it is of ﬁnite rank, it is
actually in AlgS: The fact that ðT 	 l0ÞnP0 ¼ 0 for some n implies easily that
P0AJ: To get a contradiction we will ﬁnd a gap at which P0 has a non-zero
compression. To this end ﬁrst deﬁneM ¼ T fNAD jN-Im P0a0g: Using the fact
that P0 is of ﬁnite rank, we can see that M-Im P0a0; so that for the projection P
onM the images of P and P0 have non-zero intersection. Let nowNAD be strictly
smaller than M; so that N-Im P0 ¼ 0: Since P0AAlgS; we have for Q the
projection on N that QP0Q ¼ P0Q: It follows that ðP 	 QÞP0Q ¼ 0 and
consequently ðP 	 QÞP0ðP 	 QÞ ¼ ðP 	 QÞP0P ¼ ðI 	 QÞPP0P: For a non-zero x
in Im P-Im P0 we have that ðI 	 QÞPP0Px ¼ ðI 	 QÞxa0; so that ðP 	 QÞP0ðP 	
QÞa0: Since the compression of P0 to ImðP 	 QÞ is a projection, its trace is a
positive integer. After we choose N so that this integer is the smallest possible, the
trace of ðP 	 QÞP0ðP 	 QÞ does not change any more whenN increases further. The
closure of the union of all N of the kind equals M	: Denote by P	 the projection
onM	: The fact that trðP 	 P	ÞP0ðP 	 P	Þ ¼ trðP 	 QÞP0ðP 	 QÞ now shows that
the gap at M is non-trivial and that P0 has a non-zero compression to this gap in
contradiction with P0AJ:
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To get the inverse inclusion suppose that it is false. Choose an arbitrary
TARadAlgS: LetM be such that D has a non-trivial gap atM: It is not hard to see
that sðSMÞCsðSÞ for all SAS: It follows that TM belongs to the radical of AlgSM:
Since SM is irreducible, AlgSM is transitive and by Theorem 6.1 of [14] it equals
C1ðM~M	Þ: Because this algebra is semisimple, its radical is zero implying TM
to be zero. &
Lemma 2.2. For anyMAD such thatSM is non-zero the set of finite-rank operators of
ðAlgSÞM is C1-dense in the algebra of all C1 operators on M~M	:
Proof. Clearly, ðAlgSÞM is contained in AlgSM and it follows from the
irreducibility of SM and Theorem 6.1 in [14] that it is dense in C1ðM~M	Þ:
Using the appropriate Riesz projections as in the proof of Lemma 2.1 we can ﬁnd
non-trivial ﬁnite-rank projections in ðAlgSÞM: Let F be the set of all ﬁnite-rank
operators from ðAlgSÞM: Since F is an ideal of ðAlgSÞM; its C1 closure F is a
closed ideal of C1ðM~M	Þ: Since the latter is strictly transitive, the same is true for
the necessarily non-zero F: By Barnes’s theorem (cf. [14, Lemma 2.2]) F then
contains all ﬁnite rank operators onM~M	 so that it is equal to C1ðM~M	Þ and
the lemma follows. &
For any MAD such that SM is non-zero the set of ﬁnite-rank operators of
ðAlgSÞM is C1-dense in the algebra of all C1 operators on M~M	:
Proposition 2.3. For any spaces M; NAD; the following statements are equivalent:
(a) For every TAS it holds that tr TM ¼ tr TN:
(b) For every TAAlgS either TM and TN are both zero or they are both non-zero.
(c) Let PAAlgS be an idempotent such that PM and PN are of rank one. Then, for
any TAS either ðPTÞM and ðPTÞN are both zero or they are both non-zero.
(d) There exists a closable injective operator V densely defined on M~M	 with dense
image in N~N	 such that for every TAS we have TMV ¼ VTN on the domain
of V which is invariant under TN:
Proof. Let us ﬁrst show that (a) implies (b). Suppose that TM ¼ 0 and TNa0 for
some TAAlgS: Since Rad AlgSN ¼ 0 by irreducibility of AlgSN; we can ﬁnd an
operator SNAAlgSN such that SNTN is not quasinilpotent. This implies as in
Section 1 that there is an operator RNAAlgSN such that trðRNTNÞa0: By density
of ðAlgSÞN in AlgSN we may assume with no loss of generality that RN is a
compression of an operator RAAlgS: On the other hand ðRTÞM ¼ 0; so that
trðRTÞMatrðRTÞN: It is clear that (b) implies (c). Let us prove that (c) implies (d);
Lemma 2 of [12] will then yield implication from (d) to (a) thus completing the proof
of the equivalence cycle.
Assume (c) and let xAIm PM and yAIm PN be arbitrary non-zero vectors; observe
that this determines x and y uniquely up to multiplication by a non-zero complex
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number. Thus, given any TAS; we must have a unique uTAN~N	 and a unique
vTAM~M	 such that ðPTÞNz ¼ ðz; uTÞy for all zAN~N	 and ðPTÞMz ¼
ðz; vTÞx for all zAM~M	; where ð:; :Þ denotes the inner product. Using the ideas of
Section 2 in [11] we can prove that W : uT/vT is a densely deﬁned closable operator
which is injective and has dense image. It follows that V ¼ W  is densely deﬁned on
M~M	; is an injective closable operator and has dense image in N~N	: By
deﬁnitions of uT and vT we see that uTS ¼ ðSNÞuT and vTS ¼ ðSMÞvT for all
T ; SAAlgS; and assertion (d) follows. &
We now introduce an equivalence relation on spacesMAD with the property that
SM is non-zero. SpacesM; NAD of the kind are called equivalent if they fulﬁll any
and therefore all of the equivalent conditions of Proposition 2.3. Let D be the set of
all equivalence classes of this kind of spaces in D: It is clear by compactness of the
operators that every oAD contains a ﬁnite number of spaces of D:
An operator SAAlgS; Sa0; will be called minimal if T AlgS is a minimal right
ideal, i.e., the condition T AlgSCS AlgS for some TAAlgS; implies that either
T ¼ 0 or T AlgS ¼ S AlgS: In the proof of the following lemma we need an
observation that in a semisimple algebra for any non-zero S there is a T such that
ST is non-zero.
Lemma 2.4. Let S be a semisimple semigroup and let S be a minimal element of
AlgS: Then, there is an oAD such that SMa0 exactly for the members M of o:
Moreover, for such an M the operator SM is of rank one and there exists a minimal
idempotent P in AlgS such that P AlgS ¼ S AlgS:
Proof. By semisimplicity and Lemma 2.1 there is an MAD such that SMa0: If
ðSTÞM ¼ SMTM ¼ 0 for all TAAlgS such that TM is of rank one, then the same is
true for all TAAlgS with TM of ﬁnite rank and by Lemma 2.2 for all TAAlgS;
contradicting the fact that SMa0: Thus, ðSTÞMa0 for some TAAlgS such that
TM is of rank one. Clearly, ST AlgS is non-zero and therefore equal to S AlgS by
the minimality condition. It follows that ðSTÞMðAlgSÞM ¼ SMðAlgSÞM implying
that SM is of rank one. It is also easy to see that S may be replaced by a P such that
PM is an idempotent of rank one. Indeed, if this were not possible, ðSTÞM would be
a nilpotent of rank no greater than one for every TAAlgS: This would imply
trðSMTMÞ ¼ 0 for all TAAlgS and by C1 density obtained in Lemma 2.2 for all
TMAC1ðM~M	Þ contradicting the fact that SM is non-zero. It follows by
Proposition 2.3 that PN is an idempotent of rank one for everyNAo; where o is the
set of spaces equivalent toM: By minimality of S and therefore P; it follows that the
operator P is itself an idempotent. For otherwise PðPT 	 TÞAlgS would be non-
zero for some TAAlgS implying PðPT 	 TÞAlgS ¼ P AlgS by minimality of
P leading to a contradiction for compressions atM: Finally, choose anyNAD such
that PN is non-zero. By minimality PN is an idempotent of rank one. We want to
show that NAo: Assume the contrary. Then, by Proposition 2.3 the operators
ðPTÞN and ðPTÞM are not simultaneously zero for all TAS: But, then, either of the
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possibilities ðPTÞNa0 and ðPTÞM ¼ 0 for some TAS or ðPTÞN ¼ 0 and
ðPTÞMa0 for some TAS leads to a contradiction with minimality of P: &
A minimal idempotent P as in Lemma 2.4 will be denoted by Po; where o is the
unique element of D determined by P as in the lemma.
Proposition 2.5. Let S be a semisimple semigroup.
(a) An element S in AlgS is minimal if and only if there exists an oAD such that SM
is of rank one for all MAo and such that SM ¼ 0 for all Meo:
(b) To any minimal element S there is a minimal idempotent Po with the same image.
(c) For every oAD there exists a minimal idempotent Po:
(d) The ideal Jo generated by Po is independent of the choice of the minimal Po and
the set of compressions of elements of Jo toM~M	 is either zero (ifMeo) or it
contains all finite rank operators of ðAlgSÞM and is therefore C1-dense in the
algebra of all C1 operators on M~M	 (if MAo).
(e) Every idempotent of AlgS is a sum of commuting minimal idempotents of AlgS:
(f) The ideal of all operators of finite rank of AlgS equals the linear span of all
minimal idempotents of AlgS:
Proof. (a) By Lemma 2.4 every minimal S has this property. Take now any S with
this property and let non-zero TAAlgS be such that T AlgSCS AlgS: We want
to see that equality is true in this last inclusion. It is clear that TM is of rank one for
allMAo and TM ¼ 0 for allMeo: It follows that T may be replaced with no loss of
generality by an idempotent P: But, then PS ¼ S yielding SAP AlgS and the
assertion follows. (b) This is implied easily by Lemma 2.4. (c) Fix an oAD: Let S be
an operator in AlgS of minimal rank among those having non-zero SM for some
and therefore all MAo: It follows by Lemma 2.2 that SM is of rank one. We may
assume with no loss of generality that S is an idempotent. We want to show that for
anyNeo it holds that SN ¼ 0: If not, we get a contradiction using Proposition 2.3
and arguments similar to the ones in the proof of Lemma 2.4.
(d) Let Po be a minimal idempotent ‘‘living’’ on the gaps of o and let Jo be the
ideal generated by Po: Let QAAlgS be an idempotent such that QM is of rank one
forMAo: It follows by Lemma 2.2 that compressions toM of PoTQ; when T runs
through AlgS; are not all zero and similarly, after T of this kind is ﬁxed, that
compressions toM of QSPoTQ; when S runs through AlgS are not all zero. So, the
set of compressions of elements of Jo to M contains every compression of an
idempotent QAAlgS such that QM is of rank one. In particular, this set contains
every minimal idempotent ‘‘living’’ on the gaps of o so that Jo is independent of
the choice of Po: It follows by the above that the set of compressions of elements of
Jo to M~M	 contains every element of (AlgSÞM of rank one. So, by induction
on rank, this set contains all ﬁnite rank operators of (AlgSÞM which are dense
in C1ðM~M	Þ:
(e) Let us choose an idempotent P in AlgS and let r be the necessarily ﬁnite
number of oAD such that PM is non-zero forMAo: We show that P can be written
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as a ﬁnite sum of commuting minimal idempotents by induction on r: If r ¼ 1; there
is nothing to prove since P itself is minimal in that case. Let now r41 and choose a
class oAD such that PM is non-zero forMAo: By (d) ﬁnd an element QAJo; such
that PM ¼ QM forMAo: Then ðP 	 QÞMa0 only forMAo0; where o0 is such that
PMa0 for MAo0 and o0ao: So, there are only r 	 1 of o0 of this type and to
complete the inductive proof it sufﬁces to show that Q and P 	 Q are commuting
idempotents. Since ½QðP 	 QÞM ¼ 0 and ½ðP 	 QÞQM ¼ 0 for allM in every oAD;
we get QðP 	 QÞ ¼ ðP 	 QÞQ ¼ 0 by semisimplicity. Similarly, we see that Q2 ¼ Q
implying that Q and P 	 Q are both idempotents.
(f) In view of (e), it sufﬁces to show that the ideal of all operators of ﬁnite rank of
AlgS equals the linear span of all idempotents of AlgS: It is clear that any linear
combination of idempotents from AlgS is of ﬁnite rank. We want to show that
every FAAlgS of ﬁnite rank is a linear combination of idempotents. We will prove,
this fact, by induction on the rank of F : Observe that the claim is true for F of rank
0 and assume inductively that it is true for all FAAlgS of rank smaller than some
r40: Let now F be of rank r: If F is either a direct sum of an invertible and a non-
zero nilpotent or a direct sum of an invertible with no less than two points in the
spectrum and zero, then we can write F as a sum of two ﬁnite-rank operators from
AlgS of strictly smaller rank than r and we are done by induction. If F is a direct
sum of an invertible and zero, and if it has only one non-zero point in the spectrum,
we can write it as a sum of a scalar multiple of an idempotent of rank r and a
nilpotent of rank smaller than r; so that again we are done by induction. Next,
assume that F is nilpotent. Since the algebra is semisimple, there must be an
AAAlgS such that tr FAa0: Write F ¼ FA þ ðF 	 FAÞ and observe that neither
FA nor F 	 FA have zero trace. Thus, neither of them is nilpotent and we are done
either by the above (if one of them or both are of rank r), or by induction. &
In the next corollary ﬁx for any oAD a Po as in Lemma 2.4 and a (necessarily
ﬁnite) basis fxðoÞi g for each of the spaces Im Po:
Corollary 2.6. The following linear manifolds are equal:
(a) the set of finite sums of the form
P
o;i A
ðoÞ
i x
ðoÞ
i ; where A
ðoÞ
i runs through AlgS;
(b) the span of the images of finite-rank operators in AlgS;
(c) the span of the images of idempotents in AlgS:
Proof. It is clear that the manifold deﬁned by (a) is contained in the manifold
deﬁned by (b). The fact that the manifold deﬁned by (b) is contained in the one
deﬁned by (c) follows by Proposition 2.5(f). To prove the proposition, it remains to
show that the manifold deﬁned by (c) is contained in the one deﬁned by (a). Choose a
non-zero idempotent PAAlgS: In view of Proposition 2.5(e) it sufﬁces to show this
for the case when P is a minimal idempotent. By Proposition 2.5(d) there is a QAJo
such that ðP 	 QÞM ¼ 0 for all MAo: Since necessarily ðP 	 QÞN ¼ 0 for Neo;
it follows that P ¼ QAJo by semisimplicity and Lemma 2.1. So, we can write P
as a ﬁnite sum P ¼Pj BjPoCj; where Bj; CjAAlgS: For any xAIm P it holds
ARTICLE IN PRESS
M. Hladnik et al. / Journal of Functional Analysis 204 (2003) 269–292276
that x ¼ Px ¼Pj BjPoCjx: As PoCjx belongs to Im Po; it can be written as a
linear combination of the ﬁxed basis vectors, PoCjx ¼
P
i aijx
ðoÞ
i ; which gives
x ¼Pi ðPj aijBjÞxðoÞi : &
3. Trace-preserving homomorphisms
In this section, let S and T be two semigroups of trace-class operators acting,
respectively, on complex Hilbert spaces H and K; not necessarily of the same
dimension. Let f :S-T be a multiplicative mapping, i.e. a semigroup homo-
morphism from the ﬁrst semigroup to the second, such that tr fðSÞ ¼ tr S for all
SAS: The following simple proposition is a key result in our study. Here, we denote
by A; respectively B; the (not necessarily closed) algebra generated by S;
respectively by the image of f:
Proposition 3.1. If T ¼ fðSÞ is semisimple, then f extends uniquely to an algebra
homomorphism of A into B which preserves traces and is necessarily closable.
Proof. For any A ¼P aiSiAA; where SiAS deﬁne fðAÞ ¼P aifðSiÞAB: To show
that this mapping is well-deﬁned assume that
P
aiSi ¼ 0 for some SiAS and choose
any SAS: It follows that
P
aiSSi ¼ 0 and therefore 0 ¼ trð
P
aiSSiÞ ¼
P
ai trðSSiÞ;
while, similarly, also 0 ¼P ai tr Si: By the fact that the homomorphism f preserves
traces, we have that
tr
X
aifðSiÞ
h i
¼
X
ai tr fðSiÞ ¼ tr
X
aiSi
 
¼ 0;
and also
tr fðSÞ
X
aifðSiÞ
h i
¼ tr
X
aifðSÞfðSiÞ
h i
¼
X
ai tr fðSSiÞ
¼
X
ai trðSSiÞ ¼ 0:
This implies that tr½T P aifðSiÞ ¼ 0 for all TAAlgT; thus showing thatP aifðSiÞ
belongs to Rad AlgT: Now, since T is semisimple, we must have
P
aifðSiÞ ¼ 0:
The map f so extended is linear by deﬁnition. As f is multiplicative on the setS that
generates A; it must be multiplicative on A by linearity. To get closability of f
assume that SnAA are such that the sequence ðSnÞ converges to 0 and that the
sequence ðfðSnÞÞ converges to some operator T in AlgT; both in the C1 topology.
Observe that T has trace zero. For any SAA the sequence ðSnSÞ converges to zero
and ðfðSnÞfðSÞÞ converges to TfðSÞ: As f preserves traces and trace is continuous,
we conclude that trðTfðSÞÞ ¼ 0 for every SAS and therefore trðTRÞ ¼ 0 for every
RAAlgT: This implies T ¼ 0 by semisimplicity of T: &
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We will assume from now on thatS andT are both semisimple. Let f :S-T be
a surjective semigroup homomorphism preserving traces and extend it to an algebra
homomorphism A-B as in Proposition 3.1, denoted again by f with no fear of
confusion. Assume also with no loss of generality that f is closed, so that the graph
of f is a C1-closed algebra of trace-class operators acting onH"K: Fix a maximal
chain D of invariant subspaces of this algebra such thatHAD: Let us show that the
graph of f is a semisimple algebra. If an element ðS; TÞ of this graph belongs to its
radical, it has zero compressions to all the gaps by Lemma 2.1. This implies in
particular that SM ¼ 0 forMAD; MCH: So, SAAlgS is zero by semisimplicity of
S and therefore T ¼ 0 as well. Deﬁne D corresponding to the chosen D as in Section
2. For any oAD ﬁx a minimal idempotent of the form ðPo;fðPoÞÞ from the graph of
f: Let ko be the rank of Po; then it is also the rank of fðPoÞ by the trace-preserving
property. For i ¼ 1;y; ko denote byMðoÞi Ao; the space with MðoÞi CH; for which
Po has non-trivial compression to the corresponding gap. Also, ﬁx a basis fxðoÞi g of
Im Po such that x
ðoÞ
i AM
ðoÞ
i for i ¼ 1;y; ko: Similarly, for i ¼ 1;y; ko; denote by
N
ðoÞ
i AD; the space withHCN
ðoÞ
i ; such that fðPoÞ has non-trivial compression to
the corresponding gap and ﬁx a basis fyðoÞi g of Im fðPoÞ such that yðoÞi ANðoÞi -K
for i ¼ 1;y; ko:
Let FAlg S denote the set of operators of ﬁnite rank in AlgS: LetNðSÞ denote
the intersection of all Ker F for FAFAlg S and let RðSÞ denote the closed linear
span of all Im F for FAFAlg S: Observe that RðSÞ coincides with the closure of any
of the linear manifolds deﬁned by (a), (b) or (c) of Corollary 2.6. The semigroup S
will be called weakly separating if NðSÞ-RðSÞ ¼ f0g: Let us also introduce the
linear manifolds
R0ðSÞ ¼
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i
					AðoÞi AA
( )
and
R0ðTÞ ¼
X
oAD
Xko
i¼1
fðAðoÞi ÞyðoÞi
					AðoÞi AA
( )
;
where we allow ﬁnite sums only. Observe that R0ðSÞ and R0ðTÞ are dense,
respectively, in RðSÞ and RðTÞ:
Theorem 3.2. If semigroups S and T of trace-class operators are both semisimple and
weakly separating, then for any surjective trace-preserving semigroup homomorphism
f :S-T there exists a closed and injective mapping V densely defined on RðSÞ
with dense image in RðTÞ such that VSx ¼ fðSÞVx for all x in the domain of V and
for all SAS:
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Proof. First, deﬁne a linear mapping V :R0ðSÞ-R0ðTÞ by
V :
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i /
X
oAD
Xko
i¼1
fðAðoÞi ÞyðoÞi : ð1Þ
Let us show that V is well-deﬁned. To this end assume that for some choice of
A
ðoÞ
i AA we have
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i ¼ 0: ð2Þ
We will show that all the terms in (2) are zero. Assume the contrary; let oAD and
i; 1pipko; be chosen so thatMðoÞi is the maximal member of D such that A
ðoÞ
i x
ðoÞ
i is
non-zero. If P is the projection on M
ðoÞ
i 	; then I 	 P annihilates all the other
possibly non-zero terms of (2) by maximality, so that also ðI 	 PÞAðoÞi xðoÞi ¼ 0: Since
A
ðoÞ
i Po is either minimal or zero and must be zero on the gap under consideration, it
is zero. So, A
ðoÞ
i x
ðoÞ
i ¼ 0 contradicting the above. We have thus seen that (2) implies
that for all o and for all i ¼ 1;y; ko we have AðoÞi Po ¼ 0 yielding fðAðoÞi PoÞ ¼ 0; so
that fðAðoÞi ÞyðoÞi ¼ 0; and the deﬁnition of V is valid.
For any SAS we have
VS
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i ¼V
X
oAD
Xko
i¼1
SA
ðoÞ
i x
ðoÞ
i ¼
X
oAD
Xko
i¼1
fðSAðoÞi ÞyðoÞi
¼fðSÞ
X
oAD
Xko
i¼1
fðAðoÞi ÞyðoÞi ¼ fðSÞV
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i :
Thus, V intertwines S and fðSÞ on R0ðSÞ for all SAS:
We will next show that V is closable and that its closure is injective. Observe that
in our problem the roles of S and T may be interchanged. Thus, according to the
above V	1 is well-deﬁned, and showing that the closure of V is injective is equivalent
to proving that V	1 is closable. It, therefore, sufﬁces to give only one of these
closability proofs by symmetry of the problem. So, let us show that V	1 is closable.
Having this goal in mind choose a sequence of vectors of the form
xn ¼
X
oAD
Xko
i¼1
A
ðoÞ
i;n x
ðoÞ
i AR0ðSÞ
and the corresponding sequence
yn ¼
X
oAD
Xko
i¼1
fðAðoÞi;n ÞyðoÞi AR0ðTÞ
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such that ðynÞ converges to zero and ðxnÞ converges to some xARðSÞ: We want to
show that x equals zero and in view of our weak separation assumption it sufﬁces to
show that x belongs toNðSÞ: However, for any minimal idempotent ðP;fðPÞÞ from
the graph of f there is a corresponding oAD such that for MAD;MCH; we have
PM ¼ 0 if and only if Meo; while for NAD;N*H; we have that fðPÞN ¼ 0 if
and only if Neo: This implies that, after multiplying the above sum for xn by P;
only the term corresponding to this particular o remains possibly non-zero, so that
Pxn ¼
Xko
i¼1
PA
ðoÞ
i;n x
ðoÞ
i
and also
fðPÞyn ¼
Xko
i¼1
fðPAðoÞi;n ÞyðoÞi :
Because V	1fðPÞyn ¼ Pxn and since the restriction of the linear mapping V	1 to the
ﬁnite-dimensional subspace Im fðPÞ must be bounded, the fact that ðynÞ converges
to zero now implies that ðPxnÞ converges to zero as well and, consequently, that
Px ¼ 0: By Proposition 2.5(f) we conclude that Fx ¼ 0 for all FAAlgS of ﬁnite
rank, i.e. for all FAFAlg S: Thus, xANðSÞ: &
4. Main results and some examples
We call a set E of operators on a complex Hilbert space H total, if for xAH
we have that Ex ¼ 0 for all EAE implies x ¼ 0: The notation E is used for the
set fEjEAEg: For any semigroup S we adopt the notation FS ¼ fFAS j F
is of finite rankg: Here is our main theorem.
Theorem 4.1. Let the semisimple semigroups S and T of trace-class operators, acting
respectively, on complex Hilbert spaces H and K; be such that FS; F

S; FT; and
FT are all total. Then, every trace-preserving semigroup homomorphism f from S
onto T is induced by an injective, closed operator V with dense domain and dense
image, in the sense that the domain of V is invariant under all SAS and that fðSÞV ¼
VS on the domain of V :
The situation is much simpler, as expected, in ﬁnite dimensions. Let us denote by
RE the span of the images of all operators in a set E:
Theorem 4.2. Let S and T be semisimple semigroups of operators on finite-
dimensional spaces. Then, every trace-preserving homomorphism f of S onto T is
induced by an invertible linear transformation V :RS-RT; i.e., fðSÞ ¼ VSV	1 on
RT for SAS: In particular, if S and T are total, or equivalently, if S and T are
total, then f is spatial.
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Proofs of Theorems 4.1 and 4.2. To see that the conditions of Theorem 3.2 follow
from the assumptions of Theorem 4.1 observe that FS is total if and only if
NðSÞ ¼ f0g; while FS is total if and only if RðSÞ ¼H: So, totality of FS and
FT implies that S and T are weakly separating semigroups. To get Theorem 4.2
from Theorem 3.2 it sufﬁces to observe that in ﬁnite dimensions the weak
separability conditions are always satisﬁed whenever semigroups are semisimple. To
show this it sufﬁces to verify that in ﬁnite dimensions a semisimple algebra always
has an identity, i.e. an idempotent P such that AP ¼ PA ¼ A for all A from the
algebra. To this end, let P be an idempotent of maximal rank in a semisimple
algebra. If A 	 PAa0 for some A in the algebra, there is a B in the algebra with
ðA 	 PAÞB non-nilpotent. It follows that C ¼ ðA 	 PAÞB 	 ðA 	 PAÞBP is also
non-nilpotent, since C and ðA 	 PAÞB have equal restrictions to the image of
ðA 	 PAÞB: Since PC ¼ CP ¼ 0; the spectral projection Q of C corresponding to its
non-zero eigenvalues is in the algebra and commutes with P: Thus P þ Q is an
idempotent of strictly greater rank than P: This contradiction proves that A ¼ PA
for all A in the algebra and similarly we get A ¼ AP for all A: &
Let us give some examples demonstrating the necessity of the conditions in the
statement of the theorems. The necessity of semisimplicity is not hard to see even in
ﬁnite dimensions. For example, consider the homomorphism f on the semigroup of
all upper triangular 2 2 matrices given by
f :
x z
0 y
 !
/
x 0
0 y
 !
:
The following example sheds some light on the four totality conditions of
Theorem 4.1.
Example 4.3. There are semisimple semigroupsS andT such thatFS; andF

T are
total, whileFS andFT; are not. Nevertheless, there is a trace-preserving semigroup
homomorphism fromS ontoT which is induced by an injective, closed operator V
with dense domain and image as in Theorem 4.1. (We shall see in the next example
why the stronger hypotheses of the theorem are not needed here.)
Proof. Fix an orthonormal basis fe0; e1; e2;yg of a separable Hilbert space, deﬁne
idempotents En for nX1 by Enem ¼ dmnðne0 þ enÞ for mX0; and let Fn ¼ En : Let S
be the semigroup f0; E1; E2;yg and let T be the semigroup f0; F1; F2;yg: It is
obvious that f : En/Fn; f : 0/0; deﬁnes a semigroup homomorphism. Let us
show that both semigroups are semisimple. Observe that we only have to do it forS:
The algebra, generated byS consists exactly of ﬁnite sums of the form
P
anEn; while
its C1 closure AlgS is made exactly of operators of the form
P
nX0 anEn; where ðanÞ
is a sequence of complex numbers such that
P
nX0 jnanj2oN: Since every operator
of this kind has eigenvalues f0; a1; a2;yg; it is nilpotent if and only if it is zero.
Thus, AlgS is semisimple and hence, so is S by deﬁnition. That FS ¼FT is not
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total follows from the fact that e0 is in the kernel of all members of S: To see that
FS ¼FT is total let x be a vector perpendicular to EnH for all nX1: Now, if
ðx; e0Þa0; then ðx; ne0 þ enÞ ¼ 0 implies that the sequence ððx; enÞÞ is not in l2: Thus,
ðx; e0Þ ¼ 0 and we get ðx; enÞ ¼ 0 for all nX1 implying x ¼ 0:
Next, deﬁne an operator K by Ke0 ¼
P
nX1
1
n
en and Ken ¼ 1n e0 þ 1n2 en for nX1: It is
clear that K is bounded (since it is even of the Hilbert–Schmidt type) and everywhere
deﬁned. A short calculation shows that K has trivial kernel and since it is self-
adjoint, it necessarily has dense image. It follows that V ¼ K	1 is closed, injective
and has dense image and dense domain. Another straightforward computation gives
fðSÞV ¼ VS on the domain of V for all SAS: &
Despite appearances, the totality conditions are essential as seen later. Even in the
previous example we can extend the semigroups and the corresponding homo-
morphism f in such a way that they satisfy these conditions.
Example 4.4. Let S and T be the semisimple semigroups of the example above.
Then there exists a bounded operator K such that for the semigroup #S generated by
K and S; the semigroup #T generated by K and T; and the homomorphism c
extending f by deﬁning cðSÞ ¼ fðSÞ for SAS and cðKÞ ¼ K ; the conditions in the
statement of Theorem 4.1 are fulﬁlled. However, even the trace-preserving
semigroup homomorphism f from S onto T cannot be induced by an injective,
bounded operator V with dense domain and image.
Proof. Adjoin the operator K as deﬁned in the proof of Example 4.3. to the
semigroup S and to the semigroup T: Observe that the homomorphism c which
extends f by deﬁning cðSÞ ¼ fðSÞ for SAS and cðKÞ ¼ K preserves traces since it
is induced by the same operator V as f: To see that the two semigroups are still
semisimple let us prove that each of them has no invariant subspace and is therefore
even irreducible. It sufﬁces to show this for #T; since the other is just made up of its
adjoints. Assume that there is a non-zero invariant subspace of this semigroup.
Then, it contains a non-zero vector x ¼PkX0 akek: If Fnx ¼ 0 for all nX1; we get
an ¼ 	na0 for nX1 yielding x ¼ 0: This contradiction proves that Fnxa0 for some
nX1; so that en belongs to the subspace. By taking Ken we see that e0 is in the
subspace and that, therefore em ¼ mFmKe0 belongs to the subspace for all mX1:
Since the subspace contains all vectors of a complete orthonormal system, it cannot
be a proper subspace.
It remains to see that the operator V inducing f in Example 4.3 cannot be made
bounded. Let V be any operator of the appropriate kind and denote by K its inverse.
Observe that fðSÞV ¼ VS on the domain of V implies that the image of any Fn for
nX1 belongs to the domain of K: It follows that Ken ¼ EnKen which gives Ken ¼
anðe0 þ 1n enÞ for some ana0 since K is injective. As the domain of K is dense, it must
contain a vector of the form x ¼ e0 þ
P
kX1 bkek: Write also Kx ¼
P
kX0 gkek: The
fact that EnKx ¼ KFnx implies gnðne0 þ enÞ ¼ ðn þ bnÞKen ¼ ðn þ bnÞanðe0 þ 1n enÞ
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and thus gn ¼ anð1þ 1n bnÞ for all nX1: This implies, in particular, that the sequence
ðanÞ belongs to l2: It follows that
P
kX1 jjKenjj2 is ﬁnite which forces K to be
compact. Since V is the inverse of a compact operator, it cannot be bounded. &
The rest of this section is devoted to a somewhat more involved example. Deﬁne
Q ¼
0 q1 0 0 ?
0 0 q2 0 ?
0 0 0 q3 ?
0 0 0 0 ?
^ ^ ^ ^ &
0
BBBBBB@
1
CCCCCCA
and D ¼
d1 0 0 ?
0 d2 0 ?
0 0 d3 ?
^ ^ ^ &
0
BBB@
1
CCCA;
where qj ¼ j	2 and dj ¼ 2	j; with respect to a ﬁxed orthonormal basis fe1; e2;yg
of H: Observe that both Q and D belong to C1: Let
S ¼ pðQÞ þ BD B
0 pð2QÞ
 !					 BAC1; p polynomial with pð0Þ ¼ 0
( )
: ð1Þ
Proposition 4.5. The semigroup S is an algebra in C1 whose C1-closure is semisimple.
Hence, S is a semisimple semigroup.
Proof. First verify that pð2QÞD ¼ DpðQÞ for all polynomials p: Then, it is easily seen
that S is an algebra in C1: Now let SnAS and assume that Sn converges to some A
in trace norm. If
Sn ¼
pnðQÞ þ BnD Bn
0 pnð2QÞ
 !
;
then Bn tends to some B0AC1: Thus, BnD converges to B0D: So pnðQÞ and pnð2QÞ
converge in C1 to some operators A1 and A2; respectively. Assume that A is in the
radical of the closure of S: We must show that A ¼ 0: As we have just seen, A must
be of the form
A ¼ A1 þ B0D B0
0 A2
 !
:
The fact that it is in the radical implies that SA is quasinilpotent for every SAS: This
means, in particular, that BDðA1 þ B0DÞ is quasinilpotent for every B in C1: Since
C1D is dense in C1 (because, for example, it contains all matrices with ﬁnitely many
non-zero entries), we see that CðA1 þ B0DÞ is quasinilpotent for every trace-class C:
This yields the conclusion that ðA1 þ B0DÞðA1 þ B0DÞ is quasinilpotent so that
A1 þ B0D ¼ 0: We shall show that this implies A1 ¼ 0 so that also B0 ¼ 0:
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Assume to the contrary that A1a0: Let k be the smallest integer such that the kth
diagonal above the main diagonal of A1 is non-zero. This means that this diagonal is
a non-zero scalar times the sequence fq1q2?qk; q2q3?qkþ1;yg; which must, by
the equation A1 þ B0D ¼ 0; equal fdkþ1b1;kþ1; dkþ2b2;kþ2;yg; where bij denotes the
ði; jÞ entry of B: Since BAC1; we observe that the sequence fbi;kþigNi¼1 is absolutely
summable, and so must be the sequence
fd	1kþiqiqiþ1?qiþk	1gNi¼1 ¼
2kþi
½iði þ 1Þ?ði þ k 	 1Þ2
( )N
i¼1
;
which is a contradiction.
To complete the proof that A ¼ 0; we must show that A2 is also zero. But we have
for a sequence of polynomials pn that pnðQÞ converges to zero and that pnð2QÞ
converges to A2: Since pnð2QÞD ¼ DpnðQÞ; we deduce by taking limits that A2D ¼ 0
which ﬁnally gives A2 ¼ 0: &
In the following proposition let S be as in (1) and letT denote the semigroup of
all matrices of the form pðQÞ þ BD where B runs through all C1 operators.
Proposition 4.6. Let S and T be as above. Then:
(a) There exists a non-zero vector in the image of a member of S of finite rank which
belongs to the common kernel of all the members of S: Thus, this semigroup is not
weakly separating.
(b) The semigroup T is semisimple and the sets FT and F

T are both total.
(c) The restriction map from S to T defined by S/pðQÞ þ BD is a semigroup
homomorphism preserving trace.
(d) There exists no injective linear transformation V defined (at least) on the linear
span of the images of SAS of finite rank with VS ¼ fðSÞV for all SAS:
Proof. (a) Let B be an operator of rank one such that Be2 ¼ 4e1: Then
	Q þ BD B
0 	2Q
 !
0
e2
 !
¼ 4e1	2e1
 !
and the vector on the right-hand side of this equation is in the kernel of every
member of S; since e1 is in the kernel of every pðQÞ and pð2QÞ for p a polynomial
with pð0Þ ¼ 0 and also 4BDe1 	 2Be1 ¼ 0: Assertions (b) and (c) are clearly true. To
prove (d) suppose that there is such a V and observe that the vector x ¼ 2e1	e1
 
is in
the image of a member of S of ﬁnite rank and therefore in the domain of V : Then
VS ¼ fðSÞV for all SAS implies, in particular, that
V
D2 D
0 0
 !
2e1
	e1
 !
¼ D2V 2e1	e1
 !
:
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Since the left-hand side is V0 ¼ 0; we obtain Vx ¼ 0: Thus V cannot be
injective. &
5. Applications to ﬁnite dimensions
Here is an application of our results. Let us recall that an operator U on a Hilbert
space H is called J-unitary for a ﬁxed symmetric unitary operator J on H if it is
unitary in the not necessarily deﬁnite form ðJx; xÞ; xAH; or equivalently, if U	1 ¼
JUJ: Observe that an operator S is similar to a J-unitary operator for some
symmetric unitary J if and only if there is an invertible hermitian operator H
such that HS	1 ¼ SH: Indeed, S ¼ V	1UV and U	1 ¼ JUJ yields V JVS	1 ¼
SV JV which is the desired relation with H ¼ VJV : To get the converse, write the
polar decomposition of H in HS	1 ¼ SH as H ¼ V 2J and deﬁne U ¼ VSV	1 to
deduce that U is J-unitary with the symmetric unitary J: A similar consideration
shows that S is similar to a unitary operator if and only if there is a positive, or
equivalently a negative, operator H such that HS	1 ¼ SH:
Theorem 5.1. Let S be an irreducible semigroup of operators on a finite-dimensional
Hilbert space. Assume further that every member S of S is similar to a J-unitary
operator, where the symmetric unitary J may depend on S: Then, there exists a new
Hilbert space norm and a fixed operator J which is symmetric and unitary in this norm,
such that all members of S are J-unitary.
Proof. Let S be any member of the irreducible semigroup S and ﬁnd by the above
discussion an invertible hermitian H such that HS	1 ¼ SH: This implies that
tr S	1 ¼ tr S and the mapping S	1/S between semigroups S	1 and S is a
semigroup homomorphism and preserves trace. Since the members of these
semigroups are all invertible, there exists by Theorem 4.2 an everywhere deﬁned
operator V such that VS	1 ¼ SV for all SAS: Invert and star this equation to get
ðVÞ	1S ¼ S	1ðV Þ	1: Then, combine both equations to see that ðVÞ	1VS	1 ¼
S	1ðVÞ	1V : Since the invertible operator ðVÞ	1V commutes with an irreducible
semigroup, it must be a scalar, necessarily of absolute value 1. Denote by c a square
root of this scalar and observe that H ¼ c	1V is an invertible hermitian operator
with HS	1 ¼ SH for every SAS: The proof now follows by the above
considerations. &
The arguments in the ﬁrst paragraph of this section show that a semigroup S is
similar to a semigroup of J-unitaries with some symmetric unitary J if and only if
there is an invertible symmetric H such that HS	1 ¼ SH for all SAS; and that it is
similar to a semigroup of unitaries if and only if such an H can be chosen positive or
negative. The ideas of the above proof also show that for an irreducible semigroupS
the operator H so obtained is unique up to a multiplicative constant.
ARTICLE IN PRESS
M. Hladnik et al. / Journal of Functional Analysis 204 (2003) 269–292 285
Theorem 5.1 should be compared with a similar theorem for irreducible
semigroups whose members are individually similar to unitary operators, instead
of a J-unitary ones (see Theorem 5.5). Although it may be known, we give here, for
the sake of completeness, a proof of a slightly more general result (Proposition 5.3)
in which irreducibility of S is replaced by semisimplicity. In what follows S will
denote the closure of the semigroupS: Note that this is always a semigroup. Let Rþ
denote the multiplicative group of positive real numbers. Then, RþS is again a
semigroup.
Proposition 5.2. Let S be a semigroup of operators on a finite-dimensional Hilbert
space each element of which is similar to a unitary operator. Then S is a group.
Proof. If every element of S is similar to a unitary operator then, obviously, every
element is invertible (having the spectrum on the unit circle) and every subsemigroup
generated by one element is bounded. Thus, for every SAS there is a sequence of
integers ðnkÞ such that Snk-I ; and, hence, IAS: Clearly, S is a semigroup of
operators with their spectra on the unit circle. It is enough to show that S	1AS for
each SAS: If Sn-S and SnAS for every n; then also S	1n -S
	1: However, we have
S	1n AS for every n since as before there is a sequence of integers ðkjÞ (depending on
n) such that S
kj
n-I and, hence, S
kj	1
n -S	1n : It follows that S
	1AS also, and thus,
S is a group. &
Elements of S need not be similar to unitaries any more as the construction in [6]
shows (for the case of a group that is cyclically bounded but not bounded).
Proposition 5.3. Let S be a semigroup of operators on a finite-dimensional Hilbert
space having spectra on the unit circle. Then the following statements are equivalent:
(a) S is semisimple.
(b) 0 is the only singular element in RþS:
(c) S is bounded.
(d) S is similar to a semigroup of unitary operators.
Proof. Let us prove ﬁrst that (a) implies (b). Suppose that RþS contains a non-zero
singular element A: By circularity of the spectrum of elements of S; we have that A
is nilpotent. It follows that the set J of all singular elements of RþS is non-empty
and contains nilpotents only. The same is true on any minimal invariant subspace of
S; so, we may assume with no loss of generality that S is irreducible. By the
theorem of Levitzki (see [13]),J is triangularizable since it is a non-trivial semigroup
consisting of nilpotent operators. On the other hand, J is non-trivial and is a
semigroup ideal, i.e., JBCJ and BJCJ for every BAS: This is a contradiction
because every non-trivial semigroup ideal of an irreducible semigroup is irreducible
(see for example, [12]).
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In order to get (c) from (b), let us assume thatS is not bounded so that there exits
a sequence AnAS with jjAnjj-N: Then there is a subsequence of integers ðnkÞ such
that Ank=jjAnk jj converges to a non-trivial nilpotent B in RþG contradicting (b).
Let us now prove that (d) follows from (c). If S is bounded, S is a group (by the
same reason as in the proof of Proposition 5.2). Since it is compact, it is similar to a
group of unitary operators (by the fact that every continuous ﬁnite-dimensional
representation of a compact group is equivalent to a continuous unitary
representation [7, p. 183]) and, hence, S is similar to a subsemigroup of unitaries.
Finally, assume (d) holds. Since any group of unitary operators is completely
reducible, the same is true for S and therefore for AlgS: Consequently, S is
semisimple. &
Corollary 5.4. A closed semigroup S of operators on a finite-dimensional Hilbert
space, every element of which is similar to a unitary operator, is a compact group, and,
thus, similar to a unitary group.
Proof. By Proposition 5.2, S is a group. By a non-trivial result from the general
theory of Lie groups (see also [10]) every closed group with elements similar
to unitary operators is bounded, and, hence, similar to a unitary group by
Proposition 5.3. &
Theorem 5.5. If S is an irreducible semigroup of operators on a finite-dimensional
Hilbert space and every member of S is similar to a unitary operator, then there exists
a new Hilbert space norm such that all members of S are unitary operators.
Proof. An irreducible semigroup is clearly semisimple and by Proposition 5.3 it is
similar to a semigroup of unitaries. The proof is now completed using the comments
following Theorem 5.1. &
6. Applications to inﬁnite dimensions
In this section, we will assume that all elements of the semigroup S under
consideration are of the form T þ lI ; where T is a trace-class operator on an inﬁnite-
dimensional Hilbert space H; I the identity operator on it, and l a scalar. We call
such an operator a trace-class translation and in the case that T is of ﬁnite rank, we
call it a finite-rank translation. As in Section 1 consider an algebra of operators that
are linear combinations of elements of S endowed with the norm arising from the
trace norm and closed in this norm. Denote this algebra by AlgS: A semigroup S
of trace-class translations is called semisimple if Rad AlgS ¼ f0g: The results of
Section 2 extend easily to these semigroups of trace-class translations. We would like
to extend the main result of Section 3 (Theorem 3.2) to the present setting. This will
require new arguments that are not all easily obtainable from the previous ones.
Now, let S and T be two semigroups of trace-class translations acting,
respectively, on complex Hilbert spaces H and K; not necessarily of the same
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dimension. Assume the existence of a multiplicative mapping f :S-T; i.e. a
semigroup homomorphism between the two semigroups, this time with the property
that for all S þ lIAS and T þ mI ¼ fðS þ lIÞ with S and T of trace-class, it holds
that m ¼ l and that tr T ¼ tr S: This property of f can clearly be thought of as trace-
preserving. Assume that f is surjective with no substantial loss of generality. In the
following proposition let A; respectively B; denotes the (not necessarily closed)
algebra generated by S; respectively T:
Proposition 6.1. If T ¼ fðSÞ is semisimple, then f extends uniquely to an algebra
homomorphism of A into B which preserves traces and is necessarily closable.
Proof. For any A ¼P aiðSi þ liIÞAA; where Si þ liIAS deﬁne fðAÞ ¼P
aifðSi þ liIÞAB: To show that this mapping is well-deﬁned assume thatP
aiðSi þ liIÞ ¼ 0 for some Si þ liIAS and choose any S þ lIAS: It follows thatP
aiðS þ lIÞðSi þ liIÞ ¼ 0 and therefore l
P
aili ¼ 0 as well as 0 ¼ tr
P
aiðSSi þ
liS þ lSiÞ ¼
P
ai trðSSi þ liS þ lSiÞ: By the fact that the homomorphism f
preserves traces, it follows that
tr fðS þ lIÞ
X
aifðSi þ liIÞ
h i
¼ tr
X
ai½fðS þ lIÞfðSi þ liIÞ 	 lliI 
¼
X
ai tr½fððS þ lIÞðSi þ liIÞÞ 	 lliI 
¼
X
ai trðSSi þ liS þ lSiÞ ¼ 0:
So, tr½T P aifðSi þ liIÞ ¼ 0 for all TAAlgT; thus showing that P aifðSi þ liIÞ
belongs to Rad AlgT: SinceT is semisimple, we must have that
P
aifðSi þ liIÞ ¼
0: The argument is completed as in the proof of Proposition 3.1. &
We extend the notion of weakly separating semigroup to a semigroup S of trace-
class translations on H: The intersection of all Ker F for FAFAlg S is denoted
by NðSÞ; while the closed linear span of all Im F for FAFAlg S is denoted by
RðSÞ: As in Section 3 a semigroup S is called weakly separating whenever
NðSÞ-RðSÞ ¼ f0g: Now, let S; acting on H; and T; acting on K; be both
semisimple and weakly separating semigroups. Let f :S-T be a surjective
semigroup homomorphism preserving traces and extend it to an algebra
homomorphism A-B as in Proposition 6.1, denoted again by f with no fear of
confusion. Assume also with no loss of generality that f is closed. Following the
analogous pattern used in Section 3, (1) ﬁx a maximal chain D of the invariant
subspaces of the graph of f withHAD and ﬁnd the correspondingD; (2) ﬁx minimal
idempotents ðPo;fðPoÞÞ for oAD and let ko be the rank of Po and the rank of
fðPoÞ; (3) determine spaces MðoÞi AD;MðoÞi CH; for i ¼ 1;y; ko; such that Po has
non-trivial compression to the corresponding gaps, (4) ﬁx a basis fxðoÞi g of Im Po
such that x
ðoÞ
i AM
ðoÞ
i for i ¼ 1;y; ko; (5) determine NðoÞi AD; with HCNðoÞi ; for
i ¼ 1;y; ko; such that fðPoÞ has non-trivial compression to the corresponding
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gaps, and (6) ﬁx a basis fyðoÞi g of Im fðPoÞ such that yðoÞi ANðoÞi -K for
i ¼ 1;y; ko:
Next, deﬁne
H0 ¼
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i
					AðoÞi AA
( )
and
K0 ¼
X
oAD
Xko
i¼1
fðAðoÞi ÞyðoÞi
					AðoÞi AA
( )
;
as well as a linear mapping V :H0-K0 by
V :
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i /
X
oAD
Xko
i¼1
fðAðoÞi ÞyðoÞi :
We can see that V is well-deﬁned as in Section 3. It is clear that the transformation
V so deﬁned is linear and that for any SAS we have
VS
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i ¼ fðSÞV
X
oAD
Xko
i¼1
A
ðoÞ
i x
ðoÞ
i :
Thus, V intertwines S and fðSÞ on H0 for all SAS: We can also see that V is
closable and that its closure is injective using arguments similar to those in Section 3
so that the following theorem is true.
Theorem 6.2. If semigroups S and T of trace-class translations are both semisimple
and weakly separating, then for every trace-preserving surjective semigroup
homomorphism f :S-T there exists a closed and injective mapping V densely
defined on RðSÞ with dense image in RðTÞ such that VSx ¼ fðSÞVx for all x in the
domain of V and for all SAS:
Observe that Example 4.3 could also be extended from the case of trace-class
operators to the case of trace-class translations. Here is our main result of
this section.
Theorem 6.3. Let S be an irreducible semigroup of translations of finite-rank
operators on a Hilbert space H: Assume further that every member S ofS is similar to
a unitary operator. Then, there exists a semigroup T of unitaries on the same Hilbert
space and a fixed operator H which is positive, densely defined, with trivial kernel and
dense image such that for every member S of S there is a unique T in T with
HS ¼ TH:
ARTICLE IN PRESS
M. Hladnik et al. / Journal of Functional Analysis 204 (2003) 269–292 289
Proof. Using arguments similar to those at the beginning of the proof of Theorem
5.1, we see that tr½ðF þ lIÞ	1 	 l	1I  ¼ tr F for any F þ lI in S: So, the mapping
S	1/S between semigroups, S	1 and S is a semigroup homomorphism and
preserves traces in the sense explained at the beginning of this section. Observe that
by irreducibility of the semigroup, we must have that spacesH0 andK0 as deﬁned
above are dense in the Hilbert space H: Apply Theorem 6.2 to get a closable
operator V going from H0 onto K0: If R denotes the not necessarily closed linear
span of images of operators F with F þ lIAAlgS	1 and R0 the span of images of
operators F 0 with F 0 þ lIAAlgS; then we have, as in Corollary 2.6, thatH0 ¼ R
and K0 ¼ R0: Theorem 6.2 now implies that VðF þ lIÞ	1 ¼ ðF þ lIÞV on R
for operators F with F þ lIAS: Recall that V has a closable inverse with domain
R0: Thus, we have that ðF þ lIÞV	1 ¼ V	1ððF þ lIÞÞ	1 on R0 for all F with
F þ lIAS: Choose now any x in R0 and any y in the necessarily dense domain of
the operator ðV	1Þ ¼ ðV Þ	1 and compute:
ðx; ðF þ lIÞ	1ðVÞ	1yÞ ¼ ðV	1ððF þ lIÞÞ	1x; yÞ ¼ ðV	1x; ðF þ lIÞyÞ:
So, ðF þ lIÞy belongs to the domain of ðVÞ	1 and therefore R0 is a subset of this
domain. Combine the newly obtained equations with the previous ones to see that
ðF þ lIÞ	1ðV Þ	1V ¼ ðV Þ	1VðF þ lIÞ	1 on R: By irreducibility of the semigroup
S	1 and therefore of the C1-closed algebra generated by it we obtain that ðV Þ	1V is
a scalar (necessarily of absolute value 1) to be denoted by c2: It follows that
P ¼ c	1V is symmetric on R and that PS	1 ¼ SP for any SAS at least on R:
Let us now restrict the operator P to a somewhat smaller domain which is still
dense in the spaceH: Namely, we will take the not necessarily closed linear span of
the images of operators F with F þ lIAA; where A is the not necessarily closed
algebra generated by the semigroupS	1: This span will be denoted again by R with
no fear of confusion and we will keep the notation P for the restriction of P to this
span. We will now prove that P has a unique self-adjoint extension (this will imply
that its image is dense inH by its injectivity). Actually, we will prove more, namely
that P may be assumed positive which will yield the existence of its positive square
root H: For any SAS we will then have that T ¼ HSH	1 is densely deﬁned and
satisﬁes T	1 ¼ T on the appropriate dense subspaces. So, T will extend to a unitary
operator. Thus, we only have to denote byT the set of all these unitaries to complete
the proof.
It remains to see that the symmetric operator P as deﬁned above is either positive
or negative on R: Choose any ﬁnite set F1; F2;y; Fn of ﬁnite-rank operators with
Fi þ liIAS	1 for some scalars li and denote by S	10 the subsemigroup of S	1
generated by all elements of the form Fi þ liI : Also, denote by R0 the linear span of
all images of operators Fi: Observe that R0 is invariant under all members of the
semigroupS	10 : Further, letK be any non-trivial subspace of R0 which is invariant
under all members of S	10 and is minimal with this property. It follows that the
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restrictions of operators fromS	10 toK form an irreducible semigroup of operators
individually similar to unitary operators. Let E denote the orthogonal projection
to K and let PE denote the compression of P to Im E ¼K: Apply the projection
E to equation PS	1 ¼ SP for any S	1AS	10 on both sides and use the fact that
Im E is invariant for members of S	10 to conclude that PEðSjKÞ	1 ¼ ðSjKÞPE :
By the remark immediately following Theorem 5.1 we get that PE is either positive
or negative.
Fix any non-zero xAR: Since P is symmetric and injective, we may assume with no
loss of generality that ðPx; xÞ40: Choose an arbitrary non-zero yAR: To ﬁnish the
proof of the theorem we only need to show that ðPy; yÞ40: In order to see this it
sufﬁces, by the above, to ﬁnd a ﬁnite set F1; F2;y; Fn of ﬁnite-rank operators with
Fi þ liIAS	1 for some scalars li such that x and y both belong to the same minimal
invariant subspace K of the corresponding semigroup S	10 as above.
Now, since (S and therefore)S	1 is irreducible, the same holds for the algebraA
generated by the ﬁnite-rank operators F with F þ lIAS	1 for some scalar l: Since x
and y are elements of R; they are in the span of images of some elements of A: By
irreducibility of A they are actually in the image of a single element FAA: The
algebra of restrictions ðFAÞjFH; where A runs throughA is irreducible and therefore
equal to the algebra of all operators on FH by the Burnside theorem. Thus, there
are operators G; HAA of rank one such that Gx ¼ y and Hy ¼ x: Denote by
F1; F2;y; Fn the set of ﬁnite-rank operators with Fi þ liIAS	1 for some scalars
li such that G and H belong to the algebra generated by these operators. Using this
set introduce S	10 and R0 as above.
We next claim thatS	10 is similar to a unitary group. LetM be the span of the null
spaces of F1; F2;y; Fn; let R1 be the (ﬁnite-dimensional) orthogonal complement of
M and let R2 ¼ R0 þR1: Now every Fi is of the form Gi"liI relative to the
decomposition R2"R
>
2 of the Hilbert space. Thus, the similarity of S
	1
0 to a
unitary group reduces to the same question for S	10 jR2 : The considerations of
Section 5 are applicable to this semigroup; its similarity to a unitary group is
established by Proposition 5.3 if we show that there is no non-zero singular element
in the closure of RþS	10 jR2 : Assume the contrary. Note that, since the spectrum of
every element of S	1 is on the unit circle and since the spectral radius is continuous
on trace-class translations, it follows that every singular element of the closure of
RþS	10 is quasinilpotent. Thus, the existence of a non-zero singular element in the
closure of RþS	10 jR2 implies that the closure of RþS	10 contains a non-zero
quasinilpotent element. But such elements form a semigroup ideal J of the
irreducible semigroup RþS	1; which makes J irreducible. On the other hand, J is
reducible, even triangularizable, by the inﬁnite-dimensional version of the
Kaplansky theorem [8, Theorem 3]. This contradiction proves the claim.
Finally, let K be the smallest subspace of R0 invariant for all elements
of S	10 containing x: We would like to show that the restriction to K of S
	1
0 is
irreducible. Let L be any non-trivial subspace of K invariant for all elements of
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S	10 : Since this semigroup is similar to a semigroup of unitaries, there is a subspace
M of K invariant for all elements of S	10 such that K ¼L"M: It follows that
spaces L and M are invariant also for G and H: Since they are of rank one, their
respective images must each belong to exactly one of the spacesL orM: If the image
of H belongs to M; this is contradicting the assumption that K is the smallest
invariant subspace containing x: Thus, this image and therefore x belongs to
L proving that L ¼K: Since K is invariant for G as well it contains y also. &
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