When cancerous masses are embedded in and camouflaged by varying densities of parenchymal tissue structures, they are difficult to visually detect on mammograms. We present a novel algorithm based on the discrete wavelet transform (DWT) and multiresolution markov random field (MMRF) that will single out the suspicious masses to assist the attending radiologist in making decisions.
et al 2 have reported a two-stage adaptive densityweighted contrast enhancement (DWCE) algorithm for tumor detection. Here, we presenta novel algorithm based on the discrete wavelet transform (DWT) and multiresolution Markov random field (MMRF) that can locate the suspicious regions and mark them on the mammogram.
Our algorithm consists of two steps: segmentation and classification. In the first step, a mammogram is segmented using the DWT and MMRE The procedure is applied only to the low-frequency subband (LL subband) in every resolution. In the initialization of the MMRF segmentation, fractal analysis is first employed to the LL subband image of the lowest resolution to remove most areas that do not contain tumors. The Dogs & Rabbits Cluster algorithm is then applied to the preprocessed image to initialize the segmentation. The segmentation procedure at the next resolution is initialized by the result of the previous resolution. The background clutters, including image of fatty tissues, veins, etc, are smoothed out by segmentation. The classification step identifies the regions obtained from step 1 based on six criteria: edge distance variation, mean gradient of region boundaries, mean intensity difference, area size, compactness, and intensity variation. Segments that satisfy parameters set for these criteria are considered suspicious regions. Our results using data from Mammographic Image Analysis Society (MIAS) indicate the algorithm is effective in detecting the masses with minimal false-positives.
In the following section, we introduce the segmentation algorithm based on wavelet decomposition, fractal analysis and Markov random field (MRF). Later, we explain the classification algorithm that uses the binary decision tree. Finally, we show the detection results and then our conclusions.
MAMMOGRAM SEGMENTATION
Because tumor tissues in a mammogram have different textures and gray levels other than the normal ones, it is possible to use image segmentation method to differentiate them from the background. However, image segmentation of cancer-
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JournalofDigitallmaging, Vo112, No 2, Suppl 1 (May), 1999: pp 18 23 ous tumors is reported to be difficult not only due to their high variance of size and texture, but also to disturbances from the fatty tissues, veins and glands in the background. To avoid these disturbances, we introduce a new algorithm for segmentation of the mammograms.
Wavelet Decomposition
DWT has been proven to be an effective tool for various signal-processing applications. Itis based on multiresolution analysis (MRA). Let us define L = (g(n)) and H = (h(n)), for all n ~ Z (Z is the integer set), where g(n) and h(n) are discrete sequences defined by equation (1) and (2), and d~(x) is the scale function for wavelet ~(t). The DWT can be implemented using the perfect reconstruction scheme outlined by Chui, 3 where L denotes a lowpass filter and H denotes a highpass filter.
We use the two-dimensional DWT (2-D DWT) to analyze digital images. The easiest way to obtain the 2-D wavelets and scaling functions is to use the tensor product of the 1-D wavelet and the 1-D scaling function. Using the ordered tensor product, we obtain three 2-D wavelets and one 2-D scaling function. In 2-D wavelet decomposition, this means the L and H filters ate applied to the image in both horizontal and vertical directions. The outputs are subsampled by 2 to produce three high-pass subbands HH, LH, and HL, and one low-pass subband LL. This process can be repeated on the LL-band to generate the next level of decomposition. More detailed discussion on 2-D wavelet analysis can be found in Chui et al. 3 After a given mammogram is decomposed by DWT, the LL-subband image contains only lowfrequency information of the original image. The HL and LH parts reflect the horizontal and vertical high-frequency components in the original image, while the HH-subband image contains the highfrequency components in diagonal directions. Thus, the high-frequency disturbances from the tissue fibers, glands, and veins in the original mammogram will be smoothed out in the LL-subband images. 
MMRF Segmentation
where [3j > 0 is a constant associated with xj. The potential function for one-pixel cliques is defined as:
where OCk is a parameter associated with label k. The energy function ofMRF is represented by a summation of cliques grouped by their sizes (equation (6)).
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According to Bayes' theorem,
where p(X) is the a priori density of the region, and p(YiX) is the conditional density of the observed image given the distribution of the region. For a given image Y of size W x H, the a posteriori probability mass function for pixel labels X is expressed as
where Z -Iis a normalizing constant. According to equation (3) and (7), the corresponding energy function is
where U(X) is given by equation (6) . Assuming that the observed image Y is the combination of a original image X plus an independent Gaussian noise, we have Y = X + E, where E = {ei, 0 < i < W • L}, ande i ~ N(xi, g2). We have Initialization is the first step for the MMRF segmentation. It determines how many sets there should be in the final segmentation result and the exact value of each set. It is easy to understand that if the tumor has the same set of values as its background glands, it will be impossible to distinguish the tumor from the background. However, this is a common occurrence because during the initialization procedure, if we consider the whole mammogram as the data input of the cluster algorithm, the data values from glands, muscle, and other normal tissues will disturb the segmentation. In our approach, we first discard all those areas that certainly do not contain tumors using fractal analysis.
In fractal analysis, the model measures the roughness of a certain n x n block in an image. The image texture of a block containing tumor is within certain scale. Thus, the roughness can be used to
The area of fractal surface can be expressed as
where Ar is the area, r is the elementary ruled area, K is the scaling constant, and D is the fractal dimension used to calculate the roughness of a given region.
To calculate the parameter D, the blanket method is chosen. Let's assume the volume of a graph region is u, and the gray value at (i, j) is p(i, j), then:
The blanket volume is then obtained by
The blanket surface area at r is:
Finally, from (15), D can be calculated:
For 2-D images, D is within 2 to 3. The larger the D is, the rougher the surface.
To apply the fractal algorithm in the MMRF initialization procedure, the input mammogram is first divided into 16 • 16 blocks. For each block, its fractal dimension D is calculated. The blocks that have a smooth surface ora too rough surface are discarded. Only the data within remaining blocks are sent in the initialization procedure for the calculation of data sets.
Usually, the k-means algorithm is chosen to be the initialization procedurr for MRF segmentation. However, as reported in McKenzie and Alder, s the k-means algorithm can not give a consistent segmentation result for the same data set. Since the classi¡ procedure uses parameters extracted from the segmentation result, this will greatly affect the MRF classification result and finally affect the tumor detection procedure. However, the Dogs & Rabbits Cluster algorithm does not have this disadvantage.
The Dogs & Rabbits Cluster algorithm is an iterative procedure that uses a dynamic process to more cluster centers and positions to the centers of clusters in a data set. It is more stable than k-means algorithms. The algorithm can be described as follows:
In determined by:
(1 + D) f and for the other dogs, they are determined by:
(17)
1. Initialize K dogs (cluster centers) to random positions. 2. Selecta random data point (rabbit) in the data set. 3. Calculate the distance of each dog from the rabbit and find the closest dog. 4. Move the dogs towards the rabbit according to the dynamic and retarding the movement of the dogs. 5. If the dog is closest to the rabbit, increase the fatigue of the dog. 6. Repeat step 2 through 5 until a convergence criterion on the dogs has been reached. step 4, the movelrient of the closest dog is
Here, d and d" are the previous and current positions of the dog, respectively. D = I1~ -all is the Euclidean distance between the current dog and rabbit, and f --> lis the fatigue of the dog, which determines how much the current dog should move to the appeared data (rabbit). A > 0 in equation (17) determines the inhibition of the movement for the other dogs except the one closest to the rabbit. After the Dogs & Rabbits Cluster initialization, all data will be divided into K sets. Because these sets are extracted from the data corresponding to the tumor and those around the tumor, they simplify the identification of tumor in the segmentation step.
MMRF. MMRF is an extension of the normal
MRF and has been used for image segmentation applications Bouman and Liu 6 and Li et al. 7. Bouman and Liu 6 reported that the MMRF segmentation can help the MAP estimation achieve the optimum resolution better, because the segmentation procedure in finer subbands can be guided by the solutions for coarser ones. However, most of the MMRF techniques are based on down-sampling techniques. Comparing with the normal MMRF techniques and because the LL-subband images are smoothed by wavelet filters, highfrequency noises are easier to remove during the segmentation procedure in our algorithm.
In our application, we choose the iterated conditional modes (ICM) to find the MAP estimation for the MRF because of its high efficiency performance as reported by Dubes et al/An image is first decomposed using DWT and the segmentation starts from the LL subband of the coarsest resolution level. To avoid oversmoothing at this level, we restrict the subband image size to at least 128 • 128. For the coarsest resolution level, we use the Dogs & Rabbit Cluster algorithm and fractal analysis for initialization. Then, based on the selfsimilarity mapping relations between different levels, we use results from the previous to initialize the current. Assuming that Xk l 
TUMOR CLASSIFICATION

Parameters Chosen for Classification
After MMRF segmentation, the mammogram will be segmented into regions with different gray level and features. To locate the regions that are suspicious for tumors, we must select certain features that can be used as criteria. The features selected in our approach are given as follows:
Area. It equals to the number of pixels within a certain extracted region. 
Mean gradient within r region (mwg).
This will measure the average gradient of each pixel in the current region.
k=l where N equals the total number of pixels within the region and gk is the gradient at each pixel k.
Mean gradient of region boundary (mg).
This will measure the sharpness of each region boundary. where N equals the total number of pixels on the edge of current region.
Gray value variance (var).
Ir measures the smoothness of the extracted region.
(1 _ A)2)
where A(i,j) is the gray value of each pixel within region A and N is the total number of pixels in the current region.
Edge distance variance (edv). This measures
the shape of the region and its rotational symmetry:
where d k represents the distance from pixel k on the edge to the center of the region and d is the mean value of all edge distances.
Mean intensi~' difference (diff).
This measures the gray value difference between the values inside the region and those outside the region but inside the smallest rectangle cover the region.
where Na is the total number of pixels in region A, N~ is the total number of pixels in region C', which represents pixels covered by the rectangular but not inside the region.
AII feature values of a given extracted region are input into the binary decision tree described in Fig  1. Each node in this tree contains a threshold for the feature it represents and the input data will flow along the arrows according to the resuit at each node. When the input reaches the end, the classification result will be made. Compa¡ with the neural networks employed in many pattern-recognition cases, the decision tree is much simpler and computes faster. Due to its high efficiency in computation and implementation, the binary decision tree is becoming increasingly important.
EXPERIMENTAL RESULTS
Our expefiment is based on the database of Mammographic Image Analysis Society (MIAS), where there are total of 322 mammograms. The total number of well-defined masses and other ill-defined masses in the database is 36. Du¡ the experiment, the fractal dimension used to process the mammograms is between 2.6 to 2.7. The block size during this step is 16 • 16. Figure 2a gives the example of one of the mammograms with a suspicious tumor in it. Figure 2b is the output of the fractal model preprocessing procedure. Figure 2c shows the segmentation result of the DWT-based MMRF scheme. Here, we choose a three-level DWT decomposition. Figure 2d shows the final output of the binary decision tree, where the suspicious regions are marked out.
After applying the algorithm on all images in the database, we compute the following statistics:
Average number suspicious regions per image: 
