A fundamental problem in linear programming, machine learning, and computational geometry is the Convex Hull Membership (CHM): Given a point p and a subset S of n points in R m , is p ∈ conv(S)? The
Introduction
Given a set S = {v 1 , . . . , v n } ⊂ R m and a distinguished point p ∈ R m , the Convex Hull Membership problem (CHM) is to test if p lies in conv(S), the convex hull of S. CHM is a basic and fundamental problem in linear programming, computational geometry, machine learning, statistics and more. The homogeneous case of CHM, when p = 0 (at least in disguise) has been the focus of some fundamental polynomial time algorithms for linear programming. For instance, Karmarkar's algorithm [11] deals with a homogeneous CHM. On the other hand, Khachiyan's ellipsoid algorithm [12] is actually designed to test the feasibility of a strict system of n × m inequalities, Ax < b. Using classical LP dualities, it is easy to show the dual to the strict LP feasibility is the homogeneous CHM corresponding to the equations A T y = 0, b T y + s = 0. This implies homogeneous CHM is an inherent dual to strict LP feasibility. In fact homogeneous CHM admits a matrix scaling duality that lead to a simple polynomial time interior method, see [13] . An important application of CHM in computational geometry and in machine learning is the irredundancy problem, the problem of computing all the vertices of conv(S), see e.g. [7] . This problem has important applications in machine learning.
When the number of points, n, and dimension, m, are large, polynomial time algorithms for CHM are prohibitive. For this reason fully polynomial time algorithms for CHM have been studied. These algorithms produce ε-approximate solutions in time complexity polynomial in m, n and 1/ε. There are other criteria in the use of iterative algorithms for large-scale problems, e.g. representation of an approximate solution and the sparsity of this representation. In CHM one prefers an approximate solution to be represented in terms of a small number of points in S. One of the well known algorithms for computing the distance from p to conv(S), sometimes known as polytope distance problem, is the Frank-Wolfe method [4] and its variations. Letting A denote the matrix [v 1 , . . . , v n ] of points in S, e ∈ R n the vector of ones, Frank-Wolfe method considers the convex minimization problem: min{f (x) = Ax − p 2 : x ∈ Σ n }, where Σ n = {x ∈ R n : e T x = 1, x ≥}, the unit simplex. Given x ′ ∈ Σ n , Frank-Wolfe algorithm computes an index j for which the partial derivative ∂f (x ′ )/∂x j is minimized. It then computes the minimizer x ′′ of f (x) along the line segment connecting x ′ and e j , the j-th standard basis. It replaces x ′ with x ′′ and repeats. If x * ∈ Σ n is the optimal solution of the convex minimization, an ε-approximate solutions is an x ∈ Σ n such that f (x) − f (x * ) = O(ε). The notion of coreset is related both to representation of the approximate solutions, as well as the iteration complexity of an algorithm. The Frank-Wolfe algorithm gives an ε-approximate solution with ε-coreset of size O(1/ε 2 ). Clarkson [3] argues that with a more sophisticated version of the algorithm that uses the Wolfe dual, together with more computation, a corset of size 1/ε can be shown. Additionally, a popular class of algorithms that are of O(1/ε) iteration complexity are the so-called first-order methods, see fast-gradient method of Nesterov [14] . In more generality, in the polytope distance problem, one is interested in computing the distance between two convex hulls. Gilbert's algorithm [6] for the polytope distance problem coincides with Frank-Wolfe algorithm, see Gärtner and Jaggi [5] . A related problem is the hard margin support vector machines (SVM): testing if the convex hull of two finite sets of points intersect and if not computing the optimal pair of supporting hyperplanes separating the convex hulls, see [2] .
The Triangle Algorithm (TA), introduced in [9] , is a geometrically inspired algorithm designed to solve CHM. When p ∈ conv(S) it works analogously to Frank Wolfe algorithm, however the iterates are not necessarily the same and it offers more flexibility and geometric intuition. When p is not in conv(S), TA computes a witness, a point p ′ in conv(S), where the orthogonal bisector hyperplane to the line segment pp ′ separates p and conv(S). This is an important feature of TA and has proved to be very useful in several applications. As an example in [1] , TA is used to efficiently compute the set of all vertices of conv(S), or an approximate subset of vertices whose convex hull approximates conv(S). The practicality and advantages of TA over Frank-Wolfe are supported by large-scale computations in realistic applications. To test if p ∈ conv(S), there is no need to compute the minimum of f (x) over Σ n . In fact a witness p ′ gives an estimate of the distance from p to conv(S) to within a factor of two. The crude complexity of TA gives an O(1/ε 2 ) iteration algorithm for computing a point p ε ∈ conv(S) so that either p − p ε ≤ εR, where R = max{ p − v i : v i ∈ S}, or p ε is a witness. In each iteration the algorithm uses at most one more of the v i 's to represent the current approximation p ′ . It can thus be seen that when p ∈ conv(S), the algorithm produces an ε-corset of size O(1/ε 2 ). The complexity of TA improves if p is contained in a ball of radius ρ, contained in the relative interior of conv(S). Specifically, the number of iterations to compute an ε-approximate solution p ε is O((R 2 /ρ 2 ) log(1/ε)). Generalization of Triangle Algorithm for computing the distance between two arbitrary compact convex sets is developed in [10] . It either computes an approximate point of intersection, or a separating hyperplane, or an optimal supporting pair of hyperplane, or the distance between the sets, whichever is preferred. The complexity of each iteration is dependent on the nature and description of the underlying sets but is in the worst-case solving an LP over one or the other convex set.
In this article we focus on Spherical-CHM, the special case of CHM, where p = 0 and ∀v ∈ S, v = 1. We first review the Triangle Algorithm in Section 2. In Section 3 we prove the equivalence of exact and approximate CHM and Spherical-CHM. In Section 4 we give an O(1/ε 2 ) iteration Triangle Algorithm for Spherical-CHM. In Section 5 we prove that if in Spherical-CHM for each p ′ ∈ conv(S) with p ′ > ε that is not a witness, there exists v ∈ S satisfying p ′ − v ≥ √ 1 + ε, then TA iteration complexity reduces to O(1/ε), matching Nesterov's fast-gradient algorithm. This geometric assumption is not unreasonable and also suggests offering a strategy for when this property is not satisfied at an iterate. Lastly, in Section 6, as an application of TA, we solve strict LP feasibility, Ax < b, as a dual problem to CHM. We conclude with remarks on future work.
A Summary of Triangle Algorithm, Dualities and Complexity
The Triangle Algorithm (TA) described in [9] is an iterative algorithm for solving the Convex Hull Membership problem (CHM). Formally, given a set S = {v 1 , . . . , v n } ⊂ R m , a distinguished point p ∈ R m , and ε ∈ (0, 1), solving CHM means either computing an ε-approximate solution, i.e. p ε ∈ conv(S) so that
or a hyperplane that separates p from conv(S). Given an iterate p ′ ∈ conv(S), TA searches for a pivot to get closer to p: v ∈ S is a p-pivot (or simply pivot)
A p-witness (or simply witness) is a point p ′ ∈ conv(S), where the orthogonal bisecting hyperplane to pp ′ separates p from conv(S). Equivalently,
The separating hyperplane H is given as
Given an iterate p ′ ∈ conv(S) that is neither an ε-approximate solution nor a witness, TA finds a p-pivot v ∈ S. Then on the line segment p ′ v it compute the closest point to p, denoted by N earest(p; p ′ v). It then replaces p ′ with N earest(p; p ′ v) and repeats. It is easy to show,
, n}, and v j is a p-pivot, then the new iterate is
If 
Spherical-CHM and Equivalence to CHM
The Spherical-CHM is the case of CHM, where p = 0 and each v i ∈ S has unit norm. Intuitively we expect these to be equivalent. However, we need to make this precise, that is we need to convert approximate solutions and separating hyperplanes. The theorem below shows that given an instance of CHM we can convert it to an instance of Spherical-CHM so that the convex hull of points in CHM contains p if and only if the convex of points in Spherical-CHM contains the origin. Next, it proves if we have an ε-approximate solution of Spherical-CHM we can convert it to an ε-approximate solution of CHM. Finally, given a separating hyperplane for Spherical-CHM we can construct a separating hyperplane for the CHM.
(i) (Equivalence of Exact Feasibility in CHM and Spherical-CHM) p ∈ conv(S) if and only if 0 ∈ conv(S) if and only if 0 ∈ conv(S 0 ).
(ii) (Equivalence of Approximate Solutions in CHM and Spherical-CHM) Given ε ∈ (0, 1),
Set
Then 
Proof. (i): Suppose
Since p = v i , v i = 0. We can thus rewrite the equation in (9) as
Dividing both sides by n j=1 α j v j , we get 0 ∈ conv(S 0 ). We have thus proved one direction of the implications in (i). The other direction follow analogously.
(ii): Multiplying (6) by R we get
Dividing each side of (11) by n j=1 α j R/ v j , and from the definition β i 's in (7) we get,
From the definition of R, R/ v i ≥ 1 so that we have
Using (13) in (12), the proof of (ii) follows.
(iii): Since p ′ is a 0-witness, the hyperplane H 0 = {x : p ′T x = 0.5 p ′ } separates 0 from conv(S 0 ). Thus one of the two hemisphere whose base is parallel to H 0 contains all of S 0 . While H 0 may not separate 0 from conv(S R ), it is easy to argue that the hemisphere that contains S 0 must also contain S R . Thus the projection of w i = v i /R on the line segment 0p ′ and its extension, strictly lies in the hemisphere containing S R . Then the projection w i that is closet to the origin gives rise to a separating hyperplane H (see Figure  1) . 
Triangle Algorithm for Spherical-CHM and its Complexity
From now on we consider CHM where p = 0 and S = {v i : i = 1, . . . , n} ⊂ R m , where v i = 1, for all i = 1, . . . , n, thus a Spherical-CHM. Consider the Triangle Algorithm for Spherical-CHM:
In what follows we will derive the worst-case complexity of TA. The worst scenario occurs when in each iteration that is not a witness is when the pivot is orthogonal to the current iterate. Thus it suffices to analyze the complexity under the worst-case in each iteration. These will be formalized next and used in the next section as well.
Lemma 1. Given p
′ ∈ conv(S), let v ∈ S be a strict pivot (see Figure 2) . Let
In particular,
Proof. The first inequality in (14) holds because ∠p ′ ov is obtuse. The equality in (14) holds because ∠p ′ 0 v is right angle. From the similarity of the triangle △p ′ v0 and △0 p ′′ v in Figure 3 we may write µ/δ = δ ′ /1. Squaring and substituting for δ ′2 , we get the expression for µ 2 in (14) . The lower bound is obvious. The first and last inequalities in (15) follow from (14) . The second inequality follows from, 
Then for all k ≥ 1,
Proof. We prove this by indiction on k. From Lemma 1 the inequality is true for k = 1. Assume true for k. The function g(t) = t/(1 + t) is monotonically increasing on (0, ∞). From the relationship between δ k+1 and δ k in Lemma 1, together with monotonicity of g(t), we may write
Theorem 8. Consider Spherical-CHM. TA terminates in O(1/ε 2 ) iterations with p ε ∈ conv(S), either a witness or p ε ≤ ε.
Proof. Let p k , δ k and δ k be as in the previous theorem. We claim for any natural number N ,
This is true for N = 1. By induction hypothesis and the recursive definition of δ i , (16), we have,
In particular, if N = ⌈1/ε⌉, we get
From Lemma 1 δ k ≤ δ k for all k ≥ 1. From this and (21) 
To complete the proof it suffices to replace √ ε with ε. Figure 3 : An iteration of triangle algorithm at p ′ with least reduction if a strict pivot v is orthogonal to p ′ :
A Faster Triangle Algorithm for Spherical-CHM
Definition 2. Given a Spherical-CHM, we say a point p ′ ∈ conv(S) that is not a witness has ε-property if p ′ > ε and there exists is a pivot v such that
As an example if the ball of radius √ ε is contained in conv(S), then Spherical-CHM has ε-property everywhere. We prove an improved complexity TA for such Spherical-CHM.
Theorem 9. Consider a Spherical-CHM. If every iterate p ′ ∈ conv(S) in TA that is not a witness has ε-property, then in O(1/ε) iterations, either TA computes a witness, or p ε ∈ conv(S) such that p ε ≤ ε.
Proof. If 0 ∈ conv(S) from previous theorem in O(1/ √ ε) we get an iterate p k0 such that p k0 ≤ √ ε. We claim at any subsequent iterate k ≥ k 0 , as long as p k is not a witness and δ k = p k > ε, the next iterate will decrease the gap sufficiently. More precisely, we claim
To prove (23), on the one hand we have δ
Consider Figure 4 and assume
Let q be the point on vp ′ , where v − q = 1. Note that p ′′ must be closer to v than to q. Thus,
Also, since δ k ≤ √ ε, we have proved (23). Hence the number of iteration k ≥ k 0 to get δ
Definition 3. We say an iterate p k ∈ conv(S) is ε-reduced at an iterate p t ∈ conv(S), t > k, if
The strategy we propose when we get an iterate p k that does not have ε-property and is not a witness, is to compute p t , if possible, that ε-reduces p k , and in the simplest way possible. Then restart the ordinary TA with p t , checking if it in turn has ε-property and so on. Suppose v k is a strict pivot for p k . We compute the nearest point to 0 on p k v k to get p k+1 . Next, we compute a strict pivot v k+1 for p k+1 . Let the restricted ε-approximate Spherical-CHM be testing if 0 ∈ conv({p k , v k , v k+1 }). At each iteration in solving the restricted problem we check if the corresponding iterate, say p t , ε-reduces p k . If so, we start from p t . Otherwise, we obtain a relative witness, say p t . Next, we compute a strict pivot in S, say v k+2 (if it p t is not a witness with respect to S). We then augment the restricted Spherical-CHM to testing if 0 is in conv({p k , v k , v k+1 , v k+2 }) and repeat the process. This process would stop either with a witness with respect to S, or an iterate p t that ε-reduces p k and we return to ordinary TA with p t as the current iterate.
The worst-case complexity of such a composite iterate is unknown at this time. However, considering the geometry of the points in S, we would expect that this complexity depends on n and m and the relationship between them. For n >> m one would expect that the composite iterate will stop after a few iterations so that the overall number of iterations would remain to be O(1/ε), however the complexity of a composite iteration may exceed O(n+m). The theoretical analysis of the composite iterate is nevertheless an interesting open problem.
Solving Strict Linear Feasibility as Spherical-CHM
The following lemma connects strict LP feasibility to CHM and is a consequence of Gordan's Theorem, hence also provable via Farkas Lemma: Proof. We will use the distance duality to prove the theorem. Denote the rows of A by a
From (27) we get
Simplifying (28) we get − 2(a
From (27) for i = n + 1 we get,
From (30) α > 0. This together with (29) give
Dividing both sides of (31) by α implies −x/α is a feasible solution to the strict linear feasibility problem.
Remark 1.
Without loss of generality we may assume the first n columns of B have unit norm. Clearly the (n + 1)-th column has unit norm. Thus the CHM corresponding to B can be assumed to be Spherical.
Concluding Remarks
In this article we have considered a very special case of the Convex Hull Membership problem (CHM), a fundamental problem in several fields, namely the Spherical-CHM, where the problem is to test if the origin lies in the convex hull of set of n points on the unit sphere. We have shown that both in the sense of exact and approximate Sphere-CHM is equivalent to CHM. On the one hand, we gave a simple O(1/ε 2 ) iteration Triangle Algorithm for Spherical-CHM. On the other hand, we used this complexity analysis to prove that under an assumption called ε-property, the iteration complexity of Triangle Algorithm reduces to O(1/ε). We also offered a strategy when this property does not hold so as to maintain the overall iteration complexity but possibly at a higher complexity in such iterations. We expect the ε-property to be a realistic assumption and that the suggested strategy to also be efficient when an iterate does not satisfy this property. An important feature of the Triangle Algorithm for Spherical-CHM is that by virtue of its geometric nature when the property is not valid it give information on how the origin may be representable as a convex combination of the points. In particular, it gives indication that the points nearly lie in one hemisphere. This in turn leads to other strategies. Finally, we showed how the strict LP feasibility can be solved as CHM via the Triangle Algorithm. This has implications for solving LP feasibility (see [8] ) and hence linear programming itself. In summary, TA and the Spherical-CHM provide a convenient geometric setting for efficient solution to general CHM and related problems, e.g. computing all vertices of conv(S) and for very large size cases of these problems. We hope to report on computational experimentation in future work. Finally, the Spherical CHM also gives rise to interesting theoretical questions.
