The problem of edge-coloring a bipartite graph is to color the edges so that adjacent edges receive di erent colors. An optimal algorithm uses the minimum number of colors to color the edges. We consider several approximation algorithms for edge-coloring bipartite graphs and show tight bounds on the numb e r o f c o l o r s they use in the worst case. We also present results on the constrained edge-coloring problem where each color may be used to color at most k edges.
Introduction
Many applications can be modeled as edge-colorings of bipartite graphs, such as the scheduling of data transfers in parallel computers and communications switches 5] vertices represent communicating entities, edges represent t h e data transfers, and edges with the same color represent data transfers that can occur in parallel. For a bipartite graph of degree , it is well known that a minimum edge-coloring requires colors and can be obtained in polynomial time 2].
Scheduling applications, such a s t h e s c heduling of parallel I/O operations, motivate the development of faster algorithms for approximate edge-coloring of bipartite graphs 4, 10, 5] . We analyze the worst-case behavior of several greedy approximation algorithms for edge-coloring bipartite graphs. Experimental studies have s h o wn that these algorithms can generate minimum or near-minimum edge colorings in much less execution time than exact algorithms 10, 7] . However, previous studies 10,1] do not provide tight theoretical bounds on the worst-case behavior of these algorithms.
For the approximation algorithms we will discuss, di erent runs of an algorithm may w ell edge color a given graph with di erent n umbers of colors, since the algorithm may m a k e arbitrary choices of which edge to color next. We w i l l need the following notation.
Def. For a given graph G let A(G) denote the maximum number of colors used by algorithm A to edge-color G in any execution of A.
Def. Let B(A ) = maxfA(G) : G has degree g. W e s a y the positive i n teger x is a bound on A for all graphs of degree i B(A ) x. W e s a y t h e b o u n d x is tight i B(A ) = x.
In the rest of this paper, a graph is understood to be bipartite, a coloring to be an edge-coloring, and the degree of a graph to be a positive i n teger, unless otherwise speci ed. G( ) denotes a bipartite graph of degree .
In sec. 2 we de ne a class of greedy approximation algorithms. We present i n sec. 3 worst-case bounds on approximation algorithms for the unconstrained edge-coloring problem, where the objective is to obtain an edge-coloring of a bipartite graph using as few colors as possible. In sec. 4 we s h o w these bounds are tight. In sec. 5 we brie y consider the constrained edge-coloring problem, where no more than k edges can have the same color, and end with some discussion.
The Greedy algorithm
Since we will be presenting several greedy algorithms, we establish a template for describing them using pseudo-code as follows. The Order() function will be speci ed below. The break statement exits the smallest enclosing loop. A sequence is denoted by angle brackets. We h a ve also found experimentally t h a t HDF and HCDF can perform substantially better than FCFS when presented with graphs generated pseudorandomly 7]. Further, in our experiments we found that in no case do they perform any w orse in Theorem 5 we show a theoretical justi cation for this. Let G = ( V E) be a bipartite graph with vertex set V , edge set E, degree , 
Algorithm Greedy

Proof. Clearly, HCDF(G) FCFS(G) a n d HDF(G) FCFS(G). To show HCDF(G) HDF(G), we apply Lemma 4 repeatedly (see 9]). 2
From the foregoing we might expect that the bound given by Lemma 1 could be tightened further for HDF and HCDF. W e w i l l s h o w that this is not the case.
Tight bounds on greedy algorithms
In this section we s h o w that for any a bipartite graph G( ) can be constructed such that HDF(G) = 2 ; 1. Notation. (See Fig. 1 for examples. ) In the following, upper-case italic letters denote vertices or subtrees of a tree they may be subscripted. If A and B are vertices, A B denotes that they are siblings, and AhBi denotes that A is the parent o f B. R is used to distinguish the root of a (sub)tree, and C for its child. Thus RhC 1 C 2 i, where the C i are vertices which can be distinguished from each other, denotes a binary tree of two l e v els. A set of siblings which need not be distinguished from each other is denoted using an array notation: thus RhC 2]i also denotes a binary tree with two l e v els. Angle brackets have higher precedence than semi-colons. Thus RhC 1 C 2 i A denotes a forest with two trees, and RhC 1 C 2 Ai denotes a ternary tree with two levels.
Def. Two trees S and T with roots R S and R T , respectively, a r e root-merged by deleting R S and R T (along with any incident edges), introducing a vertex Observe that for every tree H i , the child of the root, C i , is critical. Also note that for every F i , the root is not critical while all the children of its root are critical. Thus, by construction, at every alternate level of F i , all the vertices are critical.
Def. A v ertex is covered if some edge incident upon it is colored. A vertex is colored with color i if some edge incident u p o n i t i s c o l o r e d i.
We will now show that the construction of the tree F i enables HDF to make a sequence of choices such that i colors are consumed before every critical vertex in the tree is covered. As an example, in Fig. 1(c) , edges (R 2 C 1 ) (a b) (c d) and (e f) w ould be colored with color 1, necessitating the use of color 2 to cover the critical vertex C 2 .
Lemma 6 For every tree F i , 0 < i < , there exists a sequence of choices made by HDF such that i colors are r equired t o c over all the critical vertices in F i , and the root of F i is colored with every color in the set f1, ..., ig.
Proof. By induction over i.
base. i = 1 . F or F 1 = H 1 = R 1 hC 1 hS ; 1]ii, the choice of coloring edge (R 1 C 1 ) with color 1 su ces.
hypothesis. For all F j , 0 < j < i < , there exists a sequence of choices made by HDF such that j colors are required to cover all the critical vertices in F j , a n d t h e r o o t o f F j is colored with all colors in f1 : : : j g. Clearly, the sequences of choices given by the induction hypothesis can be merged appropriately so that every child of C i , and also C i 's parent, is colored with all colors f1 : : : i ; 1g. C o vering the critical vertex C i thus requires color i. In addition, once the colors f1 : : : i ;1g have been used, every critical vertex in the subtrees rooted at C 1 , ..., C i;1 is covered, as is every critical vertex in the subtrees rooted at the children of C i . T h us coloring C i covers all critical vertices in F i . Proof. By extension of the construction above see 9]. 2 
Discussion
Consider the following constrained edge-coloring problem: Find a minimum edge-coloring of a bipartite graph where no more than k edges have the same color. This constraint arises frequently in data transfer scheduling applications as a limitation in the capacity of the data channel 5]. Clearly, a minimum constrained edge-coloring requires max( dm=ke) colors, where m is the number of edges. For a survey of optimal algorithms for this problem, see 6].
The approximation algorithms Modi ed-HDF (MHDF) and Modi ed-HCDF (MHCDF) consist respectively of the greedy algorithm for HDF and HCDF with input k < min(jAj jBj). Lemma 9 MHDF and MHCDF produce a c oloring using at most bm=kc+ (2 ; 1) colors for a graph of n vertices, m edges, and degree , if at most k n edges may be c olored with a single color.
Proof. See We are currently investigating the problem of edge-coloring the graphs given that certain edges must receive the same color, and developing distributed edge-coloring algorithms 3].
