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I. INTRODUCTION 
An important class of multiple decision problems is 
the class of slippage problems. Although they can be viewed 
as one area of general decision function theory (32) these 
problems have been mainly treated in a manner similar to 
.the treatment of problems in hypotheses testing (19). 
Slippage problems were first introduced by Mostellar 
(24) as a problem of testing homogeneity of a number of 
populations against the slippage alternatives that exactly • 
one of the populations is different. Paulson (28), while 
treating the slippage problem of normal mean, was the first 
to formulate the problem satisfactorily. Some of the later 
papers along this line proved optimum properties of proce­
dures already existing. 
The results of Kudo (13) proved that an outlier test 
proposed by Pearson and Chandrasekar (29) in 1936 and in­
vestigated by Nair {25), Grubbs (6), and Smirnoff (30), 
was "optimum" within a certain class of tests and similarly 
the results of Truax proved that a test for homogeneity of 
normal variances proposed by Cochran (3) in 19^1 was "opti­
mum" in a certain sense. Other papers include ( 5)j (l4), 
( 1 8 ) .  
A prototype of classical slippage problems with which 
we commence our investigation is as follows. We assume we 
have a populations with densities f(x; 0^) (i = 1, a) 
and we wish to test the hypothesis 8^ = ... = 6^ against 
a alternatives 8^ = ... = 0^ - A = ... = 8^ with a zero-
one type of loss function where A > 0. Let be the de­
cision to accept and Pr(D^|H^) be the probability of 
taking when is true. We impose the requirements 
that 
Pr(DQlHQ) >1 - a where a e (0,1) 
and 
Pr(D^lH^) is independent of 1 
or more explicitly speaking Pr(D^|H^) is a function of A 
but does not depend on i. We call the first a size condition 
and the second a symmetry condition. 
It seems that these two conditions have been regarded 
as being insufficient for ensuring an explicit solution 
and thus the condition of invariance on the test procedures 
(e.g. invariant under change of scale and shift of location) 
was imposed. When the invariance condition is imposed, a 
transformation group G = {g} defined on the sample space 
must leave the problem invariant and the decision function 
cp(x) satisfies the relation cp(x) = cp(gx). For a complete 
discussion of invariance the reader is referred to Wesler 
(33) and Lehmann (19). 
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These conditions are also imposed by Karlin and Truax 
(12) when they considered slippage problems employing a 
more general loss function. 
Amother similar class of multiple decision problems 
is the class of problems concerned with selection or more 
specifically problems concerned with classifying populations 
into two categories, say good and bad. The conditions of 
size and L:y^metry can also be reasonably imposed in this 
type of problem. A rigorious decision theoretic approach 
to this problem was given by Lehmann (l8) where the invar­
iance condition was still imposed. 
The main purpose of this thesis is to discuss slip­
page problems without assuming the condition of Invariance. 
The theory developed can be applied to solve other problems 
of a symmetric nature which have been outside the scope of 
those usually considered in this area as indicated in Ex­
ample 1. 
For the sake of simplicity we concentrate our attention 
to a zero-one loss function. In this situation we should 
pay attention to the probability of correct decisions which 
allows us to use the terminology of hypothesis testing 
quite analogously. 
We begin our development in II with a generalization 
of the Neyman-Pearson lemma to slippage problems. As in 
4 
the case of hypothesis testing this allows us to solve, 
problems where the mil hypothesis is simple and the alter­
natives are simple and in some cases where the alternatives 
are composite. When the null hypothesis is composite the 
generalization of the Neyman-Pearson lemma can be used in 
some cases to obtain a uniformly most powerful test by intro­
ducing an adequate least favorable probability distribution 
over the space of the null hypothesis. Applications of 
this technique are given in III. 
For some slippage problems a uniformly most powerful 
test does not exist, however, under the conditions of The­
orem 2 we can be assured of the existence of a uniformly 
most powerful test. 
It seems that a number of papers on slippage problems 
has been the repeated application of Theorem 2 after imposing 
the condition of invariance, and thus reducing the problem 
to one on the space of a maximal invariant which is demon­
strated in IV; -
One of the most important techniques in testing compo­
site hypothesis is that of similarity and in V this is 
applied to obtain Theorem 3 which gives an "optimum" test 
for distributions belonging to the exponential family. VI 
is devoted to applications of Theorem 3 and illustrates the 
ease of obtaining "optimum" tests for some slippage problems. 
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II. GENERALIZATION OF NEYMAN-PEARSON 
LEMMA AND RESULTS 
A. Assumptions and Definitions 
J? 
Suppose we have a sample space * , a a-field ,y- , with 
a countable number of generators, and a a-additive measure 
la, where a+1 densities p^(x) i = 0, 1, ..., a with respect 
to |a are defined. We consider a decision problem involving 
a+1 possible decisions denoted by D^ corresponding to the 
a+1 hypothesis that X has density p^(x) (1=0, 1, ..., 
a). 
We assume that there is a measurable transformation 
group G on ^ with a c-field g and a right invariant 
measure v over (G,|3) such that G is homomorphlc to the per­
mutation group IT on (1, ..., a). We further assume nC A) = 
n(gA) for all Ae Irand geG and p^(x) = p^ ^ (gx) for all 
G sG where T T  is the permutation ( L , . . . ,  af —> (n 1, ..., 
S s 
TT a) corresponding to g, and rr 0 = 0. 
g S 
To demonstrate how G can characterize a slippage problem 
we consider the slippage problem of normal mean as treated 
by Paulson (28), where we have k normal populations with 
common variance. There are a+1 hypothesis concerning the 
means, namely all the means are equal, and all 
4-^ 
the means are equal except for the 1 one which is larger 
than the others (1=1, ..., a). We take n observations 
.6 
on each population. The observations can be considered 
as a two dimensional array, consisting of a rows each having 
n elements. In this case G consists of permutations within 
each row, and also permutations of the a rows, thus giving 
M = a! (n!)^ elements In G; and u assigns measure l/M to 
each element in G. All of the other assumptions are easily 
seen to be satisfied. 
B. Symmetry of Decision Functions 
Definition 1 
A decision function cp(x) = (cp (x), cp (x)) is of 
^ u a 
size a if 
(2.1) /cPq(x)Pq(x) d^(x) > 1 - a ae(0,l) 
cp(x) is of exact size a if equality holds. 
Definition 2 
^(x) is symmetric In power if 
(2.2) •''cp^(x) p^(x) du(x) = ... = /cpg^(X) Pg^(x) du(x) . 
The common value will be called the power of cp. 
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Definition 
^(x) is symmetric if 
(2.3) cp. (x) = cp (gx) i = 0, 1, a for all geG. 
1 T^gJ-
Definition 4 
g^(x) Is the most powerful symmetric size a decision 
function if it maximizes each term in 2.2 subject to condition 
2.1 and 2.2. 
We note here that the above assumptions and definitions 
are concordant with the traditional ones in slippage problems. 
Let $ denote the class of decision functions which are 
of size a and let 1 denote the class of decision functions 
which are symmetric in power, and let P(l,cp) be the pro­
bability of making the correct decision when is correct. 
Then lemma 2 shows that a kind of restricted minimax solu­
tion, e.g. (18) can be found in ^ fV giving add'ed" justifi­
cation for the traditionally accepted restrictions of 2.1 
and 2.2. 
There is a relationship between decision"functions 
which are symmetric in power and symmetric decision func­
tions as seen by the following'lemma. 
8 
Lemma !_ 
If m Is symmetric then ^  is symmetric in power. Also 
if there exists an exact size a test, then there exists 
an exact size a test,|^, which is symmetric and if ^ Is sym­
metric in power then ^ and have the same power. 
Proof If ^  is symmetric then there exist g's such 
that 
;ah(x)p (x)du(x) = /cp . (gx)p .(gx)du(gx) = 
g g^ 
/cp (x)p (x)dU(x) j = 1, ..., a 1 ^ j 
Let cp be an exact size a test and define 
r^(x) = fcp^ ^(gx)du(g) . 
g 
Then 
4 (gx) = \ 1 \(g'gx)du(g') = /cp (gx)du(g) 
g g'^ g ' g 
'.(x) for all g i = 1, a . 
Also 4^^. (GX)  =  ' ! 'Q(X)  can be verified easily. 
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Since m is of exact size a 
(x)pQ(x)au(x) = //cp^(gx)pQ(x)dU(x)du(g) =• 1-a 
and hence j; is of exact size a. Also if w is symmetric in 
power then 
P(i,t!f) = •/•|if^(x)p^(x)dM(x) = 
. (gx)p^(x)du(x)du(g) = P(i,cp) 
g 
thus completing the proof. 
Lemma 2 
There exists a in § A Y such that 
(2.4) Sup Inf P(i,cp) = Inf P(i,cp') 
cpe# i=l,... ,a i=l, ...,a 
Proof The existence of cp' in # follows from the 
weak compactness of § which can be proved in a manner which 
is exactly similar to Theorem 3 of Appendix (19). That a 
solution can be found in $ A Y can be proved as follows. 
Let CD' satisfy 2.4 and define 
10 
ijf (x) = /cp'^ ^(gx)du(g) 1 = 0, 1, a 
g 
By Lemma 1 s # A Y and hence = constant for 1 = 1, 
• ••} 8. ; SO 
Inf P(l,^) = P(l,i|;) = //cp' . (gx)p, (x)d^(x)du(g) 
1=1,...,a g^ 
1 8. 
=  ^  Z  p ( j  ,cp' ) > Inf P(l,cp' ) 
j — 1 1 — 1 , « " >3. 
and the result follows. 
C. Generalization of Neyman-Pearson Lemma and Results 
The following theorem is an extension of the Neyman-
Pearson lemma in hypotheses testing to slippage problems. 
Theorem 1 
(i) For testing the null hypothesis H^that X has 
density p^fx) against the alternatives H^(i-= 1, ..., a) 
that X has density pu(x), there exists a decision function 
cp and constants C and § such that 
(2.3) Eq(cPq(X)) = /cpQ(x)pQ(x)dM(x) = 1 - a for ae(0,l) 
11 
cPq(x) = 1 if Max p^(x) < C Pq(x) 
cPq(x) = § if Max p^(x) = C Pq(x) 
C PQ (X ) = 0 if Max p^(x) > C PQ ( X )  
cp^(x) = (1 - g^(x))/k ( i = 1, a) 
Max TO. (x) = p. (x) = p. (x) = ... = 
i 1 Jl Jg 
p, (x) > C p (x) . 
Jk 0 
(ii) If a decision function satisfies 2.6 and 2.7 
for some C and Ç then it is a most powerful symmetric size 
a decision function. 
(iii) Let ^  be the decision function defined by 2.6 
and 2.7 and let ^  be a most powerful symmetric size a 
decision function, then cp^(x) = 0 or 1 implies cp*j^(x) = 0 
or 1. The undetermined components of ^  can be defined 
at will subject to the size condition and to the condition 
and 
( 2 . 6 )  
( 2 . 7 )  
if 
12 
of symmetric power. # also satisfies 2.5 unless there 
exists a symmetric decision function ^  of exact size a' 
(<a) such that E^(cp^(s)) = J"cp^(x)P^ (x)dfi (x) = 0, 1 = 1, 
Proof 
(I) Let a(C) be a cumulative distribution function 
of Max p^(X)/pq(X) under and as It Is upper semi-con-
1 
tlnuous and raonotonlcally Increasing, for any a; 0 < a < 1, 
there exists a C such that a(C-O) jS 1-a ^  cc(C), and let § 
be [(l-a)-a(C-O) 3/[a.(C)-a(C-0) ] or 0 If C Is a continuity 
or discontinuity point of a respectively. Then 
EQ(cPQ(X)) = /cpQ(x)pQ(x)dii(x) 
= ^(=-0' wo - a(C-0)] = l-a. 
(II) It Is obvious that cp e $ A Y. Suppose ^  Is any 
other decision function belonging to § f) f. Let 
a 
L(cp,C) = J"CcPq(x)CPq(x) + 2 cp^ (x)pj (x) 3d|a(x) . 
Consider 
13 
L(^,C) - L(cg^C) = /[(cPq (x) - cpg(x) )CPq (x) + 
a 
+ 2 (cp. (x)-cp^(x) )p . (x) 3dU(x) = /g(x)d^(x). j=l' J J J 
The sample space 3^ can be divided into three disjoint 
regions [x: çu(x) = l], {x: ç^(x) e (0,1)}, and [x: cpQ(x) = 
0}. It is easily verified that g(x) > 0 in each of these 
three regions. Hence 
a 
2 /(cp^(x)- cpi|^(x))py(x)du(x) > /(cpg(x) -
u=l 
- cp(x) )pQ(x)d (x) ^ 0 
and since ^ and ^  both belong to Y, it follows that 
Power of ^  > Power of ^  . 
(iii) Let J(C) be a non-empty subset of the integers 
(0, 1, a) which is defined as follows: 
J(C) = {0 3 if Max[ Max p^(x), Cp_(x)]= 
1=1,... ,a 
= CPq (X) 
14 
= {0,j,,...,• If MaxC Max p (x),Cp (x)]= 
^ ^ 1=1,...,a 
= Cp (x)=p =...=p. 
u Jk 
= Max[ Max p.(x),Cp„(x) ]= 
^ ^ 1= 1 , . . . , a  
= p (x) = ... = p. (x) . 
J 1 J If 
Let ^  e # A Y and suppose that ^  is a most powerful 
symmetric size a decision function. Denote all non-void 
= f (x), J(C) = (j , .., J, ) and for some 
Jk IK
J  f J ( C ) ,  c p * ( x )  7 ^  0 }  .  
where f^fx) = CPq(x) and f^(x) = p^, (x) (1=1, ..., a). 
Suppose li(R-) > 0 for some J and consider 
tT 
subsets of A = (0, 1 
define 
• • • > a) by 2^ and for any J(C) e 2^ 
a 1 
f (x) = f (x) 
Jl 
L(g,C) - L(^,C) = /(cPQ(X) - cp*(x))fQ(x) + 
15 
a 
+ 2 (cp (x) - c(#(x))f (x)du(x) 
j=l J J J 
= E / Z (cp (x) - q#(x))f,(x)du(x) . 
Je2* Rj j=0 J J J 
The Integrand, gj(x), for any J Is 
gj(x) = (cpj(x) - cp*(x))M(x) + jJjC (0-cp*(x) )fj (x) 
where 
M(x) = Max f,(x) = f. (x) = ... - f. (x) . 
1=0 a ^ Jk 
So 
gAx) > M(x)(l - 2 cp*(x) - 2 cp*(x) ) = 0 . 
J jej J jejL J 
Therefore 
/ I: (cp (x) - cp^(x) )f. (x)du(x) > / (cpg(x) -
j=l ^ ^ ^ 
- <PQ(x) )fQ(x)du(x) = 0 
16 
and hence power ^  > power cp* which is a contradiction and 
therefore |i(R,) = 0 for all J and the proof is complete. J 
To see that ^  satisfies 2.5 under the conditions stated, 
assume there exists a symmetric decision function which is 
of exact size a'(<a) and E, (cp*(x)) > 0. Define t(x) as 1 (J ^ 
follows: 
#^(x) = 0 if cp^(x) = 0 
= (1-X)(p'(x) if cp^(X) >0 Xe(0,l) 
(x) = 1 if cp' (x) = 1 
= cp^(x) + (^2^^ if cp'(x) < 1 
It is obvious that is symmetric hence symmetric in 
power. t|f is also of exact size a since 
E (il* (x)) = / lif (x)p (x)dn(x) = / cp'(x)p»(x)dia(x) + 
0 0 OU [x;cp^=0 3 " " 
+ (1-X) / q^(x)pn(x)du(x) = 
{x:q%>0) 0 0 
= (l-X)(l-.a*) = l-a for some X  e  (0,1) . 
17 
Also, the power of $ 
=  S  i(t^(x)p^(x)du(x) 
f 
{x:cp^=l} 
cp? (x)Pi(x)du(x) + 
; 
{x:cp^<l] 
[cp|(x) + ç^(x)] p^(x)du(x) 
= power of cp* + E^(cp^)x)) 
and since the last term is positive we have our result. 
D. Distributions with Monotone Likelihood Ratios 
Corresponding to the theory of hypotheses testing, 
and ( i = 1, ..., a) may well be composite and the notion 
of uniformly most powerful symmetric size a decision func­
tion can be introduced. 
A uniformly most powerful symmetric size a decision 
function does not always exist. However, in the case when 
X has a density of a certain form and we restrict ourselves 
to slippage problems of a certain type we can be assured 
of the existence of a uniformly most powerful symmetric 
size a decision function as seen by Theorem 2. The first 
18 
part of this theorem is essentially included in the paper 
by Karlin arid Truax (l2), but is not stated explicitly 
and we shall state it here for the sake of clarity and 
completeness. 
Let p(x;6) be a family of densities of a random vari­
able X which are indexed by a parameter 0, where without 
loss of generality 0 can be taken as a point in Euclidean 
space. Assume the existence of a curves in the parameter 
s p a c e  w h i c h  a r e  g i v e n  b y  0 =  0 ^ ( T ) ,  0 < T < « ,  i = l ,  
a with the common starting point 0^ = 0^(0). Assume again 
a transformation group G on * as we did at the beginning of 
this section which is homomorphic to the permutation group TT 
on (1, a) such that P(X;0^(T)) = p(gx;0^ ^ (T)) for all• 
T e (0,"), all g e G and all x e X , and n{Af = la(gA) for 
all g G G. 
The conditions (a) and (c) in the following Theorem 
are essentially the requirements that the density P(X;0^(T)) 
has monotone likelihood ratio on these curves 0 = 0^(T)), 
About the general theory of monotone likelihood ratio or, 
more generally Polya type distribution, reference is made 
to the papers of Karlin ( 7) - (10). 
Theorem 2 
(i) Assume the random variable X has a density belong­
19 
ing to the family described above and such that 
P(X;0^(T)) 
(a) —/ \— is nondecreasing in a real 
P\X) 9ri ' 
valued function T^(x) (i = 1, a). 
(b) T (x) = T .(gx) for all g e G 
g 
(i — Ij •••) a). 
(c) P(X;0^(T)) >, =, <P(X;0^(T)) for all Tas 
T^(x) >, = ,  <  T  ( x )  .  
Then for testing against (j = 1, a) where 
Ho' 8 - Go 
K.: 9 = 9 .(T) 
there exists a symmetric size a decision function which is 
most powerful uniformly in T and is given by 
20 
( 2 . 8 )  if Max < C 
= § 
0 > 
1-cp, 
( 2 . 9 )  if T. = Max T. 
3 i 1 
where C and § are determined by 
(2.10) E(cp^lH^) = 1 - a . 
(ii) If in addition to (a), (b), and (c) of (i), there 
exist statistics Cj_ (1 = 1, a) such that 
(d) (T\, C^) is a one-one mapping of ^  and hence 
any decision function cp(x) can be written as 
(e) For given is conditionally stochas­
tically increasing in T (1 = 1,..., a). 
(f) The marginal distribution of is independ­
ent of or stochastically increasing In T. 
(g) There exists a function X^(C^) such that 
cp(T. ,C. ). 
the region fx;T.(x) >, =, < Max T.} can be written 
as {x;T^ >, =, < Xj_(Cj^)} 
21 
Then the decision function given by 2.8, 2.9 and 2.10 has 
power which is nondecreasing in T. 
Proof of (i ) 
It is easily seen that ^ is symmetric, since 
1-œ (x) 
cp. ( X ) = when T. = Max T. = T. = .. . 
J ^ J 1 ^ ^ 1 
= T. > C (j = 1, a) 
. Jk 
and because of condition (b), it follows that çy(x) = 
cp^ , (gx) (j = 1, a). It is also easily seen that 
g 
cp^(x) = cp^(gx) and hence ^  is symmetric in power by Lemma 
2. If we consider the subproblem where T is specified it 
follows from Theorem l(i) that there exist C and § such 
that 2.8, 2.9 and 2.10 hold. By Theorem 1 (ii) the result­
ing decision function ç is most powerful symmetric size a 
and since cp is independent of x it is also most powerful 
uniformly in x. 
Proof of (ii) 
It is sufficient to show that 
E(cp^(x)lH^) is nondecreasing in x. 
22 
(2.11) E(cp^fH^) = Eç^{ECqp^(T^,q)|C^]} 
It is not difficult to show that for fixed ,cp^ (T^, ) is 
nondecreasing in . To see this consider the following 
cases. 
If T^> Max {C,X^(C^)}, then cp^ = 1 
If = Max {C,X^(C^)3j then 0 < cp^ < 1 , 
because cp^ takes three possible values; two of 
which are 
(2.12) 1 - 5 or l/k as Max {C, A.^(C^)} = C or 
X^(C^) when C X^(C^), and when C = XXC^) 
the maximum of may be attained by some in 
addition to , say k of T^'s, and the third one 
is (1- §)/k . 
If < Max [C,X^(g^)} then cp^ = 0. Hence cp^ is non-
decreasing in for fixed C^» Since is conditionally 
stochastically increasing in T by (e) it follows by using 
problem 11, Chapter 3 (l9) that the conditionally expecta­
23 
tion in 2.11 is nondecreasing in T, and since is statisti­
cally nondecreasing in T by (f) we have our result. 
E. Illustrative Example 
This section is to illustrate that the above formula­
tion with a transformation group G and symmetry condition 
can cover a wider variety of problems than those usually 
considered in slippage problems. 
Example 
L e t  ( X , Y )  b e  i n d e p e n d e n t l y  d i s t r i b u t e d  a s  N ( | i ^ , l )  
and respectively, and let p(x,y;(i) denote the joint 
density of (X,Y) where n = Suppose we wish to 
test against j =1, ..., 8 where 
M  =  ( 0 , 0 )  
:  l a  =  (  A c o s ( J  ( j - l ) ) .  A s  i n ( ^  ( j - l ) )  j = l , . . . , 8 , A > 0  
G 
Here G = [g^ ^ j=o ^^ere g^ is a rotation of x-y axis through 
^ (j-l) radians (j = 1, .8) and g^ is the identity. If we 
l e t  p ( ( x , y ) ; n )  =  p ( z ; A c o s  ^  ( j - l ) ,  A s i n  ~  ( j - l ) )  =  P j ( z )  
2.4 
it is easily verified that p^(z) = j_(gz) for all gsG 
where n i is the i-th element of one of the permutations 
S 
o f  ( 1 ,  8 ) .  P a r  e x a m p l e  i f  w e  c o n s i d e r  g .  t h e n  n  
"2 
( 1 ,  «  .  «  ,  8 )  =  ( TT 1  ,  .  «  .  ;  TT 8 )  =  ( 8 ,  1 ,  • • • )  7  )  «  
52 52 
Using Theorem 1, one can easily obtain the most powerful 
symmetric size a decision function as 
Vn = 1 if Max T. < C 
° i=l,...,8 1 
cp = 1 if Max T, = T > C 
J 1= 1 , . . . , 8 ^  J 
where =  x  c o s  ^  (i - 1 ) + y sin^ (i - l) and C is such 
t h a t  P r ( M a x  <  C j H ^ )  =  1  -  a  .  
\ 
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I I I .  U S E  O P  L E A S T  F A V O R A B L E  D I S T R I B U T I O N S  
A. Introduction 
As in the case of hypothesis testing, Theorem 1 can 
be applied to derive a uniformly most powerful decision 
function when and/or are composite. In case is 
composite, Theorem 1 is applicable only by introducing an 
adequate least favorable probability distribution over the 
space of the null hypothesis. 
In this section we shall demonstrate how the introduc­
tion of a least favorable distribution enables us to obtain 
the optimum decision function. 
B. Slippage of Normal Mean - Variance Known 
We assume here that we have n observations (x^^, 
(1=1, ..., a) from each of a populations so that 
is distributed N(0^,cr^) and we wish to decide if all 
the means are equal or if one mean is larger (or smaller) 
than the rest. There are various cases that can be con­
sidered. 
Example 2 
2 Suppose is common and known and the common value 
of 0. under H is unknown and free and we wish to test H 1 o o 
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against ( i = 1, a) where 
H  :  0 .  =  . . .  =  0  = 0  
o 1 a 
0 ^  =  . . .  =  0 ^  -  A  =  . . .  =  8 ^  =  0  ^  A  >  0  a n d  u n k n o w n  
S i n c e  ( x ^ ,  . . . ,  x ^ )  w h e r e  
1  ^
° n ==13 
is sufficient we can base our decision function on this 
statistic. Consider the sub-problem 
H': 9^  = ... = 0^  = 00 
H?: 0, = ... = 8, - A' = ... = 8 =8' 
1 1 i a 
where A' and 8' are specified. The null hypothesis is made 
simple by placing a degenerate a priori distribution X on 
A t  
0Q at 0Q = 8' + — . We now obtain the most powerful sym­
metric size a decison function, of this reduced problem 
by using Theorem 1. So . 
Max p^(x) 
cp = 1 if ^ ' . = 
° FX R) 
27 
Max exp 
1 
Z ( X  _ 8 '  
2 u  j = l  J  
— if^i 
\2 n ( x ^ -
1 
1
 
<N
Î 
<
 
1 
C
D
 
exp [ 1 ^ 
L  2 ( r  j = i  
1 CD
 
1
 
A!.) 2 
a 
CP  ^ = 1 IF 
V x M  
> c 
or 
M a x  ( x . - x )  
( 3 . 1 )  # 0  =  1  i f  * ^ C  ( i —  1 ,  .  « ,  a )  
M a x  ( x . - x )  -  =  
( 3 . 2 )  cp, =  1  i f  —  =  >  C  
( k  =  1 ,  . . . ,  a )  
= 1 & _ 
where x = — Z % and C is chosen such that 
A 1=1 1 
Pr 
Max (x^-x) 
< C 
a 
GL = ''' = 9* = 8' + = 1 -
It is easily seen that X is least favorable and since ^ is 
independent of 0' and A' it is the uniformly most powerful 
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symmetric size a decision function. 
A slight variation of the above problem is when there 
is an additional population available having an unknown 
mean 8^ and is regarded as a control population (27), and 
we wish to test 
HQ: @1 - ... - 8A - GQ 
against 
«1= = ••• = ®1-1 = ®1+1 = = ®a 
= 0Q + A , A > 0 
The uniformly most powerful symmetric size a decision func­
tion is found in an exact similar manner and turns out to 
be the same as given in 3-1 and 3-2 where the Max is taken 
i . 
o v e r  ( i = 0 ,  1 ,  . . . , a ) .  
We note here that we did not make the traditional assump­
tion of invariance of the decision function with respect to 
a  s h i f t  o f  l o c a t i o n  s u c h  a s  m a d e  i n  ( 2 8 ) .  
If A < 0 in example 1 the uniformly most powerful 
decision function is obtained by replacing Max by Min and 
reversing the inequality, namely 
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CPQ = 1 if Min >C (i = 1, a) 
( x . - x )  ( x , - x )  
CP, = 1 if Min — = —^ < C (k = 1, a) 
K a a 
C. Slippage of Normal Variance 
Here again we suppose that we have a N(8^,o2) (^ = 2, 
a) populations and we wish to consider testing problems 
on whether the variances of the a populations are equal, 
2 
say C7^, or if the variance of only one population is either 
2 2 inflated or deflated, say o^ô , ô being greater or less than 
one. Several cases are again conceivable, and we shall 
illustrate some typical examples only. 
Example 2 
We first consider the slippage problem with inflated 
P 
variance. Assume (0^, ..., 0^) is known, is unknown 
and free and 6 > l and free. The problem in terms of H 
o 
and is then 
i 
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To use Theorem 1, we consider a sub-problem 
H ' t  
o 1 
' ' '  =  ° a  =  * 6  
= 0^  = P; ( i  =  1 ,  . . . ,  a )  
where 6^ and a* are specified and the null hypothesis is 
made simple by placing a degenerate a priori distribution 
X concentrated at which will be determined by the follow­
ing consideration. In applying Theorem 1 to the joint den­
s i t y  o f  t h e  s u f f i c i e n t  s t a t i s t i c  
(T 
n 
1 '  • • • '  V  " H E R E  ( X ^ J  -  ,  
we get 
Max p Max exp 
1  ^
 ^,5 * 20'- J=L 20 . 2  
( 1  -
exp 
a 
E T, 
2C'2 J = I 
= TT- exp 
20 , 2  
(1 - ~) Max T. -
6^  1  ^
where 
=1 = 
n 
r(|) (20^^)2 
=0 = 
n 
, r(|) (20 ' 2 ) 2  
If <7^ is determined by 
 ^(1 - )^ V = 
,,2 
where Y is defined by 
(3.4) Pr 
Max T, 
_L ; 
a 
E T 
J=L 
< Y 
J 
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Then tne conditions of Theorem 1 are satisfied with C = 
C^/Cq. Thus the most powerful symmetric size a decision 
function is given by 
Max T^ 
( 3 . 5 )  * 0  =  1  i f  <  Y  
Z T. 
j=l ^ 
Max T^ ^ 
( 3 . 6 )  9 k  =  1  I f  - i  =  >  Y  
ST ST 
j = l  ^  j = l  J  
•where Y is defined by 3'^. It is clear that X is the least 
favorable a priori distribution and since ^ Is independent 
of Ô£-and it is also uniformly most powerful. 
In the case of deflated variance, that is 6 < 1^in 
the above problem, the uniformly most powerful decision 
function, ^ can be found in a similar manner, and is ob­
tained by replacing Max by Min in 3«5 and 3'6 and reversing 
t h e  I n e q u a l i t y ,  i . e .  
Min T^ 
( 3 . 7 )  c p Q  =  1  i f  >  Y  
E T 
j = l  ^  
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Min T, 
( 3 . 8 )  = 1 if 
a 
E T 
J=L J 
a 
E T 
j = l  
>  Y  ( k  =  1 , . . .  ,  a )  
J 
where Y here is defined by the relation 
(3.9) 
Min T, 
Pr 
a 
Z 
LJ=L 
T. 
> Y k, = . = a = (J 
3. 0 
= 1 - a 
The least favorable a priori distribution in this case 
2 2 2 is the degenerate one concentrated a t  =  c r ^  /  ( ( l / ô ^  -
1 )  Y  -  l ) .  
If ŒQ is known the problem is slightly easier and the 
uniformly most powerful symmetric size a decision function 
is found to be 
Max • 
( 3 . 1 0 )  CPQ =  1  I f  \  <  Y  
Max ^ 
( 3 . 1 1 )  %  =  1  i f  >  Y  ( k  =  1 ,  a )  
^ 0 0 
where Y is chosen to give the size condition under the 
null hypothesis. 
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If is known and 6 < 1 the uniformly most powerful 
symmetric size a decision function is given by replacing 
Max with Min and reversing the inequalities in 3.10 and 
3 . 1 1 .  
Min 
( 3 . 1 2 )  =  1  i f  >  Y  
Min T 
( 3 . 1 3 )  « P v  =  1  i f  - h i  =  T T  <  Y  ( k  =  1 ,  . . . »  a )  
^ 0 0 
Y again being chosen to give the size condition under the 
null hypothesis. 
Example 2 
In this example we consider the case of deflated var­
iance with ŒQ known and 9 unknown and show that there does 
not exist a uniformly most powerful symmetric size a de­
cision function. In terras of (i = 0, a) we have 
Hg: Oj = (j=l, a); c, = 0^ (j^^), GeR^ 
where 6 < i and free. We first consider the sub-problem 
Hg: (j=l, ..., a) esH®'; H'^: a. = (j^i) 
where 6 and 0' = (8J, ..., 0') are specified. X  ^ 1 9, 
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Letting the a priori distribution X on ^ be a degen­
erate -one at 0^ = and using the joint densities of the 
sufficient statistic (X , X , S. , S ) we get from 
1 & 1 St 
Theorem 1. 
Max p. 
C.Max exp 
^ i 
Z (X,-8:)2 + _8')2_ -1- IS 
2 J J 2OF 6% 1 1 2AG J=I J 0 .1=1 
Cg exp  ^ Z (X,-8')2 
[ _ 2 a ^  j = l  J  J  
S, 1 a 
exp —p (l-~r) n S, 
[2^ 0 
exp 
a 
-2 = 8 
n-
a ~2 
n s, ^ 
j = i  ^  
exp 
n 
—^ (1 - -r) Min Z (x 
2*0' : '*0 1 J=I 
M2 
IJ 0') 
where 
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n 
SI = Z (X - X )2 , . 
j = l  
1^ = 
and 
a-1 
n 
2 
2 
r(| 
a 
2 
C = 
0 
n 
„ 2 2""0 
n 
CR J 
9,— 1 
n 
R(|)(2A262)2 
G, 
n 
R(2^ (2O2)2 
Thus the most powerful symmetric size a test is 
( 3 . 1 4 )  CPQ = 1 if M in 
i 
n 
Z ( x  IJ 
,^ 2 E:) 
> Y 
( 3 . 1 5 )  \ 1 if 
n 
IFI Min ^ 5 
i 0 
n 
2 (x 
1=1 KJ - V 
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where y is chosen such that 
Pr 
M In E (X, , - 87)2 
1 .1=1 > Y G = 0' I ""O •~- 1 - a 
and the probability is computed under and 9^ = 9.' « 
As this probability under in general can be written 
as the product; 
and as each factor attains the minimum at _8 = 9^', this 
satisfies the size condition and hence X is the least favor­
able a priori distribution for the sub-problem. 
Hence 3.14 and 3.15 is the uniformly most powerful 
s i ze a decision function to the sub-problem (H^, H^), and 
thus we assert that there is no uniformly most powerful 
s i z e  a  d e c i s i o n  f u n c t i o n  t o  t h e  o r i g i n a l  p r o b l e m  ( H ^ ,  H ^ ) .  
The arguments above are parallel to the proof of the 
nonexistence of a uniformly most powerful test of the 
hypothesis that the normal variance Is equal to a specified 
value with the alternative that it is less when the mean 
a 
TT Pr 
1=1 
38 
2 
i s  u n k n o w n .  { c . f .  L e h m a n n  a n d  S t e i n  ( 2 3 ) ) »  I n  c a s e  
is unknown, the conjecture is that we can assert the non­
existence of a uniformly most powerful decision function. 
As for the problem of Inflation of normal variance 
with unknown means, however, the use of an a priori proba­
bility distribution does not seen to work successfully con­
trary to the fact that it proved to be successful in testing 
hypotheses involving normal variances under various situa­
t i o n s .  
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I V .  R O L E  O F  I N V A R I A N C E  U N D E R  
CHANGE OP SCALE AND LOCATION 
A. Introduction 
I n  t h i s  s e c t i o n ,  w e  s h a l l  d i s c u s s  a p p l i c a t i o n s  o f  
Theorem 2. It seems to have been traditional in slippage 
problems that the assumption of invariance, such as under 
the shift of location and/or the change of scale, is essen­
tial, and justification of this assumption seems to have 
been sought, apart from its being inituitively reasonable, 
in a kind of minimax property derived by applying Hunt-
Stein' s Theorem. 
It seems that a number of results in slippage problems 
are the repeated applications of the first part of Theorem 
2, after assuming invariance in a suitable manner. We 
shall illustrate below two examples. As invariance is 
assumed, the sample space is not the original one, but the 
space of the maximal invariant. We also illustrate the 
application of the second part of Theorem 2. 
B. Slippage of Normal Mean-Monotonicity of Likelihood Ratio 
Example 4 
Here we make the same assumptions as we did in section 
I I I .  B ,  t h a t  i s ,  w e V ^ v e  n  o b s e r v a t i o n s  o n  e a c h  o f  a  N ( 0 ^ , a ^ )  
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2 populations with a known and we wish to test 
H  :  0 .  =  . . .  =  0  = 0  
o i a 
against 
0^  = ... = 0^  - T = ... = 0^  = 0 
where T > 0 and both 0 and T are unknown and free. 
I n  t h i s  c a s e ,  i s  t a k e n  t o  b e  t h e  s p a c e  o f  X  =  ( x ^  -
X, ..., X  . - X, X -  x ) ,  a n d  t h e  p a r a m e t e r  s p a c e  i s  ( 0 .  -1 3 »  1  
0 ,  . . . ,  0 „  .  -  0 ,  0 „  -  0 )  w h e r e  x .  a n d  x  a r e  d e f i n e d  i n  
8,-1 Si 1 
section III. B and 0 = ^Z0 . As the components of these 
vectors sum to zero, these vectors are effectively in a - 1 
dimensional spaces. The a curves here are associated with 
the a hypotheses HL(i = 1, ..., a). The i-th curve is 
written as 
0 ^ (t) = i-r/a, . . . ,  - r / a ,  ( 1  - x / a ,  . . . ,  -T/ a )  
where (1 - ^)T is the i-th component of the a-dimensional 
vector. For our purpose, it is sufficient to work out the 
joint density of the f irst a-1 components of X. Let P^(U;T) 
be its density under , and Pg(u) be the same under 
4l 
then 
( 4 . 1 )  Po'"' = exp f- •••• "a-1 
1/2 
R('U.^  , . « « ; ^A—1  ^  ^
(4.2) p^(u,t) = Pq(u) exp {-^ (u^, . . . ,  u^ _ ^ )r5^3 
exp [- ^ §^R-0^3 
where -Q ^ is the first a-1 components of 0^(T) 
( 4 . 3 )  P g ^ ( u , T ) =  p ^ ( u )  e x p  ( -  ^ ^ 2  ( ^ 1 '  •  •  •  '  ^ a - 1 ^ ^  ^  
exp 1 R 1 ' } 
2A  ^ -
where 1 is a-1 component vector whose components are all 
equal to one, and 
R = 
2  1 . .  
12 1 
1 1 2  1  
1 1 
1 
1 
1 
1 ? 
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Introducing = u^ = - x (i = 1, a-i) and 
a-1 _ 
T ~ ~ E I;I = ( X — X ) 
^ i=l 
into 4.1, 4.2, and 4.3 we have 
IT?I 1 ^ ? 
p (U;T)  =  p  (U) exp T T.] 
 ^ ° ACT 
exp {- (1 - i)} 1=1, ..., a 
2(7 
By applying Theorem 2 (1), we see that the uniformly 
most powerful symmetric size a decision function is given 
BY 
( 4 . 4 )  c p  =  1  i f  M a x  ( x ,  -  x )  <  C  
o 1 1 
( 4 . 5 )  cp.  =  1  i f  M a x  ( x  -  x )  =  X -  X > C . 
J 4 1 J 
w h e r e . C  i s  c h o s e n  t o  s a t i s f y  t h e  s i z e  c o n d i t i o n  a t  0 ^ ( 0 ) .  
This result can easily be derived from that of E. Paulson 
(28% 
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We emphasize that the traditional condition of invar-
lance used by the above authors is not needed here as shown 
i n  E x a m p l e  1 ,  o f  s e c t i o n  I I I . B .  
C. Slippage of Normal Mean-Monotonicity of Power 
The monotoniclty of power, which may be intuitively 
clear but analytically not very easy to prove, can be de­
rived from the second part of Theorem 2. 
Define as follows (without loss of generality let 
1  =  1 )  
(4.6) = Xg -
CI2 = 3^ - \ 
^l,a-2 ° "a-rl " 
It is obvious that conditions (d), (e), and (f) of 
the theorem are satisfied. . To see that (g) is also satis­
f i e d  w e  n o t e  t h a t  t h e  r e g i o n  w h e r e  T  ( x )  >  M a x  T . ( x )  i s  
the intersection of the regions where 
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(4.7) T^(x) > Xg - X 
T ^ ( x )  >  X -  -  X  
T j ( x )  >  -  X  
It can be verified that this region Is equivalent to the 
region given by 
T. > ^  {(a-2)C.i + (a-3)C.n + (a-4)Cno + ... 
(4.8) ^  ^ 
?!  ^ CLL + (A-3)GL2 + (A-4)GI3 + .. 
2^ 1.A-3 ^L,A-2^  
F- CII - 2^ 12 + (A-4)CI3 + ''' + 2GI,A-3, + 
^L,A-2^  
^L^A ^11 " 2^12 " 3^13 '" ^^"^^^L,A-3 
1^5 
a ^11 - 2^12 - 3^13 - ••• - (&-3)Cl,a-3 
- (A-2)GI,A_2] 
Hence If we let = Max we see that the region where 
> Max Tj can be written as > X^(C^) and the result 
follows. 
D. Slippage of Normal Variance-
Monotonicity of Likelihood Ratio 
Example 5. 
The problem of slippage of normal variance was intro­
duced in section III. C. The problem we consider here in 
t e r m s  o f  ( j  =  0 ,  1 ,  a )  i s  
H : CT = ... = cr = a 
o 1 a 
H J ; A ^ = . . . = - ^ = . . . = A  0 > 1  
where both 6 and a are unknown and free, and the means of 
the a populations are unknown. In this case invariance is 
4-6 
assumed under change of scale and shift of origin and the 
maximal invariant, is taken to be 
a 
Z S. 
1=1 
Sa 
-1 
a 
2 Si 
1=1 
n 
where S. = z  ( X , ,  -  X ,  ) '  
j = l  J  
which is different from that of (31) but seems more trac­
table here. Its densities are obtained from the joint den­
sities of (u., u ) where 
1 a 
U  ^ = SI 
a 
j = l  J  
a 
( i  =  1 ,  a - l )  a n d  u  =  Z  s. 
a 1 
which are denoted by p^(u), Pj(u;ô) and p^(u;ô) under 
H. and H respectively, where J 9-
( 4 . 9 )  P L ( u )  =  g ( u ) u  e x p  [ -  — % ]  
o a 2a 
( 4 . 1 0 )  p . ( u ; ô )  =  g ( u ) u  _  e x p  [ -  _ a _  ( l - u . ( l - ~ ) ) ]  
J a ? J 6^ 
20 
( 4 . 1 1 )  p ^ ( u ; ô )  =  g ( u ) u ^  
A(2JL)-I 
exp [-
u _  .  a - l  X  
—Ô ((1 - -?)  ^ U, + -%)] 
6^' l:l 1 62 
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and 
n - 1  ^  n - 1  
-a 
g(u) = [r(2|l)(2c2) 2 ] [62] 2 
,  a - 1  a - 1  , 2 ^  
[l - E u, ] [ TT u, ] 
1=1 1=1 
By making the transformations 
Z  =  u  / 2 a 2 ,  Z  =  ( 1  -  u ,  ( 1 -  - ^ ) ) , Z  =  
& 20^  J 6^  2A 
( (1 - -~) Z U. + —) Ô2 1=1 1 • 62 
i n  4 . 9 ,  4 . 1 0  a n d  4 . 1 1  r e s p e c t i v e l y ,  a n d  t h e n  i n t e g r a t i n g  
with respect to Z, we obtain the densities of the maximal 
invariant under and (j = 1, ..., a) which can be 
expressed in terms of 
T .  =  S V  S  S ,  ( 1  =  1 ,  a )  
J = 1  ^  
as 
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1 
P j = P o  
where 
P.A(N-L)N 
C = __2 1 
It is not easy to incorporate the curve associated 
with the alternative hypothesis in the above density 
functions. We note, however, that, general, theory shows that 
the distribution of the maximal invariant depends on 
(L, •••, 1, ^ , 1, •••> L) 
( a - 1 )  +  6 ^  
1 1 
under (i = 1, a) and on (—, —) under where 
2 Ô is in the i-th position of the a-dimensional vector. 
Hence the i-th curve can be written in terms of T as 
8 ,  ( T )  =  Ô -  ( 1 ,  . . . ,  1 .  (T- l )2, 1 ,  1 )  
( a - 1  + (T-1) 
i  =  1 ,  . . . ,  a  a n d  S ^ ( o )  =  ( | - ,  .  
Theorem 2 part (i) is now applicable with 
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S. 
= 
and we are led to the uniformly most powerful symmetric 
size a decision function 
cp = 1 if Max — < C 
0 z a 
S,  S 
cp. = 1 if Max — = ——— > C J CI S ,  
k=l " k=l 
where C is picked to satisfy the size condition, which is 
the same as derived by Traux (31). We note here that the 
same decision function can be obtained without assuming 
invariance as will be shown later. 
E. Slippage of Normal Variance-Monotonicity of Power 
Part (ii) of Theorem 2 can be used to show that ^ 
has power which is nondecreasing in 6. 
.. Let q = (Ci2. where 
. -
12 a 
^ S 
3=2 J 
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^LA-L 
and let Cg > •••> be defined. In a similar manner. 
It is clear that conditions (d), (e), and (f) of the 
Theorem are satisfied. For the proof it is sufficient to 
verify (g) for i = 1. We note that the region such that 
T (x) > Max T.(x) is the intersection of the regions where 
1 J 
T.  
T-T~ ^ J ~ 2, . . . ,  a-1 
and 
?! 
1 - T ^  ^  ^  "  ^ 1 2  "  • • •  •  ^ l ( a - l )  
or equivalently where 
^1 ^ ° 3 = 2 a-1 
and 
a 
Z 
j=2 
a-1 
a 
S 
3=2 
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so by letting A. = Max [X . }, (g) of Theorem 2 Is satisfied 
i 1 11 
and It follows that ^ has the stated property. 
It is straightforward to verify that the problem in 
Example 1 satisfies the condition of Theorem 2, and hence 
the decision function is uniformly most powerful with in­
creasing power in A. 
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V. SIMILARITY IN EXPONENTIAL FAMILY OF DISTRIBUTIONS 
A. Introduction 
As mentioned earlier some concepts of hypothesis test­
ing can be carried over to slippage problems. 
We introduced an a priori distribution over the space 
of in III, and we discussed slippage problems after as­
suming invariance in IV. Both of these are useful tools 
in handling problems when the space of is composite. 
There is another technique for handling such composite 
situations: we restrict our attention to the class of 
decision function which are similar size a, namely the 
expectation of cp^(x) is equal to 1 - a whenever is true. 
In this section we consider some general aspects of 
uniformly most powerful symmetric similar size a decision 
functions. 
B. Notation and Assumptions 
Let S be distributed according to the exponential 
family with parameter space 0 = {0} which can be divided into 
a + 1 disjoint subsets fi = . . .  U such that 0^ 0^ 
is covered by a family of disjoint curves originating from 
0^, N. ={E.(T,c); 0<T<«, cgO^}, 6^(0,c) = C7 and 0^ ( 7, a) sfî, 
for all Te(0,œ) and a so that the parameter can be expressed 
a s  e.(T, a )  o r  ( i , T , a )  f o r  GeO.  and a for BeO . 
1 1 u 
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We assume that a group G of transformations Is defined 
on S which is homomorphic to a group n whose elements con­
sist of permutations of (l, a) where the corresponding 
element of g Is denoted by and n^O = 0, and that there 
a r e  a  s t a t i s t i c s  o f  t h e  f o r m  (u ( S ) ,  ( S ) ,  ( S ) )  1 = 1 , . . .  , a  
such that S and (U,T^, E^) is one to one and that the den­
sity of S with respect to la can be expressed as 
(5.1) d P p ( S )  =  d p f  ( S )  =  C(T,A) exp[a(l,T,a) u(s) + V 1  ,  T ,  U 
+  0 ( j ; l , T , a )  t  ( s )  t  Y ( j ; i » T ,A) r  ( s ) ] d u ( s )  
J J 
j  =  1 ,  . . . ,  a  
we further assume that 
( A . l )  n ( A )  =  M ( g A ) ,  a ( i,T,A ) U ( S )  =  a ( n  1 , T , g a ) U ( g S )  
S 
where g is a transformation group on homomorphic to G, 
T^(S) = ^(gS) and U(gS^) = UfgSg) for all g if and only 
if U(S^) = UfSg) so that a transformation group can be 
defined, and that G^ is finite containing N elements. 
( A . 2 )  Y ( l ; l , T , a )  =  0 ,  3 ( l ; l , T , a )  =  , B ( r r  1 ;  r r  1 ,  r, go) 
O O 
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and Is Independent of 1, nondecreasing in T, and = 0 if 
T = 0, so that (U,T^) is sufficient for and U is 
sufficient for 
( A . 3 )  U  i s  c o m p l e t e  f o r  0  
( A . 4 )  W h e n  t h e  c o n d i t i o n a l  d i s t r i b u t i o n s  
of S given U = g^u remains the same for all g^. 
C. Propositions 
Let G = [g3 be a group of transformation on fi defined 
by g ( l,T,a) = (n 1 ,  T,ga) 
Proposition 1 
G induces G, namely, 
( 5 . 2 )  ^ 1  T , C T ^ ^ ^  ~  ^ T T  
' ' g 5 
This follows from A.l above. 
Proposition. 2 
The marginal distribution of U satisfies 
(5 .3)  
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Proof: By Assumption 1, gU ^(B) = U ^(g^B), and by Pro­
position 1, 
Proposition 2 
The conditional distribution of S given U satisfies 
)S |U /• A ( ,1  ^ (5.4) Pr.T.a'AI") = Pn';,T„|a(s^'V' 
Proof: By Proposition 1 and A.l 
P^^^^^(SEA,U(S)EB) =  PG ^^^^^^(SEGA,U(S)EG^B) 
or 
B  1 . .  g  "  '  1 .  .  s  '  
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By Proposition 2, and by the uniqueness of conditional pro­
bability, the result follows. 
As the distribution of S is exponential, the conditional 
distribution of S given U is also exponential and we have 
Proposition 4 
(5.5) d P f ' ^  „ ( s | u )  =  C  ( i,T,A ) e x p [ 3 ( j ; l,T , a ) t  ( s )  +  1 , T, U U J 
+  Y ( j ; i , T , c ) r j ( 8 ) ]  h ( s ; u ) d X u ( s )  
where 
( a )  C y ( l , T , a )  =  C g  y ( n g i , T / g G ) ,  
( b )  h ( s ; u )  =  h ( g s ; g ^ u ) ,  a n d  
( c )  X ^ ( A )  =  X ^ ( g A )  .  
Proof; The conditional density can be written in the form of 
< 3 . P ? J ^ ^ c r(SLU) =  K y ( i,T,A) e x p  [3( J ;  i ,  T, A ) t ^  (  s  )  +  
+  Y ( j ; l , r , a ) r  ( s ) ] d t '  ( s )  
J u 
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When GeOg, the constant can be written as , because of A.3 
and applying Proposition 3, we have 
= K.. ' 
u  u ' - - '  -  g ^ u  g ^ , u  
We denote the common value by u^(A), and let C^(i,T,a) = 
K^(i,T,A ) / K ^ . .  
Applying Proposition 3 again, we have (a), u is 
°u 
absolutely continuous with respect to 
X =  & 2  V 
and by the Radon-Nikodym Theorem there is a function h(s;u) 
such that 
(5.6)  u ( A )  =  S h(s;g u)d\  (s)  .  Su A  u u 
It is now straightforward to verify (b) and (c). Note 
Uj(A)  = (gA),  and = 1  when T = 0. 
Proposition 5 
h ( s ; u )  d e f i n e d  b y  5 . 6  s a t i s f i e s  h ( s ; u )  =  h ( s ; g ^ u )  
for all SU.'  
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Proof: 
P^'"(A|u) = -T h(s;u)d\ (s) 
U A ^  
= Pp'^CAlgj^u) = / h(s;g^u)dX^(s), 
and the result follows. 
We define sets of decision functions $., . . . ,  by 1 5  
the following. 
-F VI(S)APS_^_P(8)  =  ;  (( .„  I (S)DP® 
g g 
for all g and (i,T , a ) .  ( i  =  1 ,  . . . ,  a )  
#2: similar size a 
: conditional size given U is a for all U 
S ë 
for all U , g and 1, T , a. (i = 1, . . . ,  a) 
:  c p  ( s )  =  c p  .  ( g s )  f o r  a l l  s  a n d  g  w h e r e  n O  =  0 .  
5 1 igi 
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In this mult1-parameter situation, we shall say a decision 
Is symmetric In power with respect to {g] when It belongs 
to . 
Proposition 6 
Note that those decision functions in may be said 
J 
to have Neyman structure with respect to U in accordance 
with the theory of hypothesis testing. 
Proposition 7 
For any decision function belonging to A. or 
there exists one in /A or , which has J 4  D c D D 
the same size, or conditional size, and power, or condition 
power, respectively. 
The proof of this Proposition is similar to the proof 
o f  L e m m a  2  i n  I I .  
D. Main Theorem 
Theorem 2 
( 1 )  L e t  S  h a v e  a  d i s t r i b u t i o n  g i v e n  b y  5 » 1  a n d  A s ­
sumptions A.l, A.2, A.3 and A.4 be satisfied, then the 
uniformly most powerful decision function for the problem 
and H^; 0eQ^ (1=1, ..., a) among those which 
60 
are similar size a and symmetric in power is given by 
( 5 . 7 )  V . f s )  = 1  i f  M a x  T  <  C ( u )  
0 J J  
=  § ( u )  M a x  T  =  C ( u )  
= 0 Max T. > C(u) 
J J 
(5.8) cp. (s) =• (1-cp )/k Max T =T = . . .  = 
1 U J J  
=  T  >  C ( u )  
where C(u) and §(u) are chosen to make the conditional 
size for fixed u equal to a for all u. 
( i i )  L e t  H ( x , y )  b e  a  m e a s u r a b l e  f u n c t i o n ,  i n c r e a s i n g  
in y for fixed x. Suppose = H(U,T^) (i = 1, . . . ,  a) are 
independent of U when GeQ^, then 5*7 and $.8 can be written 
as 
c p _ ( s )  =  1  i f  M a x  V  <  C  
° J 
= § Max V. = C 
•  J  ^  
= 0 I-'ax V, > C 
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c p  ( s )  =  ( 1 - c p  ) / k  I f  M a x  V  =  V  =  . . .  =  V  >  C  
1 U J ^1 
where C depends only on the size condition a. 
Proof: Define 
( a )  f  ( s ; u ) d X  ( s )  =  i  2  d P ^ ' ^ C s l g  u )  0 
(B) f  ( s ; j  , T , a , u ) d \  ( s )  =  I  2 ^ P^'I T ® 
^ ^ G^:NGL=J V 
Because of Propositions ^  and 5> these are 
f Q ( s , u ) d X ^ ( s )  =  h ( s ; u ) d X ^ ( s )  ,  
f ( s ; j  ,  T, a , u ) d \ ^ ( s )  =  C ^ ( i,T,A) e x p [ p ( j ; j ,T , a )  T ^ ( s  
h ( s ; u ) d X ^ ( s )  
For any fixed u and o, these densities satisfy the assump­
tions of Theorem 2, and we can verify that the decision 
function 5«7 and 5-8 is the solution to the decision prob­
lem where p(x^;0Q) and p(x^>9J(t)) in Theorem 2 are taken 
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a s  ( a )  a n d  ( b ) .  I t  i s  a l s o  e a s i l y  v e r i f i e d  t h a t  t h e  d e c i ­
sion function maximizes each term of in 
This decision function can be proved to be measurable 
i n  S  i n  a n  e x a c t l y  s i m i l a r  m a n n e r  t o  t h a t  i n  s e c t i o n  4 . 4  
of Lehmann (19), which enables us to integrate each of the 
terms in after multiplying by the marginal distribution 
of U. We note It belongs 
It is now easily seen that cp is optimum in P\ 
since for any 9^ = 0^(T,a)eQ^ (1 = 1, a) we have 
Sup f ilf (s)dPû (s) = Sup /iIf.(s)dPn 
1 0. ,!;e§r\§ -
1 2  ^  ^ 5 2  
/ [ Sup (sïdPgl^ (s)] dPg (u) 
#§^$2 I  1  
= -^[ Sup / t!/ (s)dPg'^(s)]dPg (u) = 
1 i 
=  ( S )  D P S  ( S )  <  S U P  ;  ( 8 ) D P S  ( S )  
1 ^ 1 
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V I .  A P P L I C A T I O N  O P  M A I N  T H E O R E M .  
A. Slippage of Normal Mean and Variance 
Example £, normal rnaan with variance unknown (28) 
-  2 We suppose we have n observations on each of  a  N ( 9 ^ , a  )  
2 populations with a unknown and we consider the problem 
H  :  0  =  . . .  =  e  =  0  
0 1 a 
H ,  ;  0 .  —  . . .  —  0 ,  -  T —  —  0  —  0  
k 1 k a 
where T > 0 and both 0 and T are unknown and free. 
The densities under and are respectively of 
the form 
( 6 . 1 )  f  ( x ; 6 , a , 0 )  =  C ' e x p C -  — ^  S  Z  x  x ]  
° 2cr i=i j=i 
(6. 2 )  f  ( x ; 0 , c r , T )  = C"exp[-—^ 2 E x. .^ + 
^ 2^ 1=1 j=l 
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where C and C" are appropriate constants' and x and are 
t h e  s a m e  a s  i n  I I I .  B .  
Let 
AN ^ _ _  
U = ( ^ 2 X. . , x) and T, = x, (k = 1, a), 
i=l 3=1 ^ 
and G be the permutation group introduced in the beginning 
o f  I I ,  t h e n  t h e  c o n d i t i o n s  t o  T h e o r e m  3 a r e  s a t i s f i e d .  
As the distribution of 
V, = (x, - x)/Va n 2 ZI 
1=1 j=l 
(k = 1, a) does not depend on the parameters under 
and U is completely sufficient, are jointly independent 
of U. By (ii) of Theorem 3> the uniformly most powerful 
symmetric similar size a decision function can be written 
as 
(6. 3 )  Ç  =  1  i f  M a x  V .  <  C  
" J J 
\ V = Max V. > C 
3 ^ 
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Remark: This result includes the case when n = 1. 
This case was treated by Kudo (13) assuming invariance 
of the decision function. 
Example Slippage of normal variance (31) 
The problem is the same as in Example 5 of III. D. 
The densities under and are respectively of the 
form 
1 a n p _ a _ 
(6.5) f-(x;0,a,l) = C'expC- —5- 2 Z x, . +-0 Z 8 . x , ]  
^ 20 i=l j=l ^ o i=l ^ 1 
( 6 . 6 )  f ,  ( x ; 0 , a , T )  = C"exp[- i  2 E x, .^ + 
i=l j=l r 
+ n 
a 
Z 
i=l 
[i 
2 X. (1-1/T) 20 
n 
Z 
J=1 'KJ 
where C and C" are constants. 
If we again let G be the permutation group introduced 
i n  t h e  b e g i n n i n g  o f  I I . A ,  
A N P _  
U — (  Z  E  X . .  , x ^ j  • • • »  X  )  
i=l j=l ^ ^ 
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and 
a) 
the conditions of Theorem 3 are satisfied 
Let 
V a) 
Under the distribution of (k=l, a) does not depend 
on the parameters and are jointly independent of U and hence 
by (ii) of Theorem 3 the uniformly most powerful symmetric 
similar size a decision function can be written as 
We note that invariance of the decision function was not 
assumed in Examples 5 and 6. 
B. Other Examples 
The following examples seem not to have been consid­
ered before and the derivation of solutions seems somewhat 
(6.7) 
( 6 . 8 )  1 if Max Vj = > C 
J 
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cumbersome when we impose the assumption of invariance of 
the decision function with respect to change of location 
and/or* scale. 
Example 8 
Let y^j); j = 1, n] (i = 0, l) be random 
samples from bivariate normal distributions with means 9^ 
and 0^ respectively and common variance covariance matrix 
2 G I where 
% =  < % ! •  2 . ; =  ( « N -  y 
and consider the problem 
«0= h = & 
H  :  0  =  0  +  TÔ ,  k  =  1 ,  . . . ,  a  
k -"O *"k 
where 
4 
cos 2n(k-l)/a 
s i n  2 n ( k - l ) / a  
, T > 0 
and 0 , 0., T, and a are unknown and free. 
The densities under and are respectively of the 
form 
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1. Ï1 
f  ( x , y ; 0  , a ^ , 0 )  =  C  e x p  { -  — ^  [ S  E  ( x ? .  +  y \ , ) ] +  
o  o  2 ( r  1 = 0  j = l  ^  ^  
+ ^  S.  (Y.  •  
f ^ ( x , y ; 9 o,CJ ,T) = C" exp (x^ cos 2n(k-l)/a + 
+ sin 2n(k-l)/a)} 
where C and C" are constants, 
Let 
=0 = JG 
SI = *0 + + YJ, =3 = X^, = Y^, 
U = (SQ, S^, SG) 
and 
= 8^ CCS 2 n ( k - l ) / a  +  S j ^  S In 2n(k-l.)/a. 
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Consider a group of rotations g^ of (x^j, ) given by 
the orthogonal matrices: 
cos(2ni/a) sin(2n^/a) 
-sin(2TTi/a) cos(2TT^/a) 
( i  =  0 , 1 ,  
• • • ) a-1 ) 
It is readily seen that all the assumptions of Theorem 3 
are satisfied. In particular we note that n 1 = 1 +i 
(mod. a), and all the groups, G, G^, n and G are cyclic 
groups of order a. The optimum decision function is given 
BY 
CPG = 1 IF Max V < C 
j — 1 , . . • , a  
cp^ = 1 if Max V. = V, > C 
j = l , . . . , a  J  
where 
V .  =  [ ( x .  -  X ) cos 2n(j-l)/a + 
+ (y^ - YQ) sin 2TT( j -i) /a ] / s  
and 
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The generalization of this example to the p-variate 
situation is immediate. 
Example 2. 
Let y, (i=l, .a) be n x 1 vectors such that 
Ya = Xg. + e. where X is a known n x p matrix with rank 
p < n and e^ is distributed as N(0, a^I). Consider the 
problem 
Ho: j  J = 1, a 
Hk' = e J k and = I + T6 
where = (0, 0, 1) T > 0 ,  a n d  T,  and a are un-
known and free. 
Under H and H, the densities are of the form, 
o k 
f  ( y ; 3 » C T ^ , 0 )  =  C ' e x p { -  Z  y '  y  +  B ' X '  Z  y  3  
° 2a^ i=l i=l 
f k ( y ; B , o 2 , T )  =  C "  •  e x p  [ X  T X ^  y j ^ ]  
o 
where x is the last column vector in X. 
Let G be the group consisting of permutations of the 
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Y! 8 ,  
X 
a a 
U  =  (  2  y .  y . ,  X '  Z  y  )  a n d  T  =  x '  y  .  
It can be verified that the best linear unbiased 
A 
estimate T of T under can be written as 
where M = X(X'X) ^X' and c ^ = x' x - %x' M x . Theorem 3 
-P -p a -p -^p 
can now be used to obtain the solution 
cp_ = 1 if Max V. < C 
J ^ 
cpi. = 1 if Max V. = V > C 
J J  • ^  
where 
V 
\  /â- Ï â a 
= T /V 2 y' y  -  - (  Z y .  ) M (  S  y ) 
1=1*^ 1=1 1=1 
A generalization of this example to the situation where 
0 is split into two parts: gj = 3.'^^^) and one 
considers a + 1 hypotheses (i = 0, 1, a) of the 
F 1  )  
same type of 3^ is also straightforward. 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
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