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Abstract
In these notes, we present a general result concerning the Lipschitz regularity of a certain type
of set-valued maps often found in constrained optimization and control problems. The class of
multifunctions examined in this paper is characterized by means of a set of Lipschitz continuous
constraint functions defined on some Lipschitz manifold. The proof of the regularity result for
this class of multifunctions is based on a quantitative version of the Implicit Function Theorem
for Lipschitzian maps which provides estimates for the neighborhoods where the implicit map
can be defined.
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1 Introduction
This paper deals with the Lipschitz regularity of set-valued maps of the following type:
U(x) := {u ∈M : c(u, x) ∈ C} (1.1)
where x lies in a given subset X of IRm, M is a Lipschitz manifold in IRn and the function
c = (c1, . . . , cj), with the set C ⊂ IR
j , describes some constraint on the variable u. In particu-
lar (1.1) may include both inequality and equality (or active) constraints.
More precisely, we prove that under compactness assumptions on M and under independence as-
sumptions on c, the map (1.1) is Lipschitz continuous w.r.t. the Hausdorff metric (dH) [4] assigned
over the space of all compact subsets of IRn.
1e-mail: papi.iac.rm.cnr.it - ivnpp.tiscalinet.it.
2e-mail: sbaragli.iac.rm.cnr.it.
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The relevance of this result is related to optimization problems, nonlinear analysis, mathematical
economics, etc. Lipschitz type properties are important to study mappings associated with the solu-
tions of optimization problems, including variational inequalities, and mathematical programs [13].
The regularity of the value function that arises in stochastic optimization problems with constraints
on the admissible controls, depends on the regularity of the marginal function [1], [32] and, as is
proved in [1], the regularity of the marginal function is connected to the regularity of the multifunc-
tion which defines the set of admissible controls, see also [5], [6] and [7].
Our regularity result is also useful to study the Lipschitzian stability of solution maps depending on
parameter perturbations. This kind of stability is important not only for a better understanding of
the solution behavior w.r.t. perturbations, but also to construct numerical algorithms, see [14], [20],
[21], [24].
The Lipschitz continuity is an important analytical property which allows to deal with a variety of
problems which arise in set-valued analysis, such as the construction of regular selection maps, for
which there is extensive literature elaborating sufficient conditions for the existence of Lipschitz-
continuous selections [2], [3], [11]. At the same time, Lipschitz regularity is often too strong and is
replaced with weaker conditions such as the upper-Lipschitz continuity, which describes a kind of
unilateral Lipschitzian behavior of the multifunctions which does not reduce to the classical local
Lipschitz continuity in the case of single-valued maps but turns out to be quite natural in nonlinear
optimization; Rockafellar [30] gave a characterization of the upper Lipschitz continuity by employ-
ing the so-called proto-derivatives, and [17], [18] contain conditions ensuring the upper Lipschitzian
property for a class of multifunctions. Another generalization of the classical Lipschitz-continuity
concept, at which many authors paid much attention, is the so-called pseudo-Lipschitzian conti-
nuity. This property of multifunctions was introduced by Aubin [1] and used to derive regularity
results concerning with solution maps. Various criteria for pseudo-Lipschitz continuity and other
related properties of general multifunctions can be found in Mordukhovich [24], [21], [22], [23] and
are employed to obtain Lipschitzian stability results in parametric equations. Our approach can be
successfully adapted to deal with these more rencently introduced regularity concepts.
The typical multifunctions which arise in many practical problems fit into the general format (1.1).
When a set is described by equality and inequality constraints with smooth functions, under the
well known Mangasarian-Fromovitz constraint qualification [19], [20] ,[28] Lipschitz-type properties
can be proved. For instance in [24] a generalized version of that condition is used to derive the
pseudo-Lipschitzian behavior of a multifunction such as (1.1), when M is the whole space IRn and
under some regularity assumptions on the set C.
The novelties introduced in our paper lie in the generality of the ManifoldM (that is only Lipschitz
continuous), the non smoothness of the functions c and the generality of the set C.
Several applications present multifunctions defined by means of inequality constraints for a set of
functions defined over a manifold that represents the control space. Unfortunately, in many cases
this manifold fails to be differentiable. Actually, the setting which covers a large class of practical
situations is the Lipschitzian framework.
The result in this paper extends some previous results proved by the authors in [26], where it is
proved the regularity of the optimal value function of a general stochastic control problem in discrete
time. In that work, the case of constraints which are C1 on some regions of the Lipschitz manifold
M is treated. Moreover, in [26], is proposed an application of the regularity result to an optimal
portfolio allocation problem.
To prove the main result in this paper, we use an extension to manifolds of the generalized notion
of Jacobian given by F.H. Clarke [8], [9].
A crucial assumption concerns with the surjectivity of the generalized u−Jacobian of the vector val-
ued map c = (c1, . . . , cj) overM. This condition is quite natural and allows us to use a quantitative
formulation of the Implicit Function Theorem that provides an estimate of the neighborhoods where
the implicit function is defined.
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A version of this Theorem, was stated by Clarke in [8] and [9]. Another, weaker, version of the
Theorem was proved in [16] for functions which admit a possible unbounded generalized Jacobian.
In both cases the implicit function, which explicits a variable with respect to the other, is locally
Lipschitz continuous. Nevertheless these generalizations of the Implicit Function Theorem do not
provide a lower estimate of the radius of the neighborhood where the implicit function can be de-
fined. In Theorem 3.4, we prove these kind of estimates (see (3.21)) and as can be seen in the first
part of the proof of Theorem 3.2, this bound is essential to prove the Lipschitz continuity of (1.1).
The organization of the paper is as follows. Section 2 contains some backround material about the
generalized differentiation of single-valued functions. We recall the main calculus rules which are
used in what follows and we introduce a particular function (see (2.8)), which is used in the proof
of the Implicit Function Theorem.
In Section 3 we provide the main result concerning the Lipschitz-continuity of (1.1), while Section 4
is devoted to the proofs of the Implicit Function Theorem and of an abstract Lemma.
2 Generalized Jacobians
Let us recall the notion of generalized Jacobians for Lipschitz continuous mappings and some fun-
damental results we need. Here we also generalize the notion of generalized Jacobian to functions
whose domain of definition is a Lipschitz manifold.
The ball in IRp with center x and radius r is denoted by Bp(x, r), in the space IR
p×q of p×q matrices
we use the notation Bp×q for the unit ball with center 0 obtained using the following norm:
‖O‖ := max
x ∈ IRq
|x| = 1
|Ox|. (2.2)
for every O ∈ IRp×q.
When a vector-valued map f : Ω→ IRp, with Ω ⊂ IRq open, is Lipschitz continuous near some point
x ∈ Ω, by Rademacher’s Theorem it is differentiable almost everywhere (for the Lebesgue measure)
on any neighborhood of x on which f is Lipschitz continuous. We can thus give the following
Definition, see [9].
Definition 2.1 Let f : Ω → IRp, Ω ⊂ IRq open, be Lipschitz continuous near x ∈ Ω. Then the
generalized Jacobian ∂f(x) of f at the point x ∈ Ω is defined by
∂f(x) := co{P ∈ IRp×q : P = lim
xh→x
∂f
∂x
(xh), f is differentiable at xh for all h},
where the notation ”co” indicates the convex hull of a set.
Some fundamental properties of the generalized Jacobians are summarized below.
Definition 2.2 Let S be a set-valued map from Ω ⊂ IRq to IRp. It is said to be upper semicontinuous
(u.s.c.) at x ∈ Ω if, for every neighborhood I of S(x) ⊂ IRp, there exists a neighborhood J of x in
IRq such that S(J ∩ Ω) ⊂ I.
Proposition 2.3 ([9] Prop. 2.6.2) Let f : Ω → IRp, with Ω ⊂ IRq open, be a mapping which is
Lipschitz continuous near some x ∈ Ω. Then the following statements hold:
- ∂f(x) is a non-empty convex compact subset of IRp×q.
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- ∂f(x) is closed at x.
- ∂f(x) is u.s.c. at x. In particular, for any ε > 0, there exists δ > 0 such that for all
y ∈ Bq(x, δ) ∩ Ω
∂f(y) ⊂ ∂f(x) + εBp×q.
We extend Definition 2.1 to maps defined over a Lipschitz manifold M.
Definition 2.4 A set M⊂ IRn is called a d-dimensional Lipschitz manifold if for every u ∈M
there exists an open neighborhood Wu of u in M and a homeomorphism ψu :Wu → Vu, where Vu is
an open subset of IRd such that ψu and ψ
−1
u are Lipschitz continuous. The couple (Wu, ψu) will be
called a chart.
Definition 2.5 An atlas on a Lipschitz manifold M⊂ IRn is a collection of charts {(Wα, ψα)}α∈A
such that {Wα}α∈A is a cover of M.
Hereafter we suppose that every Lipschitz manifold M, is endowed with an atlas, moreover if M is
compact we shall assume, without loss of generality, that the atlas is finite.
Definition 2.6 Let M ⊂ IRn be a d-dimensional Lipschitz manifold, and let f : M → IRp be a
locally Lipschitz continuous function and let u ∈M. For every chart (W,ψ) in the atlas of M, with
u ∈W , let vψ = ψ(u) then we define the generalized Jacobian of f at u as
∂Mf(u) := co

 ⋃
(W,ψ)
∂(f ◦ ψ−1)(vψ)

 . (2.3)
Remark 2.7 We observe that Definition 2.6 generalizes Definition 2.1, since IRd (or every open
subset of it) can be viewed as a d-dimensional manifold with a differentiable structure given by the
identity map.
We omit the dependence on M of ∂Mf(u), when it is clear from the context the domain of definition
of the function f .
Using Definition 2.6, we can formalize a concept of generalized partial derivative for a locally Lips-
chitz function f :M1 ×M2 → IR
p, where Mi ⊂ IR
ni is a Lipschitz manifold whose dimension is di,
i = 1, 2. In fact we observe that M1 ×M2 is a Lipschitz manifold whose dimension is d1 + d2.
Definition 2.8 The generalized partial derivative of f at (u1, u2) ∈ M1 ×M2 w.r.t. u1 is defined
by the following set
∂u1f(u1, u2) :=
{
P ∈ IRp×n1 : ∃ Q ∈ IRp×n2 , s.t. [P,Q] ∈ ∂f(u1, u2)
}
. (2.4)
We now recall some key results of the theory of Lipschitz continuous mappings.
Theorem 2.9 (Mean Value Theorem, [9], Prop. 2.6.5) Let f : Ω→ IRq be Lipschitz continuous on
an open convex set Ω ⊂ IRp, and let x, y ∈ Ω. Then, there exists a matrix P ∈ co∂f([x, y]) (where
[x, y] stands for the straightline segment connecting x and y) such that
f(x)− f(y) = P (x− y). (2.5)
The following result about chain rules for generalized Jacobians appears in [9].
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Theorem 2.10 (Chain rule formula, [9], Cor. 2.6.6) Let f : IRq → IRp be Lipschitz near x and let
g : IRp → IRk be Lipschitz continuous near f(x). Then,
∂(g ◦ f)(x) ⊂ co{∂g(f(x)) ◦ ∂f(x)}. (2.6)
If g is differentiable near f(x), then the previous inequality holds with an equality, and the convex
hull is superfluous.
In conclusion of this section, we introduce other notations and definitions which are used in the paper.
- Let V be a set of real square matrices of the same order. We say that V is invertible if every
element in V is invertible in the usual sense and we denote by V −1 the “inverse” of V , that is the
set of matrices which are the inverses of elements of V .
- Let V be a bounded set of real matrices of the same dimension, then we use the following notation:
‖V ‖∞ := sup
v∈V
‖v‖, (2.7)
where ‖ · ‖ is the norm (2.2).
- Let S be a set-valued map defined in an open neighborhood of radius r of x ∈ IRq, with S(x) ⊂ IRp×p
and u.s.c. at x. Assume that S(x) is compact, convex and invertible with a bounded inverse.
Consider the map φ(·;S, x) : δ 7→ co{S(Bq(x, δ))}, defined for δ ∈ [0, r). This set-valued map is
u.s.c. at 0 in the sense of Definition 2.2: in fact, let I ⊂ IRp×p be a neighborhood of φ(0;S, x).
Being S(x) convex we have φ(0;S, x) = S(x) and since S(x) is compact, we find ε > 0 such that
S(x) + εBp×p ⊂ I. Since S is u.s.c. at x, S is also u.s.c. at x in the ε sense (see [1], page 45),
therefore we find η > 0 s.t.
S(Bq(x, η)) ⊂ S(x) + εBp×p.
Hence for every δ ∈ [0, η), we have
φ(δ;S, x) = co{S(Bq(x, δ))} ⊂ φ(0;S, x) + εBp×p ⊂ I,
where the first inclusion holds because S(x) is supposed to be convex. Let λ > ‖S(x)−1‖∞, and
δ(λ;S, x):= sup
{
δ > 0 : ‖φ(t;S,Ω, x)−1‖∞ ≤ λ, ∀ t ∈ [0, δ)
}
(2.8)
This definition is well-posed, since the set
I = I(p, λ) :=
{
Q ∈ IRp×p : Q−1 exists and ‖Q−1‖ < λ
}
(2.9)
is open in IRp×p, and φ(0;S, x) ⊂ I, therefore we can find δ > 0, s.t.
φ(t;S, x) ⊂ I, ∀ t ∈ [0, δ).
This implies that every Q ∈ φ(t;S, x) is invertible and ‖Q−1‖ < λ. Taking the supremum over
φ(t;S, x), we get ‖φ(t;S, x)−1‖∞ ≤ λ, for every 0 ≤ t < δ. This proves that the set on the right-
hand side of (2.8) is non empty, and δ(λ;S, x) is well defined.
Remark 2.11 It is clear, by the definition of the function (2.8), that the map S is defined in the
open ball of centre x and radius δ(λ;S, x).
5
- Let d ≥ j be two integers and Π(d, j) the set of all multi-indexes pi = (i1, . . . , ij), with 1 ≤ i1 <
i2 < . . . < ij ≤ d. For every pi = (i1, . . . , ij) ∈ Π(d, j), let denote by T d,jπ ∈ IR
d×j the matrix defined
by
(T d,jπ )h,l =
{
1 h = il
0 otherwise
(2.10)
for every 1 ≤ h ≤ d, and 1 ≤ l ≤ j. Then for every pi ∈ Π(d, j) and H ∈ IRj×d, let denote by Hπ the
j×j matrixH ·T d,jπ . This matrix is the submatrix ofH whose columns correspond to the indexes of pi.
- Given the pair j, d, with j < d and pi = (i1, . . . , ij) ∈ Π(d, j), let {µ1<. . .<µd−j} = {1, . . . , d}\{i1, ..
. . . , ij} define the following d− j × d matrix
(Dd,jπ )h,l =
{
1 l = µh
0 otherwise
(2.11)
for every 1 ≤ h ≤ d− j, and 1 ≤ l ≤ d.
3 The Lipschitz Regularity
In this section we formulate and prove the main result of the paper concerning the Lipschitz reg-
ularity, w.r.t. the Hausdorff metric, of the map (1.1). Let us recall the definition of Hausdorff
metric.
Definition 3.1 Let X be a separable metric space, with metric d. The Hausdorff metric over the
space Comp(X) of all compact subsets of X is
dH(K1,K2) = inf
{
ε > 0 : K1 ⊂ K
ε
2 , and K2 ⊂ K
ε
1
}
(3.12)
for every K1, K2 ∈ Comp(X). Where for any set A ⊂ X, the set
Aε = {y : d(y,A) < ε} (3.13)
is the open ball of radius ε around A.
We refer the interested reader to [4] for a wide treatment of this topic.
Theorem 3.2 Let U be the multifunction defined in (1.1), whereM is a compact Lipschitz manifold
with dimension d ≥ j. Make the following assumptions:
i) X is a convex subspace of IRm and U(x) 6= ∅, for every x ∈ X.
ii) The map c = (c1, . . . , cj) is Lipschitz continuous over M×A, where X ⊂ A, and A is open in
IRm.
iii) For every (u, x), with u ∈ U(x) and x ∈ X, there exists pi ∈ Π(d, j) such that
E(u, x, pi) := {Pπ : P ∈ ∂uc(u, x)} (3.14)
is invertible. Furthermore, let
sup
x ∈ X
u ∈ U(x)
sup
π∈Πu,x
‖E(u, x, pi)−1‖∞ < τ <∞, (3.15)
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where Πu,x := {pi : E(u, x, pi) is invertible}. Then x ∈ X 7→ U(x) is Lipschitz continuous w.r.t.
the Hausdorff metric dH assigned over Comp(IR
n), and its Lipschitz constant can be estimated by a
constant L = L(τ, Lip(c), LipM), where
LipM := max{Lip(ψ
−1) + Lip(ψ) : ψ is a chart on M}. (3.16)
Remark 3.3 We note that the amount defined in (3.16) is finite, since the manifold M is supposed
to be compact and therefore the atlas assigned on M is finite.
To prove Theorem 3.2 we use the following result which states a quantitative version of the implicit
function Theorem for Lipschitz maps providing an explicit estimate of the radii of the balls where
the implicit function can be defined.
Theorem 3.4 Let F be IRd valued and Lipschitz continuous on a neighborhood of (v0, y0) ∈ IR
d ×
IRm, with F (v0, y0) = 0. Assume that ∂vF (v0, y0) is invertible with a bounded inverse. Let Lip(F )
be the Lipschitz constant of F over the neighborhood of (v0, y0). For every
s > 1 + (Lip(F ) + 1)‖∂vF (v0, y0)
−1‖∞, (3.17)
there exists a constant ηs > 0 and a continuous function g : Bm(y0, ηs/2s)→ Bd(v0, ηs), such that
i)
g(y0) = v0 (3.18)
and
F (g(y), y) = 0, ∀ y ∈ Bm(y0, ηs/2s). (3.19)
ii) The function g is Lipschitz continuous at y0, i.e.
|g(y)− g(y0)| ≤ s|y − y0|, ∀ y ∈ Bm(y0, ηs/2s). (3.20)
iii) The following estimate holds:
ηs ≥
1
2
δ((s− 1)/(Lip(F ) + 1); ∂vF, v0, y0) (3.21)
where the map δ(· ; ·, ·) is defined in (2.8).
The proof of Theorem 3.2 relies also on a fundamental abstract Lemma. The proof of Theorem
3.2 is divided into two parts. In the first one, we apply the implicit function Theorem 3.4 to a
special function whose structure depends on the relation between the number of contraints (j) and
the dimension of the manifold (d). For every control u ∈ U(x), we construct a selection map which
depends continuously on the state y and we prove that u can be approximated by a control of U(y),
for y in a ball centered at x. The width of this neighborhood in general may depend on u and
x. Therefore in the second part of the proof, we use next Lemma to show that if the manifold is
compact, the radius of this ball is in fact uniformly bounded in terms of (u, x).
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Lemma 3.5 Let Ω be a subset of IRq, and let be given a collection of continuous maps
fθ : Ωθ → Yθ ⊂ IR
k, θ ∈ Θ, (3.22)
where {Ωθ}θ∈Θ is a cover of Ω, made of open sets in Ω. For θ ∈ Θ and β ∈ B, let Qθ,β be an IR
ν
set-valued map and Sθ,β be an IR
p×p set-valued map both defined on Yθ. Moreover let J ⊂ IR
ν be an
open set and for θ ∈ Θ and y ∈ Yθ let
Vθ(y) := {β ∈ B : Qθ,β(y) ⊂ J} (3.23)
be non empty. Make the following assumptions:
i) For any θ ∈ Θ, β ∈ B and for every y ∈ Yθ such that β ∈ Vθ(y), Qθ,β is u.s.c. at y and Sθ,β
is defined in a neighborhood of y, in IRk, and is u.s.c. at y.
ii) For any θ ∈ Θ, β ∈ B, and y ∈ Yθ with β ∈ Vθ(y), Sθ,β(y) is compact, convex and invertible
with a bounded inverse, namely, there exists a constant µ > 0 such that for every θ, y and
β ∈ Vθ(y)
‖Sθ,β(y)
−1‖∞ < µ, (3.24)
Then the function ∆ : Ω→ (0,∞], defined by
∆(ω) := sup
θ: ω∈Ωθ
∆θ(fθ(ω)) ∀ ω ∈ Ω, (3.25)
(3.26)
where
∆θ(y) := sup
β∈ Vθ(y)
δ(µ;Sθ,β , y) ∀ y ∈ Yθ, θ ∈ Θ, (3.27)
is lower semicontinuous (l.s.c.).
We give the proof of Theorem 3.4 and Lemma 3.5 in section 4, while for the remaining part of this
section we concentrate on the proof of Theorem 3.2.
Proof of Theorem 3.2. Consider x1, x2 ∈ X . We need to prove that there exists a constant
L > 0 such that
dH(U(x1), U(x2)) ≤ L|x1 − x2|. (3.28)
Consider the compact straightline segment connecting x1 and x2 and denote it by K. The assump-
tion i) says that K is contained in X . Now we divide the discussion into two parts.
First part (construction of a selection map). Let u ∈ U(x), with x ∈ K. For every pi ∈ Πu,x
and for every chart (W,ψ) in the atlas assigned on M, such that u ∈ W , we can consider the
following Lipschitzian map:
F (v, y) :=


[
c(ψ−1(v), y)− c(u, x)
Dd,jπ (v − ψ(u))
]
if j < d,
c(ψ−1(v), y)− c(u, x) if j = d,
(3.29)
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for every (v, y) ∈ ψ(W )×A. See (2.11) for the definition of the matrix Dd,jπ . We have
F (ψ(u), x) = 0. (3.30)
Furthermore, since M× A can be viewed as a Lipschitz manifold whose charts are given by the
“product” of the charts of M and the identity map over A, by definitions (2.3) and (2.4), we have
∂vF (ψ(u), x) ⊂


[
∂uc(u, x)
Dd,jπ
]
if j < d,
∂uc(u, x) if j = d,
(3.31)
Therefore, if H ∈ ∂vF (ψ(u), x), then there exists P ∈ ∂uc(u, x) such that
H =


[
P
Dd,jπ
]
if j < d,
P if j = d,
(3.32)
By using a development of the determinant of H w.r.t. the set of the first j rows of H , by (2.11) it
is easy to verify that
| det(H)| = | det(Pπ)| >
1
τ j
, (3.33)
where the inequality in the right-hand side follows by the assumption iii) and (3.15). So H is
invertible. From this observation, we get the invertibility of ∂vF (ψ(u), x). By (3.33) and since
‖∂vF (ψ(u), x)‖∞ ≤ Lip(c)max(LipM, 1) + dj, (3.34)
where LipM is the amount defined in (3.16), and using the formula Cof(H)/det(H)
3 to determine
the inverse of H , we obtain that
‖∂vF (ψ(u), x)
−1‖∞ < λ, (3.35)
where the constant λ depends only on τ , the Lipschitz constant of c and on LipM, i.e.
λ = λ(τ, Lip(c), LipM). (3.36)
We can apply Theorem 3.4 to F at (ψ(u), x), choosing the parameter s as
s := 1 + λ[1 + Lip(c)max(LipM, 1) + dj], (3.37)
In fact by (3.29), it satisfies the inequality (3.17), for every choice of the chart. Therefore there
exists a constant η and a function g defined on Bm(x, η/2s) which takes values in Bd(ψ(u), η), such
that (3.18) and (3.19) are satisfied. In particular we have
c(ψ−1(g(y)), y) = c(u, x) ∈ C, ∀ y ∈ Bm(x, η/2s). (3.38)
In fact, the inequality follows by u ∈ U(x). By the inequality (3.38), we get ψ−1(g(y)) ∈ U(y), for
every y ∈ X ∩Bm(x, η/2s). Moreover, by (3.18) and (3.20) we have
|ψ−1(g(y))− u| ≤ Lip(ψ−1)|g(y)− ψ(u)| = Lip(ψ−1)|g(y)− g(x)|
≤ Lip(ψ−1)s|y − x| ≤ sLipM|y − x|. (3.39)
3The matrix Cof(·) denotes the cofactor matrix.
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This previous relation implies that there exists a constant L(τ, Lip(c), LipM) such that
u ∈ U(y) + L|x− y|Bn(0, 1) = (U(y))
L|x−y|, ∀ y ∈ X ∩Bm(x, η/2s). (3.40)
where in the last equality we used the notation (3.13). The same conclusion also holds true for every
(W,ψ) such that u ∈W and pi which ensures the inequality (3.35). If we prove that, for a particular
choice of pi and of the chart (W,ψ),
η > η0 > 0, (3.41)
where η0 does not depend on u ∈ U(x) and x ∈ K, we can conclude by (3.40) and Definition 3.1
that U(·) is dH -Lipschitz continuous. The second part of the proof is devoted to proving (3.41).
Second part (A lower estimate for η). We recall that by (3.21) and the particular choice of s,
it follows
η ≥
1
2
δ(λ; ∂vF, ψ(u), x). (3.42)
We shall prove that the number on the righ hand side in (3.42) is bounded from below, by a quantity
independent of (u, x). Let
Ω := {(u, x) : u ∈ U(x) and x ∈ K} , (3.43)
which is contained in IRn+m. Suppose that {(Wθ, ψθ)}θ∈Θ is the atlas assigned on M. Set Ωθ :=
Ω ∩ (Wθ × A) and Yθ := {(ψθ(u), x) : (u, x) ∈ Ωθ} ⊂ IR
d+m, for θ ∈ Θ. Since Wθ is open in
M and ψθ is an homeomorphism, Ωθ is open in Ω and {Ωθ}θ∈Θ is a cover of Ω. Moreover define
fθ : Ωθ → Yθ by fθ(u, x) = (ψθ(u), x), for every (u, x) ∈ Ωθ, θ ∈ Θ. Obviously such maps are
continuous as required in Lemma 3.5. Now we proceed with the construction of the collection of
multifunctions S·,· and Q·,· . Consider B := Π(d, j) and let θ ∈ Θ, then set
ϕθ(v, y) := c(ψ
−1
θ (v), y), ∀ (v, y) ∈ ψ(Wθ)×A (3.44)
which is Lipschitz continuous on its domain of definition, and for β ∈ B let
Qθ,β(v, y) := ∂vϕθ(v, y) · T
d,j
β (3.45)
for every (v, y) ∈ Yθ. Let J := I(j, τ), where I(·, ·) is defined in (2.9). Let (θ, β) ∈ Θ×B, then
Sθ,β(v, y) :=


[
∂vϕθ(v, y)
Dd,jβ
]
if j < d,
∂vϕθ(v, y) if j = d,
(3.46)
for every (v, y) ∈ ψθ(Wθ) × A. With these definitions the set Vθ(v, y) is non empty, whenever
(v, y) ∈ Yθ, θ ∈ Θ. In fact, by Definition 2.3 and (3.14), if (v, y) ∈ Yθ, it hold ψ
−1
θ (v) ∈ U(y) and
Qθ,β′(v, y) ⊂ E(ψ
−1
θ (v), y, β
′), (3.47)
which by assumption iii) is invertible for some β′ ∈ Πψ−1
θ
(v),y. Furthermore by (3.15), the norm of
the inverse of every element of Qθ,β′(v, y) is strictly less than τ . So β
′ ∈ Vθ(v, y).
Since ϕθ is Lipschitz continuous over ψθ(Wθ)×A, by Proposition 2.3, Sθ,β and Qθ,β are both u.s.c
at every point of Yθ, and Sθ,β is defined in an open set which contains Yθ, for every θ and β. This
proves that condition i) of Lemma 3.5 is satisfied. To verify the assumption ii) of Lemma 3.5,
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consider (v, y) ∈ Yθ, then the definition of the generalized Jabobian says that Sθ,β(v, y) is compact
and convex, for every β.
If β ∈ Vθ(v, y), every matrix H ∈ Sθ,β(v, y) is written as in (3.32) where pi = β and P ∈ ∂vϕθ(v, y).
Since Pβ = P · T
d,j
β ∈ Qθ,β(v, y), proceeding as in the first part of the proof, we infer that H is
invertible. Moreover the norm of the inverse of Sθ,β(v, y) is strictly less than λ, where λ is defined
in (3.36). This yields the inequality (3.24), with µ = λ.
Applying Lemma 3.5, the function ∆ defined in (3.25) is l.s.c, therefore it admits a minimum ∆0 > 0,
over Ω: this follows by the compactness of Ω which can be easily derived by the compactness of
the manifold M. For every x ∈ K, u ∈ U(x), there exists (Wθ, ψθ), such that u ∈ Wθ, and some
β ∈ Vθ(v, x), where v := ψθ(u), such that
δ(λ;Sβ,π, fθ(v, x)) >
∆0
2
. (3.48)
Choosing ψ = ψθ and pi = β, in the definition (3.29) of F , we satisfy the inequality (3.35) and we
get
∂vF (ψ(u), x) = Sθ,β(v, x), (3.49)
which implies, with (3.48),
δ(λ; ∂vF, ψ(u), x) >
∆0
2
. (3.50)
By (3.42), we have proved the assertion (3.41) with η0 = ∆0/4.
Conclusions. We have shown that
U˜(s) ⊂ U˜(t) + L|x2 − x1||s− t|, ∀ s, t ∈ [0, 1], s.t. |x2 − x1||t− s| <
η0
2s
, (3.51)
where U˜(t) := U(x(t)), and x(t) = x1+ t(x2−x1), for t ∈ [0, 1]. Let h >
2s|x2−x1|
η0
be an integer and
define ti =
i
h
, for i = 0, . . . , h. Then (3.51) yields
U(x1) = U˜(0) ⊂ U˜(t1) + L
|x2 − x1|
h
⊂ · · · ⊂ U˜(ti) + iL
|x2 − x1|
h
⊂ U˜(1) + L|x2 − x1| = U(x2) + L|x2 − x1|. (3.52)
This implies the inequality (3.28) and the proof is complete.
Remark 3.6 The relation (3.51) and the chain of inclusions (3.52) imply that the assumption i) of
Theorem 3.2, can be weakened by supposing that the space X is connected in IRm and for every pair
of distinct points x and y in X, there exists a continuous arc γ : [a, b] → X, such that γ(a) = x,
γ(b) = y and γ is piecewise differentiable with a bounded derivative on the interval [a, b]. Furthermore
the following holds:
l(γ) :=
∫ b
a
|γ(t)|dt ≤ a(X)|x− y|. (3.53)
Here a(x) > 0 is a characteristic constant of the space X, which does not depend on the particular
arc γ.
The inequality (3.53) is for instance satisfied if X is a compact connected differentiable manifold in
IRm.
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Remark 3.7 We obesrve that also in presence of a Lipschitz Manifold with a boundary whose di-
mension d satisfies
d ≥ j + 1 (3.54)
the same technique used to prove Theorem 3.2 can be successfully applied. Actually, when the point
u ∈ U(x) belongs to the boundary of M, we have a Lipschitz chart on u, whose restriction to the
boundary is a Lipschitz homeomorphism onto an open set of IRd−1 and its inverse is also Lipschitz
continuous. Therefore, under the condition (3.54), we can apply exactly the same argument developed
in the first part of the proof of Theorem 3.2.
4 The Implicit Function Theorem
In this section we present the proof of the quantitative version of the implicit function Theorem 3.4.
It is based on the following Proposition which represents a specialization of Theorem 5.2 in [16]. In
that Theorem it is proved that there exist constants δ > 0 and ε > 0 such that the inequality (4.55)
holds true when 1
λ
is replaced by ε. In our formulation we prove that by reinforcing the invertibility
assumption on the generalized Jacobian, we can take in fact 1
λ
as the parameter ε and also we show
how to choose the parameter δ as a function of λ.
Proposition 4.1 Let f be a Lipschitz continuous map on a neighborhood of ξ0 ∈ IR
p, which takes
values in IRp. Suppose that ∂f(ξ0) is invertible with a bounded inverse. For every λ > ‖∂f(ξ0)−1‖∞,
let δλ = δ(λ; ∂f, ξ0) (see (2.8)), then the following holds:
|f(ξ0 + h)− f(ξ0)| ≥
1
λ
|h|, ∀ h 6= 0, |h| < δλ (4.55)
and
f(ξ0) +
δ
2λ
Bp(0, 1) ⊂ f (ξ0 + δBp(0, 1)) , (4.56)
for every δ < δλ.
Proof of Proposition 4.1. To prove the first part (4.55), consider λ > ‖∂f(ξ0)−1‖∞, then consider
h 6= 0 and |h| < δλ. By Remark 2.11, f is Lipschitz continuous over Bp(ξ0, δλ), and by the Mean
Value Theorem 2.9, we can write
f(ξ0 + h)− f(ξ0) = Qh, (4.57)
where Q ∈ co{∂f([ξ0, ξ0 + h])}. By
co{∂f([ξ0, ξ0 + h])} ⊂ co{∂f(Bp(ξ0, |h|))} = φ(|h|; ∂f, ξ0) (4.58)
and (2.8), we deduce that Q is invertible and λ ≥ ‖Q−1‖. Therefore
|Qh|
|h|
≥
1
‖Q−1‖
≥
1
λ
. (4.59)
This proves the inequality (4.55).
The remaining part of the proof follows by applying inequality (4.55), Theorem 2.10 and using
exactly the same argument used for proving Theorem 5.2 in [16].
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We shall denote by Im the identity matrix over IR
m and by Om,d the m× d null matrix.
Proof of Theorem 3.4. Let F be Lipschitz continuous over Ω0 := Bd+m((v0, y0), r0), with a
Lipschitz constant Lip(F ). Consider the function f(v, y) = (F (v, y), y), then
∂f(v, y) =
(
∂F (v, y)
Om,d Im
)
for every (v, y) ∈ Ω0. If H ∈ ∂f(v0, y0), we can write
H =
(
P Q
Om,d Im
)
for some [P,Q] ∈ ∂F (v0, y0). This implies P ∈ ∂vF (v0, y0) and therefore H is invertible with inverse
H−1 =
(
P−1 −P−1Q
Om,d Im
)
.
Since ‖Q‖ ≤ Lip(F ), we get
‖H−1‖ ≤ 1 + (1 + Lip(F ))‖∂vF (v0, y0)
−1‖∞, (4.60)
Therefore ∂f(v0, y0) is invertible with a bounded inverse and we can apply Proposition 4.1 to f on
Ω0 and at the point ξ0 = (v0, y0). Let s be chosen as in (3.17), therefore by (4.60), the inclusion
(4.56) holds with δ = ηs :=
1
2δs. We define the map g in the following way: let y ∈ Bm(y0,
ηs
2s ), then
(0, y) ∈ f(v0, y0) +Bd+m((0, 0),
ηs
2s
)
in fact, f(v0, y0) = (0, y0). By (4.56), we find (z, w) ∈ (v0, y0) +Bd+m((0, 0), ηs), such that
f(z, w) = (0, y). (4.61)
We set g(y) = z. We have w = y, and |z − v0| ≤ |(z − v0, w − y0)| < ηs, therefore z ∈ Bd(v0, ηs),
moreover z is uniquely defined. In fact, if z, z′, satisfy (z, y), (z′, y) ∈ (v0, y0) +Bd+m((0, 0), ηs) and
both give (4.61), then by the Mean Value Theorem 2.9 applied to f , we have
0 = f(z′, y)− f(z, y) = Q ·
(
z′ − z
0
)
(4.62)
where Q ∈ co{∂f(Bd+m(ξ0, ηs))} = φ(ηs; ∂f, ξ0). Since ηs < δ(s; ∂f, ξ0), by (2.8) we deduce that Q
is invertible. Hence by (4.62) we have z = z′. Hence g is well defined over Bm(y0, ηs/2s) and takes
values in Bd(v0, ηs). (4.61) and the definition of f yield (3.18) and (3.19), while, by (4.55) we have
|y − y0| = |(0, y)− (0, y0)| = |f(g(y), y)− f(g(y0), y0)| ≥
1
s
|g(y)− g(y0)|, (4.63)
for every y ∈ Bm(y0, ηs/2s). We prove now the last assertion (3.21). Let r0 > δ > 0 such that
‖φ(t; ∂vF, v0, y0)
−1‖∞ ≤
s− 1
1 + Lip(F )
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for every t ∈ [0, δ). We have
co{∂f(Bd+m(ξ0, t))} =
(
co{∂F (Bd+m((v0, y0), t))}
Om,d Im
)
(4.64)
and observing that
co{∂vF (Bd+m((v0, y0), t))} ={
P ∈ IRd×d : ∃ Q s.t. [P,Q] ∈ co{∂F (Bd+m((v0, y0), t))}
}
,
we can repeat the arguments used in the beginning of the proof and by (4.60) and (4.64) deduce
that
‖φ(t; ∂f, ξ0)
−1‖ ≤ s
for every t ∈ [0, δ). By the definition (2.8), this implies
ηs =
1
2
δ(s; ∂f, ξ0) ≥
1
2
δ((s− 1)/(Lip(F ) + 1); ∂vF, v0, y0).
Proof of Lemma 3.5. Since the function (3.25) is strictly positive, to prove the assertion it suffices
to show that for every α > 0, the set {ω ∈ Ω : ∆(ω) > α} is open in Ω. To this end, we prove this
property at first for the collection {{y ∈ Yθ : ∆θ(y) > α}}θ∈Θ. Let θ ∈ Θ and y ∈ Yθ be such that
∆θ(y) > α. We prove that y admits an open neighborhood in Yθ where this inequality holds. By
the definition of ∆θ, there exists β
′ ∈ Vθ(y) such that
δµ := δ(µ;Sθ,β′ , y) > α. (4.65)
By the assumptions, Qθ,β′ is u.s.c. at y for such β
′, therefore since J ⊂ IRν is open, by (3.23) we
find r > 0 such that
Qθ,β′(x) ⊂ J, ∀ x ∈ Bk(y, r) ∩ Yθ, (4.66)
Fix µ′ > 0 so that ‖Sθ,β′(y)−1‖∞ < µ′ < µ. Since β′ ∈ Vθ(y), by the assumption i), we may assume
that Sθ,β′ is defined in an open ball of radius r
′ < r and centre y; moreover this function is u.s.c. at
y, therefore we can find ρ ∈ (0, r′) such that
Sθ,β′(x) ⊂ I(p, µ
′), ∀ x ∈ Bk(y, ρ). (4.67)
See definition (2.9) for the description of I(·, ·). So whenever x ∈ Bk(y, ρ) ∩ Yθ, (4.66) and (4.67)
hold true. In particular β′ ∈ Vθ(x) and so Sθ,β′ is defined in a neighborhood of x, is u.s.c. at x, and
by ii) Sθ,β′(x) is compact, convex and invertible with a bounded inverse and we can evaluate the
function (2.8) at (µ;Sθ,β′, x). In fact by (4.67) it follows
‖Sθ,β′(x)
−1‖∞ ≤ µ
′ < µ.
Let η > α and ρ > σ > 0 be such that δµ > η + σ. Then for every t ∈ [0, η) and x ∈ Bk(y, σ) ∩ Yθ
we have Bk(x, t) ⊂ Bk(y, η + σ), which implies
φ(t;Sθ,β′ , x) = co{Sθ,β′(Bk(x, t))} ⊂ co{Sθ,β′(Bk(y, η + σ))} =
= φ(η + σ;Sθ,β′ , y),
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Since η + σ < δµ, we have
‖φ(t;Sθ,β′, x)
−1‖∞ ≤ µ, ∀ t ∈ [0, η), (4.68)
and by this inequality, we obtain
δ(µ;Sθ,β′ , x) ≥ η > α, ∀ x ∈ Bk(y, σ) ∩ Yθ. (4.69)
By (4.69), whenever x belongs to Bk(y, σ) ∩ Yθ,
∆θ(x) = sup
β∈Vθ(x)
δ(µ;Sθ,β, x) ≥ δ(µ;Sθ,β′ , x) > α. (4.70)
Therefore y is an interior point for the set {y ∈ Yθ : ∆θ(y) > α}. By the arbitrary choice of y, and
θ, we have proved the introductory assertion on the collection of sets. Now we proceed to get the
same conclusion on ∆.
To simplify the presentation, for every ω ∈ Ω, we denote with Θ(ω) the set whose elements are the
indexes θ ∈ Θ which satisfy ω ∈ Ωθ.
Let ω ∈ Ω, such that ∆(ω) > α, then we find θ′ ∈ Θ(ω) such that ∆θ′(fθ′(ω)) > α. The previous
discussion implies the existence of an open neighborhoodN of fθ′(ω) contained in Yθ′ where ∆θ′ > α.
Consider
N ′ := {ω′ ∈ Ωθ′ : fθ′(ω
′) ∈ N},
Obviously ω ∈ N ′ and N ′ is open in Ωθ′ , because of the continuity of fθ′ , then it is also open in Ω:
in fact Ωθ′ is supposed to be open in Ω. Then we have
∆(ω′) = sup
θ∈Θ(ω′)
∆θ(fθ(ω
′)) ≥ ∆θ′(fθ′(ω
′)) > α, ∀ ω′ ∈ N ′. (4.71)
Actually for every ω′ ∈ N ′, θ′ ∈ Θ(ω′). The relation (4.71) shows that ω is an interior point of
{ω ∈ Ω : ∆(ω) > α}. Being ω arbitrary, ∆ is l.s.c. on Ω.
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