Unbiased global illumination methods based on stochastical techniques provide photorealistic images. However, they are prone to noise that can only be reduced by increasing the number of processed samples. The problem of finding the number of samples that are required in order to ensure that most observers cannot perceive any noise is still an open issue. In this article, we address this problem focusing on visual perception of noise. However, rather than using known perceptual models, we investigate the use of learning approaches classically used in the field of Artificial Intelligence. Hence, we propose to use such approaches to create a model which is able to learn which image highlights perceptual noise. The learning is performed through the use of a database of examples based on experimentations of noise perception with human users. This model can then be used in any progressive stochastic global illumination method in order to find the visual convergence threshold of different parts of an input image.
Introduction
Stochastic global illumination methods have been proposed for over 20 years in order to provide an accurate simulation of high photo-realistic rendering. These methods are generally based on the Path Tracing method proposed by Kajiya [1] , in which stochastic paths are generated from the camera's point of view towards the 3D scene. Since paths are chosen randomly, the gathering of light can change from one path to another generating high frequency color variations through the image [2] . However, the Monte Carlo theory ensures that this process will converge to the correct image when the number of samples, i.e. the paths, grows. However, no information is available about the number of samples required for the image to be visually converged. Indeed, the common final goal of these images is their analyze by the human visual system (HVS) which is very powerful. It requires numerous complex components of the human eye and brain sensitive to different kinds of properties, including contrast, spatial frequencies, shapes and colors. All this information is used by the brain to build a significant representation of what has been perceived. However, the HVS also has sensitivity limits. It carries out a fascinating strategy of compression and sensitivity thresholds. Therefore, we do not perceive equally all components of our environment, some parts of the visual information keep all our attention, while others are automatically and effortlessly ignored. As a consequence of these limits and of the high computational cost of global illumination algorithms, perception-driven approaches have been proposed. The main idea of such approaches is to replace the human observer by a computer vision model. By mimicking the HVS, such techniques can provide important improvements for rendering, and used for driving rendering algorithms to provide visually satisfactory images and focus on visually important areas [3, 4, 5, 6, 7, 8, 9] .
Most models based on the HVS provide interesting results, but are complex and still incomplete due to the internal system's complexity and its partial knowledge. Hence, generally, these models require relatively long computation times and are often difficult to use and to parameterize. Therefore, we investigate in this article the use of learning methods in order to improve these models. More specifically, we focus on the use of supervised learning in order to automatically detect the presence of noise in Path Tracing based methods. The learning is performed by using experimental data obtained from human users, which provides a model that can be used in progressive Path Tracing where sets of samples are progressively added. The model built is then interrogated after the computation of each sample set in order to know whether noise is still perceptible.
The remainder of this article is structured as follows. We review previous work on perceptual models and perception-driven rendering techniques in section 2. Then, in section 3, we summarize learning methods and present the one proposed. The different stages of our approach are described in section 4, and section 5 analyzes the problem of finding good inputs for the learning stage. Section 6 presents our results and comparisons with previous approaches. Then, the robustness of our model is investigated in section 7. We conclude the article with a discussion about the work presented and its future perspectives.
Perception overview

Perceptual models
Considerable research efforts have been devoted to understanding and simulating the human visual system behavior. This research showed that the HVS can fail to perceive certain physical inaccuracies and be very particularly sensitive to others [10, 11, 12, 5, 13, 8, 14] .
Various perceptual models have been proposed. Some models use perceptual quality metrics that modulate the capacity of the visual system to detect differences between images. For example, the Visible Differences Predictor (VDP) model [10] predicts the probability of detecting differences between two images. It is based on frequency decomposition that extracts visual properties such as sensitivity to contrast and orientations. The Sarnoff Visual Discrimination Model (VDM) [15, 11] is also a well-known image comparison metric based on a set of complex sub-models that simulate several aspects of the human visual behavior. The VDM generates a visible differences map between two images, called Just Noticeable Difference (JND) for images corresponding to a probability of 75% that the differences are perceptible by the HVS.
Another kind of perceptual model is based on visual attention sights. Visual attention is the process of selecting a portion of the available visual information for locating, identifying or understanding objects in an environment. It allows the visual system to process visual inputs preferentially by shifting attention about an image, paying more attention to salient locations and less attention to unimportant regions [12, 16, 5, 9] . Recently, Wang et al. [17] proposed a para-boosting classifier that applies several saliency models to generate an improved saliency map.
Applications
By taking into account one or more characteristics of the human vision system, new perceptually-based techniques have been developed for rendering algorithms. The goal of such as techniques is to perform direct computations to achieve perceptual accuracy. In addition, the exploring of the HVS limits can considerably improve the rendering time by saving calculations in regions where the viewer is not able to detect differences between the refined image and the one built using a standard global illumination method.
Myszkowski [3] used the VDP principle to provide quantitative measures of perceptual convergence by predicting and estimating the perceivable differences between intermediate and final images. A similar approach was proposed by Takouachet and co-authors [18] , where the VDP is used for estimating the differences between the initial very noisy image and the successive images of the progressive rendering process. In both approaches, the VDP only operates on the luminance channel and is costly to computed.
Yee [19] has proposed an improved version of the VDP in the same way as Ramasubramanian et al. [20] , by discarding the orientation computation when calculating the spatial frequencies. These authors also extended the VDP by including the color domain in computing the differences between the images. This new version of the VDP increases the speed over the full VDP, which is especially observed when applied on a large set of images.
Pattanaik et al. [21] have introduced a new visual model for realistic tone reproduction. The suggested model is based on a multiscale representation of the luminance, pattern and color processing in the human visual system. The model takes into account changes in threshold visibility, visual acuity and color vision depending on the level of illumination in the scene under analysis.
Farrugia and Peroche [6] proposed a perceptually-based rendering method in which the rendering accuracy needed per pixel is adjusted according to a perceptual adaptive metric based on the Multiscale Model of Adaptation and Spatial Vision suggested in [21] . Various visual attention models [22, 23, 24] have been adapted in order to accelerate the global illumination computation in dynamic environments [10, 11, 15] . These models are used to estimate where computational efforts should be spent during the lighting solution. The rendering systems devote then more time to calculate the observed regions of interest.
Yee et al. [4] improved the bottom-up model of visual attention proposed by Itti and Koch in order to accelerate the global illumination computation in dynamic environments. The authors use an initial lighting approximation of the final image and apply the used model of visual attention with the addition of motion to locate important zones in an image. Hence, it is combined spatiotemporal sensitivity with a saliency-map to generate a spatiotemporal error tolerance map. This map, which is designated as Aleph Map, is then used to indicate where the computational efforts should be made during the lighting solution.
Advantages and drawbacks
Perceptual models are of great interest in Computer Graphics since this field of research is concerned with images that have to be visually analized. However, as aforementioned, the HVS is intricate and composite. Therefore, the majority of the perceptual models that have been applied in Computer Graphics have been simplified and/or modified relatively to the original models and to the "reality".
By taken into account the fact that the value of some parameters of Daly's VDP are unknown, Myszkowski [3] had to initialize and calibrate them in order to be usable in global illumination methods. Yee [25] proposed an abridged VDP version by removing some of the more expensive computations of Daly's algorithm and replacing them with approximations. Similar VDP simplifications were also proposed in [20] . The related original models were validated by neuro-biological and psychophysical studies; however, not all of the adopted simplifications and modifications were validated. For example, Longhurst and Chalmers [26] have shown through experimental results that the VDP does not always give accurate responses. The same issues arise for the saliency models [22, 23, 12] , since their use in Computer Graphics has required some additional features, e.g., spatiotemporal sensibility as in [4] , or modifications [9] .
Learning methods
Learning methods, or machine learning, concern algorithms that are able to automatically improve their results over time. This improvement can be performed through results stored in databases, data produced by other programs or even by using the previous outputs of the used learning methods [27] . Over the last 50 years, Artificial Intelligence has provided many algorithms that are able to learn complex problems, including Artificial Neural Networks, Genetic Algorithms, Reinforcement Learning and Bayesian Learning. Recently, some research has been devoted to explore the potential of learning in Computer Graphics applications [28, 29, 30, 31] . Ren et al. [29] developed an image-based lighting model using neural networks. The authors applied an Artificial Neural Network (ANN) built from a small set of images to approximate light transport matrix as non-linear function of light source position and pixel coordinates. Nalbach et al. [30] proposed a high performance Convolution Neural Network (CNN) based screen space shader. These authors developed the CNN to synthesize and combine various visual features from a pixel-attributes map. In 2017, Satỳlmỳs et al. proposed an ANN-based model (CNN) in order to simulate sky illumination conditions with low requirements in terms of computation time and memory. Their model can be trained using either analytical or capture based inputs.
Our main goal in this work was to study and develop a logical component that should produce the same answer as a set of observers present relatively to noise present in images; particularly, the component should be able to classify images as noisy or not. In line with this, we tackled our problem as classification problem. CNN-based learning is particularly suitable for problems with invariant features, but is highly computational demanded. On the other hand, Support Vector Machine (SVM) based classifiers, which fail to learn complex invariances, produce good separator decisions in many classification problems with low computational demands [32, 33] . For this reason, we studied the use of a SVM based classifier as this type of learning techniques appeared to be suitably for our classification problem.
Support vector machines [34] are part of a set of supervised learning methods for regression and classification problems. SVMs compute hyper-planes that provide an optimal separation of data. Linear SVMs are known to be maximum margin classifiers. They also minimize classification errors. A main property of SVMs is their ability to work with large dimensional problems and to find complex separation planes: if the problem is not separable in the current space, the data can be projected in larger spaces where the separation could be easier by using kernel functions.
The advantages of such SVMs based approaches are that they can rely on real cases, meaning that the learning can be performed directly through the use of experimental data. They have also been shown to be robust, which is of great interest in our case when the images to be analyzed are not part of the learning image set. Finally, they are fast to use once the learning has accomplished. However, two main drawbacks of these approaches can be highlighted. On the one hand, the data that should be used in the learning step have to be carefully chosen in order to the model learn what is expected. On the other hand, these kinds of approaches provide a "black-box" model: it gives good answers, but it is often difficult to perceive how it learned and exactly what it learned.
Noise perception
Unbiased Global Illumination (GI) methods use randomly chosen paths for sampling the illumination of visible objects. This process generates stochastic noise that is commonly perceptible to human observers. A posteriori image denoising techniques are largely present in the literature [35, 36, 37, 38] . However, noise estimate models built from images are more complex. Some approaches exist using global measures such as Signal-toNoise Ratio (SNR) [39] for quantifying noise in images. SNR is defined as the ratio of the mean pixel value to the standard deviation of the pixel values. Some other models focus on noise estimates [40, 41] . These models are based on basic functions of noise distributions like additive white Gaussian noise used in Information theory to simulate imperfections comes from many natural sources. However, in GI algorithms, noise is a stochastic process that arises from an unknown random distribution function. In 2015, Khademi et al. [28] proposed a supervised learning algorithm for fast filtering Monte Carlo noise. The authors trained a multilayer perceptron neural network coupled with a matching filter to learn the complex relationship between the noisy input scene data and the best filter parameters. However, these techniques are purely mathematical and do not take into account any properties of the HVS.
Recently VDP-based approaches [3, 18] have been applied for detecting perceptual noise in progressives GI methods. Even if the VDP is an HVS model, its application remains costly in terms of computation time. Furthermore, the VDP is not devoted to noise perception, it integrates all kind of differences between two images.
To our best knowledge, there is not any model able to detect and quantify stochastic visible noise in an image. The different steps of our approach proposed to overcome this problem based on supervised learning are described in the following section.
Overview
Our main goal is to mimic the human visual detection of noise in images using a model that has learned to detect this feature. We are interested here in supervised learning; that means that, initially, we have to provide to the model some examples of what we consider to be noisy images and noiseless images. Thus, the first part of our approach is to generate a database of examples and to teach the model about human judgment, i.e. noisy or not noisy image, using the chosen learning method. Hence, based on all imputed training examples, the chose learning method generates a model (left part of Figure 1 ) that is then used on the images to be analyzed, i.e. classified (right part of Figure 1 ). 
Data acquisition 4.2.1. Image dataset
The data used to build our model are images of globally illuminated scenes. We used as a first approach a Path Tracing with next event estimation [42] , which computes several images from the same point of view by adding successively N new samples for each pixel. For each scene and each point of view, we thus have several images available, the first ones being very noisy, and the last ones being converged.
In our experiments, the images were computed at 512 × 512 pixel resolution, the number of additional samples between two successive images was N = 100 and 12 scenes were used. The largest number of samples per pixel was set to 10, 000, which appeared to be sufficient for generating visually converged images. All used images were tone mapped from the computed high dynamic range (HDR) values to low dynamic range (LDR) images using Reinhards tone mapping operator [43] . Figure 2 presents 6 of the scenes that were used during the model's learning stage. The used images address different illuminations, and various geometrical and texturing complexities. The remaining 6 scenes (see Appendix A) were used for validation purposes as is described later.
Acquiring users' data
Because we have to teach which image is noisy to the learning method, some experiments were necessary in order to determine the visual noise threshold for each image. However, considering the entire image for noise thresholding has two main drawbacks: On the one hand, it requires learning methods to work on very large datasets, which has been experimentally shown to reduce their learning efficiency. On the other hand, the noise is generally not equally perceived by human observers from different parts of an image; noise thresholds are thus different for each location in each image and the use of a global threshold would reduce the efficiency of the approach by requiring the same number of samples to be processed for each pixel in the image. Therefore, we defined a simple protocol in which pairs of images are presented to the observer. One of these images is called the reference image, and was computed with N r = 10, 000 samples per pixel.
The second image, the so-called test image, is built as a stack of images, from very noisy ones above to converged ones below: by calling N t,i the number of samples in the stack's image i, with i = 0 at the top of the stack and i = max = N r at its bottom, we therefore, ensure the property ∀i ∈ [0, max] : N t,i < N t,i+1 ≤ N r . Each of these images is opaque and virtually cut into nonoverlapping sub-images of size 128 × 128 pixel. Hence, for our 512 × 512 pixel test images, we get 16 different sub-images for each of the stack's images.
During the experimentations, the observer is asked to modify the quality of the noisy image by pointing the areas where differences are perceived between the current image and its reference one. Then, each point-and-click operation causes the selection and the display of the corresponding t + 1 level subimage, reducing visually the noise in this images sub-part accordingly. This operation is done until the observer considers that the two images are visually identical. Note that for reducing experiment artefacts, this operation is reversible, meaning that an observer is able to go down or up into the image's stack. The pair of images that is presented to the observer is chosen randomly, but we ensure that each pair is presented twice. Obviously, the sub-image grid is not visible and all the observers preformed the experiments under the same conditions, including the same display with identical luminance tuning and the same illumination conditions.
The results were recorded for 33 different observers and we computed the average number of samplesÑ that were required for each sub-image to be perceived as identical to the reference one by 95% of the observers. We obtained experimentallỹ N ∈ [1441, 6631], often with large differences between different parts of the same image, Figure 3 . Fig. 3 . On the left, an example of the sixteen 128 × 128 pixel sub-images of an image used during the experimentations with human observers; on the right, the grid drawn with the average number of samples required for 95% of the observers to consider that the corresponding sub-image is not noisy.
Model building process
The experimental dataset can now be used for training a learning method to recognise noise in images. In the training protocol, we experimented image pairs; hence, pairs of sub-images were provided for the method: a sub-image known as reference and one of the test sub-images, Figure 4 . Then, a third piece of information was combined with the sub-images: a binary value stating whether the two sub-images are considered as identical or not. All pairs of sub-images (S re f , S n ) from the images shown in Figure 2 were thus successively provided for the learning method, with S re f being the reference sub-image and S n the corresponding potentially noisy sub-image computed with n samples per pixel (n ∈ [100, 10000] by step of 100). According to the six full images presented in Figure 2 and their 16 sub-images, we were able to provide 9, 600 pairs of sub-images for the learning model. This ensured a sufficient training dataset since SVMs are known to be efficient even on small sized example datasets. Ideally the reference sub-image should be the converged one. However, while using of the model in an iterative GI algorithm, this converged image is obviously not available. Thus, the reference used in both steps, i.e. learning and noise detection, is a quick ray traced image of each scene which highlights the same main features as the converged image: shadows, textures, reflections, etc. Note that the thresholds acquisition step uses the true converged images in order for observers to focus on noise and not on any other differences between ray traced and path traced images.
The library S V M light was used for in our SVM-based experimentations. This library is an implementation of Vapnik's Support Vector Machine [34, 44] for problems of pattern recognition, regression, classification and for the issue of learning a ranking function.
In practice, each sub-image to be used is transformed into a 128 × 128 vector of luminance (one luminance per pixel), with noise being mainly characterized by luminance rather than chromaticities. The two vectors are provided to the SVM with the class the two images belong to: identical or different.
SVMs can be used with different kernels, for example, based on linear, polynomial or radial basis functions (RBF), which are used for projecting data into multidimensional spaces. RBF kernels are defined as:
, γ > 0, where x i and x j represent the values of the input space and C, γ are kernel parameters. It can be noted that parameter C in SVMs does not directly appear in the SVM kernel function. In effect, SVM returns the maximum margin for the linearly separable datasets in the kernel space. By cons, the data may be not linearly separable making the SVM problem unsolvable in the kernel space. To be solved, the nonlinear SVM problem can be formulated as a quadratic optimization problem subject to linear constraints. The idea is to map the datasets to a higher dimensional space using the kernel function, then solving it using some penalty parameter C. The datasets can then be linearly separated by allowing some misclassification error cost C for the samples violating the maximum margin.
This kind of kernel is widely used for the reduced set of parameters that have to be tuned because they provide robust learning models for many non-linear classification problems [45, 46, 47] . Nonetheless, we studied the use of several of those kernels and found that RBF kernels provided the best results using parameters C = 2 and γ = 2. The achieved classification accuracy was of 97.98% with a high number of support vectors, which is a good indicator of the learning model's efficiency.
Evaluation protocol
Once the training process has been performed, we obtain a model that is expected to identify whether a sub-image is noisy or not. In order to evaluate the capabilities of the model built, we use both training images and certain images that were not used in the training process (see http://www-lisic.univlittoral.fr/∼delepoulle/CAG2017/cag.html). We submit a pair of sub-images, designated as reference and test images, to the model which returns the probability P that the two images are identical or different. In our experimentations, we considered that two input images are identical when the model returns P ≥ 90%. Hence, the computational results obtained can be compared to those resulting from experimentations with human observers.
In our first approach, we trained the SVM classifier using pairs of the original sub-images without any pre-processing ( Figure  4 ). This first training protocol returned P ¡ 23%, which means that the process failed to efficiently model a separator function. Furthermore, the classification appeared to be done not only based on the noise, but mainly based on the "geometric" content of the input images, i.e. parts of scenes that are "geometrically" similar are classified in the same manner, independently of being noisy or not. For example, some sub-images of the scenes Oculist, Baker and Ironmonger are considered as belonging to the same class, whether the images are noisy or not.
Modifying the model's inputs
Unfortunately, the results obtained with our first approach were clearly far from the human perception of noise. The problem is to find a solution to separate noise from other image features in order to be able to provide better information for the learning method. Our solution to make the notion of noise more explicit relatively to other properties of the images was to filter the original images using a noise mask and then re-train the SVM classifier on the resultant noise mask data instead of the original images.
Converting the images: Noise mask
The noise generated by stochastic GI methods can be characterized by high frequencies between values of adjacent pixels. In order to obtain a better characterization of noise, we propose converting each image into the frequency domain using the Noise Mask, which is commonly used in satellite imagery to denoise images [48, 49] . The use of a blur mask on an input image enhance the details and reduced the noise of the image; hence, the suggested process has two steps: Firstly, a blurred image is computed from the original image using a 3 × 3 Gaussian convolution with a convolution coefficient σ ∈ [0.3, 1.5]. Then, the corresponding noise mask is obtained by computing the difference between the original image and the blurred one, Figure 5 . The noise is reduced by subtracting α times the noise mask from the original image:
with α ∈ [5, 50] being the mask weight, which in common applications is equal to 30.
In this work, we were not interested in denoising the input images, but rather locating the areas where noise affects the images. Thus, we evaluated the use of the noise mask as the converting tool for the reference and test images that are subject to the learning process. 
Experiments
We applied our approach in a progressive path tracing algorithm where N new samples are added at each iteration to unconverged sub-images (with N = 100). The suggested approach uses two input images, the current sampled image, designated as test image, and the ray traced one, designated as reference image. Only the test image is changed progressively depending on the rendering step. At the first iteration of the rendering process, the reference and the test images are calculated and divided into 16 (128 × 128 pixel) sub-images, Figure 6 . Then, a noise sub-mask is computed for each of the sub-images. Next, each pair of sub-masks, i.e. the sub-mask from the test subimage and the sub-mask from the ray traced one (reference subimage), are subjected to the learning model. Then, the model is asked whether each new sampled sub-image is still noisy. According to the model's answer, we then decide to add new samples or to stop computing for the corresponding sub-image as it is supposed to be visually converged. At the end of the process, the final image is assembled from the 16 converged sub-images. Note that questioning the model is very fast process, requiring only few milliseconds in a common computer.
Results
Noise thresholds
The rendering was performed on our 12 test scenes and the number of samples required for each sub-image was recorded.
These values could then be compared to the experimental data presented in Section 4.2.2
In Table 1 , are indicated the average number for samples per pixel of each entire image, i.e. scene, obtained in the experiments based on human observers and also by the computational model. From the results in Table 1 , it can be concluded that the computational model obtained values very close to to experimental thresholds obtained with the human observers both for scenes used in the learning of the model (the first 6 cases) and for scenes that the it never learned with.
Scene
Exp Figure 7 shows detailed results per sub-image for a scene that has not been used in the learning stage of our model. The first number indicated for each sub-image represents the average number of samples per pixel required for 95% of the human observers to see the sub-image as not noisy. On the other hand, the second number indicated is the number of samples processed by the computational model, which represents the stopping threshold for the iterative path tracing algorithm. These results confirm again that the stopping thresholds are generally very close to corresponding experimental values.
Comparison with previous work
Previous works attempted to discover how to efficiently stop the Path Tracing based methods. In [3] and [18] , the authors suggested the VDP for identifying when noise is visually not perceptible. We compared the results of our approach with the ones found by these two approaches. Note that these approaches work by analysing the content of the entire image; hence, for simplicity of comparison, we compute the average number of samples per pixels required by our approach by averaging the thresholds of each sub-image. The results obtained for some of the input scenes by the experiments based on human observers, the suggested computational model, and the referred previous models, are represented in Figure 8 .
It can be deduced from Figure 8 that the average number of pixels required by the suggested computational model was always lower than the ones required by the previous approaches. Furthermore, the suggested model has the advantage of working on sub-images allowing therefore, a better distribution of the computation load. Actually, the approaches proposed in [3] and [18] require the use of the VDP, which is generally more costly to compute than the questioning of the model performed in our approach.
Generalization and robustness
Our approach is based on supervised learning, which involves, on one hand, difficulties to really understand what and how the learning occurred and, on the other hand, the use of an inevitably reduced set of examples. Therefore, we have assessed the generalization and robustness of the proposed approach.
Noise sensitivity
Both learning and tests were initially carried out with a PTWNE method. Hence, a question that can arise is whether the model built is able to identify noisy sub-images when these images are computed with another unbiased method. Therefore, we used our model as a "post-process" of the open-source LuxRender [50] software using its Metropolis Light Transport (MLT) [51, 52] approach capabilities. Contrary to path traced algorithms, the Metropolis algorithm avoids repeating the sampling process several times for each pixel. To initialize this algorithm, it is only necessary to trace one or two rays per pixel from the point of departure, i.e. the eye or the light source. Veach and Guibas used the principle of bidirectional path tracing [51, 53] to initialize the sampling, being the rays sampled from the eye and the source simultaneously, but the use of other methods is also possible. Then, new paths are generated by applying modifications, i.e. mutations, to the positions of a current path in order to explore its proximity. Indeed, mutations produce new random sequences of accessible states, i.e. Markov chains, from the current path. Sampling is performed by focusing on regions with high probability density, which correspond to the most important regions presented.
We used the open-source LuxRender [50] software according to the computation process described in Figure 6 . The only difference is that the Metropolis approach does not ensure a fixed number of samples per pixel, but rather an average number of mutations per pixel for the entire sub-image. The computation loop in Figure 6 was thus slightly modified in order to ask MLT to add an average number of M mutations per pixel (we used M = 50 in our tests) for the sub-image under computation. At the beginning of the computation process, the whole image is rendered; then, the learning model is applied independently on each of the sub-images to detect the noise. If a subimage still contains perceptible noise, the MLT algorithm is asked to add an average number of M samples per pixel. Figure 9 presents results that were obtained for a view that was not used in the learning stage of the computacional model nor seen by the human observers before.
Since the experimental threshold values were measured for the PTWNE method, there is no relevant interest in comparing them to the thresholds provided by our approach applied to MLT. Hence, the validation was performed using a new experimentation involving users, as described in section 7.2. The view shown in Figure 9 is part of the set of views that were used during this experiment, whose related thresholds were validated by more than 95% of the users. Similar results were obtained for other views computed with MLT. Note that these results were obtained with the same model previously used in the PTWNE tests, i.e. it was not performed any new training of the computational model using the MLT computed images. This highlights the fact that the proposed model appears to be robust enough to Myszkowski's models: results obtained using the models proposed in [18] and [3] , respectively). work efficiently with other unbiased algorithms.
Validation by users
In order to ensure that the images built from the independently computed sub-images are not visually affected and that the goal of finding a correct convergence threshold has been reached, we carried out a second experimentation with human users. The objective was to evaluate the sensitivity of the observers to noise in images assembled from the thresholds obtained by our computational model when it is driven by another unbiased algorithm than PTWE. This sensitivity was then compared to the one obtained with over-converged or very noisy images.
Several pairs of images belonging to three different classes were successively presented to the users:
• the reference class: the two images were the overconverged images computed with 10, 000 samples per pixel for PT images, or an average number of 10, 000 mutations for metropolis based images;
• the test class: one image was selected from the reference images and the other was the corresponding image built from sub-images considered as converged by our model;
• the noisy class: one image was selected from the reference images and the other was built from the sub-images that were obtained for 30% of the convergence threshold, which was found by dividing the number of samples required for convergence.
The pairs of images were presented to the users in random order, and each user was asked to decide whether the two images under comparison are identical or not. A total of 18 × 3 pairs of images were used, 13 pairs computed using the PTWNE method and 5 pairs using the LuxRender software based on the MLT algorithm, and 21 users took part in the experiment. The results obtained are presented in Table 2 . From the data in 
User sensitivity
The results presented were obtained based on a training database built from experimentations performed with computer science students. These students do not have any specific knowledge awareness with regard to computer graphics. We were therefore, interested in knowing whether computer arts people would perceive noise in the same sub-images and the difference in accuracy in their perception. Thus, we performed the same experiment, as described in Section 4.2, with students of a computer arts school. The results we obtained show that their sensitivity to noise is greater than of "classical" people. As a consequence, the noise thresholds were higher than those previously obtained. However, the results remain coherent with the previous ones; using a simple regression, we obtained for all the tested sub-images with a correlation coefficient of 0.78:
with T hreshold old being the threshold obtained with the experiment described in Section 4.2 and T hreshold new the one obtained with computer arts students. This findings allows that final users of our approach can easily adjust the threshold sensitivity of the computational model according to the target audience.
Computation time
The building of the proposed model requires the computational processing of a large number of sub-images, which took here around 4 hours using the S V M light library. However, this process is done offline and only once, being the resulting model ready to be applied on any computed image. Questioning the built model to know whether a sub-image is still noisy, requires only 0.038 seconds on a Intel Pentium R at 2 Ghz based computer. This is a very low additional computation time, even when repeated several times during the convergence of the underlying algorithm. Another additional requirement of our approach lies in the computation of the ray tracing reference image used. According to the view and the scene, this image requires between 1 and 10 minutes of additional computational time. However, this reference image needs to be computed only once, and its computation time is still moderate when compared to the number of hours required by the PTWNE and MLT algorithms to converge when applied on the same test scenes.
Conclusion
Path Tracing based methods provide unbiased and realistic images; however, these methods converge slowly, highlight noise during the convergence process, and should be stopped only when noise is no longer visually perceptible. Methods mimicking the Human Visual System could be interesting for this purpose, but are generally complex and difficult to develop and parametrize. In this article, we investigated a new approach based on a supervised learning technique for simulating noise perception in computed images. Our results are very promising since the stopping values provided by the computational model built are generally very close to the thresholds humanly defined. Additionally, it appears to be relatively robust, as it provides good values even for views that were not part of the learning dataset, or obtained using an illumination algorithm whose results were not learned by the model. Furthermore, it is simple and very fast once the learning step has been done.
Future work will investigate a solution to avoid the use of a ray traced reference image; for example, by using a new noise descriptor instead of the noise mask used here. On the one hand, this will simplify the use of our approach and, on the other hand, this would allow the model to handle highly indirect lighted environments more easily. Indeed, ray tracing images for such environments generally provide dark images whose use as reference images does not lead to efficient results. Another interesting problem to tackle would be on reducing the size of the used sub-images in order to decrease more efficiently the total number of required samples. However, this raises the issue of acquiring the corresponding experimental thresholds, which could be difficult. Our computational model gives good results when used with the PT and Metropolis global illumination algorithms, and we think that it will be also interesting to evaluate its efficiency when applied with other algorithms such as the Bidirectional PT algorithm. To further assess the generalization of our approach, it is required its application on a very large set of test images, which is always difficult to obtain because of the time required for modeling and scene rendering. As a solution to this difficult, we plan to develop a web interface devoted to the exploration of our model. This would allow that anyone can fully experience the results of the model on his/her own images, and also the continuous improvement of the computational model by providing to the model new learning data. Another interesting future work can be the application of CNNs algorithms to generate noise maps quantifying the noise value per pixel of input images. Figure 10 presents the six additional images that were only used here for testing purpose. Note that these images correspond to a total of 16 × 6 = 96 sub-images. Fig. 10 . The six scenes used for testing the learning models.
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