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SUMMARY
Today’s Enterprise IT infrastructures, systems and applications are more dis-
tributed, more dynamic, more inter-related, and more complex than ever. Certainly,
often, this has accelerated the pace at which the business is conducted by such enter-
prises but it has also introduced substantial complexity into enterprise IT fabrics. The
fallout from this growing complexity is the increasing inability of human administra-
tors to manage systems and keep them operational, which can translate to additional
downtime or unexpected outages, violation of Service-Level Agreements (SLAs), and
failure to comply with regulations. One outcome has been new industry initiatives to
increase the levels of automation and improve system manageability, termed ‘Auto-
nomic Computing’, ‘Adaptive Enterprise’, ‘Dynamic Systems Initiative’, and similar.
Their common goal is to build systems that (1) provide primitives that facilitate the
implementation of self-management capabilities, and (2) use automated methods to
manage themselves based on higher level goals or directives.
Implementing self-management for enterprise systems is difficult. First, the scale
and complexity of such systems makes it hard to understand and interpret system
behavior or worse, the root causes of certain behaviors. Second, it is not clear how
the goals specified at a system-level translate to component-level actions that drive
the system. Third, the dynamic environments in which such systems operate requires
self-management techniques that not only adapt the system but also adapt their own
decision making processes. Finally, to build a self-management solution that is accept-
able to administrators, it should have the properties of tractability and trust, which
allow an administrator to both understand and fine-tune self-management actions.
This dissertation work introduces, implements, and evaluates iManage, a novel
xiii
system state-space based framework for enabling self-management of enterprise-scale
systems. The system state-space, in iManage, is defined to be a collection of mon-
itored system parameters and metrics (termed system variables). In addition, from
amongst the system variables, it identifies the variables of interest, which determine
the operational status of a system, and the controllable variables, which are the ones
that can be deterministically modified to affect the operational status of a system.
Using this formal representation, we have developed and integrated into iManage
techniques that establish a model relating the variables of interest and the control-
lable variables under the prevailing operational conditions. Such models are then
used by iManage in two distinct ways to facilitate self-management:
1. in the event of SLA violation, suggest an assignment of values to controllable
variables (termed action) that ensures SLA compliance; and
2. determine per-component ranges for controllable variables, which if indepen-
dently adhered to by each component, lead to SLA compliance.
To address the issue of scale in determining system models, iManage makes use of
a novel state-space partitioning scheme that partitions the state-space into smaller
sub-spaces thereby allowing us to more precisely model the critical system aspects.
iManage uses probabilistic techniques to create micro-models for each partitioned
sub-space, where such micro-models can evolve with time and encode the relationship
between the variables of interest and the controllable variables. Our chosen modeling
techniques are such that the generated models can be easily understood, augmented
and modified by the administrator. Furthermore, iManage associates each proposed
self-management action with a confidence-attribute that determines whether the self-
management action in question merits autonomic enforcement or not.
Beyond presenting the iManage self-management framework, this dissertation also
xiv
describes our earlier work on enabling self-management for an important class of en-
terprise systems - the enterprise information systems used to drive the daily operations
of large corporations. First, when using Dynamic Overlays to realize enterprise-scale
data-flows, it is apparent that in critical enterprise settings like ours, the criteria that
determine the utility of a certain flow or system configuration may not be attainable
bandwidth or end-to-end delay, as assumed in both our earlier research and in most
related work. Instead, it is net business-utility that is of primary concern to the
enterprise. However, when using Utility-driven Methods for self-management, simple
functional formulations of utility like those used in earlier work[8, 49] are difficult to
obtain, as evident from both our past work in the real-time domain and from our in-
teractions with industry collaborators at Delta Air Lines and Worldspan. The result
is a need for new ways to align the governance of enterprise systems with higher-level
business goals and directives. The iManage framework does so by modeling the en-
terprise system and then using this model to determine from higher-level goals and
directives the lower-level actions that can be used to achieve the goals, while keeping
the administrator in the self-management loop.
The iManage framework has been evaluated using both simulations and testbed
experiments. Simulation experiments are carried out with a novel simulator capable
of simulating distributed systems built with service oriented architecture (SOA). The
simulator is equipped with functionality that allows it to create a distributed network
of nodes and network-links, instantiate services on the nodes, and attach clients to
the simulation that generate and consume events. The simulator can be run for a
pre-specified amount of time, while recording the state-space variables at regular in-
tervals. The controllable variables associated with the system being simulated can be
changed at simulation run-time to enable self-management. Simulation experiments
demonstrate that the techniques proposed as part of the iManage framework can scale
to systems with a large number of state-space variables and that the micro-models
xv
constructed for sub-spaces are more accurate than monolithic models constructed
for the entire state-space. Testbed experiments are conducted using the well-known
application benchmark, RUBiS [60], with each component hosted on a different vir-
tual machine. The experimental setup provides the capability to monitor the various
state-space variables and the capability to modify the CPU and memory allocations
of the VMs, in addition to some other application variables like load-balancing fac-
tor, number of threads, etc. Our experiments show that iManage’s techniques are
not only able to determine the controllable variables to be modified in case of a SLA
violation, but are also able to suggest, with some probabilistic guarantee, new values




‘If we don’t get a handle on complexity, it will stop the expansion.’
- Paul Horn, Senior Vice President, IBM Research
It is not a revelation that computing systems are getting more and more complex,
and if there exists something called the ‘complexity wall’, we are standing right beside
it. The growing complexity of IT infrastructures has begun to hamper the growth of
enterprises that have so far used them to expedite their growth. A recent survey by a
leading technology and market research company found that enterprises now devote
80 percent of their overall IT spending to maintenance and ongoing operations. In-
novation has taken a back seat and the enterprises are striving hard to keep the IT
systems up and walking (running will be an exaggeration). It is becoming increas-
ingly clear that administrators are having difficulties managing these systems, whose
behavior can be best described as ‘highly unpredictable’. To handle this complexity,
solutions must be found that facilitate the automated management of such systems
driven by high-level goals.
1.1 Enterprise Self-Management: The Issues
Implementing self-management for enterprise systems is difficult, and this research
identifies four important problems that need to be addressed to enable scalable self-
management for enterprise systems:
1. The Problem of Scale - the scale and complexity of enterprise systems makes it
hard to understand and interpret system behavior or worse, the root causes of
certain behaviors.
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2. The Problem of Complex System Modeling - it is not clear how the goals specified
at a higher level translate to lower-level actions that drive the system.
3. The Problem of Dynamism - the dynamic environments in which systems op-
erate requires self-management techniques that not only adapt the system but
also adapt their own decision making processes.
4. The Problem of Tractability & Trust - to make a self-management solution that
is acceptable to administrators, it should have the properties of tractability
and trust, which allow an administrator to both understand and fine-tune the
self-management actions.
1.2 Background
The problem of self-management is of interest both to industry and academia. Indus-
try efforts, which include the ‘Autonomic Computing’ initiative by IBM, the ‘Adaptive
Enterprise’ program by HP, and the ‘Dynamic Systems Initiative’ led by Microsoft, are
all targeted towards the ultimate goal of self-management. The increased activity by
these industry majors has made some significant contributions to the self-management
domain, which range from standardization of several interaction interfaces like error
logs, web-services, etc., to the enhancement of management suites like IBM’s Tivoli
and HP’s OpenView (now merged with Mercury)1 with capabilities that facilitate eas-
ier problem diagnosis, to the augmentation of existing enterprise software components
like databases and web-servers with certain self-configuration and self-optimization
capabilities. There has also been a substantial amount of activity in academia to
respond to growing system complexity by enabling technologies that assist in sys-
tem self-management. Researchers have successfully embedded limited self-managing
1IBM, HP, Microsoft, Tivoli, OpenView and Mercury are registered trademarks of their respective
owners.
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capabilities into subsystems like database backends [72], request schedulers for multi-
tier web services [15], and others. To complement such self-managing subsystems,
researchers have devised policy-specification language [21], developed novel model
building techniques [11] and created efficient monitoring schemes [4]. Similarly, there
has been substantial progress in automating specific tasks that are required for en-
abling self-management. A particular effort of note is the work on automated problem
diagnosis, presented in [19, 78]. The work focuses on using the monitoring data gath-
ered from a system to detect service level objective violations and correlating the
violation to earlier violations for gaining useful insights.
This dissertation contributes to the general domain of system management by
combining specific contributions like those listed above into a comprehensive frame-
work for managing complex systems. The remainder of this introduction describes in
more detail its purpose, goals, approaches, and outcomes.
1.3 Thesis Statement
Self-Management can Scale to Large Distributed Enterprise Sys-
tems with Complex Goals & Constraints.
1.4 Solution Approach: iManage
This dissertation proposes ‘iManage’ [48], a framework for enabling scalable self-
management of enterprise systems. The goal of our research is to develop abstrac-
tions and methods that help bridge the gap between (i) the specific progress made in
the general domain of self-management, like automation of well-defined subsystems
or specialized techniques for certain self-management tasks vs. (ii) the more general
challenges posed by managing more complex and/or larger IT infrastructures and
applications. Toward this end, iManage builds on such prior work for online sys-
tem management, adopts the use of online monitoring and behavior detection tools
and techniques [20], and endorses the use of Service Level Agreements (SLAs) for
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specifying the higher level goals. However, to also address the broader management
challenges posed by complex and dynamic IT applications and infrastructures, we
propose a novel representation of the system state-space, and we develop new tech-
niques for dealing with the problems of scale, complex system modeling, dynamism,
tractability and trust. Here, tractability refers to an administrator’s ability to un-
derstand current management actions undertaken by the system and to the system’s
ability to expose its reasoning for those actions.
1.5 Important Technical Contributions
To achieve the goal of system manageability the iManage framework makes the fol-
lowing contributions -
• A system modeling framework - iManage makes use of existing tools and tech-
niques to collect system parameters and metrics (collectively called system vari-
ables), but then organizes them into a single representation of the system state-
space and identifies which actions are available to change the system state.
• A scheme for reducing the complexity of the system model - since a typical
system model is too complex to be used or even properly constructed, our
tools provide mechanisms to partition the state-space into smaller units. These
micro-models allow us to more precisely model critical aspects of the system,
and to more effectively ensure conformance to service level agreements.
• Ability to handle dynamic systems - system models that are appropriate under
one set of conditions may become invalid as operating conditions and/or the
environment change. The multiple micro-models that constitute the system
model in iManage allow us to handle the heterogeneity in system behavior
caused by varying operating conditions. Additionally, the micro-models can
be more easily updated as compared to single monolithic models to handle
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dynamism.
• Techniques for quantifying our confidence in a system model - in order for our
system models to be useful, system administrator must be able to trust them.
iManage associates a confidence value with each proposed self-management
action, and allows the administrator to both understand and use this confidence
value when deciding whether to permit the system manage itself.
• Techniques for determining component-level SLAs - in general, managing a sin-
gle component is easier than managing a system composed of several com-
ponents. iManage provides techniques that can be used to decompose a given
system-level SLA to component-level SLAs [50], which if independently adhered
to, leads to SLA compliance.
Several of the ideas that form a part of this dissertation have evolved from our
earlier work on enabling self-management for enterprise information systems. Ex-
pressed as a natural sequence of events - the work started with the aim of enabling
self-management for enterprise information systems, which resulted in our research on
dynamic data overlays [46]. However, our further interaction with industry collabora-
tors Delta Air Lines and Worldspan, which had motivated much of that work, made
us realize that the enterprises are more interested in optimizing net-utility rather than
traditional metrics like minimizing bandwidth utilization or reducing end-to-end de-
lay, as assumed both in our earlier research and in much of the related work. To
address the issue, we designed and implemented, iFLOW, a new utility-driven mid-
dleware [49, 47, 45] with well-defined abstractions for describing information-flows.
The middleware also implemented the autonomic capabilities of self-configuration,
self-optimization and self-healing [14], which were totally contained ‘behind’ the ab-
straction. The outcome was utility-driven middleware that relied on the assumption
that one can express such a formulation for the system in question.
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The iManage framework substantially broadens the scope of our earlier work on
self-management in enterprise systems, in part by removing the need for the precise
formulation of system utility. This is important, because utility formulations are an
encapsulation of the system model in mathematical terms, but unfortunately, it is
not always possible to devise a useful and realistic formulation of utility for actual
large-scale systems. This dissertation, therefore, also presents alternative methods for
expressing high level objectives that can be decomposed into lower level ones upon
which management methods can act.
1.6 Organization of This Dissertation
The remainder of this dissertation is organized as follows:
Chapter 2 describes our work on self-managing dynamic data overlays to instan-
tiate and manage enterprise-wide information flows.
Chapter 3 presents the utility-driven approach to system self-management of
enterprise information systems.
Chapter 4 describes the iManage framework and its application to enabling
SLA-based self-management.
Chapter 5 describes the use of iManage framework to determine component-level
SLAs from a given system-level SLA.
Chapter 6 concludes by providing details on the lessons that have been learnt





Many emerging distributed applications must cope with a critical issue: how to ef-
ficiently aggregate, use, and make sense of the enormous amounts of data that is
generated by these applications. Examples include sensor systems [54], distributed
scientific processes like SkyServer [66], operational information systems used by large
corporations [30], and others. Middleware initiatives for such applications include
publish/subscribe systems like IBM’s Gryphon [65] project or related academic en-
deavors [25], or commercial infrastructures based on web services, based on technolo-
gies like TPF, or using in-house solutions. However, middleware that relies on cen-
tralized approaches to data aggregation suffers from high communication overheads,
lack of scalability, and unpredictably high processing workloads at central servers.
Our solution is to use in-network aggregation to reduce the load problems en-
countered in centralized approaches. This approach exploits the fact that data in
these applications is usually routed using overlay networks, such that updates from
distributed data sources arrive at their destination after traversing a number of in-
termediate overlay nodes. Each intermediate node can contribute some of its cycles
towards processing the updates it is forwarding, the resulting advantage being the dis-
tribution of processing workload and a possible reduction in communication overhead
involved in transmitting data updates.
In this chapter, we examine how to construct a distributed system for processing
and aggregating streams of data. However, in order to set up such a system with
nodes ready to contribute their resources for data processing, we must address several
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challenges, including:
• Ease of Deployment - provide a simple interface for composing new streams
from existing streaming data and also support run-time modifications to stream
composition conditions.
• Scalability - there may be hundreds of streaming data sources, and the system
should be incrementally scalable without significant overhead or effort.
• Heterogeneity - streaming data arrives at the sink after traversing a possibly het-
erogeneous set of nodes, which means that the system should support in-network
processing of the streams at any node despite varying resource capabilities and
operating environments.
• Dynamism - should automatically reconfigure to deal with changes in network
conditions, node overloads and changes in data stream rates.
• Performance - since updates arrive at a very high rate, the infrastructure should
not impose large overheads when aggregating and processing the updates.
We have implemented a Dynamic Data Overlay Infrastructure that makes it pos-
sible to compose new data streams by aggregating and processing existing streaming
data originating at distributed locations. Our approach supports a SQL-like language
to describe the data-flow graph for producing the new, transformed stream from ex-
isting data streams. The language allows users to refer to any stream originating
in the system and supports attribute selection and join operations as in traditional
databases. A resource-aware network-partitioning algorithm, described later, is used
to assign operators from the flow graph to the underlying network nodes. The in-
frastructure relies on ECho [25], a pub-sub middleware developed at Georgia Tech,
to deploy the data-operators for processing and forwarding the streaming updates
in a heterogeneous environment. Automatic reconfiguration of stream overlays is
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Figure 1: Overview of the Dynamic Data Overlay Approach
achieved by coupling the resource information collected from participating hosts with
the Proactive Directory Service (PDS) [13], which is a subscription-based monitoring
tool also developed by our group.
2.1.1 Delta’s Operational Information System
An operational information system (OIS) [30] is a large-scale, distributed system
that provides continuous support for a company’s or organization’s daily operations.
One example of such a system we have been studying is the OIS run by Delta Air
Lines, which provides the company with up-to-date information about all of its flight
operations, including crews, passengers and baggage. Delta’s OIS combines three
different sets of functionality:
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Figure 2: Three layered architecture of Dynamic Data Overlays
• Continuous data capture - for information like crew dispositions, passengers,
airplanes and their current locations determined from FAA radar data.
• Continuous status updates - for low-end devices like airport flight displays, for
the PCs used by gate agents, and even for large databases in which operational
state changes are recorded for logging purposes.
• Responses to client requests - an OIS not only captures data and updates/dis-
tributes operational state, but it must also respond to explicit client requests
such as pulling up information regarding bookings of a particular passenger.
Certain clients may also generate additional state updates, such as changes in
flights, crews or passengers.
2.2 Software Architecture
Our dynamic data overlay infrastructure is broadly composed of three layers as shown
in Figure 4: (1) the Application Layer is responsible for accepting and parsing the data
composition requests and constructing the data-flow graph, (2) the Middleware Layer
consists of the ECho middleware and the PDS resource-monitoring infrastructure
for deployment and maintenance of the stream overlay, and (3) the Underlay Layer
organizes the nodes into hierarchical partitions that are used by the deployment
infrastructure. The following subsections briefly describe these three layers.
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2.2.1 Application Layer: Data-Flow Graph
Data flows are specified with our data-flow specification language. It closely follows
the semantics and syntax of the SQL database language. The general syntax of our
language is specified as follows
STREAM <attribute1> [<,attribute2> [<,attribute3> ]]
FROM <stream1> [<,stream2> [<,stream3> ]]
[WHEN <condition1> [<conjunction> <condition2>[]]]
In the data-flow specification language, the attribute list mentioned after the
STREAM clause describes which components of each update are to be selected, the
stream list following the FROM clause identifies the data stream sources, and fi-
nally, predicates are specified using the WHEN clause. Each stream in the infras-
tructure is addressable using the syntax source name.stream name. Likewise, an
attribute in the stream is addressable using source name.stream name.attribute.
Our language supports in-line operations on the attributes that are specified as
operator(attribute list[, parameterlist]), where examples of such operations include
SUM , MAX, MIN , AV G, PRECISION , etc. The system also provides the facility
to extend this feature by adding user-defined operators.
The data-flow description is compiled to produce a data-flow graph. This graph
consists of a set of operators to perform data transformations, as well as edges repre-
senting data streaming between operators. The graph is deployed in the network by
assigning operators to network nodes.
2.2.2 Middleware Layer: ECho and PDS
The Middleware Layer supports the deployment and reconfiguration of the data-flow
overlay. This support is provided by two components: ECho and PDS.
The ECho framework is a publish/subscribe middleware system that uses channel-
based subscription (similar to CORBA). ECho streams data over stream channels,
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which implement the edges between operators in the data-flow graph. The stream
channels in our framework are not centralized; instead, they are lightweight dis-
tributed virtual entities managing data transmitted by middleware components at
stream sources and sinks. The traffic for individual channels is multiplexed over
shared communication links by aggregating the traffic of multiple streams into a sin-
gle stream linking the two communicating addresses.
We follow the semantics of a publish-subscribe system in order to ensure that
multiple sinks can subscribe/unsubscribe to a stream channel depending on their
requirements, and that the channels survive even when there are no subscribers (al-
though in that case no actual data is streamed). The publish-subscribe approach also
proves useful when many sinks have similar data filtering needs; in such a scenario, a
single channel derived using a data transformation operator can fill the needs of all
of the sinks.
The data-operator in our infrastructure is typically a snippet of code written in
a portable subset of C called E-Code. This snippet is transported as a string to the
node where it has to be deployed. At the target-node, the code snippet is parsed,
and native code is generated. The implicit context in which the code is executed is a
function declaration of the form:
int operator(<input type> in, <output type> out)
A return value of 1 causes the update to be submitted, while a return value of 0
causes the update to be discarded. The function body may also modify the input
before copying it to the output. New flow-graphs may use the streams from existing
operators, or they may cause operators to be created or updated to stream additional
relevant data if necessary.
Network-wide resource availability information is managed by the Proactive Di-
rectory Service (PDS). This information allows us to dynamically reconfigure the
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Figure 3: Hierarchical network partitioning
data-flow deployment in response to changing resource conditions. PDS is an effi-
cient and scalable information repository with an interface that includes a proactive,
push-based access mode. Through this interface, PDS clients can learn about objects
(or types of objects) inserted in/removed from their environment and about changes
to pre-existing objects. The infrastructure uses PDS objects to receive resource up-
dates from the system when operating conditions change.
2.2.3 Underlay Layer: Network Partitioning
This layer is responsible for maintaining a hierarchy of physical nodes in order to
cluster nodes that are close in the network sense, based on measures like end-to-
end delay, bandwidth or inter-node traversal cost (a combination of bandwidth and
delay). The hierarchy is used for network-aware deployment of the data-flow graph.
Each node in a cluster knows about the costs of paths between each pair of nodes
in the cluster. A node is chosen from each cluster to act as the coordinator for this
cluster in the next level of the hierarchy. Like the physical nodes in the first level
of hierarchy, the coordinator nodes can also be clustered to add another level in the
hierarchy; similar to the initial level all the coordinators at a particular level know
about average min cost path to the other coordinator nodes that fall in the same
partition at that level. An example is shown in Figure 5.
The advantage of organizing nodes in a hierarchy is that it simplifies maintenance
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of the clustering structure, and provides a simplified abstraction of the underlying
network to the upper layers. Then, we can subdivide the data-flow graph to the
individual clusters for further deployment. In order to scalably cluster nodes, we
bound the amount of non-local information maintained by nodes by limiting the
number of nodes that are allowed per cluster.
2.3 Deployment & Dynamic Reconfiguration
This section formally describes the data-flow graph deployment problem and it presents
a highly scalable distributed algorithm that can be used to obtain an efficient solu-
tion to this problem. Then, we extend the deployment algorithm by incorporating
resource-awareness.
2.3.1 Problem Statement
We consider the underlying network as a graph N(Vn, En), where vertices Vn repre-
sent the actual physical nodes and the network connections between the nodes are
represented by the edges En. We further associate each edge eni with a cost ci that
represents the application-oriented cost of traversing the corresponding network link.
The data-flow graph derived from the SQL-like description is similarly represented as
a graph G(Vg, Eg) with each vertex in Vg representing a source-node, a sink-node or
an operator, i.e.
Vg = Vg−sources ∪ Vg−sink ∪ Vg−operators (1)
Vg−sources is the set of stream sources for a particular data-flow graph and each source
has a static association with a vertex in graph N . Source vertices have an associated
update-rate. Vg-sink is the sink for the resulting stream of updates and it also has a
static association with a vertex in graph N . Vg−operators is the set of operators that
can be dynamically associated with any vertex in graph N . Each operator vertex is
characterized by a resolution factor, which represents the increase or decrease in the
data flow caused by the operator. In general, join operators, which combine multiple
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streams, increase the amount of data-flow; while select operations, which filter data
from a stream, result in a corresponding decrease. The edges in the data-flow graph
may span multiple intermediate edges and nodes in the underlying network graph.
We want to produce a mapping M , which assigns each vgj ∈ Vg−operators to a
vni ∈ Vn. Thus, M implies a corresponding mapping of edges in G to edges in N ,
such that each edge egj−k between operators vgj and vgk is mapped to the network
edges along the lowest cost path between the network nodes that vgj and vgk are
assigned to. We define cost(M) as the sum of the costs of the network edges mapped
to the edges in the data flow graph.
For example, consider a cost function that measures the end-to-end delay. If egk is
determined by vertices vgi and vgj, which in turn are assigned to vertices vni and vnj
of the network graph N , then the cost corresponding to edge egk is the delay along
the shortest path between the vertices vni and vnj.
The problem is to construct the lowest cost mapping M between the edges Eg in
G to edges En in N .
2.3.2 Distributed Deployment Algorithm
Now, we present a distributed algorithm for deploying the data-flow graph in the
network. In a trivial scenario we could have a central planner assign operators to
network nodes, but this approach will obviously not scale for very large networks, and
the planner can become a central point of failure. Our partitioning-based approach
deploys the data-flow graph in a more decentralized way. In particular, nodes in the
network self-organize into a network-aware set of clusters, such that nodes in the same
cluster have low latency. Then, we can use this partitioned structure to deploy the
data-flow graph in a network-aware way, without having full knowledge of the delay
between all pairs of network nodes.
The result is that an efficient mapping M is constructed recursively, using the
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hierarchical structure of the underlay-layer. This mapping may not be optimal, since
our approach trades guaranteed optimality for scalable deployment. However, since
the deployment is network-aware, the mapping should have low cost. Experiments
presented later demonstrate that our algorithm produces efficient deployments.
We now formalize the partitioning scheme described in Section 2.2.3. Let
nitotal = total nodes at level i of the hierarchy
ncritical = maximum number of nodes per partition
vinj = coordinator node for node vnj at level i
Note that v0nj = vnj and that all the participants of a partition know about
minimum cost path to all other nodes in the same partition. We bound the amount
of path information that each node has to keep by limiting the size of the cluster
using ncritical. A certain level i in the hierarchy is partitioned when n
i
total > ncritical .
We consider the physical nodes to be located at level 1 of the partition hierarchy and
actual network values are used to partition nodes at this level. For any other level i in
the hierarchy the average inter-partition cost (i.e. end-to-end delay, bandwidth, etc.)
from level i-1 are used for partitioning the coordinator nodes from the level i-1. The
approximate cost between any two vertices vnj and vnk at any level i in the hierarchy






nk ) for vnj 6= vnk
0 for vnj = vnk
and
cost(vnj, vnk) = cost





In simple words, the cost at level i between any two vertices vnj and vnk of N is
0 if the vertices have the same coordinator at level i-1, otherwise it is equal to the
cost at some level l where the vertices have the same coordinator and do not share
the same coordinator at level l-1.
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The distributed deployment algorithm works as follows, the given data-flow graph
G(Vg, Eg) is submitted as input to the top-level (say level t) coordinators. We con-
struct a set of possible node assignments at level t by exhaustively mapping all the
vertices Vg−operators ∈ Vg to the nodes at this level. The cost for each assignment is
calculated and the assignment with lowest cost is chosen. This partitions the graph
G into a number of sub-graphs each allocated to a node at level t and therefore to
a corresponding cluster at level t-1. The sub-graphs are then again deployed in a
similar manner at level t-1. This process continues till we reach level 1, which is the
level at which all the physical nodes reside.
2.3.3 Reconfiguration
The overlay reconfiguration process takes advantage of two important features of our
infrastructure: (1) that the nodes reside in clusters and (2) that only intra-cluster
minimum cost analysis is required. These features allow us to limit the reconfiguration
to within the cluster boundaries, which in turn makes reconfiguration a low-overhead
process. An overlay can be reconfigured in response to a variety of events, which
are reported to the first-level cluster-coordinators by the PDS. These events include
change in network delays, change in available bandwidth, change in data-operator
behavior (we call this operator profiling), available processing capability, etc. Since it
is impractical to respond to all such events reported by the PDS, we set thresholds that
should be reached to trigger a reconfiguration. For example, a cluster-coordinator may
recalculate the minimum cost paths and redeploy the assigned sub-graphs when more
than half the links in the cluster have reported change in end-to-end delay. However,
setting such thresholds depends on the application-level requirement for resource-
awareness. In the work on iFLOW, described in Chapter 3, we make use of utility-
functions to establish a closer integration between the application-level requirements
and the reconfiguration framework.
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Note that reconfigurations in the Dynamic Data Overlay system described above
are not lossless in terms of updates, and some updates and state may be lost during
the process. This is acceptable for most of the streaming applications, which are able
to tolerate some level of approximation and loss. However, as part of the work on
iFLOW we were able to provide capabilities for achieving lossless reconfigurations.
2.4 Experiments
We ran a set of experiments to evaluate the performance of Dynamic Data Overlays.
First, we ran microbenchmarks to examine specific features of our system. Then,
we created an end-to-end setup for an application case study using real data from
Delta Airlines OIS. Our results show that our system is effective at deploying and
reconfiguring data-flow graphs for distributed processing of streaming data.
2.4.1 Experimental setup
The GT-ITM internetwork topology generator [76] was used to generate a sample
Internet topology for evaluating our deployment algorithm. This topology represents
a distributed OIS scattered across several locations. Specifically, we use the transit-
stub topology for the ns-2 simulation by including one transit domain that resembles
the backbone Internet and four stub domains that connect to transit nodes via gate-
way nodes in the sub domains. Each stub domain has 32 nodes and the number of
total transit nodes is 128. Links inside a stub domain are 100Mbps. Links connecting
stub and transit domains, and links inside a transit domain are 622Mbps, resembling
OC-12 lines. The traffic inside the topology was composed of 900 CBR connections
between sub domain nodes generated by cmu-scen-gen [18]. The simulation was car-
ried out for 1800 seconds and snapshots capturing end-to-end delay between directly
connected nodes were taken every 5 seconds. These are then used as inputs for our
distributed deployment algorithm.
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Figure 4: Comparison of end-to-end delay for centralized and partitioning approach
Figure 5: Variation of end-to-end delay with and without reconfiguration
2.4.2 Microbenchmarks
The first experiment focused on comparing the cost of a deployed data-flow graph
using the centralized model as opposed to the partitioning based approach used in
our infrastructure. Since in centralized approach we assume that a single node knows
about minimum cost paths to all other nodes, the centralized approach gives the
optimal deployment solution. However, the deployment time taken by centralized
approach increases exponentially with the number of nodes in the network. Figure 4
shows that although the partitioned-based approach is not optimal, the cost of the de-
ployed flow graph is not much worse than the deployment in the centralized approach,
and is thus suitable for most scenarios.
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The next experiment was conducted to examine the effectiveness of dynamic re-
configuration in providing an efficient deployment. Figure 5 shows the variation of
end-to-end delay for a 10-node data-flow graph with changing network conditions,
as simulated by introducing cross-traffic. The performance with dynamic reconfigu-
ration is clearly better than with static deployment. It may be noted that at some
points, cost of the dynamically reconfigured flow-graph becomes more than that of
the static deployment. This happens because the cost calculation algorithm used
in our approach calculates the graph cost that is an approximation of the actual
deployment cost. In some cases the approximation is inaccurate, causing the recon-
figuration to make a poor choice. However, these instances are rare, and when they
do occur, the cost of the dynamic deployment is not much worse than the static de-
ployment. Moreover, for most of the time dynamic reconfiguration produces a lower
cost deployment.
Figure 6: Variation in bandwidth consumption with dynamic reconfiguration and
operator profiling
We also conducted experiments to compare the bandwidth consumption with and
without dynamic reconfiguration. Each source was assumed to have a certain update
rate of the form bytes/sec and each link was associated with a cost incurred per byte
of data transferred using the link. Thus, at any point of time a deployed data graph
has a cost, which is dependent on the links being used by the flow. We simulated a
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change in resolution factor (the ratio of the amount of data flowing out versus flowing
in) for each operator in the flow graph and measured the corresponding bandwidth
utilization with dynamic reconfiguration and static deployment. Figure 6 shows that
although dynamic reconfiguration helps in keeping the bandwidth consumption low,
it does not offer very substantial gains; this is because when reconfiguration is driven
by operator resolution it offers only a limited space for re-deployment.
2.4.3 Application case study
The next set of experiment was conducted on Emulab [26] with real data from the
Delta OIS combined with simulated streams for Weather and News. The experiment
was designed to emulate 4 different airport locations. The inter-location delays were
set to 50ms while delays within an airport location were set to 2ms. The emulation
was conducted with 13 nodes (Pentium-III, 850Mhz, 512MB RAM, RedHat Linux
7.1) and each location had only limited nodes connected to external locations. The
experiment was motivated by the requirement to feed overhead displays at airports
with up-to-date information. The overhead displays periodically update the weather
and news at destination location and switch over to seating information for the aircraft
at boarding gate. Other information displayed on such monitors includes names of
wait-listed passengers, and current status of flight, etc. We deployed a flow graph with
two operators, one for combining the weather and news information at destination
and the other for selecting the appropriate flight data, which originates from a central
location (Delta’s TPF facility in this case).
The first experiment conducted on Emulab studied the behavior of system in case
of network perturbation and then studied its response to processor overload. Once the
data flow graph for providing an overhead display feed was deployed, we used iperf [38]
to introduce traffic in some of the links used by the flow-graph. This is represented
by the first spike in Figure 7. With dynamic reconfiguration the flow-graph responds
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Figure 7: Variation of end-to-end delay for network perturbation and processor
overload
Figure 8: Comparison of deployment and reconfiguration cost on Emulab nodes
well to the spike in traffic; in contrast, the statically deployed graph experiences an
increased delay. The next spike is a result of an increased processing load at both
the operator nodes. Again with dynamic reconfiguration we end with a better delay
than the static deployment. Even with dynamic reconfiguration the end-to-end delay
spikes, but the time before the deployment adjusts is so short (milliseconds) that the
spike is effectively unnoticeable.
The next experiment was conducted to compare the time for initial deployment
and reconfiguration. Figure 8 shows that the times are quite small; only a few hundred
milliseconds in the worst case. The figure illustrates the advantage of using a pub-sub
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middleware for deploying the flow graph. The pub-sub channels have to be created
only at the time of deployment; reconfiguration just involves a change in publisher
and subscriber to this channel and is therefore even faster. It may also be noted that
once the channels for the data-flow graph have been created, deployment is essentially
a distributed process, which starts once the corresponding nodes receive the operator
deployment messages. This makes deployment time to increase almost linearly with
the number of nodes.
2.5 Related Work
The dynamic data overlays infrastructure is very closely associated with topics that
are of interest to the middleware community, and to those interested in large-scale
distributed data management.
2.5.1 Stream Processing & Distributed Databases
Data-stream processing has recently been an area of tremendous activity for database
researchers; several groups such as STREAM [7] at Stanford, Aurora [1] at Brown
and MIT, and Infopipes [42] at Georgia Tech have been working to formalize and
implement the concepts for data-stream processing. Most of these efforts have com-
monly assumed an on-line warehousing model where all source streams are routed
to a central site where they are processed. There have also been some preliminary
proposals that extend the single-site model to multi-site, distributed models and en-
vironments [5, 62]. Our work is also a step in this general direction. Of particular
mention is the work by Madden et al. [53] that demonstrates the advantage of in-
network data-aggregation in a wireless multi-hop sensor network.
Distributed query optimization deals with site selection for the various operators
and has been explored in great detail in the context of distributed and federated
databases [27, 41]. However, these systems do not deal with streaming queries over




Pub-sub middleware like IBM’s Gryphon [65], ECho [25], ARMADA [2] and more re-
cently Hermes [59] have well established themselves as messaging middleware. Such
systems address issues like determining who needs what data, building scalable mes-
saging systems and simplifying the development of messaging applications. We be-
lieve that our work is the necessary next step that utilizes the middleware to provide
high-level programming constructs to describe resource-aware and ’useful’ data-flows.
2.5.3 Network Partitioning & Overlay Networks
Distribution and allocation of tasks has been a long studied topic in distributed
environments. Architectural initiatives tailored for large-scale applications include
SkyServer [66], enterprise management solutions [30] and grid computing efforts [6].
These applications perform task allocation to servers much in the same way as we
recursively map operators to nodes. However, a high-level construct for describing
the data-flow and run-time re-assignment of operators based on an application-based
utility distinguishes our infrastructure.
Overlay networks [64, 79] focus on addressing scalability and fault tolerance issues
that arise in large-scale content dissemination. The intermediate routers in overlay
network perform certain operations that can be viewed as in-network data-aggregation
but are severely restricted in their functionality. The advantages of using our infras-
tructure are two-fold; first its ability to deploy operators at any node in the network,
and second is the ease with which these operators can be expressed. There has also
been some work on resource-aware overlays [80], which is similar to resource-aware
reconfiguration of the stream overlay in our infrastructure. In our case reconfiguration
is very closely associated with the application level data requirements.
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2.6 Summary
The operational information system (OIS) is one of the more complex constituents
of an enterprise’s IT infrastructure. To address this complexity, our research has
developed Dynamic Data Overlays Infrastructure, which provide a highly scalable
solution for addressing the management issues that arise in an OIS. In particular, the
infrastructure makes use of in-network data aggregation to distribute the processing
and reduce the communication overhead in large-scale distributed data stream man-
agement. One of the important features of our approach is its ability to efficiently
and scalably deploy data-flows across the network. The run-time reconfiguration of
the deployed flow graph in response to change in operating conditions and support for
high-level language constructs to describe data-flows are other distinguishing features
of our approach. Experimental results show that our distributed data-flow graph
deployment algorithm is able to achieve near-optimal deployment while ensuring the
scalability of the solution approach. Similarly, the runtime reconfigurations are able
to maintain the operational optimality of the deployed data-flows even when the
operating conditions change with time.
Our interaction with the developers and managers at Delta Air Lines made us
realize that the academic optima, i.e., optimizing for delay or bandwidth usage, may
sometimes be orthogonal to what may be optimal for the enterprise. Any enterprise
system that utilizes the underlying computing resources and incurs a corresponding
cost also produces a certain benefit for the enterprise. The net utility of running an
enterprise system can therefore be calculated as the difference between the benefit
and the cost. The optimizations which revolve around using such formulations of





We consider enterprise-wide information flows that are responsible for acquiring, pro-
cessing and delivering operational information across the business units. Middleware
that enables such aggregation of data-streams must not only support scalable and ef-
ficient self-management to deal with changes in the operating conditions, but should
also have an embedded sense of value of the data to appreciate the critical nature of
some updates. This chapter describes iFLOW, an autonomic middleware for imple-
menting enterprise-wide information in a utility-aware self-managing way. iFLOW
offers a clean abstraction of an information flow and is therefore capable of imple-
menting several other messaging models including the Enterprise information flows.
iFLOW, in essence, is a utility-aware self-managing implementation of a general infor-
mation flow abstraction. We describe the design and implementation of iFLOW, and
describe case studies of implementing different messaging models as self-managing
systems.
Distributed information-intensive applications range from emerging systems like
continual queries [42], to remote collaboration [10] and scientific visualization [73], to
the enterprise information systems used by large corporations [22]. At present, these
applications utilize diverse messaging frameworks, where each such information flow
framework implements basic primitives to acquire, process, and disseminate informa-
tion across the underlying distributed system. Enhancements implemented over these
primitives typically address the needs of specific application domains. Examples in-
clude scalability support like dynamic event routing in publish-subscribe systems, the
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explicit SQL-like descriptions of information flows supporting continual queries and
the tunable-operators found in middleware for scientific collaboration.
The applications described above, though dissimilar in their applications and im-
plementation domains, fundamentally implement the same abstraction: distributed
information flows. In particular, we can represent the information flows managed
by each model using an information flow graph, consisting of descriptions of sources,
sinks, flow-operators, edges and a utility-function. Sources represent the information
producers, sinks are the consumers and flow-operators transform and combine infor-
mation flows and they together constitute the vertices of the flow-graph. The edges
represent information flows between such vertices. The utility-function measures the
utility of an information flow as a function of attributes like bandwidth consumed,
user-priority, etc. and acts as a vehicle for encoding user and system preferences for
the purpose of flow self-management.
The advantage of reducing each of these models to a common abstraction is that
one can embed autonomic features into the middleware implementing this abstrac-
tion. The information flow models then built on top of this middleware can directly
benefit from the embedded autonomic features. For example, one can use the middle-
ware implementing the flow graph abstraction to implement a pub/sub by modeling
subscriptions [65] and event dissemination [25] as a flow graph, and then the auto-
nomic flow graph can self-manage to ensure high-performance (which corresponds to
high-utility) pub/sub. Alternatively, SQL-like information flows implementing con-
tinuous queries can also be realized using flow-graphs [46]. In such a scenario, the
flow-operators would take the responsibility for ‘join’ or ‘select’ operations and the
utility-function (probably corresponding to low-bandwidth usage) could be used to
drive the self-management of the information flow. This chapter describes the design
and implementation of iFLOW, a self-managing middleware substrate for building














































                
AirlineFlowGraph 
{ 
       Sources  ->{FLIGHTS, WEATHER, COUNTERS} 
       Sinks  ->{DISPLAY} 
       Flow-Operators ->{JOIN-1, JOIN-2} 
       Edges  ->{(FLIGHTS, JOIN-1), (WEATHER, JOIN-1), 
       (JOIN-1, JOIN-2), (COUNTERS, JOIN-2),  
         (JOIN-2, DISPLAY)} 





       Sources          ->{Experiment} 
       Sinks  ->{IPaq, X-Window, Immersadesk} 
       Flow-Operators   ->{Coord, DistBond, RadDist, CoordBond} 
       Edges          ->{(Experiment, Coord), (Coord, DistBond),  
     (DistBond, RadDist), (DistBond, RadDist), 
     (RadDist, IPaq), (CoordBond, ImmersaDesk),  
     (CoordBond, X-Window)} 
       Utility  ->[Low-Delay, Synchronized-Delivery] 
} 
1b. Flow-Graph Specification 2b. Flow-Graph Specification 
SELECT  
    N1.FLIGHTS.TIME, N8.COUNTERS.WAITL, N4.WEATHER.TEMP 
FROM  
    N1.FLIGHTS, N8.COUNTERS, N4.WEATHER 
WHEN  
    N1.FLIGHTS.NUMBER=’DL207’ 
    AND N8.COUNTERS.FLIGHT_NUMBER=N1.FLIGHTS.NUMBER 
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Figure 9: Implementation of different information flow models using iFLOW
that can benefit whatever information flow system is built on top of it. The utility-
driven nature of the iFLOW middleware allows for creation of application-specific
utility functions that govern both the initial deployment of information flows and




Figure 9 depicts two examples of applications that can benefit from the generality
of the iFLOW model and infrastructure - real-time scientific collaboration and an
airline’s operational information system.
The left portion of Figure 9 shows a collaborative real-time visualization appli-
cation using a many-to-many information flow, with data originating in a parallel
molecular dynamics (MD) simulation, passing through operators that transform and
annotate the data, and ultimately flowing to a variety of clients. This real-time data
visualization requires synchronized and timely delivery of large data volumes to col-
laborators. There may also exist some quality/performance trade-offs, as end users
may prefer consistent frame rates to higher data resolution (or vice versa).
The right-hand information flow in Figure 9 represents elements of an enterprise
information system (EIS) providing support for the daily operations of a company
like Delta Air Lines (see [22] for a description of our earlier work with this company).
Here, SQL-like operations translate into a deployed flow-graph with sources, sinks
and operators. Such an OIS imposes the burden of high event rates on underlying
resources, which must be efficiently utilized to deliver high utility to the enterprise.
In such systems, business preferences like a ‘high-priority’ customer may need to be
translated to the preferential routing of such updates through the system.
The remainder of this chapter will describe in more detail how iFLOW supports
utility-driven self-management in applications like these and others. The main ben-
efits of the iFLOW architecture for these applications are (1) autonomic features
for self-configuring and continually optimizing information flows, and (2) the ease of
implementing such information flows using declarative flow graphs and user/business
utility specifications.
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Figure 10: iFLOW software architecture
3.2 Software Architecture
In this section, we describe how the components of iFLOW are integrated to imple-
ment the abstraction of autonomic information flows. The architecture of iFLOW is
shown in Figure 10 and we now describe each layer.
3.2.1 Control Layer
The Control Layer offers the abstraction of an Information Flow-Graph to applica-
tions. It is responsible for mapping a specified flow-graph onto some known underlay.
Deployment is based on the resource information supplied by the underlay layer and
a function for evaluating deployment utility. The application can specify a unique
utility-function local to a flow-graph, or a global utility formulation can be inherited
from the underlay layer. The control layer also handles the reconfigurations to main-
tain high utility for the deployed information flow. We now describe in detail the
abstraction and functionality offered by this layer.
3.2.1.1 Information Flow-Graph
The information flow-graph is a collection of vertices, edges, and a utility-function,
where vertices can be sources, sinks or flow-operators:
• A source vertex has a static association with a network node and has an as-
sociated data stream-rate. A source vertex can be have one or more outgoing
edges.
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Figure 11: An example utility calculation model
• A sink vertex also has a static association with a network node. A sink vertex
can have at most one incoming edge.
• An operator vertex can be associated with potentially any network node, and
this association can change at runtime as the control layer reconfigures the flow-
graph’s deployment. Each operator is associated with a data resolution-factor
(which is the ratio of the average stream output-rate to the average stream
input-rate), an average execution-time, and the actual operator code (in E-
Code [13]). An operator vertex can be associated with multiple incoming and
outgoing edges.
iFLOW allows operators to be ”pinned”, if necessary, to specific network nodes (for
example, if the node has specialized hardware.) Also, the internal control logic and
parameters of operators can be remotely modified at runtime.
The utility of a flow-graph is calculated using the supplied utility-function and
is based on both application-level (e.g., user-priority) and system-level (e.g., delay)
attributes. The function can be used to calculate the net-utility of a flow-graph
mapping by subtracting the cost it imposes on the infrastructure from the utility-
value. For example, consider a utility formulation expressed as:
utility = (k − delay)2 × priority (2)
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The formulation (shown in Figure 11) depicts a system where end-to-end delay and
the user-priority determine the utility of the system. The utility model in this scenario
can be stated as ‘High Priority users are more important for the business’ and ‘Less
end-to-end delay is better for the business’.
3.2.1.2 Flow-Graph Construction & Mapping
We observe that there are two distinct classes of information flows: basic and seman-
tic.
Basic information flows arise in applications in which only the sources and sinks
are known, and the structure of the data flow-graph is not specified. For example, in
the pub-sub model, there exists no semantic requirement on the flow-graph. iFLOW
can establish whichever edges and merge/split operators may be necessary, between
publishers and subscribers. To accommodate this class of ‘basic’ information flows,
we have developed a novel graph construction algorithm, termed InfoPath. InfoPath
uses the resource information available at the underlay layer to both construct an
efficient graph and map the graph to suitable physical network nodes.
Semantic information flows are flows in which the data flow-graphs are completely
specified, or at least have semantic requirements on the ordering and relationship be-
tween operators. For example, SQL-like continual queries over data streams specify
a particular set of operations based on the rules of relational algebra. Similarly, in
a remote collaboration application, application-specific operators must often be ex-
ecuted in a particular order to preserve the data semantics embedded in scientific
work-flows. Here, iFLOW takes the specified flow-graph and maps it to physical net-
work nodes using the PathMap mapping algorithm. This algorithm utilizes resource
information at the underlay layer to map an existing data flow-graph to the network
in the most efficient way. The InfoPath and PathMap algorithms are described in
detail in Section 3.3.
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3.2.1.3 Reconfiguration
After the initial efficient deployment has been produced by PathMap or InfoPath,
conditions may change, requiring the deployment to be reconfigured. iFLOW main-
tains a collection of configuration information, called the IFGRepository that can be
used by the control layer when reconfiguration is necessary. As shown in Section
3.3, the underlay layer uses network-awareness to cluster physical nodes, and the IF-
GRepository is actually implemented as a set of repositories, one per underlay cluster.
This allows the control layer to perform local reconfigurations using local information
whenever possible. Global information is accessed only when absolutely necessary.
Thus, reconfiguration is usually a low-overhead process.
The iFLOW framework provides an interface for implementing new reconfigu-
ration policies based on the needs of the application. Our current implementation
includes two reconfiguration policies: the Delta Threshold Approach and the Con-
straint Violation Approach. Both approaches take advantage of the IFGRepository
and the resource information provided by the underlay layer to monitor the changes in
the utility of a graph deployment. The Delta Threshold Approach and the Constraint
Violation Approach are described in greater detail in Section 3.3.4.
3.2.2 Messaging Layer
The messaging layer of iFLOW is composed of communicating objects, called Stones,
which are linked to create data paths. Stones are lightweight entities that roughly
correspond to processing points in data-flow diagrams. In particular, Stones are
responsible both for the routing and dissemination of data, and for processing it as it
flows. Because Stones can be created and destroyed, and the behavior of Stones can be
changed at runtime, they provide a useful infrastructure for dynamically reconfiguring
information flows as needed to continually optimize flow utility.
Application data enters the system via an explicit submission to a Stone, but
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thereafter it travels from Stone to Stone, sometimes crossing network links, until
it reaches its destination. The actual communication between Stones in different
processes is handled by the Connection Manager [25], a transport mechanism for
heterogeneous systems, which uses a portable binary data format for communication
and supports the dynamic configuration of network transports through the use of
attributes.
Each Stone is associated with a set of actions and queues. Actions are application-
specified handlers that operate on the messages handled by a Stone. Examples of
actions include filtering messages depending on their contents, converting the type
and format of message data, transforming data by applying an application-supplied
calculation to it, splitting streams for forwarding to multiple downstream stones, and
passing messages up to the application. Thus, Stones provide the interface to sources
and sinks for the information flow, as well as the platform for implementing data
flow operators. The handler functions are specified in E-Code, a portable subset
of the C language, and can be downloaded into the Stone at runtime. Dynamic
code generation [28] is then used to install and execute the handlers. Not only does
this process facilitate dynamic reconfiguration, but it also permits the handlers to
be run on heterogeneous platforms. Queues associated with Stones: (1) synchronize
incoming events to a Stone that operates on messages coming from multiple Stones
and, (2) temporarily hold messages when necessary during reconfiguration.
To enable remote invocation of stone primitives we have implemented a SOAP
enabled extension for stones termed SoapStone.
3.2.3 Underlay Layer
The Underlay Layer is primarily responsible for maintaining a hierarchy of physical
nodes in order to cluster nodes that are ‘close’ in the network sense. This hierarchy
(see Figure 12) is adapted from our work on Dynamic Data Overlays Infrastructure
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Figure 12: Hierarchical network partitioning
and is summarized here for completeness. Each cluster elects a coordinator which
serves as the cluster’s representative and supervises the self-management of the clus-
ter. Coordinators can themselves be grouped into a second layer of clusters, each of
which similarly elects a coordinator. Repeating this process, we can form a hierarchy
of clusters. Information flows are deployed by starting at the top of the hierarchy and
recursively partitioning the flow graph until we reach the lowest layer (as described in
the next section.) The underlay layer is also responsible for handling node Join and
Departure requests. Finally, the cluster coordinators monitor resource availability in
the cluster and report resource events via the Proactive Directory Service [13].
3.3 Algorithms
We now describe in detail the various algorithms built into our framework. First, we
present a formal model of our framework, and then discuss each algorithm.
3.3.1 Framework
The information flow-graph is represented as G(Vg, Eg, U) with each vertex in Vg rep-
resenting a source-node, a sink-node or an operator: Vg = V
sources
g ∪V sinksg ∪V operatorsg .
The edges Eg in the information flow-graph represent the flow of information, and
may span multiple intermediate edges and nodes in the underlying network. Fi-
nally, the utility-function U contains a formulation based on application-level and
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resource-level attributes to calculate the utility of any edge in the flow-graph, given
the system conditions. The utility of the flow-graph UG, can then be calculated
as: UG =
∑
e∈EG U(e). The underlying network is represented as a network graph
N(Vn, En) where vertices vnj ∈ Vn represent the actual physical nodes and the net-
work connections between the nodes are represented by the edges enj ∈ En. We
further associate each edge eni with a delay dni and available-bandwidth bni that are
derived from the corresponding network link.
3.3.2 InfoPath
Problem: The InfoPath problem is to construct an appropriate path between the
sources and sinks of the information flow-graph when no such path has been defined,
and when all data emanating from the sources must be delivered to the sinks. The
algorithm makes use of two standard operators, which merge or split the information
flows. It instantiates a number of appropriate edges to maximize the net-utility (i.e.,
the difference of utility obtained from the deployed graph minus the cost it imposes
on the system) derived by connecting sources to the sinks. More formally, we want
to instantiate a number of merge/split operators vgj ∈ V operatorsg assigned to some
vni ∈ Vn, and edges egj ∈ Eg such that the resulting graph is a maximum net-utility
graph for data dissemination.
Solution: A naive solution to routing information from sources to sinks would
establish one-to-one connections. However, this approach can be very expensive.
Instead, we exploit the hierarchical organization of nodes to construct a flow-graph
that acts as an application-level multicast tree to efficiently disseminate updates.
Towards this end, the InfoPath algorithm proceeds in the following manner. First, a
set of sources and sinks (V sourcesg ∪ V sinksg )is submitted as input to the top-level (say
level t) coordinator along with a general utility formulation U . The sources and the
sinks trickle down into their partitions at Level 1, the level at which the physical
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nodes reside, presenting each partition with a subset of initial sources and sinks.
The partition coordinator then finds the maximum net-utility path for connecting
the subset of nodes using one-to-one connections. This is based on the observation
that it is not too costly for InfoPath to establish one-to-one connections between the
sources and the sinks within a single partition. Since the hierarchical partitioning
algorithm clusters nodes according to network ‘closeness’, within a partition the data
transmission costs are low. Then, the algorithm further condenses all the sources in
a partition into a single virtual source using a merge operator, and similarly creates
a single virtual sink for all the partition’s sinks using a split operator. The virtual
source and sink resulting from each partition form the sources and sinks managed by
the coordinator at the next level of the hierarchy. At that level, we again connect
virtual sources and sinks using one-to-one connections, and this process proceeds
recursively until level t - 1. The InfoPath algorithm is used in the implementation of
the Pub-Sub model described in Section 3.4.3.
3.3.3 PathMap
Problem: Given a flow-graph G, we want to produce a mapping M , which assigns
each vgj ∈ V operatorsg to a vni ∈ Vn. Thus, M implies a corresponding mapping of
edges in G to edges in N , such that each edge egj−k between vertices vgj and vgk
is mapped to the network edges along the maximum net-utility path between the
network nodes that vgj and vgk are assigned to. We define netUtility(Mj−k) as the
difference between the utility obtained from deploying the flow-graph edge egj−k and






Using the above formulation, we can define the net-utility of flow-graph G, pro-








For example, consider a cost function that is based on the amount of data trans-
ferred (i.e. bandwidth consumed). If egk is determined by vertices vgi and vgj, which
in turn are assigned to vertices vni and vnj of the network graph N , then the cost cor-
responding to edge eg is cost of transferring data along the lowest-cost path between
the vertices vni and vnj. Our goal is to construct a mapping M of vertices that implies
the maximum net-utility mapping between the edges Eg ∈ G to edges En ∈ N . For
example, the costs of transferring data along different physical links differ. However,
by paying the cost, certain guarantees (such as average delay experienced) are achiev-
able. Rather than blindly minimizing the cost of deploying a flow-graph, we try to
maximize the net-utility achievable.
Solution: The PathMap algorithm works as follows. The given information flow-
graph G(Vg, Eg, U) is submitted as input to the top-level (say level t) coordinator.
We construct a set of possible node assignments at level t by exhaustively mapping
all the vertices V operatorsg ∈ Vg to the nodes at this level. The hierarchical structure
and limited size of partitions ensures that there are few nodes at this level, minimiz-
ing the expense of the exhaustive mapping. The net-utility for each assignment is
calculated and the assignment with maximum net-utility is chosen. This partitions
the graph G into a number of sub-graphs each allocated to a node at level t and
therefore to a corresponding partition at level t - 1. The sub-graphs are then again
deployed in a similar manner at level t - 1. This process continues till we reach level
1, which is the level at which all the physical nodes reside, and operators are assigned
to actual physical nodes. Because the graph is recursively deployed using the hier-
archical partitioning structure, edges are kept inside a partition whenever possible,
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and whenever an edge must cross partitions a maximum net-utility path between the
two partitions is chosen. PathMap is used in our implementation of collaborative
visualization (Section 3.4.1) and operational information systems (Section 3.4.2).
3.3.4 Reconfigurations
The initial deployment will have high business utility. However, when conditions
change, utility can drop, and it may become necessary to reconfigure the deployment.
The overlay reconfiguration process takes advantage of two important features of our
infrastructure: (1) that the nodes reside in clusters and (2) that only intra-cluster
maximum utility analysis is required. These features allow us to limit the reconfig-
uration to within the cluster boundaries for local fluctuations, which in turn makes
reconfiguration a low-overhead process. An overlay can be reconfigured in response
to a variety of events, which are reported to the first-level cluster-coordinators by the
PDS. These events include change in network delays, change in available bandwidth,
change in data-operator behavior (we call this operator profiling), available processing
capability, etc. There are also some business specific events that may trigger recon-
figuration. One example is time-of-day, if the system has different observed traffic
behaviors during different times of the day. Consider region specific websites that
provide local news, weather, etc. These sites tend to have high traffic during morn-
ing hours, and the system goal is to maintain high-availability during this duration.
Another example of a business event is the arrival of high-priority customers.
Reconfigurations can be expensive and temporarily disrupt the operation of the
system. Therefore, it is impractical to respond to all such events reported by the
PDS and the business. Instead, our system limits the number of reconfigurations it
performs. We examine two approaches to limiting reconfigurations. One approach
is to set certain thresholds that should be reached before a reconfiguration occurs.
For example, a cluster-coordinator may recalculate the maximum utility paths and
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redeploy the assigned sub-graphs when more than half the edges in the cluster have
reported change in utility value. Another example is to trigger a reconfiguration when
the utility from a deployed graph falls by more than a threshold when compared with
the best achievable utility. Another approach to limiting reconfigurations is to specify
that a reconfiguration should only occur when certain constraints have been violated.
For example, we may specify an upper bound on end-to-end delay, and trigger a
reconfiguration when the total end-to-end delay violates this upper bound. The two
approaches are examined in the following subsections.
3.3.4.1 Delta Threshold Approach
In this approach, when we deploy a graph we specify the maximum tolerable negative
deviation from the best achievable utility. Since in our system the graph is parti-
tioned into sub-graphs, we can either aggregate deviations from the sub-coordinators
to manage threshold at a central planner, or we can distribute smaller thresholds
to sub-coordinators such that the sum of smaller thresholds is equal to the overall
threshold and each sub-coordinator manages the assigned threshold. We chose to im-
plement the latter approach, and experimental results for this approach are presented
in Section 3.5.
3.3.4.2 Constraint Violation Approach
This approach triggers reconfiguration when a constraint on a system parameter such
as end-to-end delay or available-bandwidth is violated. The rationale behind this
approach is that it may be easier to check for the violation of a constraint than
to maintain a threshold against the optimal business utility. We again divide and
distribute the constraint value to sub-coordinators, such that the constraint is not
violated as long as all the sub-coordinators manage to satisfy their local constraint.
Note that the operators in our middleware can have state associated with them
and therefore a reconfiguration can be lossy or lossless. Our middleware provides the
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capability to choose the type of reconfiguration and such a choice affects the cost
associated with the reconfiguration process. We make use of existing checkpointing
mechanisms to implement lossless reconfigurations.
3.4 Case Studies
3.4.1 Collaborative Visualization
Our first application is the collaborative visualization of a molecular dynamics sim-
ulation, which is of interest to computational scientists in a wide variety of fields,
from pure science (physics and chemistry) to applied engineering (mechanical and
aerospace engineering). The visualization application is geared to deliver the events-
of-interest to participating collaborators, formatted to suit the rendering capabilities
at their ends. More details about this application are available in [73]. Applica-
tion development for such a collaboration using iFLOW involves identifying sources
(simulation sites), sinks (scientists with rendering equipments), operators (filters for
events-of-interest, formatting or downsizing of data to suit end-user capabilities),
edges (representing the data-flow) and a utility function that encodes the requirement
for information-freshness (low-delay), low bandwidth-utilization and synchronized-
delivery (similar delays along various information flow-paths). Then, an Information
Flow-Graph can be constructed using iFLOW primitives and submitted to the un-
derlying infrastructure for actual deployment using PathMap. Deployment of an
information flow requires the existence of a boot-strapped middleware. iFLOW’s un-
derlay provides primitives that automatically initialize and organize the underlying
nodes that desire to participate in the middleware. Once the participating nodes
are up and running, the job of deploying the collaboration flow-graph is simple -
a call to the PathMap algorithm at any node in the infrastructure with the con-
structed flow-graph. Once the flow-graph has been mapped onto the infrastructure
nodes, reconfiguration is taken care of by iFLOW in accordance with the supplied
41
utility-function.
3.4.2 Operational Information System
This application is inspired by the use-case and scenarios provided to us by our
long-standing collaborator, Delta Air Lines. An operational information system, as
described in Section 3.1.1, provides continuous support for an organization’s daily
operations. We implement an information flow motivated by the requirement to feed
overhead displays at airports with up-to-date information. The overhead displays
periodically update the weather at the ‘destination’ location and switch over to seating
information for the aircraft at the boarding gate. Other information displayed on such
monitors includes the names of wait-listed passengers, the current status of flights, etc.
We deploy a flow-graph with two operators, one for selecting the weather information
(which originates from a weather station) based on flight information, and other for
combining the appropriate flight data (which originates from a central location like
Delta’s TPF facility) with periodic updates from airline counters that decide the wait-
list order, etc. Thus, the three sources can be identified as - the weather information
source, the flight information source, and the passenger information source. They are
then combined using the operators to be delivered to the sink - the overhead display.
A detailed discussion of the utility-driven deployment of such a flow-graph can be
found in [49].
3.4.3 Pub-Sub Implementation
We have also implemented a simple publish-subscribe messaging model using the
iFLOW framework. In this implementation, messages are sent via publishers into a
pubsub channel, which may have zero or more subscribers. The subscribers may be
on the same machine as the publisher or anywhere else in the network; however, their
locations are immaterial to the publisher. Each subscriber receives only the messages
sent to the channel to which it is subscribed. The development of such a messaging
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model requires abstracting the publishers and subscribers as sources and sinks (re-
spectively) in the information flow-graph; it also requires an application-dependent
utility formulation that can drive deployment. The InfoPath algorithm, described ear-
lier, provides the capability to establish an efficient information flow path between a
given set of sources and sinks for message dissemination. Each pub-sub channel is as-
signed a globally unique identifier, essentially identifying the information flow-graph,
or a part of it, stored in the IFGRepository of coordinators across the network. Once
the information flow has been initially deployed on a boot-strapped infrastructure,
and an identifier has been obtained for the deployment, the task of adding/remov-
ing participants can be handled as follows: Adding a publisher requires identifying
the cluster to which the publisher belongs, setting up one-to-one connections with
the sinks in the cluster, and finally establishing a connection with the merge opera-
tor (virtual source for next level in the hierarchy) corresponding to this flow-graph.
Adding a subscriber requires identifying the cluster to which the subscriber belongs,
establishing intra-cluster one-to-one connections with the publishers, and subscrib-
ing to the virtual sink for out-of-cluster updates. The task of removing participants
can be implemented trivially at the cluster level and similar to additions requires no
global exchange of messages.
3.5 Experiments
The purpose of experiments is to evaluate the performance of our iFLOW middleware.
Microbenchmarks examine specific system features. Results show that our system is
effective at self-configuration and self-optimization of data-flow graphs for distributed
processing of streaming data.
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Figure 13: Time to add Nth node to the underlay
3.5.1 Microbenchmarks
3.5.1.1 Underlay Layer: Scalability
The hierarchical partitioning of nodes at the underlay layer provides several per-
formance benefits. First, the underlay simplifies the task of adding or removing
network nodes. Figure 13 shows the time taken to add the Nth physical node to
the middlewares underlay layer for cluster sizes 4 and 8. These results indicate that
node-join times scale well with increasing number of nodes. Any node that joins the
underlay finds its appropriate cluster, an O(logN) operation, followed by a constant
time operation to determine intra-cluster attributes, which in-turn will depend on
the maximum cluster size. The underlay layer is also critical to the performance
of the flow-deployment algorithms implemented at the control layer (evaluated in
Section 3.5.2.2), and the add/remove facility for pub-sub participants (evaluated in
Section 3.5.2.3)
3.5.1.2 Messaging Layer: Stone Performance
We also measured the performance of Stone operations, since efficient utility-driven
data dissemination and data-flow reconfiguration rely on fast Stones. The following
micro-benchmarks are measured using a 2.8 GHz Xeon quad processor with 2MB
cache, running Linux 2.4.20 smp as a server. The client machine used is a 2.0 GHz
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Table 1: Stone: send and receive costs
Message Size KB 100 10 1
Receiver Cost µsec 17.4 14.3 6.8
Sender Cost µsec 9.3 5.4 5.3




Source Stone Create 1663.94
Sink Stone Create 8.31
Xeon quad processor, running Linux 2.6.10 smp. Both the machines are connected
by single-hop 100Mbps ethernet.
Send/Receive Costs : A stone’s most significant performance feature is its use of
the native data format on the sender side, coupled with dynamically generated un-
marshalling code at the receiver to reduce the send/receive costs. As shown in Table 1,
both the send side cost and receive side cost for these operations are small compared
to the typical round trip delays experienced in local area networks (about 0.1-0.3ms
with a Cisco Catalyst 6500 series switch) and negligible for typical wide area round
trip delays (50ms-100ms).
Throughput Comparison against MPICH : We also compare the throughput achieved
for different message sizes using Stones to that of raw sockets and MPICH. The results
(not shown) indicate that achieved throughput values closely follow the raw socket
throughput, and are slightly better than the values achieved using MPICH. This is
very encouraging for iFLOW applications that target the high performance domain.
Stones Instantiation Overheads : The deployment of a flow-graph at the overlay
layer consists of creating source, sink or filter Stones and associating suitable action
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Figure 14: Time to associate filter actions
routines to the Stones. Table 2 show the small delays required for local Stone actions,
making them suitable for supporting reconfigurations that require frequent Stone cre-
ation and deletions. The comparatively high cost for source Stone creation is due to
format registration but this is done only once and hence is not a problem.
Multiple Filter Association Times : To facilitate operations to be performed on
data flowing through the Stones, we would need to associate filter actions to the
corresponding Stones. Figure 14 shows the time involved in associating filter action
to a Stone. All associations are performed on the same Stone, but the destination
Stones were changes. The graph shows a linear trend, indicating that filter Stones
are suitable for large- as well as small-scale deployments.
3.5.2 Control Layer: Algorithms
3.5.2.1 Experimental Setup
The GT-ITM internetwork topology generator [76] was used to generate a sample
Internet topology for evaluating our self-configuration algorithm. This topology rep-
resents a distributed OIS scattered across several locations. Specifically, we use the
transit-stub topology for the ns-2 simulation by including one transit domain that
resembles the backbone Internet and four stub domains that connect to transit nodes
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Figure 15: Comparison of the utility achieved using centralized versus PathMap
approach
via gateway nodes in the sub domains. Each stub domain has 32 nodes and the
number of total transit nodes is 128. Links inside a stub domain are 100Mbps. Links
connecting stub and transit domains, and links inside a transit domain are 622Mbps,
resembling OC-12 lines. The traffic inside the topology was composed of 900 CBR
connections between sub domain nodes generated by cmu-scen-gen [18]. The sim-
ulation was carried out for 1800 seconds and snapshots capturing end-to-end delay
between directly connected nodes were taken every 5 seconds. These are then used
as inputs for our distributed deployment algorithm. This is the experimental setup
used for the following evaluations unless specified otherwise.
3.5.2.2 PathMap Evaluation
Our first experiment focused on comparing the business-utility of a deployed data-
flow graph using the centralized model as opposed to the partitioning based PathMap
approach. Since the centralized approach assumes that a single node tracks utility-
determining system parameters for all other nodes, it produces the optimal deploy-
ment solution. However, the deployment time taken by the centralized approach
increases exponentially with the number of nodes in the network. Figure 15 shows
that although the partitioning-based approach is not optimal, the business-utility of
the deployed flow graph is not much worse than the deployment in the centralized
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Figure 16: Deployment times using InfoPath for two different network sizes
approach, and is thus suitable for most scenarios.
3.5.2.3 InfoPath Evaluation
The next set of experiments uses an Emulab setup with 16 and 32 node (Intel XEON,
2.8 GHz, 512MB RAM, Red-Hat Linux 9) topologies, generated with GT-ITM. Links
are 100Mbps and the inter-node delays are set between 1msec and 6msec. The first
experiment measures the time taken by our implementation of pub-sub (described in
Section 3.4.3) to establish the links between the pub-sub participants. Our imple-
mentation uses the InfoPath algorithm that tries to establish a near-optimal update
dissemination path between the participants using the information provided to it by
the underlay. The time taken to deploy a pub-sub with varying number of partici-
pants on 16 and 32 node networks is shown in Figure 16. The low deployment times
can be attributed to the bound on the partition size (e.g., 8), and to the fact that
link establishment between sub-groups of participants residing in different partitions
occurs in parallel.
We also measure the average time taken to add or remove a participant from a
10 node pub/sub graph. For a 16 node network, these times were 67.9 and 48.8 ms
respectively, and for a 32 node network these times were 78.4 and 54.6 ms respectively.
These operations are quick because they are limited to a single underlay partition.
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Figure 17: Utility variation for a data-flow graph with and without self-optimization
3.5.2.4 Reconfiguration
The next experiment is conducted to examine the effectiveness of dynamic reconfigu-
ration in providing an efficient deployment. Figure 17 shows the variation of business-
utility for a 10-node data-flow graph with changing network conditions, as simulated
by introducing cross-traffic. The performance with reconfiguration is clearly better
than without reconfiguration. Note that at some points, the utility of the flow-graph
with reconfiguration becomes less than that of flow-graph without reconfiguration.
This happens because the hierarchical utility calculation algorithm used in our ap-
proach calculates the graph utility that is an approximation of the actual business
utility. In some cases the approximation is inaccurate, causing the reconfiguration
to make a poor choice. However, these instances are rare, and when they do occur,
the utility of the flow with reconfiguration is not much worse than the one without
reconfiguration. Moreover, for most of the time reconfiguration produces a higher
utility deployment.
We also conduct experiments to evaluate the performance of our two self-optimization
approaches: the delta threshold approach, and the constraint violation approach. The
change in business-utility of a 10-node data flow graph using the delta-threshold ap-
proach in the presence of network perturbations (the traffic was composed of 900
CBR connections between sub domain nodes generated by cmu-scen-gen) is shown in
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Figure 18: Utility variation using Delta-Threshold approach in presence of network
perturbation
Figure 18. We notice that even for a sufficiently large value of threshold the achieved
utility closely follows the maximum achievable utility. We also calculate the corre-
sponding capital loss incurred due to sub-optimal deployment of the flow-graph using
different thresholds. The results are shown in Table 3. The loss is calculated as the
integral over time of the difference between the maximum achievable utility and the
current utility for the deployed flow graph. The loss incurred increases exponentially
as the threshold is increased. However, it is sufficiently low for a large number of
values, and thus an appropriate threshold value can be used to trade-off utility for a
lower number of reconfigurations.
Figure 19 shows the variation of business utility when the constraint-violation
approach is used for self-optimization. In this experiment, we place an upper bound














Figure 19: Utility variation using Constraint-Violation approach in presence of
network perturbation












on the total end-to-end delay for the deployed data-flow graph, and trigger a recon-
figuration when this bound is violated. This experiment is driven by the real world
requirement for delaying reconfiguration until a constraint is violated, because in
some scenarios it might be more important to maintain the configuration and satisfy
minimal constraints rather than optimize for maximum utility. We can notice some
resemblance in behavior between the delta-threshold approach and the constraint vi-
olation approach. This is because utility is a function of end-to-end delay for the
deployed flow graph. However, managing the system by monitoring constraint viola-
tion is far easier than optimizing a general utility function. Self-optimization that is
driven by change in utility value is more difficult than the one driven by constraint
violation, because calculating maximum achievable utility requires knowledge of sev-
eral system parameters and of the deployment ordering amongst various graphs for
achieving maximum utility. The corresponding capital loss due to different constraint
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Figure 20: Effect of injecting high priority flow-graph
values and the reconfigurations are shown in Table 4.
3.5.2.5 Injecting Data-Flows
Next, we conduct an experiment to study the effect of deploying a high priority data-
flow graph in a system with an existing deployed low priority data-flow graph. A
10-node data-flow graph with priority=1 is introduced at time t=0.0 sec and then
at t=360.0 sec another 10-node data-flow graph with priority=3 is injected into the
system. Figure 20 shows the resulting business utility over time. We see a noticeable
decrease in the utility for the low-priority graph when the new flow-graph is injected.
This is because the high priority graph is preferentially assigned system resources.
Thus, the bandwidth and the minimum delay paths previously available to the low-
priority graph may get assigned to the high-priority graph thereby reducing its net
business utility.
3.5.2.6 Policy driven Self-Optimization
Next, we conduct an experiment to study the responsiveness of our middleware to
changes in the business policy. The priority of a data-flow graph in our system is
determined by the maximum user-priority amongst all users accessing that data-flow.
We initiate 3 different 10-node data-flow graphs and simulate a number of users with
5 different priority levels in the presence of network perturbation. The priority of
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Figure 21: Effect of policy-driven self-optimization
the data-flow graphs is driven by the user accessing the data and changes as the
users arrive and depart. The change in business-utility corresponding to fluctuating
priority is shown in Figure 21. There is an almost instantaneous change in utility
value when the priority of a particular graph changes. An interesting result shown in
the figure is the corresponding change in delay for the graph as the priority of flow
changes. We notice a decrease in delay for data-flows when there is a corresponding
increase in graph priority. This result is interesting because the system autonomically
assigns lower delay paths to flows with higher priority using the utility function.
3.5.3 Comparison with Delta’s Middleware
Delta Technology Messaging Interface (DTMI) is a messaging middleware developed
by Delta Technology (DT) to support demanding enterprise-class applications built
using a service oriented architecture. Application services are deployed in server
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Table 5: Time to process and propagate 10,000 events on iFLOW and DTMI (sec)





processes running on a cluster of heterogeneous machines. Services communicate
by sending messages to each other, and high throughput results from using low-
latency System V message queues for communication on the same host while socket
communication (over TCP) is used for message passing across machine boundaries.
This evaluation is conducted to substantiate our claim that iFLOW performs
competitively against an industrial strength middleware. We use Emulab [26] to
create a 10 node (Intel XEON, 2.8 GHz, 512MB RAM, RedHat Linux 9) topology
that was generated using GT-ITM. Links are 100Mbps and the inter-node delays are
set between 1msec and 6msec. We then instantiate the flow-graph (three sources,
two operators and a sink) described in Section 5.2 using both iFLOW and DTMI.
Table 5 shows the time taken by each system to process 10,000 events of different
sizes. iFLOW performs competitively with DTMI. In fact, DTMI is slower than
iFLOW, but this is because DTMI provides more services, such as fault tolerance
and sanity checks. Thus, we do not claim that iFLOW is truly faster, but our results
provide evidence that iFLOW performs competitively against an industrial strength
middleware.
3.6 Related Work
The development of the iFLOW middleware was a logical step towards enabling
utility-driven self-management for the dynamic data overlays infrastructure. Besides
being related to the work discussed in related work section of Chapter 2, the iFLOW
middleware closely relates to the work being done as part of many self-management
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architectures and with the work on autonomic computing and utility-functions.
3.6.1 Self-Managing Services, Architectures, and Infrastructures
Systems like Astrolabe [70] have the capability to self-configure, monitor and adapt
a distributed hierarchy to manage evolving data-sources. iFLOW builds on these
concepts by providing a general substrate for different kinds of flows, and by incorpo-
rating utility functions. Other examples of self-managing systems include the service
recipes in Darwin [36], or the low cost service deployment in XenoServer [43]. It may
be possible to extend iFLOW with these capabilities.
3.6.2 Autonomic Computing & Utility Functions
The tremendous increase in complexity of computing machinery across the globe
and the resultant inability of administrators to deal with it, has initiated activities
in academia and industry to make systems self-managing. A vision of autonomic
computing as described in [40] is to design computing systems that can manage
themselves given high-level objectives from administrators. Of the four aspects of
self-management defined in the vision, iFLOW focuses on self-configuration, self-
optimization and self-healing in stream management middleware. Our architectural
approach is similar to earlier work in adaptive systems, captured for the autonomic
domain in [34]. While the utility-driven self-optimization in our system is inspired
by earlier work in the real-time and multimedia domains [44], the specific notions of
utility used in our work mirror the work presented in [67] which uses utility func-
tions for autonomic data-centers. Utility functions have been extensively used in the
fields of economics [57] and artificial intelligence [61]. Autonomic self-optimization
according to business objectives has been studied in [32] although the distributed and
heterogeneous nature of resources makes our infrastructure more general.
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3.7 Summary
This chapter presents the design, implementation, and experiences with iFLOW,
a novel autonomic messaging middleware that can be used to develop distributed
applications that involve the acquisition, processing and dissemination of updates.
iFLOW models such an application as an Information Flow-Graph, thus encompass-
ing the ability to express the requirements of several messaging applications. The
approach is novel in its explicit consideration of business value during deployment
and when configuration changes occur. The formalized notion of an information
flow-graph proves equally useful for implementation of highly scalable deployment
and reconfiguration algorithms at the control layer. The Stones and queues at the
messaging layer serve as the building blocks for the information overlays across the
network, efficiently assisted by the underlay layer, which provides resource-aware sys-
tem partitions. Extensive experiments conducted using the iFLOW infrastructure
demonstrate the highly scalable and utility-aware nature of the middleware and its
ability to handle at runtime the changes in operating environment.
The utility formulations used in our research for enabling self-management are
encapsulations of the system model in mathematical terms, but unfortunately, it is
always not possible to devise a useful and realistic formulation of utility for actual
large-scale systems. This was further corroborated by our interaction with our in-
dustry collaborators, who at most times, portrayed their systems as being highly
unpredictable, let alone being able to come up with a utility formulation for the sys-
tem. This motivated us to look at techniques that can be used to learn a probabilistic
model of a system’s behavior based on observed system data, which can then be used
to enable self-management of such systems. The iManage framework, described in
Chapter 4 provides a framework for constructing system models which relate the






Consider large systems that are integral parts of an enterprise’s IT infrastructure.
Examples of such systems include those supporting enterprise websites, or inventory
management subsystems, or even the distributed information systems supporting a
company’s daily operations. Administrators managing these systems are not only
expected to keep them running, but in addition, many such systems must meet cer-
tain processing constraints, be highly available, offer differentiated levels of Quality
of Service (QoS), meet certain Service Level Agreements (SLAs), and may be sub-
ject to unforeseen demands. Unfortunately, even the occurrence of seemingly routine
events like load changes, node and link failures, software patches, or modifications of
certain environmental parameters can cause such systems to behave in unexpected
ways, often resulting in their failure to meet current objectives. Given these facts
and acknowledging enterprises’ growing reliance on their computing infrastructures,
solutions must be found for system self-management. These solutions must be driven
by high level business goals, be open and receptive to administrators, cope with dy-
namic changes in requirements and conditions, and scale from small, tightly managed
individual subsystems to large company-wide support infrastructures.
The existing tools and techniques for enabling self-management of enterprise-scale
systems are insufficient because they are either too general or too specific. For in-
stance, the state-of-the-art system management tools deployed at large enterprises
include software suites like IBM’s Tivoli, which is a systems management platform
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and HP’s OpenView (now combined with Mercury), which can be used for managing
large-scale systems and networks1. These tools are equipped with methods for system
monitoring and for graphically displaying system status to administrators. However,
their functionality for automated symptom determination, reasoning about symptom
causes, and taking appropriate corrective actions remains rudimentary, in part due
to the lack of standards and more importantly, due to the general nature of these
tools. In contrast, researchers have successfully embedded self-managing capabilities
into specific well-defined subsystems like database backends [72], request schedulers
for multi-tier web services [15] and others. To complement the self-management work
being done for specific subsystems, several researchers have been focusing on issues
like policy-specification language [21], model building techniques [11] and efficient
monitoring schemes [4]. Similarly, there has been some excellent research in the do-
main of automating specific tasks that are required for enabling self-management.
A particular effort of note is the work on automated problem diagnosis, presented
in [19, 78]. The work focuses on using the monitoring data gathered from a sys-
tem to detect service level objective violations and correlating the violation to earlier
violations for gaining useful insights. While automating subsystems and problem di-
agnosis is important, these specific techniques must be combined into a comprehensive
framework in order to be effective for complex systems.
The goal of our research is to develop abstractions and methods that help bridge
the gap between (i) the excellent progress made in the general domain of self-management,
like automation of well-defined subsystems or specialized techniques for self-management
tasks vs. (ii) the more general challenges posed by managing more complex and/or
larger IT infrastructures and applications. Toward this end, we build on such prior
work for online system management, we adopt the use of online monitoring and be-
havior detection tools and techniques [20], and we endorse the use of ECA policies
1IBM, Tivoli, HP, OpenView and Mercury are registered trademarks of their respective owners.
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to describe and build our self-management framework. To also address the broader
management challenges posed by complex and dynamic IT applications and infras-
tructures, however, we propose a novel representation of the system state-space that
is geared towards enterprise system self-management, and we develop new techniques
for dealing with the problems of scale, dynamism, tractability and trust. Tractability
here refers to an administrator’s ability to understand current management actions
undertaken by the system and to the system’s ability to expose its reasoning for those
actions. To achieve the goal of system manageability, our system, iManage, offers the
following tools:
• A system modeling framework - iManage collects system parameters and metrics
(collectively called system variables) into a single representation of the system
state-space, and identifies which actions are available to change the system
state.
• A scheme for reducing the complexity of the system model - Since a typical
system model is too complex to be used or even properly constructed, our
tools provide mechanisms to partition the state-space into smaller units that
are easier to deal with. These micro-models allow us to more precisely model
critical aspects of the system, and to more effectively develop policies.
• Techniques for evolving system models - Policies that are appropriate under
one set of conditions may become invalid as operating conditions and the en-
vironment changes. iManage provides techniques for evolving system models
and policies, including methods to learn new policies and incorporate human
knowledge and experience to refine the policies.
• Techniques for quantifying our confidence in a system model - In order for
our system models to be useful, the system administrator must be able to
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trust them. iManage associates a confidence value with each proposed self-
management action, and allows the administrator to both understand and use
this confidence value when deciding whether to let the system manage itself.
In the following section we motivate the iManage approach by describing certain
subsystems and properties of the operational information system deployed by Delta
Air Lines, one of our industry partners. Our interactions with the administrators and
developers at that site have motivated much of this work.
4.1.1 Motivating Example
The Passenger Information Delivery System – PIDS (shown in Figure 22) – is a mid-
dleware developed at Delta Technology, Inc. to serve two important needs of the
airline. First, it is responsible for managing the passenger data sourced from the air-
line’s TPF mainframe. Second, it provides access to passenger information via events
and service interfaces. The PIDS middleware, which according to estimates by Delta
Technology processes around 9.5 billion events annually, ensures near real-time deliv-
ery of processed events to ‘consumers’ – programs that need to receive the events – and
to a database of current booking and flight information used in activities like those in
support of Delta’s web site. PIDS collects data from all over the airline. While much
of its information comes out of the airline’s TPF-based Deltamatic Reservation and
Operational Support System (OSS), additional inputs like gate information, informa-
tion about weather, etc. arrive from airports throughout Delta’s worldwide system.
Further passenger information is provided by the reservation system. Finally, most
planes generate and transmit their own landing time, which is provided to PIDS via
FPES (the flight progress event system).
There are hundreds of variables associated with the PIDS system that capture
the current state of the PIDS servers, the current load conditions, client specific
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Figure 22: Some Interactions in the PIDS Middleware System
system administrator manages the system by virtue of having the ability to modify
some of these variables, examples including the number of client service threads or
the number of workflow service threads. More specifically, such modifications of
state variables constitute the set of actions allowed for managing the system. The
actions of a system administrator to respond to an event (like increased workflow
processing delay) are based on his wisdom (mental model of the system behavior)
and the prevailing conditions (values of different variables representing the current
state). However, partial (and sometimes complete) failures of PIDS middleware are
not uncommon, often resulting in delayed and/or canceled flights, and eventually
leading to loss of revenue. Such failures can be attributed to the scale of the PIDS
middleware and to the dynamic load conditions posed by the application domain.
The above example justifies our focus on the issue of scalability when designing our
self-management framework. Moreover, in order to deal with the dynamic load con-
ditions experienced by the PIDS middleware one must make use of self-management
techniques that can continuously evolve. Finally, our interaction with the system
administrators running the PIDS middleware motivated the need to keep the humans
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Table 6: Some variables associated with the PIDS middleware
Variable Description
Global Variables
E2EL The end-to-end latency introduced by the processing workflow.
ELPP The average queuing delay at individual PIDS processing nodes.
CLIE Number of cache access clients being served at any time.
ETTR Expected time to recover from a failure.
EDRR Events dropped in last 100,00,000 events.
CSTH Client service threads at individual PIDS processing nodes.
WSTH Workflow service threads at individual PIDS processing nodes.
NGAG Number of active boarding gates
NBCA Number of active baggage claim
NCIC Number of active check-in counters
NOVR Number of active overhead displays
Gate Agent Variables
TTFD Time to flight departure
DEST Identifies whether a flight is domestic or international
NPAS Number of passengers scheduled to board the flight
in the self-management loop and in control of the adaptation actions. This translates
to the requirements for tractability and trust.
4.1.2 Road Map
The rest of this chapter is organized as follows. In Section 4.2 we present an overview
of the overall approach, introduce the system state-space model used by the iManage
framework and describe the requirements for enabling self-management. Section 4.3
focuses on the specifics of our approach by describing the algorithms and techniques
used by our framework, these include - the partitioning algorithm, the model building
technique and the specifics of policy learning, adaptation and the confidence attribute.
In Section 4.4 we present the evaluation of our techniques. Section 4.5 discusses the
related work and finally, we conclude in Section 4.6 with some open problems for
further research in this area.
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4.2 Overview & State-Space Model
In this section we present an overview of our solution approach, which is followed by
a formal description of iManage’s system state-space model and thereafter we present
the requirements for enabling self-management of an enterprise-system. The formal
model is used in the following sections to formally describe the various algorithms
and techniques used by the iManage framework.
4.2.1 Solution Overview
The iManage framework for enabling self-management of enterprise-scale systems
provides an abstraction of a system state-space, where each axis represents an iden-
tifiable system variable (e.g., end-to-end delay, throughput, etc.). The state-space
model specifically identifies two sets of variables - one set contains the variables that
determine the operational status of the system, and the other set contains the vari-
ables that can be modified to affect the state of the system. The first set is used for
specifying the goals or SLAs and the second set is used to determine ‘actions’ that
later become part of ECA policies for the system. In order to manage the system
one needs to establish a model that connects the set of actionable or controllable
variables to the set of goal variables. However, given the scale of the state-space for
enterprise-scale systems and the fact that the system can exhibit different behaviors
in different state sub-spaces, modeling the state-space is not straight forward. The
iManage framework utilizes a novel state-space partitioning scheme to deal with the
problems of scale and heterogeneous system behavior. iManage then makes use of
tree augmented naive Bayesian networks or TANs to build ‘micro-models’ for each
partitioned sub-space that results from the state-space partitioning algorithm. As a
result, the system model becomes a collection of the ‘micro-models’ constructed for
each sub-space. In case some goal violation is detected, the system model is consulted
to arrive at new values for the set of action variables. In terms of policy the goal
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violation becomes the event, the value of system variables at the time of violation
become the condition and the assignment of new values to the set of action variables
becomes the action. Since probabilistic models are used to arrive at a solution in
case of goal violation, even the suggested policy actions are associated with a certain
probability of bringing the system to a state of non-violation, and are enforced only
when such probability or ‘confidence attribute’ exceeds the threshold set by a system
administrator.
4.2.2 System State-Space Model
The following convention is used to describe the system state-space model. We use
boldface capital letters such as, V,Vφ to denote sets, and assignment of values to
variables in these sets are denoted by regular capital letters such as V1, V2. Similarly,
we use boldface lower case letters such as, vi,vj to represent variables that occur in
the sets, and regular lower case letters such as, v1, v2 denote specific values taken by
those variables.
We consider a system whose state can be represented by a set V of n variables
{v1, ...,vn}, which are not necessarily independent. Out of these n variables the
system’s operational status (like failed, stable, unstable, etc.) can be determined by
using only a subset Vφ (an example of such variable would be the delay experienced
by the users of an enterprise’s website) of the state variables in V. Therefore, Vφ is
the set of variables of interest as far as the system’s operational status is concerned.
Furthermore, we associate the system with a set A of m action interfaces {a1, ..., am},
such that an instance a1 of action interface variable ai represents an action that can
be invoked on the system. The invocation of an action a1 on a system state V1 is de-
noted by Ω(a1, V1), which possibly translates the system to a new state. The effect of
invocation of action a1 on an instance of a system state-space variable v1 is similarly
represented using ω(a1, v1). The above discussion is used to arrive at the following
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definition of a deterministic action-variable pair.
A tuple (ai,vi) is said to be a deterministic action-variable pair if ω(aj, vk)
is known for all instances (aj, vk) of ai and vi.
The set of all deterministic action-variable pairs of a system constitutes the set D,
and the set of all state-space variables that occur in any tuple in the set D constitute
the set Vα, also called the set of controllable variables. The following lemma holds
for all members of the set Vα.
If v1 and v2 are two possible values of the state-space variable v
i
α ∈ Vα
then there exists an instance a of ai such that (ai,v
i
α) ∈ D and ω(a, v1) =
v2.
In order to manage a system, and affect its status, one needs to be able to deter-
ministically modify the value of variables contained in Vφ. However, we only know of
ways to deterministically modify the value of variables contained in Vα. Therefore,
if one could discover a function χ that maps the space of variables of interest, Vφ to
the space of controllable variables, Vα then one would be able to manage the system
as described next. Let, Vcurrent represent the current state of a system and Vcurrentφ
and Vcurrentα represent values of the corresponding sets of variables Vφ and Vα. Now,
if the system needs to be translated to a new feasible state such that the variables
of interest take the value Vgoalφ , then one should be able to determine V
goal
α using the
function χ and then use the set D to determine the actions required to change the





Note that the set of variables in V − (Vφ ∪ Vα) are not redundant and as we
shall see in Section 4.3.1 they play an important role in determining the function χ.
An example of such variable would be a measurement of number of disk-operations -
such a variable is usually not a member of Vφ, which is used to determine acceptable
system operational status; and this metric, in general, cannot be deterministically
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affected by allowed system actions (e.g. allocating another disk-array). However,
such variables may give hints about the actions to be taken to remedy a certain
problem.
To put the above discussion in context, such a system model can be readily ap-
plied to the example discussed in Section 4.1.1. For example, the list of variables,
enumerated in Table 6, constitute the set V of state variables for the PIDS system.
The set of variables {E2EL,CLIE} are the variables of interest as far as the opera-
tional status of the PIDS middleware is concerned and therefore constitute the set Vφ
(this corresponds to two of the several requirements imposed on the PIDS middleware
-the processing workflow should not introduce a delay of more than 1 second, and the
system should be able to handle 3000 concurrent requests from the clients). The set
Vα = {CSTH,WSTH} constitutes the set of variables that have action associations.
4.2.2.1 Limitations.
In the above discussion we assumed that all of the variables that constitute the system
state-space are known. This is not true for systems where due to considerations like
monitoring overhead and complexity some of these variables might not be monitored.
However, the probabilistic modeling techniques used by our framework are able to
perform sufficiently well even when some of the variables are not listed as members
of the system state-space, or are not monitored by the system. One must note that
failure to include some important state-space constituents may lead to a system model
which might not be manageable.
The second limitation arises from the fact that the function χ might return mul-
tiple possible instances of the set Vα corresponding to the goal state represented by
V
goal
φ . For example, if V
goal
φ corresponds to reduction in end-to-end delay for a three
tier web-server, then there may exist multiple actions like increasing the number of
front-end servers or upgrading the backend database server that may lead to reduction
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in end-to-end delay. Our probabilistic techniques will suggest the solution which has
the highest probability of resolving the problem without any guarantees about the
efficiency or optimality of the solution. This opens up the possibility of a difference
between ‘manageable’ and ‘efficiently’ or ‘optimally’ manageable system. However,
in this chapter we will limit ourselves to the concept of manageability.
4.2.3 Enabling Policies
There are certain requirements that should be met by any system to become eligible
for policy-driven self-management. Firstly, the system should be able to measure and
export the current value of variables that constitute the state-space for the system.
One can think of this as ‘dials’ on a control dashboard used for managing a very large
system. Secondly, the ability to modify some of the variables is also central to the
idea of policy enablement. One can similarly think of this capability as the ‘knobs’,
which can deterministically change the value displayed on some ‘dials’. In terms of
our system state-space model, the variables represented by ‘dials’ are the variables in
the set V. The variables which have an associated ‘knob’ constitute the set Vα. The
‘knobs’ can in turn be used to take actions specified using ω(ai, v
j
α).
In order the enable policies in a policy-ready system, we need to have a way for
representing the policies, mechanisms that discover and learn policies at runtime, ways
to enforce policies and techniques for keeping the policies updated for the current
system environment. The following sub-sections briefly describe our approach to
handling these issues. Some of these issues will later be dealt in detail in Section 4.3
Policy Specification - We use a modified form of the well accepted event-condition-
action (ECA) format for specifying the policies. The ECA specification is very useful
when it comes to enforcing policies for any system. However, we extend the specifica-
tion to include a confidence-attribute that is related to the probability of the policy
having a desired effect when the action specified as part of the policy is taken under
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appropriate conditions. The event in our policy description is a change in the value
of some variable(s) in Vφ. The condition that triggers the action associated with the
policy is specified over the set of variables in V. The action is similarly specified as
the modification in the value of some variables contained in Vα.
Policy Discovery - We believe that all policies cannot be specified and that the system
may need to discover some policies on the fly. We use a novel state-space partitioning
scheme, described in Section 4.3.1 to first reduce the system state-space under con-
sideration at any instant. Then for each partition we make use of greedy algorithm
to discover the most important variables from the set Vα (i.e. the right knobs). We
finally make use of Bayesian networks to build ‘micro-models’ of the the state-space
corresponding to each partition, thereby enabling us to find the values to which the
‘knobs’ should be adjusted to. We elaborate on these techniques in the following
sections.
Policy Enforcement - The interfaces that export the current value of system vari-
ables are continuously monitored for any changes. Changes in the values of some
variables may cause some policy to evaluate its condition, and if the condition eval-
uates to true, the action specified as part of the policy is taken. In simple words,
when a problem occurs (i.e., the value on some dial signals something bad) the self-
management subsystem tries to (1) find the ‘right-knobs’ and then (2) adjusts them
to some appropriate new values. The enforcement of any policy is also contingent on
the confidence-attribute, which should be more than a system-wide threshold set by
the system administrator. This gives the administrator a control over the degree of
self-management.
Policy Refinement - Policies that are either specified or are learnt by the system may
need to be changed because the conditions under which such policies are valid may
change with time. An instance of this would be the addition of more nodes to the
network underlying the operational information system. Such instances may lead to
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changes in threshold values that trigger an action specified as part of the policy. Our
techniques are able to keep track of such changes in the environment and in response,
they suitably modify the policies.
4.3 Solution Approach
The system state-space model proposed in Section 4.2.2 showed that V, Vφ, Vα, A,
D and χ are the parameters that should be known for arriving at a self-management
solution for a system. One can safely assume that for most of the systems the sets
V, Vφ, Vα, A and D are known apriori. This implies that the system variables, the
variables of interest and the deterministically modifiable variables along with the ways
to modify them are known. This is true for enterprise-scale systems where the system
variables like number of network nodes, link capacities, etc. are known. Similarly, the
variables of interest like end-to-end delay are also known apriori. Lastly, one knows of
variables like allocated buffer-length at network nodes which can be deterministically
modified by changing some system parameters. The problem is to find the function
χ, and this means that we need to find a way to model the system. Remember that
the function χ relates the variables in Vφ to the variables in Vα and the function χ
can change for different values of variables in V − (Vφ ∪Vα). Once the function χ
has been determined for the system state-space, one can easily find and/or adapt the
actions that form part of the policy specification.
However, building a model (i.e., determining χ) for understanding the behavior
of an enterprise-scale system is difficult. This can be attributed to the fact that
in such systems there are a large number of variables (e.g., bandwidth, workload,
queue length at servers, etc.), each one of which can potentially affect the state of the
system and more often than not these variables also interact amongst themselves. For
example, in a certain sub-space of the system’s state-space the bandwidth between
participating nodes may be the bottleneck and any modification to the priority of
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processes may have little or no effect on the observed performance. The situation
may similarly be reverse for some other system state sub-space where server capacity
may be the bottleneck and any modification to the inter-node bandwidths may have
no effect on the observed performance. The two insights that follow from the above
discussion are that:
1. Finding a single function to model the entire state-space of an enterprise-scale
system might lead to very crude and incorrect system models.
2. There exist system state sub-spaces where the effects of certain variables can
essentially be ignored from the system model.
The above discussion motivates the need to partition the system state-space. The fol-
lowing sub-section elaborates on the specific requirements for the partitioning scheme
and then describes the partitioning algorithm in detail.
4.3.1 System State-Space Partitioning
The aim of our partitioning scheme is to create system state-space partitions such
that:
• The involved system variables exhibit some homogeneity in their behavior inside
the partition, which is beneficial for building the system model.
• The number of ‘knobs’ required to manage the system within the partition is
minimized, which is beneficial for the purpose of learning and adapting the
actions specified as part of policy.
To incorporate the concept of partition homogeneity we create partitions such that
operational states contained in the partition are close to each other. Note that par-
tition homogeneity corresponds to macro-level states of the system, for instance in
one partition the underlying network may be the bottleneck (making server capacity
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redundant) while in some other partition the server capacity may be the bottleneck
(similarly making the network capacity redundant). In order to minimize the ‘knobs’,
we want to ensure the partitions are created such that the ‘knobs’ needed in one par-
tition are possibly not needed in the other. This corresponds to making partitions
which are orthogonal to each other. The partitioning algorithm employed by our
framework is described next.
4.3.1.1 The Partitioning Algorithm
A system state can be defined as the binding of appropriate values to the variables
contained in the set V. The partitioning algorithm aims to partition many such
observed system states to achieve the objective mentioned in the previous section.
We define a partition to be a collection of observed system states. A partition inherits
the sets V and Vφ from the system state-space but the sets Vα, A and D can vary
between the partitions.
Let S be the observed operational states contained in the initial system state-
space partition for which D defines the association of action interfaces in A with
the variables in Vα. For simplicity the discussion here assumes that it is possible to
define a measure of normalized distance between any two operational states. Tech-
niques for doing such operations exist and interested readers may refer to well-known
techniques like Mahalanobis distance [55]. We define an operator δR over a pair of
operational states from a partition, which finds the normalized distance between the
two operational states considering only the dimensions contained in the set R, where
R ⊆ V. We also define the operation θ over a pair of operational states from a
partition. The operation θ finds the number of places in which the two states differ,
considering only the dimensions corresponding to the set Vα for the partition under
investigation. Finally, we define
υ(s1, s2) = η × δV(s1, s2) + µ× θ(s1, s2) (5)
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where, η and µ can take values from the range [0,1] and these are used to configure υ
for weighted distance and orthogonality. To evaluate if we need to partition a given
system state-space P , we try find a subset V′α of Vα such that∑
∀si,sj∈S
δVα−V′α(si, sj) ≤ ∆max (6)
|V′α| ≤ f (7)
where ∆max is a user defined parameter that represents the maximum allowed repre-
sentation error for the controllable variables and f represents the maximum number
of actions that can be used to manage the system in the given partition. We employ
a greedy approach for finding V′α, i.e., we add the member of Vα to V
′
α which causes
the greatest reduction in the L.H.S. of the equation 6. We repeat the above process
until the L.H.S. becomes lesser than ∆max, at this point we look at the cardinality of
the set V′α - if the cardinality is less than f we do not partition the system state-space,
otherwise we proceed to partition the system state-space. The V′α so determined be-
comes the Vα for the partition. We start by finding a pair of states s1 and s2 from the
set of all such pairs contained in the set S such that υ(s1, s2) is maximized. The pair
s1 and s2 acts as the seed for the two new system state sub-spaces S1 and S2 that will
be created. We then iterate through the remaining operational states in the set S,
adding the operational state si to S1 if δV(si, s1) ≤ δV(si, s2). One can alternatively
use the centroid of existing operational states in the evolving partitions to determine
the membership. Once the two new partitions S1 and S2 have been created, we find
the set Vα for them using the greedy approach described above. If the criteria de-
fined by ∆max and f is not met by any partition then we repeat the above scheme
for that partition. We now enumerate the advantages of the partitioning scheme for
the purpose of enabling enterprise system self-management.
• Assists in Problem Diagnosis. The system might migrate through a series of
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system state ‘partitions’ before ending in an unacceptable state (e.g. SLA viola-
tion). The path followed by a system before a failure may contain information
about the events that may have led to a failure, and can therefore assist in
problem diagnosis and constructing complex policies.
• Simplifies Problem Resolution. If a system enters an unacceptable state during
its operation then the model corresponding to the partition to which this un-
acceptable state belongs can possibly be used to arrive at a resolution to the
problem.
• Reducing Monitoring Overhead. The partitions that are created by our algo-
rithm allow us to ignore a subset of variables when the system is operating
in that partition. This can potentially allow us to monitor such variables at
reduced frequencies. However, we have not fully explored this possibility.
• Simplifies Policy Learning. Our approach intelligently reduces the space of
possible actions that could be taken in response to an event. This greatly
simplifies the process of correlating the events to actions for the purpose of
determining ECA policies.
Once the system state-space has been partitioned, we build a system micro-model
corresponding to each partitioned sub-space. A system model in our framework con-
sists of several micro-models each one of which models a sub-space of possible system
states. The micro-model to be applied is determined based on the current state of
the system. Since, we attempt to model only a small partition of the entire system
state-space at a time we are able to build models even for systems with a very high
number of variables. This makes our approach highly scalable. A similar approach
was presented in [78], which made use of an ensemble of probabilistic models to de-
tect SLO violations, and was shown to perform significantly better than the approach
which used a single monolithic model to detect violations. The approach works by
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adding new models when the existing models do not accurately capture the current
system behavior.
4.3.2 Building System Micro-Models
We want to create micro-models such that they can predict the values for the variables
in Vα given the values for the variables in V−Vα. Here we take advantage of the fact
that our system state sub-spaces have a reduced dimension in terms of controllable
variables. For all the variables in Vα we exhaustively enumerate all the possible
values and create a new variable c which can take values corresponding to such an
exhaustive enumeration. For example, if |Vα| = 2 and each variable in Vα can take
3 discrete values then c can take 9 distinct enumerated values. We assume that the
controllable variables take discrete values and if the variable is continuous, one can
use existing techniques to discretize continuous data (actually the Bayesian modeling
techniques, which are referred to in this chapter make use of such techniques). The
system state space V can now be represented as {c} ∪ (V −Vα).
To find the best value from the variable c which helps translate the system to
a desired state we resort to making using of probabilistic modeling techniques. We
use a variant of Bayesian network [35] called the Tree Augmented Naive Bayes [28]
or TANs to probabilistically model the system state-space. A Bayesian network is
represented as an acyclic graph whose vertices encode random variables and the edges
represent statistical dependence relations among the variables and local probability
distributions for each variable given values of its parents. The main advantage of
using a Bayesian network (or one of its variants) is that their representation provides
and easy way to inspect the relationships between the involved variables. This allows
an expert to embed his knowledge or the common wisdom into the self-management
framework by proposing an initial model, which can be further refined using learning
techniques. Furthermore, by simple inspection an expert can single out any faults in
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the learnt system model. Our choice for making use of TANs was driven by the fact
that unrestricted forms of Bayesian network are computationally very costly to build
as they need to evaluate all the dependencies amongst the set of random variables.
A TAN, on the other hand allows only a tree structured dependence amongst the set
of random variables (other than the class variable) and is therefore cheaper to build
and has been shown to perform almost as well as the unrestricted version. A TAN
model when used as a classifier is able to determine the following probability
p = Pr(x|a1, a2, ..., an) (8)
for the set {a1, a2, ..., an,x}, from a given training set. The variable x assumes a
special status in this equation and is called the class variable and the other variables
are called the attributes.
To create the micro-model we designate the newly formed variable c as the class
variable and the remaining variables, i.e., the set of variables in V − Vα are des-
ignated as attributes. The resulting micro-model is able to determine the following
probability.
p = Pr(c|V −Vα) (9)
The above equation determines the probability of the variable c taking a certain value
given the values of the variables in the set V −Vα. This procedure for achieving a
desirable and feasible system state is as follows. Let, Vcurrent represent the current
system state and Vgoalφ represent the new desired values for the set Vφ. To find the
values of variables in Vα that can possibly lead to the goal state, we create the set
V′ = V−Vα. We create an instance Vgoal of the set V′ by assigning the corresponding
values from the set Vcurrent and thereafter resetting the values corresponding to the
set Vφ using the values from V
goal
φ . We then use the instance V
goal to find the instance
cgoal of variable c that maximizes Equation 9. The values of Vα corresponding to
cgoal so determined are used as the new values for controllable variables.
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4.3.2.1 Discussion.
Note that the state depicted by Vgoal may not exist in a real system. This is because the
variables that are contained in V−Vφ∪Vα inherit their values from the state instance
Vcurrent, and it may so happen that when the system translates to the new goal state,
the values for variables other than the variables of interest and controllable variables
may also change. However, experimental results presented in Section 4.4 show that
the predicted values of Vα are mostly able to achieve the goal state. This can be
attributed to the fact that attribute discretization adds some degree of tolerance
causing some smaller changes not to be reflected until they occur at the points where
discretization partitions the continuous data space. Another important consideration
for future work may be the consideration of the magnitude of change in the values
of the variables in Vα. A solution that requires smaller change in magnitude may
sometimes be preferred over the most probable solution.
4.3.3 Policy Learning, Adaptation & Confidence Attribute
The system state space model and the micro-model play a central role in support-
ing the task of policy learning. The high-level directives or goal statements are de-
scribed over the set of variables contained in the set Vφ. For example, a high-level
directive like delay < 20msec can be used to learn the corresponding policy using
the procedure described next. The framework instantiates a trigger for capturing
delay ≥ 20msec which acts as the event in terms of policy. If at any time the event
occurs the current system state Vcurrent is used in conjunction with system sub-space
micro-model to arrive at a corrective action. The event, the current system state
(condition) and the corrective action are recorded as a policy.
In a dynamic system the micro-models may evolve with time. This may cause
some learned policies to become invalid with time because the corrective actions that
were determined using an earlier version of the model may not be applicable any
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more. Policy adaptation requires periodic evaluation of the actions specified as part
of the learned policies.
The confidence-attribute associated with each policy helps us to deal with the issue
of administrator’s trust in our self-management framework. The confidence-attribute
for a suggested self-management action is equal to the probability p determined using
the Equation 9. The system administrator can declare a threshold value to have
control over the policies that will be enforced. Only the policies with a confidence-
attribute greater than the threshold value are autonomically enforced by the self-
management framework.
4.4 Experiments
Our goal was to study the suitability of our techniques in managing large enterprise-
scale systems where a large number of variables can potentially affect the state of
the system. In this section, we present our findings based on simulation experiments
under a variety of workloads and operating conditions. Our techniques, for instance,
were able to detect bottleneck nodes in our simulation of a PIDS-like middleware and
were able to avoid several SLA violations that would have otherwise occurred. We
start with a description and validation of the simulator testbed, which is followed by a
brief description of the workload and evaluation metrics. We present our experimental
results starting from Section 4.4.3.
4.4.1 Simulator Testbed
We wanted to evaluate our techniques for self-management using applications that
are representative of the ones used by large enterprises. We evaluated the possibil-
ity of using well-known benchmarks and real-enterprise applications for putting our
techniques to test. However, we soon realized that the applications available to us
in our lab environment (like RUBiS [60] and an implementation of industrial middle-
ware from Delta Technology [23]) were not instrumented well enough to sense and
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actuate a sufficiently large set of variables, and often changing any environment pa-
rameter (like maximum number of worker threads, number of MySQL connections,
memory allocations and MySQL cache size) required restarting the application for the
changes to take effect. Of course, in order to use our techniques, these systems could
be enhanced to provide more monitoring and dynamically tunable parameters. Fur-
thermore, it was not possible for us to make use of such applications for a large-scale
(say 500 underlying nodes) evaluation of our techniques.
In order to overcome the problems mentioned above we decided to design a well
instrumented simulator for simulating a large system implementing service oriented
architecture (SOA). An implementation of SOA contains a set of services running on a
distributed network of nodes that can be invoked by sending a message to the service,
messages may or may not be generated as a result and if the messages are generated
they may be forwarded to the source, to a sink or to some other service(s). The
PIDS middleware described in Section 4.1.1 can be implemented as a SOA. Our SOA
simulator consists of four main components - server, service, network-link and client.
A server represents a processing facility with a limited number of cycles per second, a
limited memory, connections to other servers and ability to throttle server frequency
at the expense of more power. A service represents a software which accepts certain
types of messages, possibly generates some messages in response and determines the
server cycles that will be used to process a certain message type given the available
memory. There may be more than one service running on a server and they may
have different priorities. A network-link has an associated bandwidth, delay, and cost
per unit of data transmitted. Finally, a client represents a source or a sink for the
messages. An event source has a rate of generating events that can vary with time.
A sink measures the incoming event-rate, the average delay for update propagation
and the current delay measured over a recent window.





















Figure 23: Validation of the SOA simulator against an emulation at Emulab
the basic distributed network of servers and network-links, this is followed by addition
of some services for processing messages and some clients. The simulation is run for a
pre-specified amount of time and it dumps the state at configurable regular intervals.
We make use of these state dumps to evaluate to build system models and then
use these system models to arrive at policies for managing the simulated system.
The network topologies for the simulations were generated using the GT-ITM [76]
generator.
4.4.2 Simulator Validation
To validate our simulator we compared the measurement attained by simulation with
the ones attained using the same experimental setup on our Emulab [26] testbed. The
experimental setup consisted of a 13 node topology and an event processing graph
comprised of 3 sources, 2 services and 2 sinks. On the Emulab testbed we created the
specified 13 node topology and then made use of the iFLOW middleware [45] to set up
the event processing graph. We instantiated the same setup using our simulator. The
services were configured to take a specified amount of time for processing the incoming
events depending upon the incoming event type, and server load. We measured the
event propagation delay between a source and a sink under a variety of variations
which included events that take different processing times, variation in event rate
79
from sources and change in event-size. The same event workload was used for both
the Emulab testbed and the simulator. The measurement of event propagation delay
for both the Emulab testbed and the simulator is shown in Figure 23. Our simulator
was able to closely follow the behavior of the real emulation testbed for the same
experimental setup, thus paving the way for simulations at a larger scale.
4.4.3 Microbenchmarks
We ran two simulations with 8 and 32 servers, each for 4 simulated hours. The two
simulations dumped 71 and 227 state variables, respectively every 30 seconds. During
the course of simulation we kept modifying the system conditions like the event rates
from the sources, modifying the server frequencies, using alternate high or low-cost
links to the destination and changing the priorities for various services running at a
server. We also ran the simulation for another 20 minutes, dumping data at every
30 seconds to evaluate the accuracy of generated models. We collected 3 such sets of
observations.
The first experiment focused on determining the effect of partitioning parame-
ters ∆max and f on the number of partitions that are created for a given system
state-space and the average number of controllable variables that appear across the
partitions. The results obtained by using one set of observation from the simulation
described above are shown in Table 7. The table enumerates results from two set of
simulations described above which generated 480 observed system states each. The
results show that our techniques were able to significantly reduce the average number
Table 7: Effect of partitioning parameters on |Vα| & number of partitions
Original Partition
f ∆max |V| |Vα| avg |Vα| partition count
3 0.1 71 11 2.8 54 0.2 4.0 3
3 0.1 227 31 2.7 74 0.2 3.8 5
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Table 8: Comparison between the accuracies (in %age) of single and micro-models
Data Set Model Type
|V| Single Model Micro-Model
71 89.4± 2.8 92.3± 3.2
227 86.3± 1.9 90.7± 2.3
of controllable variables. For example our partitioning scheme was able to able to
achieve a 90% reduction in number of controllable variables per partition for a system
state-space with 31 variables. As far as the number of partitions is concerned, it is an
important contributor towards the scalability of our techniques. However, a very high
number of partitions may lead to partitions that may have a very sparse population
leading to bad system models. The number of controllable variables are required to
be low for our techniques to be effective as long as the manageability of the system
partition is maintained, which can be controlled by setting a low value for ∆max.
The next experiment was conducted to examine the effect of partitioning on the
accuracy of the system models. To construct a single system state-space model for
the set of observations collected earlier we proceeded as follows. We eliminated any
Vα from the set if it did not change its value during the simulation run. This reduced
|Vα| to ≈ 5 and ≈ 11 for the simulations with 71 and 227 variables, respectively.
Notice that even with a discretization factor of 2 for each variable, the simulation
with 227 variable had 211 = 2048 possible values for the variable c. In the real world
this translates to the confusion of which ‘knobs’ to turn to fix the system. Using
the technique described in 4.3.2 we then constructed the single system models. For
building micro-models corresponding to the partitioned sub-spaces we did not have to
perform the pruning of the set Vα as the partitioning algorithm takes care of removing
the redundant members from the set Vα. The micro-models were then constructed
for each of the partitioned sub-space. We used the generated models to predict the
value of controllable variables given the value of other system variables from the test

























Figure 24: iManage’s scalability with number of observed system variables
better than a single model at correctly predicting the values of variables in Vα.
To examine the effect of the number of observed system variables (i.e. |V|) on
the accuracy of predicting the right values for the variables in Vα we conducted the
following experiment. We used our SOA simulator to simulate systems that had 37,
71, 150, 320 and 644 variables that could be observed. Each system was simulated
under varying workload conditions with appropriate corrective actions being taken
at several points in the simulation. Simulation time was proportional to the number
of variables being observed for that system. The smallest system with 37 variables
was simulated for 1 hour simulation time. We used our techniques to build models
for each of the systems and then used 10 minutes of generated test data to calculate
the prediction accuracy corresponding to each model. We repeated the experiment
3 times. Results shown in Figure 24 show a slight decrease in prediction accuracy
with the increase in number of observed system variables. However, the prediction
accuracy only shows a linear trend in decrease as the number of variables are increase
exponentially. We acknowledge that the results obtained may be highly dependent






































Figure 25: Delays from the SOA simulator with and without self-management
4.4.4 Evaluation of the Self-Management Framework
The next set of experiments was conducted to evaluate the end-to-end efficiency of
our framework in managing large-scale systems. We study the impact of suggested
self-management actions and the confidence attribute on the end system metrics at
runtime. The simulations were conducted for a system with 227 variables and con-
sisted of 32 simulated server nodes.
The simulation setup consisted of an event-flow that contained 3 sources, 2 services
and 1 sink, and 2 query response services which received a stream of queries from
a co-located client. Each event-flow service was located on a separate server but
shared the server with another query response service. The variables that could be
modified included the priority of the event-flow service thread, the priority of the
query service thread and the frequency of the server. Dynamic workload conditions
were simulated by varying the event rates from the sources and the query clients. The
metrics of interest included delayflow and delayquery. The goals for the simulation
run were specified as delayflow < 12.5msec and delayquery < 7.5msec, and both the
threads were assigned the same priority. Figure 25 shows the delay observed at the
event-flow sink and at one of the query client with and without self-management.
Our techniques were mostly able to avoid any violations of the specified goals. The
confidence threshold for this experiment was set to 85.0%.
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We next conducted an experiment using the above setup to examine any unwanted
behavior that may happen due to low confidence-threshold. When the confidence
threshold was reduced to 75.0%, we actually observed delays at the event-flow sink
that were more than the delays observed without the self-management in place. Con-
fidence thresholds even lower than 75.0% made the system behave erratically when
self-management was turned on. This was corroborated by re-examination of some of
our earlier data used for prediction accuracy experiments. 90.0% of the predictions
that led to false predictions had a confidence-attribute lesser than 65.0%. These
findings can be attributed to the use of probabilistic models by our framework. A
low-confidence threshold means that there is possibility that a certain other assign-
ment of values to variables in Vα also has a high probability of occurrence. This may
lead to two assignments having almost the same probability of occurrence leading to
a higher chance of erroneous choice of assignment by the system.
4.5 Related Work
4.5.1 Policy Research
There has been much work in the domain of using policies for simplifying the manage-
ment tasks associated with system administration. Over the last decade, researchers,
both in academia and industry, have focused on issues like policy specification lan-
guages [21], frameworks [33, 71] and toolkits [52]. The research presented in this
chapter builds on the work done in the above mentioned areas and is a logical next-
step, as the focus is on applying the policy-research to the management intensive
domain of enterprise-scale systems. The policy research in the domain of automated
network management that deals with issues like security, access control and other
associated management tasks [75, 58] justifies our stand on studying the impact and
application of policy research to another rich domain. More recently, researchers have
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started evaluating the pros and cons of applying policy research for managing IT sys-
tems at large business enterprises [14]. This research, which is in its nascent stages,
promises to provide systems that will manage themselves in accordance to high-level
business goals [32]. The issues concerning human expertise and policy representation
have also been explored in a recent paper [39].
4.5.2 Autonomic Computing & Self-Managing Systems
The task of implementing self-managing systems is a multi-step process in which
policies can play an important role. Policies are a way to dictate the behavior of
a self-managing system. This is in line with the vision of autonomic computing -
‘to design computing system that can manage themselves given high-level objectives
from administrators’ - as described in [40]. There has been much work in the domain
of enabling self-management for a wide variety of systems. The SLA-based approach
to manage systems has been explored by a number of researchers [77]. In our prior
work, we had focused on enabling self-management capabilities for distributed data
stream systems [49, 45]. Some researchers have also explored the use of rule-based
self-management approach for managing applications [11]. The use of utility-functions
for self-management has also been explored in specific reference to event-based sys-
tems [12], and an interesting take on aggregate utility-functions is presented in [8].
It turns out that defining utility-functions for enterprise-scale applications is a tough
task because it may not be possible to mathematically model all the factors that can
potentially affect the state of the enterprise system.
4.5.3 Bayesian Networks & Problem Diagnosis
Bayesian networks or the Belief networks have found applicability in a number of
AI domains, and they represent one of the best classification tools available to re-
searchers. A tutorial on Bayesian networks is presented in [35]. Several specializa-
tions of Bayesian networks have been proposed in literature, the most important ones
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being the Naive Bayes [24] and the Tree Augmented Naive Bayes or the TANs [28].
In reference to applying Bayesian networks for modeling computer systems, a very
innovative approach for correlating instrumentation data to system states is presented
in [19]. This was later extended in [20] to develop signatures that could be used to
more efficiently correlate the SLA violations that may occur in a system. More recent
work in this domain makes use of an ensemble [78] of system models for the purpose
of problem diagnosis. The work presented in this chapter not only detects possible
violations of higher level goals by the system but also suggests appropriate corrective
actions to arrive at a solution for the problem.
4.6 Summary
In this chapter we described a system modeling framework that collects the system
parameters and metrics into a unified abstraction, which we call the system state-
space, and identifies the actions that can be used to manage the system. To deal
with complex system state-spaces, typical of enterprise-scale systems, we presented
techniques that can be used to reduce the complexity and to more precisely model
critical aspects of the system, and to more effectively develop policies. Additionally,
iManage has capabilities for dealing with dynamic environments and for letting the
administrator incorporate human knowledge and experience to refine policies. Finally,
the confidence-attribute associated with the actions, which constitute the policies
learnt by iManage framework, allows the administrator to fine-tune the enforcement
of such policies.
In real enterprise settings, a single end-to-end system is composed of multiple
components. Any technique that decomposes the system level SLA or goals to per-
component SLAs or goals would not only simplify the management of such infrastruc-
tures, but it would also add a new dimension to the scalability of self-management
techniques. Once such per-component SLAs have been determined one can use
86
iManage-like techniques or other time tested techniques (like the ones that exist
for database tuning) to enable self-management for that component. The following





The need for increased automation, better integration with internal processes and
flexibility in interacting with external partners is creating increasingly complex IT
systems and applications in today’s large enterprises. Examples of such systems
include those supporting enterprise websites, inventory or revenue management sub-
systems [3], and distributed information systems supporting a company’s daily op-
erations [31]. Typically, such systems are constructed as collections of components
and/or independent software artifacts like web-servers, database systems, and local
or remote application services, which interact with each other in many unpredictable
patterns when providing the functionality required by the enterprise end users. Fur-
ther issues include dynamic changes in resource usage and availability, caused by
natural system behaviors and failures. Other factors such as resource migration and
consolidation also contribute to such behaviors in today’s virtualized enterprise. As
a result, even when the behavior of constituent components can be well characterized
and controlled, it is typically intractable to precisely characterize or limit the dynamic
behaviors of the composed enterprise systems and applications. This intractability
makes it difficult, if not impossible, for system administrators to efficiently achieve
conformance to Service Level Agreements(SLAs) with internal or external enterprise
partners. In many cases, systems are over-provisioned to meet SLAs. One such ex-
ample is the extensive use of over-capacity to guarantee time limits on search requests
for the flight search services offered by one of our industry partners, Worldspan [56].
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Figure 26: Determining Component-Level Objectives from Service-Level Agree-
ments
This chapter addresses the complexities arising from dynamic component inter-
actions in large-scale enterprise applications by deriving component-level objectives
from high level business goals such as SLAs. The solution is based on the assumption
that a system’s constituent components or subsystems can be individually monitored
and managed to the extent needed to attain desired runtime component behaviors.
Our approach, as shown in Figure 26 starts by constructing meaningful state-spaces
for enterprise system, based on runtime monitored variables. Scalability and manage-
ability are achieved by dynamically partitioning the enormous state-space generated
from typical application runs into smaller homogeneous sub-spaces. These homoge-
neous sub-spaces, which are representative of typical application behavior, are then
modeled using probabilistic modeling techniques to create micro-models. For example
there may be a micro-model capturing the steady state-behavior of the system, while
another micro-model may correspond to the system state in which the back end is
being updated by a new batch of updates. These micro-models are then used to derive
component-level objectives that characterize a component’s contribution to the high
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level goal. In this way, we dynamically determine the possible set of component level
objectives for constituent components, which if conformed to, imply conformance to
the higher-level goal. An example is the dynamic determination of CPU shares for a
database server in a three tier application for meeting an end-to-end SLA in a given
system state sub-space. Determination of the component-level objectives can then
be used for designing the overall system or for proactively monitoring the system to
ensure compliance to a given SLA.
We make the following contributions in this chapter. First, we have built an
innovative state space partitioning solution that can model the behavior of complex
enterprise applications under varying conditions. Second, we use the state spaces
to derive component level objectives matching high level goals. Third, we use the
information gathered regarding component level objectives in different state spaces
to control the application behavior to meet the high level goals.
The following sub-section describes a real-world scenario, provided to us by one
industry collaborators, that highlights the need for SLA-decomposition.
5.1.1 Motivating Example
This work is largely motivated by the needs of one of our industry collaborators,
Worldspan [74], a leading provider of information services to the travel industry. The
average number of passenger name records in Worldspan’s system is around 41.5 mil-
lion. In the month of March, 2006 alone, their system processed around 9.2 billion
messages. To add to the complexity of their enterprise is the 1400 node server farm
which searches a frequently updated massive data blob (4GB for domestic and 13GB
for international flights) to provide ticket availability and ticket pricing information
to their customers, which includes many leading travel portals. One of the critical
service level objectives for Worldspan is the responseTime of their system. In order
to attain this, they typically over-provision their farm to deal with varying workloads.
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However, given the rate at which the airline industry is expanding, they are predicting
that very soon they will need some alternative approaches to ensure compliance to
the SLAs. In our collaboration with them, we are trying to develop techniques that
automatically, based on previous observations and current operating conditions (like
timeOfDay, updateSize), determine the relationships between controllable compo-
nent level variables like cacheRefreshTime, allocatedServers, searchDepth and
the system-level objectives of responseTime and accuracy. The idea is to determine
ranges for more controllable component-level variables, which if conformed to will
ensure compliance to the system level SLA.
5.2 Solution Overview
In the following sub-sections we formally describe the state-space model that is used
by our approach, and provide an outline of the solution.
5.2.1 System Model & SLA Representation
The following convention is used to describe the SLA and the system state-space
model. We use boldface capital letters such as V,S to denote sets, and assignment
of values to variables in these sets is denoted by regular capital letters such as V1, S1.
Similarly, we use boldface lower case letters such as vi,oi to represent variables that
occur in the sets, and regular lower case letters such as v1, o1 denote specific values
taken by those variables.
We borrow the state space representation from Chapter 4 where a system’s op-
erational state can be represented by a set V of n variables {v1, ...,vn}, which are
not necessarily independent. Out of these n variables the system’s compliance or
non-compliance to a SLA can be determined by using only a subset Vφ (an example
variable in such a subset would be the delay experienced by the users of an enter-
prise’s website) of the state variables in V. Therefore, Vφ is the set of variables of
interest as far as the system’s operational status is concerned.
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A SLA consists of one or more Service Level Objectives (SLOs). We use a tuple
(oi,v
φ
λ(i)) to represent a SLO where oi represents the objective specification (say an
acceptable operational range), λ(i) represents the mapping between the objective
oi and the variables in Vφ and consequently v
φ
λ(i) is the variable over which the
objective is defined. The SLA can then be represented as a set SVφ of m SLOs
{(o1,vφλ(1)), ..., (om,v
φ
λ(m))}. We also define a function γ(oi,v
j
φ) that returns true if
the value represented by vφλ(i) is in conformance with the objective specified as oi, and








However, in large enterprise systems it is often not possible to deterministically
steer the variables in Vφ to ensure SLA compliance at all the times. A commonly
used approach to facilitate the management of such systems is to simplify and express
the SLOs contained in SLA SVφ in terms of component-specific system variables
Vτ ⊂ V that are more easily controllable (an example of such a variable would be the
response time for a well managed database backend, or even the CPU allocation to the
middle-tier). We call these variables the controllable variables and this simplification
results in each SLO (oi,v
φ
λ(i)) ∈ SVφ being expressed as a set of q distinct SLOs







)} ⊂ SVτ , where λ
′
(i) represents the mapping between the
new objectives oij and the variables in Vτ . For each new simplified SLO, the following












Now, if the new simplified SLOs are grouped together by the component to which
the variable vτ
λ′ (j)
belongs, the resulting groups of SLOs are the objectives for the
corresponding components. The component-level objectives are useful for simplifying
and decentralizing the task of SLA management.
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To put the above discussion in context, such a system model can be readily ap-
plied to the example described in Section 5.1.1. The set of variables monitored by
the enterprise constitute the set V, and the SLA is described over the two monitored
variables {responseTime, accuracy}, which constitute the set Vφ. Since both the
members of the set Vφ cannot be easily controlled, we resort to finding the rela-
tion between them and the more easily controllable variables in the set Vτ such as
{cacheRefreshTime, searchDepth, allocatedServers}. The component-level ob-
jectives essentially determine the allowed ranges of values for the variables in Vτ
given the SLA SVφ and the current operational conditions as represented by V.
5.2.2 Outline of the Solution
Our solution is based on the state-space model described above. The solution requires
us to identify the overall system variables V, variables Vφ over which the SLA is
defined and identify the variables Vτ that are more easily controllable. Once such
variables are identified and the underlying enterprise system is provisioned to monitor
the system variables, our approach for determining sub-SLAs can be put into use for
the underlying enterprise system.
Our approach consists of two phases. In the first phase, we monitor the system for
a sufficiently large amount of time, encompassing a variety of operational conditions
and collect monitoring data. In the second phase, we analyze the data. The resulting
data is a collection of several instances I = {V1, ..., Vn} of the state-space set V
(usually |I| ∼ 103). Now, in order to simplify and express the SLA SVφ in terms of
Vτ one must use the set I to build the translation function. However, given the scale
of the enterprise systems and the fact that such a translation function is intuitively
dependent on the prevailing operational conditions, determining the function is not
straight forward. To address this problem, our solution makes use of the state-space
partitioning algorithm described in Chapter 4 that partitions the state-space into
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several smaller ‘homogeneous’ regions that have a reduced number of controllable
variables. As a result, we are able to limit both the number of observations and
the number of variables from the set Vτ (the newly created partitions have several
state-space variables that do not vary within the partition) that need to be considered
for determining the translation function, contributing to scalability and dynamism.
Our solution then makes use of tree augmented naive Bayesian networks or TANs
to build the per-partition system models, termed micro-models, which act as the
functions that translate the SLOs. The TAN models return the sub-SLA SVτ , along
with a probability p that represents the confidence of our TAN model in the returned
sub-SLA in achieving the SLA SVφ . The probability p can be compared against a
threshold to control the admittance of sub-SLAs. Finally, by building state-space
partitions that have lesser cardinality of relevant variables we are also able to limit
the overheads imposed by our approach.
5.3 Algorithms
In this section we describe in detail the various algorithms used by our approach.
We start with the system state-space partitioning algorithm and thereafter we de-
scribe our algorithm for constructing micro-models and determining component-level
objectives.
5.3.1 System State-Space Partitioning
The system state-space partitioning algorithm aims to achieve two goals
• Better System Models - It is often too hard to build a single monolithic model
for the entire state space because a system’s behavior is often dependent on the
prevailing conditions.
• Limiting the number of Controllable variables - Creating partitions with limited
number of controllable variables that can be modified makes the problem of
finding sub SLAs more tractable.
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5.3.1.1 The State-Space Partitioning Algorithm
A system state Vi can be defined as the binding of appropriate values to the variables
contained in the set V. Let, I = {V1, ..., Vn} be the set of many such observed system
states contained in the unpartitioned system state-space. The partitioning algorithm
aims to partition many such observed system states into smaller sets to achieve the
objectives mentioned in the previous section. A partition inherits the sets V and Vφ
from the unpartitioned system state-space but the set of variables in Vτ can vary
between the partitions. We define the range ρ for any continuous or categorical state
variable v ∈ V as follows:
ρ(v, I) =
 max(v, I)−min(v, I) continuousunique(v, I) categorical
where unique(v, I) implies the number of unique values the variable v takes in the set
I. The normalized distance φ between any two instances v1, v2 of the state variable






0 if v1 = v2 categorical
1
ρ(v,I)
if v1 6= v2 categorical
We use the operators defined above to define an operator ΦR that calculates the nor-
malized distance between any two instances s1, s2 of the set V along the dimensions
R , where R ⊆ V. Finally, the partitioning distance υ between any two system states
is defined as follows:
υ(s1, s2) = η × ΦV(s1, s2) + µ× ΦVτ (s1, s2) (12)
where, η and µ can take values from the range [0,1] and these are used to configure
υ for the two objectives mentioned in the previous section. To evaluate if we need to
partition a given system state-space I, we try find a subset V′τ of Vτ such that∑
∀si,sj∈I
ΦVτ−V′τ (si, sj) ≤ ∆max (13)
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|V′τ | ≤ ϕ (14)
where ∆max is a user defined parameter that represents the maximum allowed repre-
sentation error for the controllable variables and ϕ represents the maximum number
of allowed controllable variables per partition. We employ a greedy approach for
finding V′τ , i.e. we add the member of Vτ to V
′
τ which causes the greatest reduc-
tion in the L.H.S. of the equation 13. We repeat the above process until the L.H.S.
becomes lesser than ∆max, at this point we look at the cardinality of the set V
′
τ - if
the cardinality is less than ϕ we do not partition the system state-space, otherwise
we proceed to partition the system state-space. The V′τ so determined becomes the
Vτ for the partition. We start by finding a pair of states s1 and s2 from the set of all
such pairs contained in the set I such that υ(s1, s2) is maximized. The pair s1 and
s2 acts as the seed for the two new system state sub-spaces I1 and I2 that will be
created. We then iterate through the remaining operational states in the set I, adding
the operational state si to I1 if ΦV(si, s1) ≤ ΦV(si, s2), otherwise si is added to the
partition I. One can alternatively use the centroid of existing operational states in
the evolving partitions to determine the membership. Once the two new partitions
I1 and I2 have been created, we find the set Vτ for them using the greedy approach
described above. If the criteria defined by ∆max and ϕ is not met by any partition
then we repeat the above scheme for that partition.
Once the system state-space has been partitioned we build a system micro-model
corresponding to each partitioned sub-space. A system model in our framework con-
sists of several micro-models each one of which models a sub-space of possible system
states. The micro-model to be applied is determined based on the current system
state. Since, we attempt to model only a small partition of the entire system state-
space at a time we are able to build models even for systems with a very high number
of variables. This makes our approach highly scalable. A similar approach was pre-
sented in [78], which made use of an ensemble of probabilistic models to detect SLO
96
violations, and was shown to perform significantly better than the approach which
used a single monolithic model. The approach works by adding new models when the
existing models do not accurately capture the current system behavior.
5.3.1.2 Discussion
The state-space partitioning approach presented above is useful and approximate,
but not necessarily the most rigorous and optimal, technique for achieving the goals
described in Section 5.3.1. One can easily think of other parameters, like correlation
between variables contained in set Vφ and Vτ or weighted distance measures, that
can be incorporated into our partitioning algorithm. We are currently exploring the
space of such opportunities to improve the partitioning algorithm.
5.3.2 Constructing Micro-Models
We want to create micro-models such that they can predict the range of acceptable
values for the variables in Vτ given the values for the variables in V −Vτ . To find
such ranges we resort to making use of probabilistic modeling techniques. We use
a variant of the Bayesian network [35] called the Tree Augmented Naive Bayes [28]
or TANs to probabilistically model the system state-space. A Bayesian network is
represented as an acyclic graph whose vertices encode random variables and the edges
represent statistical dependence relations among the variables and local probability
distributions for each variable given values of its parents. The main advantage of
using a Bayesian network (or one of its variants) is that their representation provides
and easy way to inspect the relationships between the involved variables. This allows
an expert to embed her knowledge or the common wisdom into the self-management
framework by proposing an initial model, which can be further refined using learning
techniques. Furthermore, by simple inspection an expert can single out any faults in
the learnt system model. Our choice for making use of TANs was driven by the fact
that unrestricted forms of Bayesian network are computationally very costly to build
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as they need to evaluate all the dependencies amongst the set of random variables.
A TAN, on the other hand allows only a tree structured dependence amongst the set
of random variables (other than the class variable) and is therefore cheaper to build
and has been shown to perform almost as well as the unrestricted version. A TAN
model when used as a classifier is able to determine the following probability
p = Pr(c|a1, a2, ..., an) (15)
for the set {a1, a2, ..., an, c}, from a given training set. The variable c assumes a
special status in this equation and is called the class variable and the other variables
are called the attributes.
To create the micro-model for our partitions, we designate the output α from
the system status function Γ(SVφ) (refer equation 10) as the class variable and the
variables in the set V are designated as the attributes. The resulting micro-model is
able to determine the following probability
p = Pr(α|V) (16)
the above equation determines the probability of SLA compliance or violation given
the system state. To determine the suitable range of values that the variables in Vτ
can take while ensuring SLA compliance, we make use of the following procedure. If a
SLA violation is detected or if the current system state, say Vnow requires a change of
the micro-model to be used, we recalculate our sub-SLAs. We retrieve the set Vτ for
the micro-model under consideration and generate an exhaustive enumeration of the
possible values {Vτ1, ..., Vτn} that the controllable variables can take. We then generate
a set of possible system states {V1, ..., Vn} by substituting into Vnow the values for
the controllable variables from the set constructed earlier. We set the value of α to
SLA-compliance and evaluate the probability p for each possible system state. The
ones with probability p greater than κ (which is a user defined confidence-threshold)
are recorded in set N for determining the sub-SLAs.
98
5.3.3 Component Level Objectives
The problem of finding healthy ranges for sub-components requires us to segregate
the controllable variables according to sub-components and find range of values for
each controllable variable such that they are independent of the value taken by other
controllable variables. The per-component controllable variables along with the re-
spective ranges constitute the sub-SLA for the component. However, finding the
allowed independent range of values from the set N is not straight-forward. For
|N| = 1, this problem is trivial and each controllable variable is assigned the values
that appears in the solution V1. For larger values of |N|, the solution to finding ap-
propriate ranges is based on finding a clique [29]. All distinct values taken by the
controllable variables in the set N are denoted as vertices of a graph, all such vertices
which belong to the same variable are connected so as to form a clique between them.
We also form cliques between the set of controllable variable values corresponding
to each Vi ∈ N. In the resulting graph, we find all the possible cliques and choose
the clique which maximizes the product
∏|Vτ |
j=1 nj, where nj is the number of values
for the vτj that appear in the clique. The set of values that appear corresponding
to a variable in the chosen clique constitute the acceptable range of values for the
component variable in question.
5.4 Implementation: Pranaali
We have implemented our approach in a system termed Pranaali1. Pranaali is imple-
mented in C++ and it relies on jBNC [37] (a Java based open-source implementation
of Bayesian Network) for constructing the TANs. The system during the training
phase takes as input a set of data points which contains monitoring information ob-
served from the system under consideration, service level objectives, and additional
1Pranaali is a Sanskrit word meaning Mechanism
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metadata including the type and name of the monitored variables and details regard-
ing the controllable variables. Every state in the input data set is augmented with
SLA conformance/violation information based on the supplied SLOs. The user also
needs to provide values for the partitioning parameters η, µ, ∆max and ϕ as defined in
Section 5.3.1.1. The module partitions the training data set and after discretization
and conversion to C4.5 format submits it to the jBNC Classifier for generating TANs.
Each TAN is then associated with a centroid from the data partition that was used
for its construction. This marks the end of the training phase. The real-time compo-
nent of the module provides regular updates about the monitored system regarding
its state. If a SLA violation is detected the module recalculates the value ranges for
various controllable variables and passes them on to respective components.
5.5 Experiments
Our goal was to study the suitability of our approach in determining more tractable
component-level objectives for large enterprise scale systems. In this section, we
present our findings based on the experiments conducted using the well-known RU-
BiS [60] application running within the Xen [9] virtual machine environment. Our
approach, for instance, was able to recognize an overload at the backend database
server and as a result was able recalculate a new set of per component thresholds
to maintain conformance to the overall SLA. We start with a description of our RU-
BiS/Xen testbed, which is followed by a brief description of the workload. We present
our experimental results starting from Section 5.5.3.
5.5.1 Experimental Setup
The experimental setup consisted of 5 Emulab [26] nodes, each with a 2800MHz
Pentium-4 processor, 512MB RAM and running the 2.6.18-4-xen-686 Linux kernel.
100
The virtual machine was started with the Xen SEDF scheduler running in non work-
conserving mode. The RUBiS instance consisted of an Apache server, two load-
balanced Tomcat servers and an instance of the MySQL server; each hosted on a dif-
ferent machine. The RUBiS client along with the monitoring program (iFLOW [45])
was configured to run on the one remaining node. The nodes were connected by
Gigabit Ethernet links.
The 4 nodes running the RUBiS components were instrumented to monitor the
vmstat records and the VM statistics; the Apache server status, and the Tomcat and
the load balancer status were monitored and reported using the appropriate plugins
(mod status, mod jk), mysqladmin was used to track the status of the MySQL Server.
The response-time and throughput metrics were collected at the client node, which
also hosted the iFLOW agent for collecting the monitored data. There were 137
monitored variables, collected every 5 seconds, which included quantities like CPU
and memory allocation to virtual machines, load-balancing factor, bytes transferred,
requests processed, etc.
5.5.2 Workload
The training data sets were generated using a synthetic workload applied to the
RUBiS instance, and during the duration of the experiment an automated script was
responsible for modifying the environment parameters like allocated CPU, allocated
Memory, request-rate and external load on the Middle Tier and the Database Tier.
We collected 5 such training data sets, each for a duration of approximately 1 hour.
We also collected 4 more data sets, each for a duration of 10 minutes under variety
of different perturbations, which were to serve as test data sets.
We used the EPA-HTTP web traffic trace from the LBL Repository [51] when
determining component-level objectives under traffic spikes, varying transaction-mix




















Figure 27: EPA-HTTP-ONE workload: Requests per minute vs time
Figure 28: Response-time variation with change in CPU allocation in unpartitioned
(a) and the partitioned (b) data-set. Observe the more intuitive variation of response-time in
(b) as compared to (a). Corroborates our claim of sub-space homogeneity.
traffic for an entire day. However, for the purpose of experimentation we scaled down
the trace to run in 1 hour while preserving the shape of the workload. We called the
trace EPA-HTTP-ONE, shown in Figure 27.
5.5.3 Results
In the following section we report the microbenchmark results using the Pranaali sys-
tem, followed by experiments that evaluate the suitability of our approach in deriving
the component-level objectives.
5.5.3.1 Microbenchmarks
The first experiment was focused on evaluating the usefulness of our partitioning
scheme in clustering together a set of homogeneous states. We used TANs generated


















Figure 29: Variation of classification accuracy with increasing κ
the states of the test data set as the ones causing SLA violation or conformance. In
the results reported in Table 9, we compare the accuracy of classification. Clearly,
the TANs generated from the partitioned data set are significantly more accurate at
classifying the states. This can be attributed to the partitioning scheme which aims
to cluster together a set of homogeneous states that can be modeled more easily as
compared to the entire training data set. The experiments were performed using the
following parameters η = 1.0, µ = 0.2, ϕ = 5. In Figure 28, we show the actual plot
of data along 3 dimensions, comparing the entire training data set to the partitioned
data set.
In the second experiment we analyzed the effect of setting up a threshold for
the classification probability. A classification was termed successful only if the TAN
model returned that classification with a probability higher than the threshold. As
shown in Figure 29, with increasing value of threshold probability the accuracy of
classification increased. This observation is useful for fine-tuning the correctness of
the component-level objectives; from stringent (a very high value for parameter κ) to
Table 9: Effect of partitioning on classification accuracy
Original Partition
∆max - 0.4 0.3 0.2
Accuracy % 72.0 77.8 80.1 81.3













Changed Transaction Mix 
Figure 30: Response-time for workload variations without Pranaali
relaxed. As a result of setting up thresholds for classification probability a significant
number of test data states were left unclassified, and such numbers increased with an
increase in the threshold. As many as 35% of the states remained unclassified for a
threshold value of 0.95. We believe that the number of these unclassified states can be
significantly reduced by providing a more comprehensive training data set. However,
we leave this analysis as part of our future work.
The remaining experiments use the training data set from Section 5.5.2 to con-
struct the system models for deriving component-level objectives. The high-level SLA
for these experiments was to maintain a response-time of less than 75 milliseconds.
The set Vτ for these experiments consisted of 8 variables which included the CPU
and Memory allocated to the 4 VMs.
5.5.3.2 Workload Variations
We wanted to observe and evaluate the response of our approach to variations in
the workload characteristics. Specifically, we observed the response of our system
to sudden spike in traffic and its response to change in workload transaction mix.
To conduct the experiment, we modified the EPA-HTTP-ONE trace to include a
synthetic traffic spike at the 12th minute, which lasted for 3 minutes. Furthermore,
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After 60% - 80% 365MB - 465MB 40% - 80% 315MB-465MB 
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Figure 31: Response-time for workload variation with Pranaali
pages for 4 minutes, starting at the 48th minute. We ran the experiment twice
- without and with the Pranaali system in place.The Pranaali system was able to
determine at runtime the CPU and memory allocation ranges for the VMs that were
hosting the RUBiS components. All the VMs at the start of both the experiments
were configured to use 50% CPU and 365MB out of the total 465MB of the available
memory. Figure 30 shows the variation in response time without the Pranaali system.
The Pranaali system was able detect the SLA violations and the migration of the
RUBiS system to new state-space partitions (like the one characterized by high traffic)
and was therefore able to suggest new component-level objectives and avoid SLA
violations. The results and the new component-level objectives for relevant variables
are shown in Figure 31. Note that the ranges depicted in the figure are allowed ranges
of value for each component, such that if each component independently adheres to
its prescribed range then with a high-probability the system-level SLA is not violated.
5.5.3.3 Variation in External Load
In this experiment we used the Pranaali system to automatically detect and provision
the resources to counter the delay introduced by application of external load to the
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Figure 33: Response-time for external DB load with Pranaali
Our modeling techniques were able to detect the migration of system into a different
partition and the component-level objectives, so determined, were able to achieve
SLA conformance. The results are shown in Figure 32 and 33, the external database
load (a series of complex DB Queries) was applied at the 52nd minute and lasted for
2 minutes. Clearly, with the Pranaali system in place, we were able to avoid SLA
violation that occurred in the system without Pranaali. The Pranaali system in this
case had automatically increased the CPU and Memory allocated to the VM hosting
the database, the new component-level ranges are also shown in the figure.
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5.6 Related Work
Automated diagnosis of performance problems and its application to self-healing sys-
tems is a topic of considerable research interest. A number of approaches have been
proposed in this domain including use of analytical models, machine learning tech-
niques and feed-back control systems. Proactive management of Service Level Agree-
ments is also a topic of current research. Notable efforts in applying analytical models
include the work on using performance models to guide resource provisioning and ca-
pacity planning [69, 78, 17]. However, these efforts, mainly focused on multi-tier
web applications, rely on making use of execution models for the underlying com-
ponents to arrive at per-tier allocation decisions. Reliance on such models, typically
attained with component profiling methods, makes it difficult to extend these ap-
proaches to other enterprise systems that can benefit from decomposition. Further,
the performance models being used are typically based on the steady-state behav-
ior of constituent components and systems, which makes it impossible to use them
to characterize interesting or important conditions caused by system dynamics. Y.
Udupi et. al [68] propose a classification based approach to policy refinement. To
the best of our knowledge, our work is the first that can predict application behavior
under normal conditions as well as under stress. Furthermore, most of the existing
approaches only deal with a small subset of system and application level metrics. On
the contrary, our approach allows us to model many metrics simultaneously. In the
area of statistical and machine learning research, Chen et al. [16] analyzes run-time
execution paths of complex distributed applications to automatically detect failures
by identifying statistically abnormal paths; faulty paths can then aid a human analyst
in diagnosing the underlying cause. Similarly, the SLIC project [63] uses statistical




In this chapter we described an approach for deriving for component-level objectives
from system-level objectives or agreements. The approach offers scalability and better
manageability by partitioning the system state-space into more homogeneous regions
which can be more easily modeled as compared to the entire state-space. We made use
of probabilistic modeling techniques to dynamically infer the relationship between the
variables of interest and the controllable variables, and used the models, so developed,
to derive component-level objectives. Experiments conducted using a three trier web
application, with each tier running on a different VM, demonstrate the ability of our
techniques to deduce the correct range of allocations of CPU and memory for different




This dissertation addresses the problems associated with the management of large
complex enterprise-scale systems. Towards this end, we have developed the iManage
framework that collects the system parameters and metrics into a unified abstrac-
tion, we call the system state-space. The framework also identifies the state-space
variables, called the variables of interest, that determine the system’s operational
status and also identifies the controllable variables, which are the ones that can be
deterministically modified to affect the operational status of the system. The sys-
tem self-management techniques built into our system rely on a system model that
relates the controllable variables to the variables of interest. To address the issue of
scale in determining the system model our framework makes use a novel state-space
partitioning scheme and a model, termed micro-model, is built for each partitioned
sub-space. The framework makes use of probabilistic machine learning techniques for
building the micro-models and is therefore able to associate a confidence value with
each proposed self-management action, which allows an administrator to fine-tune
the degree of self-management. The framework also provides techniques for deriving
pre-component SLAs from a given system-level SLA. The decomposition is such that
the conformance to per-component SLAs by each component imply a conformance to
the system-level SLA.
As an ongoing effort, we are currently working on extending the iManage frame-
work with models that encode the translation of a system from one operational sub-
space to another along the time dimension. We intend to make use of continuous
time Markov chains for the purpose. Such models can then be used to determine the
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usefulness of proposed self-management actions, to avoid oscillations as a result of
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