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ABSTRACT 
An inverse G of a given matrix A which satisfies the property GAG = C is known 
as a {2}-inverse. This paper presents a three-phase inversion procedure for which the 
{2}-inverse is a special case. We present the geometry of {2)-inverses and show that, 
starting from {2}-inverses, various types of generalized inverses can be derived. Two 
examples of the occurrence of {2}-inverses in statistics are given: one concerning the 
constrained least-squares estimator, the other concerning a necessary and sufficient 
condition for a quadratic form of singular multivariate normal variates to follow a 
chi-square distribution. 
1. INTRODUCTION 
A {2}-inverse for a given matrix A is any matrix G satisfying the second 
of four conditions defining the unique Moore-Penrose inverse of A: (1) 
AGA = A, (2) GAG = G, (3) (AG)’ = AC, and (4) (GA)’ = GA. It is possible 
to construct matrices satisfying only a specified subset of the above condi- 
tions, for example: (i),(j), . . . , (k). Such matrices, known as { i, j, . . . , k }-in- 
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verses, will be denoted as Ati, i ,, k ). In this notation A&, is equivalent to 
the usual g-inverse of A. Other classes of generalized inverses have been 
proposed in the literature, and a number of texts have treated the subject in 
considerable depth. These include Pringle and Rayner [14], Rao and Mitra 
[12], Ben-Israel and Greville [2], Campbell and Meyer [4], and Albert [l]. 
Geometric characterizations of the various classes of inverses have been 
presented by Sibuya [13], Kruskal [5], and recently by Rao and Yanai [lo]. 
For a comprehensive review see the annotated bibliography of Nashed and 
Rall [8] and Mitra [15]. 
For the most part these works concentrate on the {I}-inverse, with little 
attention given to the {2}-inverse despite its useful application in numerical 
analysis and electrical network theory [2, pp. 27, 761. 
This paper presents in geometric language a unifying characterization of 
the various types of generalized inverses. This new approach, the “three-phase 
inversion procedure” defined in Section 2, makes the {2}-inverse the natural 
starting point for a series of definitions of “generalized” inverses. These 
inverses include ones which are not defined entirely through the Moore- 
Penrose conditions (e.g. the Rao projector in Section 7). 
Our concept of the three-phase inversion procedure is quite general. 
However, we shall limit our discussion to linear operators from R” to R”, 
primarily because of their statistical application. Useful applications of gener- 
alized inverses of linear operators in statistics in a more abstract space, say 
Hilbert space, have not been established. 
In statistics, symmetric {2}-inverses appear quite frequently, although 
sometimes in disguise. Two examples of this are presented in Section 6. 
Symmetric {2}-inverses are called Boti-Duffin inverses after a paper by Bott 
and Duffin [3] describing its application in electrical network theory. 
2. THE THREE-PHASE INVERSION PROCEDURE 
Classically the inverse of a mapping exists if and only if the mapping is 
one-to-one and onto. A many-to-one mapping f: D + R does not have an 
inverse in this strict sense. Nevertheless, generalized inverses can be defined 
in three phases as follows: 
(1) The reduction phase, in which a subset DO of D is chosen such that f 
restricted to DO is one-to-one and onto R,. Let the resulting mapping be 
denoted by h: DO + R,. 
(2) The inversion phase, in which the unique inverse of h is determined, 
say h-‘:R,-tD,. 
(3) The augmentation phase, in which a mapping g : R + D is defined so 
that g=h-’ on R,. 
THE { B}-INVERSE 
The resulting g: R + D can be called a generalized inverse of f. This 
definition of generalized inverse is somewhat richer than that of g-inverses. 
For example, when applied to linear mappings in vector spaces, a projection 
is a generalized inverse of the identity mapping, but not a g-inverse of it. 
The nonuniqueness of a generalized inverse arises in two possible ways: 
the choice of D, in the reduction phase, and in the definition of g on the 
portion of the range space outside R, in the augmentation phase. In practice, 
however, the choice of D, is not completely arbitrary, nor is the manner in 
which h- ’ is augmented. For example, if D and R are vector spaces and f a 
linear mapping, it is natural to require that D, be a subspace of D and that 
g : R * D also be linear. In the next few sections we discuss the choices in the 
reduction and augmentation phases which yield the various Penrose-type 
inverses. 
3. NULL MAPPINGS AND THE CONSTRUCTION OF THE {2}- AND 
{ 1, B}-INVERSES 
Given an m X n matrix A of rank T, two linear mappings are defined, 
A:R”+R”’ and its transpose A’: R” + R”. For these mappings we wish to 
find a matrix G such that G is a generalized inverse of A and G’ is a 
generalized inverse of A’. This assumes the existence of subspaces 8 C R” 
and 9 c R”, each of dimension s < r, such that: 
(a) GAe = e for all e E d and 
(b) G’A’f = f for all f E 3. 
To avoid ambiguity we assume that (a) and (b) hold for no larger dimensional 
subspaces. 
Additional conditions must be satisfied to uniquely define a G. A natural 
set of conditions are given below: 
(1) In the reduction phase, to ensure that A : d + A( 8) and A’: 9 + 
A’(9) are one-to-one, & must be disjoint from the null space of A [denoted 
null (A)] and 9 must be disjoint from null (A’). 
(2) In the inversion phase, to guarantee the existence of G satisfying (a) 
and (b), it suffices that A(&‘) be complementary to .9- 1 (the Euclidean 
orthogonal complement of 9) and A(9) be complementary to 6 I. 
(3) The arbitrariness in the augmentation phase is provided for by an 
n X m matrix Z satisfying ZAE = 0 and Z’A’F = 0, where E and F are 
full-column-rank matrices with col( E) = 8 and col( F) = 9. 
Under the above conditions, G may be written as G = E( F’AE)- ‘F’ + Z. 
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The matrices 2 satisfying the third condition form an (n - s)(m - s> 
dimensional vector space. This implies that for a given 8 and 9 there are 
(n - s)( m - s) linearly independent choices for 2. In particular, we may set 
Z identically equal to 0. We call this strategy the null mapping. In this case, 
Range(G) = 8, null(G) = p ‘, Range(G’) = 3, and nuU(G’) = d I. By The- 
orem 12 in Chapter 12 of Ben-Israel and Greville [2, p. 611, G = E(F’AE))‘F’ 
is the unique {2}-inverse of A with respect to the subspaces 8 and 9”. G is 
also a constrained inverse of the type AcrCA as defined in [12, p. 991. 
Let G be a {2}-inverse. If the two subspaces & and 9 are chosen to be 
of maximal dimension [i.e. rank(A)], then in addition to (a) and (b) we have 
(c) AGx = x for all x E A(d) and 
(d) A’G’y = y for all y E A’(F). 
Hence, A is a {1,2}-inverse of G, and G is a {1,2}-inverse of A. In the 
literature, { 1,2}-inverses are known as reflexive generalized inverses. 
4. THE NONNULL MAPPING AND THE CONSTRUCTION OF THE 
{ l}-INVERSE 
In the previous section we considered the case when Z was set identically 
equal to 0. We now wish to consider the form of the generalized inverse when 
Z is nonzero (i.e. the nonnull mapping). 
If B and 9 are such that dim( 8) = dim( 9) < rank(A) and Z f 0, then 
the resulting G is not a Penrose-type generalized inverse, nor is it a con- 
strained inverse of the type discussed by Rao and Mitra [12, p. 991. The actual 
class of generalized inverses to which G belongs is unknown to the authors. 
However, as shown in Section 7, the Rao projectors are members of this class 
of generalized inverses. 
Given dim(b) = dim(p) = rank(A), { 1,2}-inverses result if, as seen in 
the previous section, Z = 0. However, when Z is nonzero the resulting G is a 
{ I}-inverse. This is outlined in the proposition below. 
PROPOSITION 1. LetAbeanmxnmutrixofrankr,andlet&cR”and 
9 c R” be rdimensional vector spaces satisfying conditions (1) and (2) in 
section 3. Consider the generalized inverses of the form 
G+ = A;,,,) + Z, (4.1) 
where A[,,,) is the {1,2}-inverse of A associated with & and 9, and Z a 
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ZA = and A’2 0. Then: 
AG+A = t1,21 A A, implying G+ is a { l}-inuerse of A. 
(ii) Conversely, every { 1}-inverse of A may be uniquely expressed as in 
(4.1), whereA;,,)=GAGandZ=Gt-A;,2). 
The above proposition is similar to Theorem 2.1 of Rao and Yanai [lo], in 
which their N is our Z. The result is also suggested in Rao and Mitra [16, p. 
291 and in Ben-Israel and Greville [2, p. 801. 
5. SELECTION OF d AND g YIELDING OTHER 
INVERSES 
In the above context, how should d and 9 be chosen to construct other 
Penrose-type generalized inverses? The following propositions, whose proofs 
are straightforward, delineate the requirements. 
PROPOSITION 2a. Let G be a {2}-inverse of A with respect to & and 9. 
Then 
(i) dim(b)= dim(s)= rank(A) ifundonly ifAGA = A, i.e. G = At,,,), 
(ii) 9 = A(E) if and only if (AG)‘= AG, i.e. G = A;,,,), and 
(iii) d = A’(9) if and only if (GA)‘= GA, i.e. G = A;&). 
PROPOSITION 2b. Let G be a { l}-inverse of A with respect to & and p 
written as G = At,,,) + Z according to Proposition 1. Then 
(i) Z = 0 if and only if GAG = G, i.e. G = Aii,a,, 
(ii) 9 = col(A) if and only if (AG)‘= AG, i.e. G = ATi,3,, and 
(iii) 8 = col(A’) if and only if (GA)‘= GA, i.e. G = A;,,,). 
The above propositions make possible the construction of the Penrose-type 
inverses. For example, G = A ;2,3,4) if and only if G is a {2}-inverse such that 
% = A(&) and E = A’(%). Algebraically, this means {2,3,4}-inverses take 
the form G = E( E’A’AE)- ‘E’A’ for some full-column-rank E such that 
col( A’AE) = col( E). 
6. APPLICATION OF THE {2} -INVERSE IN STATZSTZCS 
6.1. The { 2} -Inverse and Chi-Square Quadratic Forms 
When y - MN(p, Z), where Z is positive definite, it is well known that 
for A symmetric, y’Ay is distributed chi-square if and only if (AX)’ = AZ, 
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i.e. A is a Bott-Duffin inverse of Z. For Bott-Duffin inverses the two 
subspaces 8 and 9 are identical. Therefore, we shall let A,$ indicate the 
Bott-Duffin inverse of A associated with &. 
When Z is nonnegative definite, the algebraic conditions for the quadratic 
form y’Ay to follow a chi-square distribution are: (1) ZAZAZ = CAZ, (2) 
P’AZAZ = p’AZ, (3) ~‘ACAP = ~‘AP. Little insight is provided by these 
formulas. Instead, we give the following Proposition 3, which points out the 
importance of Bott-Duffin inverses in chi-square distributed quadratic forms, 
regardless of Z being p.d. or n.n.d. The result was first suggested in passing 
by Mitra [6], although he did not call special attention to it and the result has 
not been quoted since. A somewhat restricted version of the result is in [ 12, p. 
1791. 
PROPOSITION 3. Suppose y - MN(p, Z) with Z nonnegative definite. 
Then for a symmetric A, y’Ay - x2(r, p’Ap) if and only if y’Ay = y’Zi y 
a.e. for the Bott-Duffin inverse Z$, where & = col(AZAZA) and r = 
Dim( 8). 
Proof. Only if: Consider G = AZAZA. Condition (1) above can be 
shown equivalent to G being a Bott-Duffin inverse of Z. Using (2) and (3) it 
can be shown that the mean and variance of y’( A - G)y are both 0, implying 
the result. 
If: Any Bott-Duffin inverse of Z trivially satisfies conditions (l), (2), and 
(3). 
Finally, r = rank( Z$ ) = Dim( 8). 
6.2 The (2) -Inverse and Constrained Least Squares 
Let y - MN(Xp, Z), Z positive definite and X full-column-rank. Subject 
to the estimable constraints H’p = 0, H full-column-rank, the least-squares 
estimator for p is given by 
This provides little insight into the nature of the solution and computationally 
is intractable. However, an elegant expression in terms of {2}-inverses is 
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possible. We use the fact that (Ap’)iL = A - AASA (see [2, p. 901). Then 
& = (xxr’x);x’z-‘y, 
where d = null(H’). 
The constrained least-squares solution & in this particular form bears close 
resemblance to the form of the unconstrained solution. 
7. NON-PENROSE TYPES OF INVERSES 
The three-phase inversion procedure proposed in Section 3 yields a richer 
class of generalized inverses than those obtained from the four Penrose 
conditions in that some of these inverses need not satisfy any of the Penrose 
conditions. As mentioned in Section 4, the Rao projector discussed below is a 
non-Penrose generalized inverse. 
Rao [ll] extended the usual notion of projection operators into a wider 
class of projectors. In essence he called a linear operator P a projector onto 
Mi along &a, where .Mi and AZ are disjoint but not necessarily comple- 
mentary subspaces, if Px = x for all x E &i and Px = 0 for all x E .M,. 
Since .X,CI+_M, is not the entire space, there are numerous solutions for such 
a projector. 
In Section 2 we saw that the usual notion of the projection operator is 
associated with (2)inverses. What kind of inverse is associated with Rao’s 
extended projector? The answer turns out to be quite simple. In the construc- 
tion in Section 3 let A be the identity, and in the augmentation phase pick 
any nonzero 2. This implies Rank(G) > Dim(b), which is equivalent to 
confining nuII(G) to be a proper subset of 9 I. Similar to the case of 
{ 1}-inverses, the G thus constructed is left with extra degrees of freedom to 
be uniquely defined, explaining the nonuniqueness of the Rao projector. The 
reader may discover the algebraic structure of this kind of inverse by 
following analogously the construction of the { 1}-inverse in Proposition 1. 
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