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Abslract-The generic term fuzzy quantifier is employed in this paper to denote the collection of quantifiers 
in natural languages whose representative elements are: seoerol, mosf, much, not many, very many, nof very 
many, few, quite a few, large number, small number, close to five, approximately ten, frequently. etc. In our 
approach. such quantifiers are treated as fuzzy numbers which may be manipulated through the use of 
fuzzy arithmetic and, more generally, fuzzy logic. 
A concept which plays an essential role in the treatment of fuzzy quantifiers is that of the cardinality of 
a fuzzy set. Through the use of this concept, the meaning of a proposition containing one or more fuzzy 
quantifiers may be represented as a system of elastic constraints whose domain is a collection of fuzzy 
relations in a relational database. This representation, then, provides a basis for inference from premises 
which contain fuzzy quanti$ers. For example, from the propositions “Most U’s are A’s” and “Most A’s are 
B’s,” it follows that “Most- U’s are B’s,” where most’ is the fuzzy product of the fuzzy proportion most 
with itself. 
The computational approach to fuzzy quantifiers which is described in this paper may be viewed as a 
derivative of fuzzy logic and test-score semantics. In this semantics; the meaning of a semantic entity is 
represented as a procedure which tests, scores and aggregates the elastic constraints which are induced by 
the entity in question. 
1. INTRODUCTION 
During the past two decades, the work of Montague and others[57,67,18] has contributed much 
to our understanding of the proper treatment of the quantifiers all, some and any when they 
occur singly or in combination in a proposition in a natural anguage. 
Recently, Barwise and Cooper and others [7,68] have described methods for dealing with 
so-called generalized quantifiers exemplified by most, many, etc. In a different approach which 
we have described in a series of papers starting in 1975 [N-90,92], the quantifiers in question- 
as well as other quantifiers with imprecise meaning such as few, several, not very many, 
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illustration, a fuzzy quantifier such as most in the proposition “Most big men are kind” is 
interpreted as a fuzzily defined proportion of the fuzzy set of kind men in the fuzzy set of big 
men. Then, the concept of the cardinalityt of a fuzzy set is employed to compute the 
proportion in question and find the degree to which it is compatible with the meaning of most. 
We shall employ the class labels “fuzzy quantifiers of the first kind” and “fuzzy quantifiers 
of the second kind” to refer to absolute and relative counts, respectively, with the understand- 
ing that a particular quantifier, e.g. many, may be employed in either sense, depending on the 
context. Common examples of quantifiers of the first kind are: severul, few, many, not very 
many, approximately five, close to ten, much larger than ten, u large number, etc. while those of 
the second kind are: most, many, a large fruction, often, once in a while, much of, etc. Where 
needed, ratios of fuzzy quantifiers of the second kind will be referred to as fuzzy quuntifiers of 
the third kind. Examples of quantifiers of this type are the likelihood ratios and certainty factors 
which are encountered in the analysis of evidence, hypothesis testing and expert 
systems [73,24. S]. 
An important aspect of fuzzy quantifiers is that their occurrence in human discourse is, for 
the most part, implicit rather than explicit. For example, when we assert that “Basketball 
players are very tall,” what we usually mean is that “Almost all basketball players are very 
tall.” Likewise, the proposition, “Lynne is never late,” would normally be interpreted as 
“Lynne is late very rarely.” Similarly, by “Overeating causes obesity,” one may mean that 
To Professor Koklchi Tanaka. 
‘Research supported m part b! the NSF Grants IST-80181% and MCS79-06543. 
ilnformall>. the cardinalit\ of a fuzz) set F is a real or fuzzy number which serves as a count of the number of elements 
. . _ -.~n h. .4 more precise definition oi cardinaiit! wiii be given in Section 2. 
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“Most of those who overeat are obese,” while “Heavy smoking causes lung cancer,” might be 
interpreted as “The incidence of lung cancer among heavy smokers is much higher than among 
nonsmokers.” 
An interesting observation that relates to this issue is that property inheritance-which is 
exploited extensively in knowledge representation systems and high-level AI languages [+-is a 
brittle property with respect o the replacement of the nonfuzzy quantifier all with the fuzzy 
quantifier almost al1.t What this means is that if in the inference ruleS: 
p A allA’s are B’s 
g 2 all B’s are c’s 
r A all A’s are c’s 
the quantifier all in p and 4 is replaced by almost all, then the quantifier all in r should be 
replaced by none-to-all. Thus, a slight change in the quantifier all in the premises may result in 
a large change in the quantifier all in the conclusion.5 
Another point which should be noted relates to the close connection between fuzzy 
quantifiers and fuzzy probabilities. Specifically, it can be shown[86,87] that a proposition of the 
form p A Q A’s are B’s, where Q is a fuzzy quantifier (e.g. p 2 most doctors are not very tall), 
implies that the conditional probability of the event B given the event A is a fuzzy probability 
which is equal to Q. What can be shown, in fact, is that most statements involving fuzzy 
probabilities may be replaced by semantically equivalent statements involving fuzzy quantifiers. 
This connection between fuzzy quantifiers and fuzzy probabilities plays an important role in 
expert systems and fuzzy temporal logic, but we shall not dwell on it in the present paper. 
As was stated earlier, the main idea underlying our approach to fuzzy quantifiers is that the 
natural way of dealing with such quantifiers is to treat them as fuzzy numbers. However, this 
does not imply that the concept of a fuzzy quantifier is coextensive with that of a fuzzy 
number. Thus, in the proposition “Vickie is several years younger than Mary,” the fuzzy 
number several does not play the role of a fuzzy quantifier, whereas in “Vickie has several 
good friends,” it does. More generally, we shall view a fuzzy quantifier as a fuzzy number 
which provides a fuzzy characterization of the absolute or relative cardinality of one or more 
fuzzy or nonfuzzy sets. For example, in “Vickie has several credit cards,” several is a fuzzy 
characterization of the cardinality of the nonfuzzy set of Vickie’s credit cards; in “Vickie has 
several good friends,” seoeral is a fuzzy characterization of the cardinality of the fuzzy set of 
Vickie’s good friends; and in “Most big men are kind,” most is a fuzzy characterization of the 
relative cardinality of the fuzzy set of kind men in the fuzzy set of big men. There are 
propositions, however, in which the question of whether or not a constituent fuzzy number is a 
fuzzy quantifier does not have a clear cut answer. 
A simple example may be of help at this point in providing an idea of how fuzzy quantifiers 
may be treated as fuzzy numbers. Specifically, consider the propositions 
p 2 80% of students are single 
q k 60% of single students are male 
r 2 Qof students are single and male 
tThe brittleness of property inheritance is of relevance to nonmonotonic logic, default reasoning and exception 
handling. 
$The symbol i stands for “denotes” or “is defined to be.” 
8An example which relates to this phenomenon is: What is rare is expensive. A cheap apartment m Paris is rare. 
Therefore, a cheap apartment in Paris is expensive. This example was suggested to the author in a different connection by 
Prof. 0. Botta of the University of Lyon. 
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in which r represents the answer to the question “What percentage of students are single 
males?” given the premises expressed by p and q. 
Clearly, the answer is: 80% x 60% = 48%, and, more generally, we can assert that: 
p 2 Q, of A’s are B’s (1.1) 
q i Qz of (A and B)‘s are C’s 
r A QtQz of A’s are (B and C)‘s 
where Q, and QI are numerical percentages, and A, I3 and C are labels of nonfuzzy sets or, 
equivalently, names of their defining properties. 
Now suppose that Q, and Q? are fuzzy quantifiers of the second kind, as in the following 
example: 
p A most students are single 
g 0 a little more than a half of single students are male 
r 4 ? Q of students are single and male 
where the question mark indicates that the value of Q is to be inferred from p and q. 
By interpreting the fuzzy quantifiers most, a little more than a half, and Q as fuzzy numbers 
which characterize, respectively, the proportions of single students among students, males 
among single students and single males among students, we can show that Q may be expressed 
as the product, in fuzzy arithmetic (see Appendix), of the fuzzy numbers most and a little more 
than a half. Thus, in symbols, 
Q = most @ a little more than a half (1.2) 
and, more generally, for fuzzy Q’s, A’s, B’s and c’s, we can assert the syllogism: 
p % Q, of A’s are B’s (1.3) 
A 
= QZ of (A and B)‘s are C’s 
r 2 Q, @ Qt of A‘s are (B and C)‘s, 
which will be referred to as the intersection/product syllogism. A pictorial representation of 
(1.2) is shown in Fig. 1. 
The point of this example is that the syllogism (or the inference schema) expressed by (1.1) 
generalizes imply and naturally to fuzzy quantifiers when they are treated as fuzzy numbers. 
Furthermore, through the use of linguistic approximation [87,45]-which is analogous to 
rounding to an integer in ordinary arithmetic-the expression for Q may be approximated to by 
a fuzzy quantifier which is an element of a specified context-free language. For example, in the 
case of (1.2), such a quantifier may be expressed as about a half, or more or less close to a half, 
etc. depending on how the fuzzy numbers most, a little more than a half, and close to a half are 
defined through their respective possibility distributions (see Appendix). 
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Fig. I. The intersection/product syllogism with fuzzy quantifiers. 
In our discussion so far, we have tacitly assumed that a fuzzy quantifier is a fuzzy number 
of type I, i.e. a fuzzy set whose membership function takes values in the unit interval. More 
generally, however, a fuzzy quantifier may be a fuzzy set of type 2 (or higher), in which case we 
shall refer to it as an ultrafuzzy quantifier. The membership functions of such quantifiers take 
values in the space of fuzzy sets of type 1, which implies that the compatibility of an ultrafuzzy 
quantifier with a real number is a fuzzy number of type 1. For example, the fuzzy quantifier not 
so many would be regarded as an ultrafuzzy quantifier if the compatibility of not so many with 
5, say, would be specified in a particular context as rather high, where rather high is interpreted 
as a fuzzy number in the unit interval. 
Although the rule of inference expressed by (1.3) remains valid for ultrafuzzy quantifiers if
@ is interpreted as the product of ultrafuzzy numbers (see Fig. 2), we shall restrict our 
attention in the present paper to fuzzy quantifiers of type 1, with the understanding that most of 
the inference schemas derived on this assumption can readily be generalized to fuzzy quantifiers of 
higher type. 
As will be seen in the sequel, a convenient framework for the treatment of fuzzy quantifiers 
as fuzzy numbers is provided by a recently developed meaning-representation system for 
natural languages termed test-score semantics [93]. Test-score semantics represents a break 
with the traditional approaches to semantics in that it is based on the premise that almost 
everything that relates to natural languages is a matter of degree. The acceptance of this 
premise necessitates an abandonment of bivalent logical systems as a basis for the analysis of 
natural anguages and suggests the adoption of fuzzy logic [86,90,8], as the basic conceptual 
framework for the representation of meaning, knowledge and strength of belief. 
Viewed from the perspective of test-score semantics, a semantic entity such as a pro- 
position, predicate, predicate-modifier, quantifier, qualifier, command, question, etc. may be 
regarded as a system of elastic constraints whose domain is a collection of fuzzy relations in a 
database-a database which describes a state of affairs[l l] or a possible world[44] or, more 
generally, a set of objects or derived objects in a universe of discourse. The meaning of a 
semantic entity, then, is represented as a test which when applied to the database yields a 
collection of partial test scores. Upon aggregation, these test scores lead to an overall vector 
test score, T, whose components are numbers in the unit interval, with T serving as a measure of 
the compatibility of the semantic entity with the database. In this respect, test-score semantics 
Fig. 2. The intersection/product syllogism with ultrafuzzy quantifiers. 
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subsumes both truth-conditional nd possible-world semantics as limiting cases in which the 
partial and overall test scores are restricted to {pass, fail} or, equivalently, {true, false} or {I ,O}. 
In more specific terms, the process of meaning representation in test-score semantics 
involves three distinct phases. In Phase 1, an explanatory database frame or EDF, for short, is 
constructed. EDF consists of a collection of relational frames, i.e. names of relations, names of 
attributes and attribute domains, whose meaning is assumed to be known. In consequence of 
this assumption, the choice of EDF is not unique and is strongly influenced by the knowledge 
profile of the addressee of the representation process as well as by the desideratum of 
explanatory effectiveness. For example, in the case of the proposition p i Over the past few 
years Nick earned far more than most of his close friends, the EDF might consist of the 
following relations:t INCOME [Name; Amount; Year], which lists the income of each 
individual identified by his/her name as a function of the variable Year; FRIEND [Name; ~1, 
where p is the degree to which Name is a friend of Nick; FEW [Number; ~1, where p is the 
degree to which Number is compatible with the fuzzy quantifier FEW; MOST [Proportion; ~1, 
in which p is the degree to which Proportion is compatible with the fuzzy quantifier MOST; 
and FAR. MORE [Income 1; Income2; ~1, where CL is the degree to which Income I fits the fuzzy 
predicate FAR. MORE in relation to Income 2. Each of these relations is interpreted as an elastic 
constraint on the variables which are associated with it. 
In Phase 2, a test procedure is constructed which acts on relations in the explanatory 
database and yields the test scores which represent he degrees to which the elastic constraints 
induced by the constituents of the semantic entity are satisfied. For example, in the case of p, 
the test procedure would yield the test scores for the constraints induced by the relations 
FRIEND, FEW, MOST and FAR. MORE. 
In .Phase 3, the partial test scores are aggregated into an overall test score, 7, which, in 
general, is a vector which serves as a measure of the compatibility of the semantic entity with 
an instantiation of EDF. As was stated earlier, the components of this vector are numbers in 
the unit interval, or, more generally, possibility/probability distributions over this interval. In 
particular, in the case of a proposition, p, for which the overall test score is a scalar, 7 may be 
interpreted-in the spirit of truth-conditional semantics-as the degree of truth of the pro- 
position with respect to the explanatory database ED (i.e. an instantiation of EDF). 
Equivalently, r may be interpreted as the possibility of ED given p, in which case we may say 
that p induces a possibility distribution. More concretely, we shall say that p translates into a 
possibility assignment equation [88]: 
P+n,x,,...,,= F, (1.4) 
where F is a fuzzy subset of a universe of discourse U, X1,. . . X, are variables which are 
explicit or implicit in p, and II,,,,. xm, is their joint possibility distribution. For example, in the 
case of the proposition p k Danielle is tall, we have 
Danielle is tall + II,ig,,,,,,ie,lej = TALL, (1.5) 
where TALL is a fuzzy subset of the real-line, Height(Danielfe) is a variable which is implicit in 
p, and l’l~,i~h,(Donie//r, is thepossibility distribution of the variable Height(Danielle). Equation 
(1.5) implies that 
Poss{Height(Danielle) = u) = pTALL(u), 
where u is a specified value of the variable Height(Dunielle), pTALL(u) is the grade of 
membership of u in the fuzzy set TALL, and Poss{X = u} should be read as “the possibility 
that X is u.“ In effect, (1.5) signifies that the proposition “Danielle is tall,” may be interpreted 
as an elastic constraint on the variable Height(Danielle), with the elasticity of the constraint 
characterized by the unary relation TALL which is defined as a fuzzy subset of the real line. 
Tienerally. we follou the practice of writing the names of fuzzy subsets and fuzzy relations in uppercase symbols. 
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The same basic idea may be applied to propositions containing one or more fuzzy 
quantifiers. As a simple illustration, let us consider the proposition 
p L Vickie has several credit cards, 
in which several is regarded as a fuzzy quantifier which induces an elastic constraint on the 
number of credit cards possessed by Vickie. In this case, X may be taken to be the count of 
Vickie’s cards, and the possibility assignment equation becomes 
Vickie has several credit cards + nc*,,,,c,,~,,,icltic)) = SEVERAL, (1.6) 
in which SEVERAL plays the role of a specified fuzzy subset of the integers I, 2,. . . 10. Thus, 
if the integer 4, say, is assumed to be compatible with the meaning of seoerai to the degree 0.8, 
then (1.6) implies that, given p and the definition of several, the possibility that Vickie has four 
credit cards is expressed by 
Pass{ Count( Cards( Vickie)) = 4) = 0.8. 
In the above example, the class of Vickie’s credit cards is a nonfuzzy set and hence there is no 
problem in counting their number. By contrast, in the proposition 
p e Vickie has several close friends 
the class of close friends is a fuzzy set and thus we must first resolve the question of how to 
count the number of elements in a fuzzy set or, equivalently, how to determine its cardinality. 
This issue is addressed in the following section. 
I. CARDINALITY OF FUZZY SETS 
In the case of a crisp (nonfuzzy) subset, A, of a universe of discourse, U, the proposition “u 
is an element of A,” is either true or false, and hence there is just one way in which the 
cardinality of A, i.e. the count of elements of A, may be defined. However, even though the 
count may be defined uniquely, there may be some uncertainty about its value if there is an 
uncertainty regarding the membership status of points of U in A. 
By contrast, in the case of a fuzzy subset, F, of U, the proposition “u is an element of F,” is 
generally true to degree, with the result that the concept of cardinality admits of a variety of 
definitions. Among them, some associate with a fuzzy set F a real number, in which case the 
cardinality of a fuzzy set is nonfuzzy. Others associate with F a fuzzy number, since it may be 
argued that the cardinality of a fuzzy set should be a fuzzy number. A brief discussion of these 
viewpoints is presented in the following. For simplicity, we shall restrict our attention to finite 
universes of discourse, in which case a fuzzy subset, F, of U = {u,, . . . u,} may be expressed 
symbolically as 
or, more simply, as 
F = 11,/u, +. . . + pju,, 
F = plul + . . . + ~“u,,, 
in which the term pJUi, i = 1, . . . n, signifies that pi is the grade of membership of Ui in F, and 
the plus sign represents the union.t 
Nonfuzzy cardinality 
A simple way of extending the concept of cardinality to fuzzy sets is to form the 
sigma-count [17,85], which is the arithmetic sum of the grades of membership in F. Thus 
ZCOUnt(F) ’ ZjUi* i = 1,. . .!I, (2.1) 
tFor the most part we shall rely on the context o disambiguate the meaning of + 
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with the understanding that the sum may be rounded, if need be, to the nearest integer. 
Furthermore, one may stipulate that the terms whose grade of membership falls below a 
specified threshold be excluded from the summation. The purpose of such an exclusion is to 
avoid a situation in which a large number of terms with low grades of membership become 
count-equivalent to a small number of terms with high membership. 
As a simple illustration of the concept of sigma-count, assume that the fuzzy set of close 
friends of Teresa is expressed as 
F = 1lEnrique + 0.8lRamon + O.l/Elie + 0.9/Sergei + 0.8/Ran. 
In this case, 
Xount(F) = I + 0.8 + 0.7 + 0.9 + 0.8 
= 4.2. 
A sigma-count may be weighted, in the sense that if w = (w,, . , . w.) is an n-tuple of 
nonnegative real numbers, then the weighted sigma-count of F with respect to w is defined by 
CCount(F; w) L X;wi/./sh i = 1,. . . n. 
This definition implies that XCount(F;w) may be interpreted as the sigma-count of a fuzzy 
multisett ‘F in which the grade of membership and the multiplicity of Ui, i = 1,. . . n, are, 
respectively, (.Q and HI,. The concept of a weighted sigma-count is closely related to that of the 
measure of a fuzzy setI83, 75, 40-421. 
Whether weighted or not, the sigma-count of a fuzzy set is a real number. As was stated 
earlier, it may be argued that the cardinality of a fuzzy set should be a fuzzy number. If one 
accepts this argument, hen a natural way of defining fuzzy cardinality is the following[90]. 
Fuzzy cardinalityS 
In this case, the point of departure is a stratified representation of F in terms of its level 
sers[84], i.e. 
in which the cu-level-sets F, are nonfuzzy sets defined by 
Fe b {uI/.du) -> a), O<crIl, 
and 
PoFa(U) = a/.du), u E u. 
In terms of this representation, there are three fuzzy counts, FCounts, that may be 
associated with F. First, the FGCount is defined as the conjunctive fuzzy integer$[93] 
FGCount(F) = l/O + I,a/Count(F,), a >O. 
+A fuzzy multiset. ‘F, may be represented as ‘F = I;,rdm, x u,, in which m, is the multiplicify of u, and w, is the grade of 
membership of u, in the fuzzy set F = X&u,. The multiplicity. m,, is a nonnegative real number which is usually, but not 
necessarily, an integer. Thus, a fuzzy multiset may have identical elements, or elements which differ only in their grade of 
membership. 
SAlthough it is perhaps a more natural extension of the concept of cardinality than the sigma-count, fuzzy cardinality is 
a more complex concept and is more difficult to manipulate. The exposition of fuzzy cardinality in this section may be 
omitted on first reading. 
811 should be noted that the membership function of a conjunctive fuzzy number is not a possibility distribution, 
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Second, the FLCount is defined as 
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FLCount( F) = (FGCount(F))’ 0 1 
where ’ denotes the complement and 0 1 means that 1 is subtracted from the fuzzy number 
FGCount(F). And finally, the FECount(F) is defined as the intersection of FGCount(F) and 
FLCount(F), i.e. 
FECount(F) = FGCount(F) n FLCount(F). 
Equivalently-and more precisely-we may define the counts in question via the membership 
function of F, i.e. 
CLFEC~~~,~F~~) 2 w,{dCount(F,)r 4, i = 0, 1,. . . n, (2.2) 
sup,{ol(Count(F,) 2 n - i)} (2.3) 
where A stands for min in infix position. f 
As a simple illustration, consider the fuzzy set expressed as 
(2.5) 
In this case, 
F, = Us 
F,,9 = uz + u3 
FO., = uz + u3 + u4 
F0.6 = UI + u2 + u3 + ~4 
F,,, = uI + u2 f u3 + ~4 + us, 
which implies that, in stratified form, F may be expressed as 
F = 1 (u,) + 0.9( U? + uJ + 0.7( uZ + u3 + uq) + 0.6(u, + ~2 + u3 + u4) + 0.3(u, + k + u3 + U4 + Us), 
and hence that 
FGCount(F) = l/O + l/l + 0.9/2 + 0.7/3 + 0.6/4 + 0.3/5 
FLCount( F) = 0.1/2 + 0.3/3 + 0.4/4 f 0.7/5 + l/6 + . s . 0 1 
= 0.1 1 + 0.312 + 0.4/3 + 0.7/4 i- l/5 + . - . 
FEC’ount(F) = 0.1/l + 0.3/2 + 0.4/3 + 0.6/4 + 0.3/5 
while, by comparison, 
XCount( F) = 0.6 + 0.9 + 1 .O + 0.7 i- 0.3 
= 3.5. 
A useful interpretation of the defining relations (2.2H2.4) may be stated as follows: 
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(a) kFGcounr(i) is the truth value of the proposition “F contains at least i elements.” 
(b) FFLcoun,(i) if the truth value of the proposition “F contains at most i elements.” 
(c) pFEcoun,(i) is the truth value of the proposition “F contains i and only i elements.” 
From (a), it follows that FGCount(F) may readily be obtained from F by first sorting F in 
the order of decreasing rades of membership and then replacing ui with i and adding the term 
l/O. For example, for F defined by (2.5), we have 
F J = l/u3 -t 0.91~~ + 0.71~4 +0.6/u, + 0.31~5 (2.6) 
NF 1 = 1 ,‘l + 0.912 + 0.713 + 0.614 + 0.315 
and 
FGCount(F) = l/O + l/l + 0.912 + 0.7/3 + 0.614 + 0.315, 
where F J denotes F sorted in descending order, and NF J is F J with ith u replaced by i. An 
immediate consequence of this relation between XCount(F) and FGCount(F) is the identity 
ZCoWF) = &.~~~~,,~~,(i) - 1, 
which shows that, as a real number, CCount(F) may be regarded as a “summary” of the fuzzy 
number FGCount(F). 
Relative count 
A type of count which plays an important role in meaning representation is that of relative 
count (or relative cardinality)[87]. Specifically, if F and G are fuzzy sets, then the relative 
sigma-count of F and G is defined as the ratio: 
~Count(‘/G) = ZCount(F n G,
CCount(G) ’ 
(2.7) 
which represents the proportion of elements of F which are 
defined by 
PF”O(U) = W(U) * PC@). 
The corresponding definition for the FGCount is 
in G, with the intersection F fl G 
(2.8) 
(2.9) 
where the F, and G, represent he o-sets of F and G, respectively. It should be noted that the 
right-hand member of (2.9) should be treated as a fuzzy multiset, which implies that terms of 
the form cr,/u and az/u should not be combined into a single term (a, v aJ/u, as they would be 
in the case of a fuzzy set. 
The ZC’ount and FCounts of fuzzy sets have a number of basic properties of which only a 
few will be stated here. Specifically, if F and G are fuzzy sets, then from the identity 
avb+ahb=a+b 
which holds for any real numbers, it follows at once that 
ZCount(F n G) + CCount(F U G) = ZCount(F) + XCount(G) (2.10) 
since 
CLF~G(U) = /-k=(u) A /-‘c(u), UEU 
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Thus, if F and G are disjoint (i.e. F n G = o), then 
ZCount(F U G) = ZCount(F) + ZCounr(G) 
and, more generally, 
(2.11) 
and 
ZCount(F) v CCount(G) 5 ZCount(F u G) 5 CCount(F) + XCount(G) (2.12) 
0 v (ZCount(F) + ZCount(G) - Count(U)) I ZCount(F n G) 5 CCount(F) A ZCount(G). 
(2.13) 
These inequalities follow at once from (2.10) and 
ZCount(F n G) 5 CCount(F) 
ZCount(F iI G) SZCount(G) 
XCount(F U G) 5 Xount( U). 
In the case of FCounts and, more specifically, the FGCount, the identity corresponding to(2.10) 
reads [92, 93, 231, 
FGCount(F n G) @ FGCount(F U G) = FGCount(F) @ FGCount(G), (2.14) 
where @ denotes the addition of fuzzy numbers, which is defined by (see Appendix) 
I.LA@B(u) = s"p,(~A(u) A /b(u - u), 40 E (- x,xc), (2.15) 
where A and B are fuzzy numbers, and FA and p6 are their respective membership functions. 
A basic identity which holds for relative counts may be expressed as: 
X’ount(F n G) = ZCount(G)ZCount(F/G) (2.16) 
for sigma-counts, and as 
FGCount(F n G) = FCount(G) @ FGCount(F/G) (2.17) 
for FGCounts, where @ denotes the multiplication of fuzzy numbers, which is defined by (see 
Appendix) 
, s,m), u # 0. (2.18) 
An inequality involving 
systems is the following: 
ZCOUW~G) + CC~unr(~ F/G) 2 i (2.19) 
where 7 F denotes the complement of F, i.e. = 1 if G is nonfuzzy, 
&F(u) = 1 - b+(u), u E u. (2.20) 
A computational approach IO fuzzy quantifiers in natural languages 159 
Note that (2.19) implies that if the relative sigma-count XCount(F/G) is identified with the 
conditional probability Prob(F/G)[94], then 
Prob (1 FIG) 2 I- Prob(F/G) (2.21) 
rather than 
Prob (1 F/G) = I - ProbVlG), (2.22) 
which holds if G is nonfuzzy. 
The inequality in question follows at once from 
(2.23) 
since 
This concludes our brief exposition of some of the basic aspects of the concept of 
cardinality of fuzzy sets. As was stated earlier, the concept of cardinality plays an essential role 
in representing the meaning of fuzzy quantifiers. In the following sections, this connection will 
be made more concrete and a basis for inference from propositions containing fuzzy quantifiers 
will be established. 
3. FUZZY QUANTIFIERS AND CARDINALITY OF FUZZY SETS 
As was stated earlier, a fuzzy quantifier may be viewed as a fuzzy characterization of 
absolute or relative cardinality. Thus, in the proposition p f Q A’s are B’s, where Q is a fuzzy 
quantifier and A and B are labels of fuzzy or nonfuzzy sets, Q may be interpreted as a fuzzy 
characterization of the relative cardinality of B and A. The fuzzy set A will be referred to as 
the base set. 
When both A and B are nonfuzzy sets, the relative cardinality of B in A is a real number 
and Q is its possibility distribution. The same is true if A and/or B are fuzzy sets and the 
sigma-count is employed to define the relative cardinality. The situation becomes more 
complicated, however, if an FCount is employed for this purpose, since Q, then, is the 
possibility distribution of a conjunctive fuzzy number. 
To encompass these cases, we shall assume that the following propositions are semantically 
equivalent [89]: 
There are Q A’s c, Count(A) is Q (3.1) 
Q A’s are B’s c) Prop(B/A) is Q, (3.2) 
where the more specific term Proportion or Prop, for short, is used in place of Count in (3.2) to 
underscore that Prop(B/A) is the relative cardinality of B in A, with the understanding that 
both Count in (3.1) and Prop in (3.2) may be fuzzy or nonfuzzy counts. In the sequel, we shall 
assume for simplicity that, except where stated to the contrary, both absolute and relative 
cardinalities are defined via the sigma-count. 
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The right-hand members of (3.1) and (3.2) may be translated into possibility assignment 
equations (see 1 .I). Thus we have 
Count(A) is Q + b,,,,,,, = Q (3.3) 
and 
PropUt,’ is Q --$ II,,c,,,, ‘4) = Q, (3.4) 
in which L,,,,A, and ~P,,,BM, represent the possibility distributions of Count(A) and 
Prop(B/A), respectively. Furthermore, in view of (3.1) and (3.2), we have 
There are Q A’s - II,,,,,,,, = Q (3.5) 
Q A’s are B’s + IIP,O,,,,,, = Q. (3.6) 
These translation rules in combination with the results established in Section 2, provide a 
basis for deriving a variety of syllogisms for propositions containing fuzzy quantifiers, an 
instance of which is the intersection/product syllogism described by (1.3), namely, 
Q, A’s are B’s (3.7) 
Q,(A and B)‘s are C’s 
Q, @ Qz A’s are (B and C)‘s 
in which Qr, Qz, A, B and C are assumed to be fuzzy, as in 
most tall men are fat (3.8) 
many tall and faf men are bald 
most @ many tall men are fat and bald. 
To establish the validity of syllogisms of this form, we shall rely, in the main, on the 
semantic. entailment principle[89,90], and on a special case of this principle which will be 
referred to as the quantifier extension principle. 
Stated in brief, the semantic entailment principle asserts that a proposition p entails 
proposition q, which we shall express as p --) q or 
k! 
4’ 
if and only if the possibility distribution which is induced by p, II&,.... x,j, is contained in the 
possibility distribution induced by q, II&,, x,J (see (1.4)). Thus, stated in terms of the possibility 
distribution functions of TIP and lTq, we have [883 
$ if and on/y if 7~~ (X,.. X,) 5 Gt,.. X,) (3.9) 
for all points in the domain of rrp and nq. 
Informally, (3.9) means that p entails q if and only if q is less specific than p. For example, 
the proposition p 2 Diana is 28 years old, entails the proposition q i Diana is in her late twenties, 
because p is less specific than q, which in turn is a consequence of the containment of the nonfuzzy 
set “28” in the fuzzy set “late twenties.” 
A computational approach to fuzzy quantifiers in natural languages 161 
It should be noted that, in the context of test-score semantics, the inequality of possibilities 
in (3.9) may be expressed as a corresponding inequality of overall test scores. Thus, if rp and 7” 
are the overall test scores associated with p and q, respectively, then 
P* ; d and only if 7p I 7q, (3.10) 
with the understanding that the tests yielding 7p and 7q are applied to the same explanatory 
database and that the inequality holds for all instantiations of EDF. 
In our applications of the entailment principle, we shall be concerned, for the most part, 
with an entailment relation between a collection of propositions pl, . . . p. and a proposition q 
which is entailed by the collection. Under the assumption that the propositions which constitute 
the premises are noninteractive[89], the statement of the entailment principle (3.9) becomes: 
p, if and only if aP% . . * A 7~~. 5 rq’ (3.11) 
where ~~1,. . rpn, rq, are the possibility distribution functions induced by pI, . . . pn, q, respec- 
tively, and likewise for (3.10). 
We are now in a position to formulate an important special case of the entailment principle 
which will be referred to as the quantifier extension principle. This principle may also be viewed 
as an inference rule which is related to the transformational rule of inference described in[91]. 
Specifically, assume that each of the propositions p,, . . . p,, is a fuzzy characterization of an 
absolute or relative cardinality which may be expressed as pi i Ci is Qi, i = 1, . . . n, in which Ci 
is a count and Qi is a fuzzy quantifier, e.g. 
pi 2 XCount(BIA) is Qj 
or, more concretely, 
pi f most A’S are B’s. 
Now, in general, a syllogism involving fuzzy quantifiers has the form of a collection of 
premises of the form pi 2 C’i is Qi, i = 1,. . . n, followed by a conclusion of the same form, i.e. 
q L C is Q, where C is a count that is related to Ci,. . . C,, and Q is a fuzzy quantifier which is 
related to Qi,. . . Q,,. The quantifier extension principle makes these relations explicit, as 
represented in the following inference schema: 
C, is Q, (3.12) 
Cis Q, 
where Q is given by 
IfC=g(C,,... Cd then Q = g(Q,, . . . Q,), 
in which g is a function which expresses the relation between C and the C’i, and the meaning of 
Q=s(Q,,.. Q,) is defined by the extension principle (see Appendix). A somewhat more 
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general version of the quantifier extension principle which can also be readily deduced from the 
extension principle is the following: 
C, is Q, (3.13) 
where Q is given by 
Uf(G, * * * cd 5 c 5 g(c,, . . . Cn) then f(Q,, . . . Q,, 1. Q I g(Q,, . . . Qn). 
As in (3.12), the meaning of the inequalities which bound Q is defined by the extension 
principle. In more concrete terms, these inequalities imply that Q is a fuzzy interval which may 
be expressed as 
Q = (5. f(Q,, . . . QnN n (5 g(Q,, .. . Qnh (3.14) 
where the fuzzy s-number 2 f(Q,. . . . Q,,) and the fuzzy z-number 5 g(Q,, . . . Q,,) (see Ap- 
pendix) should be read as “at least f(Q,, . . . Q,,)” and “at most g(Q,, . . . Q”).” respectively, and 
are the compositions? ofthe binary relations 2 and I with f(Q,, . . . Qn) and g(Q,, , . . Qn). In terms 
of (3.14), then, the relation between C and Q may be expressed as: 
Uf(C,, * * * C,)sCsg(C,,... CJthenQ=(rf(Q,,...Q,))n((g(Q,,...Q,,)). (3.15) 
An important special case of (3.12) and (3.15) is one where f and g are arithmetic or boolean 
expressions, as in 
and 
C,+C*-l5C5C,h c,. 
For these cases, the quantifier extension principle yields 
and 
Q = (2 (Qt 0 Qz 0 1)) n 5 (Q, 0 QJr 
where Q, Q,, Qz and Qj are fuzzy numbers, and 0, @ and 0 are the product, sum and min in 
fuzzy arithmetic.i 
We are now in a position to apply the quantifier extension principle to the derivation of the 
intersection/product syllogism expressed by (3.7). Specifically, we note that 
Q, A’s are B’s t* Prop(BIA) is Q, (3.16) 
QLA and B)‘s are C’s f* Prop(C/A n B) is Qz (3.17) 
tThe composition, RoS, of a binary relation R with a unary relation S is defined by P,&u) = v &~(v,u) A as), u E 
LJ, v E V, where me, ws, and peOs are the membership functions of R. S and RoS, respectively, and v, denotes the 
supremum over U. Where no confusion can result, the symbol o may be suppressed. 
*Where typographical convenience is a significant consideration, a fuzzy version of an arithmetic operation * may be 
expressed more simply as (*). 
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and 
Q A’s are (B and C)‘s c) Prop(B fl C/A) is Q, (3.18) 
where 
prop(B,A) = xCounf(B II A) 
CCount(A) 
prop(c/~ n B) = ZCoun’(A n B n ‘) 
ZCount(A n B) 
Prop(B n C/A) = 
CCount(A n B n C) 
ZCount(A) ’ 
(3.19) 
(3.20) 
(3.21) 
From (3.19) to (3.21), it follows that the relative counts C, i Prop(B/A), C, f Prop(C/A n 
B) and C i Prop(B n C/A) satisfy the identity 
and hence 
Prop(B n C/A) = Prop(B/A)Prop(C/A n B). 
c = c,c,. 
(3.22) 
(3.23) 
On the other hand, from (3.16) to (3.18), we see that Q,, QZ and Q are the respective possibility 
distributions of C,, CZ and C. Consequently, from the quantifier extension principle applied to 
arithmetic expressions, it follows that the fuzzy quantifier Q is the fuzzy product of the fuzzy 
quantifiers Q, and Q2, i.e. 
Q= Q, 0 Qz, (3.24) 
which is what we wanted to establish. 
As a corollary of (3.7), we can deduce at once the following syllogism: 
Q, A’s are B’s (3.25) 
Q2(A and B)‘s are c’s 
(2 (Q, @ QJ) A’s are C’s, 
where the quantifier (2 (Q, @ QJ), which represents the composition of the binary relation 2 
with the unary relation Q, @ Qz, should be read as at least(Q, @ QJ. This syllogism is a 
consequence of (3.7) by virtue of the inequality 
Xount(B n C) sZCount(C), (3.26) 
which holds for all fuzzy or nonfuzzy B and C. For, if we rewrite (3.7) in terms of proportions, 
Prop(B/A) is Q, (3.27) 
Prop(C/A n B) is Qz 
Prop(B n CIA) is (9, 0 Q2L 
then from (3.26) it follows that 
Prop(B n CIA) is (Q, @ Qz) =$ Prop(C/A) is (2 (Q, @ Q2)). (3.28) 
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Thus, based on (3.28), the syllogism (3.7) and its corollary (3.25) may be represented compactly 
in the form: 
Q, A’s are B’s (3.29) 
Qz(A fl B)‘s are C’s 
(Q, @ QJ A’s are (B and C)‘s 
(2 (Q, @ QJ) A’s are C’S 
As an additional illustration of the quantifier extension principle, consider the inequality 
established in Section 2, namely, 
0 v (ZCount(A) + BCount(B) - Count(U)) 5 xCount(A fl B) 5 ZCount(A) A ZCount(B). 
(3.30) 
Let Q,Q, and QZ be the fuzzy quantifiers which characterize C 2 XCount(An B), 
C, k ZCount(A), and CZ i ZCount(B), respectively. Then 
OB(Q,OQ~O~)~Q~QI~Q~. (3.31) 
where, as stated earlier, 0, 0, @ and 6 are the operations of sum, product, min and max in 
fuzzy arithmetic. Consequently, as a special case of (3.31), we can assert hat in the inference 
schema 
most students are single (3.32) 
many students are male 
Q students are single and male, 
Q is a fuzzy interval given by 
Q = (2 (0 6 (most @ many 0 1))) tl(5: (most 0 many)). (3.33) 
Monotonicify 
In the theory of generalized quantifiers[7], a generalized quantifier Q is said to be monotonic 
if a true proposition of the form p g Q A’s are B’s, where A and B are nonfuzzy sets, remains 
true when B is replaced by any superset (or any subset) of B. In this sense, most is a 
monotonic generalized quantifier under the assumption that B is replaced by a superset of B. 
In the case of fuzzy quantifiers of the first or second kinds, a similar but more general 
definition which is valid for fuzzy sets may be formulated in terms of the membership function 
or, equivalently, the possibility distribution function of Q. More specifically: 
A fuzzy quantifier Q is monotone nondecreasing (nonincreasing) if and only if the 
membership function of Q, po, is monotone nondecreasing (nonincreasing) over the domain of 
Q. From this definition, it follows at once that 
Q is monotone nondecreasing ($2 Q = Q (3.34) 
Q is monotone nonincreasing e 5 Q = Q, (3.35) 
where, as stated earlier, L Q and 5 Q should be read as “at least Q” and “at most Q,” 
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respectively. Furthermore, from (2.7) it follows that, if B C C, then 
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Q is monotone nondecreasing @ 
Prop(B/A) is Q j Prop(C/A) is Q 
(3.36) 
and 
Q is monotone nonincreasing e 
Prop(CIA) is Q e Prop(B/A) is Q. 
(3.37) 
If Q is a fuzzy quantifier of the second kind, the antonym of Q, ant Q, is defined by [89] 
Pon,Q(U) = IL& - UL u E lA11. 
Thus, if few is interpreted as the antonym of most, we have 
MEW(U) = PMOST(l - u), u E m11. 
(3.38) 
(3.39) 
A graphic illustration of (3.39) is shown in Fig. 3. 
An immediate consequence of (3.38) is the following: 
If Q is monotone nondecreasing (e.g. most), then its 
nonincreasing. 
We are now in a position to derive additional syllogisms 
and, inter alia, establish the validity of the example given in 
most U’s are A’s 
most A’s are B’s 
most’ U’s are B’s, 
antonym (e.g. few) is monotone 
for fuzzily-quantified propositions 
the abstract, namely, 
(3.40) 
where by U’s we mean the elements of the universe of discourse U, and most is assumed to be 
monotone nondecreasing. 
Specifically, by identifying A in (3.25) with U in (3.40), B in (3.25) with A in (3.40), C in 
(3.25) with B in (3.40), and noting that 
UnA=A, 
we obtain as a special case of (3.25) the inference schema 
most U‘s are A’s 
most A’s are B’s - 
2 0 (most @ most) U’s are B’s 
most’ U’s are B’s, 
‘1 ,fcw-monotone nonincreasing -- -- -- 
most 
‘E monotone about 
0 I ” 
nondecreasing 
o holf 
(3.41) 
Fig. 3. The fuzz! quantifier few as an antonym of mosl. 
166 L. A. ZADEH 
where mod denotes most @ most. More generally, for any monotone nondecreasing fuzzy 
quantifiers Q, and Qz, we can assert hat 
Q, U’s are A’s (3.42) 
Q2 A’s are B’s 
(Q, @ QJ U’s are B's. 
If one starts with a rule of inference in predicate calculus, a natural question which arises is: 
how does the rule in question generalize to fuzzy quantifiers? An elementary example of an 
answer to a question of this kind is the following inference schema: 
Q, A’s are B’s 
(5 QJ A’s are B's if Qz-cQ,, (3.43) 
which is a generalization of the basic rule: 
where P is a predicate. In (3.43), the inequality Qz I Q, signifies that, as a fuzzy number, Q2 is 
less than or equal to the fuzzy number Q, (see Fig. 4). 
To establish the validity of (3.43), we start with the inference rule 
Q, A’s are B’s 
Q2 A’s are B’s if Q1 c Qz, (3.44) 
which is an immediate consequence of the entailment principle (3.9), since the conclusion in 
(3.44) is less specific than the premise. Then, (3.43) follows at once from (3.44) and the 
containment relation 
Q,~Qz3QzcOQt) (3.45) 
which, in words, means that, if a fuzzy number Q, is less than or equal to Qr, then, as a fuzzy 
set, Q2 is contained in the fuzzy set which corresponds to the fuzzy number “at least Q,.” 
In inferring from fuzzily-quantified propositions with negations, it is useful to have rules 
which concern the semantic equivalence or semantic entailment of such propositions. In what 
follows, we shall derive a few basic rules of this type. 
The first rule, which applies to fuzzy quantifiers of the first kind, and to fuzzy quantifiers of 
the second kind when the base set, A, is nonfuzzy, is the following: 
Q A’s are B’s * (antQ) A’s are not B’s, (3.46) 
where antQ denotes the antonym of Q (see (3.38)). For example, 
most men arc tall c, (ant most) men are not tall, (3.47) 
P IF L o* --_ 
02 0, LlYuQ 
0 
Fig. 4. The possibility distributions of Qz and QI, with Q2 I QI 
and 
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* 
most men are tall c, few men are not tall 
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if jet+7 is interpreted as the antonym of most. 
To establish (3.46), we note that, in consequence of (3.6), we have 
The possibility assignment equation in (3.48) implies that the test score, TV, associated with the 
proposition “QA’s are B’s,” is given by 
7, = p&Count(B/A)). (3.49) 
where p. is the membership function of Q. 
Similarly, the test score associated with the proposition “(antQ) A’s are not B’s,” is given 
by 
72 = pL,,,&Count(T B/A)). (3.50) 
Thus, to demonstrate that the two propositions are semantically equivalent, it will suffice to 
show that 7, = r2. 
To this end, we note that 
-pount (_, B/A) = zCount(A nC-B)) 
CCount(A) 
(3.51) 
and, if A is nonfuzzy, the right-hand member of (3.51) may be written as: 
(3.52) 
Now, from the definition of the antonym (3.38), it follows that 
/.~on,o(l- ZCount(B/A)) = ,u&Count(B/A)), (3.53) 
and hence that 7, = TV, which is what we had to establish. 
In the more general case where A is fuzzy, the semantic equivalence (3.46) does not hold. 
Instead, the following semantic entailment may be asserted: 
If Q is monotone nonincreasing, then 
Q A’s are B’s 
(antQ) A’s are not B’s 
(3.54) 
To validate (3.54), we note that in Section 2 we have established the inequality (see 2.19) 
1 - XCount(l B/A) I X’ount(B/A). (3.55) 
Now, if Q is monotone nonincreasing, then on application of pQ to both sides of (3.55) the 
inequality is reversed, yielding 
or, equivalently, 
&I- ZCount(l B/A)) 2 p&Count(BIA)) 
,~&Count(-~ B/A)) 2 &Count(B/A)), (3.56) 
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which establishes that the consequence in (3.54) is less specific than the pre:ise and thus, by 
the entailment principle, is entailed by the premise. 
In general, an application of the entailment principle for the purpose of demonstrating the 
validity of an inference rule reduces the computation of a fuzzy quantifier to the solution of a 
variational problem or, in discrete cases, to the solution of a nonlinear program. As an 
illustration, we shall consider the following inference schema 
Q, A’s are B’s 
?Q A’s are (very B)‘s ’ (3.57) 
where ?Q is the quantifier to be computed; the base set A is nonfuzzy and the modifier very is 
an intensifier whose effect is assumed to be defined by[85] 
very B = *B, (3.58) 
where the left exponent 2 signifies that the membership function of *B is the square of that of 
B.t Since A is nonfuzzy, we can assume, without loss of generality, that A = U. 
With this assumption, the translation of the premise in (3.57) is given by 
(3.59) 
while that of the consequent is 
Q U’s are ‘B’s -+ IIZCountt~B,U~ = Q. (3.60) 
Let kI,. . . p, be the grades of membership of the points uI,. . . u, in B. Then, (3.59) and 
(3.60) imply that the overall test scores for the premise and the consequent are, respectively, 
72=kQ 
(3.61) 
(3.62) 
where N = ECounl( U). 
The problem we are faced with at this point is the following. The premise, Q, U’s are B’s, 
defines via (3.61) a fuzzy set, PI, in the unit cube C”’ = {CL,, . . . pN} such that the grade of 
membership of the point p = (IL,, . . . pN) in P, is ‘TV. The mapping CN +[O,l] which is defined 
by the sigma-count 
1 
Zcount(very B/U) = - x,cL?, N (3.63) 
induces the fuzzy set, Q, in [O,l] whose membership function, pQ, is what we wish to determine. 
For this purpose, we can invoke the extension principle, which reduces the determination of pLQ 
to the solution of the following nonlinear program: 
subject to the constraint 
tin earlier papers, the meanings of Ez and ‘B were interchanged. 
A computational approach to fuzzy quantifiers in natural languages 
As shown in[90], this nonlinear program has an explicit solution given by 
which implies that 
Q = Q,' = Q, 0 Q,. (3.65) 
We are thus led to the inference schema 
Q, A’s are B’s 
Q,’ A’s are (very B)‘s 
and, more generally, for any positive m and nonfuzzy A, 
Q, A’s are B’s 
Q,” A’s are (“B)‘s ’ 
and 
Q, A’s are mBr~ 
Q,““’ A’s are B’s 
where 
/.Q,4u) = cLQ,b”m), u E Kh11 
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(3.66) 
(3.67) 
(3.68) 
(3.69) 
(3.70) 
and 
FmJU) = (ILB(U))m, uE u. (3.71) 
As a simple example, assume that the premise in (3.66) is the proposition “Most men over 
sixty are bald.” Then, the inference schema represented by (3.66) yields the syllogism: 
most men ouer sixty are bald 
most’ men ouer sixty are uery bald ’ 
(3.72) 
It should be noted that an inference schema may be formed by a composition of two or 
more other inference schemas. For example, by combining (3.46) and (3.68), we are led to the 
following schema: 
Q,A’s are (not uery B)‘s 
(ant QJo5 A’s are B’s ’ 
(3.73) 
in which the base set A is assumed to be nonfuzzy. Thus, the syllogism 
most Frenchmen are not very tall 
(ant most)’ ’ Frenchmen are tall 
(3.74) 
may be viewed as an instance of this schema (see Fig. 5). 
In the foregoing discussion, we have attempted to show how the treatment of fuzzy 
quantifiers as fuzzy numbers makes it possible to derive a wide variety of inference schemas for 
fuzzily-quantified propositions. These propositions were assumed to have a simple structure 
like “Q A’S are B’s,” which made it unnecessary to employ the full power of test-score 
CAMWA Vol. 9. No I--L 
170 L. A. ZADEH 
I ” 
Fig. 5. The possibility distributions of the fuzzy quantifiers most, ant most and (nnr rno~r)~’ 
semantics for representing their meaning. We shall turn our attention to more complex 
propositions in the following section and will illustrate by examples the application of test-score 
semantics to the representation of meaning of various types of fuzzily-quantified semantic 
entities. 
4. MEANING REPRESENTATION BY TEST-SCORE SEMANTICS 
As was stated in the Introduction, the process of meaning representation i  test-score 
semantics involves three distinct phases: Phase I, in which an explanatory database frame, 
EDF, is constructed; Phase II, in which the constraints induced by the semantic entity are 
tested and scored; and Phase III, in which the partial test scores are aggregated into an overall 
test score which is a real number in the interval [OJ] or, more generally, a vector of such 
numbers. 
In what follows, the process is illustrated by several examples in which Phase I and Phase II 
are merged into a single test which yields the overall test score. This test represents the 
meaning of the semantic entity and may be viewed as a description of the process by which the 
meaning of the semantic entity is composed from the meanings of the constituent relations in 
EDF. 
In some cases, the test which represents the meaning of a given semantic entity may be 
expressed in a higher level language of logical forms. The use of such forms is illustrated in 
Examples 4 and 5. 
When a semantic entity contains one or more fuzzy quantifiers, its meaning is generally 
easier to represent hrough the use of ZCounrs than FCounts. However, there may be cases in 
which a ZCounr may be a less appropriate representation of cardinality than an FGCount or an 
FECount. This is particularly true of cases in which the cardinality of a set is low, i.e. is a small 
fuzzy number like seoeral, few, etc. Furthermore, what should be borne in mind is that ZCount 
is a summary of an FGCount and hence is intrinsically less informative. 
In some of the following examples, we employ alternative counts for purposes of com- 
parison: In others, only one type of count, usually the ZCounr, is used. 
Example 1 
SE 5 several balls most of which are large. 
For this semantic entity, we shall assume that EDF comprises the following relations: 
EDF 2 BALL [Zdenfijier; Size] + 
LARGE [Size; CL]+ 
SEVERAL [Number; p] + 
MOST [Proportion; ~1. 
In this EDF, the first relation has n rows and is a list of the identifiers of balls and their 
respective sizes; in LARGE, p is the degree to which a ball of size Size is large; in SEVERAL, 
k is the degree to which Number fits the description several; and in MOST, j.~ is the degree to 
which Proportion fits the description most. 
The test which yields the compatibility of SE with ED and thus defines the meaning of SE 
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depends on the definition of fuzzy set cardinality. In particular, using the sigma-count, he test 
procedure may be stated as follows: 
(1) Test the constraint induced by SEVERAL: 
rl = .SEVERAL[Number = n], 
which means that the value of Number is set to n and the value of p is read, yielding the test 
score 7, for the constraint in question. 
(2) Find the size of each ball in BALL: 
Sizei = ,,,BALL[Identifier = Identifieri], 
i=l,...n. 
(3) Test the constraint induced by LARGE for each ball in BALL: 
kdi) = .LARGE[Size = Sizei]. 
(4) Find the sigma-count of large balls in BALL: 
ZCount( LB) = XipLB( i). 
(5) Find the proportion of large balls in BALL: 
PLB = i CikLB(i). 
(6) Test the constraint induced by MOST: 
r2 = fiMOSTIProportion = PLB]. 
(7) Aggregate the partial test scores: 
where 7 is the overall test score. The use of the min operator to aggregate 7l and r2 implies that 
we interpret he implicit conjunction in SE as the Cartesian product of the conjuncts. 
The use of fuzzy cardinality affects the way in which r2 is computed. Specifically, the 
employment of FGCount leads to: 
~2 = sUpi(FGCOUnt(LB) II nMOST), 
which expressed in terms of the membership functions of FGCount (LB) and MOST may be 
written as 
. 
The rest of the test procedure is unchanged. 
Example 2 
SE 2 several large balls. 
In this case, we assume that the EDF is the same as in Example 1, with MOST deleted. 
As is pointed out in [93], the semantic entity in question may be interpreted in different 
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ways. In particular, using the so-called compartmentalized interpretation in which the con- 
straints induced by SMALL and SEVERAL are tested separately, the test procedure mploy- 
ing the FGCount may be stated as follows: 
(1) Test the constraint induced by SEVERAL: 
rl 2 JEVERAL[Number = n]. 
(2) Find the size of the smallest ball: 
SSB 2 si,,minsilp(BALL), 
in which the right-hand member signifies that the smallest entry in the column Size of the 
relation BALL is read and assigned to the variable SSB (Smallest Size Ball). 
(3) Test the constraint induced by LARGE by finding the degree to which the smallest ball 
is large: 
r2 i ,,LARGE[Size = SSB]. 
(4) Aggregate the test scores: 
7 = 71 h 72. 
Example 3 
p 2 Hans has many acquaintances and a few close friends most of whom are highly intelligent. 
Assume that the EDF comprises the following relations: 
ACQUAINTANCE [Name 1; Name 2; CL]+ 
FRIEND [Name 1; Name 2; CL]+ 
INTELLIGENT [Name; CL]+ 
MANY [Number; CL]+ 
FEW [Number: II]+ 
MOST [Proportion; ~1. 
In ACQUAINTANCE, F is the degree to which Name 1 is an acquaintance of Name 2; in 
FRIEND, CL is the degree to which Name 1 is a friend of Name 2; in INTELLIGENT, p is the 
degree to which Name is intelligent; MANY and FEW are fuzzy quantifiers of the first kind, 
and MOST is a fuzzy quantifier of the second kind. 
The test procedure may be stated as follows: 
(1) Find the fuzzy set of Hans’ acquaintances: 
HA 2 N~,,,~ ,+ACQUAINTANCE[Name 2 = Hans], 
which means that in each row in which Name 2 is Hans, we read Name 1 and p and form the 
fuzzy set HA. 
(2) Count the number of Hans’ acquaintances: 
CHA 2 ZCount(HA). 
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r, = .MANY[Name I = CHA]. 
(4) Find the fuzzy set of friends of Hans: 
FH k ,va,,,@ 1,,FRIEND[Name 2 = Hans]. 
(5) Intensify FH to account for cfose[89]: 
(6) Determine the count of close friends of Hans: 
CCFH A CCount(*FH). 
(7) Find the test score for the constraint induced by FEW: 
A 
r2 = ,FEW[Number = CCFH]. 
(8) Intensify INTELLIGENT to account for highly. (We assume that this is accomplished 
by raising INTELLIGENT to the third power.) 
HIGHLY-INTELLIGENT = ‘INTELLIGENT. 
(9) Find the fuzzy set of close friends of Hans who are highly intelligent: 
CFH.HI % CFH n ‘INTELLIGENT. 
(10) Determine the count of close friends of Hans who are highly intelligent: 
CCFH.HI 9 ZCount(CFH fl ‘INTELLIGENT). 
(11) Find the proportion of those who are highly intelligent among the close friends of 
Hans: 
y k ZCount(CFH n 31NTELLIGENT) 
XCount(CFH) ’ 
(12) Find the test score for the constraint induced by MOST: 
73 2 ,,MOST[Proportion = y]. 
(13) Aggregate the partial test scores: 
7 = 7, A 72 A 7’. 
The test described above may be expressed more concisely as a logical form which is 
semantically equivalent o p. The logical form may be expressed as follows: 
P c, CoUnthome lx@ ACQUAINTANCE[Name 2 = Hans]) is MANY A 
Count(Nomp Ixp ‘FRIEND[Name 2 = Hans]) is FEW A 
P~oP(~INTELLIGENT/,,,, ,$ FRIEND[Name 2 = Hans]) is MOST 
where A denotes the conjunction. 
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Example 4 
Consider the proposition 
L. A. ZADEH 
p 2 Over the past few years Nick earned far more than most of his close friends. 
In this case, we shall assume that EDF consists of the following relations: 
EDF A INCOMEtName; Amount; Year] + 
FRIEND[Name; CL]+ 
FEW[Number; CL]+ 
FAR.MORE[Income 1; Income2; g] + 
MOST[Proportion; ~1. 
Using the sigma-count, he test procedure may be described as follows: 
(1) Find Nick’s income in Yeari, i = 1,2,. . . counting backward from present: 
ZNi ’ A,,,,,INCOMEIName = Nick; Year = Year;]. 
(2) Test the constraint induced by FEW: 
Fi i ,FEW[ Year = Yeari]. 
(3) Compute Nick’s total income during the past few years: 
TIN = ZipJNi, 
in which the pi play the role of weighting coefficients. 
(4) Compute the total income of each Namei (other than Nick) during the past several 
years: 
TINamei = ZipiINameii, 
where INameii is the income of Namei in Year,. 
(5) Find the fuzzy set of individuals in relation to whom Nick earned far more. The grade of 
membership of Namei in this set is given by: 
pFM(Namei) = .FAR.MORE[lncome 1 = TIN; Income 2 = TINamej]. 
(6) Find the fuzzy set of close friends of Nick by intensifying the relation FRIEND: 
which implies that 
CF = ‘FRIEND, 
p&Namej) = (,FRIEND[Name = Namei])*. 
(7) Using the sigma-count, count the number of close friends of Nick: 
HCount(CF) = Zjp>R,END(Namej). 
(8) Find the intersection of FM with CF. The grade of membership of Namei in the 
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(9) Compute the sigma-count of FM n CF: 
(10) Compute the proportion of individuals in FM who are in CF: 
p i Xount(FM n CF) 
ZCount(CF) ’ 
(11) Test the constraint induced by MOST: 
r = .MOST[Proportion = p], 
which expresses the overall test score and thus represents the desired compatibility of p with 
the explanatory database. 
For the proposition under consideration, the logical form has a more complex structure than 
in Example 3. Specifically, we have 
Prop((ZjpilNamei)12FRIEND[Name 2 = Nick]) is MOST 
where 
pj = fiFAR.MORE[lncome 1 = TIN; Income 2 = TINamej] 
where Namei# Nick and 
TIN = ZipFEw .,,,,,INCOME[Name = Nick; Year = Yeari] 
and 
TINamej = ZipFEw .,,,,,INCOME[Name = Namei; Year = Year;:]. 
Example 5 
p 4 They like each other. 
In this case there is an implicit fuzzy quantifier in p which reflects the understanding that 
not all members of the group referred to as they must necessarily like each other. 
Since the fuzzy quantifier in p is implicit, it may be interpreted in many different ways. The 
test described below represents one such interpretation and involves, in effect, the use of an 
FCount. 
Specifically, we associate with p the EDF 
EDF 4 THEY[Name] + 
LIKE[ Name 1; Name 2; CL]+ 
ALMOST.ALL[Proportion; ~1, 
in which THEY is the list of names of members of the group to which p refers; LIKE is a 
fuzzy relation in which ,K is the degree to which Name 1 likes Name 2; and ALMOSTALL is a 
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fuzzy quantifier in which p is the degree to which a numerical value of Proportion fits a 
subjective perception of the meaning of almost all. 
Let pii be the degree to which Name; likes Namei, i# j. If there are n names in THEY, then 
there are (n’- n)p;,‘s in LIKE with i# j. Denote the relation LIKE without its diagonal 
elements by LIKE*. 
The test procedure which yields the overall test score T may be described as follows: 
(1) Count the number of members in THEY: 
n 2 Count(THEY). 
(2) Compute the FGCount of LIKE*: 
C A FGCount(LIKE*). 
Note that in view of (2.6), C may be obtained by sorting the elements of LIKE* in descending 
order, which yields LIKE* J . Thus, 
FGCount(LIKE*) = NLIKE* J. 
(3) Compute the height (i.e. the maximum value) of the intersection of C and the fuzzy 
number (n* - n)ALMOST.ALL: 
T = sup(FGCount(LIKE*) fl (n* - n)ALMOST.ALL). 
The result, as shown in Fig. 6, is the overall test score. 
The last two examples in this Section illustrate the application of test-score semantics to 
question-answering. The basic idea behind this application is the following. 
Suppose that the answer to a question, 4, is to be deduced from a knowledge base which 
consists of a collection of prepositions: 
KB = h,. . . PA. (4.1) 
Furthermore, assume that the pi are noninteractive and that each pi induces a possibility 
distribution, Ifi, which is characterized by its possibility distribution function, ri, over a 
collection of base variables X = {X,, . . . X,}. This implies (a) that pi, i = 1,. . . , n, translates into 
the possibility assignment equation 
where Fi is a fuzzy subset of U, the Cartesian product of the domains of XI,. . . X,,,, i.e. 
II = u, x . . . x urn, 
in which Vi is the domain of Xi; and (b) that the collection KB induces a combined possibility 
distribution II whose possibility distribution function is given by 
TX,.. x,, = 4x,.. x,, * . * * * ~;x,,...x,,. (4.2) 
F NLIKEt 
-- -- 
nALMOST.ALL lII52E T ------ 
0 ” 
Fig. 6. Computation of the test score for “They like each other.” 
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In test-score semantics, the translation of a question is a procedure which expresses the 
answer to the question as a function of the explanatory database. In terms of the framework 
described above, this means that the answer is expressed as a function of (X,, . . . X,,,), i.e. 
ans(q) = f(X,, . . . X,). 
Thus, given the possibility distribution II over U and the function f, we can obtain the 
possibility distribution of ans(q) by using the extension principle. In more specific terms, this 
reduces to the solution of the nonlinear program: 
subject to 
IL,,,~u) = mab ,,_. u,)r(~ ,,._. xm,(ul9. . . urn) 
u = f(n,, . . .1 Urn), 
(4.3) 
where ui denotes the generic value of Xi and Ui E Ui, i = 1, . . . , m. An example of such a program 
which we have encountered earlier is provided by (3.64). 
In many cases, the nonlinear program (4.3) has special features which reduce it to a simpler 
problem which can be solved by elementary means. This is what happens in the following 
examples. 
Example 6 
p, 2 There are about twenty graduate students in his class. 
p2 B There are a few more undergraduate students than graduate students in his class. 
q i How many undergraduate students are there in his class? 
Let C,, C, and D denote, respectively, the number of graduate students, the number of 
undergraduate students, and the difference between the two counts, so that 
C, = C, + D. 
Applying the quantifier extension principle to this relation, we obtain 
ans(q) = about 20 @few, 
where &s(q), about 20 and few are fuzzy numbers which represent the possibility distributions 
of C,, C, and D, respectively. Using the addition rule for fuzzy numbers (see Appendix), the 
membership function of ans(q) may be expressed more explicitly as 
/h(q)(U) = ~~PhABOUT20(~) A j%V(~ - u)). 
Example 7 
p B Brian is much taller than most of his close friends 
q L HOW tall is Brian ? 
Following the approach described earlier, we shall (a) determine the possibility distribution 
induced by p through the use of test-score semantics; (b) express the answer to q as a function 
defined on the domain of the possibility distribution; and (c) compute the possibility distribution 
of the answer. 
To represent he meaning of p, we assume, as in Examples 4 and 5, that the EDF comprises 
the following relations: 
EDF i POPULATION[Name; Height] + 
MUCH. TALLER[Height 1: Height 2; ~1 + 
MOST[Proportion; ~1. 
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For this EDF, the test procedure may be described as follows: 
(1) Determine the height of each Namei, i = 1, . . . , n, in POPULATION: 
HNi = H,i,h,POPULATION[Name = Namei], 
and, in particular, 
HB : H,i,h,POPULATION[Name = Brian]. 
(2) Determine the degree to which Brian is much taller than Namei: 
pBMT(NameJ 3 fiMUCH.TALLER[Height 1 = HB; Height 2 = HNi]. 
(3) Form the fuzzy set of members of POPULATION in relation to whom Brian is much 
taller: 
BMT o XipBMT( Namei)/ Namei, Name, # Brian. 
(4) Determine the fuzzy set of close friend of Brian by intensifying FRIEND: 
CFB = *( rxNamc ,FRIEND[Name 2 = Brian]) 
which implies that 
pc&NameJ = (,FRZEND[Nume 1 = Namei: Name 2 = Brian])*, Namei # Brian. 
(5) Find the proportion of BMT’s in CFB’s: 
(6) Find the test score for the constraint induced by the fuzzy quantifier most: 
T = ,,MOST[Proportion = ZCount(BMT/CFB)]. 
This test score represents the overall test score for the test which represents the meaning of p. 
Expressed as a logical form, the test may be represented more compactly as: 
Prop(BMT12(I,xNomrI FRIEND[ Name 2 = Brian]) is MOST, 
where the fuzzy set BMT is defined in Steps 2 and 3. 
To place in evidence the variables which are constrained by p, it is expedient o rewrite the 
expression for T as follows: 
in which h8 is the height of Brian; hi is the height of Namei; pFB(Namei) is the degree to which 
Namei is Brian’s friend; pMT(hB, hi) is the degree to which Brian is much taller than Namei; and 
~~~~~ is the membership function of the quantifier most. 
Now the variables X,, . . . X,,, are those entries in the relations in the explanatory database 
which are the arguments of r, with the value of 7 representing their joint possibility P(~,, xm,. 
In the example under consideration, these variables are the values of hi A Height(Namei), 
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i= I,... n; the values of pMr(hB, hi); the values of ~LFB(NUmei); and the values of pLMoST(Pro- 
portion), where Proportion is the value of the argument of pMosr in the expression for 7. 
Since we are interested only in the height of Brian, it is convenient o let X, 6 hB = 
Height(Brian). With this understanding, the possibility distribution function of Height(Brian) 
given the values of X2,. . . X,,, may be expressed as 
Poss{Height(Brian) = ulXz, . . . X,} = pMosT 
( 
~;PhfT(4 h) A Pm*(Namei) 
CiPFi?*(N”mei) ) 
, 
where the range of the index i in xi excludes Namei = Brian. Correspondingly, the un- 
conditional possibility distribution function of Height (Brian) is given by the projection of the 
possibility distribution II,,,,. _xm, on the domain of X,. The expression for the projection is 
given by the supremum of the possibility distribution function of (X,, . . . X,,,) over all variables 
other than X, [89,90]. Thus 
Poss{Height(Briun) = u} = supCx,, _. x,,pwosr 
( 
xipMOST(U, hi) A wB2(Namd 
C;r*m*WaW >* 
Example 8 
pI e Most Frenchmen are not tall 
pt d Most Frenchmen are not short 
q i What is the average height of a Frenchman? 
Because of the simplicity of pI and p2, the constraints induced by the premises may be 
found directly. Specifically, using (3.46), pI and p2 may be replaced by the semantically 
equivalent premises 
pi A ant most Frenchmen are tall 
p: f ant most Frenchmen are short. 
To formulate the constraints induced by these premises, let h,, . . . h, denote the heights of 
Frenchman,, . . . , Frenchman,,, respectively. Then, the test scores associated with the constraints 
in question may be expressed as 
and 
where 
and c(~,.,~~ and psHoRr are the membership functions of TALL and SHORT, respectively. 
Correspondingly, the overall test score may be expressed as 
7 = 7, A 72. 
Now, the average height of a Frenchman and hence the answer to the question is given by 
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Consequently, the possibility distribution of ans(q) is given by the solution of the nonlinear 
program 
subject to 
Alternatively, a simpler but less informative answer may be formulated by forming the 
intersection of the possibility distributions of ans(q) which are induced separately by pi and pi, 
More specifically, let TLqJ~,+ TLS,,J~,;, TL(qJ~p;np; be the possibility distributions of ans(q) 
which are induced by pi, pi, and the conjunction of p; and pi, respectively. Then, by using the 
minimax inequaiity[84], it can readily be shown that 
l-I anr(q) tl nons(q)lPi ’ nans(q)lP;nPi 
and hence we can invoke the entailment principle to validate the intersection in question as the 
possibility distribution of ans(q). For the example under consideration, the possibility dis- 
tribution is readily found to be given by 
Poss{ans(q) = h} = k m,-msdmdh)) * /-‘aMMosT(PsHoRT(h))* 
CONCLUDING REMARK 
As was stated in the Introduction, the basic idea underlying our approach to fuzzy 
quantifiers is that such quantifiers may be interpreted as fuzzy numbers-a viewpoint which 
makes it possible to manipulate them through the use of fuzzy arithmetic and, more generally, 
fuzzy logic. 
By applying test-score semantics to the translation of fuzzily-quantified possibilities, a 
method is provided for inference from knowledge bases which contain such propositions-as 
most real-world knowledge bases do. The examples presented in this section are intended to 
illustrate the translation and inference techniques which form the central part of our approach. 
There are many computational issues, however, which are not addressed by these examples. 
One such issue is the solution of nonlinear programs to which the problem of inference is 
reduced by the application of the extension principle. What is needed for this purpose are 
computationally efficient echniques which are capable of taking advantage of the tolerance for 
imprecision which is intrinsic in inference from natural anguage knowledge bases. 
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APPENDIX 
The exfension principle 
Let f be a function from U to V. The extension principle-as its name implies-serves to extend the domain of 
definition of f from II to the set of fuzzy subsets of LJ. In particular, if F is a finite fuzzy subset of Li expressed as 
F = /q/u, t t pm/u, 
then f(F) is a finite fuzzy subset of V defined as 
f(F) = f(p,/u, f + &/U,) (Al) 
= JL,If(u,) + + pLn/fbh). 
Furthermore, if Il is the Cartesian product of Lr,,. UN, so that u = (u’, uN). u’E U,, and we know only the 
projections of F on Lr,, . UN, whose membership functions are, respectively, pN,. lFN, then 
f(F) = B,/+,(u’) A A PFN(u~)/~(u’, d’). L42) 
with the understanding that, in replacing pr(u’, uN) with c(r(u’) A n wFN(uN), we are tacitly invoking the principle 
o/ maximal possibilify[87]. This principle asserts that in the absence of complete information about a possibility 
distribution II, we should equate Il to the maximal (i.e. least restrictive) possibility distribution which is consistent with the 
partial information about II. 
As a simple illustration of the extension principle, assume that LT = {I, 2,. IO}; f is the operation of squaring; and 
A computational approach to fuzzy quantifiers in natural languages 
SMALL is a fuzzy subset of U defined by 
SMALL = l/I + l/2 + ON3 + 0.6/4 t 0.4/5. 
Then, it follows from (A2) that the right square of SMALL is given by 
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SMALL* e l/It 1/4+0.8/9tO.6/16tO.4/25. 
On the other hand, the left square of SMALL is defined by 
‘SMALL 2 1/l + l/2 t 0.64/3 t 0.36/4+ 0.16/5 
and, more generally, for a subset F of U and any real m, we have 
PmJU) 2 MU))m, IA E u. (A3) 
Fuzzy numbers? 
By a fuzzy number, we mean a number which is characterized by a possibility distribution or is a fuzzy subset of real 
numbers. Simple examples of fuzzy numbers are fuzzy subsets of the real line labeled small, approximately 8, uery close to 
5, more or less large, much larger than 6, seuerd, etc. In general, a fuzzy number is either a convex or a concave fuzzy 
subset of the real line. A special case of a fuzzy number is an interval. Viewed in this perspective, fuzzy arithmetic may be 
viewed as a generalization of interval arithmetic[58]. 
Fuzzy arithmetic is not intended to be used in situations in which a high degree of precision is required. To take 
advantage of this assumption, it is expedient to represent the possibility distribution associated with a fuzzy number in a 
standardized form which involves a small number of parameters-usually two-which can be adjusted to fit the given 
distribution. A system of standardized possibility distributions which suits this purpose in most cases of practical interest is 
the following[87]. 
(I) n-numbers. The possibility distribution of such numbers is bell-shaped and piecewise-quadratic. The distribution is 
characterized by two parameters: (a) the peak-point, i.e. the point at which a= 1, and (b) the bandwidth, /3, which is 
defined as the distance between the cross-over points, i.e. the points at which 1~ = 0.5. Thus, a fuzzy n-number, x, is 
expressed as (p, p), where p is the peak-point and 6’ is the bandwidth; or, alternatively, as (p, p’), where @’ is the 
normalized bandwidth, i.e. p’ = B/p. As a function of u, u E (- ~,a), the values of n,(u) are defined by the equations 
trX(u)=Oforusp-/3andusp+B (A4) 
=-$(u-ptp)‘forp-@<uCp-‘f 
2 B =I-~(u-p)*forp-~susp+$ 
=$(u-p-/3)‘forptfausp+@. 
(2) s-numbers. As its name implies, the possibility distribution of an s-number has the shape of an s. Thus, the 
equations defining an s-number, expressed as (p/p), are: 
Ir,(u)=Oforusp-@ (AS) 
=-$(u-p+@)?forp-@csusp-$ 
B- 
2 
= I-i$u-p)2forp-f+u5p 
= 1 for u z p, 
where fi (the bandwidth) is the length of the transition interval from ZT~ = 0 to n, = 1 and p is the left peak-point, i.e. the 
right end-point of the transition interval. 
(3) z-numbers. A z-number is a mirror image of an s-number. Thus, the defining equations for a z-number, expressed as 
(p\B). are: 
n,(u)=Oforu~p-@ 
=$(u-ptB)‘forp-prunp-$ 
8- 
? 3 B =I-~(u-p)-forp-rsusp+fi 
= 0 for u t p t 8, 
(A6) 
where p is the right peak-point and p is the bandwidth. 
+A more detailed exposition of the properties of fuzzy numbers may be found in Dubois and Prade (1980) 
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(4) s/z-numbers. An s/z-number has a flat-top possibility distribution which may be regarded as the intersection of the 
possibility distributions of an s-number and a z-number, with the understanding that the left peak-point of the r-number 
lies to the left of the right peak-point of the z-number. In some cases, however, it is expedient to disregard the latter 
restrictions and allow an s/z-number to have a sharp peak rather than a flat top. An s/z-number is represented as an 
ordered pair @t/p,; p2\ p2) in which the first element is an s-number and the second element is a z-number. 
(5) z\s-numbers. The possibility distribution of a z\s number is the complement of that of an s/:-number. Thus. 
whereas an s/z-number is a convex fuzzy subset of the real line, a z\s-number is a concave fuzzy subset. Equivalently, 
the possibility distribution of a z\s-number may be regarded as the union of the possibility distributions of a :-number 
and an s-number. A z\s’-number is represented as (pi\p~; p?/fi& 
Arithmetic operations on fuzzy numbers 
Let * denote an arithmetic operation such as addition, subtraction, multiplication or division, and let x*y be the result 
of applying * to the fuzzy numbers x and y. 
By the use of the extension principle, it can readily be established that the possibility distribution function of x*p may 
be expressed in terms of those of x and y by the relation 
li,.Y(W) = v ,.,(n,(u) A n,(u)), (A7) 
subject to the constraint 
w = u*u, u, “, w E (- 2.p) 
where v “,+ denotes the supremum over u, II, and A i min. 
As a special case of a general result established by Dubois and Prade[ZO] for so-called L-R numbers, it can readily be 
deduced from (A7) that if x and y are numbers of the same type (e.g. n-numbers), then so are x + y and x - y. 
Furthermore, the characterizing parameters of x t y and x - y depend in a very simple and natural way on those of x and 
y. More specifically, if x = (p, @) and y = (q. y), then 
(PJN + (4,Y) = (P + 4, B + Y) 
(P/P) f (q/v) = (P + q/s + Y) 
(P\B)+ (4\Y) = (P f Q\P + Y) 
(p,/P,; P?\P?+(qllYl; 42\Y2) 
= (PI + 411a1 f Pz; p2+ q2\Yl+ Y2) 
(P,B) - (q.y) = (P - 4, P + Y) 
and similarly for other types of numbers. 
In the case of multiplication, it is true only as an approximation that if x and y are n-numbers then so is xx y. 
However, the relation between the peak-points and normalized bandwidths which is stated below is exact: 
(PJ.3’) x (4,Y’) = (P x 478 f Y’). (‘48) 
The operation of division, .x/y, may be regarded as the composition of (a) forming the reciprocal of y, and (b) 
multiplying the result by x. In general, the operation I/y does not preserve the type of y and hence the same applies to x/y. 
However, if y is a n-number whose peak point is much larger than I and whose normalized bandwidth is small, then I/y is 
approximately a r-number defined by 
l/(P, P’) = (l/P, P’) (A9) 
and consequently 
(P, P’)I(q, Y’) = (p/q, P’ + Y’) (AlO) 
As a simple example of operations on fuzzy numbers, suppose that x is a n-number (p,p) and y is a number which is much 
larger than x. The question is: What is the possibility distribution of y? 
Assume that the relation y 9 x is characterized by a conditional possibility distribution II,,,,, (i.e. the conditional 
possibility distribution of y given x) which for real values of x is expressed as an s-number 
n ,y/Il= (&)/Y(X)) (All) 
whose peak-point and bandwidth depend on x. 
On applying the extension principle to the composition of the binary relation 9 as defined by (All) with the unary 
relation x, it is readily found that y is an s-number which is approximately characterized by 
Y = (q(PMq(P)- 4(P -PH. (.412) 
In this way, then, the possibility distribution of y may be expressed in terms of the possibility distribution of x and the 
conditional possibility distribution of y given x. 
Because of the reproducibility property of possibility distributions, the computational effort involved in the manipula- 
tion of fuzzy numbers is garterally not much greater than that required in interval arithmetic. The bounds on the results, 
however, are usually appreciably tighter because in the case of fuzzy numbers the possibility distribution functions are 
allowed to take intermediate values in the interval [O,l], and not just 0 or I, as in the case of intervals. 
