Abstract. Let p be a prime k|p − 1, t = (p − 1)/k and γ(k, p) be the minimal value of s such that every number is a sum of s k-th powers (mod p). We prove Heilbronn's conjecture that γ(k, p) k 1/2 for t > 2. More generally we show that for any positive integer q, γ(k, p) ≤ C(q)k 1/q for φ(t) ≥ q. A comparable lower bound is also given. We also establish exact values for γ(k, p) when φ(t) = 2. For instance, when t = 3, γ(k, p) = a + b − 1 where a > b > 0 are the unique integers with a 2 + b 2 + ab = p, and when t = 4, γ(k, p) = a − 1 where a > b > 0 are the unique integers with a 2 + b 2 = p.
Introduction
Let p be a prime. The smallest s such that (1) x , so we will assume t > 2. For such t the k-th powers (mod p) are scattered and so one expects much better bounds for γ(k, p). For example when t = 3 the k-th powers are just the cube roots of 1 (mod p) and γ(k, p) is the smallest s such that every integer is a sum of s cube roots of 1 (mod p). From Theorem 2 we obtain for t = 3, 4 or 6 that (2)
Indeed, we give the exact value of γ(k, p) in these three cases.
Heilbronn [14] made the following conjectures:
I: For any ε > 0, γ(k, p) k ε for t > t ε , and II: For t > 2, γ(k, p) k 1/2 .
In view of the inequality in (2) the exponent 1 2 in the second Heilbronn conjecture is best possible for arbitrary t > 2, although as we shall see in Theorem 1, one can do better when φ(t) > 2, in particular γ(k, p) k 1 4 . Konyagin [15] proved the first Heilbronn conjecture. His work was refined in [6] . In this paper we prove the second Heilbronn conjecture.
Historical Background
Hardy and Littlewood [13] established the uniform bound γ(k, p) ≤ k for all k, p, t. Henceforth we assume t > 2 and k > 1. Under this assumption their bound was refined by S. Chowla, Mann and Straus [5] to
I. Chowla [4] proved γ(k, p) k 0.8771 ; Dodson [8] , γ(k, p) ≤ k 7/8 , for k sufficiently large; Tietäväinen [19] , γ(k, p) k 3 5 + ; Dodson and Tietäväinen [9] ,
The latter bounds fall just short of the second Heilbronn conjecture.
From Weil's estimate [20] on the number of solutions of (1) one obtains a very small value for γ(k, p) for p sufficiently large relative to k:
It is well known that a uniform bound on the Gauss sum of the type
From the bounds of Heath-Brown and Konyagin [12] , Φ k 
and the proof of the first Heilbronn conjecture.
Finally we note the estimate of Garcia and Voloch [11] (12)
Proof of the Second Heilbronn Conjecture
We shall prove
The second Heilbronn conjecture is just the case q = 2. The first Heilbronn conjecture is obtained by taking q > 1/ . One also recovers from the theorem (or more specifically Lemma 3) the bound of Heilbronn [14, Theorem 8] ,
for some constant c t . In section 5 we establish the comparable lower bound,
We deduce the theorem from the following Gauss sum estimate of Cochrane, Pinner and Rosenhouse [6, Theorem 1.1].
One immediately deduces from (8),
We also need the following result of Bovey [3, Theorem 1], Lemma 3. For any positive integer q, there exist numbers c(q) and
A bound of this general type, namely γ(k, p) ≤ c(q)tp 2/q log p for φ(t) ≥ q, also follows from Theorem 4.2 of [17] . We also note that the Bourgain and Konyagin bound (10) can be used in place of Lemma 2 to deal with the large values of t (say t > p 1/4q , using Lemma 3 if t 0 (2q) < t ≤ p 1/4q or t ≤ t 0 (2q)). We turn now to the proof of the theorem. Suppose φ(t) ≥ q. Dodson's result (6) lets us restrict our attention to k 2 ≥ p. For φ(t) ≥ 2(2q + 1) we use Lemma 2:
In the remaining cases, q ≤ φ(t) < 2(2q + 1), Lemma 3 immediately gives
Taken together we see that γ(k, p) ≤ C(q)k 1/q for some constant C(q).
4.
The case φ(t) = 2.
Let δ(k, p) be the minimal value of s so that every integer N can be written as a plus-minus sum of s k-th powers (mod p), that is, ±x
In the following theorem we give the exact value of δ(k, p) and γ(k, p) for the three values of t with φ(t) = 2, namely, t = 3, 4, 6. Theorem 2. a) Let t = 3 or 6 and a, b be the unique positive integers with a > b and
b) Let t = 4 and a, b be the unique positive integers with a > b and
From the theorem one readily obtains the bounds
and (2) follows immediately. These bounds sharpen the lower bound of Dodson and Tietäväinen [9, Theorem 2], for
, and the upper bound of Bovey, [3, Lemma 5] . The method we use here is a refinement of ideas from Bovey, [3] .
Proof. We start with the easy case t = 4. In this case p ≡ 1 (mod 4), p has a unique representation of the form p = a 2 + b 2 with a > b > 0, and −1 is a k-th
. The set of k-th powers (mod p) is just the set {±1, ±R}, and so representing a number as a minimal sum of k-th powers is equivalent to representing it in the form x − Ry with |x| + |y| minimal. Let L be the lattice of points in Z 2 satisfying the linear congruence (15) x − Ry ≡ 0 (mod p).
Then L is a lattice of volume p with basis (a, b), (−b, a). Let P be the parallelogram centered at the origin
Then P contains p distinct integer points and the mapping η : P ∩ Z 2 → Z/(p) given by η(x, y) = x − Ry is one-to-one and onto. Let f be the mapping f (x, y) = |x| + |y|. Then f restricted to P takes on its maximum value at the corner points ±(
2 ). Since a, b have opposite parity, f restricted to the integer points in P takes on its maximum value at ±(
) where f (x, y) = a − 1 and η takes on the values ±2(1 ± R) (mod p). Thus, given any value N there exist integers x, y with x − Ry ≡ N (mod p) and |x| + |y| ≤ a − 1 and so δ(k, p) ≤ a − 1. Moreover, it is not hard to see that the values ±2(1 ± R) cannot be represented by any fewer than a − 1 k-th powers.
We treat the cases t = 3, t = 6 simultaneously. The only difference is that when t = 6, −1 is a k-th power and so δ(k, p) = γ(k, p). In both these cases p ≡ 1 (mod 3). The form x 2 + y 2 + xy is the unique reduced positive definite form of discriminant −3 and thus since −3 is a square (mod p), p has a unique representation of the form p = a 2 + b 2 + ab with a > b > 0. Let R ≡ ab (mod p), a primitive cube root of 1 (mod p), so that 1 + R + R 2 ≡ 0 (mod p). In this case the lattice L given by x + yR ≡ 0 (mod p) will have basis (a, −b), (b, a + b). Thus every integer N can be represented in the form u + Rv ≡ N (mod p) with integers,
the latter inequality following from the fact that |u| + |v| attains a maximum value when the c i = ± 1 2 . Now, the set of k-th powers is {1, R, R 2 } when t = 3 and {±1, ±R, ±R 2 } when t = 6 and so representing N as a sum of k-th powers amounts to solving the congruence (16) x + yR + zR 2 ≡ N (mod p).
Clearly (x, y, z) satisfies this congruence iff (x − z − u, y − z − v) is in the lattice L or equivalently
for some integers λ, µ. We begin by showing the existence of such integers x, y, z with |x| + |y| + |z| ≤ 
In the remaining case v < 0, u < 
We next show that for any N there are also integers x, y, z ≥ 0 satisfying (16) with x + y + z < a + b. If u, v ≥ 0 then u + v ≤ a + We show that these can not be reduced for the choice N = u + vR (mod p) with
where (δ, δ ) = (1, 2) or (2, 1) as a−b ≡ 1 or −1 (mod 3) respectively. Suppose that there exist x, y, z satisfying (16) with |x|+|y|+|z| ≤ 
so that when λ = 0 we have x − y ≥ Likewise for x, y, z ≥ 0, x + y + z < a + b − 1 we have log(t), the product being over the distinct odd prime divisors of t.
Proof. To begin, we identify Z/(p) with the residue classes from − p−1 2 to p−1 2 . Let S k be the set of nonzero k-th powers (mod p), that is, the set of t-th roots of unity. By a result of Powell [18, Theorem 3] there is a nonzero residue c (mod p) such |cx k | ≤ c t p 1− 1 φ(t) for all nonzero x (mod p) where c t is as given in (19) . The second inequality in (19) was established in [17, p110] 
