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Abstract
In this paper we show that if large jumps of an Itoˆ-semimartingale X have a finite p-moment, p > 0,
the radial part of its drift is dominated by −|X|κ for some κ ≥ −1, and the balance condition p+ κ > 1
holds true, then under some further natural technical assumptions supt≥0 E|Xt|
pX < ∞ for each pX ∈
(0, p + κ − 1). The upper bound p + κ − 1 is generically optimal. The proof is based on the extension
of the method of Lyapunov functions to the semimartingale framework. The uniform moment estimates
obtained in this paper are indispensable for the analysis of ergodic properties of Le´vy driven stochastic
differential equations and Le´vy driven multi-scale systems.
Keywords: long time moment bounds; Lyapunov function; Itoˆ-semimartingale; Cesa`ro mean; heavy
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1 Introduction
The notion of dissipativity is a cornerstone of the theory of dynamical systems. In applications one often
encounters a dynamical system represented by a n-dimensional ordinary differential equation (ODE) dx =
a(x) dt whose solutions are driven into a fixed bounded domain and are kept there over infinite time due to
natural dissipation of energy. Precisely an ODE dx = a(x) dt is called dissipative if there is a dissipativity
radius C > 0 such that for each R > 0 there is t0 = t0(R) such that
sup
|x0|≤R
sup
t≥t0(R)
|x(t, x0)| ≤ C. (1.1)
It is known, see e.g. (Khasminskii, 2012, Section 1.2), that under some mild regularity assumptions the
dissipativity of x(t) is equivalent to the existence of a Lyapunov function V that satisfies ddtV (x(t)) ≤
CV − cV V (x(t)) for some positive constants cV and CV .
A natural stochastic generalization of deterministic dynamical systems are solutions of stochastic differ-
ential equations (SDE) that can be written in the differential semimartingale form as dX = a(X) dt+ dM .
Here the adapted process a can be referred to as drift and a local martingale M as noise. Similarly to the
deterministic case, a process X is called dissipative if the random variables Xt are bounded in probability
uniformly over time, i.e. for each R > 0
lim
u→∞
sup
t≥0
P
(
|Xt| > u
∣∣∣|X0| ≤ R) = 0, (1.2)
see (Khasminskii, 2012, Section 1.2). In other words, in the large time limit t → ∞ a random system
is confined and reaches an equilibrium (ergodic) regime. It is straightforward that dissipativity can be
established with the help of moment bounds, namely due to the Markov inequality it is sufficient to have a
uniform in time estimate
sup
t≥0
E
[
|Xt|pX
∣∣∣|X0| ≤ R] <∞ (1.3)
for some pX > 0.
Whereas the dissipativity of a deterministic system is solely determined by the drift, in stochastic setting
one has to take into account the interplay between the drift and the noise. Let us illustrate the problem by
the following simple example.
Consider a physical model of an one-dimensional overdamped motion of a random particle in an external
force field. Its evolution is determined by the SDE
dXt = −U ′(Xt) dt+ dZt (1.4)
where U : R→ R is a smooth power-type potential and Z is a Le´vy process. More precisely, assume that for
some β > 0 and |x| ≥ 1
U(x) =
 β
|x|1+κ
κ+ 1
, κ ∈ (−1,∞)
β ln |x|, κ = −1.
(1.5)
The process Z is either a Brownian motion with variance σ2 > 0, Z = σW , or a Le´vy process with heavy
tails with the jump measure ν such that for some p > 0 it satisfies∫
|z|>x
ν(dz) =
1
xp
, x ≥ 1. (1.6)
For example one can think here about a symmetric p-stable Le´vy process (Le´vy flights), p ∈ (0, 2), or a
weakly tempered stable process, see e.g. Rosin´ski (2007).
In the diffusion case when Z = σW , the stationary measure ρ of X can be found explicitly with the help
of the forward Kolmogorov (Fokker–Planck) equation:
ρ(dx) = ce−2U(x)/σ
2
dx, (1.7)
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c > 0 being a normalizing constant. Hence the stationary probability law exists for all κ > −1, and for
κ = −1 if 2β > σ2. This simple example shows that the case of the logarithmic potential demands special
treatment.
The explicit form for the stationary distribution for a SDE driven by a non-Gaussian Le´vy process is
known only in a few particular cases. In the linear case, U ′(x) = βx, κ = 0, the stationary law for (1.4)
exists if and only if
∫
|z|≥1
ln |z|ν(dz) <∞, see (Sato, 1999, Theorems 17.5 and 17.11), and its characteristic
function can be calculated in the closed form. In particular, one can conclude that for any p > 0 condition
(1.6) yields that the stationary law exists and its tails satisfy ρ([−x, x]c) = O(x−p). This asymptotics can
be seen as a manifestation of the linearity of the system.
In the non-linear case, stationary density was calculated explicitly for the quartic potential U(x) = β x
4
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and symmetric Cauchy process Z (i.e. κ = 3, p = 1), see Chechkin et al. (2004). An extension of this result
to any potential U with κ = 2m− 1, m ∈ {1, 2, . . .} was obtained by Dubkov and Spagnolo (2007). In these
cases, the tails of the stationary measure are of the order O(x−p−κ). It was shown by Chechkin et al. (2005)
on the physical level of rigour that for κ > 0 and p ∈ (0, 2) a stationary measure (if it exists) must have the
tail of the order O(x−p−κ), and hence the balance condition
p+ κ > 1 (1.8)
should hold. The sublinear case (κ < 0) is more subtle. Hoewever it was shown by Dybiec et al. (2010) by
means of physical arguments that the balance condition (1.8) should guarantee the existence of a stationary
measure, at least for symmetric p-stable noises.
In case when X is a Markov process, the questions of dissipativity, stability and ergodicity have been
extensively studied. The case of diffusions was originally treated by Kushner (1967) and Has′minski (1980)
(see also the second edition Khasminskii (2012)) with the help of the method of Lyapunov functions. If
X is Markovian with a generator L, the Lyapunov method consists in finding a Lyapunov function V ∈
C2(Rn,R+) that satisfies the Lyapunov type condition LV (x) ≤ −ϕ(V (x))+c for some c > 0 and a function
ϕ, increasing to ∞. In case of diffusions with linear and superlinear drift (κ ≥ 1) one can usually choose
ϕ(v) = Cv for some C > 0.
The diffusion case with the logarithmic potential κ = −1 was analyzed by Veretennikov (1997, 2000,
2001); Malyshkin (2001); Klokov and Veretennikov (2004); Uglov and Veretennikov (2017). Their arguments
for multivariate diffusions are based on comparison with a one-dimensional diffusion.
Markovian Le´vy-driven SDEs were systematically studied by (Kulik, 2017, Sections 3.3 and 3.4) for both
diffusions and jump noises with light and heavy tails. The balance condition (1.8) was rigorously treated
there (see Section 3.4.2 in Kulik (2017)). The analysis of the sublinear (κ < 0) heavy tail case demanded to
consider Lyapunov type conditions with a power function ϕ(v) = Cv(p+κ−1)/p.
The goal of the present paper is to establish conditions on the uniform boundedness of the moments of
the process X over the infinite time interval t ≥ t0 in a general semimartingale setting. We will assume that
the process X is a n-dimensional Itoˆ semimartingale with a canonical decomposition
Xt = X0 +A
≤1
t +Mt +
∫ t
0
∫
Rn
z
(
N(dz, ds)− I|z|≤1ν(dz, ds)
)
(1.9)
and predictable characteristics that are absolutely continuous with respect to the Lebesgue measure. A
typical example of a process X that fits to this framework is a solution of the Itoˆ SDE
dXt = a(t, ω,Xt) dt+ σ(t, ω,Xt) dWt +
∫
Rn
c(t, ω,Xt−, z)
(
Q(dz, dt)− I|z|≤1µ(dz) dt
)
(1.10)
driven by a Brownian motion W and a Poisson random measure Q with a compensator µ(dz)dt and with
sufficiently regular coefficients a, σ and c. In this case
dA≤1t = a(t, ω,Xt) dt,
dMt = σ(t, ω,Xt) dWt,
N(A× [0, t]) =
∫ t
0
∫
Rn
I{c(s,ω,Xs−,z)∈A}Q(dz, ds), A ∈ B(Rn), t ≥ 0.
(1.11)
3
We will study the long-time behavior of X under the following structural assumptions (see Section 2.1
below):
(i) the continuous martingale part and the “small jumps” part of X are bounded in the sense of their
characteristics;
(ii) the “large jumps” part of X has a moment bound of some order p > 0;
(iii) the “effective drift” term A (see (2.7) below) performs “contraction to the origin”. In other words, its
Radon–Nikodym density satisfies dAdt · X ≤ −β|X |1+κ for some κ ≥ −1 as long as |X | is suffuciently
large. In certain sense this mimics the one dimensional gradient case considered above. We alert the
reader that since the drift term A≤1 in the canonical representation depends on the cut-off function,
an extra care has to be taken for the estimates in the “logarithmic” and “sublinear” cases κ = −1 and
κ ∈ (−1, 0), which explains why the effective drift term should be involved; for more discussion see
Remark 2.3 below.
(iv) the constants p > 0 and κ ≥ −1 satisfy the balance condition p+ κ > 1.
In this generic setting, our main aim is to establish bounds for the moments E|Xt|pX that are uniform
in t ≥ t0. We will prove such bounds for the orders pX ∈ (0, p + κ − 1) for κ 6= 1 and pX ∈ (0, p] in the
exceptional case κ = 1. An additional condition on the characteristics of the semimartingale will appear in
the “logarithmic” case κ = −1.
The semimartingale (non-Markovian) setting arises naturally, for instance, in the stochastic averaging
problems for multi-scale systems with full coupling, i.e. such that the fast component of the system is defined
by an SDE with the coefficients dependent of the slow component, see e.g. Pardoux and Veretennikov (2001,
2003, 2005). Clearly, in this setting the fast component itself cannot be treated separately as an autonomous
Markov process. This is mainly a technical issue, which we resolve by a proper rearrangement of the methods
known in the Markovian setting to the semimartingale one. In particular, in the semimartingale setting in
the absence of generators for an appropriate Lyapunov function V we will use the canonical semimartingale
decomposition of the process V (X) into a drift term
∫ ·
0
aVs , ds and a local martingale and will look for the
bound aV ≤ −ϕ(V (X)) + c. This allows us to adapt the methods developed by Kulik (2017) for Le´vy
driven SDEs to the semimartingale framework. However, a substantial difference to Kulik (2017) is that
there the case κ > 1 was not addressed, and in the case κ < 1 the moment bounds have been derived for
Cesa`ro means (in time) of the moments of the process X rather than for the moments themselves. The
averaged in time moment bounds yield the moment bounds for the stationary law, but yet are not strong
enough to handle the individual moments uniformly in time, which is needed in many natural applications.
In case of superlinear drifts (κ > 1) and symmetric heavy tail Le´vy processes (p > 0) the individual moment
bounds were obtained in a scalar setting by Samorodnitsky and Grigoriu (2003), see also an extension of this
result to a non-symmetric p-stable case by Eon and Gradinaru (2019). Kohatsu-Higa and Yamazato (2003)
performed an analysis of the moment properties in a finite time horizon of a closely related storage system.
The individual moment bounds for sublinear drifts (κ < 1) are apparently not known.
To summarize, the methods developed in the current paper allow one to establish individual and uniform
in time moment bounds for the entire range of values κ ∈ [−1,∞) in a general multivariate semimartingale
setting.
We emphasise that the moment bounds we are looking for are strongly related (in the Markovian setting)
to the ergodic properties of the process, namely existence of the stationary probability measure, existence of
moments of the stationary probability measure, and estimation of ergodic rates, i.e. the rates of convergence
of the marginal laws of the process to a stationary probability measure as t→∞. Respectively, the analysis
of moment estimates E|Xt|pX produce, as a by-product, estimates for the passage times of X to a ball of a
radius R > 0 around the origin.
The study of the passage times was first performed by Lamperti (1963) for non-negative disrete time
Markov processes. Related results for non-negative discrete time adapted processes were obtained by
Aspandiiarov et al. (1996); Aspandiiarov and Iasnogorodski (1999). Continuous time processes were studied
in Menshikov and Williams (1996); Menshikov and Petritis (2014). Markov chains with heavy tail jumps
were studued in Belitsky et al. (2016); Georgiou et al. (2019), see also a book by Menshikov et al. (2016) for
a self-contained exposition. Some of the results for the passage times were transferred to diffusions, see e.g.
(Menshikov and Williams, 1996, Theorem 3.1). All these results mainly deal with the critical case κ = −1.
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The paper is organized as follows. In Section 2.1 we formulate the problem. In Section 2.2, the Lyapunov
type condition in the semimartingale setting is formulated (Proposition 2.5) and bounds for Cesa`ro means
of moments are derived. In Section 2.3 the uniform moments bounds and results on the passage times are
presented for the linear and sublinear drift κ ∈ [−1, 1] (Theorem 2.8) and for the superlinear drift κ > 1
(Theorem 2.11). In Section 2.4 we discuss the optimality of the balance condition.
Proposition 2.5 is proven in Section 3. Sections 4 and 5 are devoted to the proofs of Theorem 2.8 and
Theorem 2.11 respectively. Appendix A contains several technical results used in the proof of Theorem 2.11.
In Appendix B we give an argument concerning the divergence of moments E|Xt|qX for qX > p+ κ− 1 used
in Section 2.4.
Acknowledgements. This research was supported by the DFG project Asymptotic analysis of multiscale
Le´vy-driven stochastic Cucker–Smale and non-linear friction models. The work of A. Kulik was supported by
the Polish National Science Center grant 2019/33/B/ST1/02923. A. Kulik thanks FSU Jena for hospitality.
2 Setting and main results
Notation. For x, y ∈ Rn, let x · y denote the scalar product in Rn, and let |x| = √x · x be the Euclidean
norm in Rn. For a matrix B ∈ Rn×n, |B| denotes its 2-operator norm which is equal to the largest eigenvalue
of B. The indicator function of a set A is denoted by IA = I(A).
Throughout the paper we assume the filtered probability space (Ω,F , (Ft)t≥0,P) to be fixed and satisfy
the standard assumptions.
For a given stopping time σ, we denote by Pσ and Eσ the conditional probability and the conditional
expectation w.r.t. Fσ. Given a stopping time σ and a level R > 0, we denote
τσR = inf{t ≥ σ : |Xt| ≤ R}, (2.1)
the first passage-time of the process |X | under the level R after σ. If σ = 0, then we just omit the upper
subscript and write τ0R = τR. We also denote δ
σ
R = τ
σ
R − σ; note that δ0R = τR.
2.1 Setting and assumptions
Let X = (Xt)t≥0 be a R
n-valued ca`dla`g Itoˆ semimartingale with the canonical representation (Le´vy–Itoˆ
decomposition)
Xt = X0 +A
≤1
t +Mt +
∫ t
0
∫
Rn
z
(
N(dz, ds)− I|z|≤1ν(dz, ds)
)
, (2.2)
see (Jacod and Shiryaev, 2003, Chapter II, §2c). Here A is a predictable process of locally finite variation,
A0 = 0, M is a continuous local martingale M0 = 0, N is the jump measure of X , and ν its predictable
compensator satisfying ∫ t
0
∫
Rn
(|z|2 ∧ 1)ν(dz, ds) <∞ a.s., t ≥ 0. (2.3)
The canonical representation (2.2) will be rewritten in the form
Xt = X0 +A
∞
t +Mt +
∫ t
0
∫
Rn
z
(
N(dz, ds)− ν(dz, ds)
)
, (2.4)
if ∫ t
0
∫
|z|>1
|z| ν(dz, ds) <∞ a.s., t ≥ 0, (2.5)
In this case
A∞t = A
≤1
t +
∫ t
0
∫
|z|>1
z ν(dz, ds), (2.6)
and we introduce the effective drift
A =
{
A∞, if (2.5) holds,
A≤1, otherwise,
(2.7)
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see discussion in Remark 2.3 below.
The Itoˆ semimartingaleX has semimartingale characteristics which are absolutely continuous with respect
to Lebesgue measure, see (Jacod and Protter, 2012, Section 2.1.4), that is
At =
∫ t
0
as ds,
〈M〉t =
∫ t
0
Bs ds,
ν(dz, dt) = Kt(dz) dt,
(2.8)
where a = (at) is an R
n-valued process, B = (Bt) is an R
n×n-valued symmetric positive semi-definite process,
and Kt = Kt(ω, dz) is for each (ω, t) a Radon measure on R
n. The processes t 7→ at, t 7→ bt can be assumed
to be progressively measurable, as well as t 7→ Kt(A) for all A ∈ B(Rn). Moreover (2.3) implies that for all
t ≥ 0 the measures Kt(dz) satisfy ∫
Rn
(|z|2 ∧ 1)Kt(ω, dz) <∞ a.s. (2.9)
It should be noted that weak solutions of the SDE (1.10) are Itoˆ semimartingales.
We impose the following set of assumptions A that will be used throughout this paper.
AM (the bound on the continuous local martingale): there is a constant c〈M〉 > 0 such that the random
matrices (Bt)t≥0 satisfy
|Bt| ≤ c〈M〉 a.s., t ≥ 0. (2.10)
Remark 2.1. Under assumption AM the trace of Bt, t ≥ 0, is uniformly bounded. For the further reference
needs we introduce the minimal constant ctrace > 0 such that for all t ≥ 0
Trace(Bt) ≤ ctrace a.s. (2.11)
Note that ctrace ≤ nc〈M〉.
We make the following assumptions about the small and large jumps of X .
Aν,≤1 (the small jumps condition): there exists cν > 0 such that for all t ≥ 0∫
|z|≤1
|z|2Kt(dz) ≤ cν a.s. (2.12)
Aν,p (the large jumps condition): there exist p > 0 and cν,p > 0 such that for all t ≥ 0∫
|z|>1
|z|pKt(dz) ≤ cν,p a.s. (2.13)
Remark 2.2. For p ≥ 2, assumptions Aν and Aν,p imply that there is a constant c〈N〉 > 0 such that for
all t ≥ 0 ∫
Rn
|z|2Kt(dz) ≤ c〈N〉 a.s.. (2.14)
Finally we impose assumptions on the effective drift a.
Aa,loc (the drift is locally bounded): for each R > 0 there exists C(R) > 0 such that for all t ≥ 0
|Xt| ≤ R ⇒ |at| ≤ C(R) a.s. (2.15)
Aa,κ (the drift κ-contracts to the origin): there exist κ ≥ −1, R0 > 0 and β > 0 such that for all t ≥ 0
|Xt| ≥ R0 ⇒ at ·Xt ≤ −β|Xt|1+κ a.s. (2.16)
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Remark 2.3. If p ≥ 1, then (2.5) holds and at = ddtA∞t . By Aν,p, the difference
d
dt
A∞t −
d
dt
A≤1t (2.17)
is bounded, hence the assumption Aa,loc is equivalent to the similar assumption formulated in the terms
of the original drift A≤1. Same equivalence is true for the assumption Aa,κ if κ > 0, since in this case
|x|1+κ ≫ |x|, x → ∞. That is, for p ≥ 1 and κ > 0 the particular choice of the drift term is not essential,
and one can verify the conditions Aa,loc and Aa,κ either for the original drift A
≤1 or for A∞.
The difference becomes substantial either if p < 1, i.e. when A∞ is not well defined, or if κ ≤ 0, when
the assumption Aa,κ should be imposed on the “fully compensated” drift A
∞. Note that in the latter case
the balance condition (1.8) yields that p > 1 and thus A∞ is well defined.
Remark 2.4. In the “logarithmic” case κ = −1, the balance condition (1.8) implies that p > 2 and Remark
2.2 applies.
Finally we introduce a Lyapunov function V that will be consequently used in this paper. For p > 0, let
V ∈ C2(Rn,R) be such that
V (x) ≥ 0, x ∈ Rn,
V (x) = |x|p, |x| ≥ 1. (2.18)
Without loss of generality we also assume that |V (x) − |x|p| ≤ 1.
2.2 Results: the Lyapunov condition and the bound for Cesa`ro means of mo-
ments
The following proposition gives a Lyapunov type bound for the predictable part in the semimartingale
decomposition of the process Vt = V (Xt), t ≥ 0.
Proposition 2.5. Let assumptions A and the balance condition (1.8) hold. Then Vt = V (Xt), t ≥ 0, is a
semimartingale with the representation
dVt = a
V
t dt+ dM
V
t , (2.19)
where MV is a local martingale, MV0 = 0, and the drift a
V satisfies the following bounds.
(i) Power potential. Let κ > −1. Then there exist constants CV ∈ R and cV > 0 such that
aVt ≤ CV − cV V
p+κ−1
p
t . (2.20)
(ii) Logarithmic potential. Let κ = −1 and assume additionally that
ctrace + c〈N〉 < 2β (2.21)
and
p < 2 +
2β − ctrace − c〈N〉
c〈M〉 + c〈N〉
. (2.22)
Then there exist CV ∈ R and cV > 0 such that (2.20) holds true.
The proof of Proposition 2.5 is given in Section 3 below. Here we give two simple and straightforward
corollaries of (2.20).
Corollary 2.6. Let conditions of Proposition 2.5 hold true. Then for each stopping time σ
(i)
EσVt ≤ Vσ + CV (t− σ) on {t ≥ σ}; (2.23)
(ii)
1
t− σEσ
∫ t
σ
V
p+κ−1
p
s ds ≤ Vσ
cV (t− σ) +
CV
cV
on {t > σ} (2.24)
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Proof. (i) We will use the “time localization+Fatou’s lemma trick”, which is a standard tool in such a
framework, see e.g. Menshikov and Williams (1996), proof of Lemma 2.2. For the convenience of a reader,
here we explain briefly this trick once, and furthermore refer to it without a detailed description.
Let τk ր ∞ be a localizing sequence for the local martingale part MV in the semimartingale decompo-
sition (2.19). We can and will assume that CV ≥ 0. Since V ≥ 0, by the Fatou lemma and (2.20) on the
event {t ≥ σ} we have
EσVt ≤ lim inf
k→∞
EσVt∧τk
≤ lim inf
k→∞
(
Vσ∧τk +Eσ
∫ t∧τk
σ∧τk
(
CV − cV V
p+κ−1
p
s
)
ds
)
≤ lim inf
k→∞
(
Vσ∧τk + CV Eσ(t ∧ τk − σ ∧ τk)
)
= Vσ + (t− σ)CV .
(2.25)
(ii) Since V ≥ 0, by (2.20) on the event {t > σ}
0 ≤ Vσ∧τk + CV Eσ(t ∧ τk − σ ∧ τk)− cV Eσ
∫ t∧τk
σ∧τk
cV V
p+κ−1
p
s ds (2.26)
and hence
cV Eσ
∫ t∧τk
σ∧τk
V
p+κ−1
p
s ds ≤ Vσ∧τk + CV Eσ(t ∧ τk − σ ∧ τk). (2.27)
Then by the monotone convergence theorem
cVEσ
∫ t
σ
V
p+κ−1
p
s ds = lim
k→∞
cVEσ
∫ t∧τk
σ∧τk
V
p+κ−1
p
s ds ≤ Vσ + CV (t− σ). (2.28)
Dividing the both sides of this inequality by cV (t− σ) we get the required statement.
Since the difference V (x) − |x|p is bounded, the next Corollary is straightforward.
Corollary 2.7. Let conditions of Proposition 2.5 hold true. Then there exist constants C1, C2 > 0 such
that for any stopping time σ
(i)
Eσ|Xt|p ≤ |Xσ|p + C1(t− σ) + C1 on {t ≥ σ}; (2.29)
(ii)
1
t− σEσ
∫ t
σ
|Xs|p+κ−1 ds ≤ C2
t− σ |Xσ|
p +
C2
t− σ + C2 on {t > σ}. (2.30)
Let us summarize. The Lyapunov type condition (2.20) yields directly a time-dependent bound (2.29)
for the p-th moment of X , and time-independent (for t separated from σ) bound (2.30) for Cesa`ro means
of the moments of the order p+ κ − 1. The latter estimate corresponds well to the long-term behaviour of
the process X . In particular, in the Markovian setting (2.30) is naturally related to the moment bounds for
the invariant measure of the process, see (Kulik, 2017, Section 2.8). Still, for various applications it would
be useful to have time-independent and individual moment bounds. In what follows, we focus on this more
delicate type of estimates.
2.3 Results: individual moment estimates and passage-time moments
Our first main theorem provides uniform in t ≥ 0 moment bounds in for the cases of sublinear and linear
bounds on the drift. As a by-product of the proof we also obtain the passage-times moment estimates.
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Theorem 2.8. Let assumptions A and the balance condition (1.8) hold with κ ∈ [−1, 1). For κ = −1
assume in addition (2.21) and (2.22). Then for any pX ∈ (0, p+ κ− 1) there exists a constant C > 0 such
that for any stopping time σ
Eσ|Xt|pX ≤ C + |Xσ|pX on the event {t ≥ σ}. (2.31)
In addition, for R > 0 large enough
Eσ(δ
σ
R)
p
1−κ ≤ |Xσ|p. (2.32)
If κ = 1, inequality (2.31) holds true also for pX = p. Moreover for any c < pβ there exists C > 0 such
that for R > 0 large enough
Eσe
cδσR ≤ C + |Xσ|p on the event {t ≥ σ}. (2.33)
Remark 2.9. The proof of Theorem 2.8 is based on the application of the Lyapunov type condition (2.20).
The main idea consists in replacing the multidimensional process X by non-negative process |X |p. Namely,
by (2.20) for any c < cV for R large enough the process
|Xt∧τR |p + c
∫ t∧τR
0
|Xs|p+κ−1 ds (2.34)
is a super-martingale. In the particular logarithmic case κ = −1 and X having continuous trajectories this
is just the assumption of Theorem 2.1 in Menshikov and Williams (1996). By this theorem, inequality (2.34)
yields the bound
E0τ
q/2
R ≤ C(1 + |X0|p), (2.35)
for q ∈ (0, p), p > 0, and q = p for p ≥ 2. Theorem 2.8 yields a stronger version of this bound for κ ∈ [−1, 1]
and ca`dla`g processes X .
Remark 2.10. Estimate (2.35) for all q ∈ (0, p) was obtained in Theorem 4 by Veretennikov (1997) for
Markovian diffusions with κ = −1 under the assumption
p < 2r0 − 1, r0 = 1
c〈M〉
(
β − ctrace − λ−
2
)
, (2.36)
where λ− is the uniform lower bound for the smallest eigenvalue of Bt, t ≥ 0. That is, in Theorem 4 in
Veretennikov (1997) it is actually assumed that
p <
1
c〈M〉
(
2β − ctrace + λ−
)
− 1 = 2β − ctrace
c〈M〉
− c〈M〉 − λ−
c〈M〉
. (2.37)
On the other hand, in the continuous case c〈N〉 = 0, and thus (2.22) has the form
p < 2 +
2β − ctrace
c〈M〉
. (2.38)
Since λ− ≤ c〈M〉, this condition is obviously weaker than (2.37). Calculation in Section 2.4 below shows that
this condition is eventually optimal.
Our second main theorem deals with the case of super-linear drift. The crucial difference to the previous
two cases is that the corresponding moment and passage time bounds are uniform with respect to the initial
value of the process. This agrees well with the intuition that the behavior of X should be qualitatively
comparable to that of the solution to the ODE
dx = −β|x|κ−1xdt, (2.39)
which “returns from the infinity” to a bounded region in finite time.
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Theorem 2.11. Let assumptions A hold true and let κ > 1. Then for any t0 > 0 and pX ∈ (0, p+ κ− 1)
there exists a constant C > 0 such that for t ≥ t0
Eσ|Xt|pX ≤ C on the event {t ≥ σ + t0}. (2.40)
In addition, for any q > 0 there exists a constant C such that for R > 0
Pσ
(
δσR >
C
Rκ−1
)
≤ C
Rq
. (2.41)
The estimate (2.41) actually tells us that the passage-time below the level R for the process |X | is
comparable with R1−κ, which is essentially the passage-time for the solution to ODE (2.39), starting “at
infinity”.
Example 2.12. We illustrate the results by an example of a randomly perturbed Lorenz-84 model with
modified dissipativity, see Lorenz (1984). This model was defined by its author as the ‘simplest possible
model’ capable of representing general atmosphere circulation. Let a > 0, b ∈ R, L = (L1, L2, L3) is a three-
dimensional α-stable Le´vy process, α ∈ (0, 2), and let X := (X,Y, Z) be a solution to the three-dimensional
SDE
dXt = (−Y 2t − Z2t − aXt)ϕ(Xt) dt+ ψ1(X)t− dL1t
dYt = (XtYt − bXtZt − Yt)ϕ(Xt) dt+ ψ2(X)t− dL2t
dZt = (bXtYt +XtZt − Zt)ϕ(Xt) dt+ ψ3(X)t− dL3t ,
(2.42)
where and the functions ψi, i = 1, 2, 3, are bounded and functional Lipschitz and ϕ = ϕ(Xt) is random
locally Lipschitz and such that for some γ ∈ R, c > 0 and R0 > 0
ϕ(Xt) ≥ c|Xt|γ , |Xt| ≥ R0, (2.43)
see (Protter, 2004, Chapter V.3) for the definitions of the Lipschitz properties in the stochastic semimartin-
gale setting. For ϕ ≡ 1 and ψ ≡ 0 we obtain the classical deterministic Lorenz-84 model. The function ϕ
increases the dissipativity of the system for γ > 0 and reduces its dissipativity for γ < 0.
Assumptions AM , Aν,≤1 and Aa,loc are trivially satisfied. Assumption Aν,p holds for each p ∈ (0, α). To
check Assumption Aa,κ we estimate the drift term as
ϕ(Xt)
[
(−Y 2t − Z2t − aXt)Xt + (XtYt − bXtZt − Yt)Yt + (bXtYt +XtZt − Zt)Zt
]
= −ϕ(Xt)
[
aX2t + Y
2
t + Z
2
t ] ≤ −c(a ∧ 1)|Xt|2+γ , |Xt| ≥ R0,
(2.44)
Therefore Assumption Aa,κ holds with κ = γ + 1 and β = c(a ∧ 1). Then by Theorem 2.8, for each γ > −α
and pX ∈ (0, α+ γ) there is C > 0 such that for any initial point X0 ∈ R3
sup
t≥0
E|Xt|pX ≤ C + |X0|pX . (2.45)
2.4 Optimality of the balance condition and (2.21), (2.22)
We emphasize that the uniform-in-time moment bounds obtained in Theorem 2.8 and Theorem 2.11 are close
to optimal in the sense that the balance condition (1.8) determines a generic upper bound for the moments
of X to exist or to be bounded over an infinite period of time. We demonstrate that the moments of the
order qX > p + κ − 1 are infinite or unbounded on the example of the so-called storage system considered
by Kohatsu-Higa and Yamazato (2003).
Let X be a solution of the one-dimensional SDE
dXt = −r(Xt) dt+
∫
z>1
zN(dz, dt), X0 ≥ 0, (2.46)
with r : R+ → R+ is locally Lipschitz continuous and r(x) = xκ, x > 1, κ ≥ −1, and N being a Poisson
random measure with intensity ν such that for some α > 0∫
z>x
ν(dz) =
1
xα
, x > 1. (2.47)
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There is no continuous martingale part and no small jumps. Clearly, the process X is non-negative. In such
a setting, assumptions A are satisfied with any 0 < p < α.
Now, let us fix qX > α+ κ− 1 and show that a moment of the order qX does not follow the bounds from
Theorems 2.8 and 2.11.
Indeed, for κ > 1, EXqXt = +∞ for each t > 0 by Example 3.2 from Kohatsu-Higa and Yamazato
(2003) or by Theorem 3.1 from Samorodnitsky and Grigoriu (2003) (in the latter case one has to consider a
symmetric Le´vy process Z and to extend the drift to the negative half-line).
For κ < 1, it is shown in Example 4.2 by Kohatsu-Higa and Yamazato (2003) that EXqXt < ∞, t > 0
whenever q < α. However for qX ≥ α+ κ− 1
lim inf
t→∞
EXqXt = +∞. (2.48)
This is demonstrated in Appendix B.
Next, for κ = −1 we consider the diffusion equation dX = −∇U(X) dt + σdW with U given in (1.5)
and the stationary density defined in (1.7). A straightforward calculation shows that all pX -moments of the
stationary measure are finite for
pX <
2β
σ2
− 1 (2.49)
and qX -moments are infnite for qX ≥ 2βσ2 − 1. In this case, ctrace = c〈M〉 = σ2 and c〈N〉 = 0. The condition
(2.21) takes the form σ2 < 2β and coincides with the condition for the existence of a stationary law.
Condition (2.22) takes the form
p < 1 +
2β
σ2
. (2.50)
Hence each pX -moment is finite for pX ∈ (0, p+κ−1) for some p satisfying (2.50) if and only if (2.49) holds.
This shows the generic optimality of our conditions (2.21), (2.22) in the diffusion case.
3 The Lyapunov condition: Proof of Proposition 2.5
We consider separately three cases p ∈ (0, 1), p ∈ [1, 2], and p > 2. Note that the balance condition (1.8)
yields that κ > 0 in the first case and κ > −1 otherwise.
Case I: p ∈ (0, 1]. Now at = ddtA≤1t , and we use the canonical decomposition (2.2). By the Itoˆ formula,
V (Xt) = V (X0) +
∫ t
0
∇V (Xs) · as ds+ 1
2
∫ t
0
∇2V (Xs) · d〈M〉s +
∫ t
0
∇V (Xs) · dMs
+
∫ t
0
∫
|z|≤1
[
V (Xs− + z)− V (Xs−)
] (
N(dz, ds)− ν(dz, ds)
)
+
∫ t
0
∫
|z|≤1
[
V (Xs− + z)− V (Xs−)−∇V (Xs−) · z
]
ν(dz, ds)
+
∫ t
0
∫
|z|>1
[
V (Xs− + z)− V (Xs−)
]
N(dz, ds).
(3.1)
For any R, on the set {|x| ≤ R} the functions V , ∇V , ∇2V are bounded and there exists C = CR > 0 such
that
V (x+ z) ≤ C(1 + |z|p), |x| ≤ R. (3.2)
Hence (3.1) yields the semimartingale representation (2.19) with the local martingale
MVt =
∫ t
0
∇V (Xs) · dMs +
∫ t
0
∫ [
V (Xs− + z)− V (Xs−)
] (
N(dz, ds)− ν(dz, ds)
)
. (3.3)
We can even choose explicitly the localization sequence for MV , namely we can take the stopping times
θk = inf{t ≥ 0: |Xt| ≥ k}, k ≥ 1. (3.4)
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The drift term is constituted by four summands,
aVt = a
D
t + a
M
t + a
N
t + a
J
t , (3.5)
where
aDt = ∇V (Xt) · at, (3.6)
aMt =
1
2
Trace
(
∇2V (Xt) ·Bt
)
, (3.7)
and aN and aJ are defined by the identities
aNt =
∫
|z|≤1
(
V (Xt + z)− V (Xt)−∇V (Xt) · z
)
Kt(dz), (3.8)
aJt =
∫
|z|>1
(
V (Xt + z)− V (Xt)
)
Kt(dz). (3.9)
We analyze separately the terms in the decomposition (3.5).
1. Term aD. Without loss of generality, we can and will assume that R0 in the assumption Aa,κ satisfies
R0 > 1. Then by assumption Aa,κ
∇V (Xt) · at = p|Xt|p−2Xt · at ≤ −pβ|Xt|p−2|Xt|1+κ = −pβ|Xt|p+κ−1, |Xt| ≥ R0. (3.10)
On the other hand, for |Xt| ≤ R0 the term aDt is bounded by assumption Aa,loc. Hence there exists C1 > 0
such that
aDt ≤ C1 − pβ|Xt|p+κ−1. (3.11)
2. Term aM . We have
∇2V (x) = p|x|p−2In + p(p− 2)|x|p−4(x⊗ x), |x| > 1, (3.12)
thus because p ≤ 1 < 2 and Bt ≥ 0, for |Xt| > 1 one as
aMt =
1
2
p|Xt|p−2TraceBt + 1
2
p(p− 2)|Xt|p−4(BtXt) ·Xt
≤ p
2
(
ctrace + (p− 2)+c〈M〉
)
|Xt|p−2
=
p
2
ctrace|Xt|p−2.
≤ p
2
ctrace.
(3.13)
Since ∇2V (x) is bounded on |x| ≤ 1 and Bt is bounded by assumption AM , this yields that for any Xt
aMt ≤ C2 (3.14)
for some C2 > 0.
3. Term aN . Since
V (x + z)− V (x) −∇V (x) · z = 1
2
zT · ∇2V (x+ qz) · z (3.15)
with some q = q(x, z) ∈ (0, 1), for any γ > 1 we can fix R = R(γ) such that for |x| > R and |z| ≤ 1,
V (x+ z)− V (x) −∇V (x) · z = p
2
(
|x+ qz|p−2|z|2 + (p− 2)|x+ qz|p−4(x · z + q|z|2)2
)
≤ γ p
2
(
(p− 2)+ + 1
)
|x|p−2|z|2
= γ
p
2
|x|p−2|z|2
≤ γ p
2
|z|2.
(3.16)
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For |x| ≤ R = R(γ) and |z| ≤ 1, there is C3 = C3(γ) > 0 such that
|V (x + z)− V (x) −∇V (x) · z| ≤ C3|z|2. (3.17)
This yields
aNt = a
N
t I(|Xt| > R) + aNt I(|Xt| ≤ R)
≤ γ p
2
∫
|z|≤1
|z|2Kr(dz) + C3
∫
|z|≤1
|z|2Kr(dz)
≤ C4.
(3.18)
4. Term aJ . To analyze the last term aJ we recall the simple inequality valid for p ∈ (0, 1]:
|x+ z|p − |x|p ≤ |z|p, x ∈ Rn, x, z ∈ Rn. (3.19)
Since |V (x)− |x|p| ≤ 1, this yields by assumption Aν,p that
aJt ≤
∫
|z|>1
(2 + |z|p)Kt(dz) ≤ C5. (3.20)
Summarizing the above estimates we get that for some C > 0
aVt ≤ C − pβ|Xt|p+κ−1. (3.21)
Since p+κ > 1 and V (x) ≤ |x|p+1, this yields that for any cV < pβ there exists CV large enough such that
(2.20) holds.
Case II: p ∈ (1, 2]. Now at = ddtA∞t and we use the canonical decomposition (2.4). By the Itoˆ formula,
V (Xt) = V (X0) +
∫ t
0
∇V (Xs) · as ds+ 1
2
∫ t
0
∇2V (Xs) · d〈M〉s +
∫ t
0
∇V (Xs−) · dMs
+
∫ t
0
∫ [
V (Xs− + z)− V (Xs−)
] (
N(dz, ds)− ν(dz, ds)
)
+
∫ t
0
∫ [
V (Xs− + z)− V (Xs−)−∇V (Xs−) · z
]
ν(dz, ds).
(3.22)
The decomposition (3.5) of the drift holds true, and the summands aD, aM , aN have the same form as in
Case I and follow literally the same estimates. The term aJ now has the form
aJt =
∫
|z|>1
[
V (Xt + z)− V (Xt)−∇V (Xt) · z
]
Kt(dz). (3.23)
To estimate this term, we fix ε ∈ (0, 1) and decompose
aJt =
∫
1<|z|≤ε|Xt|
[
V (Xt + z)− V (Xt)−∇V (Xt) · z
]
Kt(dz)
+
∫
|z|>ε|Xt|
[
V (Xt + z)− V (Xt)−∇V (Xt) · z
]
Kt(dz) =: I
1
t + I
2
t .
(3.24)
For |z| > ε|x| we have
V (x+ z)−V (x)−∇V (x) · z ≤ V (x+ z)+ |∇V (x)||z| ≤ C6(|x|p+ |z|p+ |x|p−1|z|+1) ≤ C7(|z|p+1) (3.25)
with some C6, C7 = C7(ε) > 0, which by assumption Aν,p yields the bound
I2t ≤ C8, C8 = C8(ε) > 0. (3.26)
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To estimate I1t , we note that for |z| ≤ ε|x| and |x| > (1− ε)−1 > 1 we have |x + z| ≥ |x| − |z| > 1 and thus
by the Taylor formula and (3.16)
V (x+ z)− V (x)−∇V (x) · z = |x+ z|p − |x|p − p|x|p−2x · z
≤ p
2
|x+ qz|p−2|z|2 ≤ p
2
|x|p−2
∣∣∣1 + q z|x|
∣∣∣p−2|z|2
≤ C4|z|p,
(3.27)
where q = q(x, z) ∈ (0, 1) and C4 is some constant; in the last inequality we have used that p ≤ 2.
Furthermore for |x| ≤ (1− ε)−1 we have 1 < |z| ≤ ε|x| < ε(1− ε)−1 and
|V (x+ z)− V (x)−∇V (x) · z| ≤ C9, C9 = C9(ε) > 0. (3.28)
Hence (3.27), (3.28) and assumption Aν,p yield
I1t ≤ C10, C10 = C10(ε) > 0. (3.29)
Combining the estimates (3.11), (3.14), (3.18) for aD, aM , aN with the above estimates (3.26), (3.29), we
get eventually that for 1 < p ≤ 2 the inequality (3.21) still holds true, and for any cV < pβ there exists CV
large enough such that (2.20) holds.
aVt ≤ C − pβ|Xt|p+κ−1. (3.30)
Case III: p > 2. Since p > 2 > 1, we have at =
d
dtA
∞
t and the canonical decomposition (2.4) should
be used. The Itoˆ formula (3.22) and the decomposition (3.5) of the drift term aV remain the same, but
the estimates should be properly changed. Namely, we will see that, instead of (3.30), the following bound
holds:
aVt ≤ C + C∗|Xt|p−2 − pβ|Xt|p+κ−1. (3.31)
This explains the dichotomy between the power potential (κ > −1) and logarithmic potential (κ = −1)
cases: in the first one the (negative) drift term −pβ|X |p+κ−1 dominates the (positive) terms C, C∗|Xt|p−2,
while in the second case, to get such a domination, we need to compare the constants C∗, −pβ which are
multiplied by the same term |Xt|p−2. Thus we redo, with proper changes, the above estimates for the terms
aD, aM , aN , aJ , paying the extra attention to the constants.
1. Term aD: the estimates are literally the same as in Case I, and (3.11) holds.
2. Term aM : the first two lines in (3.13) remain true, while the last two fail because now p > 2. From
this first half of the (3.13) we get the following analogue of (3.11):
aMt ≤ C2 +
p
2
(
ctrace + (p− 2)c〈M〉
)
|Xt|p−2. (3.32)
3. Term aN : the first two lines in (3.8) remain true. From this first half of the (3.8) we get the following
analogue of (3.18): for any γ > 1, there exists C4 = C4(γ) such that
aNt ≤ C4 + γ
p(p− 1)
2
|Xt|p−2
∫
|z|≤1
|z|2Kt(dz). (3.33)
4. Term aJ : the decomposition (3.24) and the bound (3.26) for I2 remain the same; recall that ε ∈ (0, 1)
is a parameter. To estimate I1, write for p > 2, |z| ≤ ε|x| and |x| > (1− ε)−1 by the Taylor formula (3.15)
V (x+ z)− V (x)−∇V (x) · z = p
2
(
|x+ qz|p−2|z|2 + (p− 2)|x+ qz|p−4(x · z + q|z|2)2
)
=
p
2
|x|p−2|z|2
(∣∣∣1 + q z|x|
∣∣∣p−2 + (p− 2)∣∣∣1 + q z|x|
∣∣∣p−4( x · z|x||z| + q |z||x|)2)
= (1 + ε)p−2
p
2
|x|p−2|z|2
(
1 + (p− 2)
(1 + ε
1− ε
)2)
≤ (1 + ε)
p
(1 − ε)p−2
p(p− 1)
2
|x|p−2|z|2.
(3.34)
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This leads to the following analogue of (3.29):
I1t ≤ C10 +
(1 + ε)p
(1− ε)p−2
p(p− 1)
2
|Xt|p−2
∫
|z|>1
|z|2Kt(dz). (3.35)
We have
γ
∫
|z|≤1
|z|2Kt(dz) + (1 + ε)
p
(1− ε)p−2
∫
|z|>1
|z|2Kt(dz) ≤ max
(
γ,
(1 + ε)p
(1− ε)p−2
)∫
Rn
|z|2Kt(dz). (3.36)
Hence, summarising (3.11), (3.32), (3.33), (3.26), and (3.35) we get that, for every γ > 1, ε ∈ (0, 1) there
exists a constant C = C(γ, ε) such that (3.31) holds true with
C∗ = C∗(γ, ε) =
p
2
(
ctrace + (p− 2)c〈M〉
)
+
p
2
(p− 1)max
(
γ,
(1 + ε)p
(1− ε)p−2
)
c〈N〉 (3.37)
Now we can complete the entire proof. For κ > −1, take (3.31) with any fixed γ, ε. Since the term
−pβ|X |p+κ−1 dominates the terms C,C∗|Xt|p−2, this yields for any cV < pβ there exists CV large enough
such that (2.20) holds. For κ = −1, note that
C∗(1, 0) := lim
γց1,εց0
C∗(γ, ε) =
p
2
(
ctrace + (p− 2)c〈M〉 + (p− 1)c〈N〉
)
,
and
p < 2 +
2β − ctrace − c〈N〉
c〈M〉 + c〈N〉
⇐⇒ 2β > (p− 2)(c〈M〉 + c〈N〉) + ctrace + c〈N〉 ⇐⇒ pβ > C∗(1, 0).
Thus, under condition (2.22), we can fix γ > 1 and ε > 0 such that pβ − C∗(γ, ε) > 0. Then for any
cV < pβ − C∗(γ, ε) there exists CV large enough such that (2.20) holds.

4 Proof of Theorem 2.8
4.1 The linear drift growth, κ = 1
Let V be the Lyapunov function defined in (2.18). Let CV and cV be positive constants such that the
Lyapunov condition (2.20) from Proposition 2.5 holds true.
a) Let us show the moment bound (2.31) for pX = p. Let H(t, v) = e
ctv. With the help of the Itoˆ formula
and (2.20) we obtain the following: for arbitrary stopping time σ, the process
Hσ,Vt = e
c(t∨σ−σ)Vt (4.1)
is a semimartingale with the decomposition
dHσ,Vt = a
H,σ,V
t dt+ dM
H,σ,V
t , (4.2)
where MH,σ,vt is a local martingale, and the drift satisfies
aH,σ,vt = a
V
t on {t ≤ σ} (4.3)
and
aH,σ,vt ≤ ec(t−σ)
(
CV + (c− cV )Vt
)
on {t > σ}. (4.4)
Let c < cV , then the latter inequality yields
aH,σ,vt ≤ CV ec(t−σ) on {t > σ}. (4.5)
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Using the “time localization+Fatou lemma trick”, we get from (4.5) that, on the event {t > σ},
ec(t−σ)EσVt = EσH
σ,V
t ≤ Vσ + CV Eσ
∫ t
σ
ec(s−σ) ds = Vσ +
CV
c
(
ec(t−σ) − 1
)
, (4.6)
which yields
EσVt ≤ CV
c
+ Vσ on {t > σ} (4.7)
and proves (2.31) because V (x)− |x|p is bounded.
b) Let us estimate exponential moments of the return time δσR, see (2.33).
Let us recall the proof of Proposition 2.5. In (3.21), (3.30) and (3.31) we established that the Lyapunov
condition (2.20) holds true for cV < pβ. Hence for any c < pβ we can choose cV ∈ (c, pβ) and R > 1 large
enough such that on the event {t > σ}
|Xt| > R ⇒ aH,σ,vt ≤ 0. (4.8)
Then with the help pf the “time localization+Fatou’s lemma trick” we obtain
Eσe
cδσR ≤ lim inf
m→∞
Eσe
c(δσR∧m) ≤ lim inf
m→∞
EσH
σ,V
τσ
R
∧(m+σ) ≤ Vσ ≤ |Xσ|p + C, (4.9)
where the last identity holds true again because V (x) − |x|p is bounded. This proves (2.33). 
4.2 The sublinear drift growth, κ ∈ [−1, 1)
4.2.1 The supermartingale property of a flow transformed semimartingale
The proof in the case κ ∈ [−1, 1) is based on the auxiliary inequality, which apparently has an independent
value, and which therefore we explain separately.
Let ϕ = ϕ(x) be a smooth real valued function such the solutions of the ODE v′ = −ϕ(v), v0 = 0,
determine a flow of homeomorphisms. The inverse flow H = H(t, x) that satisfies the reversed time ODE
H ′ = ϕ(H) straightens up the flow v, i.e. ∂tH(t, vt(x)) ≡ 0. It other words, the process H(t, vt) has zero
drift.
We are going to apply this observation to a positive semimartingale V = (Vt)t≥0 whose drift has a
bound aVt ≤ −ϕ(Vt) with some positive concave function ϕ increasing to infinity. We will show that the
deterministic flow H generated by the function ϕ transforms the semimartingale V into a supermartingale.
Proposition 4.1. Let ϕ ∈ C([0,∞),R+)∩C2((0,∞),R+) be a concave function with ϕ(0) = 0, ϕ(∞) =∞.
Let V = (Vt)t≥0 be a positive semimartingale with decomposition (2.19). Assume that there are V∗ > 0 and
c∗ > 0 such that
aVt ≤ −c∗ϕ(Vt) whenever |Vt| > V∗. (4.10)
Let also H = H(t, v) be the solution to the Cauchy problem
H ′t = c∗ϕ(H), H(0, v) = v. (4.11)
Then for any stopping time σ, the process Hσ,Vt := H(t ∨ σ − σ, Vt), t ≥ 0, is a semimartingale with
decomposition
dHσ,Vt = a
H,σ,V
t dt+ dM
H,σ,V
t (4.12)
and
aH,σ,Vt ≤ 0 whenever |Vt| > V∗. (4.13)
Proof. The differential equation (4.11) can be solved explicitly. Denote
Φ(v) =
∫ v
1
dw
ϕ(w)
, v > 0. (4.14)
Then H is given by
H(t, v) = Φ−1(c∗t+Φ(v)), t ≥ 0, v > 0. (4.15)
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Because ϕ is concave it is sub-linear, hence the range of Φ, or equivalently the domain of Φ−1 equals (̺,+∞)
with
̺ = −
∫ 1
0
dw
ϕ(w)
. (4.16)
The function H is well defined for t ∈ [0,∞), v ∈ (0,∞), and it is easy to check that it is C1 in t and C2 in
v. Then we can apply the Itoˆ formula to get on the event {t ≥ σ} that
Hσ,V (t− σ, Vt) = Vσ +
∫ t
σ
∂tH
σ,V (s− σ, Vs) ds+
∫ t
σ
∂vH
σ,V (s− σ, Vs−) dVs
+
1
2
∫ t
σ
∂2vvH
σ,V (s− σ, Vs) d〈MV,c〉s
+
∑
σ<s≤t
[
Hσ,V (s− σ, Vs)−H(s− σ, Vs−)− ∂vHσ,V (s− σ, Vs−)∆Vs
]
.
(4.17)
Since t 7→ H(t, v) ≥ 0 is increasing and ϕ′ is decreasing we have
∂2vvH(t, v) =
ϕ′(H(t, v))ϕ(H(t, v)) − ϕ(H(t, v))ϕ′(v)
ϕ2(v)
≤ 0, (4.18)
Hence the last two lines in (4.17) are non-positive. Therefore, taking into account the inequality ∂vH(t, v) >
0, we get the required semimartingale decomposition for Hσ,V with
aH,σ,Vt = a
V
t for t < σ,
aH,σ,Vt ≤ ∂tH(t− σ, Vt) + ∂vH(t− σ, Vt)aVt for t ≥ σ.
(4.19)
Recall that ∂tH = c∗ϕ(H) = c∗ϕ(v)∂vH , and (4.10) holds. Hence, whenever |Vt| ≥ V∗,
aH,σ,Vt ≤ −c∗ϕ(Vt) ≤ 0 for t < σ,
aH,σ,Vt ≤ ∂tH(t− σ, Vt)− c∗∂vH(t− σ, Vt)ϕ(Vt) = 0 for t ≥ σ.
(4.20)
Remark 4.2. In what follows we will work with a particular function ϕ that satisfy conditions of Proposition
4.1, namely for κ ∈ [−1, 1) and p > 1− κ we put
ϕ(v) = v(p+κ−1)/p, v ≥ 0. (4.21)
Then the Lyapunov condition (2.20) takes the form
aVt ≤ CV − cV ϕ(Vt), (4.22)
and hence for each c∗ ≤ cV there is V∗ > 0 such that (4.10) holds. Without loss of generality we will assume
that V∗ ≥ 1
It is instructive to write down the corresponding function H :
H(t, v) =
(1− κ
p
c∗t+ v
1−κ
p
) p
1−κ
, t ≥ 0, v ≥ 0. (4.23)
4.2.2 Proof of estimate (2.32) of Theorem 2.8
Now we are able to derive several corollaries from Propositions 2.5 and 4.1 that will be used in the proof of
Theorem 2.8.
Corollary 4.3. Let conditions of Proposition 2.5 hold true, c∗ and V
∗ be chosen in Remark 4.2, and let
R ≥ V 1/p∗ . Then for any stopping time σ, on the event {t > σ}
Eσ|Xt|pIτσ
R
>t ≤ |Xσ|p, (4.24)
and
Pσ(τ
σ
R > t) ≤
(1− κ
p
c∗
)− p
1−κ · (t− σ)− p1−κ · |Xσ|p. (4.25)
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Proof. For |Xσ| < 1 we have τσR = σ, and the left hand side terms in the both inequalities (4.24) and (4.25)
are equal 0, i.e. they hold true. Hence we have to consider the case |Xσ| ≥ 1, where |Xσ|p = Vσ . It follows
from Proposition 4.1 and the “localization+Fatou’s lemma” argument that on the event {t > σ}
EσH(t ∧ τσR − σ, Vt∧τσR) ≤ Vσ = |Xσ|p. (4.26)
Since H(t, v) ≥ 0, this yields
Eσ
[
H(t− σ, Vt)Iτσ
R
>t
]
≤ Vσ = |Xσ|p. (4.27)
Since R > 1, we have Vt = |Xt|p for t < τσR. That is, since t 7→ H(t, v) is increasing
H(t− σ, Vt)Iτσ
R
>t = H(t− σ, |Xt|p)Iτσ
R
>t ≥ |Xt|pIτσ
R
>t, (4.28)
which combined with (4.27) yields (4.24).
Furthermore, since Vt ≥ 0 and v 7→ H(t, v) is increasing we have
H(t− σ, Vt)Iτσ
R
>t ≥ H(t− σ, 0)Iτσ
R
>t =
(1− κ
p
c∗(t− σ)
) p
1−κ
Iτσ
R
>t. (4.29)
Since t − σ is Fσ-measurable, we combine the last inequality with (4.27) and take conditional expectation
to get
Eσ
[(1− κ
p
c∗(t− σ)
) p
1−κ
Iτσ
R
>t
]
=
(1− κ
p
c∗(t− σ)
) p
1−κ
Pσ(τ
σ
R > t) ≤ |Xσ|p (4.30)
which immediately implies (4.25).
By a slight change of the proof of the above corollary, we get the moment bound for the passage-time
stated in Theorem 2.8.
Corollary 4.4 (estimate (2.32) in Theorem 2.8). Let conditions of Proposition 2.5 hold true, c∗ and V
∗ be
chosen in Remark 4.2, and let R ≥ V 1/p∗ . Then for any stopping time σ,
Eσ(δ
σ
R)
p
1−κ ≤
(1− κ
p
c∗
)− p
1−κ |Xσ|p. (4.31)
Proof. Since Vt ≥ 0 and v 7→ H(t, v) is increasing in v, we have by (4.26) and (4.23) that for any t > 0(1− κ
p
c∗
) p
1−κ
Eσ
(
t ∧ τσR − σ
) p
1−κ
= EσH(t ∧ τσR − σ, 0) ≤ EσH(t ∧ τσR − σ, Vt∧τσR) ≤ Vσ = |Xσ|p (4.32)
on the event {t > σ}. Taking t→∞, we get (2.32) by the Fatou lemma.
Corollary 4.5. For p′ < p and any stopping time σ, on the event {t > σ},
Eσ|Xt|p
′
Iτσ
R
>t ≤
(1− κ
p
c∗
)− p−p′
1−κ · (t− σ)− p−p
′
1−κ · |Xσ|p. (4.33)
Proof. On the event {t > σ} we apply the Ho¨lder inequality, and (4.24) and (4.25) to get
Eσ|Xt|p
′
Iτσ
R
>t ≤
(
EσIτσ
R
>t
) p−p′
p ·
(
Eσ|Xt|pIτσ
R
>t
) p′
p
≤
[(1− κ
p
c∗
)− p
1−κ · (t− σ)− p1−κ · |Xσ|p
] p−p′
p ·
[
|Xσ|p
] p′
p
=
(1− κ
p
c∗
)−p−p′
1−κ · (t− σ)− p−p
′
1−κ · |Xσ|p.
(4.34)
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4.2.3 Proof of estimate (2.31) of Theorem 2.8
Now we can proceed with the proof the estimate (2.31) of Theorem 2.8 for κ ∈ [−1, 1). Let the balance
condition p+ κ− 1 > 0 holds true and let pX ∈ (0, p+ κ− 1).
Let c∗ > 0, V∗ > 0 and R > V
1/p
∗ as in Corollaries 4.3 and 4.5. For t ≥ 0, we have
Eσ|Xt|pX = Eσ|Xt|pX Iτσ
R
>t +Eσ|Xt|pX Iτσ
R
≤t, (4.35)
The first term is easy to estimate: since κ < 1, we have pX < p+ κ− 1 < p, and by the Ho¨lder inequality
(4.24) yields
Eσ|Xt|pX Iτσ
R
>t ≤
(
EσIτσ
R
>t
) p−pX
p ·
(
Eσ|Xt|pIτσ
R
>t
) pX
p ≤ |Xσ|pX on {t > σ}. (4.36)
The estimate for the second term is based on the following lemma, which mainly follows the idea of Lemma
A.4 in Kulik (2011).
Lemma 4.6. There exist constants C0, C1 > 0 such that for any p
′ < p, any k ≥ 2, any stopping time σ,
and any t ≥ 0
Eτσ
R
|Xt|p
′ ≤ C0 + C1
k−2∑
j=1
j−
p−p′
1−κ on the event {τσR ≤ t} ∩ {t ≤ τσR + k} ∈ FτσR . (4.37)
Proof. Corollary 2.6(i) yileds that for any stopping time θ, on the set {t ≥ θ}
EθVt ≤ Vθ + CV (t− θ). (4.38)
We apply this inequality with θ = τσR. Note that in this case |Xθ| = |XτσR | ≤ R because X has ca`dla`g
trajectories, and thus Vθ is bounded by CR = sup|x|≤R V (x). Since V (x) − |x|p is bounded, this yields
inequality
Eτσ
R
|Xt|p ≤ C on A2(t) := {t ≥ τσR} ∩ {t ≤ τσR + 2}. (4.39)
for some C > 0.
By the Ho¨lder inequality this proves (4.37) for k = 2 with a proper constant C0 > 0. Taking C0 large
enough, one can also guarantee by essentially the same argument that for any stopping time ς ≥ τσR with
ς ≤ τσR + 1,
Eτσ
R
|Xς |p ≤ C0. (4.40)
To prove the entire bound (4.37), we use induction by k. The base k = 2 is just verified. For k ≥ 3,
assume the required bound to be true for k− 1. Then on the set {t ≥ τσR}∩{t− τσR ≤ k− 1}, we have simply
Eτσ
R
|Xt|p
′ ≤ C0 + C0c−p
′/(1−κ)
∗
k−3∑
j=1
j−(p−p
′)/(1−κ). (4.41)
Next, denote θ = τσR + 1 and write
Eτσ
R
|Xt|p
′
= Eτσ
R
[
It≥τθ
R
Eτθ
R
|Xt|p
′
+ It<τθ
R
Eτθ
R
|Xt|p
′
]
. (4.42)
Since τθR ≥ θ = τσR + 1, we have for k ≥ 3
Ak(t) := {t ≥ τσR} ∩ {t− τσR ∈ (k − 1, k]} = {t− τσR ∈ (k − 1, k]} ⊂ {t− τθR ≤ k − 1}. (4.43)
Then by the assumption of the induction applied to σ := θ
IAk(t)It≥τθR
Eτθ
R
|Xt|p
′ ≤ It≥τθ
R
It≤τθ
R
+k−1Eτθ
R
|Xt|p
′ ≤ C0 + C0c−p
′/(1−κ)
∗
k−3∑
j=1
j−(p−p
′)/(1−κ). (4.44)
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Since Ak(t) is Fτσ
R
-measurable, this bounds the first term in (4.42) on the event Ak(t):
Eτσ
R
[
It≥τθ
R
Eτθ
R
|Xt|p
′
]
= IAk(t)EτσR
[
It≥τθ
R
Eτθ
R
|Xt|p
′
]
= Eτσ
R
[
IAk(t)It≥τθR
Eτθ
R
|Xt|p
′
]
≤ C0 + C0c−
p′
1−κ
∗
k−3∑
j=1
j−
p−p′
1−κ .
(4.45)
To estimate the second term, we note that the event Ak(t) belongs to Fτσ
R
⊂ Fθ, thus on this set
Eτσ
R
[
It<τθ
R
Eτθ
R
|Xt|p
′
]
= Eτσ
R
[
|Xt|p
′
It<τθ
R
]
= Eτσ
R
[
|Xt|p
′
IAk(t)It<τθR
]
= Eτσ
R
[
IAk(t)Eθ|Xt|p
′
It<τθ
R
]
. (4.46)
In addition, on the event Ak(t) one has t − θ = t − τσR − 1 > k − 2, and thus by (4.33) with the stopping
time θ instead of σ,
Eτσ
R
[
IAk(t)Eθ
[
|Xt|p
′
It<τθ
R
]]
= Eτσ
R
[
IAk(t)It>θEθ
[
|Xt|p
′
It<τθ
R
]]
≤
(1− κ
p
c∗
)−p−p′
1−κ ·Eτσ
R
[
IAk(t)(t− θ)−
p−p′
1−κ |Xθ|p
]
≤
(1− κ
p
c∗
)−p−p′
1−κ · (k − 2)− p−p
′
1−κ ·Eτσ
R
|Xθ|p.
(4.47)
Using (4.40) with ς = θ = τσR + 1, we get the bound for the second term in (4.42) on the event Ak(t):
Eτσ
R
[
It<τθ
R
Eτθ
R
|Xt|p
′
]
≤ C0 ·
(1− κ
p
c∗
)− p−p′
1−κ · (k − 2)− p−p
′
1−κ . (4.48)
Combined with the bound (4.45) for the first term this gives that on the event Ak(t)
Eτσ
R
|Xt|p
′ ≤ C0 + C0c−
p′
1−κ
∗
k−3∑
j=1
j−
p−p′
1−κ + C0 ·
(1− κ
p
c∗
)− p−p′
1−κ · (k − 2)− p−p
′
1−κ
≤ C0 + C1
k−2∑
j=1
j−
p−p′
1−κ ,
(4.49)
where
C1 = C0 ·max
{
c
− p
′
1−κ
∗ ,
(1− κ
p
c∗
)− p−p′
1−κ
}
, (4.50)
which completes the proof of the induction step.
Now we can finalize the proof of (2.31) of Theorem 2.8.
Since pX < p+ κ− 1, we have (p− pX)/(1− κ) > 1, and thus
C∗ := C0 + C1
∞∑
j=1
j−
p−p′
1−κ <∞. (4.51)
Denote Bk(t) = {τσR ≤ t} ∩ {t ≤ τσR + k}. Then by Lemma 4.6 applied to p′ = pX , we have on each of the
sets Bk(t), k ≥ 2
Eτσ
R
|Xt|pX ≤ C0 + C1
k−2∑
j=1
j−
p−p′
1−κ ≤ C∗. (4.52)
This yields
Eτσ
R
|Xt|pX ≤ C∗ on the event
⋃
k≥2
Bk(t) = {τσR ≤ t} (4.53)
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and gives the required bound for the second term in (4.35):
Eσ
[
|Xt|pX Iτσ
R
≤t
]
= Eσ
[
Iτσ
R
≤t ·Eτσ
R
|Xt|pX
]
≤ C∗ on {t > σ}. (4.54)
Combining this bound with (4.36) we get
Eσ|Xt|pX ≤ |Xσ|pX + C∗ on {t > σ}. (4.55)

5 Proof of Theorem 2.11
In the case κ > 1 Proposition 4.1 cannot be applied directly because the function ϕ(v) = v(p+κ−1)/p is not
concave. Because of that, we use a completely different argument, which we now outline.
In the deterministic setting, if a non-negative function f satisfies
f ′t ≤ −γfκt , (5.1)
for some γ > 0 then the relaxation time from any positive starting point f0 to the level R > 0 is bounded
from above by
inf{t ≥ 0: ft ≤ R} ≤ 1
γ(κ− 1)R
1−κ, (5.2)
Note that hat this bound it uniform over all initial values f0 ≥ 0. To check this bound, one can simple
consider the function gt = U(ft) with the Lyapunov function U(f) = f
1−κ, then
g′t = (1− κ)f−κt f ′t ≥ γ(κ− 1), (5.3)
and because g0 ≥ 0 we have for t ≥ (γ(κ− 1))−1R1−κ
gt ≥ R1−κ + g0 ≥ R1−κ =⇒ ft ≤ R. (5.4)
The main idea of our proof of Theorem 2.11 is to repeat, with proper changes, this simple argument in
the stochastic setting. Namely, we will consider the process Ut = U(|Xt|) and we aim to show that it is a
semimartingale with a) the derivative of the predictable part dominated from below by a positive constant
and b) the continuous martingale and jump parts that are negligible in comparison to the drift. For the
jump part to be negligible indeed, we have to exclude large jumps; that is, our construction will include a
certain localization procedure. Since κ > 1 we will work with the drift A≤1 due to Remark 2.3.
Let us proceed with details. In what follows, κ > 1 and stopping time σ are fixed and R > 1 is a
parameter. For a given pX ∈ (0, p+ κ− 1) we fix ε > 0 small enough such that pX < p+ κ− 1− pε. This ε
is used to define the localization procedure mentioned above. Namely, we put
ςσR = inf{t > σ : |∆Xt| > R1−ε} (5.5)
and define the process XRt as Xt before the stopping time ς
σ
R, and a constant function afterwards, equal to
the value X prior to the large jump:
XRt =
{
Xt, t < ς
σ
R,
Xςσ
R
−, t ≥ ςσR.
(5.6)
Then XR is a semimartingale with the representation
dXRt = It≤ςσR
[
at dt+ dMt +
∫
|z|≤R1−ε
z
(
N(dz, ds)− I|z|≤1ν(dz, ds)
)]
(5.7)
for p ∈ (0, 1] and
dXRt = It≤ςσR
[
at dt+ dMt +
∫
|z|≤R1−ε
z N˜(dz, ds)
]
. (5.8)
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for p > 1.
Denote υσR = ς
σ
R ∧ τσR. Let U(x) = |x|1−κ. Let us consider the process
Yt := U(X
R
t∧υσ
R
), t ≥ 0. (5.9)
Then by the Itoˆ formula
dYt = It≤υσ
R
aYt dt+ dM
Y,c
t + dM
Y,d
t , (5.10)
with the continuous- and jump- local martingale parts given by
dMY,ct = It≤υσR∇U(Xt) · dMt,
dMY,dt = It≤υσR
∫
|z|≤R1−ε
(
U(Xt− + z)− U(Xt−)
)
N˜(dz, dt)
(5.11)
and the drift part
aY = aD + aM + aJ (5.12)
where
aDt = ∇U(Xt) · at,
aMt =
1
2
Trace
(
∇2U(Xt) · Bt
)
,
aJt =
∫
|z|≤R1−ε
[
U(Xt + z)− U(Xt)− I|z|≤1∇U(Xt) · z
]
Kt(dz)
(5.13)
Let us verify that for R large enough and σ < t ≤ υσR the term aDt is the principal one in the above
decomposition.
Term aD. We have by A5 as in (3.6), for R ≥ R0,
aDt = −(κ− 1)|Xt|−1−κXt · at ≥ β(κ− 1) =: cY > 0, σ < t ≤ υσR. (5.14)
Term aM . By A1, as in (3.13), for R ≥ R0,
aMt ≥ −
κ− 1
2
cB|Xt|−1−κ ≥ −CR−1−κ, σ < t ≤ υσR, (5.15)
which is obviously negligible when compared to (5.14).
Term aJ . We will show that
aJt ≥ −CR−κ−(p−1)+ , σ < t ≤ υσR. (5.16)
For that, observe first that for |x| ≥ R, |z| ≤ 1, the esimate (3.16) yields
|U(Xt + z)− U(Xt)−∇U(Xt) · z| ≤ C|x|−1−κ|z|2 (5.17)
for some C > 0 which yields by A2∫
|z|≤1
[
U(Xt + z)− U(Xt)−∇U(Xt) · z
]
Kt(dz) ≥ −CR−1−κ, σ < t ≤ υσR. (5.18)
To estimate the part of aY,jumpt which corresponds to the integral over 1 < |z| ≤ R1−ε, we use inequality∣∣∣|x+ z|1−κ − |x|1−κ∣∣∣ ≤ C|x|−κ|z|, (5.19)
and consider separately two cases: p > 1 and p ∈ (0, 1]. In the first case, we just use A3 to get∫
1<|z|≤R1−ε
[
|Xt + z|1−κ − |Xt|1−κ
]
Kt(dz) ≥ −C|Xt|−κ
∫
|z|>1
|z|Kt(dz)
≥ −C|Xt|−κ
∫
|z|>1
|z|pKt(dz) ≥ −CR−κ, σ < t ≤ υσR.
(5.20)
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In the second case, p ∈ (0, 1] , we have∫
1<|z|≤R1−ε
[
|Xt + z|1−κ − |Xt|1−κ
]
Kt(dz) ≥ −C|Xt|−κ
∫
1<|z|≤R1−ε
|z|Kt(dz)
≥ −C|Xt|−κ
∫
1<|z|≤R
R1−p|z|pKt(dz) ≥ −CR−κ−p+1, σ < t ≤ υσR.
(5.21)
Combining these two cases, we get (5.16).
By (5.14), (5.15), (5.16) we get that there exists R1 such that, for R ≥ R1,
aDt ≥
cY
2
, σ < t ≤ υσR. (5.22)
This inequality serves in our argument as an analogue of (5.3). Namely, we have Yσ ≥ 0 and therefore
Yt ≥ (t− σ)cY
2
+MY,ct −MY,cσ +MY,dt −MY,dσ , σ < t ≤ υσR. (5.23)
The the continuous- and jump-martingale parts in the decomposition (5.10), are negligible when compared
with the predictable part, in the following sense.
Lemma 5.1. For any T > 0 and C1 > 0, there exist C2 > 0 and γ > 0 such that for all R ≥ 1
Pσ
(
max
σ≤t≤σ+T
|MY,ct −MY,cσ | > C1R1−κ
)
≤ C2e−γR, (5.24)
Pσ
(
max
σ≤t≤σ+T
|MY,dt −MY,dσ | > C1R1−κ
)
≤ C2e−γR
ε
. (5.25)
Proof. The proofs is given in Appendices A.1 and A.2.
Now, recall that
Yt = |Xt|1−κ ≤ R1−κ, σ < t ≤ υσR. (5.26)
Then by (5.23), for R ≥ R1,{
υσR−σ ≥
4
cY
R1−κ
}
⊆
{
min
σ≤t≤σ+4c−1
Y
R1−κ
(MY,ct −MY,cσ )+ min
σ≤t≤σ+4c−1
Y
R1−κ
(MY,dt −MY,dσ ) ≤ −R1−κ
}
, (5.27)
which by (5.24) and (5.25) yields
Pσ
(
υσR − σ ≥
4
cY
R1−κ
)
≤ Ce−cR−ε (5.28)
for some c, C > 0. Changing the variables 4cY R
1−κ
 R1−κ, we get
Pσ
(
υσR − σ ≥ R1−κ
)
≤ Ce−cR−ε (5.29)
with properly changed constants c, C > 0. Recall that υσR = τ
σ
R ∧ ςσR, so that
Pσ(τ
σ
R − σ ≥ R1−κ) = Pσ(τσR − σ ≥ R1−κ, υσR = τσR) +Pσ(τσR − σ ≥ R1−κ, υσR = ςσR)
≤ Pσ(υσR − σ ≥ R1−κ)
+Pσ(τ
σ
R − σ ≥ R1−κ, ςσR − σ ≥ R1−κ, ςσR ≤ τσR)
+Pσ(τ
σ
R − σ ≥ R1−κ, ςσR − σ < R1−κ, ςσR ≤ τσR)
≤ 2Pσ(υσR − σ ≥ R1−κ) +Pσ(ςσR − σ < R1−κ).
(5.30)
It is easy to show that
Pσ(ς
σ
R − σ < R1−κ) ≤ cν,pR1−κ−p+pε, (5.31)
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see Appendix A.3 below. Then by (5.29) there exists C3 > 0 and R2 > 0 such that for R ≥ R2
Pσ
(
τσR − σ ≥ R1−κ
) ≤ C3R1−κ−p+pε. (5.32)
Now, we can finalize the proof of Theorem 2.11.
a) Moment estimate (2.40). Fix t0 > 0, take R > 1 ∨ t1/(1−κ)0 sufficiently large. Fix t > t0 − R1−κ and
denote tR = t−R1−κ > 0.
Applying the estimate (5.32) with tR instead of σ we get
PtR
(
τ tRR ≥ t
)
= PtR
(
τ tRR − tR ≥ R1−κ
)
≤ C3R1−κ−p+pε (5.33)
where as usual
τ tRR = inf{t ≥ tR : |Xt| ≤ R}. (5.34)
On the event {t ≥ σ + t0} ∈ Fσ we have tR > σ and therefore
Pσ
(
τ tRR ≥ t
)
≤ C3R1−κ−p+pε on {t ≥ σ + t0}. (5.35)
Recall that the process Vt = V (Xt) with V defined in (2.18) is a semimartingale whose drift term a
V is
bounded from above by CV > 0 due to (2.20) in Proposition 2.5. Hence on the event {τ tRR < t},
E
τ
tR
R
Vt − Vτ tR
R
≤
∫ t
τ
tR
R
CV ds ≤ CV (t− tR) = CVR1−κ. (5.36)
Since V
τ
tR
R
≤ Rp, we have finally on the event {t ≥ σ + t0}
Pσ(|Xt| > 2R) = Pσ(Vt > 2pRp)
≤ Pσ
(
τ tRR < t, Vt − Vτ tR
R
> (2p − 1)Rp
)
+Pσ(τ
tR
R ≥ t)
≤ (2p − 1)−1R−p · Eσ
[
I(τ tRR < t) · (Vt − Vτ tR
R
)
]
+ C3R
1−κ−p+pε
≤ C4R−p+1−κ + C3R1−κ−p+pε
(5.37)
for C4 > 0. Since pX < p+ κ− 1− pε, this yields
Eσ|Xt|pX = pX
∫ ∞
0
RpX−1Pσ(|Xt| > R) dR <∞ on the event {t ≥ σ + t0} (5.38)
and completes the proof of (2.40).
b) Moment estimate (2.41). To prove the passage-time moment bound (2.41) we prove by induction the
following extension of (5.32): there is C > 0 such that for and n ≥ 1 and R ≥ R1 large enough
Pσ
(
τσR − σ ≥ nR1−κ
)
≤ (C3R1−κ−p+pε)n. (5.39)
The induction base is (5.32), which is already proved. To prove the induction step, take n > 1 and assume
(5.39) to be true for n − 1. Define σ1 = σ + (n − 1)R1−κ > σ, then using first (5.32) with σ1 instead of σ
and then the induction assumption, we get
Pσ
(
τσR − σ ≥ nR1−κ
)
= Pσ
(
τσR − σ ≥ (n− 1)R1−κ, τσ1R − σ1 ≥ R1−κ
)
= Eσ
[
I
(
τσR − σ ≥ (n− 1)R1−κ
)
·Pσ1
(
τσ1R − σ1 ≥ R1−κ
)]
≤ C3R1−κ−p+pε ·Pσ
(
τσR − σ ≥ (n− 1)R1−κ
)
≤ C3R1−κ−p+pε · (C3R1−κ−p+pε)n−1,
(5.40)
which proves (5.39) for n > 1.
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Now, for arbitrary q > 0 we take n ≥ 1 such that
n(p+ κ− 1− pε) > q, (5.41)
then by (5.39) we have for R ≥ R1
Pσ(δ
σ
R ≥ nR1−κ) ≤ Cn3 R−q, (5.42)
which yields (2.41). 
A Proofs of the auxiliary estimates
A.1 Proof of (5.24) in Lemma 5.1
To simplify the notation, let us consider the scalar case n = 1. In general, one should apply the same
estimates component-wise. We have
d
dt
〈MY,c〉t ≤ It≤υσ
R
|∇U(Xt)|2Bt ≤ c1R−2κ (A.1)
for some c1 > 0 The process U
+
t := e
Rκ(MY,c
t+σ
−MY,cσ ) is a sub-martingale, U+0 = 1, and its drift satisfies
aU
+
t ≤ c2U+t , (A.2)
for some c2 > 0. By the Gronwall lemma, this yields
EσU
+
t ≤ ec2t, t ≥ 0. (A.3)
Then by the Doob maximal probability inequality for sub-martingales, for any C1 > 0 and T > 0
Pσ
(
max
σ≤t≤σ+T
(MY,ct −MY,cσ ) > C1R1−κ
)
= Pσ
(
max
t≤T
U+t > e
C1R
)
≤ e−C1REσU+T ≤ e−C1Rec2T . (A.4)
Repeating the same estimate with the supermartingale U−t := e
−Rκ(MY,c
t+σ
−MY,cσ ) we get a similar estimate
for the minimum, and hence (5.24).
A.2 Proof of (5.25) in Lemma 5.1
We follow the same idea of passing to exponential sub- (super-) martingales and using the Doob maximal
inequality. Again, we consider the scalar case n = 1 only. Take
Q+t = e
Rκ−1+ε(MY,d
t+σ
−MY,dσ ), (A.5)
then Q+ is a sub-martingale, Q+0 = 1, with the predictable part satisfying for σ ≤ t ≤ υσR
aQ
+
t ≤ Q+t
∫
|z|≤R1−ε
(
eR
κ−1+ε(|Xt+z|
1−κ−|Xt|
1−κ) − 1−Rκ−1+ε(|Xt + z|1−κ − |Xt−|1−κ)
)
Kt(dz). (A.6)
We have for |x| ≥ R, |z| ≤ R1−ε
Rκ−1+ε
∣∣∣|x+ z|1−κ − |x|1−κ∣∣∣ ≤ c1R−1+ε|z| ≤ c1 (A.7)
for some c1 > 0 and thus applying the estimate e
a − 1− a ≤ c2a2, |a| ≤ c1 we get(
eR
κ−1+ε(|x+z|1−κ−|x|1−κ) − 1−Rκ−1+ε(|x + z|1−κ − |x|1−κ)
)
≤ c2R−2+2ε|z|2. (A.8)
If p ≥ 2, we have simply ∫
|z|≤R1−ε
|z|2Kt(dz) ≤ c〈N〉. (A.9)
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Otherwise,∫
|z|≤R1−ε
|z|2Kt(dz) ≤ c〈N〉 +
∫
1<|z|≤R1−ε
|z|p(R1−ε)2−pKt(dz) ≤ c〈N〉 + (R1−ε)2−pcν,p ≤ c3R(1−ε)(2−p)
(A.10)
for some c3 > 0. That is, with the help of (A.6), (A.8) and (A.9) we have for p ≥ 2
aQ
+
t ≤ c2 · c〈N〉 ·Q+t R−2(1−ε) (A.11)
and with the help of (A.6), (A.8) and (A.10) for 0 < p < 2
aQ
+
t ≤ c2 · c3 ·Q+t R−2+2εR(2−p)(1−ε) = c2 · c3 ·Q+t R−p(1−ε) (A.12)
otherwise. Since ε ∈ (0, 1), this yields in any case
aQ
+
t ≤ c4Q+t . (A.13)
Applying the Gronwall lemma, we get EσQt ≤ ec4t. The rest of the proof is almost the same as in the
previous section, namely
Pσ
(
max
σ≤t≤σ+T
(MY,dt −MY,dσ ) > C1R1−κ
)
= Pσ
(
max
t≤T
Q+t > e
C1R
ε
)
≤ e−C1RεEσQ+T ≤ e−C1R
ε
ec4T . (A.14)
Using the same argument for the supermatringale
Q−t = e
−Rκ−1+ε(MY,d
t+σ
−MY,dσ ) (A.15)
instead of Q−t , we get the estimate from below and hence (5.25).
A.3 Proof of (5.31)
Denote A = {z : |z| > R1−ε}, then by A3 for R > 1
ν(A× [s, t]) ≤ R−p(1−ε)
∫ t
s
∫
|z|>1
|z|pKr(dz) dr ≤ cν,pR−p(1−ε)(t− s) a.s. for all s < t, (A.16)
Recall that NA(t) := N(A× [0, t]) is a counting process and ν(A × [0, t]) is its compensator. Hence for any
stopping time σ and h > 0 we have
Pσ(NA(σ + h)−NA(σ) > 0) = Pσ(NA(σ + h)−NA(σ) ≥ 1)
≤ Eσ
[
NA(σ + h)−NA(σ)
]
= Eσν(A× [σ, σ + h]) ≤ cν,pR−p(1−ε)h.
(A.17)
Applying this inequality with t = R1−κ we get
Pσ(ς
σ
R − σ ≤ R1−κ) = Pσ(N(A× [σ, σ +R1−κ]) > 0) ≤ cν,pR1−κ−p(1−ε), (A.18)
which proves (5.31).
B Infinite moments
Let κ ∈ [−1, 1). We show the divergence of qX -moments, qX ≥ α+ κ− 1, of the process X defined in (2.46)
in Section 2.4.
Let t > 0. Take R > 1 and assume Z to have a jump of the value z > 2R at time moment τ ≤ t. Then
Xt is bounded from below by the solution to ODE
dxt = −r(xt) dt, t ≥ τ, xτ = z. (B.1)
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The solution to this ODE is given explicitly, at least up to the passage-time of level x = 1 by xt, namely
xt =
(
z1−κ − (1− κ)(t− τ)
) 1
1−κ
, 0 ≤ t− τ ≤ z
1−κ − 1
1− κ , z ≥ 1. (B.2)
Thus, for t− τ ≤ 21−κ−11−κ R1−κ, we have
xt ≥
(
(2R)1−κ − (1− κ)2
1−κ − 1
1− κ R
1−κ
) 1
1−κ
= R > 1. (B.3)
This bound yields the following. Denote cκ :=
21−κ−1
1−κ . Then for R > 1
P(Xt > R) ≥ P
(
there exists τ ≥ 0 such that ∆Zτ > 2R and t− τ ≤ cκR1−κ
)
= P
(
N
(
[0 ∨ (t− cκR1−κ), t]× (2R,∞)
) ≥ 1)
= 1− exp
((
t− (t− cκR1−κ) ∨ 0
) · (2R)−α)
= 1− exp
(
− (cκR1−κ) ∧ t) · (2R)−α
)
=: ft(R),
(B.4)
and therefore
EXqXt = qX
∫ ∞
0
RqX−1P(Xt > R) dR ≥ qX
∫ ∞
1
RqX−1ft(R) dR. (B.5)
We have
ft(R)ր f∞(R) = 1− exp
(
− 2−αcκR1−α−κ
)
, t→∞, (B.6)
and therefore by the monotone convergence theorem
lim inf
t→∞
EXqXt ≥ qX
∫ ∞
1
RqX−1f∞(R) dR. (B.7)
If α+ κ ≤ 1, i.e. the balance condition (1.8) fails, then for R > 1
f∞(R) ≥ c0, c0 = 1− e−2
−αcκ > 0. (B.8)
Hence since qX > 0 we get
qX
∫ ∞
1
RqX−1f∞(R) dR ≥ c0qX
∫ ∞
1
RqX−1 dR = +∞. (B.9)
If α+ κ > 1, i.e. the balance condition (1.8) holds, then for R > 1
f∞(R) ≥ cα,κR1−κ−α, cα,κ = 2−αcκ inf
x∈(0,2−αcκ]
1− e−x
x
> 0. (B.10)
Hence since qX ≥ α+ κ− 1 we get
qX
∫ ∞
1
RqX−1f∞(R) dR ≥ cα,κqX
∫ ∞
1
RqX−α−κ dR = +∞. (B.11)
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