Abstract. Synthesis from components is the automated construction of a composite system from a library of reusable components such that the system satisfies the given specification. This is in contrast to classical synthesis, where systems are always "constructed from scratch". In the control-flow model of composition, exactly one component is in control at a given time and control is switched to another when the component reaches an exit state. The composition can then be described implicitly by a transducer, called a composer, which statically determines how the system transitions between components. Recently, Lustig, Nain and Vardi have shown that control-flow synthesis of deterministic composers from libraries of probabilistic components is decidable. In this work, we consider the more general case of probabilistic composers. We show that probabilistic composers are more expressive than deterministic composers, and that the synthesis problem still remains decidable.
Introduction
Hardware and software systems are rarely built from scratch. Almost every nontrivial system is based on existing components. A typical component might be used in the design of multiple systems. Examples of such components include function libraries, web APIs, and ASICs. The construction of systems from reusable components is an area of active research. Some examples of important work on the subject can be found in Sifakis' work on component-based construction [11] , and de Alfaro and Henzinger's work on "interface-based design" [7] . Furthermore, other situations, such as web-service orchestration [3] , can be viewed as the construction of systems from libraries of reusable components.
Synthesis is the automated construction of a system from its specification. In contrast to model checking, which involves verifying that a system satisfies the given specification, synthesis aims to automatically construct the required system from its formal specification. The modern approach to temporal synthesis was initiated by Pnueli and Rosner who introduced linear temporal logic (LTL) synthesis [10] . In LTL synthesis, the specification is given in LTL and the system constructed is a finite-state transducer modeling a reactive system. In this setting it is always assumed that the system is "constructed from scratch" rather than "composed" from existing components. Recently, Lustig and Vardi [9] introduced the study of synthesis from reusable components. The use of components abstracts much of the detailed behavior of a sub-system, and allows one to write specifications that mention only the aspects of sub-systems relevant for the synthesis of the system at large.
A major concern in the study of synthesis from reusable components is the choice of a mathematical model for the components and their composition. The exact nature of the reusable components in a software library may differ. One finds in the literature many different types of components; for example, function libraries (for procedural programming languages) or object libraries (for objectoriented programming languages). Indeed, there is no single "right" model encompassing all possible facets of the problem. The problem of synthesis from reusable components is a general problem to which there are as many facets as there are models for components and types of composition [11] .
Our model is based on the control-flow composition model of [9] . In this model, a component is just a transducer, i.e., a finite-state machine with outputs. Transducers constitute a canonical model for reactive components, abstracting away internal architecture and focusing on modeling input/output behavior. In contrast to [9] , we allow components to be probabilistic, i.e., the transducers have a probabilistic transition function. The use of probabilistic transducers is a common approach to modeling systems where there is probabilistic uncertainty about the results of input actions. Intuitively, we aim at constructing a reliable system from unreliable components. There is a rich literature about verification and analysis of such systems, cf. [5, 6, 12, 13] , as well about synthesis in the face of probabilistic uncertainty [1] . The introduction of probability requires us to use a probabilistic notion of correctness; here we choose the qualitative criterion that the specification be satisfied with probability 1, leaving the study of quantitative criteria to future work.
In control-flow composition, control is held by a single component at every point in time. When the current component reaches an exit state, the execution passes to the start state of another component. The flow of control between components can itself be modeled by a supervisory transducer called a composer. Given the name of the current component and exit state, the composer gives the name of the next component in control. In essence, the composer describes how the composite system is put together and can be viewed as an implicit description of the composite system. The goal of the synthesis problem is then to find a suitable composer such that the resulting system satisfies the specification.
Here we consider two kinds of specification formalism: embedded parity and deterministic parity automaton (DPW). An embedded parity specification is given by associating a natural number called a priority to each state of each component in the given set of components. The specification is satisfied if the run of the system satisfies the parity condition with probability 1. A DPW specification is satisfied if the input-output behavior of the system is accepted by the DPW with probability 1.
In previous work [8] , the synthesis problem for probabilistic components was shown to be decidable for both DPW and embedded parity specifications. However, while the components there were probabilistic, the composer, and thus the control-flow of the composite system, was still deterministic. Since the composer is itself a transducer that describes the flow of control between components in a composition, it is natural to consider the more general case of allowing the composer to also be a probabilistic transducer. In this case, not just the behavior of individual components, but also the flow of control between components is probabilistic. Does this allow the composite system to satisfy more specifications? That is, we would like to know whether probabilistic composers are more expressive than deterministic composers. And if so, how do we synthesize them? These questions are the focus of this paper.
We have two main goals: to investigate the expressiveness of probabilistic composers and to solve the synthesis problem for probabilistic composers. We show that expressive power depends on the type of specification. For embedded parity specifications, allowing the composer to be probabilistic gives no advantage. In particular, if a suitable probabilistic composer exists then a suitable deterministic composer also exists. In contrast, for the more general case of a DPW specification, we find that probabilistic composers are more expressive. We give an instance of the DPW synthesis problem such that there exists a suitable probabilistic composer that solves it, but no suitable deterministic composer exists. We note that expressiveness is not just a theoretical concern. The fact that probabilistic composers are more expressive means that some systems can only be constructed using a probabilistic composition. As a result the DPW synthesis problem for probabilistic composers becomes important in its own right and not just as an extension of the deterministic case. It is interesting that probabilistic composers only gain expressive power in the presence of specifications with memory (DPW specifications). We view this as another example of a memory vs. randomness trade-off that is well-known in the game-theoretic literature [4] .
In [8] , the DPW synthesis problem for deterministic composers is solved by reducing it to the embedded parity version. But for probabilistic composers, a similar approach does not work because their expressive power differs for embedded parity and DPW specifications. Instead, we solve the DPW synthesis problem for probabilistic composers by a reduction to deterministic composers. The key insight is that it is possible to equip the library with an additional component with a specific structure, called M rand , such that the probabilistic choices made by a composer can be simulated by the probabilistic transitions within M rand . The idea is that whenever a probabilistic composer C makes a probabilistic transition, the equivalent deterministic composer C can instead call an instance of M rand to simulate the moves of C. The result is that the DPW synthesis problem for probabilistic composers is decidable.
Finally, the embedded-parity version of our synthesis problem can also be viewed as a partial information stochastic game between two players, the com-poser C, which chooses components, and the environment E, which chooses paths through the components chosen by C. The partial information arises because our model of composition is static, which means the components chosen by the composer cannot depend on the inputs selected by the environment. In contrast to standard parity games, partial information stochastic games are known to be undecidable even for co-Büchi objectives (and thus for parity objectives) [2] . Thus, in the framework of games, our result can be viewed as a rare positive result for partial-information stochastic games. We explain this game-theoretic view of the problem in more detail in Section 7.
This paper is self-contained, except for certain proofs that have been omitted to save space; a longer version is posted on the authors' home pages.
Preliminaries
A deterministic transducer is a tuple B = Σ I , Σ O , Q, q 0 , δ, L , where: Σ I is a finite input alphabet, Σ O is a finite output alphabet, Q is a finite set of states, q 0 ∈ Q is an initial state, L : Q → Σ O is an output function labeling states with output letters, and δ : Q × Σ I → Q is a transition function.
A strongly connected component of a directed graph G = (V, E) is a subset U of V , such that for all u, v ∈ U , u is reachable from v. We can define a natural partial order on the set of maximal strongly connected components of G as follows: U 1 ≤ U 2 if there exists u 1 ∈ U 1 and u 2 ∈ U 2 such that u 1 is reachable from u 2 . An ergodic set of G is a minimal element of this partial order.
A probability distribution on a finite set X is a function µ : X → [0, 1] such that x∈X µ(x) = 1. The support of µ, denoted supp(µ), is the set {x ∈ X : µ(x) > 0}. Dist(X) denotes the set of all probability distributions on set X. A probabilistic transducer, is a tuple T = Σ I , Σ O , Q, q 0 , δ, F, L , where: Σ I is a finite input alphabet, Σ O is a finite output alphabet, Q is a finite set of states, q 0 ∈ Q is an initial state, δ : (Q−F )×Σ I → Dist(Q) is a probabilistic transition function, F ⊆ Q is a set of exit states, and L : Q → Σ O is an output function labeling states with output letters. Note that there are no transitions out of an exit state. If F is empty, we say T is a probabilistic transducer without exits.
Given a probabilistic transducer M = (Σ I , Σ o , Q, q 0 , δ, F, L), a strategy for M is a function f : Q * → Dist(Σ I ) that probabilistically chooses an input for each sequence of states. A strategy is memoryless if the choice depends only on the last state in the sequence. A memoryless strategy is a function g : Q → Dist(Σ I ). A strategy is pure if the choice is deterministic. A pure strategy is a function h : Q * → Σ I , and a memoryless and pure strategy is a function h : Q → Σ I . A strategy f along with a probabilistic transducer M , with set of states Q, induces a probability distribution on Q ω , denoted µ f . By standard measure theoretic arguments, it suffices to define µ f for the cylinders of Q ω , which are sets of the form β · Q ω , where β ∈ Q * . First we extend δ to exit states as follows: for a ∈ Σ I , q ∈ F , q ∈ Q, δ(q, a)(q) = 1 and δ(q, a)(q ) = 0 when q = q. Then we define µ f (q 0 · Q ω ) = 1, and for β ∈ Q * , q, q ∈ Q, µ f (βqq · Q ω ) = µ f (βq)( a∈Σ I f (βq)(a)×δ(q, a)(q )). These conditions say that there is a unique start state, and the probability of visiting a state q , after visiting βq, is the same as the probability of the strategy picking a particular letter multiplied by the probability that the transducer transitions from q to q on that input letter, summed over all input letters.
Let M be a probabilistic transducer, Q be its set of states, and f be a memoryless strategy for M . We define the graph induced by f on Q, denoted by G M,f , as the directed graph (Q, E), where (q 1 , q 2 ) ∈ E if a∈Σ I f (q 1 )(a) δ(q 1 , a)(q 2 ) > 0. That is, there is an edge from q 1 to q 2 if the transducer can transition from the state q 1 to the state q 2 on an input letter that the strategy chooses with positive probability. Given q 1 , q 2 ∈ Q, we say that q 2 is reachable from q 1 if there is a path from q 1 to q 2 in G M,f . We say a state is ergodic if it belongs to some ergodic set of G M,f . An ergodic set is reachable if there is a path from the start state to some state in the ergodic set. A state q of M is reachable under f , if there is a path in G M,f from q 0 to q.
A library is a set of probabilistic transducers that share the same input and output alphabets. Each transducer in the library is called a component. An index function for a transducer is a function that assigns a natural number, called a priority index, to each state of the transducer. An index function for a library is a function that assigns a priority to every state of every component in the library. Given an index function α, and a set of states X, we denote by α(X) the highest priority assigned by α in X.
Control-flow Composition
Let L be a library with width D. We first informally describe our notion of probabilistic control-flow composition of components from L. Each library component can be used multiple times in a composition, and we treat these occurrences as distinct component instances. Thus, the size of a composition, a priori, is not bounded. The component instances in a composition take turns interacting with the environment, and at each point in time, exactly one component instance is active. When the active component instance reaches an exit state, control is transferred probabilistically to the start state of some other component instance.
Given a set of component instances to be composed, a control flow composition can be defined by giving, for each exit state of each component instance, the probability distribution that determines the probability of transitioning from that exit state to another component instance. This information can be represented naturally by a probabilistic transducer, called a (probabilistic) composer, whose set of states corresponds to the set of component instances and whose input alphabet corresponds to the set of exits D. Then, for each component instance and exit, the transition function of the composer gives the probability distribution that determines which component instance will be in control next.
Formally, a composer over a library L with width D is a probabilistic tran-
Here M is an arbitrary finite set of states. In particular, there is no a priori bound on the size of M. Each M i ∈ M is the name of an instance of a component from L and λ(M i ) ∈ L is the type of M i . The transition function ∆ : M×D → Dist(M) gives a distribution on the set of instance names. We say a composer is a deterministic composer if its transition function is deterministic.
Note that while each component name M i is distinct, the corresponding component instances λ(M i ) need not be distinct. Each composer defines a unique composition over components from L. The current state of the composer corresponds to the component that is in control. The transition function ∆ describes how to transfer control between components: ∆(M, i)(M ) = p denotes that when the composition is in the ith exit state of component instance λ(M) it moves to the start state of component instance λ(M ) with probability p. A composer can be viewed as an implicit representation of a composition. We give the explicit definition of composition below.
, and the transition function δ is defined as follows: For σ ∈ Σ I , q, i ∈ Q and q , j ∈ Q,
When the composition is in a state q, i corresponding to a non-exit state q of component instance λ(M i ), it behaves like λ(M i ). When the composition is in a state q f , i corresponding to an exit state q f of component instance λ(M i ), the control is transferred to the start state of another component instance as determined by the transition function of the composer. Thus, at each point in time, only one component is active and interacting with the environment. Note that our notion of composition is static, where the components called are determined before run time, rather than dynamic, where the components called are determined during run time.
Definition 2. Given a library L with width
Thus, each element of R can be viewed as a constraint on how the composer is allowed to connect components.
Defining the Synthesis and Realizability Problems
The goal of synthesis from components is to find a composer C over library L such that T C , the composition defined by C, satisfies the given specification, which is typically some ω-regular property. In general, a specification property is usually defined as a subset of (Σ × Q) ω where Σ is the input alphabet and Q is the set of states of the system. However, here we assume, without loss of generalization, that the states of the transducers 'remember' the input, so defining a property as a subset of Q ω is sufficient. In this paper, we focus on two different but related formalisms for describing ω-regular properties:
-embedded parity specification: This is a simple specification given by an index function α, which assigns a priority to each state of the system. We say a run of the system satisfies the parity condition if the highest priority visited infinitely often is even. Then the ω-regular property defined by the specification is just the set of all runs that satisfies the parity condition. -deterministic parity word automata (DPW): This is a more powerful formalism that can express all ω-regular specifications. Given a DPW A, the ω-regular property defined by A is simply the language of A. While the two formalisms differ in power, they ultimately both use the parity condition to check whether a run of the system is accepting or not. As we see in Section 5, the contrast between the relatively weak embedded parity specification and the more general DPW specification is a useful tool to study the expressiveness of probabilistic composers. In particular, we note that a DPW specification has memory while an embedded parity specification is memoryless. As we see in the next section, this difference illuminates the issue of expressiveness of probabilistic composers. Now, in order to formalize the synthesis problem, we need to define an appropriate notion of correctness for a reactive probabilistic system w.r.t. a given specification. We assume the presence of an adversarial environment that controls the input, while the system, a probabilistic transducer, controls the output. We require that the executions of the system satisfy the specification with probability 1 irrespective of the inputs selected by the environment. Our notion of correctness is qualitative [12] . Definition 3. Let M be a probabilistic transducer, Q be the state space of M , and P ⊆ Q ω be an ω-regular property. Let f be a strategy for M . Then f is winning for the environment if µ f (P ) < 1. We say that M satisfies P if there exists no winning strategy for the environment. If M satisfies P , and the property P is given by index function α or DPW A, we say M satisfies α or, respectively, M satisfies A.
Let L be a library, α be an index function, and A be a DPW. Let C be a composer over L. We say C satisfies α or C satisfies A, if T C satisfies α or, respectively, T C satisfies A.
The two types of specifications give rise to two related synthesis problems.
Definition 4. The embedded parity realizability problem for probabilistic composers is: Given a library L with width D, an exit control relation R for L, and an index function α for L, decide whether there exists a probabilistic composer C over L, such that T C satisfies α and C is compatible with R. If such a composer exists we say L realizes α under R. The embedded parity synthesis problem for probabilistic composers is to find such a composer C if it exists.
Definition 5. The DPW realizability problem for probabilistic composers is: Given a library L and a DPW specification A, decide whether there exists a probabilistic composer C over L, such that T C satisfies A. If such a composer exists, we say that L realizes A. The DPW synthesis problem for probabilistic composers is to find such a composer C if it exists.
We can obtain weaker versions of these problems by restricting ourselves to deterministic composers. The resulting problems are then known to be decidable:
The embedded parity realizability and synthesis problems for deterministic composers are decidable.
Theorem 2. [8]
The DPW realizability and synthesis problems for deterministic composers are decidable.
We observe that while one might hope to solve the more general case of probabilistic composers by using the methods of [8] , there are two main difficulties with that approach. First, in [8] , the DPW version of the problem is solved by reducing it to the embedded parity version. However, as we show in the next section, while deterministic and probabilistic composers have the same expressive power for embedded parity specifications, probabilistic composers are strictly more expressive than deterministic composers for DPW specifications. Thus it is not possible to reduce the DPW realizability of probabilistic composers to the embedded parity version. Second, the automata theoretic techniques used in [8] crucially depend on the fact that every deterministic composer can be represented as a regular D-tree (a tree with constant branching degree D) where D is the width of the library. This is because when the control-flow is deterministic, there is exactly one successor component for each exit of a component, and so the number of outgoing edges from each component is always the same as the number of exits. When the composer is probabilistic, the branching degree of its unfolding can be as large as the number of its states, which is not a priori bounded.
The Expressive Power of Probabilistic Composers
Given a specification formalism, it is natural to ask the following question: Do we gain any additional power for solving the synthesis problem by allowing composers to be probabilistic? That is, are there instances of the synthesis problem (i.e. a library and a specification) such that some probabilistic composer satisfies the specification, but no deterministic composer does? If the answer is yes, then we say that probabilistic composers are more expressive than deterministic composers for that class of specifications. Otherwise, we say they are equally expressive.
Embedded Parity Specifications
We first consider the issue of expressiveness for embedded parity specifications. Our main result here is that deterministic and probabilistic composers are both equally expressive for embedded parity specifications.
iff G M,f has a reachable ergodic set whose highest priority is odd.
The key idea behind our approach is that instead of directly comparing probabilistic composers to deterministic composers, we should instead compare a probabilistic composer C to a composer C which is 'less probabilistic' than it. We formalize what it means for one composer to be less probabilistic then another, by introducing a partial order, denoted ≤ prob , on the set of all composers.
Definition 6. Let COMP(L) be the set of all probabilistic composers over L. We define the partial order ≤ prob on COMP(L):
If C 1 ≤ prob C 2 and C 2 ≤ prob C 1 , we say that C 1 and C 2 are qualitatively equivalent. We denote by < prob the strict partial order corresponding to ≤ prob . Thus C 1 < prob C 2 if they have the same set of states and output functions and the set of possible transitions of C 1 is a proper subset of the set of possible transitions of C 2 . We note that < prob is a well-founded relation, and deterministic composers are the minimal elements of the relation. The well-foundedness of < prob is crucial because it allows the use of induction.
Next we show that if all the composers obtained by removing transitions from a composer C, fail to satisfy α under R, then C itself also fails to satisfy α under R. The intuition here is that the behavior of C can be determined by looking at the behavior of composers that make fewer probabilistic choices than C but have the same underlying structure. Lemma 1. Let L be a library with width D, R be an exit control relation and α be an index function for L, and let C ∈ COMP(L) be such that C is not deterministic. Suppose that for all C ∈ COMP(L) and C < prob C, we have that C does not satisfy α under R. Then C also does not satisfy α under R.
If C is not compatible with R, then C trivially does not satisfy α under R. So we assume that C is compatible with R. We first arbitrarily choose M a ∈ M and i 0 ∈ D such that |supp(∆(M a , i 0 ))| > 1. That is, we require that the transition out of state M a on input i 0 is not deterministic. Since it is given that C is not a deterministic composer, there is at least one such state and input pair. Consider M a and i 0 to be fixed for the rest of this proof.
Let
Thus each C j is deterministic at state M a and behaves exactly like C at other states. Further, for each possible choice of next state available to C at state M a on input i 0 , there is exactly one of the C j 's that makes that choice deterministically. By construction, for all 1 ≤ j ≤ k, we have C j ∈ COMP(L), C j < C, and C j is compatible with R. So, by the assumption in the theorem statement, C j does not satisfy α for all 1 ≤ j ≤ k. Then, by Definition 3 and Theorem 3, for each 1 ≤ j ≤ k, there exists memoryless strategy f j for T Cj that is winning for the environment. Note that each f j is also a memoryless strategy for T C .
Let Q be the set of states of T C , q 0 be the start state of λ(M 0 ) and q be the exit state of
That is, C and C j differ in their choices only when the composition is in exit state q of component λ(M a ). Further, G j and G j have the same set of vertices Q and G j is a subgraph of G j . Thus all edges that lie in G j but not in G j must have q as their source. Let X j be a reachable ergodic set of G j such that α(X j ) is odd. Such an X j must exist because f j is winning for the environment for T Cj . Then, since G j is a subgraph of G j , X j is also reachable and strongly connected in G j . Also q is the source of all the edges that lie in G j but not in G j . So if q does not lie in X j , then no edges can leave X j in G j and X j is also a reachable ergodic set of G j . In this case, f j is also a winning strategy for the environment for T C . Note that this argument does not depend on the particular value of j. For the rest of the proof we can assume that q ∈ X j for all 1 ≤ j ≤ k.
Let X = k j=1 X j and x ∈ X be such that α(x) = α(X). Since, by definition, α(X j ) is odd for all 1 ≤ j ≤ k, therefore α(x) is also odd. We assume, without loss of generalization, that x ∈ X 1 and define a memoryless strategy f for T C such that: f (x) = f 1 (x) for x ∈ (Q − X) ∪ X 1 , and
Since f takes the same values as f 1 on X 1 , then X 1 must be strongly connected in G. We first show that no edges in G leave X. Since X 1 is an ergodic set of G 1 , therefore q is the source of all the edges that leave X 1 in G. By construction of the C j , each of these edges goes to some X j . Thus no edges from X 1 leave X in G. Similarly, any edge leaving a vertex x ∈ X j − j−1 i=1 X i must stay in X j , because f and f j agree on those vertices and q ∈ X j − j−1 i=1 X i . Thus there are no edges leaving X in G. Thus X must contain at least one ergodic set of G. Let Y be this ergodic set of G.
We next show that X 1 is reachable in G from every vertex in X. Clearly X 1 is reachable in G from X 1 . Assume that X 1 is reachable in G from every vertex in X m − m−1 i=1 X i , for all 1 < m ≤ j, for some j < k. Let X = X j+1 − j i=1 X i and let x ∈ X . We claim that there is a path in G that starts from x and leaves X . If there is no such path, then some Y ⊆ X must be an ergodic set of G. Since f and f j+1 agree on vertices in X , if Y is an ergodic set of G, then Y is also an ergodic set of G j+1 . But this contradicts the fact that X j+1 is an ergodic set of G j+1 , and so is strongly connected in G j+1 . Thus there is a path in G that starts from x and leaves X . Further, any outgoing edge from a vertex in X cannot leave X j+1 , because f and f j+1 agree on X . Thus there is a path from x to some vertex y in X j+1 − X = j i=1 X i . Now, by the inductive hypothesis, X 1 is reachable in G from y. Thus X 1 is also reachable in G from x. Since x was chosen arbitrarily, X 1 is reachable in G from every vertex in X j+1 − j i=1 X i . By induction, X 1 is reachable in G from every vertex in X. In particular, X 1 is reachable in G from the ergodic set Y ⊆ X of G. Thus, X must be contained in
Finally, all that remains is to show that Y is reachable from the start state q 0 . Since f 1 is winning for the environment for T C1 , we know that X 1 is reachable in G 1 from the start state q 0 . Since X 1 ⊆ X, X is also reachable in G 1 from q 0 . Consider the shortest path in G 1 that starts from q 0 and reaches X. Then all vertices, except the last one, in this path are in Q − X. Since f and f 1 agree on vertices in Q − X, this path is also present in G. Then X is reachable from q 0 in G and so Y is reachable from q 0 in G. Thus f is a pure and memoryless winning strategy for the environment.
Finally, we show that, for embedded parity specifications, probabilistic composers are not more expressive than deterministic composers. There is a probabilistic composer C ∈ COMP(L) that satisfies α if and only if there is a deterministic composer C ∈ COMP(L) that satisfies α.
Proof. Follows immediately from Lemma 1 using transfinite induction on the well-founded strict partial order < prob .
As a consequence of Theorem 4, together with Theorem 1, we obtain: Theorem 5. The embedded parity synthesis problem for probabilistic composers is decidable.
DPW Specifications
While embedded parity specifications are memoryless, DPW specifications have an associated memory (the state of the DPW). This difference turns out to be crucial in determining the expressive power of probabilistic composers. As we see below, the ability to make random transitions allows a probabilistic composer to successfully deal with memoryful specifications where deterministic composers fail. We find that, in contrast to the embedded parity case, there are instances of the DPW realizability problem where a suitable probabilistic composer exists but no suitable deterministic composer exists. Thus, probabilistic composers are strictly more expressive than deterministic composers for DPW specifications.
We describe a suitable problem instance, consisting of a library L and DPW A. Let Σ = {a, b, c, b , c } and A be a DPW that accepts a word over Σ iff it contains at least one occurrence of bab or cac . The language of A is Σ * (bab + cac )Σ
ω . Consider the library L = {M 1 , M 2 , M 3 } consisting of the three components M 1 , M 2 and M 3 , which are shown in Fig. 1 (the figure depicts a com position built using a single instance of each component). Each component in the library has a single exit state. The input alphabet of each component is {0, 1} and the output alphabet is Σ. The components M 2 and M 3 each consist of a single state, which serves as both the start and exit state. As a result, they have no internal transitions. They are only distinguished by the output in their single state. M 2 outputs b and M 3 outputs c . The component M 1 has four states and its transition function is such that every run from its start state to its exit state always deterministically produces an output of either aba or aca, depending solely on the input selected by the environment in the start state. Now consider a composition built from components in L that is defined by a deterministic composer. Since each component in L has exactly one exit, if the composer is deterministic, then the composition can be viewed as a linear sequence of components, i.e., a pipeline. We claim that in this situation, the environment can always prevent bab or cac from occurring anywhere in the output. This is because bab can only be output if an instance of M 2 occurs immediately after an instance of M 1 in the pipeline, but in any such case, the environment can always force that particular instance of M 1 to output aca instead of aba. Similarly, the environment can always prevent cac from being output. The result is that no deterministic composer over L can satisfy A.
Theorem 6. Let L and A be as defined above. Then there does not exist a deterministic composer over L that satisfies A.
Proof. Since each component in L has a single exit state, any composition over L can be viewed as an infinite sequence M 0 , M 1 , . . . of components from L, where the single exit of M i is connected to the start state of M i+1 . In order to satisfy A, the output produced by such a composition must have at least one occurence of bab or cac . Note that bab (resp. cac ) can only possibly be produced if some instance of M 2 (resp. M 3 ) immediately follows some instance of M 1 in the sequence. However, the environment has a simple strategy for defeating all such instances as follows: when the composition is in the start state of an instance of M 1 and the next component in the sequence is M 2 (resp. M 3 ), the environment plays input 1 (resp. input 0). Since M 1 is deterministic, this forces the output to be cab (resp. bac ). Thus the environment can prevent bab or cac from ever being output, and the probability of the output being accepted by A is zero.
In contrast to the deterministic case, there is a probabilistic composer over L that satisfies A. Intuitively, the composer needs to overcome the fact that the environment has complete control over the output of M 1 . It can do this by probabilistically connecting each instance of M 1 to instances of both M 2 and M 3 . Then the control that the environment has over the output of M 1 becomes irrelevant. One such composition is shown in Fig. 1 , where control is transfered from the single exit state of M 1 to either M 2 or M 3 with equal probability.
Theorem 7.
Let L and A be as defined above. Then there exists a probabilistic composer over L that satisfies A.
Proof. The required composer is
and ∆ is defined as follows:
Thus the composition defined by C has exactly one instance of each component from L. The single exit of M 1 is connected to start states of both M 2 and M 3 with probability 1/2 each. The single exits of M 2 and M 3 are both connected with probability 1 to the start state of M 1 . The composition is depicted in Figure  1 , where the dotted lines depict transitions between components and the solid lines depict transitions within components.
We now show that the environment has no winning strategy against this composition. It suffices to consider only memoryless and pure strategies. Looking at Figure 1 , the only state at which the environment's choice of input makes a difference is the start state of component M 1 . By the symmetry of the language of A and the construction of the composition, the environment essentially has only a single strategy. We assume w.l.og. that the environment chooses input 0 at the start state of M 1 . Then in order for the specification Σ * (bab +cac )Σ ω to not be satisfied, the composition must forever avoid transitioning to component M 2 from the exit state of M 1 . In any infinite run of the system, the exit state of M 1 is reached infinitely often with probability 1, and every such time the probability of moving to M 2 is 1/2. Thus the probability of this transition eventually being taken is also 1 and so the specification is satisfied with probability 1. Thus the environment's strategy is not winning.
Synthesizing Probabilistic Composers
In the previous section, we saw that probabilistic composers are more expressive than deterministic composers for DPW specifications, but both have the same expressive power for embedded parity specifications. This unfortunately rules out following the approach of [8] to solve the DPW synthesis problem for probabilistic composers by reducing it to the embedded parity version. Instead, we show that the DPW synthesis problem for probabilistic composers can be reduced to the DPW synthesis problem for deterministic composers. Since, by Theorem 2, the latter problem is decidable, this suffices to solve the probabilistic version too.
The key idea behind our reduction is that probabilistic choices made by a composer can be simulated with the help of a component with a specific structure. Consider a component, called M rand , which ignores the environment's input and transitions uniformly at random from its start state to each of its two exit states. Now suppose that a composer C over L probabilistically calls two different components, say M 1 and M 2 . Then this behavior can be simulated by a deterministic composer, say C , that first calls M rand , and then calls M 1 and M 2 from the two exits of M rand . In this way, we can replace a probabilistic composer over L by a deterministic composer over the larger library L ∪ {M rand }. We first formally define the special component M rand .
Definition 7. Let Σ I and Σ O be the input and output alphabets of every component in L. Let b be a fresh output symbol not contained in Σ O . We define the probabilistic transducer M rand = {Σ I , {b}, Q, q 0 , δ, F, L}, where F = {q 1 , q 2 , . . ., q |D| }, Q = {q 0 } ∪ F , L(q) = b for all q ∈ Q, and δ(q 0 , a)(q) = 1/|D| for all a ∈ Σ I and q ∈ F .
So M rand has |D| final states and |D| + 1 total states, it outputs b in every state, and it transitions with uniform probability from the start state to a final state irrespective of the input. Note that M rand is not a component in L since b ∈ Σ O by construction. If we add M rand to L to obtain a larger library, we also have to translate DPW specifications for L into specifications for the larger library. The idea is to modify the DPW to ignore the output of M rand . b is a DPW specification for the library L = L ∪ {M rand }. We now reduce the problem of finding a probabilistic composer over L that satisfies A to the problem of finding a deterministic composer over L that satisfies A b . We give a mapping that transforms a deterministic composer C over L to a probabilistic composer prob(C) over L. The intuition behind the mapping is that C uses multiple instances of M rand to simulate the probabilistic choices made by prob(C), such that C and prob(C) have the same behaviour. Note that the mapping prob is not reversible, and given a probabilistic composer C over L, there might not be a deterministic composer C over L such that C = prob(C ). However, if we partition the set of all composers over L by qualitative equivalence (see Defn. 6), then we obtain a reversible mapping. We use this reversible mapping to show that the synthesis of probabilistic composers is reducible to the synthesis of deterministic composers over a larger library.
Lemma 2. Let C be a deterministic composer over L ∪ {M rand } and let C be a probabilistic composer over L such that C is qualitatively equivalent to prob(C ).
Proof. See the appendix.
Theorem 8. The DPW synthesis problem for probabilistic composers is decidable.
Proof. Let L be a library with width D and let A be a DPW specification for L. Let L = L ∪ {M rand }. Suppose that there exists a probabilistic composer C over L, such that C satisfies A. We consider the deterministic composer C over L such that prob(C ) is a composer over L and prob(C ) is qualitatively equivalent to C. Then, by Lemma 2, C satisfies A b . Now suppose there is a deterministic composer C over L that satisfies A b . Then, by Lemma 2, prob(C ) satisfies A. Thus, we have reduced the DPW synthesis problem for probabilistic composers to the DPW synthesis problem for deterministic composers, which is decidable by Theorem 2.
Discussion
In the framework of parity games, the embedded parity version of our synthesis problem can be viewed as a 2-player stochastic game with partial information; that is, one player cannot see the moves of the other player in full. Informally, the game is the following: We are given a library L of n components each with D exits with index function α. The two players are the composer C and the environment E. Player C chooses components and player E chooses paths through the components chosen by C. However, C cannot see the moves E makes inside a component. At the start C chooses a component M from L. The turn passes to E, who chooses a sequence of inputs, inducing a path in M from its start state to some exit x of M . The turn then passes to C, which must choose some component M in L and pass the turn to E. As C cannot see the moves made by E inside M , C cannot base its choice on the run of E in M , but only on the exit induced by the inputs selected by E and previous moves made by C. So C must choose the same next component M for different runs that reach exit x of M . In general, different runs will visit different priorities inside M . This is a two-player stochastic parity game where one of the players does not have full information. If C has a winning strategy that requires a finite amount of memory, then we can use such a strategy to obtain a suitable finite composer that satisfies the index function α, thus solving the embedded parity problem. If C has no winning strategy or if every winning strategy requires infinite memory, then α is not realizable from the library L.
In contrast to standard parity games, partial information 2-player stochastic parity games are known to be undecidable in general [2] . Thus, when viewed in the framework of games, our result is a rare positive result for partial-information stochastic games. Since the general problem is undecidable, the best result one can hope for is to show that some restricted but useful class of partial information parity games is decidable. Our result on the embedded parity synthesis problem can be viewed as just such a result. 
A Proof of Lemma 2
Given a deterministic composer C over L , we represent the state space Q of T C as a partition Q = Q 0 ∪ Q D where Q D contains all the states belonging to copies of M rand in the composition. Given α ∈ Q * , we denote by α/Q D the string obtained by removing all occurrences of elements of Q D from α. Similarly, given w ∈ Q ω , such that w contains infinitely many letters from Q 0 , we denote by w/Q D the string obtained by removing all occurrences of elements of
Proof. Let C be a probabilistic composer over L, C be a deterministic composer over L and let C be qualitatively equivalent to prob(C ). Let Q 0 be the state space of T C and Q be the state space of T C . Then Q can be partitioned as
where Q D contains all the states belonging to copies of M rand in T C . Let f and f be finite memory strategies for the environment against T C and T C respectively, such that, for all α
where S f is a finite set of states. The corresponding strategy f can be represented as the deterministic transducer
Note that M and M are both finite state Markov chains, and each state of M and M has a priority index associated with it (derived from the parity condition of A and A b respectively). Then f is winning for the environment against T C iff M has a reachable ergodic set whose highest priority is odd. Similarly f is winning for the environment against T C iff M has a reachable ergodic set whose highest priority is odd. Thus to prove the statement of the lemma, it suffices to prove that M has a reachable ergodic set with highest parity odd iff M does too.
Let Q M and Q M be the set of states of M and M respectively. Then Q M = S f × Q 0 × Q A and Q M = S f × (Q 0 ∪ Q D ) × Q A × {0, 1}. Note that not every state in S f × (Q 0 ∪ Q D ) × Q A × {0, 1} is reachable from the start state of M . In particular, all states in S f × Q D × Q A × {0} or in S f × Q 0 × Q A × {1} are not reachable in M from its start state. Thus, we assume that these unreachable states have been removed, and we can partition Q M into two set of states as follows: Q M = (S f × Q 0 × Q A × {0}) ∪ (S f × Q D × Q A × {1}). The first contains the states of M that correspond to states of T C and the second contains states of M that corresponds to states that belong to copies of M rand in T C .
We first note that, since C = prob(C ), we have that for all x and y in Q 0 , x and y are connected by a path in T C iff x and y are connected by a path in T C . Now, by definition, f and f make the same choices on states in Q 0 and the choices made by f on states in Q D do not matter (since those states are purely stochastic). So the connectivity property can be lifted to the triple product. That is, for all q 1 and q 2 in Q M , there is a path π from q 1 to q 2 in M iff there is path π from (q 1 , 0) to (q 2 , 0) in Q M . Further, π includes a state q in Q M iff π includes the state (q, 0) in Q M . Now let X ⊆ S f × Q 0 × Q A and Y ⊆ S f × Q D × Q A . Then X = (X × {0}) ∪ (Y × {1}) is a subset of Q M . We note that, since, by the definition of A b , the priority index of each state in S f × Q D × Q A × {1} is the smallest possible, the highest priority index that occurs in X is the same as the highest priority index that occurs in X. We first assume that X is an ergodic set of M . Let x 1 and x 2 be in X. Since X is ergodic, there is a path in M from (x 1 , 0) to (x 2 , 0). Then there is also a path in M from x 1 to x 2 . Thus, X is strongly connected in M . If there is an edge in M from some vertex x in X to some vertex y in Q M − X, then there must also be an edge from (x, 0) to (y, 0) in M . But this contradicts the fact that X is an ergodic set of M . So no edge leaves X in M , and X is an ergodic set of M . Further, X and X have the same highest priority.
Conversely, assume that X is an ergodic set of M . Again, let x 1 and x 2 be in X. Then there must also be a path from (x 1 , 0) to (x 2 , 0) in M . Thus, X × {0} is strongly connected in M . Let x ∈ X and consider a path that starts in (x, 0). We have three cases for the possible final state of such a path. The path can end in (x , 0) where x ∈ X, or (x d , 1) where x d ∈ S f × Q D × Q A , or (y, 0) where y ∈ Q M − X. The third case would imply that there is also a path from x ∈ X to y ∈ Q M − X in M , which contradicts the ergodic nature of X. Thus only the first two cases are possible. Now note that, by construction of the prob mapping, any path that ends in a Q D state can always be extended to end in a Q 0 state. Thus in the second case above, the path can always be extended to come back to the set X × {0}. Since X × {0} is strongly connected, and it is not possible to permanently leave this set, X × {0} must be a subset of an ergodic set X of M . Since it is not possible to reach a state in (Q M − X) × {0} from a state in X × {0}, therefore the only other states in X must be those belonging to S f × Q D × Q A × {1}. Thus X = (X × {0}) ∪ (X D × {1}), where X D is a subset of S f × Q D × Q A . Since, by definition of A b , the priority index of each state in S f × Q D × Q A × {1} is the smallest possible, therefore the ergodic set X has the same highest priority as X.
Thus, we have shown that M has a reachable ergodic set with odd highest priority iff M does too.
