Abstract-A new class of low-cost satellites has the potential to reduce the cost of traditional space-based services. Unfortunately, to date, low-cost satellites have proven to suffer from poor reliability. While traditional techniques for increasing reliability are well known to satellite developers, these techniques are poorly suited for implementation on low-cost satellites due to intrinsic budgetary, mass and volume constraints. This research proposes that alternative techniques for increasing system reliability can be derived by studying biological organisms, which have proven their robustness by inhabiting even the harshest locations on earth. Both unicellular and multicellular organisms are examined. The result is a conceptual system architecture, based on initially identical, reconfigurable hardware blocks, or artificial cells, and a decentralized task management strategy. This multicellular architecture is described in detail. Finally, preliminary details of a planned implementation are given. This implementation aims to demonstrate that a significant portion of traditional satellite avionics can be replaced by the proposed artificial cells.
I. INTRODUCTION
The services provided by satellites are an integral part of modern life. Unfortunately, developing, launching and operating a satellite has always been, and still is, a very expensive business. Satellites have grown tremendously in size and cost since the first satellites launched in the 1950s. Today, satellite mass regularly exceeds 1000 kilograms and launch costs regularly exceed 100 million dollars.
However, while the trend in certain sectors, such as telecommunications, is towards larger and more expensive satellites, a new class of low-cost satellites is showing promise and gaining popularity. Companies such as Surrey Satellite Technologies Limited (SSTL), Planet Labs, and Skybox Imaging are beginning to show that satellites weighing and costing a fraction of what traditional satellites do, can be useful, too.
Three strategies are commonly employed to reduce cost. Firstly, low-cost satellites are small and light-weight since the cost of launch is directly related to spacecraft weight. In addition, by being small in volume a satellite may qualify for a rideshare launch, which is usually significantly cheaper than a dedicated launch. The second strategy employed to reduce development cost is to reduce development time. While a traditional satellite often takes years to build, a low-cost satellite may be built in a matter of months. Finally, low-cost satellites rely on commercial off-the-shelf components instead of specially designed, space-rated components. Using commercial components can save a significant amount of money, considering radiation hardened components typically cost several orders of magnitude more than their commercial counterparts.
Unfortunately, the cost-cutting techniques popular amongst low-cost satellite developers often have negative effects on system reliability. In addition, many traditional techniques for increasing reliability are problematic to implement on low-cost satellites due to their large implementation overheads. Thus, while CubeSats and other low-cost satellites provide exciting opportunities, new techniques for increasing their reliability are required before they can become a useful, on-orbit resource.
This paper proposes a novel solution inspired by multicellular life. It begins with a brief description of traditional techniques for increasing reliability, followed by a literature survey highlighting the difficulties of implementing these techniques on low-cost satellites. Focus then shifts to biological life. A description of the features which give biological life its robustness is followed with a discussion on the adaptability of these features to low-cost satellites. Based on a subset of these features, a novel system architecture is developed and described in detail. Finally, initial details of a planned implementation are given.
II. SATELLITE RELIABILITY
Reliability can be defined as the probability of performing without failure, a specific function under given conditions, for a specified period of time. Since satellites are expensive to design and launch and cannot typically be serviced once on orbit, satellite designers usually put a large amount of effort into ensuring the reliability of their satellites.
A. Traditional Techniques for Increasing Reliability
Traditionally, two approaches have been taken in an effort to achieve reliability. They can be named fault intolerance and fault tolerance. Fault intolerance attempts to remove all sources of unreliability before regular use of the system begins. No redundant components are used and every component of the system is expected to perform perfectly. Typically, a fault intolerant approach involves spending all available resources on acquiring the best quality components, using only known and tested integration and assembly techniques and spending as much time as possible on testing. The aim of fault intolerance is to prevent faults from occurring in the first place.
In contrast, fault tolerant designs try to assure reliability through protective redundancy. Faults are expected to occur, whether caused by the environment, operator, or flawed design.
Protective redundancy can be either passive or active. Passive redundancy involves designing with a safety margin. For example, the vast number of cables supporting a suspension bridge allows some of the cables to fail without causing the bridge to fail. Active redundancy requires some form of backup hardware or software to actively take over from a faulty component. A fault tolerant system is expected to deal with faults without human intervention.
A fault in a fully fault tolerant system should have no impact on system performance. However, it is also possible to design a partially fault tolerant system. A partially fault tolerant system continues to operate after faults occur, but its performance may degrade. Certain functions may no longer be available or the system speed may reduce. While this effect on performance is not ideal, it is often better than having the system fail completely. The concept of partial fault tolerance is also known as graceful degradation. Usually, the advantage of a partially fault tolerant design over a fully fault tolerant design is reduced implementation overheads.
B. Low-Cost Satellite Reliability in Literature
The combined use of fault intolerance and fault tolerance in satellite design has, on average, led to high reliability. This is shown by Castet and Saleh [1] in a survey of 1548 Earthorbiting satellites launched between January 1990 and October 2008. Empirical failure data was collected and used in a statistical reliability analysis. Castet and Saleh found that less than 4% of the satellites surveyed failed during their first year on orbit. In addition, out of the 1548 satellites, only four were dead on arrival in orbit (or died within the first day).
Investigating the reliability of the new class of low-cost satellites, for comparison, is challenging. This is due to the scarcity of freely available financial information on satellite projects. However, since satellite mass is directly related to launch costs and launch costs can account for a significant portion of the project cost, in this paper, low-mass satellites are studied as an analogue to low-cost satellites. Results from three surveys on small satellite reliability are summarized below. Figure 1 shows the reliability plots of four classes of small satellites in comparison to the reliability plot of Castet and Saleh's surveyed satellites. The data comes from a survey by Guo, Monas and Gill [2] of 222 small satellites launched between 1990 and 2010. The top plot is a Weibull distribution fitted to the data from Castet and Saleh's survey. Below it are the reliability plots for mini (100-500 kg), micro (10-100 kg), nano (1-10 kg) and finally, pico (<1 kg) satellites. The plots show a direct relationship between satellite mass and satellite reliability. Nano-satellites show a failure rate of greater than 70% within the first year on orbit.
A paper by Bouwmeester and Guo investigates the success rates of nano-satellites launched between 1957 and 30 July 2009 [3] . Ninety-four satellites with masses less than 10 kg are used in the study. Of these satellites, 48% achieved full mission success, 17% achieved partial success, 19% failed outright, and the outcomes of the remaining 16% is unknown. The paper notes that the majority of missions in the unknown category are probably failures, as mission publicity often dies down after mission failure. If satellites from the unknown category are counted as failures, 35% of the surveyed satellites failed before achieving their mission objectives. Finally, Swartwout [4] published a paper looking at various statistics related to the first hundred CubeSats, which were launched between 2003 and 2012. Among the statistics looked at by Swartwout are mission success rates and causes of failure. The study found that 34.4% of the surveyed CubeSats, which launched successfully, failed early. Swartwout's paper considers a mission a failure if the mission operators publicly declared it as such, or if the satellite lasted less than 60 days in orbit. A failure rate of 34.4% is similar to that found by Bouwmeester and Guo.
These three studies highlight the large difference in reliability seen to date between traditional, large and expensive satellites, and the new class of small, low-cost satellites. Unfortunately, many of the reliability increasing techniques which have worked so well on larger satellites are poorly suited for implementation on low-cost satellites.
For example, by aiming for small size and low weight, satellite designers are forced to minimize hardware redundancy. Thus, many low-cost satellites have single string designs with many potential single points of failure. Additionally, reduced development time makes many of the fault intolerance techniques, such as extensive testing campaigns, infeasible. This leads to an increase in design and integration mistakes. Finally, small project budgets prevent the use of space-rated, radiation hardened components. In their place, COTS components are used, which put a satellite at an increased risk of radiation and temperature induced component failures. New techniques for increasing reliability, while minimizing impact on development cost, are required.
III. BIOLOGICAL INSPIRATION
A satellite shares many similarities with a biological organism. Both have the ability to survive independently in their environments. Some necessities of independent life include: A way of harvesting energy, hardware which continues to function without external maintenance, and the ability to make life-preserving decisions. Biological life is under constant attack from environmental and biological hazards, such as ultraviolet radiation and viruses. Similarly, a satellite must endure hazardous temperature swings and constant attack from charged particles and micrometeorites.
Since biological life has achieved an impressive level of robustness, flourishing even in the most inhospitable parts of the planet, it may be possible to increase the reliability of satellites by adapting certain features of biological life for implementation in man-made systems. To this end, both unicellular and multicellular life were investigated.
A. Unicellular Life
The earliest forms of life were unicellular organisms. Despite their relative simplicity, being composed of only a single cell, unicellular organisms have evolved several techniques for increasing their robustness. These include genetic redundancy, physical adaptions, techniques for gene repair, and horizontal gene transfer.
Genetic redundancy is observable when purposeful deletion of certain genes in an organism fails to cause any noticeable effects. In fact, several studies with bacteria, worms and mice have shown that only a fraction of their genes are essential [5] . Since then, biologists have discovered that redundancies exist in the genes of many organisms, allowing an alternate gene to compensate for a damaged one [6] . For example, a biochemical reaction within a cell may be redundantly catalyzed by two distinct proteins generated from different genes. Functional redundancy may also exist at a system level within a cell. A cell's metabolism is the set of chemical reactions essential for sustained life. However, a study showed that 28-38 % of the chemical reactions involved in the metabolism of the microbe E.coli can be inhibited without lethal results [7] .
These forms of redundancy can be compared to hardware and software functional redundancy, also known as degeneracy, in a man-made system. A system with degeneracy requires multifunctional components. These components usually perform distinct functions but can, under certain conditions, perform the same functions, effectively making them interchangeable. A level of functional redundancy is often designed into the subsystems of satellites. However, since the implementation of functional redundancy is typically unique to each subsystem, implementing system wide functional redundancy is very complex and time consuming. Therefore, subsystem based functional redundancy is poorly suited for implementation on low-cost satellites.
Extremophiles are organisms which have evolved to thrive in extreme environments. These environments can be characterized by extreme temperatures or pressures, high levels of radiation or poisons, low levels of moisture, or other hazardous conditions. Extremophiles tolerate these conditions thanks to special adaptions. For example, thermophile cells utilize special heat tolerant proteins in place of ordinary proteins in cellular activities [8] .
Similarly, electronic components have been designed especially for the hazardous environment of outer space. These components are specially designed to be tolerant of temperature extremes and high levels of radiation. Unfortunately, space rated, radiation tolerant components usually cost orders of magnitude more than their consumer grade counterparts. Therefore, these components are unaffordable for low-cost satellite projects.
Cells display information redundancy by having the ability to repair their own DNA if it gets damaged. Both normal cellular activities and environmental factors can cause damage. Human cells experience up to a million molecular lesions per day, each of which threaten the integrity of the DNA [9] . The DNA molecule is composed of two strands arranged in a double helix. If damage occurs to only one strand, the other strand can be used as a template to repair the damage [10] . If damage occurs to both strands, cells use more complex and error prone techniques to attempt repair [9] .
These techniques are comparable to error detection and correction (EDAC) schemes used by man-made systems. While EDAC schemes have been successfully implemented on lowcost satellites, they require memory and hardware overheads. In addition, the majority of low-cost implementations do not protect against single event upsets which occur within the registers of microcontrollers.
Usually, an organism's genes remain unchanged throughout its lifetime. In these organisms, genes are only transferred down to offspring through reproduction. However, some cells have shown the ability to transfer genes between themselves, known as horizontal gene transfer. These cells can take up and express foreign genetic material, sometimes to their benefit. Horizontal gene transfer is common amongst bacteria and is thought to be a significant cause of drug resistance [11] . This occurs when one bacterial cell develops drug resistance through a random mutation, and passes the mutated gene to neighboring cells.
On-orbit reprogrammability is a satellite's analogue to horizontal gene transfer. A satellite that can be reprogrammed on orbit can potentially be modified to cope with unexpected environmental conditions or design mistakes. Implementing on-orbit reprogrammability should not incur significant overheads, provided its implementation is considered early in the design phase.
Single celled organisms have existed for billions of years and are still abundant on Earth. This is partially due to their large numbers, allowing many individual organisms to die without compromising the species as a whole. This philosophy of robustness is being implemented by mission designers in the form of constellations of similar, simple satellites, such as the QB50 mission [12] .
However, this work is more concerned with the other reason for the success of unicellular life, namely, the robustness increasing techniques described in this section and summarized in Table 1 . Unfortunately, when adapted to manmade systems, these techniques often have large implementation overheads, making traditional, subsystem-level implementations impractical and unaffordable for implementation on low-cost satellites. However, as described in the following sections, when implemented at a cellular level within a multicellular architecture, these techniques play a crucial role in giving a system multiple levels of redundancy.
B. Multicellular Life
Multicellular life is based on cooperating cells. It has evolved from unicellular life many times during the Earth's past, despite the success of unicellular life. Multicellular life has a fundamentally different architecture to unicellular life and demonstrates alternative techniques for achieving robustness.
Firstly, the lifetime of a multicellular organism is not governed by the lifetimes of its individual cells. The cells in a multicellular organism are constantly dying and being replaced. If, for example, a skin cell dies, other skin cells can self-replicate to fill the hole left by the dead cell. This is a form of cold redundancy. Because biological cells have the ability to self-replicate using raw materials absorbed from the environment, a multicellular organism essentially has an infinite supply of spare parts.
Unfortunately, man-made hardware is not yet capable of self-replicating using raw materials absorbed from the environment. Therefore, implementations of cold redundancy require large volume and mass overheads, making them inappropriate for low-cost satellites.
Modular redundancy is the second technique through which multicellular life achieves robustness. The cells in a multicellular organism take on specialized roles in a process known as differentiation. However, in a typical multicellular organism, the number of differentiated cell types is orders of magnitude lower than the total cell count. This implies that every bodily function is performed in parallel by a large numbers of cells. If a few cells in the group are performing the task incorrectly, their effects are essentially over powered by the correctly executing majority. In addition, this parallelism ensures that even if a dead cell cannot be replaced, its loss will only cause a very slight degradation in system performance.
Unfortunately, the microscopic scale of biological cells, which enables the massive levels of modular redundancy seen in multicellular organisms, is currently difficult or impossible to replicate artificially.
Finally, a multicellular architecture provides functional redundancy. In simplified terms, a multicellular organism starts out as a set of identical cells. These cells undergo varying levels of differentiation during the growth and development phase, where they become specialized. In addition, some cells have the ability to continuously change their specialization throughout their lifetimes. These cells can dedifferentiate before redifferentiating into a different cell type. This additional phase of differentiation is typically triggered by damage to the organism and occurs in the area surrounding the damage. For example, a zebra fish which loses up to 20 % of its heart can fully regenerate. Fully differentiated cells in its heart can dedifferentiate before redifferentiating and proliferating to restore the missing tissue. Similarly, damage to the cells in the lens of a newt's eye will cause nearby cells to dedifferentiate and redifferentiate to replace the damaged lens cells [13] .
This form of redundancy has potential for being beneficial and practical for low-cost satellites. Its implementation would rely on a set of initially identical, reconfigurable hardware blocks. Designing such building block, or artificial cell, would be challenging, but the benefits of a successful implementation would be numerous. Benefits would include lower manufacturing costs, simplified testing procedures and extensive functional redundancy.
In addition to the three forms of redundancy described above, multicellular life also demonstrates decentralized task management. Complex multicellular organisms have a central nervous system, including a brain, through which the coordination of bodily functions is largely centralized. This is analogous to the design of a traditional satellite architecture in which the coordination of tasks is handled by a central onboard computer (OBC). However, the brain in an organism, or OBC in a satellite, presents a potential single point of failure. In contrast, simple multicellular organisms, such as sea sponges, have no central nervous systems. Instead, all coordination is achieved through cellular, peer-to-peer messaging.
Implementing a decentralized task management strategy on board a satellite will remove the OBC as a potential single point-of-failure. AAUSAT3, a 3U CubeSat, has already demonstrated the feasibility of a decentralized task management strategy, albeit amongst a set of unique, discrete subsystems [14] . Table 2 summarizes the features of multicellular life described in this section. Some features, such as cellular selfreplication and modular redundancy, are impractical or too costly to adapt and implement in low cost satellites. However, it is proposed that a system architecture based on initially identical, reconfigurable cells, featuring decentralized task management, has the potential to increase satellite reliability while minimizing impact on development costs. In addition, each cell within such a system can feature its own forms of internal redundancy, as seen amongst unicellular life, giving the system levels of redundancy. It is these levels of redundancy, above all else, which make biological organisms so robust. Such a system architecture is described conceptually in the Section 4.
IV. CONCEPTUAL MULTICELLULAR ARCHITECTURE
Designing a system architecture with the features described in Section 3 requires the development of a reconfigurable hardware building block, or artificial cell, and a decentralized task management strategy.
A. An Artificial Cell
As described in Section 3, an artificial cell is required to be reconfigurable, giving it a wide range of functionality. However, such a cell is also required to be as small and low power as possible if it is to be of any benefit to low-cost satellites. Biological cells demonstrate how to achieve multifunctionality without large hardware overheads.
In a biological cell, most cellular functions are performed by proteins, which are synthesized within the cell following instructions stored in the cell's DNA. This process is called gene expression. The number and types of proteins present in a cell at any one time dictate its functionality. The process of going from DNA to proteins is split into two steps, named transcription and translation.
Transcription involves the creation of messenger RNA by a molecule known as RNA polymerase, which copies sections of DNA as controlled by special proteins called transcription factors. Translation involves the synthesis of proteins out of raw materials by a large molecule called a ribosome, according to information in the messenger mRNA. The details of transcription and translation are not important here. However, it is important to note that these two processes can be modulated by conditions internal and external to the cell to vary which proteins are ultimately present in the cell, dictating its behavior.
For example, the unicellular E.Coli bacteria prefer to feed on glucose, but can also feed on lactose if necessary [15] . Different sets of proteins are required for metabolizing each of these food sources. Glucose and lactose will bind to different regulatory proteins which, in turn, will activate or deactivate the promoter sequences for manufacturing the appropriate metabolizing proteins. Similarly, unicellular organisms can respond directly to a variety of changes to their environment through the activation and deactivation of certain genes.
The process of building proteins to perform functions is akin to building automated tools before executing a task. Biological cells can perform a wide variety of different tasks because they can build a variety of tools. Macromolecular machinery, composed of the proteins and molecules involved in transcription and translation, is responsible for building the protein tools. However, while a biological cell has access to raw materials from the environment to build new proteins, an artificial cell must be able to change functionality without the addition of external hardware. This is to ensure that the differentiation process does not invalidate previously conducted electrical or thermal tests. In addition, a cell will not have access to external hardware once on orbit where future phases of differentiation may occur for the purposes of functional redundancy. 
B. Cellular Components
Combined, the FPGAs and generic input-output (I/O) circuitry form a sandbox in which the micro-controller can build a variety of tools, without requiring the addition of external hardware. The current configuration of the FPGAs and generic I/O circuitry represents the cell's current state of differentiation, since it determines the cell's current capabilities. All interaction with the environment occurs through the generic I/O, which protects the cell from unexpected transients or peripheral faults. The generic I/O circuitry consists of a bank of I/O lines which can be put into a large variety of states. For example, each line may be driven high to a variety of voltages, pulled to ground, set to high impedance, or serve as a digital or analogue input. These generic I/O lines extend the capabilities of the I/O lines commonly seen on microcontrollers by being able to supply and sink large currents and operate at high voltages. In this way, the cell can be interfaced directly to a variety of peripherals. Generic I/O lines enter high impedance mode when not in use or when power is lost, allowing peripherals to be cross-strapped arbitrarily across multiple generic I/O lines and cells.
Just as the macromolecular machinery in a biological cell builds proteins to perform cellular functions, so the microcontroller in the artificial cell builds hardware configurations in the FPGAs and generic I/Os to perform cellular functions. A biological cell cannot invent new proteins; it can only build proteins for which it has instructions in the form of genes. Similarly, the FPGA proteins in an artificial cell can only be loaded with a selection of predesigned configurations stored in non-volatile memory DNA.
The artificial cell's microcontroller represents the macromolecular machinery which builds protein tools. It provides a level of robustness through robustness increasing techniques akin to those seen within single celled organisms. For example, it is responsible for detecting and correcting errors in the non-volatile memory DNA and for loading new configurations into the FPGAs in response to detected damage to the FPGA proteins. Therefore, the cell can automatically recover from a degree of damage sustained to its FPGA proteins or non-volatile memory DNA. However, that leads to the question of what happens if the cell's microcontroller sustains damage? A solution to this problem was found with the realisation that a biological cell's macromolecular machinery is itself largely composed of proteins. For example, the transcription factors, which modulate gene expression based on internal and external conditions, and the ribosomes, which synthesize proteins from DNA information, are both largely composed of proteins. This leads to the proposed artificial cell design depicted in Figure 3 . In this design there is no discrete microcontroller. Instead, any one of the FPGAs can perform the job of the macromolecular machinery by being loaded with a soft microcontroller. A programming bus connects all FPGAs on a cell. Through this bus, any FPGA acting as the macromolecular machinery can program any other FPGA on its cell. FPGAs not currently acting as the macromolecular machinery are free to perform cellular tasks as artificial proteins.
Examples of artificial protein tasks within the context of a satellite system can be divided into two categories: Peripheral Interfaces and Processors. These shall be referred to as simple and complex proteins respectively. Simple proteins make use of their generic I/O circuitry to interface to peripherals outside of the cell. Examples include magnetorquer drivers, motor drivers, temperature sensor interfaces and camera interfaces. Simple proteins are slave devices which operate on a lowbandwidth internal bus named the inter-protein bus. They respond to messages passed to them over this bus with actions or information related to their attached peripherals. Simple proteins can continue their tasks even if communication over the inter-protein bus seizes. For example, a simple protein may be operating as a motor speed controller. Between interprotein bus messages, it will keep its motor speed at the value of the last received motor speed command.
Complex proteins perform computation tasks, instead of interfacing tasks. Examples include attitude estimators, pointing controllers, task schedulers and experiment operators. These proteins request data from, and produce commands for, simple proteins. Complex proteins are connected to a high bandwidth inter-cell bus, allowing them to exchange information with other cells. Within each cell, the FPGA acting as the macromolecular machinery forms the bridge between the inter-cell and inter-protein buses. This isolation between internal and external processes is also evident in biological cells, which contain proteins which only operate locally, and proteins which are capable of generating intercellular messages. From an electrical and timing perspective, limiting the amount of devices on the high-bandwidth, intercell bus increases reliability. It is important to note that, while a particular FPGA may be operating as a simple protein accessing only the inter-protein bus, it does have an electrical connection to the inter-cell bus though an analogue switch isolator. This switch will be activated if the FPGA is reprogrammed into a complex protein or macromolecular machinery.
Damage to the FPGA representing a cell's macromolecular machinery presents a problem, as, while the other FPGAs in the cell are technically capable of replacing the damaged FPGA as the cell's macromolecular machinery, they cannot reprogram themselves. One solution would be to include at least two FPGAs acting as macromolecular machinery on each cell. One could be a backup unit which is passive until it detects a lack of activity on the inter-protein bus. However, a more economical approach is to assume that the failure of the macromolecular machinery represents cell death. In a biological organism, ideally, cell death will trigger neighbouring cells to reproduce to replace the lost cell. In man-made systems, hardware reproduction is not yet possible. However, in the context of the artificial cells described in this section, a metaphorical form of cell reproduction is proposed. If an artificial cell dies through damage to its FPGA macromolecular machinery, neighbouring cells will notice due to a lack of inter-cell status packets, as described in detail in Section 4C. Upon a cell noticing its neighbour has died, it will activate analogue buffer switches connecting its programming bus to the deceased cell's programming bus. The living cell can then attempt to revive the dead cell by reprogramming one of the dead cell's FPGAs into macromolecular machinery. Success will result in the two cells separating their programming buses and returning to normal operation, minus one dead FPGA on the formally deceased cell.
C. Cellular Cooperation
Cooperation amongst cells is essential for the success of a multicellular system. A task management strategy is required to ensure that all critical functions are being performed at all times. In addition, to ensure the continued operation of the system, variables related to specific tasks and system state should be conserved even in the event of individual cell death. Biological cells demonstrate how decentralized task management can be achieved through cellular peer-to-peer messaging.
Biological cells release signal molecules related to tasks being performed within the cell. The signal molecules are not intended for any particular recipient. Instead, any cell has the Based on internal and external conditions, including the concentrations and types of signal molecules in the vicinity, the configuration of transcription factors in a cell cause the production of a particular set of proteins. Therefore, the current functionality of a cell is determined by the current system state and the configuration of it transcription factors.
Decentralized task management amongst the proposed artificial cells will be handled by a software layer executing on each cell's macromolecular machinery. This software layer takes its inspiration from the peer-to-peer-based task coordination strategy seen amongst biological cells. As explained in Section 4B, the artificial protein FPGAs are responsible for executing all tasks. Each cell's macromolecular machinery will keep track of which tasks are currently executing on its cell, including information on important runtime variables, by regularly polling the FPGA proteins for status updates.
To determine which tasks need to be running in the context of the whole system of cells, each cell needs information about all other cells in the system. Therefore, each cell will regularly broadcast a status message over the inter-cell bus containing information on all tasks currently being executed by its proteins. By listening for these status messages from other cells, each cell can build up a System State Table (SST), which contains an entry for every task currently executing somewhere in the system. If no state message is received from a particular task for a period greater than a predetermined timeout value, that task is assumed to no longer be executing.
The information stored in the configuration of a biological cell's transcription factors is encoded in a Prioritized Task List (PTL) in an artificial cell. Every cell contains the same PTL, stored in non-volatile memory. The PTL contains an entry for every system task. Every task in the list has a global priority, links to the appropriate FPGA configuration files required to execute that task, and a set of requirements that need to be fulfilled in order for it to be executed. Requirements can relate to conditions internal or external to the cell. Tasks with higher priorities are more critical to the operation of the system, and their execution will always be attempted before lower priority tasks.
Each cell will routinely compare its SST to its PTL. If the cell currently has unused FPGA proteins it can begin executing the next highest priority task for which all requirements are met, by loading the appropriate FPGA configuration files into the available FPGA. If a cell finds a non-executing task with a higher priority than its currently executing tasks, the higher priority task will take preference, leading to a reconfiguration of one of its FPGA proteins. Two start conditions exist for a new task. If the new task was recently executing, it may still have an entry in the state table. If such an entry exists, the new task can begin execution using the runtime variables in the SST. If no entry exists, the new task must begin execution from a default state.
D. Comparisons to other Multi-Cellular Architectures
Several projects have taken inspiration from multicellular organisms while researching concepts such as evolvable hardware, reconfigurable hardware and fault tolerance. Examples include Embryonics [16] , POEtic [17] , eDNA [18] and SABRE [19] . The concept presented in this paper differs from these projects in three areas.
Firstly, multicellular research to date has largely focused on creating a universal processing element based on a number of simple, homogenous cells. This paper aims to extend the multicellular concept beyond processing -proposing that artificial cells can replace a significant portion of a satellite's avionics. This is made possible with the addition of generic I/O circuitry to each cell. It also means that the granularity of the cells proposed in this work is larger than the cells proposed by Embryonics and SABRE (many cells within a single FPGA), and eDNA (network of cells implemented as a System-onChip).
Secondly, the authors believe this work is novel in its focus on imitating the proteins-as-task-executers architecture of biological cells.
Finally, the concept presented in this paper is intended as a practical solution to improving low-cost satellite reliability. Therefore, as explained in Section 5, power consumption, mass and volume requirements are important considerations in the design. This is not the case in projects such as Embryonics and POEtic, which are intended as research experiments.
V. PRACTICAL IMPLEMENTATION
An implementation of the proposed multicellular architecture, utilizing low-cost, COTS components, is under development. This implementation aims to demonstrate that a large portion of traditional satellite avionics can be replaced by the proposed artificial cells, while simultaneously providing increased fault tolerance. As a benchmark, it is planned to replicate the functionality of the QB50 Attitude Determination and Control System (ADCS) Stack avionics, which consists of three PC104 sized circuit boards [20] .
To this end, an artificial cell following the structure described in Section 4 and composed of four FPGAs on a 10 x 10 cm printed circuit board is being developed. The FPGAs are Micro-Semi IGLOO AGL250 flash-based FPGAs with 250 000 gates each. These FPGAs were chosen primarily due to their low dynamic power consumption of less than 40 mW [21] . Each FPGA has access to eight generic I/O lines which can operate at any voltage between 3V3 and 12V. The intercell bus is based on the Control Area Network (CAN) Bus, while the inter-protein bus is based on the I2C standard.
Much larger FPGAs exist, but the limited size of the chosen FPGAs purposefully forces designers to break down tasks into their smallest independent components. As an example of FPGA utilization, a BLDC Motor driver simple protein is expected to utilize approximately 70 % of the FPGA fabric, while an FPGA implementing the macromolecular machinery, based on an 8051 core, is expected to be approximately 95% utilized.
A breakdown of the ADCS Stack tasks reveals that at minimum three cells will be required, allowing nine tasks to be run simultaneously. Any FPGA failure in the 3 cell system will reduce the capability of the ADCS Stack gracefully. More cells can be added to the system with minimal effort, thereby increasing fault tolerance and providing additional generic I/Os for increased peripheral cross-strapping.
VI. CONCLUSIONS
Low-cost satellites are showing promise for reducing the cost of traditional, space-based services. Unfortunately, as highlighted in this paper, low-cost satellites have suffered from poor reliability to date.
As a potential route towards finding a solution to this problem, biological life was investigated to determine how it has evolved to thrive in even the most inhospitable environments. The investigation concluded that redundancy on many levels is key. This paper proposes that the concept of redundancy at many levels can be implemented in man-made systems by replacing unique, discrete subsystems with a set of reconfigurable, artificial cells. Reconfigurability is achieved by mimicking the production of protein tools, as seen in biological cells, by using FPGAs and generic I/O circuitry. Initial details of such an artificial cell, and a corresponding decentralized task management strategy, were presented.
In addition to continued development of the hardware and decentralized task management software, future work will develop the theory necessary to determine the optimal arrangement of generic I/Os per FPGA, FPGAs per cell, and cells per system, based on top level reliability requirements.
