Julia is a modern programming language that increases accessibility of high performance computing. We leverage Julia's features in the creation of a high performance package for computationally intensive epidemic models. Specifically, we introduce Pathogen.jl for simulation and inference of transmission network individual level models (TN-ILMs), which are an extension of the individual level model framework of Deardon et al. (2010) . TN-ILMs can be used to jointly infer transmission networks, event times, and model parameters within a Bayesian framework via MCMC. We detail our specific strategies for conducting MCMC for TN-ILMs, our implementation of these strategies in Pathogen.jl, and finally provide an example using Pathogen.jl to simulate an epidemic following a susceptible-infectiousremoved (SIR) TN-ILM, then performing inference using observations that were generated from that epidemic. K eywords Epidemic · individual level models and transmission networks · Bayesian · Julia
In 2018, 6 years after Julia's first public release in 2012, the language reached its 1.0 version release milestone. This release milestone signalled maturity in Julia's syntax and behaviour, and since, Julia has experienced accelerated adoption in teaching, academic research, and industry. One growth indicator has been the expansion of Julia's package ecosystem, and development of high profile packages such as MLJ.jl for machine learning (Blaom et al., 2020) ; DifferentialEquations.jl for systems described by differential equations (Rackauckas and Nie, 2017b) ; and Flux.jl for Neural Networks (Innes, 2018) , which all leverage language features to provide high performance.
Epidemic modelling is one among many research areas that can benefit from increased accessibility to high performance numerical computing, through using Julia. Individual level models (ILMs) are epidemic models that incorporate individual specific risk factor information to describe infectious disease dynamics (Deardon et al., 2010) . In accounting for population heterogeneity with ILMs, more realistic disease dynamics can be captured, and with that, control strategies can be evaluated in greater detail. As both the number of individuals, and the amount of potential risk factor data for each of these individuals increases, the computational requirements for simulation and inference of ILMs increases steeply. With epidemic modelling in support of decision making in ongoing epidemics, time, whether for development or computation, is at premium. Time constraints aside, the epidemiologists that utilize these models may not have the training to support development of a high performance implementation of a specialized ILM in a lower level language.
While there has been no packages specific for epidemic modelling published on the Julia General Registry, there are Julia packages that could be used for this purpose. DifferentialEquations.jl is a comprehensive, general purpose package for differential equations (Rackauckas and Nie, 2017b) , and is well suited for population-level epidemic modelling through its discrete stochastic differential equation functionality Rackauckas and Nie (2017a) . Use of these kinds of models can be complementary to the use of ILMs (Webb, 2017) . DifferentialEquations.jl can simulate from population-level epidemic models, and provides several methods of Bayesian parameter estimation through DiffEqBayes.jl. The BioSimulator.jl package provides simulation methods for interacting populations (Landeros et al., 2018) , and could also be used for population level epidemic models. While there are multiple simulation algorithms and full flexibility into the interaction network of the simulated entities in BioSimulator.jl, there are no inference methods provided.
For modelling heterogeneous populations, Agents.jl (Vahdati, 2019) , provides a general purpose package for stochastic simulation of agents on grid systems in discrete time. Such experimental Agent Based Models (ABMs) can incorporate agent movement and behaviour into the epidemics they generate. They prove as powerful tools in the consideration of individual decision making, especially in the context of learning and behavioural shifts by individuals during an epidemic, and relating those individual actions to higher level disease dynamics, such as seen in Abdulkareem et al. (2020) . Such dynamics are not readily modelled by other methods, but ABMs are also limited in their ability to fit with traditional inference procedures. Approximate Bayesian Computation (ABC) is one avenue for ABM parametrization, where prior beliefs on realistic parameter values are refined using measures of similarity between flexibly summarized ABM simulations and experimental or observational data (Ross et al., 2017) . Which is to say, ABMs, like ILMs, and stochastic differential equation models all have their place in epidemics research.
Outside of Julia, there are several packages for epidemic modelling on R's CRAN (R Core Team, 2017). Amongst these epidemic modelling packages, there are two for working with ILMs specifically: EpiILM (Warriyar K. V. and Deardon, 2018) and EpiILMCT (Almutiry et al., 2020) .
EpiILMCT is a package for network and spatial continuous time ILMs (CT-ILMS). This package offers a high performance low level implementation in Fortran for performing MCMC for CT-ILMs. To maintain performance, functions of risk factors are limited to the form of coefficient and power-parameter. This package offers data augmentation for epidemics in which event times are assumed to be unknown. EpiILM, on the other hand, supports network and spatial ILMs in discrete time, and does not have data augmentation functionality. EpiILM similarly has its core functionality programmed in Fortran for performance reasons.
Beyond the R epidemic modelling packages that utilize the ILM framework of Deardon et al. (2010) , there is also epinet which provides functionality to perform inference of transmission networks and the parameters of exponential-family random graph models. epinet does not provide event data augmentation functionality, and observational data must be assumed to be complete and without error (Groendyke and Welch, 2018) .
In the following, we describe ILMs (Deardon et al., 2010) , and then an extension of ILMs, Transmission Network Individual Level Models (TN-ILMs). We present a high performance package for simulation and inference of TN-ILMs with data augmentation capability, called Pathogen.jl. Pathogen.jl is written entirely in Julia. It may be downloaded from https://github.com/jangevaare/Pathogen.jl, or in Julia version 1.1 or higher with pkg> add Pathogen.
Individual level models
In an ILM, each individual is considered to be in one of several disease states at any time, and the rates governing their transition through the disease states are a function of both individual specific risk factors and the disease states of other individuals in the population at that time. As a whole, the disease state transitions, and subsequent disease state transition rate updates constitute a time-heterogeneous Poisson process.
ILMs may be continuous or discrete with respect to time. In continuous time ILMs, we think of the temporal data structure as consisting of variable time periods, and these representing the length of time between events; i.e., inter-event periods. Here, events are considered to be the disease state transitions in the population. A discrete time ILM approximates its continuous time counterpart, and generally uses time periods that are equal in duration. The likelihoods and strategies for inference for these models are different, however the disease state transition rates each uses can be defined in the same way.
There is flexibility in the disease states that are considered, with susceptible and infectious states being the only necessary states. In the following, the structure of a more complex framework, the susceptibleexposed-infectious-removed (SEIR) ILM, will be described.
In an SEIR ILM, the rate that an individual, i, transitions from the susceptible state to the exposed state during the t th time period is given as:
where,
• I (t) is the set of infectious individuals during the t th time period,
• S (t) is the set of susceptible individuals during the t th time period,
• Ω S (i) is a function of risk factors associated with the risk of susceptible individual i contracting the disease (susceptibility),
• Ω T (k) is a function of risk factors associated with the risk of infection transmission from the k th individual (transmissibility),
• κ(i, k) is an infection kernel, a function of risk factors involving both the i th and k th individuals, which often describes the connectivity between these individuals, and, • (i, t) is a function of risk factors associated with exposure to the i th individual during the t th time period that the model otherwise fails to explain. Typically this refers to exposure from a non-specified source outside of the observered population. This is also referred to as the sparks function. Transition between exposed and infectious states for the j th individual during the t th time period occurs with rate:
• E (t) is the set of exposed individuals during the t th time period, and
• Ω L (j) is a function of risk factors associated with the latent period, the length of time between exposure and onset of infectious in the j th individual.
Lastly, the k th individual transitions from the infectious to the removed state during the t th time period with rate:
• Ω R (k) is a function of risk factors associated with the removal of the k th individual from an infectious state. Removal can refer to recovery with acquired immunity, death, quarantine, etc.
In combination, the rates λ SE (i, t), λ EI (j, t), and λ IR (k, t) describe the spread of disease in an SEIR ILM.
In a continuous time SEIR ILM, no change occurs to the sets S (t) , E (t) , I (t) , and R (t) during an inter-event period. It follows that the rates λ SE (i, t), λ EI (j, t), and λ IR (k, t) remain constant during each of these time periods, and that the occurrence of any single event (disease state transition) marks the end of the t th inter-event time period. For the remainder of this paper we focus exclusively on continuous time ILMs.
Transmission Network ILM extension
In ILMs, a susceptible individual's risk of being infected by an infectious disease is based on the culmination of various risk factors, such that the influence of specific sources of exposure are masked. We introduce Transmission Network ILMs (TN-ILMs), that instead are explicit with respect to exposure sources. In an SEIR TN-ILM, a set of competing transition rates for each susceptible individual, i, to the exposed state are defined as
describing transition rates specific to each infectious individual, k,and with,
describing the transition rate specific to any exogenous exposure source, during the t th time period. While (i, t) in an ILM is not necessarily specific to exogenous sources in ILMs, that assumption is made with * (i, t) in TN-ILMs.
Methods

Continuous time-to-event simulation
Epidemics can be stochastically simulated from a continuous time ILM using the Gillespie (1977) algorithm. Inter-event periods are generated from an exponential distribution, with rate
The specific event that occurs at this time is generated from a multinomial distribution, with probability vector
for a population of size N . If the generated event is the transition of a susceptible individual to the exposed state, and a TN-ILM is used, the transmission source is generated from a multinomial distribution, with probability vector
Following the generation of an inter-event interval, and generation of the specific event occurrence, the population is then updated (i.e., membership in the sets of S t , E t , I t , and R t ), and the process repeats until either no further events are possible (i.e., π 1 (t) is a vector of zeros), or until some earlier stop condition is met.
Continuous time ILM likelihood
The likelihood of the continuous time-to-event SEIR ILM is the product of likelihoods at time periods indexed by t = 2, . . . T , where T is the total number of events that have occurred. With the length of time since the beginning of the t th time period denoted as ∆ t , the likelihood function for the associated parameters, θ, is given as:
and,
Modification is required for TN-ILMs to account for specific transmissions sources, with the TN-ILM the likelihood function is given as:
Bayesian inference
In the Bayesian framework, beliefs about a parameter are described by a posterior distribution; a probability distribution for model parameter values, θ, conditioned on observational data D. From a posterior distribution, credible intervals and point estimates for parameters can be obtained, and hypothesis testing can be conducted. Monte Carlo methods, such as Markov chain Monte Carlo (MCMC) methods are typically used to generate a sufficient quantity of samples from the posterior distribution, such that the properties of the posterior distribution can be estimated through the generated samples.
Markov chain Monte Carlo
To perform Bayesian parameter estimation for continuous time ILMs, the Metropolis-Hastings (M-H) MCMC algorithm is used. The M-H algorithm generates a Markov chain consisting of a sequence of samples within the parameter space, the distribution of which converges to the targeted distribution -the posterior distribution of the parameters in this case. To generate such an Markov chain, some initial values, here denoted as θ 1 , must be first selected or generated. Following initialization of the Markov chain, new samples are proposed with a transition kernel. For a symmetric transition kernel, a sample proposed for the w th iteration, θ w , is accepted with probability
If the proposal θ w+1 is rejected, θ w remains at θ w−1 (Hastings, 1970; Robert and Casella, 2013) .
Sampling from the posterior distribution of continuous time ILMs using the M-H algorithm is straightforward when an epidemic is fully observed; i.e., with event times that are known exactly with certainty. While for certain epidemics, complete or nearly complete case identification may occur, exact event times are rarely known. Here, unknown event times are imputed using a data augmentation process, in which they are treated as additional parameters to be estimated. This tends to result in a massive increase in the dimensionality of the parameter space, and with that computational challenges arise. With TN-ILMs these challenges are exacerbated by the transmission network, which is latent and requires imputation. A consistency must be enforced in the generation of MCMC proposals between the transmission network and event times. Without this incorporated into the proposal mechanism, the rejection rate using M-H would be unreasonably high. As such, a specialized MCMC algorithm is required for inference of TN-ILMs.
Initialization strategy
Initialization is an important step to facilitate efficient MCMC in these models. High dimensionality and event time interdependence results in vast areas of the parameter space having near-zero posterior density, which is approximated to zero in computation. With MCMC, it may take a long time to move into, and sample from areas of the parameter space that have non-zero computationally approximated posterior mass. This would also impact adaptive tuning of transition kernel variance, and combined represent a bottleneck in achieving MCMC convergence. Our strategy is to generate many potential sets of initial values, and to select the set with the highest posterior density. Multiple Markov chains, and a higher number of initialization generations per Markov chain are recommended for higher dimensional applications of TN-ILMs. These independently initialized Markov chains allow for a more substantiated assessment of Markov chain convergence, in comparison to assessing the behaviour of a single Markov chain in isolation.
The initialization generated for each Markov chain begins with sampling a set of model parameters from their corresponding prior distributions. A set of event times is also generated based upon observation times and prior distributions for observation delays, and latent periods if applicable. Then, the posterior density is calculated for a standard ILM using these generated event times and model parameters. The posterior density calculation is iterative, and abandoned at the point in which it is no longer possible for that initialization to represent the maximum in the initialization process. The transmission source specificity introduced for TN-ILMs is not accounted for in the posterior density calculation, instead a transmission network is generated from its conditional distribution, that is, a transmission network is generated using a Gibbs sampler.
Iteration strategy
Each MCMC iteration can be broken down into several sub-steps: event time sampling, parameter sampling, and transmission network sampling.
Event times A random walk Metropolis-Hastings sampling procedure is used to sample event times from the TN-ILM posterior distribution. Specifically a bounded normal distribution is used as the transition kernel, with its mean set to the event time in the previous iteration, and with a pre-specified variance. These bounds are determined by the times of the events that are dependent through the transmission network or model structure.
The event times relevant to determining the bounds of event time proposal distributions include: the times of other state transitions by the involved individual (e.g., an individual may not transition to a removed state prior to being in an infected state); the infection and, if applicable, removal times of their transmission source (e.g., a susceptible individual may only transition to the exposed state while their transmission source is in an infected state). Similarly, if an individual transmits the disease themselves, they must be in the infected state prior to their earliest transmission, and must not be removed until after their final transmission. This ensures the transmission network remains consistent with the set of event times.
Due to event time interdependence, event time proposals are generated one at a time. The order in which event times are updated is randomized at each iteration. A decision to accept or reject proposed event times can be conducted in batches such that fewer likelihood calculations occur. Tuning of both the batch size and the variance of the bounded normal transition kernel is required for each TN-ILM application. For these proposals, a multivariate normal transition kernel is used. The covariance matrix of the transition kernel can be automatically tuned during sampling, using the adaptive sampling method of Roberts and Rosenthal (2007) .
TN-ILM parameters
Transmission network Finally, a new transmission network is updated using the Gibbs sampler. Each transmission source is sampled from a multinomial distribution corresponding to its conditional distribution. The probability vector of each multinomial distribution is generated following Equation 8, for each applicable time period using the current set of event times and model parameters.
Software implementation with Julia
We have implemented simulation and inference methods for TN-ILMs as described in Section 3 in Julia with the Pathogen.jl package. Pathogen.jl is open source and released with an MIT (Expat) license. Our description of Pathogen.jl is consistent with its v0.4.3 release.
Pathogen.jl leverages several of the features of the Julia Language. First is the ability for the user to define functions for disease state transition rates with a high level of flexibility without sacrificing performance. While Julia is an interactive language, with a familiar Read-Evaluate-Process-Loop (REPL) interface, behind that, Julia code is Just-In-Time (JIT) compiled to highly optimized machine code. In a set of benchmarks performed by Bezanson et al. (2017) , Julia was usually found to be within a factor of two in regards to computation time of equivalent C code.
Type systems are used by programming languages to structure data. Julia's type system is particularly powerful. New user-defined types are implemented without performance penalty in comparison to the basic types provided by the language. This is made no clearer than by the fact that much of Julia's features, are written in Julia itself. Julia's multiple dispatch enables both generalist and specialist function methods that are invoked based on argument type. The type system results in code that can often be common across a set of types. Pathogen.jl supports SEIR, SEI, SIR, and SI TN-ILMs, and the types provided by the Pathogen.jl package are implemented with regards to these disease model classes. With only some basic methods defined for these types or across unions of these types, higher level code such as that involved in epidemic simulation, likelihood calculations, and performing MCMC is able to be kept common across all disease model classes. This same functionality in theory would reduce the development time required to implement additional disease model classes. The types implemented by Pathogen.jl, and their hierarchy are shown in Figure 1 .
Distributed computing functionality is highly relevant, if not essential for large data applications. For TN-ILMs, this would be for modelling large populations and/or higher complexity models. Julia has been designed for simple, but powerful distributed computing. Some of this is leveraged in Pathogen.jl for conducting MCMC for TN-ILMs. Independent Markov chains are easily initialized, and ran across multiple cores, or on a high performance cluster in parallel. Figure 1 : The hierarchy of the types provided by Pathogen.jl are shown above. Type names followed by {T} indicate that that type is parametric -in all cases the type is parametrized by a subtype of EpidemicModel. Subscripts are used to indicate the kind of type: p primitive: elementary data representations; a abstract: types used for organization purposes or to invoke specific function methods but do not contain data; s struct: types that have fields containing other types.
Installing Pathogen.jl
The latest version of Pathogen is available for Julia version 1.1 and higher. It is listed on Julia's General Registry, and as such the latest stable release can be added to one's library with Pkg> add Pathogen, or the development version with Pkg> add Pathogen#master or by cloning the repository located at https: //github.com/jangevaare/Pathogen.jl. This will also install any packages required by Pathogen.jl not already installed by the user. Once installed, the package can be immediately used with using Pathogen. This entire process takes only a few seconds.
Pathogen.jl basics
Whether using Pathogen.jl for simulation or inference of TN-ILM epidemics, a population must be first defined. We represent populations in our package with a Population type. More specifically, our Population type is a struct. In Julia, a struct is a type that is composed of other types -perhaps other structs, or primitive types such as Float64 or Bool.
To construct a Population, a DataFrame containing individual specific risk factors must be specified. DataFrame is a type provided by the DataFrames.jl package, which is a dependency of Pathogen.jl. In this DataFrame, each row will represent an individual. There is also an option to provide a distance matrix when describing a population. Distance measures are common components of infectivity kernels. The distance matrix can be used to avoid repeated calculation of these distances from individual specific risk factor information. Population in Pathogen.jl is declared as struct Population risks::DataFrame distances::Union{Nothing, AbstractArray} individuals::Int64 end
The structure of TN-ILMs is described with RiskFunctions{T}, which is a collection of functions that calculate individual specific disease state transition rates. RiskFunctions{T} is a parametric struct, declared as shown below, with slightly different construction and behaviour for different values of T. Parametric structs are used throughout Pathogen.jl to provide specialization to different disease model classes. This allows for modified functionality where it is needed for the various model class implementations in otherwise common code. For instance, construction of RiskFunctions{SIR} when compared to RiskFunctions{SEIR} does not involve specification of a function describing the transition rate between exposed and infectious classes (i.e., Ω L in Equation 2).
There is full flexibility in the form of TN-ILM risk functions used in RiskFunctions{T}, as long as these risk functions follow an expected signature for their arguments. Each risk function must accept a Population, a parameter vector (AbstractVector), and an Int64 individual identifier, as arguments. Infectivity kernels are an exception to this, and must accept two Int64 individual identifiers -for infection source and infection recipient. Each risk function should return a Float64. A complete example of constructing RiskFunctions{SIR}, including the construction of the risk functions that compose it, is provided in Section 5.
The parametrization of TN-ILM risk functions is represented by a separate type, RiskParameters{T}. For each of the risk functions required by a TN-ILM, a parameter vector must be provided in RiskParameters{T}, which has been declared as: Both RiskFunctions{T} and RiskParameters{T} are subtypes of the abstract type AbstractRisk{T}, as can be seen in Figure 1 . If there are unused fields in any AbstractRisk{T} for specific model classes, those are automatically populated with nothing during construction.
Simulation with Pathogen.jl
To simplify the simulation interface, we have provided a Simulation{T} struct with Pathogen.jl.
Simulation{T}s include all of the information required to iterate and track the progression of an epidemic. Once constructed, the simulate! function is used to run the simulation, updating event times, individual disease states, and the transmission network within the Simulation{T} as appropriate. The simulate! function will iterate until a specified stop condition is met (processing time, simulation time, and/or number of iterations) or if there are no further events possible. Simulation{T} is a parametric mutable struct, which is like a parametric struct, except it allows for its values to be changed or updated. For instance, the Int64 value for iterations, shown in the type declaration below, is incremented at each iteration, which is possible because of this mutability. Explicitness about struct mutability in Julia allows for certain optimizations by the compiler when dealing with structs that do not change in composition. The use of {T} throughout the declaration of Simulation{T} ensures matching type parametrizations for all of the types that compose it. This also means that the parametrization of Simulation{T} can be inferred during its construction.
There are several ways to construct a Simulation{T}. The simplest construction method requires only specification of a Population, RiskFunctions{T}, and RiskParameters{T} for the TN-ILM. In this case, an entirely susceptible population is assumed for a starting time of 0.0 time units. The internal code of this basic Simulation{T} construction method is shown below. Individuals can start the simulation from other specified disease states and/or the simulation may have a different start times using the other construction methods (not shown). Finally, observational data can be generated from a completed Simulation using the provided observe() function, with statistical distributions specified for observation delays, in the form of UnivariateDistributions from the Distributions.jl package (Besançon et al., 2019) , another dependency of Pathogen.jl.
Inference with Pathogen.jl
As with simulation in Pathogen.jl, performing parameter estimation for TN-ILMs via MCMC requires the definition of a Population and of RiskFunctions{T}. RiskParameters are now unknown, and will be sampled from the posterior distribution through MCMC. In order to do this, specification of prior distributions for each risk parameter is first required. These priors are structured through the RiskPriors{T} type. This parametric struct has the same form as RiskParameters, but in place of each parameter value, a UnivariateDistribution must be provided.
We also must specify priors for event time data augmentation process. Currently Uniform prior distributions are supported and applied broadly through an EventExtents{T} struct. These are upper bounds on the length of time between observations of infectiousness, and the actual onset of infection, as well as the length of time between removal observations and actual removal times. For TN-ILMs that have an exposed class, a bound on the length of the latent period is also specified in use of EventExtents{T}. To construct an MCMC{T} object to perform inference, EventObservations{T}, EventExtents{T}, Population, RiskFunctions{T}, and RiskPriors{T} must all be specified. MCMC can then be initialized, using the start! function. During initialization the user must specify the number of chains to initialize, and the number of initialization attempts per chain. Each chain can be initialized on different cores. After initialization, MCMC can proceed using the iterate! function. With this function the number iterations are specified, as well as transition kernel variance for event time data augmentation. MCMC for each MarkovChain{T} can also be ran in parallel. An example of the process of performing MCMC with Pathogen.jl is provided in Section 5.
Example
In the following we present a full example using Pathogen.jl to:
• Generate an epidemic population,
• Simulate from a TN-ILM,
• Simulate observations from the epidemic, and,
• Use the observations to estimate event times, transmission network, and TN-ILM parameters via MCMC.
The source code to replicate this example exactly is included in SIR.jl.
We start by loading the various publicly available Julia packages used in the example:
using Distances, LinearAlgebra, DataFrames,
Distributions, Pathogen
We generate risk factor data for a population containing 100 individuals. A location (x and y coordinates over a 15 × 30 unit area), and an arbitrary Gamma(α = 1, β = 1) distributed risk factor: n = 100 risks = DataFrame(x = rand(Uniform(0, 15), n), y = rand(Uniform(0, 30), n), riskfactor1 = rand(Gamma(), n))
We pre-calculate Euclidean distances between individuals in a distance matrix, which is used in the specification of a We specify starting states for each of the 100 individuals. We set individual 1 as infectious at the start of the epidemic, and the remaining 99 individuals as susceptible. We then organize our population, the risk functions and their parameterizations, and these starting states into a Simulation struct. We then run the simulation until a simulation length ≥ 200 time units is reached. starting_states = append!([State_I], fill(State_S, n-1)) sim = Simulation(pop, starting_states, rf, rparams) simulate!(sim, tmax=200.0)
The simulated epidemic can be explored visually. For our example, plots are generated in Julia using Plots.jl (Breloff, 2015) with the GR plotting backend (Heinen et al., 1985 (Heinen et al., -2019 , with plot recipes provided in Pathogen.jl. An epidemic curve can be generated from an Events{T} object, such as the one within our Simulation{T}, with p1 = plot(sim.events) and transmission network plots showing the disease states of individuals at specified times, with p2=plot(sim.transmission_network, sim.population, sim.events, 0.0, title="Time = 0") . . . From the simulated epidemic, observations can be generated, with statistical distributions used for the generation of observation delay. The optional force=true keyword argument is used to bound the infection observation delay such that an infection observation is guaranteed (i.e., an individual can't move to the removed state undetected). obs = observe(sim, Uniform(0.5, 2.5), Uniform(0.5, 2.5), force=true)
With observational data, inference for a specified model can be conducted. For our example, we will assume the model structure is known, and reuse the set of risk functions we declared for the epidemic simulation. For each parameter value, a prior distribution must be specified before commencing MCMC. We must also specify priors for our event times through EventExtents. MCMC will now be initialized, following the initialization strategy detailed in Section 3.4, with: mcmc = MCMC(obs, ee, pop, rf, rpriors) start!(mcmc, attempts=50000)
We then perform 50k iterations (second positional argument) for the initialized Markov chain using the iterate! function. Here, we elected to batch event time data augmentation into 5 sets (specified with event_batches keyword argument), with a transition kernel variance of 1.0 for each event time (third positional argument). We also condition event time augmentation on the previous transmission network (specified with condition_on_network keyword argument). 50k iterations in this manner required approximately 30 minutes on a computer with an Intel 2.7 GHz i7-3740QM processor. For applications to real world data, or for simulations with real world application, longer runs by multiple chains is advised in order to validate convergence.
iterate!(mcmc, 50000, 1.0, condition_on_network=true, event_batches=5)
Once MCMC is completed, parameter and event time traces can be converted into Arrays, and summarized using conventional array and statistics functionality in Julia. We provide convenient plotting functions for visualizing MCMC and posterior distributions, yielding the plots seen in The TransmissionNetworkPosterior or TNPosterior type for short, is used to represent the posterior distribution of Transmission Networks, which can be plotted or analyzed by other means. Figure 4 shows such a plot, and can be generated with: p1 = plot(sim.transmission_network, sim.population, title="True Transmission\nNetwork", framestyle=:box) tnp = TNPosterior(mcmc.markov_chains [1] .transmission_network[10000:20:50000]) p2 = plot(tnp, sim.population, title="Transmission Network\nPosterior Distribution", framestyle=:box) plot(p1, p2, layout=(1, 2)) Credible intervals and point estimates can also be calculated for TN-ILM parameters and event times from the MCMC samples. Where the rows are the mean, and lower and upper bounds of the 95% credible interval for each of the three TN-ILM parameters. In our example, the parameter values that were used to generate the epidemic simulation were 0.0001, 4.0, and 0.1, and are all well contained in the credible intervals.
Future work
In the future, we hope to increase the feature set of Pathogen.jl to include TN-ILMs incorporating timevarying disease state transition rates. The flexibility of Pathogen.jl could be explored further through the use of Artificial Neural Networks for one or more rate describing functions, similar to what has been done with Neural Differential Equations with DiffEqFlux.jl (Rackauckas et al., 2019) . Providing simulation and inference capabilities for phylodynamic ILMs is also of particular interest. Additional inference methods may also be added, such as Approximate Bayesian Computation. Beyond these, as the Julia package ecosystem continues to mature, integration with other Julia packages will be prioritized. While not only reducing the codebase of Pathogen.jl, this process will present opportunity to add features, increase generality, improve performance, and improve usability of the package.
