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ABSTRACT
The content of this thesis is grouped into four separate 
contributions to the field of Surface Physics.
a) Critical Point Nucleation Theory. A theory of nucleation 
of metastable liquids or gases near the critical point is 
presented. The Cahn-Hilliard theory of inhomogeneous systems 
is combined with Widom's theory of the free energy of uniform 
fluids in the two phase region near the critical point, to 
find the free energy W of formation of a critical nucleus
in this region. By introducing an experimental criterion 
on W for the condensation of a metastable gas, we are able 
to calculate the metastability limit as a function of 
temperature, and to compare it with the experimental results 
of Dahl and Moldover, and a theory of Eggington.
b) Physical Theory of Surface Tension. We apply the 
Lifshitz' theory of van der Waals forces to the inhomogeneity 
created by the diffuse region in a fluid interface. This 
enables us to discuss the reason for the stability of the 
diffuse interface, and to calculate surface tensions and 
interface widths to within the correct order of magnitude,
as a function of temperature near the critical point. As 
with other continuum theories of the diffuse interface, our 
theory will not reduce to the low temperature "sharp inter­
face" limit. However it has a much sounder physical basis, 
and avoids the mean field approximation which is usually 
the starting point for alternative theories.
c) Interaction Theory of Fibrous Bed Filtration. A 
fundamental theory of the coalescence of emulsion droplets 
in fibrous bed filters is presented by considering the 
interaction of droplets with fibres and with other free 
and attached droplets. It is possible to explain why some 
filters work and others do not, and to present some 
predictions which can be tested by experiment. The 
experiments of Sareen, which are the only known experiments
on filters with controlled and known electrolyte concentrations
(viii)
in general support our theory.
d) Interaction of Adsorbed Molecules. We apply Lifshitz' 
theory of van der Waals forces to the problem of the 
interaction of two dipoles and a plane. This is used as a 
model for the interaction of molecules in a two dimensional 
gas adsorbed on the surface of a solid substrate. It is 
shown that the critical temperature of this gas is different 
from that normally calculated by applying dimensional 
considerations to the known three dimensional gas critical 
temperature.
CHAPTER I NUCLEATION THEORY NEAR THE CRITICAL POINT.
REVIEW OF RELEVANT THEORY
(1.1) Introduction
Many recent developments both theoretically and 
experimentally in the field of critical phenomena in fluids 
have given us a greater understanding of the problems involved 
than at any time in the past. Thermodynamic quantities such 
as specific heat, compressibility, density, surface tension 
have been found to diverge or disappear at the critical 
point, and appear to follow a power law behaviour with 
temperature AT = T -T. The critical exponents which 
characterise this behaviour, if they exist, have been assumed 
to be the same for all systems regardless of the nature of the 
interparticle forces involved. These exponents have been 
shown to obey rigorous thermodynamic inequalities
and physically based equalities called 
scaling laws (Fisher, 1964, Widom, 1965a, Kadanoff, 1966,
1967, Cooper, 1971, Wilson, 1971, Wilson and Fisher, 1971).
Now the Frenkel-Band (1939) theory of imperfect gases is 
based mainly upon the theory of nucleation of liquid droplets 
in vapours. This theory was extended to the critical point 
by Fisher (1967), but in general the nucleation theory has 
not been considered in this region of the fluid. It is the 
aim of this work to review the present state of the theory 
of nucleation as it has been developed in recent years, and 
to consider the possibility of extending the theory to the 
critical point. Since our first attempt (Sarkies and 
Frankel, 1971) to do this, Eggington et al. (1971) published
a paper on the Fisher theory, and Dahl and Moldover (1971)3carried out some experiments in liquid He . In chapter two 
we will present our own theory of nucleation and compare 
it with the Eggington theory, and Dahl and Moldover's 
experimental results. We conclude that more experimental 
and theoretical work is needed in order to gain some better 
understanding of this area of critical phenomena.
In this chapter we shall review the kinetic theory of
★Rushbrooke, G.S. (19 6 3) J. Chem. Phys. 39^ , 842 .
Griffiths, R.B. (1965) J. Chem. Phys. 43, 1958.
2nucleation which allows us to calculate the number of nucleii 
per unit volume per unit time formed in a metastable fluid. 
Then we shall consider several ways of calculating the free 
energy of nucleii of various sizes. Finally we review the 
theory of Widom (1965b) which describes the free energies 
of fluids near their critical points.
(1.2) Physics and Applications of the Nucleation Process
When a vapour is cooled below its condensation point it 
usually remains metastable for short periods of time before 
condensing to the liquid phase. This is a nonequilibrium 
process which cannot be handled by equilibrium statistical 
mechanics. The transformation from vapour to liquid begins 
with the formation of microscopic liquid droplets called 
nucleii on surfaces, impurities such as dust particles, or 
spontaneously. The creation of nucleii on surfaces or 
impurities is called heterogenous nucleation and the 
spontaneous creation of nucleii is homogeneous nucleation.
We shall be considering only the latter process in these two 
chapters as it is the simplest case with which to begin our 
work. It occurs mainly in high speed wind tunnels and jet 
streams where a sudden expansion of vapour causes adiabatic 
cooling below the condensation point. Heterogenous nucleation 
is negligible here because of the great rapidity of the 
cooling process and the small number of nucleating centres 
(dust particles).
A metastable vapour is prevented from condensing by 
the presence of an energy barrier to the formation of nucleii. 
This barrier arises from the fact that the pressure inside 
the nucleii is greater than the outside vapour pressure 
(Thompson, 1871) and the nucleii evaporate (Gibbs, 1878).
By increasing the vapour pressure or the radius of the 
nucleus, a point is reached where the two pressures are 
balanced and a critical nucleus is formed. Past this 
point the nucleus grows until it is limited in size by the 
amount of vapour present. Thus there is a finite probability 
that any density or temperature fluctuation will cause
3condensation, but this probability is generally small. As
the supersaturation or degree of metastability (usually
defined as the ratio of actual pressure to the vapour pressure
at the same temperature) increases, the critical nucleus
becomes smaller and the probability of condensation increases.
This is observed as an increase in the rate J of thes
formation of nucleii. Eventually by increasing the super­
saturation, a point is reached where the rate appears to 
increase rapidly from almost zero to very large values.
Thus the condensation point is very well defined and is 
experimentally reproducible.
The theory of nucleation is impörtant in many practical 
situations. Vapour nucleation occurs in supersonic wind 
tunnels and affects pressures and flow characteristics of 
the airstream, especially near sharp surfaces on the models 
being studied (Wegener and Mack, 1958). This hampers the 
experimental testing of aerodynamic theories. Condensation 
phenomena also occur in the formation of clouds and rain 
(Latham, 1969), and are obviously of extreme importance in 
meteorology. Also some industrial distillation columns 
operate very near the critical point in order to save costs 
in refrigeration (Gerster, Slack and Harrison, 1966). This 
is done when the critical point of the liquids involved is 
close to or below room temperature. It may be possible to 
increase the efficiency of these columns by gaining a better 
understanding of the phase transformations involved.
Finally, by certain modifications to the theory (which we 
shall not consider here), we may extend our interest to the 
nucleation of immiscible liquids near the miscibility 
point, nucleation of crystals from solution and nucleation 
of separating phases from solid solutions. These 
phenomena have applications in steel manufacture (Bradley, 
1951, Hollomon and Turnbull, 1953, La Mer, Pound and Reiss, 
1952), formation of colloid suspensions and emulsions, 
polymers (Price, 1961), and growth of semiconductor crystals 
(e.g. Gutzow and Toschev, 1970).
4(1.3) Classical Theory of Nucleation
Any theory of nucleation falls naturally into two 
parts; kinetic theory and the theory of free energy of the 
nucleii. The kinetic theory; which yields a nucleation 
rate (defined as the number of visible macroscopic nucleii 
formed per second), in terms of the free energy and size 
of the critical nucleus. The kinetic theory was put forward 
in 1927 by Farkas who worked from a oroposition of Volmer 
and Weber (1925) that droplets would form by the association 
of molecules to form nucleii. The growth of the nucleus 
was then determined by the rates of evaporation and 
impingement of the molecules upon the nucleus. Farkas 
showed that the growth of the droplets followed a random 
walk through different size classes in a field of force, 
giving a nucleation rate
Jg = exp(-AG/kT) (1.1)
where AG is the free energy of formation of a critical 
nucleus. The theory was further developed by Becker and 
Doering (1935), Volmer (1939) and Zeldovich (1942) who 
proposed the full nucleation equation
3Ni
3t (C. N. +E., N .. ) -l-i l-i l+i l+i (CiNi+EiNi) (1 .2)
This states that the rate of change of the concentration INF 
of nucleii having i molecules is equal to the difference 
between the rate of creation of nucleii and the rate of 
destruction of nucleii. C. and E. are the rates ofl l
condensation and evaporation respectively. The equilibrium 
distribution of nucleii of i molecules is given by the 
Boltzman equation
n^ = ni exp(-AG^/kT) (1.3)
where n is the density of monomer (initial density of the 
vapour). The nucleation rate from eq.(1.2) is (MacDonald, 
1962) :
5Js
ivi _ i{i£ (C.n.) } (1.4)
where M is the maximum size of nucleus which is allowed to 
form, and n^ is given by eq. (1.3) . Note that N^ is a non 
equilibrium concentration of nucleii, and does not equal 
n^. This only happens when INF =0 . The nucleation rate in 
eq.(1.4) is given for equilibrium situations only, the 
extension to non equilibrium being immediate (Frish, 1957, 
Frish and earlier, 1971). Now AG^ has a maximum value due
to the balancing of the vapour pressures inside and outside
*
the nucleus (sect. 1.2) and there is some i=i , the critical
size, at which n. is a minimum. Because n. 1 falls away
1 * 1
very rapidly as i moves away from i , we may convert the 
sum in eq. (1.4) to an integral and use the steepest 
descents approximation (Reiss, 1970) to get
V2
,2ikT l exp(-AG.*/kT)
8 2 AG
Ci*n i 8i
1 (1.5)
i=i
The difference between this eq. (1.5) and that of Farkas 
eq. (1.1) is the Zeldovich non equilibrium factor. This says 
that critical nucleii are still able to evaporate (Feder 
et al. 1966). Cohen (1970) shows that this approximation 
eq. (1.5) to eq. (1.4) is accurate to 1% in all ohysical 
situations.
Now the free energy of formation AG^ of a nucleus is 
rather more difficult to calculate. There are several 
different theories which yield a value for this. The first 
of these is the classical theory of Gibbs (1878) who writes 
the free energy simply as the sum of the free energy of a 
bulk liquid and the surface free energy
AGi = i nr3 (f^-f ) + 4Trr2a (1.6)
where a is the surface tension of a flat interface, r is 
the radius of the nucleus and f^, f are the free energies 
of liquid and gas respectively. In general this a is 
dependent upon radius of the nucleus and supersaturation
6(Cahn and Hilliard, 1959) and its evaluation is a major 
problem of nucleation theory. Exact determination is 
impossible apart from a full statistical determination of 
the free energy of the nucleii. Now the dependence of this 
classical free energy upon the supersaturation S may be 
found by equating the chemical ootentials of the liquid 
and vapour
f»-f = -pkTtn(p'/p) = -pkT£n(S) (1.7)t g
where S = p'/P^ p' is the saturation vapour pressure on the 
coexistence curve, and p is the actual supersaturated vapour 
pressure. The maximum in AG(r) exists for S>1 and occurs at
r = 2a/pkTf.n(S)
with
AG (r*) = — ------ (1.8)
3 [pkTtn(S)]2
This gives a reasonably good agreement with experiment in 
many cases (Volmer and Flood, 1934, Katz and Ostermeier,
1967, Jaeger, Willson, Hill and Russel, 1969, Dawson,
Willson, Hill and Russel, 1969, Kasner and Schmidt, 1966).
Lothe and Pound (1961, 1966, 1968) then introduced 
several extra corrections to the classical free energy of 
the nucleii. These were the free energy required to compress 
the fluid in the nucleus from the saturated pressure p' 
to the actual pressure p (Courtney, 1961, 1962, 1963); 
the free energy required to seuarate a group of i molecules 
from a larger ensemble; and the translational and rotational 
energies of the nucleii. The net effect of these contributions 
was to increase the classical nucleation rate by a factor
1 7of 10 , and consequently to predict a smaller critical
supersaturation or metastability limit at which condensation 
is observed. This agreed with some experimental results 
(Jaeger et al. 1969) notably those of non polar liquids.
7Reiss and Katz (1967) proposed a self consistent 
statistical mechanical treatment by working directly from 
the partition function for an n-mer. From this they derived 
the classical free energy plus a small correction which 
changed the classical nucleation rate very little (Reiss, 
Katz and Cohen, 1968).
Finally Abraham (1968) worked on the suggestion that 
the surface tension of the curved surfaces of the nucleii 
was not equal to that of a flat interface (as was usually 
supposed) and he proposed a phenomenological procedure for 
finding the correct value. He began with the Frenkel 
(1939) and Band (1939) model of an imperfect gas which was 
assumed to be made up of a perfect gas mixture of tiny 
non-interacting droplets of liquid (see also Stillinger 
1963). These droplets form in exactly the same way as 
the nucleii considered in nucleation theory, and their free 
energy and distribution over the different size classes 
is calculated in a similar fashion. Abraham (1969) noted 
that the equation of state of a gas modeled in this way 
was a known function of the surface tension of the droplets. 
By assuming it to be independent of the radius for very 
small droplets, he calculated the surface tension in terms 
of the equation of state. Recent calculations by Binder 
and Stauffer (1972) show this to be a reasonably good 
assumption for the lattice gas. The numerical calculations 
of nucleation rates by Abraham were in very good agreement 
with experiment provided the system was far from the 
critical point.
In the next section we shall consider the theory of 
nucleation advanced by Cahn and Hilliard (1959). This 
involves no assumption about the surface tension of the 
droplets, but calculates it on the basis of a theory of 
continuum inhomogeneous fluids.
(1.4) The Theory of Surface Tension due to Cahn and 
Hilliard (1958)
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Consider a continuum fluid of density p which has a 
Helmholtz free energy density f (p). Suppose that an 
inhomogeneity occurs in the fluid so that the density is 
now p(r). Then we assume that the new free energy density 
f(p) may be expanded in a Taylor series in the density 
gradients, viz:
f(p,Vp,V2p,...) = fo (p) + K j V2 p + K 2 (Vp)2 + ... (1.9)
The term in Vp has been omitted on the basis of symmetry 
under reflection (see however Hirth, Tiller and Pound,
1970, who object to this procedure). If we neglect higher 
order terms, we may write the total free energy as
F = / fd3r = / {fo (p) +K(Vp)2}d3r (1.10)
where
K
and f (p) is the free energy density of a homogeneous 
fluid having uniform density p. Widom (1965a) however 
points out that because f (p) assumes values for a fluid 
in the unstable region, only the "self energy"
F = / f (p)d3r (1.11)o V ° ~
has a physical meaning. The constant k is unfortunately 
indeterminate and may in fact be a complicated function of 
density and/or temperature (Rice, 1960, Parlange, 1968).
This is one of the major difficulties with the theory.
Now consider a liquid-vapour interface as shown in 
fig.l. The origin is taken to be just the Gibbs dividing 
surface defined by the conditions
8k
äp- + K
9p£Vt + PgVg
V„ + V JL g
(1 .12)
where N and V are both constant. Here the subscript l  refers 
to the liquid and g refers to the vapour. The surface 
tension of this system is the difference per unit area 
between the total Helmholtz free energy of the inhomogeneous 
system, and that of a hypothetical system which is 
homogeneous up to the Gibbs dividing surface. Thus
00 j 2 -I
a = {f0 (p(z)) + k (j £-) - |(f£+f ))dz (1.13)
where f^ and f are the Helmholtz free energy densities of 
the liquid and vapour respectively. Minimizing a with 
respect to small variations in the density profile p(z) 
yields the Euler equation
1 = dz ( 3 (dp/dz) j (1*14)
where
I = Af(p)+K(|H.) and Af (p) = fQ (p) - j(f£+f )
Thus the density profile is given by
dp = ,Af(pK1/2
dz ' k ' (1.15)
and the surface tension is
P„r 1/2
o = 2 f  g {KAf (p) } dz (1.16)
pl
Provided we know k and f (p), we are able to deduce theo
interface profile from eq.(1.15), and the surface tension 
from eq.(1.16). This gives values of a which, when compared 
with experiment, are at least as good as those of previous 
theories (Tolman, 1949, Hill, 1952) based on continuum 
models. Close to the critical point the Cahn-Hilliard
10
theory is theoretically capable of much better results. The 
higher order terms in eq.(1.9) are negligible due to the 
small density gradients, and the long range correlation 
effects are implicitly accounted for in the known Helmholtz 
free energy density f (Strickfaden and de Sobrino, 1970).
The basic difficulty with this theory is that the 
functional dependence of k on density and temperature is 
completely unknown except in models such as the van der 
Waals gas, where it is constant (Cahn and Hilliard, 1959). 
Most workers have assumed it to be independent of density 
in a real gas, while Parlange (1968) and Fisk and Widom 
(1969) assume it to have a slight dependence upon T -T, 
so that k diverges weakly as T-*Tc. This aligns the Cahn- 
Hilliard theory with the accepted scaling laws. Lebowitz 
and Percus (1963) managed to derive a free energy expansion 
similar to that of eq. (1.9) for the free energy of an 
inhomogeneous system using a functional Taylor series 
expansion of local thermodynamical quantities. Unfortunately 
their coefficients are given in terms of the pair correlation 
function and are impossible to calculate as a function of 
density and temperature at the present time. However they 
do show that k is generally not a constant. This aspect 
will be studied in more detail in sect. (3.3).
Another problem is the need for a sufficiently accurate 
free energy density near the critical point which may be 
analytically continued into the unstable two phase region 
of the fluid. The van der Waals equation of state is too 
crude a model to be of any use in this theory. At the 
present time it is possible to use an equation of state 
which is scaled correctly to all the thermodynamic functions 
near the critical point (Widom, 1965b), but which is still 
not sufficiently accurate to be of much use with Cahn and 
Hilliard's theory (Fisk and Widom, 1969). We shall consider 
this aspect in sect. (1.6).
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(1.5) The Cahn-Hilliard Theory of Nucleation
Using the expression eq. (1.10) we may evaluate the 
free energy of any droplet in a homogeneous background 
phase of vapour. Suppose the vapour is in a metastable state. 
Then droplets may grow to a macroscopic size by an infinite 
number of paths in the volume-radius plane. Physically 
they would be expected to follow only one path of minimum 
energy. This path will have an energy barrier dependent 
upon the supersaturation ratio of the vapour, and the critical 
nucleus will have the maximum energy on this path. The 
energy of this critical nucleus may be calculated directly 
using Cahn and Hilliard's (1958) theory of inhomogeneous 
fluids described above. Thus the artificial constraints 
that the droplets must have a sharp boundary between liquid 
and vapour phases, and a surface tension appropriate to a 
planar interface, are removed.
Consider a nucleus formed by a density fluctuation 
p(r) in a metastable vapour of density p. Because the 
total number of molecules is a constant, we may write
that is pQ decreases as the nucleii use up the vapour.
Because the number of molecules is effectively infinite,
we shall assume p to be constant. Now we defineo
Then by eqs.(l.lO), (1.17) and (1.18), the work of formation 
of nucleus is
I (p-p)d3r = 0JV o — (1.17)
3f
Af'(p) = f (p) - f (p ) - (p-p )-^-| o o Ko K K o 3 p  1 po
(1.18)
(1.19)
The critical nucleus occurs when W has an extremal with 
respect to variations in p(r). Assuming spherical symmetry, 
we get
12
2 3 IC
2 k V p + 1^-  ( V p )
2 9 Af '
9p (1 .20)
with
W = 4tr/ {Af' + k (— ■) } r 2dr o dr (1 .21)
From these equations, the following general properties of 
nucleii may be derived
a) At low supersaturations where P0~PS ' the critical 
nucleus resembles that of Gibbs classical theory in that
(i) The density at the centre of the nucleus approaches
that of the liquid
(ii) The surface tension approaches that of a flat 
interface
(iii) The radius of the nucleus approaches infinity.
b) Near the critical point, the work of formation W of the 
critical nucleus at a given scaled supersaturation 
defined by z = (P0”PS)/ (p£"Pg) approaches zero in a 
van der Waals gas.
2 2 •c) Near the spinodal curve 9 G/9V = 0 (see fig.2), the 
radius of the critical nucleus approaches infinity,
and the density at the centre of the nucleus approaches 
zero so that the work of formation W approaches zero.
So far we have considered vapour condensation for 
simplicity. However it is possible by a simple change of 
notation to apply Cahn and Hilliard's (1958, 1959) theory 
to bubbles forming in liquids (cavitation) and to liquid 
and solid solutions. When considering solid solutions, it 
is interesting to note that the very slow speed of 
separation of phases allows us to consider a "supersaturation" 
well inside the unstable region (see fig.2). This spinodal 
region is defined by 92G/9V2 < 0, (see fig.2) where G is 
the Gibbs free energy of the fluids. Gibbs showed that 
the solution would be unstable to all infinitesimal 
composition fluctuations spread over a large volume. These 
give rise to the phenomenon of spinodal decomposition 
(Cahn 1961, 1965) which is observed in glasses on cooling 
from the melt (Nielsen, 1969). Although very different in
13
nature to nucleation, property (cj of critical nuclei! 
shows that nucleation theory goes naturally over to 
spinodal decomposition as the spinodal is crossed. This 
is in contrast to classical theories where a barrier to 
nucleation exists in the spinodal region (Becker, 1938, 
Hobstetter, 1949).
Cahn and Hilliard (1959) did not consider the 
calculation of nucleation rates in their treatment. Instead 
they supposed on the basis of experimental measurements 
made in liquid-vapour systems far from T , that a gas 
would condense when the work of formation of a critical 
nucleus fell below about 60kT. This is true if the 
nucleation rate is given by eq.(l). However the Zeldovich 
non equilibrium factor (eq.5) has not been taken into 
consideration. Cahn and Hilliard have made no provision 
for determinations of 3^AG /3i'|_*, and so their theory 
is lacking in this respect. We shall consider this 
aspect in more detail in chapter 2.
(1.6) Widom's Theory of the Free Energy of Fluids near 
the Critical Point
We have already mentioned briefly the equation of state 
near the critical point as postulated by Widom (1965b).
This has received much attention lately (Griffiths, 1967) 
and has been verified by Cooper (1968), and extended by 
him to regions further out from the critical region 
(Cooper, 1971).
We may write the van der Waals equation of state in 
terms of the chemical potential y:
y (p,T)-p (pc,T) = (P-Pc) (T-t (p) ) 4> (1.22)
where $ is a constant and i(p) = Tc-a|p-pc| 7 is the 
temperature along the coexistence curve. In real fluids 
$ is a function of temperature and density. Widom 
conjectures that asymptotically to the critical point $
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will be mathematically homogeneous in T-T and T -i(p), 
and of degree y-1. Thus
<Mx,y) = y' $ (x/y , 1)
= xY 4>(l,y/x) , x < 0
= (-x)1 1$(-l,-y/x) , x < 0 (1.23)
If we define j (o)) = $(-1,-oj), then eq.(1.22) becomes
T -T (p)
y(p)-y(p ) = (p-p ) (T-x (p) ) (T-T)y j (  ^_-,j— ) (1.24)
 ^ c
The function j(o)J must satisfy the following thermodynamic 
constraints.
(i) j (1) exists (coexistence curve o)=l).
(ii) (l-o)) j' (o)) does not diverge as o)-*l.
(iii) (l—cu) j (a)) is analytic in o)2  ^ at w=0 .
(iv) j (cü)/j (1) is positive for 0mjü<_1 .
(v) Thermodynamic quantities derived from eq.(1.24) 
must obey experimental scaling laws.
Cooper (1971) extended the Widom theory to regions further 
away from the critical point by making j (u)) into a series 
of similar functions. However it is of no use for our 
purposes of finding a free energy near the critical point. 
Griffiths (1967) has considered very closely the different 
types of functions j(m) likely to satisfy the above 
conditions in various systems. His considerations are mainly 
concerned with ferromagnetic systems, although they are 
readily extended to liquids and gases. Fisk and Widom 
(1969) in their theory of surface tensions postulated a 
suitable form for j(m), viz:
(1-0)) j (03) / j (1) = J (1-0) Z ) (1.25)
This was an arbitrary choice, but it agreed with most 
experimental thermodynamic quantities, and it satisfied
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all the conditions on 3 (00) given earlier. However y was 
not analytic on the critical isotherm oj=0 . This problem 
was ignored as being of no concern to calculations 
performed inside the metastable and unstable regions, as 
with Cahn and Hilliard's theory. However it shows u p a 
basic flaw with the choice of eq.il.25), as the exact 
functional form of j (w) seems to be very critical. The 
agreement of Fisk and Widom's theory of surface tension 
with experiment was not very good. This could be due to 
either the lack of knowledge about the parameter k in 
Cahn and Hilliard's theory, the fact that higher terms in 
Cooper's (1970) expansion of the equation of state are 
ignored, or the problem of choosing the correct j (to) 
form. Fisk and Widom showed that by changing j(0 ) slightly, 
it was possible to vary surface tensions by as much as 
50%. This is a major difficulty with the theory of 
Widom (1965b) in practical calculations.
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CHAPTER 2 CRITICAL POINT NUCLEATION THEORY
(2.1) Introduction
In the first chapter we reviewed the relevant theories 
of nucleation and critical phenomena which will allow us 
to study nucleation near the critical point. In this 
chapter we will concentrate on the theory of nucleation 
in the critical region, as it was initiated by us (Sarkies 
and Frankel, 1971) and further developed by Eggington et al. 
(1971) using Fisher's (1967) modification of the Frenkel- 
Band theory of imperfect gases (Frenkel, 1939, Band 1939).
We then point out the differences between the two theories 
and compare them with the experiments of Dahl and3Moldover (1971) for the nucleation of He vapours near 
the critical point. This leads to some very interesting 
conclusions.
(2.2) The Frenkel-Band Theory of Imperfect Gases, and 
Fisher's Theory
Frenkel (1939) and Band (1939) independently proposed 
a model based on nucleation theory for the equation of 
state of an imperfect gas. The gas is supposed to be made 
up of a perfect gas mixture of non interacting droplets 
which are created and destroyed by monomolecular 
impingement and evaporation. The free energy of these 
droplets is taken to be just that of a bulk liquid plus 
the surface free energy, as in eq. (1.6) . At any temperature 
and pressure, the droplets are scattered throughout different 
size classes according to eq.(1.3) and the gas is in a 
dynamic equilibrium. Thus the total pressure and free 
energy of the gas is just the sum of partial pressures 
and free energies of the perfect gas mixture.
Fisher (1967) applied this model to a gas near the 
critical point in attempting to understand the critical 
behaviour of the various thermodynamic quantities in real 
gases (The thermodynamic quantities were expressed as a
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summation over the various droplet size classes). He 
postulated that the free energy of a small droplet containing 
l molecules at temperature T could be represented by the 
scaled form
AG. = i (y-y ) + i°kT£n(x) + ikT£n(i) (2.1)
The first term is just the bulk free energy of the
droplets. The second term is a surface free energy. This
is assumed to have a different functional dependence on l
2to that of a flat interface where o = -j . Here 
ln(x)a(1-T/T ). The third term represents a translational 
and rotational free energy similar to the one introduced 
by Lothe and Pound (1962, 1968). The critical exponents 
o and t are to be calculated from scaling laws which 
relate the exponents to the known thermodynamic critical 
exponents through the sum over partial pressures. This 
model has been examined in detail by Kiang and Stauffer 
(1970) and modified by Reatto (1970) and Kadanoff (1970).
The agreement with experiment and the accepted scaling 
laws is good, but only at temperatures below T . Above 
T^ some unphysical discontinuities appear.
Subsequent to the publication of our own work (Sarkies 
and Frankel, 1971) on nucleation theory, Eggington, Kiang, 
Stauffer and Walker (1971) used Fisher's theory of critical 
phenomena to calculate nucleation rates near the critical 
point. It is important to examine their calculations in 
detail. Fisher's free energy eq.(2.1) was used with the 
nucleation rate eq.(1.4) and a monomolecular impingement 
rate
C, = l?-,ImkT) S. = A  S i° (2.2)1 P 1 P 2
where p is the supersaturated vapour pressure, m is the 
mass of a molecule, S^ is the surface area of a nucleus 
and S is constant. Eggington et al. then defined a 
scaled supersaturation parameter
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y-u
k T [In (x)]77Ö
y - y ,
(T -T)C
V o (2.3)
which indicates how far the state is into the interior of 
the metastable region. On the coexistence curve y=pg 
and A=0. Now using the scaling laws (Fisher, 1967)
~ 1 2 + -rT0 66 (2.4)
converting the sum in e q . (1.4) to an integral and using 
the steepest descents approximation gives
J o c ( A T )  V  + 1-a)/oA (T+i-3a/a,/oexD(_BA-o/(‘-a)) (2.5)
where B is a constant. Thus for constant A, and the typical 
values i=2.2, o=.635, we have
J VAT) s (2 .6)
Thus the nucleation rate slows down as T->T , and thec
corresponding metastability limit occurs at a larger
supersaturation. Eggington et al. also showed that the
critical exponent for the nucleation rate increased to
6.8 if multimolecular clusters of a size the order of
correlation length £a(AT) V were to impinge or evaporate
from the nucleus. Note that this temperature dependence
of J on AT comes from two sources; the Zeldovich non s
equilibrium factor (eq.1.5)
Ch *n^ ( V gl 8i2 O  1/227TkT j
(2.7)
and also the translation-rotation contribution -xkTf.n(i) 
to the free energy eq.(2.1).
(2.3) The Sarkies-Frankel (1971) Scaling Theory of Nucleation
In our contribution to the theory of nucleation near 
the critical point, (Sarkies and Frankel, 1971) we 
combined the Cahn-Hilliard (1959) theory of nucleation with
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Widom's (1965b) equation of state to find the condition for 
metastability in realistic liquid-gas systems.
We have already discussed Widom's (1965b) equation of 
state, eq. (1.22), but it is still necessary to choose an 
appropriate function to represent the behaviour in the 
unstable coexistence region of the fluid. It is possible 
to generalize the function (eq.1.25) chosen by Fisk and 
Widom (1969) to the form
(1-oj) j (w)/j (1) = i(l-üj^) (2.8)
where y is the critical exponent for the isothermal 
compressibility. This can be shown to have the same 
behaviour as e q . (1.25) only if 6 is an integer .* We take 
6 to have the value 5 in real liquids (Gunton and 
Buckingham, 1968, Stell, 1968, McCoy and W u , 1968,
Frankel, 1969) and the value 3 in van der Waals liquids. 
Then y is related to 6 by the scaling law (Fisher, 1964)
Y = (6-Dß (2.9)
If we define
. a 32 = ( - ^  (p-pc )
and
g(z) = y (z ‘/ 3-1) j (z‘/ß )/j (1) (2 .10)
then
u-u c
(AT) 13+7 zg (z)j (1) (2 .11)
Here the scaling of the chemical potential is shown very 
clearly. Also the choice of j(m) in eq. (2.8) becomes
r \ <5- 1 ig (z) = z - 1 (2 .12)
Condition (iii) on p.14 is not satisfied when 6 is not an integer
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At the coexistence curve z=l, and at the spinodal curve
z=z we have s
(2.13)
or equivalently
^g(z) = Q
8z^
so
z = fiVl.»-«)s
The curves of constant z are just curves in the coexistence 
region with a common axis through the critical point.
p“pc = -J <VT,ea
This scaled supersaturation is effectively the same as that 
of Eggington et al. (1971). Consider the curves z=constant.
Then by eq.(2.U) we have
= (u-yG )-(Mg-yc )cc(AT)ß+Y (2.14)
Putting this into the expression for A eq.(2.3) gives
A oc (AT) ß+Y"x/ö = (AT)ß_ß6+Y = constant (2.15)
by the scaling relations a = 1/36, y = (6-1)3. Thus A 
differs from z only by constant factors.
Now in the nucleation equation of Cahn and Hilliard 
(1959) eq.(1.20), we may assume spherical symmetry and 
write
K = K (AT)“nV o
after Parlange (1968) and Fisk and Widom (1969). This forces
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the Cahn-Hilliard theory of surface tension to agree with 
the accepted scaling laws (Widom, 1965a). Here v is the 
critical exponent for the correlation length and n is that 
for the correlation functions. Eg.(1.20) now becomes
2k / 9 1 P , 2_ 9_p.r» 2 r Or Or y - y.
(2.16)
where p = p (r) is the density at a radial distance r from 
the centre of the nucleus, and y = 9Af/9p is the chemical 
potential. yQ is the chemical potential of the background 
phase of density p . Now using the definition of z in 
eq. (2.10) , and defining a scaled radial distance r' such 
that
r _ r . /2 k Y 
V i d ) (AT) Y//^
>-0v
OJ
\-1 (AT) _V
‘ V j (1)
where y = (2-g)\) , we may write eq. (2.16) as
92 z + 2 9z
9r ' 2 r ' 9r'
= zg (z) - zQg(zQ) (2
, 6 6 . , . = (z -zo ) - (z-z0)
with the boundary conditions 9z/9r'->0, z ^ z 0 as r_>0° and
9z/9r' ->0 as r ' ->-0 . This is the equation which must be
solved to find the shape of the critical nucleus. The
asymptotic solution for large distance r ' -*00 is obtained 
by expanding the right hand side of eq. (2.17) about z = z q
exp(r'Voz  ^ - 1)
z-zq ~ (const) -------- p --------  (2.18)
This equation will prove useful for numerical calculations. 
The work of formation of the critical nucleus (eq.1.21) 
becomes
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W ( A T ) ^ VIc(zo) (2.19)
where
I (z ) = f [2[Z zg(z)dz-(z-z ) (zg(z)-z g(z ))}r,2dr' (2.20)c o 6 i o y oo
If we accept the scaling law y=2v, we see that W is a 
constant along lines of constant supersaturation zq near 
the critical point. The van der Waals equation of state 
gives y = ~ , v = j so that W a ( A T ) a l o n g  these lines. 
This shows a very different behaviour to a real system, 
which is generally more stable to nucleation than the mean 
field system of Cahn and Hilliard.
(2.4) Comparison with Experiment
Now the experimental criterion used by Cahn and 
Hilliard (1959) for observable condensation is that the 
work of formation W or AG of a critical nucleus must be less 
than about 60 kT at a given supersaturation. In fig.3 
we have plotted the integral I (z ) in eq.(2.20) by 
calculating the shape of the critical nucleus at each 
supersaturation. This function is smoothly and monotonically 
increasing from zero at the spinodal to infinity at 
the coexistence curve. Fisk and Widom (1969) have given 
data for argon whereby the constants in eq.(2.19) 
may be evaluated. We have plotted the curve W = 60 kT 
in the t, zq plane in fig.4 for the Widom gas (y = 2v, 
curve B) for argon.
This criterion W = 60 kT for the metastability limit 
unfortunately does not have a solid physical foundation.
A better criterion is to choose the nucleation rate 
(eq.1.5) at which the human eye observes condensation to 
occur. Because the rate changes over several orders of 
magnitude with only small changes in supersaturation, 
the point of condensation is very sharp and reproducible. 
Furthermore we expect that this rate will be independent
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of temperature and other parameters of the experimental 
system. Now suppose that at temperatures far from the 
critical point, the condensation point is given by the 
condition W = 60 kT. As we move closer to the critical 
point, the Zeldovich non equilibrium factor (eq.2.7) 
may change in value, and so change the condition on W 
at which nucleation rates become invisible. In other 
words, if the nucleation rate along paths of constant 
scaled supersaturation z near the critical ooint has a 
temperature dependence
J «t^  , t = AT/T (2.21)s c
where j is the critical exponent given in eq.(2.16), 
then the condition on W for the metastability limit is
W/kT = 60 + jfnt (2.22)
which reduces to W = 60 kT when T = 0 or t = 1.
Consider the Zeldovich non equilibrium factor as 
given in eq.(1.5). If along paths of constant z , W 
does not change with t, then the only temperature contributing 
factor is the size of the nucleus iar 3a:t Since the
2 / 3impingement rate C^«i , we have the scaled form for the 
rate
J oc(AT)V s
This is a very minor temperature dependence compared to
that predicted by Eggington et al. (1970). In fig.4 we
have plotted the modified metastability limit according
to eq. (2.22) with j = y, 4.1 and 6.8 (curves C,D and E
respectively). Within the experimentally accessible ranges
of temperature shown, Eggington's theory predicts a very
large dependence upon temperature for the metastability
limit z (t). o
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Until recently very little experimental work on
nucleation has been carried out near the critical point.
The only known experiment is that of Dahl and Moldover
(1971) who presented preliminary results of metastable 
3states in He liquids near the critical point. This is 
a cavitation phenomenon ideally suited to Cahn and 
Hilliard's (1959) theory, but not to that of Eggington et al. 
which is specifically designed for vapour nucleation. The 
latter could not be observed in Dahl and Moldover's experiments3as the He wetted the walls of the container. Dahl and 
Moldover measured values of t,An/t , where t , i s  the 
value of t at which the liquid had a lifetime of 100 seconds, 
and tcoex is the corresponding temperature at the coexistence 
curve. These measurements were made at constant density by 
cooling the liquid into the metastable region. They noted 
however that most nucleation occurred at the top of their 
apparatus where the density was smallest (due to gravity 
induced density gradients). They attempted to calculate 
this density and hence the corresponding value of t 
using an approximate equation of state. Unfortunately they 
did not state the values of t which they calculated,
nor did they attempt to estimate error bounds in their 
results. To plot their four points on our fig.4 we have 
tried to determine the values of t in the following way.
When the mean density was 1.064 p , Dahl and Moldover state 
that t = 0. Consequently we have subtracted the value
1.064 rather than 1.000 from their stated values of 
p /p in order to determine t = BJ//^ (p/p -1) .
The value of B was taken to be 1.31 from the data of Wallace
and Meyer (1970). We note that the parameter
— ßt^100/^tcoex^ is just the scaled supersaturation z. These 
estimates are plotted in fig. 4 (curve A).
(2.5) Discussions and Conclusions
The experimental points are unfortunately too few and 
too inaccurate to say anything about the metastable states3of He liquids. If we take the free energy W of formation 
of a critical nucleus to be constant along lines of
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constant zq as our theory predicts from scaling 
hypotheses (Fisher, 1964, Widom, 1965a,b), then the various 
metastability limit curves for different values of the critical 
exponent j may be plotted on the same figure (fig. 4) as the 
experimental results. The latter do not fall on any one of these 
curves, and consequently they cannot be used to predict a value 
for the critical exponent. Without any estimate of measurement 
error available, these results cannot be used to test the validity 
of nucleation theory. However, assuming that the theory is 
correct, the results indicate that our prediction of 0.6 for 
the critical exponent j is probably too small. It is possible 
that some of the mechanisms of bubble growth by multimolecular 
Stages, as suggested by Eggington et al. (1971) are in fact3occurring in He liquids (Sarkies, 1973).
To conclude this section, we note that Cahn and 
Hilliard's theory is capable of accurately calculating values 
of , the free energy of critical nucleii, near the
critical point. Unfortunately the theory says nothing about 
the actual growth of nucleii to critical size, nor about 
the translational and rotational energies of the nucleii.
These are important considerations in determining the 
metastability limit in liquids and vapours. We are able 
to show from the scaling hypothesis of Widom (1965a) that
is constant along lines of constant scaled super­
saturation zq , but the only experimental results available 
indicate a much larger variation of Jg with temperature than 
that predicated by us. The present need is for more 
experiments which are presumably being carried out 
(Eggington et al. 1971 , Binder and Stauffer, 1972,
Dahl and Moldover, 1971).
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CHAPTER 3 PHYSICAL THEORY OF FLUID INTERFACES NEAR THE 
CRITICAL POINT. REVIEW OF RELEVANT THEORY
(3.1) Introduction
Light reflection experiments (Huang and Webb, 1969) 
near the critical point of a binary liquid system have shown 
that the physical interface is diffuse and spread over a 
distance of the order of a correlation length. A typical 
interface profile is shown in fig.l. This fact has been 
understood since the turn of the century (van der Waals, 
1894), but attempts to put forward a fully consistent 
theory of surface tension have not been very successful.
Lack of agreement with experimental critical exponents and 
the lack of solid physical basis have been some of the 
problems which have plagued these theories. In this chapter 
we shall review the existing theories of surface tension 
valid near the critical point. Other theories which are 
applicable to temperatures and densities far from the 
critical point (Kirkwood and Buff, 1949, Fowkes, 1964,
Fowler, 1955, Croxton and Ferrier, 1971), either break down 
at the critical point, or are too complicated to be of any 
use for practical calculations.
In chapter 4 we shall present a new theory of surface 
tension (Sarkies, Ninham and Richmond, 1971, 1972). This 
is based on physical considerations different to those of 
previous authors (apart from Kuni and Rusanov, 1969). The 
theory inherits some minor practical difficulties from 
previous theories, and cannot at present be rigorously 
justified in terms of statistical physics. However we 
present numerical and theoretical evidence to show that it 
may be a step in the right direction for a general theory 
of surface tension. It is directly applicable to systems 
containing polar liquids where there is non additivity of 
intermolecular potentials. This is an advance on the earlier 
statistical physical theories which deal only with fluids 
having pairwise additive intermolecular interactions.
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In the remainder of this chapter we shall consider only 
liquid-gas systems unless otherwise stated. Most of the 
theory presented here can be readily extended to binary 
liquid mixtures by a simple change of notation.
(3.2) Mean Field Theories-of Hill* (1952) and Metiu - 
Ruckenstein (1971)
In most of the present theories of diffuse liquid 
interfaces, the free energy of inhomogeneity is split into 
two terms. These balance each other when the interface is 
in its equilibrium configuration. Cahn and Hilliard (1958) 
(see sect. 1.4) chose to split the total free energy of the 
interface into a local "self energy" which was attractive, 
and balanced it against a gradient energy which was 
constrained to be repulsive. However no physical or 
mathematical justification of this repulsive behaviour has 
so far been advanced.
On the other hand, Hill (1952) chose to split the 
interfacial free energy into a free energy of non interacting 
hard spheres (a repulsive entropy term) and the sum of the 
van der Waals interactions between each of the molecules in 
the fluid, calculated on a mean field basis. The improve­
ments introduced by other workers (Plesner and Platz, 1968, 
Strickfaden and de Sobrino, 1970) have been mainly in the 
area of the free energy of the hard sphere gas. The mean 
field approximation has not been improved.
Metiu and Ruckenstein (1971) improved the theory of 
Hill (1952) by splitting the free energy of the interface 
into a local self energy term as used by Cahn and Hilliard 
(1958) and a mean field remainder term. The theory reduced 
to that of Hill (1952) when the first term was approximated 
by a van der Waals liquid free energy, and to that of Cahn 
and Hilliard (1958) when the second term was expanded in 
density gradients. The coefficient of the second term was 
found to be a positive constant as derived by Cahn and 
Hilliard in the mean field approximation. We should examine
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their theory in detail as it sheds some light on the theory 
of Cahn and Hilliard (1958) . Suppose the interface is 
divided into cells over which a local mean field 
approximation is assumed to apply. The free energy of the 
interface is the sum of the individual energies of each 
segment, plus the total interaction of each molecule 
in the cell with the excess number of molecules in the 
remaining fluid. If we let the cells become infinitely 
thin, the total free energy of interaction in cell i becomes
h  “ vj'ViT ( l u <E12) [P(E1)P(E2)g(E1»r2)-pi2g(ri2)]1 i
x dr dr 
~  1 ~  2 (3.1)
where r — r -r , u(r ) is the intermolecular potential
L £ ^ 1 ~ 2 ~ 1 2 u
between molecules 1 and 2, and g(ri2) is the radial distribution 
function for a homogeneous system of density in cell i.
Here g(r^,r^) is the radial distribution function for an 
inhomogeneous system. Metiu and Ruckenstein approximate 
this as g(rj2) for simplicity. Although this introduces 
errors of unknown magnitude, it should preserve the 
qualitative aspects of the problem. The condition for 
equilibrium is the equality of chemical potential throughout 
the whole system, i.e.
y^ + = constant yQ (3.2)
This is exactly equivalent to the energy minimization 
condition of Cahn and Hilliard (1958) and is the actual 
criterion used by Hill (1952) . Now let \i^  be given by 
the equation of state of the real fluid, and assume that 
p(r) varies slowly in the z direction. We expand the 
integrand of eq.(3.1) in a Taylor series to get
, 2d p$ - < — 7 (3.3)
dz
to first order. Here
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4 / ( z - z ) g ( r  )u(r )dr 2 2 l ^ v~ 1 2 ' ~ 1 2 7 ~ i
2TTea (3.4)
where e and a are the intermolecular potential strength 
and hard core radius respectively, viz:
g (r) u(r) -e (a/r) r>a
r <a
This k is identical to that derived by Cahn and Hilliard
(1958) when a mean field approximation was used. We note
thhowever that the in order term in the expansion of eq.(3.1) 
in density gradients have coefficients proportional to
TT2 p 2
— —  ---- /°° u (r) g (r) r2 1 ^ dr , m=0,l,2,... (3.5)
4n (n!) o
which is a divergent integral for m>l. This throws some 
doubt on the Taylor expansion method of obtaining the free 
energy of inhomogeneous systems (see also Hopper and 
Uhlman (1972) who considered higher terms).
(3.3) Development of the Cahn-Hilliard Theory by 
Lebowitz and Percus (1963)
Lebowitz and Percus (1963) have examined the Taylor 
series expansion method of evaluating the thermodynamics of 
inhomogeneous fluids. They define a functional derivative 
6f (p)/6p (r') by
6f(p) = / 6p(r')d r '
and derive the general equation 
f(p) = f(P0 ) + ±1 ...( Ap(r;)...ip(r')
6n f(P)
6po (r;)...6p(r^) d r '...dr'~ i ~n
X (3.6)
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Here f(p) is some thermodynamic or statistical quantity such 
as free energy or a correlation function. It is possible 
to derive an expression for the chemical potential of the 
inhomogeneous fluid.
U = U„(P) - - i£2/ ( P %  )2 [V. p ] 2 + ... (3.7)CJ o U  U  q  U  U
where A and t are integrals over two and three body 
correlation functions and X(p) is the compressibility. This 
expansion is identical to that of Cahn and Hilliard 
(1958) with
1 _3 . A 2 + l 2 P , _ 1 l 2
6 3p 2 , 2 . 2  6 , 2 . 2P X (p x) (p X)
(3.8)
Unfortunately it is not possible to determine the density
2 2 . dependence of A or £ . We can only note that £ is
proportional to the Debye wavelength, (the second moment
of the intermolecular pair potentials, finite and non
zero at the critical point, Debye, 1959), and A ~ £ ,
the correlation length (Widom, 1972) as the critical point
is approached. If we assume that A and x are effectively
independent of p, the first term in eq. (3.8) has a
temperature dependence
< « ( A T ) Y " 2v
near the critical point. This is in agreement with the 
suggestion of Parlange (1968), and is an indication that 
this theory of inhomogeneous fluids may hold some validity.
(3.4) Critique of Cahn and Hilliard's Theory
Fisk and Widom (1969) combined the surface tension 
theory of Cahn and Hilliard (1958) and the free energy 
formulation of Widom (1965b) (see sect.1.6) to study the 
nature of liquid surfaces near the critical point. They 
showed that if Widom's theory of the equation of state is
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correct, the surface tension should be
a = Cß2 /k p2x (p£) (Ap)2 (3.9)
where C is a dimensionless constant depending only upon 
the form of the free energy function j(z). Using 
compressibility and surface tension data for argon and 
nitrogen gases, Fisk and Widom then derived values of 
the constant C from eq. (3.9) , which would be expected from 
a proper choice of j(z) defined in eqs. (1.22)-(1.24) .
However these values differed quite significantly, being 
1.1 and 1.9 respectively, while a reasonable choice of 
j(z) (Fisk and Widom, 1969) gave values between 1 and 1.5 
only. The density profile for the interface which they 
derived was slightly different from the classical tanh 
profile (Cahn and Hilliard, 1958), but it did fit the data 
of Huang and Webb (1969) much better than most other model 
profiles.
Several criticisms of Cahn and Hilliard's theory 
have arisen which we must consider. Firstly Widom (1965a)
(see next section) pointed out that the scaling laws for 
surface tension and interface width derived from the theory 
were not satisfied by experimental or Ising model critical 
exponents. He also showed that the densities in the 
interface necessarily fell on an unphysical van der Waals 
loop of the equation of state. Tolman (1949) had attempted 
much earlier to solve this conceptual problem by assuming that 
the interface had a discontinuity over part of the density 
range. However Parlange (1968) used the lattice gas model 
to show that the scaling laws are not necessarily violated 
by Cahn and Hilliard's theory, provided k is allowed to 
change with temperature (see last section). Also the 
van der Waals loops used by the Cahn Hilliard theory are 
really only mathematical artefacts. Any point inside the 
interface is stabilized by the energy of inhomogeneity, 
even though a homogeneous system of that density would be 
unstable.
32
Another criticism (see Widom, 1972) is that critical 
fluctuations would invalidate the expansion of Cahn and 
Hilliard. However Felderhof (1970) and Triezenberg and 
Zwanzig (1972) have put forward a justification of the 
surface tension equation of Fisk and Widom (1969) by 
considering the fluctuations in the interface. Buff, Lovett 
and Stillinger (1965) also put forward an interesting 
theory of surface tension based on the equilibrium 
fluctuation of the interface about its mean position.
Rather than the diffuse interface having a width dependent 
upon the balance of a local self energy and an energy of 
inhomogeneity, a discontinuous interface with a diffuseness 
caused by the surface fluctuations in proposed. The 
interface width so defined is dependent upon the area of 
the interface and the acceleration due to gravity. They 
indicate that the extension to naturally diffuse interfaces 
with an implicit energy of inhomogeneity can also be 
made.
(3.5) The Reformulation of Cahn and Hilliard's Theory by 
Widom (1965a)
In order to bring out clearly the physical assumptions 
of Cahn and Hilliard's (1958) theory of surface tension,
Widom (1965a) suggested the following reformulation. 
Fluctuation theory states that any small fluctuation An 
in the number density n of a fluid has a free energy
4>; = Bv (An) 2/n'x (3.10)
where B is a constant, x is the isothermal compressibility 
and v is the volume extent of the fluctuation. Widom 
(1965a) postulated that this free energy eq.(3.10) would 
apply to any inhomogeneity; in our case, that of the interface 
between two phases. Then if the interface has some 
characteristic width l, the surface tension is
a = Bl (An) V n 2 X (3.11)
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Minimizing this with respect to l gives an infinitely 
sharp interface of zero width and zero surface tension. We 
conclude that there must be another term which balances 
this attractive fo-rce across the interface and stabilizes 
it at some finite width The hypothesis of the Cahn-
Hilliard theory is that this second energy cf> , is 
proportional to the square of the density gradients
<J>2 = xv(An/Z)1 (3.12)
where k is a proportionality constant independent of Z.
This <j> is constrained to be repulsive at all temperatures. 
Thus we may write for the surface tension
a = B-l (An) 2/n‘x + <(An )2/l(3.13)
Minimizing this with respect to Z gives the optimum value
a = 2B£q (An)2/n2x (3.14)
where = (icnx/B) is the interface width. Now if we 
introduce critical exponents (Fisher, 1964) y, 3/ v and 
y for X/ An, Z and a respectively, we have the scaling 
laws
y = 23-v+y , v = y/2 (3.15)
These assume that k is independent of temuerature AT.
Widom then proposed an alternative theory to find the 
appropriate scaling laws without resorting to any assumptions 
about k . Near the critical point, density fluctuations are 
large and the difference An between the density of the two 
phases is small. If the density fluctuations equal to An 
occur with a high probability in a volume Z , where d is 
the dimensionality of the system, then the total free energy 
of inhomogeneity <J> must approach a finite non zero limit as 
T+T^. This must also be true for the liquid-gas interface. 
Now surface tension is related to <j> by
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(3.16)
and we have the scaling law for three dimensions
y = 2v (3.17)
Widom (1965a) claims that this new scaling law, along with 
the general relation y+v = 23+Y holds for all model systems 
(such as the Ising model) and agrees well with experiment. 
This is in contrast to the scaling laws eqs.(3.15) from 
Cahn and Hilliard's theory which only agree with the mean 
field models. In fact, the experiments are not sufficiently 
accurate to distinguish these two sets of scaling laws 
(Sarkies, Richmond and Ninham, 1972).
(3.6) The Kuni-Rusanov (1968) Theory of Surface Layers
If we want to tackle the theory of fluid interfaces 
from a physical standpoint, we must introduce intermolecular 
forces. In this way Kuni and Rusanov (1968) and 
Rusanov (1971) have presented an asymptotic theory of 
liquid interface structure using rigorous statistical 
mechanical techniques. Consider a liquid-gas system having 
a diffuse interface situated at z=0 and an inhomogeneous 
density p(r ). In the presence of an external field 
u ^ , the BBGY equation for the liquid is
where <J> is the intermolecular potential. The potential 
u^ which is just sufficient to force the liquid to be 
homogeneous with density is given by p(r^) = , i.e.
in Fluids
(3.18)
(3.19)
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Now because G(r_,r2) ~ 1/1 r -r | as r -r^00, then to 
leading order in 1/r 2 , we may ignore G(r ,r ). This 
appears to be the basic assumption of the Kuni-Rusanov 
theory. It assumes that the largest contribution from the 
integral comes from the region r2 far from r .
If we let
<f> = - A«/rct  ~ i 2
where is the Hamaker constant for van der Waals 
interactions between two molecules in the liquid, then 
eq.(3.19) becomes
u^ (r ( ~ - ttp^ A^/6z 3 (3.20)
Similarly if p is the gaseous density, and A is the 
Hamaker constant for the van der Waals interactions between 
a molecule of the gas and a molecule of the liquid, we 
have the "auxiliary" field
u(r^) ~ - tt p g Ag/6 z 3 (3.21)
Now Kuni (1965) has developed a functional expansion for 
an inhomogeneous fluid
P(r.) = exp(-ßAu(r. )) [p (ri : [u^])
/vg K .n (exp (-$Au(ri))-l)dri 
+ --------^  El-------------  ] (3.22)
where g ^  is the m*'*1 Mayer Ursell correlation function in 
the liquid in the presence of the auxiliary external field 
u^(r), and Au = u-u^ . Now if we use our expressions 
eqs.(3.20) and (3.21) for the fields u and u^, then 
p (r ) is the inhomogeneous density of the fluid due to 
the presence of the interface, and p(r :[u^J) = P .^ The 
second term in eq.(3.22) becomes
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p\ /v G (£i '£2 : [u£] ) (exp(-BAu(r2))-l) dr2 (3.23)
This may be evaluated by expanding exp(-ßAu) in powers of 
Au and retaining the first term. Although
G (j£ i , r 2 : [Uq ] ) ^ G(r 2) r the difference falls away as
30 (l/z ), and eq.(3.23) becomes
3tt
6
(Agpg ~Alp
3Z + O(-i-)z (3.24)
where V is the volume of the fluid phase. The standard 
results:
) dr 
~  2
xl __i_
ß " Pt
may be used in eq.(3.24). Now if we expand exp(-$Au) 
in eq.(3.22) and include eq.(3.24) we finally obtain
PtCj) = Pt it Ag ^ g t 2 lA, lx6 -a-ä 5----  pl Xl+0(— :1z z
(3.25)
This result is interesting because it is not based on any 
model equation of state, but uses only the long range van 
der Waals interactions between the molecules in the liquid 
and gas. It holds asymptotically as z->°°, and will yield 
an interface width defined by
lo
A p -A0p 0 g g
P ~Po g t
1 / 3
Dlxl,
Unfortunately the result eq.(3.25) does not hold near 
the critical point. If y, 3 and v are the usual critical 
exponents (Fisher, 1964), and we note that the Hamaker 
constant is proportional to the density squared so that
Ag - Al a <°g - ‘Pg + Pt) ' tß (3.27)
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near the critical point, eq.(3.26) gives the scaling law
which differs from the accepted scaling law 3v = y+23 
by the term 23. This scaling law gives poor agreement 
with experiment. The reason is the neglect of short range 
correlations mentioned with reference to eq.(3.19). We 
shall take up this point again in chapter 4.
(3.7) Zero Point Energy and van der Waals Forces
In this section we shall review the electromagnetic 
surface mode theory of van der Waals forces in condensed 
media. Suppose we have two or more lumps of matter immersed 
in a medium of dielectric constant e. If we are able to 
evaluate the dispersion relation D(k,m) = 0 for the 
electromagnetic surface modes in this system, then we can 
determine the energy of interaction. Planck's hypothesis 
states that each mode ok at zero temperature will have an 
energy At any temperature we may use this
hypothesis and the statistical mechanics of the photon 
gas (Huang, 1963) to get a total energy of interaction
where 3 = 1/kT. Now the summation over i is often divergent
This problem can sometimes be avoided by making a physically 
reasonable choice of the zero of energy of the system. For 
two dielectric media interacting across a third medium, 
this zero will occur at infinite separation l of the 
interacting regions. The total energy of interaction is 
then
v = y/3
E = ? (i fia). + 1 Z 1 (3.29)l exp (3tim^) -1
when there is an infinite number of possible modes uk
F (I) = E (l) - E(°°) (3.30)
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The problem of the interaction of two dipoles by 
electromagnetic dispersion forces was first solved by 
London (1937) using perturbation theory. He found that the 
energy of interaction was proportional to 1/r6, where r 
is the distance apart. Recently however, Mitchell, Richmond 
and Ninham (1971, 1972) solved the problem exactly for all 
distances. Their treatment in somewhat heuristic, but a 
more rigorous semi classical treatment of the same problem 
has been given by Mahanty and Ninham (19 72) . The treatment 
includes the retarded or relativistic limit which occurs 
when the separation l > 100Ä. This latter solution was 
derived originally by Casimir and Polder (1948), using 
the relativistic Shroedinger equation. They found that the
# 7interaction energy was proportional to 1/r . The 
transition region between London's non retarded and 
Casimir and Polder's retarded solution was not available 
from perturbation theory.
In order to deal with interactions in condensed 
matter, Hamaker (1937) proposed that the interactions of 
each individual molecule (considered as a dipole) with each 
other molecule be summed over the whole system. This 
approach will give the interactions at short distances 
t < 100A. Quantitatively the Hamaker approach sometimes 
overestimates, sometimes underestimates the magnitude of 
the actual van der Waals forces acting in the system 
(Ninham and Parsegian, 1970). This is because the many- 
body forces, which cause non additivity of intermolecular 
potentials, become very important in most real systems.
Also the London and Casimir-Polder formulae did not give 
the full van der Waals interactions over all distances.
Thus it was not possible to include the effects of 
retardation. These problems have been overcome in 
Lifshitz' (1955) theory of van der Waals forces in continuum 
condensed media. The theory uses measured dielectric 
properties of the materials, and implicitly includes 
all many-body forces. It can be applied quite generally to 
all types of inhomogeneous system (Dzyaloshinskii and
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Pitaevsky, 1959) and includes the case where two media 
may interact across a third medium which is not necessarily 
a vacuum. Thus we are able to consider such systems as 
surface layers of liquids on liquid or solid substrate 
(Richmond and Ninham, 1971a,b) or liquid films suspended 
in air (Sheludko, 1966).
In calculations of van der Waals forces we shall not 
use Lifshitz' theory as it was presented in his original 
paper, or as developed by Dzyaloshinskii et al. (1961)
in their review. This approach is mathematically very 
complicated. Instead we shall review the recent developments 
of the electromagnetic surface mode approach (van Kamoen 
et al. 1968). This still has not been rigorously justified 
for dissipative or generally inhomogeneous media. However 
for two parallel dielectric media the interaction energy 
is given correctly (Richmond and Ninham, 1971c), and the 
extension to conducting media is possible (Davies, Richmond 
and Ninham, 1972).
Consider two parallel, planar, semi-infinite media 
1 and 2 separated by a medium 3 of thickness 1. Suppose 
the surface of medium 1 is situated at z = 0 and is 
perpendicular to the z direction. We can solve the non 
relativistic wave equation
V2(J) = 0 (3.31)
in each of the regions 1, 2 and 3 to give the electric 
potential
4>i = exp [i (k^x+k^y) ] (Aiekz+Bie kz) , i = 1,2,3
2 2 2Here k = k + k . At the surfaces of the two media x y
z = 0, £, (J> and e8<j>/9z must be continuous. Also
B, = 0 = A3 for surface modes (i.e. ((>-»-0 as z+±°°) . Thus
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i A + B2 2
A ek^+B e = B e2 2 3
-k£
e A = e (A -B )1 1  2 2 2
r k£ -k£ -kle (A e - B e  ) = -e B e2 2 2 7 3 3
These four equations in four unknowns have a solution 
provided
» (e -e ) (e -e )
T-. / 1 v -1 -2kt 1 2 2 3 _ nD(k,oo) = 1-e -- :-- z— .--- ;--r- - 0
( e  + e  ) (c +e )1 2 2 3
(3.32)
where e^ = e^ (ai) , i = 1,2,3. Now the free energy of 
interaction has been derived in terms of a contour integral 
of the type (Richmond and Ninham, 1971c) :
l
(co)
' a t 7 ) ^  ^z ^ ^  ) ^ 7Jngt ‘ D(z,u) d (3.33)
where g(z) 1 v, ,2^z . &hz from eq. (3.29) , and D(z,co)e -1
is the dispersion relation eq.(3.32) normalized so that 
D (z) = 1 at infinite separation l. Note that there will 
also be contributions to the integral eq.(3.33) due to the 
pole of g(z) at z = 0. These must be subtracted out. The 
contour C travels along the imaginary axis and is closed 
off at infinity in the right hand half plane. Thus it 
encloses all the zeros of D(z) on the real axis (complex 
zeros and all poles must be treated separately) and the 
eq.(3.33) can be seen to be equivalent to eq.(3.29). After 
some algebraic manipulation (Richmond and Ninham, 1971c) , 
eq.(3.33) becomes
2W nEo fQklnI E)(k,i5n ) |dk, 2TrnkT (3.34)
where the prime indicates that the first term n=0 in the 
sum must be halved. This result eq.(3.34) holds strictly 
in the limit Z+0 when the non retarded dispersion relation
eq.(3.32) is used. As l increases, retardation effects 
become increasingly important until at £-100Ä they 
dominate the interactions.
(3.8) Dielectric Data
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In order to use the result eq.(3.34) for Dractical 
calculations of van der Waals forces, it is necessary to 
know the dielectric constants of the constituent media 
over the whole frequency range. Experimentally this data 
is lacking in the ultraviolet region. Below the 
ultraviolet G0<mo say, we may use the Lorentzian 
approximation (Landau and Lifshitz, 1961)
e (i6 aMW aiR aUV1+6 /wMTT + 1+6^ / < D 1+6' /w*n' MW ^n' IR n/ UV
(3.35)
This has been shown to be sufficiently accurate for all 
practical calculations (Ninham and Parsegian, 1969).
Here a is the oscillator strength, w is the relaxation 
frequency and the subscripts refer to microwave (MW), 
infrared (IR) and ultraviolet (UV) respectively. Knowledge 
of the dielectric constant £ , the refractive index n^ 
and the infrared refractive index (if not available it can 
be set equal to n_.) will allow the oscillator strengths
I\
to be calculated, while may be chosen to be the first
electron ionization having a potential IeV,
wuv - el/ft (3.36)
In the far ultraviolet region, say o)>co , we have the olasma 
form of the dielectric constant
e (i6 ) n 1 + (w /6 )2p' n (3.37 )
where the plasma frequency w (4TrNe2/m) ^ and N is the
total number of bound and unbound electrons of charge e and 
mass m. In between these two representations, i.e. for
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üüq <<jo<oo , Ninham and Parsegian (1969) have suggested that 
a linear interpolation be used. This depends on a suitable 
choice of üjq and oo . Also the free energy of interaction 
eq. (3.34) should not vary too much with
variations of these parameters over a reasonable range. The 
limits of variation are illustrated in fig.5. The Kramers- 
Kronig relations (Landau and Lifshitz, 1961) show that 
e(i^n ) must be monotonically decreasing with increasing 
£ , so the horizontal line 1 in fig.5 is one limiting case. 
Also the line 2 of interpolation cannot reasonably be 
expected to cross the given analytical curves since these 
will probably be sufficiently accurate up to the limits 
shown in fig.5.
Another method of finding the dielectric constant 
e(i£n ) on the imaginary frequency axis was introduced 
by Wittman et al. (1971). They used the Kramers-Kronig 
relation (Landau and Lifshitz, 1961)
e (i£ 1 +
0  c
1  /
71 o
toe 1 1 (a))
2 2 
(jl) + £
dw
where e' ' is the imaginary part of the complex dielectric 
constant (absorption coefficient). This method required 
full knowledge of the absorption spectrum at all frequencies, 
and may possibly have a future application when this data 
becomes available. Wittman et al. (1971) calculated 
van der Waals forces between two quartz plates across a 
vacuum. They claimed that the measured and calculated 
Hamaker constants for these interactions agreed within 
experimental error. Their calculations are lacking in two 
respects. Firstly the experimental ultraviolet spectrum 
of quartz was not available past w-10 radians/sec. Their 
calculations of the Hamaker constant subsequently lacked 
a vital contribution from the higher frequencies. The 
magnitude of this contribution is impossible to estimate 
exactly even with the method of Ninham and Parsegian (1969) 
because of the uncertainty in interpolation. However the 
use of the interpolation procedure will be more accurate than
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simply ignoring the high frequency region altogether. 
Secondly the experimental van der Waals force was not 
measured for separations less than 50Ä. Thus the values 
of the Hamaker constant which they calculated from this data 
could not be very accurate. Retardation effects become very 
important at these relatively large distances. Thus we 
shall use the interpolation procedure of Ninham and 
Parsegian in all future numerical calculations.
(3.9) Nature of van der Waals Forces in Condensed Matter
The full retarded expression for the free energy of 
van der Waals interaction of two continuum dielectric 
media (Richmond and Ninham, 1971c) is
1 oo
GU,B) =   — o’ V E  ,£) (3.38)8irg l n=° n
where
2 ,00
H Z  ,1) = (t -^) /j dp p £n [{1-A x A 3exp (-£np/£s) }
X (l-ÄiÄ 3exp(-Cnp/?s)}]
and
A . 3
e ■ (i£ )p-e H Z  )S . j n *  2 ^n 3
e . (i£ )p+e (iZ Ts.j n r 2 ^n j
I.3
P-Sj
p+s j
2s .3 +
£ .  a z  )j ^n
£ (U )2 n^
j = 1/3
and
= c/2 £/£2( U n) , Cn = 2Trn/3ti , 3 = 1/kT
The functional dependence of this energy G(£,3) on the 
separation of the media, and the temperature T of the 
system, is not obvious. However Dzyaloshinskii et al.(1961)
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and recently Parsegian and Ninham (1971) have obtained
asymptotic forms for various ranges of Z, and discussed
the temperature dependence for various systems of different
dielectric constant. We classify the materials into
2 2non polar (eQ=n ) and polar (so>n ) substances, and the 
regions of separation Z into non retarded (Z<c/i, where 
(joq is an ultraviolet relaxation, c is the velocity of light), 
and retarded [Z>c/uq) regions. Dzyaloshinskii et al. (1961) 
showed that in the non retarded region, the free energy of 
interaction F is proportional to 1/Z , while in the retarded
region the energy is proportional to 1/Z . These asymptotic
forms are readily obtained by the Hamaker pairwise summation 
technique using the London (1937) and Casimir-Polder (1948) 
dipole interaction results respectively. As the distance 
Z increases, the dominant contribution to the summation in 
eq.(3.34) comes from the frequency region ^-c/£, which 
decreases as Z increases. When the separation £ is 
sufficiently large, the first term will dominate the 
retarded interactions, and the energy will be proportional 
to 1/Z .
We have plotted in fig.6 the free energy per unit 
area G(£,$) of van der Waals interaction of licruids 
interacting across a third medium which is non polar in 
character. For argon and a vacuum, the dielectric constant 
is small, being of the order 2, because of the non polar 
character of the materials in the system. Thus the first 
term in the summation eq.(3.34) is small and does not
4 odominate the retarded interactions until £-10 A . On the
other hand aniline (e = 6) and methanol (e = 35) are polaro o
liquids, and their interaction with cyclohexane is 
strikingly different. The first term in the summation 
eq.(3.34) is now relatively large, and dominates the
Ovan der Waals interactions when Z is only about 200A.
Because methanol is more polar than aniline, the transition 
region in the latter is more pronounced.
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CHAPTER 4 PHYSICAL THEORY OF FLUID INTERFACES 
NEAR THE CRITICAL POINT
(4.1) Introduction
In this chapter we will attempt to formulate a new 
theory of surface tension (Sarkies, Ninham and Richmond,
1971, 1972) which, like the surface layer theory of Kuni 
and Rusanov (1968), draws on clearly defined physical 
concepts. The work is partly an attempt to improve the 
classical theories of Hill (1952) and Metiu and 
Ruckenstein (1971). In these theories, the structure of 
the interface was determined by the balance of the chemical 
potentials of the perfect hard sphere gas (a repulsive 
entropy term) and the attractive van der Waals interactions 
in the fluid. Unfortunately the contribution of the 
van der Waals interactions was calculated wholly or in 
part by using a mean field approximation. This severely 
limits the theory near the critical point as it neglects 
fluctuations in the interface.
Now the Cahn-Hilliard (1958) theory avoids the problem 
of a mean field approximation, but it has no real physical 
significance. We are not even sure if their expansion in 
terms of density gradients is valid beyond the first 
term (Hopper and Uhlman, 1972, see also sect. 3.2).
Thus we seek a theory which has some sort of physical basis, 
and which is free of restrictive approximations such 
as the mean field theory. This can be done using Lifshitz' 
(1955) theory of van der Waals forces (sect. 3.6) to 
calculate the gradient energy contribution to the total 
energy of the interface. Consider two semi-infinite parallel 
planar slabs of material interacting across a third medium. 
Lifshitz' theory will calculate the energy of interaction 
of these two media, but it omits the energy of the bulk 
phase and the sharp surfaces (the "self energy" of the 
system). This self energy is always subtracted out when 
the zero point of energy is established at infinite separation.
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We show in appendix 2 that this is also true for a 
continuously inhomogeneous equilibrium system. Thus if we 
make the appropriate choice of the self energy of the system, 
we are able to provide the correction term sought by Cahn 
and Hilliard (1958) and Widom (1965a) using Lifshitz' (1955) 
theory. We can calculate absolute values for interface widths 
and surface tensions which are of the correct order of 
magnitude. Also the theory of surface tension has been freed 
in concept from the restriction of pairwise summation of 
intermolecular forces. Thus one may hope it can be aoplied 
to polar fluids where many-body forces are significant.
(4.2) General Formulation
Consider a liquid and its vapour in equilibrium at
pressure p and temperature T in a vertical container of
length L +L„ and having a constant cross section of g -c
area A. The planar liquid-vapour interface is perpendicular 
to the z-axis and the density p of the system has some 
profile indicated schematically in fig.l. The system is 
oriented so that as z-*— (L^>>t) the density aoDroaches 
that of the bulk liquid, and as z+L (L >>t), the density 
approaches that of the homogeneous vapour p^ . The thickness 
t shown in fig.l would be a reasonable (albeit arbitrary) 
choice for the interface width. The division between the 
two phases, i.e. the position of the Diane z=0, can be 
fixed as usual by the Gibbs criteria (Landau and Lifshitz, 
1961)
(PgLg + P^h^jA - N (4.la)
(L + L^)A = V (4.1b)
Here V and N are the total volume and total number of 
molecules in the system. It is clear that the density 
profile p = p(z,£) must also satisfy the relation
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(4.2)
From eqs. (4.1) and (4.2) we have
/° {p (z ,1 )-pp}dz + / g{p(z,£)-p }dz = 0-L« t o q (4.3)
With this choice of the Gibbs dividing surface, the 
surface tension is (Cahn and Hilliard, 1958)
a F U) (fgLg + W (4.4)A
Here F(£) is the total free energy of the inhomogeneous
gas and liquid respectively.
The basic assumption of Cahn and Hilliard (1958) and 
Widom (1965a) is that F(£) in eq.(4.4) solits into two 
terms.
The first term Fq (£) is the self energy. Widom ooints out 
that this term is proportional to t, and cannot represent 
•the total free energy associated with the interface. The 
surface tension would only achieve a minimum when the 
interface is infinitely sharp, i.e. £=0. The second term 
is essentially mathematical in character for the Cahn- 
Hilliard theory. This term arises from a Taylor expansion 
of the free energy in powers of density gradients, and is 
taken to be the first (supposedly) non zero term. Widom 
rewrites this term as
F U) = Fq U) + Fj (I) (4.5)
2
F 1 (£) = K [Vp (z ,1 ) ] 2dz - K— (4.6)
where Ap is the difference in density between the two bulk 
phases, and k is a parameter whose density and temperature
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dependence is unknown. It must be fixed by a combination of 
experiment and guesswork (Rice, 1960). The term is primarily 
introduced to provide a repulsive force which stabilizes 
the interface against the attractive self energy term. For 
this reason k in eg. (4.6) must be positive.
Thus Cahn and Hilliard's theory provides a second term 
in the free energy expression (4.5) which has no physical 
basis, and is difficult to determine experimentally or 
theoretically. Widom's extension to this theory has some 
physical significance, but it is not directly amenable to 
quantitative calculations. We have noted that the self 
energy term is the free energy of the fluid calculated as 
if the inhomogeneity was not present, and it represents an 
attractive force. The van der Waals interactions as 
calculated by Lifshitz' theory only arise when a spatial 
inhomogeneity is present. They are purely repulsive when 
the density changes monotonically from one phase to the 
other. Thus while the self energy represents the total free 
energy density of the fluid summed over each microscopic 
subvolume of the fluid, the van der Waals energy is that 
energy required to rearrange a homogeneous fluid to give 
a spatially inhomogeneous fluid (see appendix 2). This 
excludes the energy of creating sharp surfaces with no spatial 
extent.
We postulate that the self energy and van der Waals 
energy contributions are distinct and together make up the 
total free energy. This is justified physically in 
appendix 2. We propose therefore that
FU) = F0+F1 = A/Lgf+{p (z,£) }dz + (4>7)
~ L l
where Fq is identified with the self energy term used by 
Cahn and Hilliard (1958) and Widom (1965a). We follow them 
in leaving open the question of whether in any real system
the free energy density f(p) has a complete analyticaltcontinuation f (p) into the unstable two phase region. The
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second term is the van der Waals interaction energy 
written with a generalized "Hamaker constant" H defined by 
eq. (4.7). This H has no physical significance of its own, 
but in special cases (appendix 1) it is a constant reoresent- 
ing the strength of the van der Waals interactions. It 
may be calculated from the dispersion relation for 
electromagnetic surface modes in the system (see sect. 3.6).
In principle the density profile p(z,£) may be calculated 
by minimizing the total free energy with respect to 
variations in p subject to the constraint eq.(4.3). We 
shall simplify the analysis by using where necessary model 
profiles and simply minimize the total free energy with 
respect to virtual changes in l to determine the optimal 
interface thickness l after the manner of Widom (1965a).
Since H is calculated from experimental dielectric data 
for the fluids in the system, e must be known as a function 
of p. We shall assume that this dependence is linear 
to first order This has been demonstrated near the critical 
point for non polar liquids, and may be true for polar liquids i 
the same region (Garside et al. 1968)^ . The free energy density 
f (p) must also . be calculated from an appropriate 
model as sufficient experimental data is not available to 
permit the analytical continuation into the two phase 
region to be deduced.
(4.3) Numerical Calculations. Approximate Forms
We now wish to compare the surface tensions and 
interface widths calculated from our theory with the 
experimental values measured near the critical point.
Assume that:
a) The shape of the interface is the same at all 
interfacial widths; i.e.
P(z,1) = p(z/l)
e(z ,1) = e (z/l)
★
e is a continuous function of density as it follows the Lorentz 
- Lorenz equation near the critical point. Thus this statement 
is true beeause changes in density are small.
#See also Parpia and Smith, J. Phys. C, 4, 2254 (1971)
b) The interface is not so wide that retardation 
effects predominate.
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Then we shall show in appendix 1 that H is independent 
of l in this case. Thus eq.(4.7) becomes
F U) = A£|Tg/^  f{p(x)}dx + -H ^ T ^ L t £
(4.8)
Minimizing this with respect to t, and allowing 
L Lg+°°, we have the equilibrium interface width
lQ = (2H/D)1/3 (4.9)
where
D = /°°dx [f {p (x) }-f ] + /° dx [f {p (-x) }-f p] (4.10)o g -oo . L
and x = z/£. This expression for is identical to that
derived by Rusanov and Kuni (1967) (eq.3.26) if we note
2 2from eq.(4.15) that D«(Ap) p^x(P^) where x 1S the compress­
ibility. Their theory, which we discovered after oublication 
of this work, in its qualitative conclusions gives some 
rigorous justification to the basic assumptions of our 
theory. This is true even though their interface width 
gives the wrong scaling law near the critical ooint. As 
we shall see in sect. (4.5) this is due to the partial 
neglect of critical fluctuations in the Hamaker constant.
Eq.(4.4) yields the surface tension
a = 3H/l1 (4.11)
The self energy term Fq requires a knowledge of both 
the interfacial profile p(z/£) and the free energy density 
f(p) of a homogeneous fluid of density p. Widom (1965b) 
has proposed a general form for the chemical potential of 
fluids near the critical ooint (see sect. 1.6). Using 
eq.(1.24) and the thermodynamic relationshio y = (3f/9p)T ,
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we write the Helmholtz free energy density as
X.23+Y z .3
f (p)-f (p ) = -- -g—  j (1) / z ' g (z ' ) dz ' + — g- Mz
ya p o ap
(4.12)
where g(z) is defined by eq.(2.10) and j (1) is a constant. 
From eqs. (4.10), (4.12) and (4. 3) we get M = 0, and
i_23+y
D = - -2-ß Bj (1) (4.13)
ya
where
B = /“ </! ug (u) du - /Z (_X)ug(u)du}dx (4.14)o z (X) 1
and z(x) is the interfacial profile in a scaled 
dimensionless form. If we choose z(x) and g(u) to be 
just those used by Fisk and Widom (1969) who used Cahn and 
Hilliard's (1958) theory, we obtain the value 0.31 for B. 
Huang and Webb (1969) demonstrated experimentally that 
this choice was superior to most other interfacial models. 
Thus we shall take B = 0.31 as a representative value 
correct to order of magnitude. From Widom's (1965b) 
equation of state eq.(1.24) we have
P2X ( P jf) = t Y/j (1) 
a2ß = 4t2f3/(Ap)2
Thus we may write eq.(4.13) as
(Ap)2 B
4yplx (p^) (4.15)
This is suitable for use with experimental density and 
compressibility data.
The Hamaker constant H in eq.(4.8) and (4.9) is 
calculated using a different model interface profile for
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which the mathematics and numerical computations are not 
too complicated (see appendix 1). This model is the 
"constant gradient" interface shown in fig.l. It approximates 
the interface by a linear monotonic variation of density 
between liquid and gas densities over the distance l. Our 
use of two different model interfaces to calculate the self 
energy and van der Waals energy contributions is not 
inconsistent as the two calculations are completely 
independent. The Hamaker constant derived in appendix 1 
for the constant gradient interface uses the dielectric 
constants of the liquid and gas over all frequencies. In 
our numerical calculations we shall use the Ninham- 
Parsegian (1969) representation described in sect. (3.7) 
for the liquid and we choose e = 1 for all frequencies
(i.e. a vacuum dielectric constant). The calculations were 
carried out on an IBM 360 computer for a variety of liquids, 
and the results are summarised in table 2.
(4.4) Numerical Calculations. Data and Results
We have summarised the data which we used in our 
calculations, and the sources of this data, in table 1. The 
numbers in brackets under each entry are the critical 
exponents e taken from experiment, and the actual entry 
is the multiplying factor in the scaled equation
This scheme is repeated in tables 2 and 3. For the simple 
non polar liquids argon, nitrogen and xenon we have taken 
values of the refractive index at temperatures far from 
the critical point. This is to avoid the influence of 
critical fluctuations. In the next section we will 
qualitatively estimate the effects of temperature on the 
Hamaker constant. For our calculations here, we shall 
assume that the refractive indices are effectively 
independent of temperature near the critical point. Again 
this approximation will give us results which are still 
correct to within an order of magnitude.
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The theoretical calculations of H from aopendix 1, 
and D from eq. (4.15) are listed in table 3 for the three 
simple liquid-gas systems of argon, nitrogen and xenon.
Also listed are calculations of the Hamaker constant for 
cyclohexane - methanol and cyclohexane - aniline mixtures.
The dielectric data was obtained from the Handbook of 
Chemistry and Physics (1971). Due to the lack of reliable 
free energy data, we were not able to calculate D in these 
latter two cases. The calculated values of H and D for 
argon, nitrogen and xenon were used to calculate values 
of the interface width £q (eq.4.9) and surface tension 
a(eq.4.11). These are listed in table 2.
In order to compare the theoretical values of 
interface width with correlation length data, it is necessary 
to relate these two. Huang and Webb (1969) considered 
this problem and proDOsed several different definitions 
of interface width in order to find a suitable measure.
The "exponential" definition is as follows; as z->°° say, 
the interfacial density profile p(z/£) will have an 
asymptotic form derived from Cahn and Hilliard's (1958) 
theory
p£ - P(z/l) ~ Ke 7
where K is a constant. The interface width defined through
this relation is identical to the correlation length £
(Fisk and Widom, 1969). The second definition which we
shall consider is the "central gradient" definition. The
interface width £ is defined as the width of a constanto
gradient model interface which has a slope the same as 
that at the point of inflexion of the real interface.
This second definition of interface width is aoDropriate 
to our model interface used to calculate the Hamaker 
constant. Now the relation of these two definitions 
depends on the real interface profile. For the tanh 
profile, derived from Cahn and Hilliard's (1958) theory 
of interfaces applied to a classical van der Waals liquid,
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we have t' = 5 = £q/4 . However the Fisk-Widom (1969) 
profile, which we used for our calculations of D, gives
V  = 5 = £o//24 (4.16)
Because this latter profile fits the Huang-Webb 
experimental data reasonably well, we shall assume it to 
be the correct profile, and use the above relation 
eq.(4.16). This source of inaccuracy in our theoretical 
results is unimportant in an order of magnitude calculation.
In table 2, the experimental interface widths
l = £//24 and the surface tensions are comnared with the o
corresponding theoretical values from eqs.(4.9) and 
(4.11) respectively. In table 3, the theoretical values 
of the Hamaker constant H and the self energy term D 
are compared with the "experimental" values
H = 8a£2 
D = a/5/54
The separation of H and D in this manner allows us to 
compare the two independent calculations of our theory.
The experimental value of H for argon is down by a 
factor of 8, but the order of magnitude comparison is 
good. This indicates that dispersion forces, if not the 
only contributing force, at least give a substantial 
contribution to the energy of inhomogeneity which 
stabilizes a diffuse fluid interface near the critical 
point.
(4.5) Scaling Law Analysis
We now consider some of the consequences of our 
theory. The critical exponents y,v and u are defined by
t^ , Ü at v , Hat° o
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which immediately give the scaling laws from eg.(4.9)
3v = 23 + Y - u (4.17)
and from eq.(4.11) 
y = 2v + u
Eliminating u from these equations gives the first of 
Widom's (1965a) scaling laws, namely
y + v = 23 + Y
which he postulated to be common to all theories of 
surfaces. To find the exponent u we must look very 
closely at the expressions for the Hamaker constant H. 
It is possible to show analytically that to a good 
approximation
Hoc(Ae) 2
for our model interface. We expect this to be true for any 
type of interface near the critical point. Now the actual 
temperature dependence of As = is uncertain. In
polar fluids, some experiments suggest that Ae may diverge 
at the critical point with a weak logarithmic singularity 
(Arkhangelski and Semenchenko, 1967, Snider, 1971). 
Experiments on simple non polar fluids indicate that
Ae aAp at
where the critical exponent 3 - .36 (Garside et al., 1968; 
Abbiss et al. 1965, Larsen et al., 1965). This means that 
u = 23 = 0.7, which is well in excess of those experimental 
values given in table 3. We note that this problem also 
arises with the theory of Rusanov and Kuni (1967) (see 
sect. 3.6), and must be resolved.
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Snider (1971) has demonstrated theoretically that 
critical fluctuations may cause Ae to diverge with a 
logarithmic singularity. This is most likely the cause 
of the scaling law discrepancy in the general case. It 
indicates that our theory describes the long range 
correlations across the interface, but neglects part of 
the short range contribution. If we realize that the 
magnitude of the density fluctuations diverges rapidly 
as the temperature aoproaches T , while the mean density 
approaches zero rapidly, we get a better understanding 
of the problem. The self energy of the fluid includes 
implicitly the part of the fluctuation contribution which 
relates to the fluctuations in a homogeneous system. We 
therefore need some estimate of the contribution of the 
difference between the root mean square amplitude of 
fluctuations in a real system, and of those in the virtual 
homogeneous system at every point throughout the inter­
face. Then we postulate that the temperature dependence of 
H is defined by
_^_ _ ____  2
H“ (/<v2^  - /<v2>h) (4.19)
where the subscript h refers to the homogeneous system, and 
v is the fluctuation amplitude p-<p> at some representative 
point in the interface. We choose this to be the point 
where the fluctuation amplitude is a maximum. This choice 
eq. (4.19) is based on the heuristic argument that H will 
depend on the square of the difference of the fluctuation 
amplitudes, just as it depends on the square of the 
difference of the liquid and gas dielectric constants. 
Before this argument can be made rigorous, it will be 
necessary to extend Lifshitz' theory to a system containing 
large scale fluctuations. We have not attempted to do this 
here because of the immense difficulty of such a 
calculation.
The Ornstein Zernike fluctuation theorem (Landau and 
Lifshitz, sect. 115, 1961) states that
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V<v . (r )2>h = / <Vi (r. )v] (r2)>dr „ = kTp^x(p) (4.20)
where p = p (r ), x(P) is the isothermal compressibility,
V is some small volume in the fluid and v is the fluctuationi
in a fluid of average density <p(r )> . The first two 
relationships state that the mean square fluctuation 
amplitude at any point in the homogeneous fluid is the sum 
of all correlations over the volume V. If we extend that 
idea to inhomogeneous systems, we may generalize eq.(4.20) 
to
dr
< v (r )>2 = / <v (r ) v (r )> (4.21)1 ~ 1 ■'y 1 - 1 2 - 2  V
where v2 is the fluctuation in a fluid of mean density 
<p(r2)>. Now we define
(e 2) = v2 (r2) - \>i (ri )
and using eq. (4.21) we get
2 2<v (r ) > = <v (r ) >, + / <v (r )6v(r )i~i i~i h J i~i -2
dr
(4.22)
If we take the square root of both sides, exoand about 
small 6v and neglect higher terms, we get for eq.(4.19)
dr 2
</v <vi
<v (r ) 2 >. i~i h
(4.23)
Now expanding about z for small 6v
<v (r )6v(r )> - (z -z ) —^  <v (r )v (r )> +
l ~2 2 1 dZ 1 ~ 1  2 ~ 2 '  Z_=Z
2 1
tt (z —z ) —  <v (r ) > +. . .2 2  i dz i ~ il
we get for eq. (4.23)
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(/
(z -z ) 
2 1
V V <v (r ) >) 2 dz 1-1
Hoc + . . . (4.24)
<v (r ) >, l-i h
The volume V is just the volume of the fluctuation V~£ . 
Since J z dr^ is zero by symmetry, we have
V
d 2 2(z -3—  <v (r ) >) i dz i - i_______l___________
<v r ) >, l-i h
Now
<v (r ) 2> - <v (r ) 2>, l-i l - 1' h
to first order, so we have from the right hand side of 
eq. (4.20)
Hoc{z 1 ddz l
/kTp 2 x (P) v -i 2 / kTp 2 x (P) 
v V / V
a >Ll£lV (Z 1 + term in ix3 z
(4.25)
The second term will be at most of the same order as the 
first term near the critical point, so we consider the 
first term for z = t (where fluctuations are a maximum).
3For the volume we must choose V = t , but we note that
the area of the interface over which the above result
(4.25) will hold is t . In eq. (4.7) we have taken the
area to be A, so we must multiply the result eq. (4.25)
. 2by a factor l /A. This gives:
HCC X(PI (Z 3p)2 « t 2e_Y+Vr dz z=t
i.e. the critical exponent for the Hamaker constant is
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u = 23-y+v. Putting this into eq.(4.17) gives
v = y/2 (4.25)
which is the scaling law derived by Widom (1965a) on the 
assumptions of the Cahn-Hilliard theory with a mean field 
approximation (see also Hopper and Uhlman, 1972, where 
this aporoximation is discussed). This law does not 
hold for rigorous model systems such as the lattice gas 
(Widom, 1965a), but recent experiments such as those of 
Zollweg, Hawkins and Benedek (1971) indicate that it may 
be true in some real systems. In fact the accuracy of 
the experiments is apparently very low, and it is impossible 
to decide between the scaling laws y=2v and y=2v .
We emphasize again that the assumptions of this section are 
not meant to decide between these scaling laws. We simply 
indicate that critical fluctuations could be a source of 
the discrepancy between the scaling laws derived from our 
theory, and that of Rusanov and Kuni (1967), and the 
experimental scaling laws. A full treatment will have to 
await further advances in the theory of van der Waals 
forces.
(4.6) Discussion of the Possible Extensions of the Theory 
a) Retardation effects
In the case of two dielectric media interacting across^ 
a third medium, Lifshitz' theory with full relativistic 
effects shows that the interaction energy changes from a 
l/l to l/l dependence as l increases. The transformation
O Ooccurs gradually over the region 50A to 150A in a typical
case (see sect. 3.6, and fig.5). In the general case of
an inhomogeneous system we can approximate the dielectric
constant as a series of small steps as in fig.6. Then
if there is one characteristic length, as in the
monotonically changing interface of fig.6, the free energy
2 3will change from a l/l to a l/l dependence at about the
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same point I - 100Ä. This was demonstrated in the multi­
layer calculations of Ninham and Parsegian (1970). Each 
different type of interface must be treated exactly, however, 
before we can determine the point at which the changeover 
occurs. Now if the total free energy of the inhomogeneous 
system is just the sum of the van der Waals and self energies, 
as we have indicated, then the scaling laws deduced earlier 
will break down near the critical point. However we must 
consider the effects of density fluctuations before we can 
be sure of this conclusion. It is possible that these will 
dominate the van der Waals interactions if the latter 
become very small (see sect. 4.6b).
In the case of polar fluids, the zero frequency term 
in the summation eq. (3.34) will be very large when the fully 
retarded form of the dispersion relation D(k,oo) = 0 is used.
The effect of this is to cause the free energy to have a
2 o
1/t dependence at large distances (>200A). Thus the 
scaling laws very near the critical point will not be 
substantially altered.
b) Acoustical Fluctuation Contribution
At the end of their review, Dzyaloshinskii et al.
(1961) suggest that an interaction may arise from acoustical 
fluctuations. Now the van der Waals interactions are 
caused by electromagnetic fluctuations setting up 
correlations between different parts of the fluid. In a 
similar way acoustical waves can also set up correlation 
interactions which may be quite significant in considerations 
of fluid interface problems. No real quantitative calculations 
of this force have been made because of the lack of useful 
data on the acoustical "refractive index". However 
Dzyaloshinskii et al. (1961) show that the free energy of
acoustical interactions depends only upon the first term 
in the sum eq. (3.34) because the velocity of sound is so 
small compared to the velocity of light. Thus only very 
long wave fluctuations will contribute. At all accessible 
temperatures we have
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FÄ = AV £2
where the "acoustical" Hamaker constant is
c(ne - 2 2 n )g
Here n^ and n^ are the zero frequency acoustical 
refractive indices in the liquid and gas respectively.
These refractive indices will be proportional to’ the bulk 
modulus of the fluid. Inside the interface, it is 
difficult to say just how the bulk modulus will depend 
on the density. In the absence of the energy of 
inhomogeneity which stabilizes the interface, the bulk 
modulus will be negative. If we postulate that it is 
very small, or almost zero because of the presence of the 
energy of inhomogeneity, then the acoustical interactions 
will be attractive. The effect of this will be, in non 
polar fluids, to cause the interface to collapse at a 
temperature near the critical point where the retarded 
van der Waals interactions become dominated by these 
acoustical interactions. If this happened, the fluid 
phases would mix and the meniscus would not be observed. 
This would lead to a false critical temperature and 
an apparent "flat top" on the coexistence curve. The 
flat top was observed by Atack and Rice (1953, 1954) 
in cyclohexane-aniline solutions, although Thompson 
and Rice (1963) and Zimm (1950) did not observe the 
phenomenon at all in mixtures of non polar perflouromethyl- 
cyclohexane - carbon tetrachloride mixtures. Again 
our theory would need to be developed much further before 
we can say definitely whether or not these conclusions 
are justified.
c) Continuum assumption
In all this work we have assumed that the interface 
is sufficiently wide that the density varies continuously 
from one phase to the other, and the whole system can 
be treated as a continuum. To extend the theory to smaller
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interface widths and avoid the continuum assumption it is 
necessary to introduce the concent of a spatial dispersion 
in the dielectric constant, i. e. e = e (k ,oj) . No 
satisfactory theory of van der Waals forces in a spatially 
dispersive system exists so far, although the recent work 
of Bullough (1971) , and Craig (1972) indicate that 
much advance is being made. We expect also that the effect 
of fluctuations would be included in a proper treatment of 
this kind.
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CHAPTER 5 FIBROUS BED FILTRATION OF EMULSIONS.
REVIEW OF RELEVANT THEORY AND EXPERIMENT
(5.1) Introduction
This work in the next three chanters takes ud the 
theme of macroscopic van der Waals and electrostatic forces 
and applies them to the consideration of filtration of 
emulsions in the fibrous bed filter. This fibrous bed 
filter is an important industrial device for the physical 
breaking of stable secondary emulsions. It is mainly used 
for the removal of water from organic liquids, especially 
jet fuels, after they have been washed. Much experimental 
work has been carried out on these filters in the past 
which, along with theoretical work on the related problem 
of aerosol filtration (Chen, 1955), has given some insight 
into the relation of fluid flow patterns to the efficiency 
of the filters. However no real understanding of the 
fundamental nature of the filtration process has so far 
been found (Bitten and Fochtman, 1971). It is the aim of 
these next three chapters to establish the full basic 
theory of fibrous bed filtration, and to put forward some 
predictions for future experimental work. We will also 
attempt to describe the conditions under which the filters 
will operate at their peak efficiency.
The fibrous bed filter or coalescer consists of a 
random array of microscopic fibres about 10 micron in 
diameter at most. The fibres are usually glass, cotton or 
plastic, although recently some interest has been shown 
in steel as a fibre medium (Vinson and Churchill, 1970).
The fibres are packed tightly together and the emulsion is 
passed through the bed. If conditions are favourable, the 
droplets will become attached to the fibres, and other 
droplets will coalesce upon them. When the coalesced drop 
has grown to a sufficient size, it becomes detached from 
the fibre and settles to the bottom of a settling tank 
placed after the filter. If the velocity of the emulsion 
is too high, the drops may redisperse on leaving the filter.
64
This is probably due to the very high turbulence 
present.
On the microscopic level, the operation of the filter 
has been studied experimentally by Dhotomicrographic 
techniques (Sareen, 1965, Bitten, 1971) and theoretically 
by fluid dynamics (Chen, 1955, Sherony and Kintner, 1971b), 
and van der Waals forces (Sherony and Kintner, 1971a). By 
calculating the fluid flow around a cylinder of radius a 
(Harrop and Stenhouse, 1969), it is possible to find a 
criterion for the collision of a droplet of radius R.
Sherony and Kintner (1971b) have found the filtration 
efficiency of a given filter in terms of the fibre and 
droplet diameters, ratio of the volume of dispersed phase 
to the pore volume in the filter, the depth of the filter 
and the coalescence efficiency. The latter is defined as 
the probability that a droplet will strike the fibre and 
become attached to it. Fluid dynamics gives the 
probability that any given droplet will strike the fibre, but 
not the probability that it will become attached.
In sect. (5.2) we shall review the experimental work 
which has been carried out on fibrous bed filters. This 
work is spread throughout many different obscure journals 
and is difficult to collect. However there has recently 
been a resurgence of interest in these filters from which 
work we can draw some definite conclusions about the various 
phenomena which occur. In sect. (5.3) we shall review the 
fluid dynamical theory of Sherony and Kintner (1971b) , Harrop 
and Stenhouse (1969), and others. With this we are able 
to separate the various effects of fibre diameter, packing 
density, fluid velocity, viscosity and other mechanical 
features which are now well understood, from those features 
such as surface tension, fibre wettability and velocity 
which are not so well understood. Finally in sect. (5.4) 
we shall review the theoretical work of Sherony and 
Kintner (1971a), and some suggestions of others which try 
to relate the van der Waals forces in the system to the 
coalescence efficiency of the filter. This is an attempt
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to explain the effects of surface tension and fibre 
wettability in a basic theory of filtration. However we 
shall show in chapter 7 that this theory has so far been 
unsatisfactory.
(5.2) Effects of Various Physical Properties.
Experimental
The fibrous bed filter is a very complex device whose 
operation depends on many different parameters. Thus it 
is often difficult to separate the effects of these in 
any experimental setup. We examine below eleven of these 
different parameters which have been studied in the past.
a) Temperature. Burtiss and Kirkbride (1946) found the 
coalescence of water from crude oil increased in efficiency 
with temperature. Treybal (1963) also mentions this in 
his book.
b) Bed length. As the depth of the bed is increased, the 
filtration efficiency increases, although an undesirable 
pressure drop also increases, and this must be taken into 
account. Bitten and Fochtman (1971) show that most 
coalescence occurs within a small fraction of the length of 
the bed on the front face. Thus a deep bed is not needed 
except for submicron particles (Sareen et al., 1966).
c) Bed density. Sherony and Kintner (1971c) and others 
have shown that the coalescence efficiency increases with 
increasing numbers of fibres per unit cross sectional area.
d) Fibre diameter. Sherony and Kintner (1971c) and Sareen
et al. (1966) and others have found a definite decrease in
coalescence efficiency with increase in average fibre 
diameter.
e) Droplet diameters. The coalescence efficiency was 
observed to increase with increasing droplet diameter 
(Sherony and Kintner, 1971c). This is a difficult parameter
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to test as droplets of all sizes are usually present.
f) Bed saturation. Sherony and Kintner (1971c) claim that 
the coalescence efficiency increases as the bed becomes 
more and more saturated. However this effect is intimately 
related to the effect of the velocity of the field phase, 
which changes as the saturation increases (Bitten and 
Fochtman, 1971). This parameter has not been studied in 
great detail by itself.
g) Field velocity. Burtiss and Kirkbride (1946) and
Voyutskii et al. (1958) working with W/0 emulsions, and 
Vinson and Churchill (1970) and Sherony and Kintner (1971c) 
working with 0/W emulsions all found that coalescence 
decreased with increasing velocity. Sareen et al. (1966)
defined a "maximum filtration velocity" above which filtration 
did not occur. This was found to be dependent upon 
viscosity of the field phase, packing density and length
of the bed. Bitten and Fochtman (1971) found that the 
saturation of the bed varied greatly throughout the bed.
Thus the velocity would be large at the front face, and 
fall to the measured value towards the back face. Increasing 
the velocity increased the coalescence at the front face, 
but decreased it further in the bed. The overall effect is 
to decrease the coalescence efficiency.
h) Droplet viscosity. Vinson and Churchill (1970), and 
Sareen et al. (1966) found little change in coalescence 
efficiency with increase in viscosity. The viscosity was 
varied by adding various amounts of mineral oil, but the 
effect of these may only be to change some of the other 
features such as droplet diameter or surface tension.
i ) Field phase viscosity. Vinson and Churchill (1970) 
found that coalescence decreased with increasing field phase 
viscosity. Again it may be difficult to separate out all 
the different effects of surface tension and material 
properties.
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j) Surface tension. Sherony and Kmtner (1971c) and Vinson 
and Churchill (1970) found that droplets having low surface 
or interfacial tensions with water <^_10 dyne/cm) did not 
coalesce satisfactorily for O/'W emulsions. These are the 
highly polar liquids ^£>4;. Non polar liquids which are 
generally characterised by a high interfacial tension 
coalesced quite well. Sareen et al. (1966) also found this, 
but W/0 emulsions always coalesced even for liquids with 
low interfacial tension. Now the effect of the surface 
tension is related to the interaction of the droplet and 
fibre by the intermolecular forces. We shall come back to 
these effects in chanter 7 and attempt to correlate the 
experimental data with the theoretical calculations of
these forces. Several attempts were made to lower the surface 
tension with the aid of surfactants (Sareen et al., 1966).
The effect of this was not consistent. Bitten (1971) 
found that sodium sulphonate prevented all coalescence of 
water droplets from kerosene. Sareen et al. (1966) and 
Vinson and Churchill (1970) found similar deteriorating 
effects. Surfactant tends to prevent rather than aid 
coalescence.
k) Wettability of fibres. This parameter is the least 
well understood of all. Some experimental work 
(Voyutskn et al., 1958) has indicated that the fibres must 
be wet by the droplet liquid, while Farrow (1966) argues 
that the surface should be hydrophobic (non wetting)
Sherony and Kmtner (1971c) find that nylon fibres will 
coalesce a W/0 emulsion only after soaking in the dispersed 
phase before use. They attribute the increased coalescence 
to increased bed saturation. Vinson and Churchill (1970) 
treated their metal surfaces with wetting agent, and 
Sareen et al. (1966) soaked all the fibre beds in the
dispersed phase before attempting filtration. However 
recent experimental results (Sareen et al., 1966, Sherony, 
1969, Bitten, 1970) using ohotomicrograohic techniques have 
found that the droplets do not wet the fibre, but appear
to have a zero contact angle. The general conclusion is 
that fibre wettability is not a parameter of interest in
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filtration. However Rose (1963) and Sareen et al. (1966)
show that the nature of the fibre is still important.
The results of Sareen et al. (1966) and others showing
the effect of the fibre on coalescence in fibrous filters, 
have been summarised in table 4. The dielectric constant 
and surface tension of the organic liquids with water is 
also shown.
(5.3) Fluid Dynamical Theory of Filtration
In the design of a filter, the most important factors 
to consider are the pressure drop across the filter, and 
the filtration efficiency (Chen, 1955). The former is 
calculated by a purely fluid dynamical theory which we 
shall not consider here. The efficiency however is a most 
important quantity which depends very much UDon the 
microscopic mode of operation of the filter. The various 
mechanisms by which droplets strike the fibres and 
coalesce, which have been considered are as follows.
a) Brownian motion. This is assumed to cause two free 
droplets in the filter to come together and eventually 
coalesce. However because the emulsion is stable apart 
from the filter, Brownian motion can obviously have
little effect. It is difficult to understand how the fibres 
in the filter could alter the effect of Brownian motion 
unless the force barriers are somehow reduced in size in 
the presence of the fibre. Sareen et al. (1966) have also 
suggested that Brownian motion aids collision of a single 
drop with a fibre. This holds only for very small drops 
(<1 micron in diameter).
b) Rupture in Capillaries. Sareen et al. (1966) mentioned 
a theory of coalescence based on the coalescence of droplets 
which are forced together by streamlines as the fluid is 
squeezed between the fibres. However Sherony (1969) and 
Gudesen (1964) observed by Dhotomicrograoh that this 
mechanism was not dominant. Coalescence in a turbulent
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medium is mentioned by Sherony and Kintner (1971b) who 
observed that droplets would coalesce m  the turbulent 
region of the fluid. These droplets however are already 
in contact. This appears to be a relatively rare event.
c) Fibre Impaction. Sherony (1969) and Gudesen (1964) 
observed that no real coalescence occurred between droolets 
unless one was already attached to the fibre. We must 
consider how that attachment comes about, and how 
coalescence is affected by the presence of the fibre. Fluid 
dynamics may be used to calculate the probability that a 
given droplet will intercept a fibre; the two mechanisms 
being direct collision (the droplet follows the streamlines 
around fibre) and inertial impaction (the droplet crosses 
the streamlines due to its large inertia).
Sherony and Kintner (1971b) used the above mechanisms 
of coalescence to build up a model of fibrous bed 
filtration which is in good agreement with experiment.
In their analysis of Brownian motion, turbulence coalescence 
and collision mechanisms, they found that only impaction 
was significant. Consequently the other mechanisms were 
ignored. In the light of our above comments, this procedure 
seems reasonable.
To find the holdup ior the volume attached to the 
fibres) of coalesced liquid throughout the filter, and hence 
the ratio of the input concentration |a(0) to the output 
concentration u(L) of the droplets in the emulsion, where 
L is the depth of the filter, Sherony and Kintner (1971b) 
derived the equation
uo |£ = -kM$ (5.1,
where Uq is the characteristic velocity U/e of the filter,
U is the actual velocity of filtration and e is the fraction 
of void volume to the total filter volume. Also (}) is the 
concentration of droplets already attached to the fibres
70
and k is a constant. The right hand side is the number 
of collisions between the droplets of the emulsion and the 
attached droplets per unit time. This equation assumes 
that the velocity and frequency of collisions does not 
change with time, and that the fibres have an equilibrium 
distribution of attached droplets (i.e. steady state).
Now the number of collisions per unit time is
, A U ,3 S kl-£ 1 (l+dd/dfkp0 = MAC = - lj ------g-------) ncU (5.2)
where d^ and d^_ are the droplet and fibre diameters 
respectively, S is the degree of saturation of the bed and 
nc is the coalescence efficiency. This n is the 
probability that a droplet will be removed from the stream 
in the filter, and consists of two parts. The first is the 
mechanical efficiency. This is the probability that a 
droplet will strike a fibre in a given layer of bed. It 
is usually calculated from the hydrodynamical methods used 
in aerosol filtration theory (Chen, 1955, Harrop and 
Stenhouse, 1969) though Sherony and Kmtner (1971c) indicate 
that it may not be applicable to fibrous bed coalescence 
because of the large difference in viscosities between air 
and liquids. The second factor, the probability that a 
droplet will stick to the fibre once it has collided, was 
determined empirically from the previous experimental work 
of Tan (196 8) .
Eq. (5.2) takes into account the random orientation of 
the fibres, but assumes that all the droplets move in 
straight lines (i.e. viscosity and turbulence effects are 
negligible). Also the droplets are assumed to be held 
onto the fibre only after coalescing with other droplets 
on the fibre surface. No mechanism for the initial attach­
ment to the fibre is required as steady state is assumed.
If we now suppose that the saturation S of the bed is a 
constant average value, eq.(5.1) may be integrated with 
eq. (5.2) to give the ratio of output to input droplet 
concentrations
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Y = y(L)/y(0) = exp ( —XcD  (5.3)
Bitten and Fochtman (1971) however have shown experimentally 
that holdup is very large at the entrance of the filter, 
and falls away rapidly to a steady oscillating value.
In summary, the fluid dynamical theories so far have 
shown that coalescence efficiency increases when
a) Bed length increases (Sherony and Kintner, 1971b)
b) Bed density increases (Harrop and Stenhouse, 1969)
c) Fibre diameter decreases. Sherony and Kintner (1971b) 
attribute this to the increased surface area to 
volume ratio, which increases the frequency of 
collisions between free droplets and attached 
droplets
d) Droplet diameter increases. Sherony and Kintner 
(1971b) attribute this to the increased 
probability of collision with fibres. Harrop 
and Stenhouse (1969) find an increase in 
coalescence as the droplet to fibre ratio increases
e) Bed saturation increases (Sherony and Kintner,
1971b)
f) Viscosity decreases (Harrop and Stenhouse, 1969)
g) Velocity increases (Harrop and Stenhouse, 1969). 
Sherony and Kintner (1971b) were unable to explain 
why this prediction is in opposition to experimental 
observations. This "velocity anomaly" is as yet 
unexplained.
In the next section we shall examine the theory behind 
the effects of the surface tension of the liquid droplets and 
the wettability of the fibre. Besides the velocity anomaly 
and temperature effects, the effects of the physical chemical 
properties of the droplets and fibre are the only unexplained 
features of the fibrous bed coalescers.
72
(5.4) Nature of van der Waals Forces in Filters
Sherony and Kintner (1971a) using the methods of 
Fowkes (1962, 1963, 1964, 1965) presented the first 
quantitative consideration of van der Waals forces acting 
to draw droplets to fibres. This work attempts to explain 
the effect of surface tension and wettability, related to 
van der Waals forces, on the filters in fibrous bed filters. 
Consider two liquids in contact. The surface tension of 
these liquids in air is a , o respectively, and the
interfacial tension between the two liquids is a . Let
d  ^^ck be the contribution to the surface tension a^, i=l,3
from the London-van der Waals forces. Fowkes (1964)
shows that the interfacial tension may be written
approximately as
°1  3 ^  °1  +  °3  "  < 5 - 4 >
by a balance of forces across the interface. The last 
term is an approximation for the van der Waals forces 
acting between the molecules of the two different phases 
across the interface. It reduces the effect of the pull 
of the bulk molecules on the surface molecules of the 
same phase. We note that this formula ignores the effect 
of the permanent dipole moments in polar fluids, and so 
applies accurately to non polar or simple fluids only 
(Fowkes, 1964).
The contact angle between a droplet 1 on a flat 
surface 2 in the presence of a third medium 3 is given by
g cos0 = o - o (5.5)13 12 3 2
where is the interfacial tension between substances
i and j. From eqs. (5.5) and (5.4) it is possible to 
calculate the dispersion components of ou of the surface 
tensions from practical measurements of contact angles, 
surface and interfacial tensions.
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Now in a filter, droplets of dispersed phase interact 
with fibres across a third medium. The energy of the 
van der Waals interactions is given by E = -AP(£), where 
t is the separation of the droplet and fibre, P is a 
dimensionless function of t and the droplet and fibre 
diameters, and A is the Hamaker constant which measures 
the strength and nature of the interactions. By assuming 
equal intermolecular distances r ^  = r and equal ionization 
potentials, Sherony and Kintner showed that
--j - 6 (/o^  - Jä^ ) - &  (5.6)2 1 3 2 3TTr
They then used values of which Fowkes (1963)
calculated for water and various liquids and solids. In
2table 6 we have listed the values of A/TTr which Sherony 
and Kintner (1971a) obtained for the fibrous beds and 
emulsions studied by Sareen et al. (1966). It can be
seen that the agreement with experiment is not very good. 
This is because water and other polar substances are 
always present in every filter, and the above approach is 
thus invalidated.
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CHAPTER 6 FIBROUS BED FILTRATION OF EMULSIONS.
ELECTROSTATIC THEORY
(6.1) Introduction
Having reviewed the state of the art as it exists so 
far, we now take up the theme of interparticle forces in 
filters and attempt to develop it to its full conclusion. 
First we make the following observations. Photo­
micrographic studies of fibrous bed coalescers (Sherony, 
1969, Bitten, 1971) have shown that the probability of two 
droplets coalescing is small unless one is already attached 
to a fibre. Thus the forces between the droplets and the 
fibres must play a very important role in the operation of 
the filter. If they are strongly repulsive, then the 
emulsion cannot be broken. Coalescence can only begin to 
occur if the forces are attractive or weakly repulsive.
We must look further into the van der Waals and electro­
static forces which act in the filter, to determine its 
basic operation. Only these two forces need be 
considered. Viscous forces, which we very briefly consider 
in chapter 7, are a secondary concern.
In chapter 3 we reviewed the present state of the 
Lifshitz (1955) theory of van der Waals forces. We shall 
use this to calculate the magnitude and nature of the 
van der Waals forces in chapter 7. In this chapter we 
shall be concerned with setting up the full theory of 
electrostatic interactions between droplets and fibres 
when only monovalent electrolyte is present. We shall 
begin by solving the non-linear Poisson-Boltzman equation 
in all possible attractive and repulsive cases.
Derjaguin (1954) and Devereux and de Bruyn (1963) have also 
done this, but their solutions are much too general, and 
are difficult to reduce to any form useful for computation 
(Sarkies and Sammut, 1972). We believe that our solutions 
are sufficiently simple to be of great practical use.
They shall be used here to derive the asymptotic expression 
for the force per unit area at large distances, by
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introducing the Jacobi theta function (Ninham and 
Parsegian, 1971). These asymptotic forms reduce to the 
results of Parsegian and Gingell (1972)* in the small 
potential limit. Finally we shall derive the boundary 
conditions for droplet and fibre surfaces, and review the 
possible role of the Stern theory of adsorption of ions.
(6.2) Formulation of the Poisson-Boltzman Equation
Consider a three phase system consisting of two 
parallel, planar, semi infinite media 1 and 2 respectively, 
separated by a third medium 3 of width t. The fibre- 
droplet system, which is a special case of this, is 
shown in fig.8 with the droplet and fibre surfaces being 
assumed smooth and planar. Now suppose that the droplet 
and fibre surfaces have potentials \pQ and respectively. 
These are determined by the boundary conditions to be 
considered later. When no surfaces are present, the 
region 3 of dielectric constant has n mole/litre of 
monovalent electrolyte M+A , and the total potential iJj 
is taken to be zero. When the droplet is brought up to 
the fibre surface, the electric potentials in the system 
will upset the balance of the ionic concentrations.
Suppose now that the positive and negative ions have 
concentrations n^(z) respectively, where z is the distance 
from the droplet surface. The net charge density is 
p = Ne(n - n_)f where e is the electronic charge and N 
is Avogadro's number. The potential in the system is given 
by Poisson's equation
47reN {n+ (z) - n_ (z) } (6 .1)
where the concentrations n + (z) are given by Boltzman's 
equation
* We thank Dr Parsegian for allowing us access to his 
work prior to publication.
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n + (z) = ne+eßijj (6 .2)
Thus eq.(6.1) becomes
d 2ip 4 TiNne sinh (e 3 ^ ) (6.3)
The simple change of variable y=eßip, x=k z , where
8TTNe n 
£ kT3
gives the non-linear Poisson-Boltzman equation
— — = sinh(y) (6.4)
dx2
It is now worthwhile considering the range of validity of 
this equation for describing the interaction of the diffuse 
double layers formed at charged surfaces. Firstly it is 
apparent that the ions are assumed to be a perfect gas.
In eq. (6.2) no terms for the energy of intermolecular 
interaction of the ions with the solvent or with each other 
have been included. The interaction with the walls may be 
approximately taken into account using the theory of 
Stern (1924) for specific adsorption of ions. Haydon (1964) 
describes a large number of corrections which need to be 
made to the Poisson-Boltzman equation, including the 
polarization of ions in an electric field and dielectric 
saturation effects (the dielectric constant changes with 
field strength). For electrolyte concentrations less than 
.01 molar, all these appear to amount to less than 3% 
correction to the Poisson-Boltzman equation, even at high 
fields. Thus for equilibrium diffuse double layers, we 
shall use the simple eq.(6.4) without any extra corrections.
(6.3) Solution of the Poisson-Boltzman Equation
Eq.(6.4) may be integrated once to obtain
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\  = c o s h ( y ) + c (6.5)
where c is a constant of integration. We have shown 
in Appendix 3 (see also Devereux and de Bruyn, 1963, 
Parsegian and Gingell, 1972) that the pressure between two 
plates due to the double layer is
p = 2n3kT(c+l)
Thus the point c = -1 determines the division of attractive 
(0-1) and repulsive (c<-l) forces. The second integration 
of eq. (6.4) gives
x ± fy dyy / 2 [cosh(y)+c] o
± dd>
J 4> 1/ 4> (cj) ^ + 2c +1) (6.6)
where <J> = e^. This is in the form of an elliptic integral 
(see appendix 4, Ninham and Parsegian, 1971). To evaluate 
the integral e q.(6.6), we must consider three special 
regions of c:
a) Repulsive case c<-l
In this case, the denominator in eq.(6.6) factorises 
to give
±X = ^  ^ ----  (6.7)
where <J>+ = -c±/c2-l and <J> = 1/<J>_. In fig. 8 we have
sketched schematically the potential y in this case. 
Because the slope changes sign at the minimum point, we 
must integrate away from this minimum to obtain two 
solutions; one to the left and one to the right. From 
eq. (6.5), we see that <j> = <J>_<1 at the minimum ooint for 
negative potentials. Writing t 2 = <J>/cj>_, m = 4>_/<J> = (j)2
we get
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(x-x ) m 2/?7 I/Ö7J ______ dt______
giving the solution
4> = 4>_sn2 (K (m) ± (x-xm ) )
/?“
= (p_cd2 (-j- (x-xm ) )
y/?T
= {0 (u-u )/0 (u-u )}2 , u = --- x (6.9)2 ' nr' 3 ' m ' 2203
Here x^ is the position of the minimum point from the 
origin, and 03 = 03(o,q), where q is given in terms of the 
modulus m in appendix 4. We may write x^ in terms of 
(J)q and 4>£ by putting x = 0,£ respectively in eq. (6.8).
Thus we may explicitly eliminate x^ to get a single equation. 
As this expression is rather complicated it will not be 
reproduced here. In practice it is simplest to eliminate 
by other means (see sects. 6.4, 6.5, 6.6).
Another situation can arise in which the potential has 
no minimum point, but is still repulsive (fig.8). In this 
case, x^ is less than zero or greater than l, and the same 
result eq.(6.8) applies. Here the potentials have the same 
sign but the surface charges (proportional to the slope of 
the potential) are opposite in sign. Finally for positive 
potentials, all the solutions obtained in this section are 
identical to the negative potential case, except that
. This can be proved by reworking eq. (6.7) so that 
the limits are still less than 1, which is necessary for a 
real solution (Abramowitz and Stegun, 1970). Thus the full 
solution to eq.(6.7) is
I I <^jT7e iYi = (p_cdz (~2~ (x-xm ) ) (6.10)
b) Attractive case I>c>-1
The denominator in eq. (6.6) does not factorise in this
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case, but it is still possible to find a closed solution in 
terms of Jacobi elliptic functions (Abramowitz and Stegun, 
197 0) . Thus
± (x-x ) o
________d(j)
1 S(p {(pz + 2c(p+l)
= cn 1 (irx) -cn J (0) (6.11)
Here x q is the position of the zero of potential, and the
modulus of the elliptic functions is m = i-(l-c) . Now - 1  ^cn (0) = K(m) , so
x = = cn (K (m) ± (x -x q ) )
(6 .12)
(6.13)
+ / m ~  sd (x-x ) i o
, /. 0, (v-v )- 1 / 4 1 O
1 m ' 0, (v-v )
where v = x/0^ , m^ = 1-m . This solution is symmetric under 
reversal of sign. Note that again we can have a situation 
where x q is less than zero or greater than t , so that no 
zero occurs in the potential between the plates (fig.8).
c) Attractive case c>l
Here again we may factorise the denominator of 
eq . (6 . 6) to get
± (x-x ) = f * - - ■ d$----(6.14)
1 / < ( .  ( 4 > + 4 > i )  ( < t > + 4 > ; )
where = c±/c^-1 and the ± refers to the sign of the 
charge at the fibre surface. This integral eq.(6.14) 
may be written (Abramowitz and Stegun, 1970)
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14> = 4>_ sc2 (iK(m) ± ~ 2~  (X“XQ )) (6.15)
= {0 i(u ')/02(u ')}2 (6.16)
7T 2where u' = x ± — *- (x-x ) and m = 1 -4) . This solution4 202 o' -
is also symmetric3under interchange of the sign of the
potential.
d) General Properties of the Solutions
The properties of the Jacobi elliptic functions may be 
used as a test of the validity of the solutions obtained. 
Each of the above solutions eqs.(6.10) (6.12) and (6.15)
must match up with the other solutions which overlap at 
the appropriate value of c. Thus eqs.(6.8 and (6.12) 
must match at c = -1 ; eqs. (6.12) and (6.15) must match 
at c = +1. Although the algebra is long and rather 
complicated, we may carry it through to get the following 
special cases.
(i) c = -1 (zero force), eqs. (6.8) and (6.12) give
Thus if the force is zero at some separation t  of the 
plates, this separation may be determined by
* = {
tanh(x) ± 2
------------------------------------— }
1 ± tanh (x) /cjTJ’
(6.17)
(ii) c = +1 , eqs. (6.12) and (6.15) give
4) = {
tan(x) ± 2
-------------------------------- — }
1 ± tan(x)
(6.18)
These are equivalent to the results derived by Devereux and 
de Bruyn (1963).
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In numerical calculations, it is useful to have bounds 
on the solutions so that errors can be detected. These 
bounds arise from the fact that the Jacobi elliptic 
functions are periodic, but the physical potentials are 
not. Except in the infinite surface potential case, the 
potential is not allowed to diverge at any point in the 
system. Thus the bounds are
(i) Repulsive case, eq.(6.10) gives 
— —  (K£-xm )<K(m) , —2—  xml K (m )
so
kl < 4/$7K(m) = 2ttv/^7 0* (6.19)
When no minimum exists in the system,
kI  < tt/^T 0* (6.20)
(ii) Attractive case, -1<c <1 , eq.(6.12) gives
kZ-x < K(m) , x < K(m)o— o—
kI<2 K(m) = 7T0  ^ (6.21)
Again if no zero is present in the system
k£<K(iti) = j  63 (6.22)
(iii) Attractive case c>l , eg. (6.15) gives
! /v 1
—  ^ t~xo)-2 K(m) ' —  xo - 2 K(m)
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so
k I<_2/$Z K(m) = tt/$3 0 ^ (6.23)
With no zero in the system
k£</$3  K(m) = j 0* (6.24)
(6.4) Large Distance Approximations. Constant Potential 
Repulsive Case
The full solutions to the Poisson Boltzman equation 
derived in sect. (6.3) are seen to be particularly simole 
and relatively easy to handle. The corresoonding results 
of Derjaguin (1954) and Devereux and de Bruyn (1963), 
though they must reduce to our results, are rather unwieldy 
expressions. This fact led Hogg, Healy and Fuerstenau 
(1966) to consider solutions of the linearised Poisson 
Boltzman equation in the general case. Parsegian and 
Gingell (1972) have also done this, and have examined the 
behaviour of the double layer force in great detail over 
all distances. In this section we will show how our results 
may be used to derive large distance approximations to the 
double layer force which can be used when an automatic 
computer is not available, or is not suitable for evaluating 
the full solution. The linearized Poisson Boltzman equation 
is only accurate over small potentials (i|j<25mV) , and we are 
easily able to improve the approximations of Hogg, et al. 
(1966) and Parsegian and Gingell (1972).
The approximation which we shall make is
q ' ~ a  ' < < 1
Thus we need take only the first few terms in the transformed 
theta function expansion eq.(A.13) of our results 
eq . (6.9). We get
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l-2q'cosh(u-u ) 2
i+i ~  -f ®  1 ^ _ 1l + 2q * cosh(u-u^) u - KZ
so that
2q'cosh(u-u ) = -— = x' = tanh(y/4) (6.25)
m l + /$
If we put u=0 and u= £ in eq. (6.25) , we get two equations 
for x' and y » in terms of u . Thus we may eliminate u 
between these two to get
(xi_xöeK )^ (x|-xöe~K'e) = 4 q ,2sinh2(K£)
i . e .
(2q1) 2 = f xr+xö2-2xöxi^h(^ )
sinh2 (k£)
But
1 1-/$I ____q ' = ~- -----  , cf)_ = -c-/c2-l
l+/$7
so
l-2q 
l + 2q'
2
(6.26)
(6.27)
and
c = - i(4._ + !/<(._) l+6f+f2 
(1-f) 2
Thus from appendix 3 we get the pressure on the plates
p = -16n kTf/ (1-f)2 (6.28)
with f given by eq.(6.26). This result eq.(6.28) holds if 
the potential is constant. At large distances k£>>1, we 
have
p - 64n 3kT tanh(yQ/4)tanh(y^/4)exp (-«£) (6.29)
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compared to the "linearized" result
p - 4n3kT yQ exp(-Kt)
As the potential increases to very large values 
y>>4 (iJj>>100mV) , the first asymptotic form shows a cutoff 
behaviour, while the second increases indefinitely. Bell, 
Levine and Macartney (1970) define an effective potential 
Y = 4tanh(y/4) by which the non linear result may be brought 
into line with the linearized result. This is equivalent 
to the situation we have here.
In fig.9 we have plotted the approximation eq.(6.28), 
the exact force from eq.(6.9), and the result of 
Parsegian and Gingell (1972):
P = n kT3
yo+yl~2yoytcosh(k )^ 
sinh2 (k£)
(6.30)
on the same scale. The potentials on the two surfaces are 
assumed constant and equal. As expected, the three results 
almost coincide when the potential is small (ip=-5mV) , 
but for large potentials (ip=-130mV) the result eq. (6.28) 
is much better. In fig.10 we have plotted the same three 
results when the two plates have unequal potentials.
Parsegian and Gingell (1972) predict an attractive force at 
short distances, which is observed here. This occurs when 
the potential minimum disappears from the system and the 
surfaces have opposite charges. From these two graphs we 
conclude that the asymptotic approximation eq.(6.30) is 
satisfactory over all distances provided that the potentials 
are small, but when the potentials i^>25mV, the approximation 
eq.(6.28) must be used.
For most realistic boundary conditions the potential 
changes as a function of the pressure. This is the case for 
all the boundary conditions which we consider later in 
this chapter. Consequently we must beware of using the above
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asymptotic forms too freely. However, because of the 
reasonably high accuracy of these equations for constant 
potentials, it may be useful to modify them by using the 
pressure dependent potential for an iterative solution.
(6.5) Large Distance Approximations. Constant Potential 
Attractive Case
We start from eqs. (6.12) and (6.13) for the potential 
in the system. With the assumption q'<<l, we need only 
take the first few terms in the theta function expansion of 
eq. (A.13) . Thus eq. (6.13) becomes:
m^q' V 4 2sinh(v-VQ ) 
m  ^ l+2q'cosh(v-v )
where v =k z , i(l-c) m^i-d+c) and
q ' - A' 12
1-m
1+m
i/4
TJZ
(6.31)
We now define
1 6 1- (1-6 ) 1/7
2 1-6 1/4 'Z 1 0 1+ (1-6) 7
Unfortunately it is not possible to solve the eq. (6.31) 
explicitly for c. This is both because of the complexity 
of the expression for a, and the presence of the 
denominator in eq. (6.31). We cannot neglect the latter 
or else we get the wrong asymptotic form for the pressure. 
We must make the approximations 6<<1, |v-v |>>1. This
gives
q ' - 6/16 , ot  ^ 6 2/16
Thus eq.(6.31) becomes
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Xl + 's
K ^ - X n e °
2 1+JL p2 (k£-xq) '
16
X, (6.32)
If we let np = /& e'"^  x° , n = /S’ eX° then eq. (6.32)C O
becomes
^ n 2 ± n + 2x = o
where n = nQ , and X = XQ , X^ • Thus
n = ± 4 (1 - A - x 2)/x
= ± 4 (cosh (y/2)-1)/sinh(y/2)
= ± 4tanh(y/4)
We may now eliminate x q from ri and to get the pressure 
p = 4n3kT6
= 64n3kT tanh (yQ/4)tanh(y^/4)exp(-<£) (6.33)
This is identical to the repulsive pressure eq . (6.29).
In fig.11 we have plotted the approximation eq.(6.33) 
along with the approximation of Parsegian and Gingell 
(1972) and the exact result from eq.(6.12). In all cases, 
the agreement is very good at distances kZ>>1 and it is an 
improvement over the result of Parsegian and Gingell (1972) 
for large potentials. These results are very useful where 
large potentials are encountered, especially in colloidal 
systems such as those encountered in chapter 7.
(6.6) Large Distance Approximations. Constant Charge 
Repulsive Case
Finally we shall demonstrate the power of the theta
function representation of Ninham and Parsegian (1971) 
to improve the asymptotic form for the constant charge 
case. The charge a is related to the potential p by
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a e dp 4tt dz
Now eq. (6.8) for the repulsive case gives
/p7
y=£n(p) = £n(p_) + 2£n(cd{— —  (x-x )})
where p_ = -c-/c2-l , modulus m = p 2 . Using the derivative 
of the cd function as given by Abramowitz and Stegun (1970), 
we get
dyd ( kz )
/p7
—^ — . 2m
W ,
sd(—  (x-xm ) } n d { ^ ~  (x—xm )}
7$~
cd{—
If we now substitute the expressions e q . (A.17), and note 
that /cjT^  = l/m'^4 we get
dyd (Kz)
'm 9 ' (u-u ) 0 ' (u-u ) i l m 2 m
V** 0 ' (u-u) 0 ' (u-u) (6.34)
where u = /cjT^  x/20^2 , and the crime refers to the 
"transformed" theta functions (see appendix 4). If we 
now suppose as in sect. (6.4) that
q' - A' 12
1-m
1+m
V 4
T74 < < 1
then we get
47Teßg
KG dyd (kz ) Si
1-m
1+m
17T
7/4
sinh( /p~" (x-x ) }__________ + m ______
l-4q' 2 cosh 2 { /p*7 (x-x )} s + m
(6.35)
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Again this expression suffers from the difficulty that it 
cannot be solved except in the large distance asymptotic 
limit |x-xm |>>l , |c+l|=6<<l. Let 6=-(c+l), then eq.(6.35)
becomes
no 47re3£ K rs exp,xo )‘ 2 : « ;— :1 - ^  exp(xo )
4Treß
£ K ° l
“5" exp (k£-x q )
2 1 - Ä (^ - x o )
If we now solve for 6 and eliminate x , we get 
/I+rf -1) (/TTrT -1)
6 = 32 ---- ------------- ----  exp(-d) (6.36)
ro rl
where r = 2j[eB ^ ^ pressure is
cr i/* ~
2n 3kT6
We compare this with the results of Parsegian and Gingell 
(1972)
2tt oo+al+2aootcosh(Kl) ^
p = —  ---------------------  - —  a oD exp(-Kt)£ . , 2 t ^  £ o t -sinh (kt)
to which our result eq. (6.36) reduces when r<<l. Our system 
is here characterised by a "characteristic charge" 
ö = £K/2TTeß = /2n£kT/7r , which is strongly dependent on 
temperature and electrolyte concentration in the system. 
Below o , the system behaves like that of Parsegian and 
Gingell (1972), but above a , the force levels off to a 
value
p = 64n^kTexp(-k£ )
as in the constant potential cases.
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If the plates are infinitely far apart, the surface
o 00 00potential ip = y /e$ is given by
00r = °/°c = sinh(y /2)
Thus eq.(6.37) gives
p  ^ 64n^kT tanh(yQ/4)tanh(y^/4)exp(-kZ) (6.37)
This is equivalent to the constant potential results 
eqs.(6.29) and (6.33). We propose that eq.(6.37) is valid 
independently of the boundary conditions for sufficiently 
large kZ.
In the case where one of the surfaces is uncharged, 
the force is not zero. Instead the second term in an 
expansion of which eq.(6.36) is the first term, is dominant. 
The potential between the plates has a minimum at the 
uncharged surface (dip/dz « o = 0), and so the system 
behaves like two identical charged surfaces interacting over 
a distance 2kZ. Thus eq. (6.36) gives
(/r2+l -1) 2
p = 64n kT ----------- exp(-2K£) (6.38)
r 2
(6.7) Boundary Condition for the Droplet Surface
Droplets of an organic liquid in water normally gain a
charge by the selective absorption of ions from the water
phase (Verwey, 1940). This is provided no adsorbed layers
of emulsifier or other charged ions are present on the
surface. Verwey also suggests that oriented water dipoles
will give a large potential drop, but this in fact will be
proportional to the electric field at the surface, which is
very small (see sect. 7.6). Now consider the situation
shown in fig.8 where the droplet 1 is a hydrocarbon liquid
and the medium 3 is water containing n, mole/litre of + - 3electrolyte M A . Let [i]. be the concentration of a
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particular ion i in the region j =  1,3; be the valency 
of this ion and its chemical potential. Then if we
assume that the ions behave as a perfect gas (Robinson and 
Stokes, 1959), and equate chemical potentials in the regions 
1 and 3, we get
g^ + kT£n[i] + ez gjj = g ^ . + kT£n[i]^ (6.39)
Here  ^ is the electrostatic potential in region 1 referred 
to zero of potential in region 3. The concentration of 
ion i in region 1 is
[i] = [iJ 3 exp (-ßyi-ziYi) (6.40)
where y^ = g^t - g^3 , 3 = 1/kT and = eßip i • If only 
monovalent ion is present, then we have four such equations 
of the form eq. (6.40) for each of the species H+ , M+ , OH 
and A . In addition to these four equations we have a 
condition of charge neutrality far from the droplet surface
(z + ±oo) .
[H+]j + [M+]j = [A-]. + [OH"]j , j = 1,3 (6.41)
Here we have supposed the droplet to be infinite in extent, 
i.e. radius a>>< 3 , where k 1 is the range of the
electrostatic double layer or Debye length. If we suppose 
that MA is a strong electrolyte, the second of eq. (6.41) 
may be written
[M+] 3 = (A ] 3 , [OH ] 3 = [H+] 3 = 10 7 M
This together with eqs. (6.40) and (6.41) gives the
potential at infinity
yoo
e J
aHexp(-3uH ) + (l-aH) exp (-3yM ) V 2
^aRexp(-ßyQH) + (l-aR)exp(-ßyA )^ (6.42)
where
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aH = [H+] 3/( [H+] 3 + [M+] 3)
is the mole fraction of hydrogen ion in region 3. Now 
eq. (6.42) can be extended to the case where region 3 is 
hydrocarbon and region 1 is water (i.e. water droolets in 
organic liquid field phase). In the absence of a fibre, 
the system in fig.8 is symmetric in the interchange of 
liquids. Thus if the zero of DOtential is now in the 
organic phase, y^ is just the negative of that given by 
eq.(6.42). We have assumed that there are sufficient ions 
in the system before emulsification that the finite size 
of the droplets does not affect this conclusion.
It now remains to calculate the difference in chemical 
potentials jjk . Robinson and Stokes (1959) have indicated 
that the chemical ootentials of single ions are not directly 
measurable. Thus we are forced to use approximations such 
as the Born equation
where r^ is the hydrated radius of the ion in solution. 
Latimer et al. (1939) have shown that r^ can be calculated 
from the crystal ionic radii by adding . 85Ä for positive 
ions and .1Ä for negative ions. Eq.(6.43) only describes 
the change in electrical energy when an ion moves from the 
water phase 3 to the organic phase 1. It neglects all ion- 
ion and ion-solvent interactions, as well as changes in r^ 
due to changes in hydration. However it is qualitatively 
correct, and shows that larger ions will be preferentially 
absorbed into the organic phase. Thus an electrolyte whose 
cation is larger than the negative anion will give a 
positive charge to an organic licruid droplet.
At the surface of the droplet the displacement field 
normal to the surface, and the electric field oarallel to 
the surface, are continuous. Thus
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Now
is
/dy
133 dz / o pi dz Jo (6.44)
7,(0) = y,(0) = yG (6.45)
in region 1, the total number of ions per unit volume
p = N{[H+ ] exp(-3yR-y)+[M+ J exp(-3vM-y)
+ [OH ] ^exp(-By0H+y)+[A ]3exp(-3tA+y))
This, combined with eq. (6.1) , gives the equation
— — = K2 sinh (y-y ) (6.46)
dz2 1
where
K2 = 8TTNe23n /e l r i
n ) = { [H+ ] exp (-3yR ) + [M+ ] ^exp (-ßyM ) } { [OH ]
+ [A J 3exp(-3pa )> i/2 
If eq.(6.46) is integrated once, we get 
1 d y i 2 2
2 (d3T} = K 1 (cosh(y1-y0O)-i)
3exD(-3yQH)
(6.47)
(6.48)
from the condition that y -*y , dy,/dz->0 as z+—00. The
boundary conditions (6.44) and (6.45) may be combined with 
eqs. (6.48) and (6.5) to give
2c = (y^- d /^ + (y/^oo-d ^o ■ 2y (6.49)
where y = e n ]/e2n 2 and <J> = exp(yQ ) . This gives a direct
relation between the surface potential and the pressure p. 
It neglects Stern layers and other oriented dipole effects,
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but we believe that it describes the true boundary 
condition qualitatively.
Before we leave the derivation of the boundary condition
eq.(6.49) it is necessary to examine its qualitative
behaviour as a function of d> . The "force constant" cYo
approaches infinity as 4>o + 0, 00 and will have a stationary 
point only if the coefficients of <j> and <|> 1 have the same
sign. Several different situations will arise (fig.12).
a) Repulsive force c<-l
When the droplet is infinitely far from the fibre, 
c=-l and the potential on the surface is
exp(yo) = <J>Q = (y/Y^Z +D/(v/Y7JZ +1) (6.50)
As the droplet approaches the fibre whose charge is the 
same sign as that on the droplet, c<-l and the magnitude of 
\po will increase (fig.8). The situation may arise that 
I I > l^ °° I' anc^  no occurs in the potential in
region 3 (fig. 8). The fibre is forcing ions into the 
droplet so that the surface charge changes sign. Then 
the force will decrease in magnitude and become attractive 
at closer distances.
b) Attractive force c>-l
This situation arises when the droplet and fibre 
surface charges have opposite signs. As the droplet approaches 
the fibre from infinity, the potential |^  | decreases from 
the value eq.(6.50) and may even pass through zero. Thus 
the possibility exists for the attractive force to become 
repulsive at short distances. Eq.(6.49) shows that when
Y<1 , lyj < -tn (y) (6.51)
then repulsive behaviour will appear in the attractive force. 
From the expression eq. (6.42) for y^ and y, we may show
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that the condition (6.51) occurs whenever e < e ,
but never when e > £2. Also an attractive behaviour
as mentioned in a) will appear in a repulsive force when
e > e but never when £ < £ . Thus we have two distinct1 2  1 2
situations:
bl) Organic liquid droplets in water,£ ! < £2
In this case, the force has a maximum when
. FK-!v y / <Pm  - 1
and
c = (y/c^ -l)<|)o - y (6.52)
The force eventually becomes zero (c=-l) when
<Po " I (6.53)
and at closer distances the force is repulsive. The point 
at which c=-l may be found by eq.(6.17).
b2) Water droplets in organic liquid
In this situation a strong attractive force always 
occurs with no repulsive occurring at short distances.
This of course depends upon the nature of the fibre surface, 
which can itself have a maximum in the force-potential 
curve, and a consequent short distance repulsion (see sect.
6.9 and fig.14).
(6.8) Boundary Condition for the Fibre Surface.
Ionization Equilibrium
Ninham and Parsegian (1971) have considered the effect 
of ionization of surface ionizable groups on the charge and
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potential at the surface of a solid. Suppose the solid 
has 1/S ionizable groups AM per unit area, and the groups 
have an ionization constant
[A_] [M+]
Z " — [AM]---
where [A J/ [AM] is the ratio of ionized to unionized groups 
on the surface, and
[M+] s = [M+]e"e|3^  {l) (6.54)
is the concentration of potential determining ions at the 
fibre surface. [M+] is the concentration of these ions in 
the reservoir, and we assume that the A groups are not 
released into solution. Let a be the fraction of ionized 
groups on the surface. Then
Z = [M+]ga/(1-a)
Thus
a = (1+aexp(-y^)“ 1 , a = [M+]/Z (6.55)
Now the total surface charge per unit area is e/S coulomb 
per cm2 so we have the boundary condition
^ 3 1  dz 1 I ±Kba
______ ±Kb______
(1+aexp(-y^))
where
b - (- S n^
2 7T
3 £ 3kTN V
(6.56)
In the case which we shall consider in chapter 7, the 
potential determining ion is H+ , which is released from 
the surface of the glass fibres giving a negative charge 
to the surface. Using our solution eq.(6.5) for dy/dz, 
we get
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2c = k)2/ (l+a<|>£ 1) - (p^  - 4>^ (6.57)
(6.9) Stern Theory of Adsorbed Ions at Surfaces
The Poisson Boltzman equation, as we have already 
mentioned in section (6.2), assumes that the ions are all 
point charges. However this assumption gives extraordinarily 
high values of surface concentrations of the ions. There 
are many such anomalous effects which occur at the surface 
of a charged substance immersed in an electrolyte solution. 
These must be considered in detail in order to allow an 
accurate prediction of surface charges and potentials. In 
this section, however, we shall restrict ourselves to the 
simple Stern model of the interface which attempts to 
overcome the problem of high surface concentrations. From 
this we shall derive a boundary condition which contains 
all the qualitative aspects of the real system. Hunter 
and Wright (1971) have briefly reviewed the simple Stern * 
theory and have applied it to measurements of £ potentials 
in glass and other oxides. We have indicated schematically 
in fig.13 the probable nature of the interface between 
the fibre and the solution. We shall make the following 
assumptions
a) Only one species of ion (radius b) is adsorbed 
onto the solid surface.
b) The charges of these counterions sits at the 
centre of the ion on a plane called the inner 
Helmholtz plane (IHP), see fig.13.
c) This charge is continuously distributed over the 
plane. A correction for the discreteness of 
charge has been considered by Levine, Bell and 
Calvert (1962), Levine (1971) and others, but we 
shall not include this here. The uncertainties 
in the theory do not warrant a complicated 
expression such as theirs, until the parameters 
can be calculated more accurately.
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d) The number of adsorbed ions is much smaller 
than the number of adsorption sites.
The zeta potential mentioned above is the electric 
potential with respect to the external solution, measured 
at the slipping plane. Between this slipping plane and the 
surface is an adsorbed monolayer of ions which is not swept 
away by a moving stream of liquid. There has been much 
contention about the exact position of this slipping plane.
We shall assume with Hunter and Wright (1971) that it is 
the outer Helmholtz plane (OHP); the point of nearest 
approach of the ions in the diffuse layer to the surface 
(see fig.13). We shall not attempt to evaluate the distance 
d of the OHP from the IHP, but simply use the choice of 
Hunter and Wright (1971) which agrees with experimental £ 
potentials. Also Bockris et al. (1963) suggested that water
molecules are fixed between the ion and the solid surface 
so that they are unable to relax in the microwave frequencies. 
Thus the dielectric constant of this region should be 6 
rather than 80. Between the IHP and the OHP, the dielectric 
constant is assumed to vary with distance (Levine, 1971) 
although in practice an average value of 30 is chosen.
The value of b should be the crystal ionic radius of the 
counterion and d the sum of b and the hydrated radius of the 
negative ion.
The ions are assumed to be adsorbed onto the charged 
surface both as a result of the charge on the surface, and 
because of specific effects such as van der Waals forces and 
chemisorption. The specific adsorption is independent of 
the electrical nature of the system. It is generally 
represented by a constant term (J) which contributes to the 
total free energy of adsorption of the charges at the 
surface. Those specific effects such as image forces, dipole 
interactions and other effects which depend upon the 
electrical nature of the system have been examined by 
several workers (Levine et al., 1962, Bockris et al.,
1963, Levine, 1971), but will not be considered here.
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Between the surface and the IHP, and the IHP and the 
O H P , the electric potential is assumed to have a linear 
variation with distance. This is because the three planes 
act like capacitor plates, each having a planar charge 
distribution and interacting across a neutral medium. Let 
a , and be the charges at the surface, IHP and OHP 
respectively, and ijj , i|k , ip^  be the corresponding potentials. 
Then we have the following equations (Hunter and Wright,
1971)
Charge neutrality
a + a . + a, = 0 s l d (6.58)
Capacitance equations
\L) -  4 > . =  4ttö b/e,rs Y i  s b (6.59)
l p i  -  l p d  =-47T0dd/£d (6.60)
c) Diffuse Layer Charge (from eq.(6.5))
£ 3 dip 
d 47T dz
e k / 2  t__ ____________
* 4hr  Vcosh(ydJ + 0 (6.61)
where the ± refers to the sign of the £ potential ipd when 
c = -1, and must be changed over when passes through 
zero.
d) Stern adsorption equation
a eNnS exp (-ßei|t 340 (6.62)
Now it is very useful to eliminate some unnecessary variables 
in these equations to reduce their number. We define the 
following constants
e „ Kd 3Y = ---—1 0, /md
2e RT V 2 , n . 3 ' 4iTde3
(1000iTj e,d
(6.63)
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Y 2
eNn e ^  4 7Tdeß
S m e , d
eM -3<() 4irde3 
1000 e ed
(6.64)
n = deb/bed
where n is the ratio of capacitances of the inner and outer 
Helmholtz regions respectively, R is the gas constant, m 
is the molarity, M is the molecular weight of water. The 
units are in c.g.s. With these definitions, eqs. (6.60)
and (6.61) reduce to
±v /m1 l (cosh (yd )+c)
/ 2 + Y, (6.65)
and eqs. (6.58), (6.59) and (6.62) become
yd = Yzmexp(-yi) + (l+n)yi - nyg (6.66)
These two equations must be solved simultaneously to get
yd in terms of the known y . For all parameters in these
equations we shall use the values chosen by Hunter and Wright
(1971) including their values of y . Now the y valuess s
are usually chosen by the Nernst equation (Berube and 
de Bruyn, 1968):
ys = PHpzc ■ pH <6-67)
where PHpZC is the pH at the point of zero charge. However 
this eq. (6.67) did not give a very good value of yg for 
the experiments of Hunter and Wright in the case of glass. 
Perram (1972) suggests that this is due to the formation 
of a gel layer on the glass surface which absorbs ions into 
itself.
To conclude this section we point out some interesting 
properties of the eqs. (6.65) and (6.66) for the potential 
at the OHP. This potential is a function of the force 
constant c and the concentration m of electrolyte. It has 
three parameters y , y^ and n, the latter usually being
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chosen to be unity (i.e. equal inner and outer capacitances). 
For glass, the parameters given by Hunter and Wright are 
such that the charge ck is negligible compared to ag and 
a^. Thus eq.(6.66) simplifies to
yd - d+n)yi - oys
and eq. (6.65) becomes, on elimination of y^ ,
r — 1 / 2yd + nys = (1+n) liY i (cosh(yd)+c) +yd>
On rearrangement this becomes
C = "in' (ys ~ Yd)2 " cosh(yd) (6.68)
where y3 = ly,(1+n )} . This is a particularly simple one
parameter expression relating the pressure p to the 
potential y^, and is accurate for glass.
In fig.14 we have plotted eq. (6.68) for glass with 
various values of y / m . The qualitative behaviour of the 
force is shown up quite well here. Consider another surface 
approaching this Stern layer. If the surface potentials 
have the same sign, the force will be repulsive, c<-l and 
there will be no stationary noints in the force curve 
(unless there are stationary points for the force-potential 
curve of the other surface). The potential yd may become 
larger than y , but never larger than the maximum of either 
surface potential on the two plates. If the surface 
potentials have opposite signs, the force is initially 
attractive. Suppose the approaching surface has a maximum 
in its force-potential curve, which is less than that for 
the surface under consideration. Then the total force 
distance curve for the interaction will have a maximum 
force equal to the lowest force maximum of the two surfaces. 
At closer distances the potential of the approaching plate 
will continue to increase over the force maximum, but the 
potential of the other surface will begin to decrease in
magnitude. The force may eventually become repulsive, 
although this is not always true.
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CHAPTER 7 THEORY OF FIBROUS BED FILTRATION
(7.1) Introduction
In this chapter we shall attempt to outline a basic 
theory of fibrous bed filtration of non stabilized emulsions, 
such as those found in industrial situations. In the next 
section we shall consider the nature of the stability of 
these emulsions, and attempt to justify the droplet charging 
mechanism used in sect. (6.7) to calculate the boundary 
conditions and surface potentials. In sect. (7.3) we shall 
recalculate the van der Waals forces in the filters using 
Lifshitz' (1955) theory (see sect, 3.6) which overcomes 
the problems of Sherony and Kintner's (1971a) analysis.
From sect. (7.4) onwards we shall apply the electrostatic 
theory of droplet-fibre interactions to the fibrous bed 
filter in order to establish our theory of filtration. We 
shall also attempt to indicate how coalescence between two 
droplets is affected by the presence of the fibre. Finally 
we shall set out all the predictions of the behaviour of 
fibrous bed filters which may be drawn from this theory.
Future experimental work is needed to verify these 
conclusions.
(7.2) Nature of the Emulsion Stability
It is important to first specify the nature of the 
emulsions under consideration. Emulsions are usually 
stabilized by the addition of a surface active emulsifier, 
often a water soluble ionic compound. As far as 
filtration is concerned, the surfactant tends to hamper 
the droplet-fibre attachment and droplet coalescence 
(Sareen et al., 1966, Bitten, 1971). Thus other means are 
sought to break down these emulsions. In industrial situations 
where unwanted W/0 emulsions form after the washing of organic 
liquids, surfactants are not present. These emulsions are 
very dilute and relatively stable. Flocculation and 
coalescence occurs only after some hours of standing. For 
industrial purposes a rapid and inexpensive means of
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coalescence is achieved by fibrous filtration.
In the past it was conjectured that very dilute 
emulsions were stabilized by an impurity surfactant ion.
This may have been the case in natural emulsions such as 
those occurring in crude oil. However it is unlikely to 
occur in industrial and experimental emulsions where 
surfactants are carefully excluded (Sareen et al., 1966, 
used distilled water and purified organic liquids). Thus 
it is apparent that stability can come from only two 
sources. Repulsive electrostatic barriers between two 
water droplets in an organic phase can become large enough 
to cause long term stability if the emulsion is sufficiently 
dilute. Concentrated emulsions are not stabilized 
because the proximity of other droplets, and the long range 
of the double layers, lowers the force barriers (Albers 
and Overbeek, 1959). For emulsions the droplet surface 
potential is never strong enough to cause stability 
(about 15 to 25 mV is needed, Koelmans and Overbeek,
1954). Representative values of surface potentials are 
given in table 5 for comparison. Thus the stability of 
the emulsions must come from another source. That is, because 
of the very small orobability of collision in a dilute 
emulsion, it is reasonably long lived.
As two droplets or colloidal particles are attracted 
from long distances by the van der Waals forces between 
them, they eventually meet a repulsive barrier caused by 
the repulsive electrostatic forces (provided the latter 
are sufficiently strong). When all the particles sit in 
the resultant energy minimum, the sol or emulsion is in a 
flocculated condition. However at closer distances past 
the repulsive electrostatic barrier the droplets or 
particles again experience attractive van der Waals forces.
A colloidal suspension becomes coagulated and an emulsion 
breaks or coalesces when this barrier is overcome. If the 
emulsion has surfactant adsorbed onto the surface, it may 
coagulate but not coalesce into a larger drop until several 
hours have elapsed. Without this surfactant skin, coalescence
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should be almost instantaneous. Thus the stability of the 
thin film between the droplets depends on the strength of 
the repulsive barrier. Fast coalescence occurs when no 
barrier is present, and only the viscosity of the liquid in 
the thin film will determine the rate of coalescence. 
Surfactants reduce the repulsive barrier, but increase 
viscosity. When a barrier is present, the coalescence is 
slow and the droplets may be separated again in a 
turbulent medium. For our purposes, we assume that no 
surfactant exists in the system, and that coalescence occurs 
once the repulsive force barriers between the droplets are 
overcome.
(7.3) Lifshitz1 Theory of van der Waals Forces
Having thus specified the nature of the emulsion in 
the filter, it is now necessary to attempt to calculate the 
qualitative and quantitative nature of the force barriers 
between droplets and fibres, and droplets and attached 
droplets. This is, according to our theory, the fundamental 
factor determining the operation of a filter.
Consider the system depicted in fig.8. A droplet 1 
of some liquid immersed in a field phase 3 approaches a 
solid cylindrical fibre 2 of some plastic, metal or glass 
material. If we assume that the droplet and fibre are so 
close that the fibre may be treated as a plane, and the 
droplet radius a is much greater than the separation t, 
then the expression for the van der Waals force in the 
non retarded limit is (Mitchell and Ninham, 1972)
F U) = 47Taf.F {£) = 47raH/£2 (7.1)a
where F(£) is the non retarded van der Waals force per unit 
area between two parallel planes. In the non retarded limit, 
the free energy per unit area is G(£) = 2fF(£), so eq.(7.1) 
becomes
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F U )  - 2naG (£) (7.2)a.
This G(£) is given by eq.(3.38). We shall assume that 
eq. (7.2) holds over all distances, even in the retarded 
regime.
Now Sherony and
Kintner (1971a) calculated the van der Waals forces between
droplets and fibres using the pairwise summation methods of
Hamaker (1937) and Fowkes (1965). These calculations are
inaccurate because they neglect the large permanent
dipole contributions to the van der Waals interactions from
the microwave frequency regime. Essentially they assume
that the dielectric constant is e = n2 - 2 over allo R
frequencies below the ultraviolet relaxation, whereas in 
water £ = 80 at low frequencies and e = 6 at infrared
frequencies. This contributes as much as half the 
interaction strength to the dispersion forces, and will 
determine the nature of the interaction. If we use in 
eq.(3.38) for G(£) the dielectric constant e(w) in 
eq. (3.35), we are able to avoid making this drastic 
assumption. Note however that recent work in our department 
(Ninham and Parsegian, 1972, Barouch, Perram and Smith, 
1972), though incomplete, has shown that the first (zero 
frequency) term in the expression of Lifshitz (1955) is 
greatly modified when an electrolyte solution occurs between
the two surfaces. Rather than falling away as 1/f2, the
— k tterm appears to fall as e , where k is the range of the 
double layer. In emulsions of oil in concentrated 
electrolyte, this falloff may be quite rapid. However we 
do not expect it to be of great significance in fibrous 
filters as modest electrolyte concentrations are generally 
employed.
The predictions of Sherony and Kintner (1971a) are 
compared with some of the experimental results of Sareen 
et al. (1966) in table 6. Where coalescence was observed
to be complete or partial, we have supoosed that droplets 
were attracted to the fibres, though this will be weak in 
the latter case. We have labelled these A and Ap
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respectively. When no coalescence occurred, a repulsion 
R was assumed to be operating. Similarly we have labelled 
the qualitative nature of the force predicted by Sherony and 
Kintner (1971a) as A and R. Underneath these entries we 
have given some indication of the relative magnitude of 
the van der Waals forces by tabulating the quantity 
24G(r)/TT , where r is the intermolecular distance in the 
field phase liquid 3. This follows the convention of 
Sherony and Kintner. By using dielectric data from the 
Handbook of Chemistry and Physics (1971) in eq.(3.35), and 
an estimation of r from density data, we have calculated 
by computer the corresponding values of 24G(r)/7T with 
Lifshitz' theory. These are also listed in table 6 for each 
of the filtration situations under consideration. It is 
obvious that these results are very different from those of 
Sherony and Kintner (1971a), and also appear to be in 
opposition to the trend of the experimental results, exceot 
for the non polar liquids benzene and butyl benzoate. In 
the case of carbon tetrachloride, the full calculations of 
the van der Waals free energy (fig.14) shows some ambiguity. 
This did not occur in any of the other cases under 
consideration.
Thus we conclude that the van der Waals forces alone 
will not account for the interaction of droplets and fibres 
in the fibrous bed filters studied by Sareen et al. (1966).
There is only one other possible interaction occurring here; 
the electrostatic force. We postulate that these 
electrostatic forces play an important role in the behaviour 
of fibrous bed filters, and that droplet coalescence is 
determined by a combination of the van der Waals and 
electrostatic forces. This theory will be developed to the 
fullest extent in the remainder of this chapter.
(7.4) Physics of the Filtration Process
When filtration is begun, the droplets of the emulsion 
initially collide with, and become attached to*individual
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fibres. The probability of a collision taking place is 
much higher than the probability of any two droplets 
colliding and coalescing in the emulsion. This is because 
of the relatively high density of the filter medium. Thus 
in the first few moments of operation of the filter, the 
droplets will be either repelled from the fibres, or will 
build up a coating of attached droplets throughout the 
filter. This initial buildup is most important, as Sherony 
and Kintner (1971a,c) have shown, as it determines whether 
or not the filter will coalesce an emulsion. Once a steady 
state distribution of attached droolets is formed, the problem 
becomes one of coalescence. Oil droplets should not 
experience a barrier to coalescence, as we have shown. In 
this case, the filter provides an anchor for the droplets 
so that free droplets may collide and coalesce with high 
probability. Water droplets in an organic phase will 
probably experience a force barrier to coalescence, but the 
fibre may sufficiently influence the height of this barrier 
that coalescence can still take place.
To calculate the electrostatic force, we need to realise 
that the present understanding about O/W and solid/aqueous 
solution interfaces is rather incomplete. The models we 
have described in chapter 6 may not give an accurate 
description of the boundary conditions. Furthermore we 
do not know much about the conditions in the liquid traoped 
between the droplet and the fibre. If this film is moving, 
then the double layer may not have time to reach equilibrium. 
The electrostatic interaction will probably then be better 
described by a coulombic force law. Harnwell (1949) p.53 
gives the electrostatic force between two parallel plates
2A(iK - ^ 2) e
l (7.3)8 tt£
where A is the area and \p ,^2 the surface potentials of the 
plates. Derjaguin (1934) suggests that the electrostatic 
force between two large spheres of radius a,00 be given by 
the expression
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Fe (l)
00
2ira£/
l
p (x) dx Kä > 5 (7.4)
where p is the force per unit area and < is the range of 
the double layer in the system. In our case there is no 
double layer, but we point out that eq. (6.30) of Parsegian and 
Gingell (1972) reduces to eq.(7.3) when kZ<<1, as expected, 
since the double layer in this region gives only a minor 
contribution to the electrostatic interaction of the two 
plates. This latter point is important because eq.(7.3) 
can now be used to describe electrostatic interactions in 
nonpolar liquids where the double layer is very diffuse 
(k£<<1 over most of the range of interest, see table 7).
In this case, it is unlikely that Ka>5, but e q . (7.4) 
will be a good approximation for a first order theory.
Using eq.(7.3) in eq.(7.4) gives
F e (£)
a (i|t -i|>2 ) 2e
~4l (7.5)
Note that if b = b , then only a small double layer force 
remains (see fig.9). As the droplet approaches the fibre 
from infinity, this law may dominate because of turbulence. 
However the force only becomes sufficiently strong to 
overcome viscous and turbulence forces when the separation 
is very small (£<100Ä). Thus the movement in the thin 
liquid film between the droplet and the fibre should be only 
slight, and a double layer should be able to form. Thus 
in this work we shall consider only double layer forces
■k
except in nonpolar media (Koelmans and Overbeek, 1954).
*
Note that Koelmans and Overbeek (1954) are wrong in 
their analysis. They use an electrostatic coulomb force 
law F = eipa2/£2 for two interacting spheres of radius a 
and equal surface potential ip. As we have shown, the 
coulomb force is zero in this case, and the result of 
Parsegian and Gingell eq.(6.30) reduces to nkT (etp/kT) 2/ 
cosh2 (K£/2) - constant. This is a much weaker force.
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(7.5) Filtration of W/0 Emulsions with Glass Fibres 
a) van der Waals Forces
In general the numerical results (table 6) show that 
the droplet is weakly repelled from the fibre at close 
distances. These results are uncertain because of the 
sensitivity of the interpolation procedure (sect. 3.6). 
Those results which showed an attraction became repulsive 
for t > 30Ä. In some of the repulsive cases, an attractive
O Oforce occurred between 50A and 100A (see fig.15). Thus the 
exact nature of the force must be carefully evaluated in 
each separate case. Whenever the van der Waals force is 
repulsive, the droplets are not able to actually touch the 
fibres, but they may be able to sit in a potential energy 
minimum a short distance away. This behaviour was observed 
by Bitten (1971).
b) Electrolyte MA, M+ ions smaller than A ions
In this case, the water droplets will gain a positive 
charge with respect to the organic liquid field phase. 
Because glass fibres are negatively charged in water and 
organic liquids (de Smet and Delfosse, 1942, Overbeek,
1952), the force will be attractive. In sect. (6.7) 
we showed that the surface potential of a water droolet 
would be large, and that a double layer attractive force 
would not have a maximum unless the fibre potential-force 
curve had a maximum. So the attractions should be quite 
strong. As the ionic concentration in organic liquids is 
quite small, a coulombic force law eq.(7.5) will describe 
the interaction, and this is dependent only upon the 
surface potentials. The droplets will sit in a potential 
minimum provided the movement of the liquid is not so 
violent that it tears the droplet away. The magnitude and 
sign of the droplet surface potential is independent of the 
ionic concentrations, and the surface potential of the fibre 
will be insensitive to changes in ionic concentrations at 
the low values encountered in nonpolar liquids (Overbeek,
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1952, p.230). Thus the electrostatic force should not be 
very much affected by such changes. Unfortunately the 
complexity of the droplet boundary condition prevents us 
from formulating any general quantitative oredictions about 
the nature of this attractive well. However we can 
confidently state that an attractive potential well will 
always be present, although whether this is deep enough to 
hold the droplet strongly to the fibre is another 
question.
c) Coalescence
If a droplet is attached to a fibre, and is sitting in 
an attractive potential well, then the potential ip at the 
face away from the fibre will be reduced as a result of the 
fibre influence. Suppose that the droplet has a radius a 
(about 3 microns) and the potential on the face near the 
fibre is ip . Then eq.(6.17) gives
tanh{ (yoo~y ) /4 } - tanh{ (yoo-yQ)/4 }e_Ka
where < is the inverse range of the double layer in the 
droplet, and the droplet is assumed to be a planar slab 
(Overbeek, 1952, p.261). Now yQ will be very different 
from y^ because of the fibre, so we get approximately
— 7For a solution of concentration 10 M, this gives
ip -ip -40mV, which is about the maximum possible for a three
micron droplet. This is doubled for a one micron droplet.
We conclude that larger droplets, higher electrolyte 
concentrations and lower dielectric constants of the organic 
phase will retard the coalescence process of these emulsions.
d) Electrolyte MA. M-1- ions larger than A ions
As we showed in section (6.7) the electrostatic force 
will be repulsive with an attractive force at short distances.
Ill
Eq. (6.17) gives the position of the zero of the force
<1 = Itnitanh(y^/2)} - tn{tanh(y /2} | (7.6)
From eq. (6.53) and the values of y and <J> from table 5,
we see that the surface potential yQ at the zero point of
force is approximately y^ in all cases. In table 7 we
have given values of l derived from e q . (7.6) and an
assumption ip^ - -130mV in all organic liquids for glass
(Overbeek, 1952, p.230). We see that the attractive force
can exist over quite a substantial distance region because
of the long range of the double layer. This attraction
occurs because the fibre induces a charge of opposite sign
on the droplet surface, or vice versa. It was also found in
our constant potential repulsive results eq.(6.28) and
fig.10, and in the results of Parsegian and Gingell (1972)
eq. (6.30 ). Now if we assume that the surface potentials of
the droplet and fibre are effectively constant except at the
closest distances, then we may use eq.(7.5) with
e q . (7.1) for the van der Waals force F to geta
_ ea(W 2 4aH 
4l p
This has a maximum value at
I = 32ttH 
°
(7.7)
Now for glass fibres, Overbeek (1952) p.230 shows that 
i>--120 to -200mV in moderately polar liquids, depending on 
the pH near the surface. Since ipQ on the droplet has the same 
sign as ip^ , we have two separate cases. In polar liquids, 
table 5 shows that ij; may be less than ip^ , and the position 
t_ , of the zero of force is of the order of hundreds of
1 -ISangstroms. Now suppose ^100mV, e-30, H^3xl0 erg
(from table 8). Then eq.(7.7) gives £-10Ä, which increases 
to 100Ä in non polar liquids £-3, and by a factor of four each 
time is halved. This is generally much smaller than
£,, and so we expect that the electrostatic force will be
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able to dominate over the close distance region of 
separation of droplets and fibres. Because the surface 
potentials are never constant, but change as the double 
layer electrostatic force changes, we should not take 
this value of £ too seriously. However it should be 
suitable for an order of magnitude comparison with £ .
If a barrier to coalescence existed between free 
droplets, it would be enhanced by the presence of the 
fibre, as the fibre surface potential has the same 
sign as the droplet surface potential ip . Thus 
coalescence in these systems would be hampered by the 
fibres, even though a holdup of droplets can occur.
(7.6) Filtration of 0/W Emulsions with Glass Fibres
a) van der Waals Forces
The numerical results in table 6 show that the van der 
Waals forces are predominantly attractive in this case, 
and this is true for all distances. Thus a droolet can 
touch the fibre, although it may not necessarily wet the 
fibre. The van der Waals forces for the W/0 case will 
give some idea of wetting behaviour (Richmond, Ninham and 
Ottewill, 1972). If these are repulsive, a layer of 
organic liquid on the surface will be unstable, and will 
form a globule with a contact angle dependent upon the 
position of the first zero of the van der Waals forces 
(Dzyaloshinskii, Lifshitz and Pitaevsky, 1961) and the 
surface tension.
b) Electrostatic Force
Eq. (6.49) for the boundary condition at a droplet 
surface is
2c = (y^oc-D/^ q + (y/^-D 4>q-2y 
For the 0/W interface, y<<l and max(Y<|> , Y/4>0o)<<1 (see
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values in table 7). Thus for the repulsive case c<-l
“ 2c “ -<*o+1/*o) (7-8)
where 0m^n is the value of 0 at the minimum point d0/dx = 0. 
This result shows that 0 - 0 , or that the surface charge
of the droplet is zero. This however does not mean that the 
force on the droplet is zero, as we mentioned in sect.(6.7).
A repulsive force will occur over all distances, independent 
of the nature of the electrolyte. This force will not be 
expected to vary from one organic liquid to another, 
although the very polar liquids may have a slight surface 
charge. Furthermore the finite size of the droplet will 
not greatly affect the force, exceot in the effective area 
presented to the fibre. As we mentioned in section (7.5) 
part d), the zero of force will be a long way from the 
fibre surface, even more so in this case because of the 
small surface potentials. The zero will only occur when 
electrolyte MA with M+ ions larger than A ions is present.
Because the surface charge is so low in this case, the 
possibility of specific adsorption of ions onto the surface 
dominating the interaction, exists. However until further 
experimental results are available on this question, we 
shall not consider the effect of Stern layers on the droplets. 
The 0/W emulsions studied by Sareen et al. (1966) all showed 
this repulsive behaviour except benzene and butyl benzoate 
(see tables 4, 6, 9). It is not clear why these non polar 
liquids should show a coalescence behaviour in the filter, 
unless specific adsorption of ions was particularly strong, 
or electrolytes were present.
The effect of electrolyte concentration is particularly 
striking in this case. As the concentration n increases, 
k decreases proportional to /n , and the pressure is
- a/npane , a constant
Thus at a particular separation t, the force will increase
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to a maximum value, and then decrease, as n is increased.
The maximum value occurs when n = (2/a)2 . If we assume 
that eq.(6.38) holds over all values of <1 of interest to 
us, and that the C potential of the fibre surface is constant, 
eq.(6.38) becomes
p = 64nkT tanh2 (e$c / 4 )exp(-2k t) (7.9)
Now if we use Derjagum's (1934) formula eq.(7.4) with
eq. (7.1) for the van der Waals force F , we geta
,00F(£)/27Ta = G(£) + ! p(x)dx
£
2H
Tr
32nkT
K tanh2 (e3C/4)exp(-2<£)
The corresponding free energy is
G(£)/27Ta = - ^  tanh2 (e3C/4)exp (-2 k£)
The force F(£) is a maximum when
4 H—  - 64nkT tanh2 (e3C/4)exp (-2k£ ) = 0 (7.10)
o
and has the value
F /2TTa = ^  (1-1/Kl )max £ oo
where is the solution of eq. (7.10) and is a function of
n. F is zero when k£ = 1 , negative for k£ < 1 .max o  ^ o
Similarly the energy maximum is less than zero when 
<t < 0- where £ is the solution ofi 2 i
2H
Tr
32nkT
K tanh6 (e3C/4)exp(-2k/ ) 0 (7.11)
Reference to fig.9 shows that the approximation eq.(7.9)
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is accurate at these small values of kZ. Now if we 
substitute kZ = 1 into eq.(7.10), and kZ - i into 
eq. (7.11) , we get
u' = tanh ‘ (e$£/4) = e' , 4e respectively,
where e = 2.718...
For each different 0/W emulsion studied by Sareen et 
al. (1966), we have listed in table 8 the values of H
O(estimated from numerical van der Waals forces at 20A, 
assuming eq.(7.1) to hold). Also listed are the 
corresponding values of 31 = a'/c~/tanh2(e3C) and the 
critical concentrations c^ = (3'/e2)  ^ , c^ = (3'/4e)2 atr rj
which the force and energy barriers disappear. Here we 
have assumed infinite £ potential, which is a good 
approximation for glass surfaces £ > lOOmV. For smaller 
potentials, the results in table 8 are an overestimate.
In general, droplets of organic liquid will«be able to 
collide and coalesce on the fibre surface if the electrolyte
—  4concentration is greater than 5x10 M. At lower concentrations 
the droplets will experience a force barrier, but they may 
be able to overcome this if the velocity is sufficiently high. 
Once a sufficient holdup of droplets is formed in the 
filter, there is no electrostatic barrier to coalescence, and 
the filter should be very efficient.
(7.7) Other Fibre Materials
Fibre materials can be generally classed into two 
other types apart from the highly charged fibres which we 
have just considered. These are the uncharged plastics and 
metals having zero surface potential. Unfortunately any 
material in an aqueous medium will gain a surface charge 
by the specific adsorption of ions. As this charge is 
not known in general, we cannot speculate too widely on 
the operation of these filters. However the following 
points may be brought out.
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a) 0/W Emulsions
Because the organic droplets are effectively uncharged, 
no electrostatic force will be expected to occur between 
droplets and plastic or metal fibres. Thus the attractive 
van der Waals forces should dominate. The results in 
tables 4, 6 and 9 however show that a repulsive force is 
acting in plastic fibre filters, and Sherony and Kintner 
(1971c) found little or no holdup in a Dynel filter in one 
of their experiments. A simole experimental test would 
be to raise the electrolyte concentration of the water 
until the attractive van der Waals forces dominate, as in 
sect. (7.6) part b). The actual concentration at which 
changeover takes place should depend on the magnitude of 
surface charge of the fibre, and be independent of the 
emulsion liquid. According to our previous analysis it
— 4should be less than 5*10 molar. Ciriaks and Williams
(1967) in experiments on Dacron and Nylon fibre mats
found a constant zeta potential of about 14mV, at electrolyte
—  4concentrations less than 10 M. If we include the 
tanh^ (eßC/4) term in our results of table 8, we find that 
the critical value of c is reduced by a factor of about
—  4 —  73x10 , giving a critical concentration of about 2x10 
Thus we may just see a repulsion occurring in Dacron and 
Nylon filters if distilled water is used.
b) W/0 Emulsions
Because of the high surface potential on the water 
droplets with respect to the organic field phase, especially 
in non polar liquids, electrostatic forces should dominate. 
Changing the electrolyte concentrations should have very 
little effect, and adsorbed ions on the fibre surface should 
be small, because of the extremely low ionic concentrations 
in the organic liquid. The electrostatic force will be 
repulsive for the plastics (see argument in sect. 6.6) and 
attractive for metals. The metal constrains the potential 
to zero which is a necessary and sufficient condition for 
an attractive force. Metal filters with W/0 emulsions have
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not yet been studied experimentally, but plastics have 
shown a weak but definite coalescence behaviour (Sareen 
et al. , 1966 , Bitten, 1971). Bitten and Fochtman (1971) 
also found a definite attraction of water droolets to 
single plastic fibres. This indicates that the fibres 
are probably negatively charged in nonpolar liquids, and 
in fact plastic filters have been found to be dangerous 
because of the high charge they gain when filtering 
fuels. This requires further experimental and theoretical 
study.
(7.8) Summary of General Conclusions
The foregoing analysis shows that the various 
electrical effects occurring in fibrous bed filters are 
very complex, and cannot be easily formulated quantitatively 
in the absence of detailed experimental understanding. 
However this first attempt to put forward a physical theory 
of droplet-fibre interaction in fibrous bed filters based 
on a microscopic analysis of conditions in the filter, is 
only intended to point out qualitative trends. Thus we 
shall be concerned in this section with summarising these 
trends in the hope that they will be taken up and tested 
experimentally. Firstly however we shall see how known 
experimental results agree with this work.
a) Experimental work of Sareen et al. (1966)
We shall take this work as the authoritative 
experimental work on filtration for three reasons. It 
examines a wide range of fibre materials and emulsion 
types, allowing qualitative trends to be established. It 
does not concentrate solely on the fluid mechanical orooerties 
of a single filter, as others tend to do, and also examines 
glass filters which we have used in this work.
In their experiments, Sareen et al. (1966) used
distilled water, which we shall assume has an electrolyte
_ 7concentration of 10 molar, and the glass has a zeta
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potential of about -130mV (Hunter and Wright, 1971).
Thus the general conclusions of sections (7.5) and (7.6) 
are that W/0 emulsions will coalesce provided the force 
barriers between droplets are sufficiently reduced by the 
presence of the fibre (our analysis suggests that they are). 
0/W emulsions will not coalesce because they are generally 
repelled from the fibres. These conclusions, and the 
experimental results of Sareen et al. (1966) are summarised
in table 9. It can be seen that our theory agrees well 
with experiment except for benzene and butyl benzoate 
emulsions in water. Without detailed knowledge of the 
conditions at the 0/W interface, we are unable to comment 
on this variation. However the experiments generally 
support our conclusions.
b) Electrolyte Type (Ionic Radius)
For an 0/W emulsion, electrolyte type is not 
important.
For a W/0 emulsion containing electrolyte M+A of radii 
rM, r^ respectively, then for
(i) Fibre positive, emulsion will coalesce more 
readily if > r, , than if r_. < r,, .
(li) Fibre negative, emulsion will coalesce more 
readily if r.. < r. , than if r„ > r_ .
This conclusion is based on the consideration that 
electrostatic barriers between droplets when one is near a 
fibre surface, will be reduced in some case, and enhanced 
in other cases. Even though barriers may be reduced, 
coalescence may still be prevented from occurring by the 
remaining barrier. Note that if r^ = r^, the electrostatic 
barriers disappear, although the repulsive van der Waals 
forces will dominate the interaction with the fibres, and 
prevent holdup.
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c) Electrolyte Concentration
For an 0/W emulsion we expect that coalescence will 
occur readily if the concentration is greater than about
—  b5x10 M depending on the fibre charge. At lower 
concentrations droplets tend to be repelled from the 
fibres. However coalescence can persist to much lower 
concentrations, but with less efficiency. If we suppose 
that the double layer cannot form because of turbulence, 
then the coulombic force law is independent of concentration. 
In this case the force is negligible compared to van der 
Waals forces because of the small droplet charge, and the 
latter should dominate the interaction. Because the 
experimental results showed electrostatic forces to 
dominate, we conclude that double layers are able to form.
A W/0 emulsion is not expected to be affected by changes 
in electrolyte concentration.
d) Dielectric Constant of Organic Phase
An 0/W emulsion is not expected to show any trends 
between organic liquid type. However Sareen et al. (1966)
and Vinson and Churchill (1970) found a definite trend with 
surface tension (related to dielectric constant, see 
table 4). Coalescence occurred with high surface tension, 
but fell away to zero for emulsions of low surface tension 
(polar liquids). This is related to our original oroblem of 
coalescence of 0/W emulsions, and we are unable to offer a 
satisfactory solution.
A W/0 emulsion should coalesce more readily if highly 
polar liquids are involved. The electrostatic barriers will 
be smaller in this case because ions are readily absorbed 
from the water phase, and surface potentials are smaller 
(see table 5). The range of the double layer is smaller 
and so the droplets will be held tightly to the surface.
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e) Droplet Diameter
For 0/W emulsions, droplet diameter will have little 
effect, except in the more polar liquids where a substantial 
double layer could form in the droplet. The force on the 
droplet is directly proportional to its radius a 
(eq. 7.4), but if viscous forces in the fluid are dominant, 
then the Stokes law force is also proportional to a. Thus 
the effect cancels out. If inertial forces are dominant, 
these are proportional to the mass, or the radius cubed, 
and so larger droplets may be easily carried over 
repulsive force barriers.
A W/0 emulsion is expected to have electrostatic force 
barriers between the droplets, which become weaker as the 
droplet radius becomes smaller. Thus an emulsion whose 
droplets are much smaller than the range of the double layer 
inside the droplet will be expected to show good coalescence 
behaviour, although efficiency may be small (see sect. 5.2 
part e) , and sect. 7.8 part d)). In order to handle such 
small droplets, we would need to rederive the electrostatic 
interaction theory for spherical double layers (Bell,
Levine and Macartney, 1970).
f) Fibre Wettability
In the past, workers with fibrous filters have 
attributed importance to the wettability of the fibres by 
the dispersed phase. They argued that a fibre which is 
completely wet by the droplets would not readily release 
the coalesced drops into the stream when they were 
sufficiently large (Farrow, 1966). If this theory has any 
truth to it at all, then effects of fibre wettability are 
restricted to this concept. In our theory, only the 
electrostatic nature of the fibre surface is important.
Also the dielectric constant of the material will determine 
the exact nature of the van der Waals interactions between 
the droplets and the fibre. For each liquid and fibre used, 
the interactions must be worked out before the nature of
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the fibre can be estimated. No general statements can 
be made.
g) Field Phase Velocity
Finally we note that the velocity of the field phase 
will have an enormous effect on coalescence. Firstly a 
large velocity can either force droplets over a repulsive 
force barrier, or tear away attached droplets from the 
fibres. Also the double layer will not be able to form in 
the turbulence, and coulombic forces may be the only 
electrostatic forces acting. Thus we have a possible 
explanation of why emulsions coalesce less efficiently as 
velocity increases, but we are unable to make any 
quantitative predictions about the magnitude of the 
maximum velocity of filtration (Sareen et al., 1966) without 
further theoretical development.
Experimental Tests.
To test this theory, the following experiments are proposed, 
The emulsions passed through the fibrous beds should have 
constant average particle size and velocity. The bed length and 
density should be the same for all experiments. A method of 
estimating the filtration efficiency from the input and output 
droplet concentrations is used (Sherony and Kintner, 1971c).
a) Given fibre material and 0/W emulsion, measure efficiency 
against concentration of a given electrolyte. This should 
show a sudden increase at a critical concentration.
b) For W/0 emulsions little change should be observed.
c) For a given 0/W emulsion and different fibre materials, the 
critical concentration should decrease as the zeta potential 
of the fibre surface decreases.
d) For a given metal screen and 0/W emulsion, the variation of 
efficiency with charge on the screen may be studied. To 
avoid changing the physical characteristics of the experiment, 
the charge is decreased until a sudden increase in efficiency 
is observed.
e) Using a combination of negative fibres and droplets in a W/0 
emulsion, the coalescence efficiency should be observed to 
increase with the dielectric constant of the organic liquid.
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CHAPTER 8 INTERACTION OF ADSORBED MOLECULES
(8.1) Introduction
In this last chapter we develop the fourth theme of 
this work on surface physics. We study the role of inter- 
molecular forces in monolayer adsorption of gases onto solid 
and liquid substrates. Adsorption phenomena occur at all 
solid-liquid, solid-gas, liquid-liquid and liquid-gas 
interfaces because of the differences in the molecular 
forces in each phase. Although the theory is still very 
incomplete, adsorption is of major practical importance in 
all branches of surface physics. In previous chapters of 
this thesis we encountered the problem of adsorption of 
ions from solution onto solid and liquid surfaces. This 
particular type of adsorption, especially on mercury/ 
aqueous solution interfaces, has been studied very carefully 
over the last fifteen years, and is still of great current 
interest (Levine, 1971). Another type of adsorption occurs 
when surface active molecules (long chain hydrocarbons 
with polar or ionic head groups) are adsorbed from solution 
onto liquid, solid or gaseous interfaces. This phenomenon 
is very important in emulsion filtration (Sareen et al.,
1966) and mineral flotation (Joy and Robinson, 1964). In 
the latter case, flotation is critically dependent upon the 
adsorbent properties of mineral particles and gas bubbles 
(except in one special case examined by Derjaguin and 
Dukhin, 1961 who used no surfactant). Ordinary gaseous 
adsorption onto solid surfaces (Dubinin, Bering and 
Serpinskii, 1964) is important in problems of surface area 
and porosity measurements (Shull, 1948), catalysis (de Boer, 
1955) and separation of gases (de Boer, 1968). Also the use 
of adsorption to separate salt solutions has recently come 
into vogue.
The very specific nature of adsorption, although useful 
in the selective flotation of minerals, makes the formulation 
of general theories of adsorption very difficult. The most 
specific type of adsorption is chemisorption, where molecules
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adsorbed onto the surface form chemical bonds with the 
surface. In physical adsorption, the intermolecular forces 
and the cooperative effects of these between molecules of 
adsorbed gas determine the properties of the adsorption. 
Unfortunately the theory is still incomplete.
The treatment of a theory of physical adsorption falls 
into two parts: monolayer adsorption where at low pressure,
the adsorbed molecules form a single layer on the surface; 
and multilayer adsorption. Multilayer adsorption has been 
treated phenomenologically by Brunauer, Emmett and Teller 
(1938), whose famous BET theory is in wide use despite the 
conceptual problems of the physical model used (de Boer, 1968, 
Brunauer, 1945). When more than three layers of adsorbed 
molecules are present, a satisfactory treatment using 
Lifshitz' theory of long range van der Waals forces, and 
Polyani (1916) potential theory has been applied by 
Richmond, Ninham and Ottewill (1972) to hydrocarbon 
adsorption on water surfaces.
In this chapter we will be concerned with the investigation 
of monolayer adsorption. We shall take the simplest 
case which can be treated experimentally; rare gas atoms 
adsorbed on a dielectric substrate. At very low pressures 
the gas in contact with the surface is very dilute and we may 
ignore the effect of molecular interactions altogether 
(Steele and Halsey, 1954). The molecules are adsorbed one at 
a time onto the substrate by colliding with the surface, 
while temperature fluctuations cause the atoms to jump away 
after some average time t . Thus a dynamic equilibrium is 
established between the gas and the adsorbed atoms, and at 
a given temperature T and pressure p a reproducible amount 
of adsorption o atoms/unit area exists. The plot of a against 
p is the adsorption isotherm. As p increases towards the 
condensation pressure pQ (if T < Tc , the critical temperature), 
the adsorbed molecules on the surface begin to interact with 
each other and with the gas in contact with them, and 
cooperative effects, such as two dimensional condensation,
occur.
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In sect. (8.2) we shall review the present theory of 
monolayer adsorption in the rare gas-dielectric substrate 
system. Metal and charcoal substrates have permanent 
electric fields (of unknown origin) which align the dipole 
moments of anisotropic or polar atoms and molecules on 
the surface (Sinanoglu and Pitzer, 1960). These introduce 
undesirable effects such as long range repulsions between 
the adsorbed atoms, and we shall avoid these systems here.
In sect. (8.3) and (8.4) we shall derive the two and three 
body van der Waals interactions in the system of two 
dipoles and a dielectric surface. This is exactly analogous 
to the perturbation scheme of Sinanoglu and Pitzer (1960), 
but it follows the physically simpler and more exact 
calculations of Mitchell, Ninham and Richmond (1971, 1972). 
In checking their qualitative conclusions we find them to 
be incorrect.
(8.2) Role of Intermolecular Forces in Monolayer Adsorption
Monolayer adsorption is usually treated by considering 
the adsorbed molecules as a two dimensional gas in 
equilibrium with a three dimensional gas. There are several 
problems with this treatment. Ross (1971) points out that 
all adsorbed molecules may not be completely free to move 
along the surface, although they are not necessarily fixed 
at specific points on the surface. Also the adsorbed 
molecules are free to move in three dimensions away from 
the surface and subsequently to return. At very low pressure 
p, the gas is effectively ideal and adsorption follows the 
experimental Henry's law
a = Kp (8.1)
where K is a constant. As the pressure p increases, the
amount of adsorption a does not increase indefinitely, but
saturates at a maximum value a because of the finite sizeo
of the molecules. Now if the molecules are fixed at 
definite points on the surface, then at pressure d , only the 
fraction 1 - o/o of the surface is available for adsorption.
This modifies the simple adsorption isotherm e q.(8.1) 
to the Langmuir (1916) form
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a/o =  0 o
Kp
1 + Kp
(de Boer, 1968). Now if we go to the other extreme and 
consider the adsorbed molecules to behave as a two 
dimensional gas, then we may proceed as follows. Gibbs' 
adsorption equation, derived by purely thermodynamic 
arguments (Adam, 1941), is
a —  (LC)kT o c ^ (j (8.2)
where c is the concentration of molecules in the three 
dimensional gas, and y is the surface energy. The derivative 
is for constant surface area oj . This equation is rewritten 
by de Boer (1968) as
a kT (8.3)
where p is the gas pressure and F is the two dimensional 
surface "pressure" (force per unit length). For an ideal 
two dimensional gas, FA = kT, where the specific area 
A = N/a and N is Avogadros' number. Substituting this into 
eq. (8.3) gives Henry's law eq. (8.1) directly, with K a 
constant of integration. Now we may use the two dimensional 
van der Waals equation (de Boer, 1968)
(F + -4) (A - b) = kT (8.4)
where a and b are constants, b being the maximum specific 
area of close packed adsorbed molecules b = N/a . This 
gives the Hill-de Boer isotherm
0 exp 1-0
2a0. 
kTbp = K 1-0 (8.5)
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where 9 = a/a and K is again constant of integration. If 
T is below the two dimensional critical temperature T , 9(p) 
defined by eq.(8.5) is multivalued at some points. This is 
where two dimensional condensation sets in (de Boer, 1968,
Ross 1971). If a Maxwell construction is made in the 
van der Waals pVT isotherms of eq.(8.4), then the same 
construction must be made for the adsorption isotherms of 
eq.(8.5) at the same pressure. This gives rise to sudden jumps 
in the a at certain values of p, and even metastability 
phenomena are observed (Adamson and Jones, 1971, de Boer,
1968) .
Improvements in the equation of state used for adsorption 
calculations are presently being carried out (Krizan and 
Crowell, 1964, Abdallah and Bakri, 1972) using rigorous 
statistical mechanical techniques. However it is necessary 
first to know the details of the intermolecular forces in the 
system. Experiment has shown that the intermolecular forces 
between adsorbed molecules are very different from those 
between two molecules in free space (Sinanoglu and Pitzer,
1960, de Boer, 1955, 1968). Strong repulsions are often 
observed. These are attributed to the mutual alignment of 
permanent of induced dipole moments by permanent electric 
fields or entropic effects. Sinanoglu and Pitzer have 
attempted to treat part of this problem by including the 
effects of electrostatic repulsion between dipoles. However, 
even when no electric fields are present, the van der Waals 
forces between the adsorbed dipoles are strongly modified by 
the three body effects from the surface. All these 
contributions to the intermolecular forces may be observed 
experimentally by measuring the critical temperature TC 2
of the two dimensional adsorbed gas. The mean field value of 
T^ _ is exactly i-T^  , if the intermolecular forces are assumed 
to be unchanged by adsorption (Ross, 1971). Any deviation 
from this value must be explained by the modification of the 
intermolecular forces by the surface, unless the mean field 
model is not applicable in this case (although Lenard-Jones 
and Devonshire, 1938, found T = 0.53T for a model Lenard-C 2 C
Jones gas). As an example Ross (1971) collected experimental
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evidence for the adsorption of argon on graphite to show 
that  ^ - 0.4 2Tc . This was approximately the value he 
calculated from the work of Sinanoglu and Pitzer (1960).
Sinanoglu and Pitzer (1960) used third order 
perturbation theory to derive the three body correction to 
the interaction between two dipoles in the presence of a 
plane. For non polar dipoles and a non conducting dielectric 
substrate, they found the surprising result that the three
3body interaction potential varied as 1/R , where R was
the separation of the dipoles. This potential, if valid 
over all distances, would make the thermodynamical properties 
of the adsorbed gas dependent upon the area and shape of the 
substrate. This three body term was repulsive for dipoles 
aligned parallel to the plane, implying a strong repulsion 
dominating at large distances. For dipoles aligned one above 
the other in a line perpendicular to the plane, the three 
body term was attractive. This work was followed up by 
Krizan and Crowell (1964) and Abdallah and Bakri (1972) who
3investigated the nature of virial expansions with a 1/R 
potential.
In the next section we shall apply the method of 
Mitchell, Ninham and Richmond (1971, 1972), who treated 
two and three dipole systems exactly, to calculate the 
modification of the van der Waals interactions between 
two dipoles by the presence of a plane. In this way we are 
able to check the calculations of Sinanoglu and Pitzer 
(1960), and derive a more accurate expression.
(8.3) Derivation of Interaction Energy for Dipoles and Plane
Consider a plane interface separating two semi infinite, 
isotropic, continuum media A and B of dielectric permeability 
e (co) and e (w) respectively. The interface defines the 
x and y directions, and we choose the positive z direction 
in medium B. The origin is midway between the projections of 
the two dipoles in medium A, which are height z and z2 above 
the plane respectively, as in fig.18. The dipoles have
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isotropic polarizabilities a (a)) and ql ^ (oj) . In the
following procedure we shall assume that the dipole
approximation always holds, and ignore hard core, exchange
potentials, quadrupole and higher moments. At large
distances the dipole response is dominant, and a repulsive 
1 2l/R force may be added to simulate a hard core (as done 
by Sinanoglu and Pitzer, 1960).
The surface modes are determined by Laplaces' equation
V2 (r) = 0 (8.6)
which must be solved subject to the boundary conditions 
4> and e 9cf)/8n continuous across a boundary. This assumes 
that electromagnetic retardation effects are negligible. 
The conditions at the dipoles are
l i m  4> ( r ) 
r-*R
£ ' • (r-Ri ) <(> j ( r )
P 2.(r-R2) 
lim 0 (r) =  -----— -—
r-*R2 I r _ R 2 I 3 4>2 <£) (8.7)
where R , R are the position vectors of dipoles 1 and 2 
respectively, and P , P are the polarization vectors.
The solution of eq.(8.6) is
(j) (r) = <f>A = /dudvA (u, v) e^ (UX+VY) e^Z ; z<0
= 4>B+4> 1 +<J> 2 = JdudvB (u, v) e^ " ^ UX+V-^  ^e ^Z + cj) x +4) 2 ; z>0
(8 .8)
Now applying the boundary conditions across the plane 
z = 0 gives
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A (u , v ) = B(u,v) + / e-i(uX+VY){6 (x , y , 0 )
( 2 tt ) 2
+ cf>2 (x,y , 0) } (8.9)
and
eAA(u,v)
£» B 8 r fdx dy -i(ux+vy) -EBB(u,v) + —  3 7  [ /— f  e
( 2 7T )
• (x,y,z) + (f)2 (x,y, z) }] z=Q (8.10)
We show in Appendix 5 that
/ e-i(ux+vy)^(Xfy fZ) = 1 y dx dy g-i (ux+vy)
( 2 TT ) ( 2 7T )
X (x ,y , z) { (Pau + Pav)i + Pa} 2 TT x y k z
X e"i(uXa+vYa )ek(Zl"Z2) ; z<za (8.11)
where k “1 = u 2+v2 , a = 1,2 . Substituting eq. (8.11) 
into eq.(8.10) and eliminating A(u,v) gives
B(u,v)
+ 2¥ { <Pxu +
P^v)| + P^}exp(-iuR/2)exp(-kzi) 
P*v)£ + P 2} exp (iuR/z )exp (-kz ^ ) (8 .12)
where
A £A~£
£a +£
B
B
In order to obtain the dispersion relation, we must 
eliminate B(u,v) via the dipole constitutive equations 
P = aE . Thus from eq. (8.8) and the relation E = — V4> , we 
get
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3 ^ 2
PX = ■iaif1(R'Z 1) - °S —
Py = "iaif2 (R 'Zi ) - flt 97-
1 ^ 2Pz = a i f 3 (R/ 2 J ) - CL1 (8.13)
where
f 1 = /du dv uePuR//^e ^ZB(u,v)
f2 = /du dv vePuR//ze ^ZB(u,v)
f 3 = /du dv kePuR^^e ^ZB(u,v)
along with three similar equations for P 2 obtained from 
eq.(8.13) by letting R+-R , z1">z2 *
We now eliminate B(u,v) from eq. (8*14) by substituting 
eq. (8.12). The resulting integrals over u and v may be 
evaluated (see appendix 5), and after using the conditions 
eq. (8.7), we finally obtain the eigenvalue equations
Ns;
• r
p 1 P 1X X
p2 p2X
= M
X
p 1 % p 1z z
p2 p 2z z
' -
p 1 P 1y
= N&
y
p2 p2y y
(8.15)
Aa
a {_____ A__
2 1 /„ 2 , 2 \ 3/ 2
a 1 {■(Rz+dz) V z (Rz + Sz) VZ T T T Z
Aa
(R +d ) 3/ z (R + S )2 . 2 , 3/2
(8.16)
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with a = z +z , S = z -z1 2 '  1 2
The allowed surface modes are now given by the solutions 
of the equation
where T is the absolute temperature, k is Boltzmans constant 
(to be distinguished from the previous k propagation number), 
= 2iTnkT/fi . h = 2TTfi is Planck's constant and n is a 
positive integer. The first term in eq. (8.19) for n=0 must 
be weighted by a factor 1/2. A simple derivation of this 
expression has been given elsewhere (van Kämpen et al.,
1968 , Richmond and Ninham, 1971c). In the limit T-*0, 
eq.(8.19) becomes
D(w) = det|l-M| . det|l-N| = 0 (8.18)
and the free energy of interaction is
F (z x , z 2 , R) = kT Z In D ( U n ) (8.19)
n
jfe 00
F = £  4  D(i5)d5 (8.20)
The full expression for D(u)), after much tedious 
algebra and simplification, is
x (a22a n  + a 12a 21) - (Ba22 - Fa21)
x (Ba - Fa )}+ (a a )2 (E-FB)2] 12 11 J 1 2 (8 .21)
Aai , i = 1 / 24 zi
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E = 9R2 (___£________ H d )
(R2+d2 )s/2 (R2+d2 )5/2
F = A (2d 2-R2) _ R2-2S 2
(R2 +d2 ) 5/^ 2 (R2+S2 ) 5/ 2
B = Ä (2R2-d2) _ 2R2-S2
(R2+d2 ) 5/ 2 (R24-S2 ) 5/^ 2
H A(R2 +d2 ) 3/ 2
1
(r 2+s 2 )3//2
(8 .22)
This dispersion relation must be normalized to unity at some
chosen zero point of energy. Since we require the force
between the two dipoles, then the appropriate zero point is 
2 2  ^/ 2when (R +S ) 00 . We shall restrict ourselves to the
case S = 0 , i.e. the two dipoles are parallel to the plane
and height z = z^  = = d/2 above the plane. Letting
r -*°o in eq. (8.21) , gives
D 2 23 ,3«, 3.« „ 3 ^ „1 1 2 1 1 2  22 (8.23)
If we put this into the expression for the free energy of 
interaction (8.20), we find that the total energy is the 
energy of interaction of two isolated single dipoles with a 
plane
Fo = 27 /” ■en{(1 -0 8z 4 z
which approaches zero as z+°° , as required. We must subtract 
this Fq from the total energy of the dipole-plane system, to 
get just the energy of interaction of the two dipoles in the 
presence of the plane. This is equivalent to dividing 
eq.(8.21) by eq.(8.23). Now consider two cases
a) R>>d. We neglect d compared to R, and expand the 
logarithm in eq. (8.20) to lowest order in 1/R. This gives
tl ,00 ci ‘
F-Fo - w l  d% e
r 5 ( A - 1 ) %  ( A + l ) 2 
1 (1-x)2 + (l-2x)2 (1/R12)
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where x = Aa/8z3 . This interaction energy is proDortional 
to 1/R6 , contrary to the result of Sinanoglu and Pitzer
(1960). Moreover the energy depends on the distance of the 
dipoles from the surface. If x <<1 , i.e. the atoms are far 
removed from the surface, and the substrate and medium 
surrounding the dipoles are non oolar, then we see that 
the actual interaction of the dipoles near the surface is 
modified over that of two free dipoles by a factor
Y = {5(A-l)2 + (A+l)2}/6 (8.24)
which is independent of z. Near the surface, y increases 
above this value until it diverges at x = 1/2 (fig. 16).
b) R<<d In this case the molecules are very far from 
the surface. We neglect R compared to d, and again expand 
the logarithm in eq. (8.20) to lowest order in 1/R. This 
gives:
F-Fo
r ° ° ^ r a 2 r6-21x+19xÖ T  / d £ — r [------ ;-------- r271 o R g (1 — x ) 2 (l-2x) 2
] + 0 (1/R1 2)
This is simply the interaction of two free dipoles, modified 
by the factor
y' = (6-21x+19x2)/6 (1-x)2 (l-2x)2
which approaches unity as z^ °° . Thus as the two molecules 
move away from the surface, they eventually lose all 
influence of the surface to leading order in 1/R, as would 
be expected. This is contrary to the result of Sinanoglu 
and Pitzer (1960) , who found that the surface affected 
the interaction at all distances, no matter how far the 
dipoles were from the surface.
(8.4) Discussion of the Results
If A>0 (i.e. a gas-liquid system), the dipoles are
individually attracted to the surface, and the attraction 
between each other is reduced because of the repulsive three
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body force. Thus for graphite eQ-5.8 (Handbook of Chemistry 
and Physics, 1972, for diamond), so A=0.7 and y=0.557. This 
gives a critical temperature for argon adsorbed on graphite, 
using the data of Ross (1971), of only 43°K . This is much 
smaller than the measured value of 65°K (Ross, 1971,
Ross and Oliver, 1964, Sams et al. 1962, who found y=0.84), 
and could indicate that some permanent electric field effects 
mentioned by Sinanoglu and Pitzer (1960) for graphite, are 
important. Another possibility is the atoms are adsorbed 
very close to the substrate, or heterogeneity of the 
surface affects the Hamaker constant (Ross and Oliver, 1964).
In summary we have derived the two dimensional critical 
temperature for an adsorbed gas. The calculation provides 
a sensitive test of the theory of intermolecular forces in 
adsorption. The critical temperature is strongly dependent 
upon the distance of the adsorbed molecules from the surface, 
and in fact becomes infinite when Aa/4z3 = 1. This 
divergence of the interaction energy was discussed by 
Mitchell, Ninham and Richmond (1971, 1972) in terms of a 
possible freezing out of the vibrational modes of the 
dipoles. It may be at this point that chemisorption sets in.
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APPENDIX 1
a) Non Retarded van der Waals forces
We show here that for non-retarded van der Waals forces 
where the effect of relativity is negligible
F j = AH/l2
where H is independent of l regardless of the shape of the 
interface. The only condition is that:
p(z,1) = p(z/l) (A.1)
Lifshitz (1955) theory calculates the interaction of 
electromagnetic surface modes which are set up in the 
system by random temperature and zero point quantum 
fluctuations. The electric potential cf> for these surface 
modes in a medium of non-uniform dielectric constant 
e{p(z,1)} is given by:
V . (eVcj)) = 0 (A.2)
Because e changes only in the z direction, we may write:
0 = u(z)ei(wx+vy> (A.3)
where w and v are the propagation numbers for the x and y 
directions respectively. From eqs. (A.2) and (A.3) we
deduce:
^ In e(p)} - k2u = 0 (A.4)d z 2 dZ dZ
Invoking eq.(A.l), we introduce a new variable x=z/£.
Eq.(A.4) becomes
^ In e (p (x) ) } - (k£) 2u = 0j 2 dx dxdx
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Now this equation has only one parameter kt because e is now 
independent of t in this scaled form. Thus the resulting 
dispersion relation for the modes of the system will be:
D (k = D(k£,u>) = 0
The free energy per unit area of the van der Waals interactions 
with respect to infinite kt can be written down immediately 
in terms of this dispersion relation (van Kämpen, Nijboer 
and Schram, 1968, Richmond and Ninham, 1971c). It is 
eq. (3.34)
kT 00 ,°°G(l, T) = y=- £' / k In D(k£,i£ ) dk (A.5)
Z1J n=o o n
where = 27TkTn/fi. By Change of variable from k to kt in 
the integral, this can be written:
G(£,T) = H(T )/l2 (A.6)
where
H(T) = ££ r  /" y in D(y,iE )dy z 1 n=o o n
b) Dispersion Relation for the Constant Gradient Interface
For this interface depicted in fig.l, the dielectric 
constant may be written
e (z/t) = e] , z < - 1/2
= i-(e i+e2 ) - (e i-e2 ) z/£ , - 1 / 2 < z < 1 / 2
= e 2 , z > 1/2
Substituting this into eq.(A.4) gives the solution
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Uj = Aekz , z < - 1/2
iii = BIq (|(z -16)) + CKq (|(z-16)) , - 1/2 < z < 1/2
u 2 = Ee_kz , z > 1/2
where IQ and Kq are the zero order modified Bessel functions 
and
6
£
£
Here only the surface modes (u->0 as z+±°°) have been 
considered in the solution.
Using the boundary conditions u(z) and du/dz continuous 
across each boundary at z = ±1/2, we get the dispersion 
relation
0 D(k£,w) = 1
KQ (k£6i)-Ki (k 1 6 ^  IQ (k£62)-Ii (k^6 2)
K (k IS )+K (k 16 ) I (k 16  )+I (k 16  ) , e .< > £
O 1 1 1 O 2 1 2 1
=  6 -*6 1 2 £ 1 < E 2 (A.7)
where
The D defined in this way approaches the value 1 as 
k->°° , as required for convergence of the integral eq. (A. 5). 
It is completely analytic over the whole right hand half 
plane. The artificial division into ^ > £ 2  and £ x<£2 
regions does not affect this property.
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APPENDIX 2. Physical Significance of van der Waals 
Interactions in an Inhomogeneous Medium
Lifshitz' theory of van der Waals forces was originally 
devised to describe the interaction of two flat parallel 
surfaces across some intervening medium. However it gives 
a zero energy of interaction if only one surface or no 
surface is present. In fact no interaction energy will arise 
unless some spatial inhomogeneity is present, so that the 
surface modes interact. Now because it is simplest to 
understand the nature of these van der Waals interactions 
when they occur between sharp discontinuous surfaces in the 
dielectric media, we shall divide up the interface into n 
homogeneous cells as illustrated in fig.7. The cell i must 
have a width much less than £ but large enough that the 
fluid in cell i may be considered to be a continuum. In 
fact this situation may never arise in reality, but we shall 
assume it is true in the context of the model we are using.
We also suppose that the height 6p of the density step in 
each cell is the same for all cells. We will consider virtual 
changes in £ keeping 6p fixed.
Consider now a completely homogeneous liquid of 
density p^ . We begin to create an interface by removing the 
top strip labelled 1 in fig.7. This requires an energy 
6E and the self energy of the whole strip is also removed 
from the system. Now we remove the strip labelled 2. If 
the strip 1' was not present, we would just require an 
energy 6E again. However we also have removed the van der 
Waals interactions between strip 1' and strip 2. Thus the 
total van der Waals interaction energy is that energy required 
to remove interactions between the liquid and the 
hypothetical liquid which was originally in the gaseous 
region. The extra energy involved in this process is n6E 
which is the energy of a sharp interface situated at z = 0. 
This n6E will not contribute to the interface width because 
it is independent of JL.
Now we have separated the infinite liquid into two parts
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by creating a diffuse interface and using an energy nöE 
plus the van der Waals interactions. The strips of liquid 
which we have removed have a density 6p and are kept well 
separated from each other so that they do not interact. Now 
we allow these to come back together and form into the 
standard state which we choose as the liquid vapour system 
with a sharp interface. This requires some more energy 
to change parts of the higher energy strips to lower 
energies. Now refer again to fig.7. If we remove the parts 
of the strips of higher energy (shaded) which overlap the 
vertical line (standard state), we remove an energy
E = A /"“ {f(p.)-f(p)}dz o
in the limit as the step height 6p+0. If we add these parts 
to the lower energy strips (shaded) to bring them up to the 
vertical line, we require an energy
-E2 = -A /°{f(Pg)-f (p)}dz
Subtracting these two energies gives us just the total self 
energy term in section (4.2).
Late Note: We note also the work of Garrod and Simmons 
(J. Math. Phys. 13, 1168 (1972)) who showed rigorously that
the total energy and density profile p(r) of an inhomogeneous 
system can be obtained by minimizing the expression
/ [4>p + f (p , $) ] d 3r
where 4) is the external potential, with respect to variations 
in p(r). If we associate <J> with the van der Waals interactions 
across the inhomogeneous interface, and assume it to be 
effectively independent of r, then the above expression 
reduces to our fundamental equation eq. (4.7).
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APPENDIX 3 . Pressure due to the Electrostatic Double Layer
To derive the expression for the pressure between unlike 
surfaces, we shall follow an argument of Langmuir (1938). 
Consider two infinite parallel planar surfaces separated by 
a liquid at hydrostatic pressure P^ . At every point in 
the liquid region the total pressure on the space charge must 
be a constant. Thus
dP + pchp = 0 (A.8)
where p is the charge density. From the Poisson equation 
d 2i|;/dx2 = -ep/47T we have
Thus the excess pressure which pushes the plates apart is
P - P . This can be determined when there is a minimumo 00
present in the potential, for then dijj/dx = 0 and
Interaction between Unlike Surfaces
(A.9)
or
o
Now let
P = P-P 00
by eq.(A.8). Eq.(6.3) gives
p = - 2n3e sinh(eß^)
so we get
PQ = 2n3kT(cosh(eMrnin)-l) = PQ-Poo (A.10)
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This is the result given in Verwey and Overbeek (1948) 
for the symmetric case where the minimum occurs exactly 
midway between the two plates. We note from the above 
argument that in general for a monovalent electrolyte
P-P^ = 2nskT (cosh(e3^m^n)-1)
at every point. When ifj becomes zero, as in the attractive 
case, we get
Using the first integral of the Poisson-Boltzman equation 
in eqs. (A.10) and (A.11), we can derive the general result
P = -2n kT(c+l)o 3
zero pt. 00
Thus by eq.(A.9) we find that
(A.11)
This is essentially the argument used by Parsegian and 
Gingell (1972) and Devereux and de Bruyn (1963) to get 
this result.
APPENDIX 4 . Mathematical Properties of Jacobi Elliptic 
and Theta Functions
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a) Theta Functions
Ninham and Parsegian (1971) have shown that Jacobi 
elliptic functions may be efficiently and rapidly computed 
if they are expressed in terms of theta functions. These 
theta functions (Whittaker and Watson, 1965 ch.21) are 
defined
0 j (z,q) = 
02(z,q) = 
0 3 (z,q) = 
9 4(z,q) =
which converge 
transform is
2£ (-1) nq sin[(2n+l)z]o
2Zq^n+2  ^ cos[(2n+l)z] o
00 n21 4- 2Zq cos [2nz]
2
1 + 2E(-l)nqn cos [2nz] = 0 (z,-q) (A.12)
rapidly for |q|<<1. The Jacobi imaginary
A 0 i (z,q) 
A0 4 (z,q) 
A0 3 (z,q) 
A 0 2 (z,q)
-i0i (-ZT ' ,q
6 2 (— z T ' , q ') 
0 3 (-ZT' ,qf) 
0 4 (-ZT ' ,q' )
= 2E(-l)nq' (n+^ }2sinh[ (2n+l)z']
2Eq, n^"1"2’^ cosh [ (2n+l) z ' ] o
00 n21 + 2 £q' cosh[2nz']
2
1 + 2I(-l)nq'n cosh[2nz']
(A.13)
where q 
A
TT i T . TTi T 'e , q' = e T '
(-ix) 2exp (-ix ' z 2/tt2 )
-1/t , and
We shall denote the extreme right hand expressions as 
transformed theta functions 0'(z',q'). These converge raoidly 
for q'<<l, the opposite case of q<<l. Also z and z' are 
related by z=u/02 , z '=u/0 32 where 0 3= 0 3 (O,q) and u is
an independent variable (non zero) to be used in section c ) .
144
The theta functions are usually written with an implied 
q , that is 0 (z) .
b ) Elliptic Functions
In chapter 6 we obtained the solutions of the Poisson 
Boltzman equation eq.(6.4) in terms of the Jacobi elliptic 
functions. This is an excellent procedure because the 
properties of the solutions are made beautifully transparent, 
in contrast to other work on this subject (Derjaguin, 1954, 
Devereux and de Bruyn, 1963). The sn and cn functions are 
very similar to the sin, cos and tanh, sech functions, to 
which they reduce in special limiting cases. All the 
properties, along with the graphs of the functions are listed 
in chapter 16 of Abramowitz and Stegun (1970). The 
functions are defined as
sn(u|m) = sin(<j>), cn(ujm) = cos (<(>) , dn(u|m) = /l-msinz ( ( f ) )
where
/4)° /l-msinz (0)
m  < 1 (A.14)
Thus for m = 0, u = <J> and
sn(u|m) = sin(u) , cn(u|m) = cos (u) , dn(u|m) = 1 
For m - 1, u =±ln | ^ | ) , and
sn(ujm) = tanh (u) , cn(ujni) = sech(u) , dn(u|m) = sech(u)
The real quarter period is
v  s r l  d0K (m) = JT — - ------ ■ ■
° /1-msin2 (0)
TT
T m=0
m=l
(A.15)
Thus as m changes from 0 to 1, the period on the real axis
7Tchanges from y to ® and the sn, cn functions behave like
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stretched out sin and cos functions. Along the imaginary 
axis the period is K (m ) = K(l-m).
Many half argument and combination formulae are also 
given in Abramowitz and Stegun (1970). The most useful are 
those from eq.(A.14)
sn* 2 (u) + cn^ (u) = 1 = dn2 (u) + msn2 4(u) (A.16)
and the definitions
sd(u) = sn(u)/dn(u) , cd(u) = sn(u)/dn(u)
sc(u) = sn(u)/cn(u) , ns (u) = 1/sn (u)
Note also that the modulus m is often omitted from the 
elliptic function notation as above.
c ) Relation between Elliptic and Theta functions
The relationships between the Jacobi elliptic and 
theta functions (Whittaker and Watson, 1965) are
sn(u) = i/4 -----
m / 0 (z)4 m J ^  4 0 ' (z ' ) 2
^ , \ 1 /  4 6 3 (Z ^dn(u) = m. -----1 e „ ( z ) (A.17)
2where z=u/03 . The modulus m and the nome q of the theta 
functions are related by
q = q (A ) = A + 2A 5 + 15A9 + 150A13 + ... (A.18)
where
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1-m 1/4
2 1+m 1/ *i
1 - m (A.19)
Also for the transformed theta functions
q (A 1)
where
1-m !/4
1+m V 4
The additional relations
e 2 - 
<67’
e, -
(ä—  ) and K (m)
0 3
7T0
are also very useful.
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APPENDIX 5. Evaluation of Integrals used in Chapter 8
a) To derive e q . (8.11) we use the following integral:
J (u, v , z) = f du dv
-i (ux+vy)
(2tt) 2 { (x-X) 2 + (y-Y) 2+(z-Z) 2}1//2
1 -i (uX+vY) -k I z-Z
2TTk (A.20)
This integral may be readily evaluated by forming first the 
three dimensional Fourier transform with respect to 
x, y and z. Let
F(u,v,w) = f f f dx dv dz e"i(ux+vy+zoj) 
( 2  tt ) (x2+y 2+z 2) 172-
In spherical polars this is
F (u,v,üo)
( 2 TT )
1 r00^  rTTnn r2TTn, . ~ i A r C O S ( 0 )---  / dr J d0 / d4> rsin(0)e3 o o o
2 /  ( 2 tt A)
where A 2 = u 2 + v 2 + co
Now we invert the z transform, giving
G(u,v,z) = /dcoe^^F (u,v ,oj) = — —  oa
2 TT
iooze_____
(u 2 +v 2 +002)
For z>0 we close the contour in the upper half complex 
w plane, and for z<0, the lower half plane. Thus
G (u,v,z) f  dx dy e~i(ux+vy )
( 2 tt ) 2 (x2+y 2 + z 2 ) 1 ^  2
e k z /2TTk 
e k z /2Trk
; z>0
; z<0
(A.21)
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where k 2 = u 2+v2. Eq.(A.20) is simply obtained from
eq.(A.21) by the substitution:
x+x-X , y+y-Y , z-*z-Z
Now from eqs.(8.7) and (8.9) we have
/ dx dy 
( 2 7T ) 2
e~i(ux+vy)^ (x,y,z) j dx dy e~i(ux+vy) 
(2 tt) 2
P^(x-X)+P^(y-Y)+P^(z-Z) 
(x-X)2+(y-Y)2+(z-Z)2}3/ 2
(A.22)
All three integrals on the right hand side of eq.(A.22) 
may be obtained from eq.(A.20) by differentiating J with 
respect to x, y and z respectively. Thus
dx dy (x-X)e_i(ux+vy )
(2w) 2 { (x-X) 2+(y~Y) 2+(z-Z) 2}
iu -i (uX+vy)_-k|z-Z|
2TTk e e
b) The integrals obtained by substituting eq.(8.12) into 
eqs.(8.14) may all be derived from a generating function. 
This function may be derived from eq.(A.20) by integrating 
both sides with respect to x and y.
_________ 1_______  _ , du dv -i (uX+vY) -k I z-Z I
{X2+Y2+(z-Z) 2 } 1//2 2TTk
Again differentiating with respect to x, y or z enables all 
the necessary integrals to be derived. For example, 
differentiating with respect to X and Y gives
du dv
2 TT
uv
k
i(uX+vY) exp (-k(z:+z2)) ______ 3XY
{X2+Y2+ (z + z ) 
1 2
777
All the other necessary integrals follow from a straight­
forward application of these principles.
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GAS P* - pg 
gm/cm3
X (PÄ)
gm2/erg cm3
nR I (eV)
nitrogen 1.11 * 6.39 x 10_10 * 1.2053 * 14.53 **
(0.317) (-1.23)
argon 1.88 * 5.48 x io_1 1 * 1.23 * 15.755 **
(0.341) (-1.24)
xenon 3.98
0J—
i
1Oi—1XCO 1.2 12.127 **
(0.345) (-1.21)
Table 1. Data used to calculate surface tensions and
interface widths. Numbers in brackets are the accepted 
experimental critical exponents. Refractive index nR is
chosen at a temperature far from the critical point.
GAS £ (expt.) o o ^A
£ (calc.) o o
A
o (expt.) 
dyne/cm.
o (calc.) 
dyne/cm.
nitrogen 5.14
(-0.624)
6.59 29.1
(1.241)
37.6
argon 3.09
(-0.64)
5.18 38.1
(1.281)
106.4
xenon 6.81
(-0.598)
5.89 62.9
(1.302)
89.7
Table 2. Results of the surface tension theory compared
with experiment. The experimental interface widths are 
£q = £/24" , where £ is the correlation length.
* Taken from Fisk and Widom (1969) .
** Taken from Handbook of Chemistry and Physics (1971) .
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Table 3. Comparison of experimental and theoretical
Hamaker constants H and self energy teims D
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Table 4. Experimental data on coalescence of 0/W and
W/0 emulsions. N = no coalescence, P = partial coalescence, 
C = complete coalescence. These results are from Sareen 
et al. (1966) who used distilled water. From other sources, 
partial coalescence was observed for: water/kerosene on
Dacron and Polypropylene, n - butyl benzoate/water on 
Steel and Nylon, cyclohexane/water on metal screens.
Emulsion system 
Cotton 
Dynel 
Glass 
PE 
Teflon
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O
£ Y i|; m V t mV  ro K A 1 L i q u i d
2.27 9.2 x 10"32 380.9 1.3 x 10-1 1 3.5 x 10-17 b e n z e n e
4.8 1.9 x 10"15 174.3 3.4 x 10~5 cn
1Oi—1XCM c h l o r o f o r m
16.5 1.0 x 10~4 42.8 . 4 8 x
1Oi—1XVDi—1 c y c l o h e x a n o l
17.7 Jr1oI—1X1—1 CM 39.1 .62 J-
1o 1—1X1—1 CM i s o b u t a n o l
35. 3.4 x 10 2 14.3 2.7
CO
1Oi—1Xi—i n i t r o b e n z e n e
Table 5. The parameter y and i|j in mV as a function of
organic liquid dielectric constant e. is from eq. (6.42)
while the surface potential referred to zero in the water 
phase is from eq. (6.50). We assume 10 4 M Lil at 298.2 K.
Emulsion Glass Polyethylene Teflon
benzene - A A A R A A AP R Awater 3.0 5.4 .92 4.9 .17 4.2
n-butyl benzoate - AP - A AP - A AP - Awater 8.2 6.3 5.4
water - A R R AP R A A A Acarbon tetrachloride 1.9 .74 .38 .01 .42 .23
chloroform - R A A R A A R R A
water 2.4 7.5 .70 5.0 .13 4.1
cyclohexanol - R - A R - A - - A
water 6.1 4.7 4.2
isobutanol - R R A R R A R A A
water .41 5.1 .13 3.4 .02 3.1
water - A A R Ap A R AP R R
isobutanol .44 .92 .15 .30 .07 .17
nitrobenzene - R R A R A A R A A
water 4.3 7.1 1.3 5.4 4.4 3.9
Table 6. Experimental results, Sherony and Kintner (1971a)
predictions, Lifshitz' theory predictions of van der Waals 
forces between droplets and fibres in a field phase of water 
or organic liquids. A = attraction, R = repulsion, A^ = 
partial attraction corresponding to partial coalescence.
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o
Liquid £ l Ai max (y ^
benzene 2.27 1.5 X 1016 2.5 x 10“25
chloroform 4.8 8.7 X 107 1.7 x 10"12
cyclohexanol 16.5 6.2 X 103 5.3 x 10"4
isobutanol 17.7 5.0 X 103
j-ioi—
i
XCTi
nitrobenzene 35. 1.5 X 103 5.6 x 10 2
Table 7 . Distances l below which negatively charged
droplets experience an attractive force in organic liquids 
near negative fibres = -130 mV). Also listed are
values of ye ^ °° ^ for 0/W interfaces, showing a very, small 
value compared to unity, even for very polar liquids.
H (erg) 3' CF in M CE in M
benzene 2.41 X 10“ 15 .1511 4.2 X 10“4 1.9 X 10“4
chloroform 3.23 X 10"15 .1127 2.3 X 10“4 1.1 X 10“ 4
cyclohexanol 2.55 X 10“ 1 5 .1428 3.7 X 10“4 1.7 X 10“4
isobutanol 2.16 X 10“ 15 .1686 5.2 X 10“4 2.4 X 10“4
nitrobenzene 2.95 X 10“ 15 .1234 2.8 X 10“4 1.3 X 10“4
Table 8. Values of the Hamaker constant H in erg for
organic droplets in water, and the concentrations and CE
at which the force and energy barriers respectively disappear. 
The quantity 3' is discussed in the text.
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3 §: s: H- o o d trH- PJ pj cn tr pj 1 CD
r+ r t r+ 0 o t—1 r t tr d
d CD CD tr o CD d N
0 H{ d o Hi Hi r t CDtr \ \ r t t r 0 \ d
n> t r H- pj CD Hi O 1—1 CD
d CD cn d X o PJ \
N Hi 0 0 pj Hi Hi tr £
CD 0 tr M d 3 tr CD PJ
d in d \ 0 \ 0 d r t
CD CD r t §: H-1 d N CD
\ d PJ pj \ pj 0 Hi
§: CD 3 r t s: r t r t PJ
pj 0 CD pj CD CD r t
r t H-1 Hi r t Hi r t CD
CD CD • \1-5 Hi s:
pj
r t
CD
H{
50 > > 50 50 > > > >
1 > > 50 1 50 > > 50ts ts ts t!
50 > > 50 50 50 > > >
t i
50 > > 50 50 50 > > 50ti
50 > > 50 1 50 > > >ts ts tJ
50 > > 50 50 50 > 50 50
Table 9. Coalescence behaviour for various emulsions_7containing distilled water (10 M electrolyte), in 
various filters. These are compared with the theoretical 
predictions of the electrostatic theory.
Emulsion 
Cotton 
Dynel 
Glass 
PE 
Teflon 
Theory
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FIG. 1 Typical density profile of a liquid - vapour
interface near the critical point (where the continuum 
approximation holds best). Also shown is the constant 
gradient interface used in sect. (4.3).
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FIG. 2 Schematic plot of chemical potential against
density showing the unstable spinodal region where the 
curve is concave downward (negative compressibility).
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ClassicalWidom
Work of formation of critical nucleii asFIG. 3
a function of supersaturation Zq  ^ for the van der Waals
and Widom gases, according to the Cahn - Hilliard theory.
Here = (Zq - zs)/(l - z ) which approaches 1 as Zq-»-1
and 0 as zA->-z .0 s
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FIG. 4 Comparison of the Dahl - Moldover experimental
results with the predicted curves (B, C, D, E) for 
various theories.
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FIG. 5 Limits of 'reasonable' interpolation curves 
where the lower limit o)q is in the range ((j0jj2/(a)l 1^  an<^  
the upper limit is in the range ) •
(m
) 
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G(£,
FIG van der Waals interaction energy between
materials of varying dielectric constant across a vacuum
ogap of width £ A.
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FIG. 7 Approximate step model interface used to
discuss the physical significance of the van der Waals 
forces in inhomogeneous systems.
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FIG. 8 Potential curves in the electrostatic interaction
of droplets and fibres. The upper and lower curves are the 
special cases where a minimum or zero in the potential 
is not physical, but appears off the edge of the diagram.
172
FIG. 9 Equal fixed potentials; repulsive case. Test
of the analytic approximations of Parsegian and Gingell 
(PG), the approximation eq. (6.28) (A), and the exact
result eq. (6.9).
-20,-5) mV
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FIG. 10 Fixed unequal potentials; repulsive case. Test
of analytic approximations.
2nkT
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FIG. 11 Fixed equal potentials;attractive case. The
approximation eq. (6.33) (A) and the approximation of
Parsegian and Gingell (PG) are compared with the exact 
solution eq. (6.13).
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FIG. 12 Surface potential for the droplet surface as 
a function of the interaction pressure p. The parameters
ip = 40 mV and y have been chosen in order to show up 
the qualitative nature of each curve.
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FIG. 13 Probable schematic nature of the surface at
the glass - solution interface (after Hunter and Wright, 
1971) .
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FIG. 14 Variation of the diffuse layer potential y
with changes in the diffuse layer interaction pressure 
p on the approach of another charged surface. m is the 
molarity of the electrolyte and y is a constant of the 
solid surface.
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FIG. 15 Schematic variation of the van der Waals free
energy per unit area with distance in the glass fibre/ 
carbon tetrachloride/ water system.
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FIG. 16 Ratio of the Hamaker constant Hq for two
interacting dipoles on a surface, to the Hamaker constant 
for the same two dipoles in free space. This is plotted 
against the scaled distance z from the surface.
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FIG. 17 Schematic diagram of the fibrous bed filter
used in Industry for clarifying emulsions of water in the 
manufacture of organic liquids.
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Fig. 18 Two dipole - substrate system used in the
calculations of intermolecular forces between adsorbed 
atoms in sect. (8.3).
