When does the onset of multiple stellar populations in star clusters
  occur-II: No evidence of multiple stellar populations in Lindsay 113 by Li, Chengyuan et al.
ar
X
iv
:1
90
8.
07
20
0v
1 
 [a
str
o-
ph
.SR
]  
20
 A
ug
 20
19
Draft version August 21, 2019
Typeset using LATEX twocolumn style in AASTeX62
When does the onset of multiple stellar populations in star clusters occur-II: No evidence of multiple stellar
populations in Lindsay 113
Chengyuan Li,1, 2 Yue Wang,2 and Antonino P. Milone3
1School of Physics and Astronomy, Sun Yat-sen University, Zhuhai 519082, China
2Key Laboratory for Optical Astronomy, National Astronomical Observatories, Chinese Academy of Sciences, 20A Datun Road, Beijing
100101, China
3Dipartimento di Fisica e Astronomia “Galileo Galilei”, Univ. di Padova, Vicolo dell’Osservatorio 3, Padova, IT-35122
Submitted to ApJ
ABSTRACT
The presence of multiple populations (MPs) in almost all globular clusters (GCs) older than ∼10
Gyr, has caught lots of attention. Recently, cumulative evidence indicates that extragalactic GCs that
are older than 2 Gyr, seem to also harbor MPs, however, those that are younger than 2 Gyr do not.
These observations seem to imply that age is a primary property that controls the presence of MPs
in star clusters. However, because of the lack of studies of intermediate-age (∼2–6 Gyr-old), low mass
clusters, it is unclear if the cluster mass, in addition to age, also plays a role in the occurrence of
MPs. In this work, we studied a ∼4 Gyr-old, low mass (∼23,000 M⊙) cluster, Lindsay-113, in the
Small Magellanic Cloud. Using Hubble Space Telescope photometry, we find that the width of the
red-giant branch in this cluster, when measured in a specific color index that is sensitive to star-to-star
chemical variations, can be adequately explained by a “simple” stellar population model with some
possible noises contributed from measurement uncertainty, photometric artifact, as well as differential
reddening. The comparison of observations with predictions from synthetic spectra indicates that the
internal chemical spread in nitrogen abundance, which is a signature of MPs, would not exceed 0.2
dex. Since Lindsay 113 is significantly older than other GCs with MPs, we suggest that the onset of
MPs is likely determined by the combination of cluster age and mass.
Keywords: globular clusters: individual: Lindsay-113 – Hertzsprung-Russell and C-M diagrams
1. INTRODUCTION
The detection of chemical spread in almost all Galactic
globular clusters (GCs, older than ∼10 Gyr) has made
the notion of star clusters as simple stellar populations
(SSPs) a view of the past. The star-to-star variations
in the abundances of some light elements along dif-
ferent evolutionary phase (e.g., Carretta et al. 2009;
Marino et al. 2009; Pancino et al. 2017; Wang et al.
2017) in GCs strongly indicates that they are multiple
stellar populations (MPs) rather than SSPs. In photom-
etry, MPs are responsible for distinctive features along
with the entire color-magnitude diagram (CMD), includ-
ing multiple main sequences (MSs, Piotto et al. 2007),
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subgiant branches (SGBs, Villanova et al. 2007), red-
giant branches (RGBs, Marino et al. 2008; Piotto et al.
2015), and also their combinations. Milone et al.
(2017) has developed a pseudo-two-color diagram with
a suitable combination of multiple passbands observed
through the Hubble Space Telescope (HST). This dia-
gram, which is called the “chromosome map” of GCs,
is proved an effective tool for detecting different stellar
populations in GCs.
Numerous studies show that MPs are also present in
extragalactic clusters. Letarte et al. (2006) have studied
detailed chemical abundances among stars in three GCs
of the Fornax dwarf spheroidal (dSph) galaxy. They
find that the chemical pattern of Fornax dSph GCs
is similar to those of Galactic GCs. This conclusion
was underpinned by Larsen et al. (2014), in which they
report the presence of nitrogen (N) variations among
RGB stars for the same clusters, using the UV-optical-
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Infrared photometry based on the HST. MPs with differ-
ent chemical composition were also detected in clusters
in the Small and the Large Magelanic Cloud (SMC and
LMC) by using both photometry (Dalessandro et al.
2016; Niederhofer et al. 2017; Martocchia et al. 2018;
Lagioia et al. 2019; Li & de Grijs 2019) and spec-
troscopy (Mucciarelli et al. 2009; Hollyhead et al. 2019).
To explain the origin of MPs, a significant fraction
of models draw on self-pollution of the intra-cluster
gas, which would be occurring during a clusters early
evolution. Different scenarios invoke different stellar
sources for chemical enrichment (e.g., Decressin et al.
2007; D’Ercole et al. 2008; de Mink et al. 2009). How-
ever, detail explorations show that these scenarios would
inevitably encounter problems when compare with ob-
servations (Bastian et al. 2015). Recently, some scenar-
ios also suggest a significant contribution from external
accretion (Li et al. 2016; Hong et al. 2017; Bekki 2019).
All these scenarios would suggest that a significant frac-
tion of gas content or young stellar objects can occur in
advanced, massive clusters, which still remains contro-
versial (Bastian & Strader 2014, however, For & Bekki
(2017)).
One possible explanation is that stellar chemical
anomalies are produced inside low mass stars and
were present when they were sufficiently evolved (e.g.
Briley et al. 1989; Cavallo et al. 1996, 1998). The MPs
in GCs might be caused by stellar evolutionary pro-
cesses such as the first dredge-up and the Sweigart-
Mengel mixing (Sweigart & Mengel 1979). The findings
of chemical anomalies among less-evolved MS stars (e.g.
Cannon et al. 1998) have challenged these scenarios,
because they are not hot enough for producing the
observed chemical enrichment pattern. Alternatively,
Jiang et al. (2014) proposed that stars with anomalous
abundances in GCs might be the products of binary
interactions. Recently Bastian & Lardo (2018) suggest
that MPs may be built with the help of some non-
standard stellar evolutionary effects. They claim that
a strong magnetic field associated with low mass stars
may play a significant role in it, as only low mass stars
that are magnetically braked exhibit obvious patterns
of chemical variations. This scenario, although spec-
ulative, was supported by the evidence that clusters
younger than ∼2 Gyr both in the Magellanic Clouds
and in the Milky Way exhibit extended MS turnoffs
(e.g., Milone et al. 2009), and clusters younger than
∼700 Myr show split or broadened MSs (e.g., Li et al.
2017; Cordoni et al. 2018).
Clusters younger than ∼2 Gyr do not show evidence
for light-element variations (e.g., Mucciarelli et al. 2014;
Martocchia et al. 2017; Zhang et al. 2018), hence they
do not host MPs with a different chemical composition.
Indeed the eMSTOs and the multiple MSs of these young
clusters are mainly due to the stellar rotation (e.g.,
Yang et al. 2013; D’Antona et al. 2017; Georgy et al.
2019), as demonstrated by direct spectroscopic mea-
surements of stellar rotation in MS and eMSTO stars
(Dupree et al. 2017; Marino et al. 2018a,b; Sun et al.
2019).
The “self-enrichment” or “external accretion” scenar-
ios suggest that the total cluster mass would be the dom-
inant property which defines the presence of MPs. On
the other hand, “stellar evolutionary” scenarios would
imply that MPs can only be observed in sufficiently
evolved stellar systems. Therefore age is the key fac-
tor determining the occurrence of MPs. For old GCs
in the Milky Way, observations strongly indicate that
the significance of the MPs depends on the cluster’s to-
tal mass (e.g., Carretta et al. 2010; Milone et al. 2017,
2018). In these studies, MPs’ phenomenon systemati-
cally increases in both incidence and complexity with
increasing cluster mass.
Only one old GC, Ruprecht 106 (Rup 106), was identi-
fied as a convincing sample of SSP GC (Villanova et al.
2013; Dotter et al. 2018). However, MPs are also de-
tected in GCs less massive than Rup 106 (e.g., NGC
6535, Bragaglia et al. 2017). A similar correlation was
also present in clusters with ages between 2 to 10
Gyr as well (Chantereau et al. 2019). According to
Chantereau et al. (2019), there seems to be a minimum
threshold mass of about 30,000 M⊙ for the appearance
of MPs. However, the fact that their younger counter-
parts with comparable total masses do not exhibit MPs,
has led to the argument that age is the major factor
determining the presence of MPs.
Unfortunately, stellar populations in clusters of 2–6
Gyr-old are yet less studied. So far only six clusters in
this age range were explored in terms of their stellar
populations (Martocchia et al. 2018; Chantereau et al.
2019; Hollyhead et al. 2019; Li & de Grijs 2019; Martocchia et al.
2019). Among these clusters, NGC 1978, NGC 2121
and Hodge 6 were determined to have internal spread
in their carbon (C) and N abundances, while Lindsay
113 was found to have a homogeneous distribution of
helium abundance for its horizontal branch (HB) stars
(δY ≤ 0.01 dex, Chantereau et al. 2019).
In this work, we dissect the 4 Gyr-old SMC cluster
Lindsay 113, which is a low mass cluster located well
below the minimum threshold mass for clusters with
MPs. We aim to examine if its RGB exhibit any in-
trinsic broadening which can be explained by internal
chemical variations among its RGB stars. Our work
confirms that the observed width of the RGB of Lindsay
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113 can be adequately explained by a SSP model, which
disagrees with a recent study lead by Martocchia et al.
(2019), however.
In Section 2 we will introduce our data reduction. We
present our analysis approach and main results in Sec-
tion 3. In Section 4 we will present the scientific impli-
cation and conclusions. We will also discuss the possible
reason which leads to the disagreement between our re-
sult and that of Martocchia et al. (2019).
2. DATA REDUCTION
The observations were obtained with both the HST’s
Ultraviolet and Visual Channel of the Wide Field
Camera 3 (UVIS/WFC3) and the Advanced Camera
for Surveys/Wide Field Channel (ACS/WFC). The
UVIS/WFC3 images were observed through the F343N
and F438W passbands (program ID: GO-15062, PI:
N. Bastian). The ACS/WFC images (program ID:
GO-9891, PI: G. F. Gilmore) are collected through
the F555W (480s) and F814W (280s) passbands.
The UVIS/WFC3 dataset includes three frames taken
through the F343N passband, with exposure times of
540 s and 1065 s (twice), and three frames taken through
the F438W passband, with exposure times of 128 s and
545 s (twice).
We used the specific photometric package designed for
HST observations, the Dolphot2.0 (Dolphin. 2011a,b,
2013), to perform the point-spread-function (PSF) pho-
tometry to the ‘ flt’ and ‘ c0f’ frames. We used
the corresponding WFC3 and ACS modules to deal
with images taken from different observational chan-
nels. Dolphot2.0 has integrated functions of charge-
transfer efficiency corrections and photometric calibra-
tion routines such as aperture and zeropoint correc-
tions when applying measurement to HST observations,
which make it a powerful tool for HST photometry.
After photometry, we have filtered the raw stellar cat-
alogue by applying the following criteria: (1) identified
by Dolphot2.0 as a ‘bright star’. (2) Not centrally sat-
urated in any of each passband. (3) Sharpness is greater
than −0.3 but less than 0.3. (4) Crowding parameter is
less than 0.5 mag. Finally we reach two stellar cat-
alogues derived from the UVIS/WFC3 and ACS/WFC
observations, with total number of “good stars” of 5,813
and 9,960, respectively. We then combine these two
catalogues by cross-matching their spatial distributions,
leading to a final stellar catalogue containing 4,380 stars.
3. MAIN RESULTS
3.1. Adopted Models
The color indices build with appropriate combination
of ultraviolet, optical and near infrared magnitudes, is
an effective tool to search for MPs in GCs (Larsen et al.
2014). In particular, the F343N passband is sensitive to
the N abundance as it includes the molecular absorption
band of NH (∼ 3370A˚). The F438W contains the CH ab-
sorption band (∼ 4300A˚), thus it is sensitive to C abun-
dance. A typical second population star, which is usu-
ally N-enriched and C-depleted, will be fainter in F343N
but brighter in F438W than a normal star with the same
stellar atmospheric parameters (logTeff , log g, [Fe/H]).
In addition, the temperature difference caused by dif-
ferent helium abundance between normal and enriched
population stars could be revealed by the wide color
baseline of F438W−F814W colors. We illustrate this
principle in Figure 1 with the model spectra of one nor-
mal and one enriched star located at the base of the RGB
with the stellar parameters of Teff = 5250K, log g = 3.5,
[Fe/H] = -1.1 dex and Vt = 1.5 km s
−1. Keeping the to-
tal CNO abundance constant (i.e., ∆[(C+N+O)/Fe] =
0 dex), the carbon, nitrogen and oxygen abundances of
enriched stars are set to be [C/Fe] = [O/Fe] = −0.4 dex
and [N/Fe] = +0.8 dex. Our model spectra are syn-
thesized with the iSpec (Blanco-Cuaresma et al. 2014;
Blanco-Cuaresma 2019) where the radial transfer code
SPECTRUM (Gray & Corbally 1994) and the MARCS
model atmosphere (Gustafsson et al. 2008) are adopted.
In Figure 2 we show three CMDs in different pass-
bands of the Lindsay 113 cluster. We then fit these
CMDs through the MESA Isochrone and Stellar Tracks
(MIST; Paxton et al. 2011, 2013, 2015; Choi et al. 2016;
Dotter 2016). As previously noticed by Barker & Paust
(2018); Li & de Grijs (2019), we are not able to provide
simultaneously a good fit to all CMDs. The poor fit is
likely due to the uncertainties on the adopted extinc-
tion law in the SMC1. We find the isochrone can fit the
(F555W, F555W−F814W) CMD very well. However,
the fitting deteriorates when the first passband becomes
bluer. Because of this, in this work, we only focus on the
width of the RGB rather than its position. Moreover,
we adopt for Lindsay 113 the age, distance and metallic-
ity inferred from the (F555W, F555W−F814W) CMD,
where the effect of reddening is less evident, which are,
log (t yr−1) = 9.64 ± 0.02 (4.37±0.20 Gyr), [Fe/H] =
−1.15 ± 0.10 dex, (m −M)0 = 18.78 ± 0.05 mag and
E(B − V )=0.05±0.01 mag. The associated uncertain-
ties were defined by the size of the adopted grids. We
determined the best-fitting age by inspecting the rela-
tive position of the isochrone to the SGB. The metallic-
ity was determined by the slope of the RGB. The best-
fitting distance modulus, as well as the extinction value,
1 MIST model sets the Milky Way extinction curve as the sole
option when interpolate isochrones
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Figure 1. Top: Model spectra of different CNO composition. The blue spectrum represents the star of normal abundances,
while the red one represents the star of enhanced nitrogen and depleted carbon and oxygen (∆[N/Fe] = +0.8 dex, ∆[C/Fe] =
∆[O/Fe] = -0.4 dex). The stellar parameters are indicated at the right-bottom corner. Bottom: Flux ratio and filter transmission
curves used here (from left to right: F343N/WFC3, F438W/WFC3, F555W/WFC, F814W/WFC).
were defined by the position of the red clump (RC). For
another two CMDs, the fitting of the isochrones to the
positions of the RGB and the RC is our priority, because
we are more interested in these parts rather than its MS.
Our results are similar to those found in Piatti (2018);
Chantereau et al. (2019).
3.2. Synthetic SSPs
Based on the best-fitting MIST isochrone, we simu-
lated multi-bands photometry to compare with our ob-
servations. Possible effects other than the star-to-star
chemical variations which may broaden the RGB in-
clude (i) photometric uncertainties and artifacts (e.g.,
cosmic rays, hot pixels), (ii) different distances of indi-
vidual stars, (iii) differential reddening, and (iv) over-
lapped field stars with different ages and metallicities.
The potential broadening of RGB caused by different
stellar distances is negligible because of the large dis-
tance of the cluster. In principle, by using the artifi-
cial star technique, we can evaluate the effects of photo-
metric uncertainties and artifacts. To do this, we have
generated more than one million artificial stars (ASs)
located on the best-fitting isochrone. We defined 10,000
sub-sample of ASs contaning 100 stars each and added
them to the images by using the appropriate PSF model
derived from real stars. These stars have been reduced
by using the same method adopted for real stars. Our
final artificial catalog contains 751,310 stars. We veri-
fied that most of the non-detected ASs are either faint
stars or saturated objects. From these 751,310 stars,
we randomly selected roughly the same number of ar-
tificial stars to the observation based on the observed
luminosity function.
However, for the real observation, additional uncer-
tainties may still occur due to multiple reasons. First,
the PSF-fitting would never be perfect for real stars,
as it would for the simulated ASs. Also, even there
is no differential reddening effect, the photometric zero
points would still exhibit spatial dependent variations
due to the inaccuracies in the determination of the back-
ground and/or in the charge transfer efficiency correc-
tion. In principle, these effects are small but unpre-
dictable. Milone et al. (2012) have compared the differ-
ence between the color spread of observed MS stars in
GCs (with differential reddening corrected) with that of
ASs. Tthey find that the observed width of MS is about
∼0.003–0.005 mag wider than the artificial MS, indicat-
ing an additional magnitude spread of 0.002–0.004 mag
on average. In this work, we have also added additional
noise of δ=0.003 mag in each passband. We argue that
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Figure 2. Lindsay 113 CMDs. (left) F343N−F814W vs F343N; (middle) F438W−F814W vs F438W; (right) F555W−F814W vs
F555W. Red lines are best-fitting isochrones. In each panel, average photometric uncertainties (corresponding to 90% confidence
interval) are on the left side.
any conclusion on the presence of multiple populations
in Lindsay 113 (or any other cluster) should account for
these properties of ASs.
Recently Martocchia et al. (2019) conclude that the
effect of differential reddening in this cluster is negli-
gible. However, we do find that the observed patterns
in the observed CMD are more dispersed than those of
the ASs without differential reddening (even taken the
additional noise into account as described above). We
conclude that Lindsay 113 is indeed affected by differ-
ential reddening. This is the major difference between
Martocchia et al. (2019) and this work. We will provide
more details in Section 4.1 for this issue.
The effect of differential reddening was explored by
comparing the simulated CMDs with the observational
CMD in F555W and F814W, because the effect of pos-
sible N spread will not significantly affect the photom-
etry in these passbands. In addition, Chantereau et al.
(2019) have concluded that the helium variation among
Lindsay 113 stars is negligible. We find that the ob-
served CMD is indeed more broadened in all parts (MS,
SGB, RGB) than the simulated CMD without differ-
ential reddening. We then compare the width of the
observed RGB with that of the simulation with differ-
ential reddening (see Section 3.3 for the identification
of the RGB). We conclude that the degree of differen-
tial reddening is most likely δE(B − V ) = 0.005± 0.002
mag. Figure 3 shows the observed CMD (left) as well
as three simulated CMDs with differential reddening de-
grees of δE(B − V ) = 0.0, 0.005, and 0.01 mag, respec-
tively. From Figure 3, one can see that Lindsay 113 does
not have an eMSTO, as expected (Georgy et al. 2019).
3.3. Statistical Analyses
Figure 4 illustrates how do we select RGB stars. We
used the simulated CMDs in F438W and F555W in re-
spect with F814W to determine the regions occupied by
the majority of RGB stars. We determined the RGB
selection boxes by examining their relative deviation to
the ridgeline (for the simulated RGB, the ridgeline is the
best-fitting isochrone). Only stars located in both selec-
tion boxes were considered RGB stars. This method has
been used for minimizing the effect of field-star contam-
ination (Martocchia et al. 2017). We have identified 67
candidates as member RGB stars.
We constructed a color index, CF343N,F438W,F814W =
(F343N−F438W)−(F438W−F814W), to quantify the
broadening of the RGB caused by chemical variations,
which is similar to the index used in Monelli et al.
(2013). This pseudo-color index is sensitive to unveil
internal spread of C and N abundances (Monelli et al.
2013; Martocchia et al. 2017). We then compared the
observed RGB in the CF343N,F438W,F814W versus F438W
diagram with that for artificial RGB. In Figure 5 we
compare the observed CMD with eight simulated CMDs
of SSPs derived from randomly-extracted ASs. We did
not see any visible difference between the observation
and simulations (SSPs). The analysis of a large sample
of over 100 simulated CMDs confirm that the observed
RGB width is consistent with the width expected from
observational errors alone.
In Figure 6 we compared the ∆CF343N,F438W,F814W
distributions (histograms) of observed RGB with those
of simulated CMDs. Here ∆CF343N,F438W,F814W is de-
fined as the relative deviation of CF343N,F438W,F814W for
individual stars to their average CF343N,F438W,F814W of
stars with similar magnitude. We find that the observed
distribution of ∆CF343N,F438W,F814W for RGB stars is
well consistent with that of the simulations, i.e., SSPs.
We have fitted the distributions of the pseudo-color in-
dex for both the observation and the average distribu-
tions of the simulated CMD, using a Gaussian profile.
For the simulations, their average distribution of the
6 Li et al.
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Figure 3. The observed CMD of Lindsay 113 with error bars (left) and simulated CMDs characterized by different degrees of
differential reddening (as indicated by their titles). The added differential reddening was derived from a Gaussian distribution.
0.2 0.4 0.6 0.8 1 1.2
18
19
20
21
22
23
0.5 1 1.5 2
19
20
21
22
23
24
0.2 0.4 0.6 0.8 1 1.2
18
19
20
21
22
23
0.5 1 1.5 2
19
20
21
22
23
24
Figure 4. Identification of RGB stars from the observations (with error bars on the left side). Stars located in selection boxes
of both CMDs involving F438W, F555W and F814W are member RGB stars. The selection boxes were determined based on
the artificial CMDs (bottom panels).
∆CF343N,F438W,F814W can be described as follow,
P (∆C) = 0.34e−(
∆C
0.08 )
2
, (1)
while for the observation, it is
P (∆C) = 0.38e−(
∆C−0.01
0.07 )
2
, (2)
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Figure 5. The CF343N,F438W,F814W vs. F438W diagram for the observation with error bars (first row, left panel), the red dots
are selected RGB stars. Other panels exhibit eight examples of simulated SSPs
this internal spread of the pseudo-color index (corre-
sponding to a 68% confidence) for the observed RGB
stars is σ = 0.07 ± 0.02 mag2, which is consistent with
the simulated SSPs (σ = 0.08± 0.02). In this example
we have used 5000 ASs. These results are shown in
Figure 6.
For the analysis above, we compare the observed
color distribution with the color distribution of ASs, by
adding to ASs a reasonable amount of differential red-
dening. As an alternative, we also studied the color
distribution of the RGB corrected for differential red-
dening and compared it with the color distribution of
ASs. In this case we did not add any differential red-
dening to ASs, but only a reasonable error associated to
the differential reddening.
To investigate the effect of differential reddening on
the diagrams of Lindsay 113 we applied the method by
2 The uncertainty was estimated by a bootstrap test.
Milone et al. (2012) to the F336W vs. F336W−F814W
CMD, which is the CMD that provides the wider color
baseline. We selected a sample of ∼1000 well-measured
bright MS stars and derived the fiducial line. We derived
for each star its residual from the fiducial, along the
reddening line, and then corrected the star’s color and
magnitude by the median residual of its 45 selected MS
neighbors. As a result, we find that ∼97% of stars in
the field of view are affected by a reddening variation
of −0.016 ≤ ∆E(B − V ) ≤ 0.016 mag, while 68% of
our sample have a differential reddening of −0.006 ≤
∆E(B − V ) ≤ 0.006. This further supports that our
previous adoption of δE(B − V )=0.005±0.002 mag to
the ASs is reasonable.
In Figure 7, we show the performance of our correc-
tion of differential reddening. We selected two subsam-
ples with ∆E(B − V ) > 0.005 mag and ∆E(B − V ) <
−0.005 mag. We then plot their CMDs (F336W vs.
F336W− F814W) together (the left-top panel of Figure
7). One can see that stars with ∆E(B − V ) > 0.005
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Figure 6. Left: the observed distributions of ∆CF343N,F438W,F814W (red circles) versus that for the simulations (blue cir-
cles). The red and blue curves are their best fitting Gaussian curves. Right: the observed histogram for stars with different
∆CF343N,F438W,F814W . The black dots with error bars are the ∆CF343N,F438W,F814W distributions for eight individual simulated
samples (corresponds to Figure 5).
mag are indeed systematically redder than stars with
∆E(B − V ) < −0.005 mag. In the left-bottom panel
of Figure 7, we show the same CMD with differential
reddening corrected. As a result, we find that the color
difference between these two subsamples disappears, and
all parts of the CMD become much narrower than those
of the raw CMD. In the right panel, we plot the differ-
ential reddening map in the whole field of view.
Because the method we used for correcting the differ-
ential reddening is still based on statistics, each value
of differential reddening has associated an error of σ/N ,
where σ is the dispersion of the residuals of the N neigh-
bors used for the correction. The average associated er-
rors in our case is δE(B − V ) ∼0.0026 mag. Similar to
previous analysis, in Figure 8 we show a comparison be-
tween the differential reddening corrected diagram for
the observation and the ASs. The AS sample was incor-
porated with noise from photometric uncertainty, arti-
facts and position-dependent zero point, as well as the
variations of PSF-fitting and reddening residuals. But
in this case, it is free of differential reddening. We con-
firm that the observed RGB in the CF343N,F438W,F814W
vs. F438W diagram becomes narrower and similar to
that of ASs without differential reddening.
Similar to Figure 6, in Figure 9 we plot the distri-
butions of ∆CF343N,F438W,F814W for both the observed
RGB stars with differential reddening corrected, and
the ASs without differential reddening effect. Again,
we used a single Gaussian function to fit these distribu-
tions: for the simulated ASs, the best fitting Gaussian
function is
P (∆C) = 0.46e−(
∆C
0.06 )
2
, (3)
and for the observation, it is
P (∆C) = 0.48e−(
∆C
0.06 )
2
, (4)
For both the observation and the simulation, their
RGB stars all exhibit an internal spread of the pseudo-
color index of σ = 0.06 ± 0.02 mag. Again, this result
supports that there is no significant chemical variation
among the RGB stars of Lindsay 113.
3.4. Constraint on the internal chemical variation
Using the MARCS model atmospheres (Gustafsson et al.
2008), based on the best fitting isochrone, we calculated
the corresponding loci with different C, N and O abun-
dances. We calculate the relative deviation between loci
with ∆[N/Fe]=0.2, 0.4, 0.6 and 0.8 dex to the standard
isochrone. We then apply these deviations to the ridge-
line of the observed RGB in the CF343N,F438W,F814W vs.
F438W diagram. Finally we obtained four ridgelines for
populations with abundance variations as introduced
above. Based on these ridgelines, we simulated one SSP
and four MPs with different [N/Fe]. For each simulated
population, the number of stars is equal to the obser-
vation (readers can direct to our Figure 10 for a quick
view).
To quantify the similarity between the observed and
simulated distributions of the CF343N,F438W,F814W, we
have applied a two-sample KolmogorovSmirnov test (K-
S test) to the observation and each simulation. For
each run, the K-S test will return two values, H and
P . The outcome of H depends on the null hypothesis
that the two underlying distributions (the observation
and tested simulation) are independent. If H returns
Stellar populations in Lindsay-113 9
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Figure 7. Left-top: CMDs of stars with ∆E(B − V ) > 0.005 mag and ∆E(B − V ) < −0.005 mag. Left-bottom: CMDs of
stars with ∆E(B − V ) > 0.005 mag and ∆E(B − V ) < −0.005 mag, with differential reddening effect corrected. Right: the
differential reddening map (∆E(B − V ) (mag)) for all stars.
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Figure 8. Similar to Figure 5, but the observed CF343N,F438W,F814W vs. F438W diagram (left) was corrected for differential
reddening. The same diagram for an example of ASs that is free of differential reddening, is presented in the right panel.
0, that means the null hypothesis is rejected, indicating
that the observed and simulated CF343N,F438W,F814W are
drawn from the same distribution. Otherwise, it returns
1. The P represents the probability that the two sam-
ples are drawn from the same underlying population.
For an individual K-S test, typically when the P value
is higher than 0.05, the null hypothesis is rejected.
To avoid the uncertainty caused by the small number
statistics, for each simulation, we repeat the procedure
10,000 times. We then examine how many times the
two-sample K-S test will return a H=1 and calculate
the average P value for these 10,000 runs. Our results
are summarized in Table 1.
Table 1. The outcomes of the two-sample K-S test be-
tween the observed and simulated CF343N,F438W,F814W dis-
tributions.
N(H = 1)a P¯
∆[N/Fe]=0.0 (SSP) 9084 0.31
∆[N/Fe]=0.2 8092 0.23
∆[N/Fe]=0.4 2403 0.04
∆[N/Fe]=0.6 94 2.6×10−3
∆[N/Fe]=0.8 0 7.3×10−5
aWe have totally ran 10,000 times.
As shown in Table 1, we find that for models with
∆[N/Fe]=0.0 or ∆[N/Fe]=0.2, most runs (over 8000)
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Figure 9. The same as the left panel of Figure 6, but the ob-
served RGB stars have their differential reddening corrected
(indicated by red circles), while the simulated ASs are dif-
ferential reddening free (blue circles).
of the two-sample K-S test will report H=1. When
increasing the internal nitrogen variation of models to
∆[N/Fe]=0.4, the number of runs with H=1 sharply de-
crease to 2403, and their average P value also decreases
to 0.04. For models with ∆[N/Fe]=0.6 and 0.8, only 94
and zero runs will report H=1. Therefore we conclude
that the internal chemical spread of the observed RGB
stars is most likely ∆[N/Fe]≤0.2. In Figure 10, we ex-
hibit examples of the observed and simulated RGB in
the CF343N,F438W,F814W vs. F438W diagrams. Among
these examples, only for models with ∆[N/Fe]=0.0 and
0.2, the K-S test returns H=1. For other models with
∆[N/Fe]=0.4, 0.6 and 0.8, the K-S test returns H=0.
4. DISCUSSION AND SUMMARY
4.1. A possible solution to the disagreement to
Martocchia et al. (2019)
Recently Martocchia et al. (2019) have studied four
intermediate-age clusters include Lindsay 113. In con-
trast to this work, they conclude that Lindsay 113 har-
bors MPs because of the observed broadening of the
RGB in this cluster. Our work confirms the evidence of
a color broadening in the RGB of Lindsay 113; however,
our analysis suggests that such broadening is mostly due
to differential reddening.
One reason that may explain the disagreement be-
tween this work and Martocchia et al. (2019) is that
they have used a sample of RGB stars, which are less ap-
propriate to correct the differential reddening. In fact,
the total number of stars from the base to the top of
the RGB is only ∼150, that means for each particu-
lar star, they cannot find a sufficiently large number of
nearby stars to study the average reddening in a small
spatial cell. We suggest that the spatial resolution of
their differential reddening map is poor, that might ex-
plain they claim that the effect of differential reddening
effect is negligible. Indeed, as shown in Figure 3 and
Figure 7, this effect is significant.
The differential reddening effect is important in
particular for observations involving UV passbands.
Martocchia et al. (2019) have studied the distribution
of RGB stars in the color index of CF343N,F438W,F336W
3,
for which two UV passbands (F336W and F343N) are
involved. As a result, they find that the spread in this
color index between the observed RGB stars and ASs is a
little different, which are σ = 0.041±0.003 mag and σ =
0.024 mag.4 As shown in this work, the average differ-
ential reddening degree is most likely δE(B − V )=0.005
mag, which will lead to an additional uncertainties of
δF336W ≈ δF343N=1.6×3.1×δE(B − V )=0.025 mag,
and δF438W=1.3×3.1×δE(B − V )=0.02 mag. These
uncertainties will finally combine into uncertainty of
δCF336W,F438W,F343N=0.045 mag. The differential red-
dening is indeed important.
Using the same method and database utilized in
Martocchia et al. (2019), we calculated the ∆CF336W,F438W,F343N
distribution for a differential reddening free AS sam-
ple. The standard deviation of these artificial RGB
stars is δ(CF336W,F438W,F343N)=0.027 mag, which is
consistent with Martocchia et al. (2019). We then
assume a degree of δE(B − V )=0.005 mag for all
ASs, afterthat the artificial RGB becomes wider with
δ(CF336W,F438W,F343N)=0.052 mag, which fully explains
the observed width of RGB stars in CF336W,F438W,F343N
(0.041 ± 0.003 mag). Our result is presented in Figure
11.
Therefore, we suggest that not taking differential red-
dening into account might hamper the conclusion about
Lindsay 113 made by Martocchia et al. (2019). No ev-
idence of significant chemical variation can be detected
through this photometric database.
4.2. Scientific Implications
In analogy to Martocchia et al. (2018), we summarize
clusters with and without MPs into the age–mass dia-
gram in Figure 12. There is a clear age boundary located
between 1.8 Gyr and 2.0 Gyr, as indicated by the verti-
3 (F343N−F438W)−(F438W−F336W)
4 here σ indicates the standard deviation of
CF343N,F438W,F336W for RGB stars.
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Figure 10. The observed (top-left panel) and the simulated RGB stars with different CNO abundances in the
CF343N,F438W,F814W versus F438W diagram. The thick solid line is the best fitting ridgeline to the observation. From left
to right, the thin solid lines are loci with ∆[N/Fe]=0.2, 0.4 and 0.6, respectively. Only for models with ∆[N/Fe]=0.0 and 0.2
(top-middle and top-right), the two-sample K-S test will report that the simulated RGB stars have their CF343N,F438W,F814W
distributions similar to the observation (over 80% of simulations have reproduced the observation). For ∆[N/Fe]=0.4, only
∼24% of simulations can reproduce the observation. For ∆[N/Fe]=0.6, this ratio rapidly decreases to ∼1% (see Table 1)
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Figure 11. The ∆CF336W,F438W,F343N distribution for
artificial RGB stars with/without differential reddening
(red/blue histograms).
cal dashed line. All clusters younger than this age range
do not exhibit MPs, while most of their older counter-
parts do. For clusters between 2 to 10 Gyr, it seems
that low mass clusters (less massive than ∼50,000 M⊙,
horizontal dashed line) do not have MPs. However, it
remains quite uncertain because the number of stud-
ied stars in these clusters are small (Terzan 7,Palomar
12, Tautvaiˇsiene˙ et al. 2004; Sbordone et al. 2007), for
which only three and five stars were studied through
high-resolution spectra. For Milky Way GCs, only one
cluster, Ruprecht 106 (the arrow in Figure 12 indicates
its position in the mass-age plane), lacks MPs, as re-
ported by Villanova et al. (2013) based on studies of
nine member stars. This work is verified recently by
Dotter et al. (2018) as well. However, because MPs have
been detected in lower mass GCs (e.g., Bragaglia et al.
2017), it seems Rup 106 does not set a strong constraint
on the mass limitation for the presence of MPs. Future
studies of a larger sample of stars are essential for deter-
mining if there is a mass boundary for evolved clusters
to harbor MPs.
In this paper, the photometric appearance of the
intermediate-age (∼4.4 Gyr), low mass (∼23,000 M⊙)
cluster, Lindsay 113, was analyzed. We have studied
its RGB morphology in the diagram of F438W versus
CF343N,F438W,F814W, an effective tool which can unveil
significant variations in C and N among RGB stars. We
have carefully corrected the effect of photometric uncer-
tainties, artifacts, and potential differential reddening.
We do not find apparent broadening of the RGB when
comparing with that of simulated SSPs. Our observa-
tion is consistent with a model characterized by internal
C and N abundances not exceeding ∆[C/Fe]=−0.1 dex
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Figure 12. The age-mass plane for clusters with and without MPs (red circles and blue squares), and Lindsay 113 (the
blue pentagram). The vertical and horizontal dashed lines indicate the possible age and mass boundary which may define the
presence of MPs. Grey areas were the suggested searching parameter space for clusters in future studies. Data were obtained
from McLaughlin & van der Marel (2005); Baumgardt et al. (2013); Krause et al. (2016).
and ∆[N/Fe]=0.2 dex. The noise contributed by pho-
tometric uncertainties, artifacts and differential redden-
ing, as well as small number stochastic can adequately
explain the observed width of the RGB.
The lack of MPs in Lindsay 113 provides solid evi-
dence which indicates that clusters masses may still play
a role on the presence of MPs, at least it defines the
strength of the chemical spread among their member
stars. Our result is in apparent contrast to the massive
counterpart of Lindsay 113, NGC 2121: using the same
method, Li & de Grijs (2019) conclude that NGC 2121
would harbor an internal N spread of ∼0.5 dex.
Our result is further supported by the fact that Lind-
say 113 lacks an apparent helium variation among its
RC stars (Chantereau et al. 2019). Detail studies based
on high-resolution abundances for individual stars would
be essential to define whether this cluster is SSP. Study-
ing this cluster in passbands of shorter wavelength (i.e.,
F275W at UVIS/WFC3) would provide additional ev-
idence regards whether this cluster is a SSP, because
MPs would exhibit variation in Oxygen (O) that can
be observed through the OH molecular absorption at
∼2800A˚(e.g. Milone et al. 2017).
It would be interesting to study stellar populations in
younger (≤2 Gyr) and massive (≥few×105M⊙) clusters,
as well as older (≥2 Gyr) but low mass (≥ 30, 000M⊙)
clusters, as indicated by the grey areas in the age-mass
plane (Figure 12). However, the Milky Way and its
nearby satellite galaxies lack super young massive clus-
ters, therefore to shed light on the MPs problem, we
need next-generation telescopes to observe distant star
forming galaxies. As an example, Smith et al. (2006)
have detected five supermassive cluster candidates in
the M82 galaxy, one of which has an estimated mass
of over 106M⊙ and an age of only ∼6 Myr. To re-
solve individual RGB stars in clusters at this distance,
an at least 8-meter UV-optical space telescope is re-
quired. However, current ground-based telescopes with
the equivalent aperture (such as the Very Large Tele-
scope) would suffer problems in adaptive optics when
correcting the atmospherical turbulence at this short
wavelength. Therefore, a more feasible direction is to
explore stellar populations among those older, low mass
clusters. The Magellanic Clouds already have a hand-
ful of these clusters (e.g., NGC 2193, Baumgardt et al.
2013). However, one problem is that these low mass
clusters may not have a well-populated RGB because
of the small number of stars, making the photometric
method problematic. Overall, a combination of both
the photometric and spectroscopic methods is essential.
Another feasible project is to explore whether the young
and intermediate-age clusters would have O variations
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among their MK dwarfs. These O enhanced, late-type
stars will exhibit strong absorption bands from the H2O
molecules, which can be detected in near-Infrared pass-
bands. However, given these low mass dwarfs are ex-
tremely faint in these distant clusters, only the next-
generation telescopes such as the James Webb Space
Telescope or the projected Extremely Large Telescope
can obtain a high signal to noise ratio measurements.
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