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Résumé
En utilisant le concept de “solutions dissipatives” introduit par Lions [12], on obtient les
équations d’Euler des fluides incompressibles comme limite hydrodynamique de l’équation de BGK
convenablement adimensionnée. Ce résultat de stabilité repose sur des estimations fines de l’entropie
et de la dissipation d’entropie, et sur des propriétés de conservation locale des moments propres à
ce modèle simplifié de l’équation de Boltzmann.  2002 Éditions scientifiques et médicales Elsevier
SAS. Tous droits réservés.
Abstract
Dissipative solutions [12] of the Euler equations of incompressible fluids are obtained as the
hydrodynamic limit of a properly scaled BGK equation. This stability result comes from refined
entropy and entropy dissipation bounds. It uses in a crucial way the local conservation laws which
are known to hold for weak solutions of this simplified model of the Boltzmann equation.  2002
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1. Introduction
Le modèle cinétique proposé par Bathnagar, Gross et Krook [5] est un modèle de
relaxation décrivant l’évolution d’un gaz de particules neutres par une théorie de champ
moyen. L’opérateur de collisions de Boltzmann (qui tend à rendre la distribution de vitesses
maxwellienne [9]) est remplacé par l’opérateur
1
τf
(Mf − f ),
où Mf est la maxwellienne locale de mêmes premiers moments que f , i.e.
ρ(t, x)
(2πT (t, x))d/2
exp
(
−|v − u(t, x)|
2
2T (t, x)
)
,
avec
ρ(t, x)=
∫
f (t, x, v)dv =
∫
Mf (t, x, v)dv,
ρu(t, x)=
∫
f (t, x, v)v dv =
∫
Mf (t, x, v)v dv,
(
ρu2 + dρT )(t, x)= ∫ f (t, x, v)|v|2 dv = ∫ Mf (t, x, v)|v|2 dv,
d la dimension de l’espace et τf est le temps de relaxation local.
Le paramètre de relaxation est a priori local, c’est-à-dire qu’il dépend de (t, x). Le
choix le plus fréquent (et qui donne la meilleure approximation de l’équation de Boltzmann
pour des raisons évidentes d’homogénéité) est τf = Cte(
∫
f (t, x, v)dv)−1. Cependant, il
n’existe actuellement aucun cadre mathématique pour l’étude de l’équation ainsi obtenue.
Le choix retenu pour l’étude mathématique est alors τf = Cte, ce qui correspond à une
fréquence de collisions constante.
Le modèle BGK ainsi obtenu a la plupart des propriétés de base de l’équation de
Boltzmann : conservation de la masse, de l’impulsion et de l’énergie, décroissance de
l’entropie, relaxation vers les mêmes équilibres. Une dérivation formelle conduit aux
mêmes limites hydrodynamiques, à ceci près que le nombre de Prandtl (rapport de la
viscosité et de la conductivité thermique) obtenu pour les équations de Stokes et Navier–
Stokes est toujours égal à 1, ce qui n’est pas pertinent physiquement : dans le cas de
l’équation de Boltzmann, ce nombre dépend du choix de la section efficace.
On s’intéresse ici au comportement asymptotique du système quand le nombre de
Knudsen (proportionnel au libre parcours moyen) tend vers 0 [2]. Bien entendu, la
dérivation rigoureuse de limites hydrodynamiques pour le modèle BGK ne présente
un intérêt réel que si l’on ne sait pas l’obtenir pour l’équation de Boltzmann qui est
physiquement plus justifiée [8]. Dans [4], Bardos, Golse et Levermore ont justifié la limite
acoustique et la limite vers les équations de Stokes pour l’équation de Boltzmann (voir
aussi [13] et [10]). Le scaling retenu ici est le suivant
– nombre de Knudsen petit (limite hydrodynamique) : Kn= εq
– nombre de Mach petit (limite incompressible) : Ma = ε.
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Et pour que la condition Ma = ε soit réalisée, on considère des densités qui sont des
fluctuations d’ordre ε autour d’un équilibre global.
Si q = 1, on obtient la limite vers les équations de Navier–Stokes des fluides
incompressibles [15,16]. Si q > 1, on obtient la limite vers les équations d’Euler des fluides
incompressibles.
Dans toute la suite, on adopte les notations usuelles :
•M désigne toujours la densité gaussienne centrée réduite :
M(v)= 1
(2π)d/2
exp
(
−|v|
2
2
)
.
• Hε(f/f ′) désigne l’entropie relative des deux fonctions f et f ′ :
Hε(f/f
′)= 1
ε2
∫∫ [
f log
(
f
f ′
)
− f + f ′
]
dx dv.
• Dε(f ) désigne la dissipation d’entropie :
Dε(f )= 1
ε(q+3)
∫∫
(f −Mf ) log
(
f
Mf
)
dx dv,
où Mf est la maxwellienne locale de mêmes moments que f définie par (0).
On a alors le
Théorème 1.1. Soit T > 0 et U0 ∈ L2∩L∞(Rd ) un champ de vecteurs à divergence nulle.
Soit (g0ε ) une famille bornée dans L2(Rd ×Rd,dxM(v)dv) et telle que
∀ε > 0, ∀(x, v), 1+ εg0ε  0,
Hε
(
M
(
1+ εg0ε
)
/M0ε
)→ 0 quand ε→ 0,
où M0ε désigne la maxwellienne locale de densité 1, de vitesse moyenne εU0 et de
température 1. On considère une famille de solutions (fε) du système
(BGKε)


ε∂tf + v.∇xf = 1
εq
(Mf − f ),
Mf maxwellienne locale de mêmes moments que f définie par (0),
f (0, x, v)=M(1+ εg0ε (x, v)).
Alors, à extraction d’une suite εn→ 0 près, la composante à divergence nulle de la vitesse
moyenne ε−1
∫
fεv dv converge dansC0([0, T ],D′(Rd)) vers une solution dissipative [12]
des équations d’Euler des fluides incompressibles
(E)
{
∂tU + P(U.∇xU)= 0,
U(0, x)=U0(x),
où P est le projecteur de Leray sur les champs à divergence nulle. En particulier, si U0
est régulière et d = 2 (ou d = 3 et T suffisamment petit), la famille entière converge vers
l’unique solution régulière des équations d’Euler des fluides incompressibles ayant U0
pour donnée initiale.
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2. Estimations d’entropie et de dissipation d’entropie
La théorie mathématique du modèle BGK a été établie par Perthame [14], à partir des
lemmes de moyenne [11] et de propriétés de dispersion [1], pour des données initiales
positives vérifiant∫∫ (
1+ |v|2 + |x|2 + ∣∣logf 0∣∣)f 0 dx dv <+∞.
L’existence et les propriétés fondamentales de la famille (fε) définie dans le Théorème
A1 s’établissent en adaptant légèrement la preuve de Perthame [14] au cas où la donnée
initiale est proche d’une maxwellienne globale [15].∫∫ [
f 0 log
(
f 0/M
)− f 0 +M]dx dv =K0 <+∞.
Proposition [15]. Soit ε > 0 fixé et f 0ε ∈L1loc(Rd ×Rd ) une fonction positive telle que∫∫
Rd×Rd
[
f 0ε log
(
f 0ε /M
)− f 0ε +M]dx dv =K0 <+∞.
Alors le système (BGKε) admet une solution faible globale, positive et telle que∫∫
Rd×Rd
[
fε log(fε/M)− fε +M
]
dx dv K0,
et fε − M ∈ C(R+;L2(Rd × Rd) + L1(Rd × Rd)). De plus, les lois de conservation
suivantes sont vérifiées
ε∂t
∫
fε dv +∇x .
∫
vfε dv = 0,
ε∂t
∫
vfε dv+∇x .
∫
v⊗ vfε dv = 0.
Dans ce cadre, on a les estimations classiques d’entropie et de dissipation d’entropie, et
la stabilité des perturbations de la forme
fε =M(1+ εgε),
Lemme 2.1. Avec les notations et hypothèses du Théorème 1.1, les familles (Hε(fε/M))ε
et (Dε(fε))ε sont uniformément bornées respectivement dans L∞(R+) et L1(R+).
En particulier, à extraction d’une suite εn → 0 près, la famille (gε)ε , définie par fε =
M(1+ εgε), est relativement compacte dans w−L1loc(dt dx;w−L1((1+ |v|2) dv)).
Preuve. Les solutions de l’équation (BGKε) vérifient l’inégalité d’entropie
Hε(fε/M)+
t∫
0
Dε(fε)(s)ds Hε
(
M
(
1+ εg0ε
)
/M
)
.
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Un calcul très simple montre que
Hε
(
M
(
1+ εg0ε
)
/M
)
=Hε
(
M
(
1+ εg0ε
)
/M0ε
)+ ∫ U0.
∫
M
(
1+ εg0ε
)(−U0
2
+ v
ε
)
dv dx
=Hε
(
M
(
1+ εg0ε
)
/M0ε
)+ 1
ε
∫
ρεU0.
(
−εU0
2
+ uε
)
dx
 2Hε
(
M
(
1+ εg0ε
)
/M0ε
)+ 1
2
∫
U20
(
1+Hε
(
M
(
1+ εg0ε
)
/M0ε
))
dx,
ce qui prouve la première assertion.
Un argument de Bardos, Golse et Levermore [3] permet alors de montrer que la famille
(gε)ε est faiblement relativement compacte dans L1loc(dt dx,L
1(M(1+ |v|2)dv)). Soit h∗
la transformée de Legendre de h :x → x log(1+ x)− x . L’inégalité de Young donne :
1
4
(
1+ |v|2)|gε| α
ε2
h∗
(
ε
α
1
4
(
1+ |v|2))+ α
ε2
h(εgε).
La fonction h∗ :x → ex − x− 1 étant superquadratique, on en déduit que pour tout ε  α :
1
4
(
1+ |v|2)|gε| 1
α
h∗
(
1
4
(
1+ |v|2))+ α
ε2
h(εgε).
En multipliant par M , en intégrant sur [0, T ]×K×Rd , et en choisissant α = 1, on obtient
une borne sur (gε)ε1 dans L1loc(dt dx,L
1((1 + |v|2)M dv)). En multipliant par M , en
intégrant sur tout % tel que
∫∫∫
1|%M dv dx dt  δ2, et en choisissant α = δ, on obtient :∫∫∫
%
(
1+ |v|2)|gε|M dv dx dt Kδ, ∀ε < δ.
En prenant δ suffisamment petit, on peut s’arranger pour que le nombre fini de gεn avec
εn  δ vérifie aussi l’inégalité précédente. La famille (gε(1+ |v|2))εn est équiintégrable et
donc Faiblement compacte par la théorème de Dunford-Pettis. ✷
On peut alors choisir une suite (εn) tendant vers 0 et telle que
gεn ⇀ g faiblement dans L1loc
(
dt dx,L1
((
1+ |v|2)M dv)) quand n→∞.
3. Estimation de l’entropie modulée
Par définition, un champ de vecteurs U ∈ L∞(R+,L2(Rd)) ∩ C0(R+,w − L2(Rd)) à
divergence nulle est une solution dissipative [12] des équations d’Euler incompressibles si
pour toute fonction test w ∈ C∞c ([0, T ] × Rd) telle que ∇x .w = 0, et pour presque tout
t ∈ [0, T ], on a l’inégalité
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∫
|w−U |2(t, x)dx 
∫
|w−U |2(0, x)dx exp
( t∫
0
2‖X(w)(τ)‖∞ ds
)
+ 2
t∫
0
exp
( t∫
τ
2‖X(w)(s)‖∞ ds
)∫
E(w).(U −w)(τ, x)dx dτ
avec
Xi,j (w)= (∂xiwj + ∂xj wi)/2, E(w)= ∂tw+ P(w.∇xw),
où P est le projecteur de Leray sur les champs de vecteurs à divergence nulle.
Les solutions dissipatives existent toujours, mais ne sont pas a priori des solutions
faibles des équations d’Euler incompressibles écrites sous forme conservative (E).
Cependant, Lions [12] a prouvé la propriété d’unicité suivante (stabilité fort-faible) :
Proposition [12]. Si les équations d’Euler incompressibles ont une solution régu-
lière (ou une solution C0(R+,L2(Rd )) avec X(u) ∈ L1loc(R+,L∞(Rd)) et E(u) ∈
L1loc(R
+,L2(Rd))), toutes les solutions dissipatives coïncident avec cette solution.
Le concept de “solution dissipative” a déjà été utilisé pour étudier différents compor-
tements asymptotiques : limite incompressible des équations d’Euler [12], limite gyroci-
nétique et limite quasi-neutre du système de Vlasov–Poisson [7], limite vers les équations
d’Euler incompressibles de l’équation de Boltzmann [6,13]. Ici, comme dans [6], on s’at-
tend à ce que la densité fε se comporte asymptotiquement comme la maxwellienne de
densité 1, de vitesse moyenne εU et de température 1, où U est une solution dissipa-
tive des équations d’Euler incompressibles. On va donc étudier, pour toute fonction test
w ∈ C∞c ([0, T ] × Rd) telle que ∇x .w = 0, l’entropie modulée Hε(fε/Mwε ) où Mwε la
maxwellienne locale de densité 1, de vitesse moyenne εw et de température 1. Ensuite,
étant donné g un point d’adhérence de la famille (gε) définie au Lemme 2.1, on déduira de
l’estimation sur Hε(fε/Mwε ) une estimation de ‖
∫
Mg(t, ., v)v dv−w(t, .)‖L2(Rd), ce qui
achèvera la preuve du Théorème 1.1.
Lemme 3.1. Soit w un champ de vecteurs régulier à divergence nulle sur [0, T ] ×Rd et
Mwε la maxwellienne locale de densité 1, de vitesse moyenne εw et de température 1. Avec
les notations et hypothèses du Théorème 1.1, il existe π : [0, T ] ×Rd →R tel que
Hε
(
fε/M
w
ε
)
(t)−Hε
(
M
(
1+ εg0ε
)
/Mw0ε
)
− 1
ε2
t∫
0
∫∫
X(w)(s, x) : (v − εw(s, x))⊗2fε(s, x, v)dx dv ds
− 1
ε
t∫
0
∫∫ (
E(w)+∇xπ
)
(s, x).
(
v − εw(s, x))fε(s, x, v)dx dv ds,
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où X(w) est le tenseur de déformation associé à w (Xij (w) = 12 (∂xiwj + ∂xj wi)) et
E est l’opérateur d’accélération associé à l’équation d’Euler incompressible (E(w) =
∂tw+ P(w.∇xw)).
Preuve. Le théorème H de Boltzmann donne la décroissance de l’entropie relative à une
maxwellienne fixée (Lemme 2.1) :
Hε(fε/M)Hε
(
M
(
1+ εg0ε
)
/M
)
.
Un calcul simple montre que :
Hε
(
fε/M
w
ε
)=Hε(fε/M)+ 1
ε2
∫∫
fε log
(
M
Mwε
)
dx dv + 1
ε2
∫∫ (
Mwε −M
)
dx dv,
d’où l’on déduit que :
Hε
(
fε/M
w
ε
)−Hε(M(1+ εg0ε )/Mwε (0))
 1
2ε2
t∫
0
d
dt
∫∫
fε
(
ε2w2 − 2v.εw)dx dv ds.
On calcule alors le second membre :
1
2ε2
d
dt
∫∫
fε
(
ε2w2 − 2v.εw) dx dv
= 1
2ε2
∫∫
∂tfε
(
ε2w2 − 2v.εw) dx dv+ 1
2ε2
∫∫
fε∂t
(
ε2w2 − 2v.εw) dx dv
= 1
2ε
∫∫ [
−v
ε
.∇xfε + 1
εq+1
(Mfε − fε)
](
εw2 − 2v.w)dx dv
+ 1
ε
∫∫
fε(εw− v).∂tw dx dv
= 1
ε2
∫∫
fε[v.∇xw](εw− v)dx dv+ 1
ε
∫∫
fε(εw− v).∂tw dx dv,
puisque fε et Mfε ont les mêmes premiers moments. En réécrivant le terme v.∇xw sous la
forme (v − εw).∇xw+ εw.∇xw, on obtient :
− 1
ε2
∫∫
X(w) : (v− εw)⊗2fε dx dv+ 1
ε
∫∫
fε(εw− v).(∂tw+w.∇xw)dx dv.
Par définition du projecteur de Leray, il existe π tel que
w.∇xw− P(w.∇xw)=∇xπ,
ce qui achève la démonstration du Lemme 3.1. ✷
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4. Contrôle du second membre
4.1. Contrôle du terme ε−2
∫∫
X(w)(t, x) : (v− εw(t, x))⊗2fε(t, x, v)dx dv
Lemme 4.1. Soit w un champ de vecteurs régulier à divergence nulle sur [0, T ] ×Rd et
Mwε la maxwellienne locale de densité 1, de vitesse moyenne εw et de température 1. Avec
les notations et hypothèses du Théorème 1.1, on a l’estimation suivante :∣∣∣∣ε−2
∫∫
X(w)(t, x) : (v − εw(t, x))⊗2fε(t, x, v)dx dv
∣∣∣∣
 C‖X(w)(t)‖L∞(Rd)Hε
(
fε/M
w
ε
)
(t)+ ε(q−1)/2‖X(w)(t)‖L∞(Rd)Dε(fε)(t)
+Cε(q−1)/2‖X(w)(t)‖L1(Rd).
Preuve. L’idée de la démonstration est que la dissipation d’entropie contrôle la distance
de fε à la maxwellienne associée Mfε et qu’il suffit donc de savoir contrôler∣∣∣∣ε−2
∫∫
X(w)(t, x) : (v − εw(t, x))⊗2Mfε(t, x, v)dx dv
∣∣∣∣.
Première étape. Un calcul simple donne :∫
(v − εw)⊗2Mfε dv = ρε(uε − εw)⊗2 + ρεTεId.
Comme le champ w est à divergence nulle, on a X(w) : Id = 0 et donc∫∫
X(w)(t, x) : (v − εw(t, x))⊗2Mfε (t, x, v)dx dv
=
∫
X(w)(t, x) : (uε − εw(t, x))⊗2ρε(t, x)dx.
D’autre part, on montre que
Hε
(
Mfε/M
w
ε
)=Hε(fε/Mwε )−Hε(fε/Mfε )H (fε/Mwε ), (1)
et que
Hε
(
Mfε/M
w
ε
) = 1
ε2
∫ [
(ρε logρε − ρε + 1)+ ρε (uε − εw)
2
2
+ d
2
ρε(Tε − logTε − 1)
]
dx, (2)
d’où ∫
ρε(uε − εw)2(t, x)dx  2Hε
(
fε/M
w
ε
)
(t),
et ∣∣∣∣
∫∫
X(w)(t, x) : (v − εw(t, x))⊗2Mfε (t, x, v)dx dv
∣∣∣∣
 2‖X(w)(t)‖L∞(Rd)Hε
(
fε/M
w
ε
)
(t). (3)
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Deuxième étape. Il reste à vérifier que la dissipation d’entropie permet effectivement de
contrôler∣∣∣∣ε−2
∫∫
X(w)(t, x) : (v − εw(t, x))⊗2(fε −Mfε)(t, x, v)dx dv
∣∣∣∣.
On commence par définir les domaines
D1ε (t)=
{
x/|ρε(t, x)− 1| 1/2, |(uε − εw)(t, x)| 1/2, |Tε(t, x)− 1| 1/2
}
,
D2ε (t)=Rd \D1ε (t).
– Sur D1ε (t), on applique l’inégalité de Young à h : z → (1 + z) log(1 + z) − z et h∗, et
on utilise l’inégalité h(z) z log(1 + z) pour z >−1, et l’homogénéité superquadratique
de h∗ pour obtenir la borne :
|v − εw|2
ε2
∣∣∣∣ fεMfε − 1
∣∣∣∣
 1
ε(q+7)/2
h∗
(
ε(q+3)/2|v − εw|2)+ 1
ε(q+7)/2
h
(
fε
Mfε
− 1
)
 16ε(q−1)/2h∗
( |v− εw|2
4
)
+ 1
ε(q+7)/2
[
fε
Mfε
− 1
]
log
(
fε
Mfε
)
,
pour tout ε  1/2. De plus, sur D1ε (t),
Mfε(t, x, v)
3
2
π−d/2 exp
(−(|v− εw| − 1/2)2/3) ;
donc ∫
1D1ε (t)Mfε (t, x, v)h
∗
( |v − εw|2
4
)
dv  C,
où C est une constante. On a alors :∣∣∣∣ε−2
∫∫
1D1ε (t)X(w)(t, x) :
(
v − εw(t, x))⊗2(fε −Mfε)(t, x, v)dx dv
∣∣∣∣
 Cε(q−1)/2‖X(w)(t)‖L1(Rd) + ε(q−1)/2‖X(w)(t)‖L∞(Rd)Dε(fε)(t). (4)
– Sur D2ε (t), on a :∫
fε(t, x, v)|v− εw|2 dv
∫
Mfε(t, x, v)|v − εw|2 du= ρε
(|uε − εw|2 + dTε)
 C
[
(ρε logρε − ρε + 1)+ ρε (uε − εw)
2
2
+ d
2
ρε(Tε − logTε − 1)
]
.
En utilisant (1) et (2), on a alors∣∣∣∣ε−2
∫∫
1D2ε (t)X(w)(t, x) :
(
v − εw(t, x))⊗2(fε −Mfε)(t, x, v)dx dv
∣∣∣∣
 C‖X(w)(t)‖L∞(Rd)Hε
(
fε/M
w
ε
)
(t). (5)
En regroupant les estimations (3)–(5), on obtient la borne attendue. ✷
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4.2. Convergence de ε−1
∫∫ [∂tw+w.∇xw](t, x).(v− εw(t, x))fε(t, x, v)dx dv
Lemme 4.2. Soit w un champ de vecteurs régulier à divergence nulle sur [0, T ] × Rd .
Avec les notations et hypothèses du Théorème 1.1, il existe (εn) tendant vers 0 et U ∈
L∞(R+,L2(Rd)) à divergence nulle tels que :
ε−1n
∫∫
[∂tw+w.∇xw](t, x).
(
v − εnw(t, x)
)
fεn(t, x, v)dx dv
converge dans L1loc(R
+) faible vers∫
[∂tw+w.∇xw](t, x).[U −w](t, x)dx.
Preuve. On commence par réécrire le terme étudié en fonction de gε définie dans le
Lemme 2.1.
ε−1
∫∫
[∂tw+w.∇xw](t, x).
(
v − εw(t, x))fε(t, x, v)dx dv
=−
∫
[∂tw+w.∇xw].w(t, x)dx
+
∫∫
[∂tw+w.∇xw](t, x).
(
v − εw(t, x))Mgε(t, x, v)dx dv.
On choisit alors une suite (εn) comme à la fin de la partie 2. Le deuxième terme du second
membre converge clairement dans L1loc(R
+) faible vers∫
[∂tw+w.∇xw](t, x).
[∫
Mg(t, x, v)v dv
]
dx,
pourvu que w soit assez régulier.
Il reste à vérifier que
∫
Mg(t, x, v)v dv appartient à L∞([0, T ],L2(Rd)) et est à
divergence nulle. La conservation locale de la masse s’écrit :
εn∂t
∫
Mgεn(t, x, v)dv+∇x.
∫
Mgεn(t, x, v)v dv = 0.
En passant à la limite n → ∞, on obtient la condition de divergence nulle sur∫
Mg(t, x, v)v dv.
La convexité de h : z → (1+ z) log(1+ z)− z donne l’inégalité
1
ε2
h(εg)+ 1
ε
h′(εg)(gε − g) 1
ε2
h(εgε).
Soit λ > 0. La positivité de h implique
1
ε2
h(εg)1|g|λ + 1
ε
h′(εg)1|g|λ(gε − g) 1
ε2
h(εgε).
En utilisant les convergences fortes dans L∞
1
ε2
h(εg)1|g|λ → 12g
21|g|λ,
1
ε
h′(εg)1|g|λ → g1|g|λ,
L. Saint-Raymond / Bull. Sci. math. 126 (2002) 493–506 503
et la convergence gεn − g ⇀ 0 dans L1 faible, on obtient :
1
t2 − t1
t2∫
t1
∫∫
Mg21|g|λ dx dv ds K0,
quels que soient l’intervalle [t1, t2] et la constante λ. On en déduit que g appartient à
L∞(R+,L2(dxM(v)dv)). L’inégalité de Cauchy–Schwarz(∫
Mg(t, x, v)v dv
)2

(∫
Mg2(t, x, v)dv
)(∫
M(v)v2 dv
)
montre alors que U ∈L∞([0, T ],L2(Rd)). ✷
5. Preuve du Théorème 1.1
Soit w un champ de vecteurs régulier à divergence nulle sur [0, T ] ×Rd . On a vu dans
la preuve du Lemme 3.1 que
Hε
(
fε/M
w
ε
)=Hε(fε/M)+ 12ε2
∫∫
fε
(
ε2w2 − 2εw.v)dx dv.
D’après le Lemme 2.1, on a alors :
Hε
(
fε/M
w
ε
)
(t) = Hε(fε/M)(t)+ 12
∫
w2(t, x)dx
+ 1
2
∫∫
Mgε(t, x, v)w.
(
εw(t, x)− 2v)dv dx,
et Hε(fε/Mwε ) est alors uniformément bornée dans L∞([0, T ]). Il existe donc une suite
(εn) tendant vers 0, et une fonction Hw ∈ L∞([0, T ]) telles que :
Hεn
(
fεn/M
w
εn
)→Hw dans L∞([0, T ]) faible*.
D’après le Lemme 3.1, on a
Hε
(
fε/M
w
ε
)
(t)−Hε
(
fε/M
w
ε
)
(0)
− 1
ε2
t∫
0
∫∫
X(w)(s, x) : (v − εw(s, x))⊗2fε(s, x, v)dx dv ds
− 1
ε
t∫
0
∫∫ (
E(w)+∇xπ
)
(s, x).
(
v − εw(s, x))fε(s, x, v)dx dv ds.
La majoration obtenue dans le Lemme 4.1 donne alors
Hε
(
fε/M
w
ε
)
(t)−Hε
(
fε/M
w
ε
)
(0) C
t∫
0
‖X(w)(s)‖L∞(Rd)Hε
(
fε/M
w
ε
)
(s)ds
504 L. Saint-Raymond / Bull. Sci. math. 126 (2002) 493–506
+ ε(q−1)/2
t∫
0
(‖X(w)(t)‖L∞(Rd)Dε(fε)(s)+C‖X(w)(s)‖L1(Rd))ds
− 1
ε
t∫
0
∫∫ (
E(w)+∇xπ
)
(s, x).
(
v − εw(s, x))fε(s, x, v)dx dv ds.
D’après le Lemme 4.2, quitte à extraire une sous-suite de (εn) (renotée par abus (εn)), on
peut passer à la limite et on obtient :
Hw(t)−Hw(0)  C
t∫
0
‖X(w)(s)‖L∞(Rd)Hw(s)ds
−
t∫
0
∫
[∂tw+w.∇xw](t, x).[U −w](s, x)dx ds,
où U(t, x)= ∫ Mg(t, x, v)v dv et g est la limite de la suite (gεn). En utilisant le lemme de
Gronwall et la relation ∇x ·U = 0, on obtient alors :
Hw(t)  Hw(0) exp
( t∫
0
C‖X(w)(τ)‖L∞(Rd) dτ
)
−
t∫
0
exp
( t∫
s
C‖X(w)(τ)‖L∞(Rd) dτ
)
×
∫
E(w)(s, x).[U −w](s, x)dx ds. (6)
On introduit alors :
hwε (t) =
1
2ε2
∫
ρε|uε − εw|2(t, x)dx
= sup
b∈C0(Rd)
∫ (
−1
2
|b(x)|2ρε(t, x)+ b(x).ρε(uε − εw)(t, x)
ε
)
dx,
qui est, pour chaque t fixé, une fonctionnelle des mesures ρε(t, .) et ε−1ρε(uε − εw)(t, .),
convexe et semi-continue inférieurement pour la convergence vague. En regroupant (1)
et (2), on obtient
hwε (t)Hε
(
Mfε/M
w
ε
)
Hε
(
fε/M
w
ε
) ;
donc (hwεn)n est bornée dans L
∞([0, T ]), et converge, à extraction près, vers une fonction
hw ∈L∞([0, T ]) avec
hw(t)Hw(t), ∀t ∈ [0, T ]. (7)
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Comme ε−1n ρεn(uεn − εnw)→ U −w et ρεn → 1 au sens des mesures, les propriétés de
la fonctionnelle définie précédemment impliquent :∫
|U(t, x)−w(t, x)|2 dx  2hw(t), ∀t ∈ [0, T ]. (8)
Les hypothèses sur la donnée initiale signifient :
Hε
(
fε/M
w
ε
)
(0)+ 1
ε2
∫∫
fε(0, x, v) log
(
M0ε
Mwε
)
dx dv =Hε
(
fε(0)/M0ε
)→ 0.
Or, un calcul montre que
1
ε2
∫∫
fε(0, x, v) log
(
M0ε
Mwε
)
dx dv
=
∫∫
fε(0, x, v)
(w2(0, x)−U20 (x))
2
dv dx
+
∫∫
Mg0ε (x, v)v.
(
U0(x)−w(0, x)
)
dv dx
→
∫
(w2(0, x)−U0(x)2)
2
dx +
∫
U0(x).
(
U0(x)−w(0, x)
)
dx,
d’où
Hw(0)= 1
2
∫
|U0(x)−w(0, x)|2 dx. (9)
En regroupant les inégalités (6)–(9), on obtient finalement :∫
|U(t, x)−w(t, x)|2 dx

∫
|U0(x)−w(0, x)|2 dx exp
( t∫
0
C‖X(w)(τ)‖L∞(Rd) dτ
)
−
t∫
0
exp
( t∫
s
C‖X(w)(τ)‖L∞(Rd) dτ
)∫
E(w)(s, x).[U −w](s, x)dx ds,
ce qui achève la preuve du Théorème 1.1. ✷
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