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THE RAMIFICATIONS OF THE CENTRES: QUANTISED FUNCTION
ALGEBRAS AT ROOTS OF UNITY
KENNETH A. BROWN AND IAIN GORDON
Abstract. This paper continues the study of quantised function algebras Oǫ[G] of a semisimple
group G at an ℓth root of unity ǫ. These algebras were introduced by De Concini and Lyubashenko
in 1994, and studied further by De Concini and Procesi and by Gordon, amongst others. Our main
purpose here is to increase understanding of the finite dimensional factor algebras Oǫ[G](g), for
g ∈ G. We determine the representation type and block structure of these factors, and (for many
g) describe them up to isomorphism. A series of parallel results is obtained for the quantised Borel
algebras U≥0ǫ and U
≤0
ǫ .
1. Introduction
1.1. The first substantial study of the quantised function algebra Oǫ[G] of the simply-connected
semisimple group G at the ℓth root of unity ǫ appeared in [9]. It was shown there that, in close
analogy with the case of a generic parameter [23], the representation theory of Oǫ[G] is stratified
by double Bruhat cells in G. More precisely, Oǫ[G] contains a central sub-Hopf algebra isomorphic
to O[G], over which Oǫ[G] is a projective module of constant rank ℓ
dimG. (In fact as we show below
in Proposition 2.2, Oǫ[G] is a free O[G]-module.) Every irreducible Oǫ[G]-module is annihilated
by a maximal ideal mg of O[G] (where g ∈ G), so that the finite dimensional representation
theory of Oǫ[G] can effectively be reduced to the study of the bundle of ℓ
dimG-dimensional algebras
Oǫ[G](g) := Oǫ[G]/mgOǫ[G], for g ∈ G. The noncommutativity of the generic algebra Oq[G] induces
a Poisson structure on O[G] (as in [10, Section 11]), and this is preserved by the group T of winding
automorphisms of Oǫ[G] afforded by the one-dimensional representations of Oǫ[G]. (Here, T is the
maximal torus in G.) It follows (see [9, Section 9]) that if g and g′ are in the same T -orbit of
symplectic leaves in G, then Oǫ[G](g) ∼= Oǫ[G](g
′) [9, 9.3]. The T -orbits of symplectic leaves have
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been determined [20]: they are the double Bruhat cells
Xw1,w2 = B
+w1B
+ ∩B−w2B
−,
where w1, w2 ∈W , the Weyl group of G, and B
+ and B− are fixed Borel subgroups of G.
1.2. The representation theory of Oǫ[G](g) was further studied in [11], where it was shown that
the irreducible Oǫ[G](g)-modules are permuted transitively by the winding automorphisms arising
from the one-dimensional Oǫ[G](1)-modules, and the number and dimension of irreducibleOǫ[G](g)-
modules was calculated - see Theorem 2.3(b)(ii). The complexity of Oǫ[G](g) was determined in
[17], and hence the representation type of Oǫ[G](g) was found in many, but not all, cases - see
Theorem 2.9(b).
1.3. The main purpose of this paper is to continue the analysis of the algebras Oǫ[G](g), our
principal results in this direction being listed below. For w ∈ W let ℓ(w) (respectively s(w))
denote the minimal length of an expression for w as a product of simple (respectively arbitrary)
reflections in W . Let w1, w2 ∈ W , let g ∈ Xw1,w2 and set w = w
−1
2 w1. Let N be the number of
positive roots of G, let r be the rank of G, let ̟1, . . . ,̟r be a set of fundamental weights, and let
S(w1, w2) = {i : 1 ≤ i ≤ r, w0w1, w0w2 ∈ StabW (̟i)}. By a multiply-edged Cayley graph of F we
mean the graph got from the usual Cayley graph C of a group F with respect to a distinguished
set of generators X (possibly including 1F ) by assigning a positive integer mx to each x ∈ X and
replacing each edge of C corresponding to x by mx edges in the same direction.
• (Theorem 3.3) For g in the fully Azumaya locus (that is, for those algebras whose irreducible
modules have the maximal possible dimension ℓN ), a complete description of Oǫ[G](g) as a
direct sum of matrix rings over a truncated polynomial algebra.
• (Theorem 4.5) Determination of the representation type of Oǫ[G](g) in all cases - Oǫ[G](g)
has finite type if ℓ(w1) + ℓ(w2) > 2N − 2, and is wild otherwise.
• (Corollary 7.4) Calculation of the number of blocks of Oǫ[G](g) and the structure of its quiver:
the number of blocks is ℓcardS(w1,w2) and the quiver of each block is a multiply-edged Cayley
graph of a certain elementary abelian ℓ-group of order ℓr−s(w)−cardS(w1,w2).
1.4. Here are some indications of the ingredients of the proofs of the above results. This paper
is a sequel to [5], in which a key result (reproduced here as Theorem 2.5) shows in the present
setting that if g is a fully Azumaya point of G then Oǫ[G]/mgOǫ[G] is a complete matrix ring
over Zg := Z(Oǫ[G])/mgZ(Oǫ[G]). A particular case of the main result of [4] (Theorem 2.6 below)
identifies the Azumaya points of Oǫ[G] with the smooth points of its centre. Since Z(Oǫ[G]) is
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known thanks to work of Enriquez [13], Zg can be determined when g lies under a smooth point of
Z(Oǫ[G]), so proving Theorem 3.3. For the analysis of representation type, after the work of [17],
(at least for ℓ greater than the Coxeter number h of G), only the case (*) ℓ(w1) + ℓ(w2) = 2N − 2
remained to be dealt with. In this case (and without assuming ℓ > h) there are essentially three
possibilities for the pair (w1, w2), two of which yield an Azumaya point which can thus be disposed of
thanks to Theorem 3.3. The third (where w1 = w2 and ℓ(w1) = N−1) is then analysed directly, and
shown always to involve the wild algebra C[X,Y ]/(Xℓ, Y ℓ). Finally, using deformation arguments
we remove the restriction to ℓ > h arising in [17] - the idea is that every algebra Oǫ[G](g
′) with
g′ ∈ Xw′1,w′2 and ℓ(w
′
1) + ℓ(w
′
2) < 2N − 2 is a degeneration of an algebra Oǫ[G](g) for g ∈ Xw1,w2
satisfying (*). Then by a result of Geiß [16] we can deduce the wildness of Oǫ[G](g
′) from that
of Oǫ[G](g). The two key ingredients of our work on blocks and quivers are Mu¨ller’s theorem and
skew group algebras. The former, which was also fundamental to [5] and which is restated here
as Theorem 2.8, implies that the blocks of Oǫ[G](g) are in bijection with the maximal ideals of
Z(Oǫ[G]) lying over mg. The latter feature because the algebras Oǫ[G](g) are skew group algebras.
This follows from the following, the main result of Section 5, which is independent of the rest of
the paper and which may be of interest in other contexts.
• (Theorem 5.2) Let k be an algebraically closed field and let R be a finite dimensional k-algebra
whose irreducible modules are permuted simply transitively by a finite abelian group G of k-
algebra automorphisms of R, with chark coprime to |G|. Then R is isomorphic to a matrix
algebra over a skew group algebra S1 ∗G with S1 scalar local. The blocks and quiver of R are
determined by the conjugation action of G on the Jacobson radical of S1.
1.5. The paper also includes a series of results, paralleling those in 1.3, for the quantised Borel
algebras U≤0ǫ and U
≥0
ǫ at an ℓth root of unity ǫ. Thus, see Theorem 2.9 and Corollary 4.6 for
their representation type, and Theorems 6.7 and 6.10 for their blocks and quivers. The quantised
analogues of the enveloping algebras of the positive and negative Borel subalgebras b+ and b−
of g = Lie(G) are closely connected to Oǫ[G], thanks to the dual of the multiplication map m :
B+×B− −→ G. Coupled with the Hopf self-duality of the quantised Borel algebras, this yields an
algebra embedding [9, Section 6] of Oǫ[G] into U
≤0
ǫ ⊗U
≥0
ǫ . Corresponding to the central subalgebra
O[G] of Oǫ[G] are central subalgebras O[B
+] and O[B−] of U≤0ǫ and U
≥0
ǫ respectively, and the
above embedding specialises to the finite dimensional factor algebras - see Proposition 2.14 for
details. Despite the apparently simpler structure of the quantised enveloping algebras of the Borels
as compared with Oǫ[G], our results for the former are in many cases weaker than for the latter.
There are at least two reasons for this: the coincidence of Azumaya points with smooth points
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is not in general valid for the centres of quantised enveloping algebras (the details are laid out in
Proposition 2.7); and in general Z(U≥0ǫ ) is not known. (This situation has been rectified in [18]
where, in particular, Z(U≥0ǫ ) is described. Often, but not always, Z(U
≥0
ǫ ) = O[B
−] - see Theorem
6.10(ii).)
1.6. The contents are arranged as follows. In Section 2 notation is fixed and earlier work is
recalled in the form most useful for present purposes. We also provide a proof of the freeness of
Oǫ[G] over its central subalgebra O[G]. In Section 3 the centre of Oǫ[G] is analysed with enough
care to allow the proof of Theorem 3.3, describing Oǫ[G](g) when g is fully Azumaya. In Section 4
the representation type of Oǫ[G](g) and of U
≥0
ǫ (b) is determined. Section 5 contains the interlude
on skew group algebras, culminating in Theorem 5.2 and Proposition 5.3. Sections 6 and 7 are
concerned with the block and quiver structure of (respectively) U≥0ǫ (b) and Oǫ[G](g). Both these
sections contain a number of examples. The final three paragraphs of the Introduction suggest
three directions in which one might hope to extend the work described here.
1.7. The results of this paper show that the bundle of algebras {Oǫ[G](g) : g ∈ G} is a partially
ordered collection of successive degenerations, progressing from the semisimple artinian algebras
for g ∈ Xw0,w0 , the big cell, where
Oǫ[G](g) ∼= (MatℓN (C))
⊕(ℓr) ,
towards the most degenerate algebras, for g ∈ Xe,e, where the ℓ
r irreducible modules are one-
dimensional and there is only one block. This progressive degeneration is closely tied to the Bruhat-
Chevalley order onW×W , (see Lemma 4.4). We exploit this perspective in analysing representation
type, for example, (as outlined in (1.4)), but it seems likely that more use can be made of similar
arguments. A similar philosophy applies to other classes of algebras whose representation theory
exhibits a geometric stratification, such as the quantised enveloping algebras Uǫ(g) and the modular
enveloping algebras U(g), for g semisimple; but the positive evidence in these cases is more meagre
than for the function algebras, which - thanks to their structure as Galois coverings of O[G] -
provide a tractable testing ground for techniques and conjectures to apply to the more difficult
cases.
1.8. A second aspect where further work may prove fruitful concerns the relations between the
structure of Oǫ[G] and Oq[G], where q is generic. The primitive ideals of the generic algebras are
also stratified by the orbits Xw1,w2 of the double Bruhat cells, as shown in [23, 22]. Attempts
have been made to determine the (second layer) links between these primitive ideals, [3, 24], but
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the results remain incomplete. The work on blocks for Oǫ[G] presented here seems to support the
belief that the links between Oǫ[G]-irreducibles are given by the “lifts” modulo ℓ of links between
primitive ideals in the corresponding stratum in Oq[G]. It may be that the results here can lead to
the formulation of the correct conjecture for the structure of the link group in the generic case.
1.9. Since the isomorphism type of Oǫ[G](g) is determined by the T -orbitXw1,w2 of leaves to which
g belongs, it is very natural to ask precisely what information regarding (w1, w2) suffices to deter-
mine the isomorphism type of Oǫ[G](g). It’s already clear from Theorem 2.3(b)(ii) that ℓ(w1), ℓ(w2)
and s(w−12 w1) are needed, but Corollary 7.4 indicates that cardS(w1, w2) may be required also.
And indeed this is so - we show by example in 7.5, with G = SL4(C), that cardS(w1, w2) isn’t
a function of the other invariants listed above. Thus it remains an interesting open problem to
determine a “minimal” set of isomorphism invariants, in terms of Weyl group data, for the algebras
Oǫ[G](g).
2. Notations and Recollections
2.1. Let C = (aij) be a Cartan matrix of finite type having rank r and let (d1, . . . , dr) ∈ Nr have
coprime entries such that (diaij) is symmetric. Let g be the semisimple Lie algebra over C defined
by C and let g = n−⊕ h⊕n+ be its triangular decomposition. Let P and Q be the weight and root
lattices of g and let ( , ) be the associated non-degenerate bilinear form. Let {α1, . . . , αr} be a set
of simple roots determined by C and let {̟1, . . . ,̟r} be the corresponding fundamental weights
of P . We have (̟i, αj) = δijdi. Let G be the simply-connected, semisimple algebraic group over
C associated with C. We have Borel subgroups B+ and B− of G such that Lie(B±) = n±⊕ h. Let
T = B+ ∩B−, a maximal torus of G. The Weyl group of G (with respect to T ) is NG(T )/T . This
can be identified with the Weyl group associated with C. The Weyl group acts on both P and Q
and the form ( , ) is W -invariant. There is a stratification of G:
G =
∐
w1,w2∈W
Xw1,w2
where Xw1,w2 = B
+w1B
+ ∩B−w2B
−. This restricts to a stratification of B−:
B− =
∐
w∈W
Xw,e.
Any element w ∈W can be written as a product of simple reflections or as a product of (arbitrary)
reflections. We let ℓ(w) (respectively s(w)) equal the minimal length of an expression for w as
a product of simple (respectively arbitrary) reflections. The longest word with respect to ℓ will
be denoted w0; recall that ℓ(w0) = N , where N = dimC(n
+), the number of positive roots. The
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function s :W −→ N is called the rank function. It coincides with the codimension of Q⊗Z Pw in
Q⊗Z P , where we write Pw to denote the elements of P fixed by w. Let h be the Coxeter number
of W . This equals the order in W of the product of the simple reflections. Throughout this paper
ǫ ∈ C will be a primitive ℓth root of unity for some natural number ℓ > 1. Let θ =
∑
aiαi be the
highest root of g. We will always require that ℓ is good, that is ℓ is odd and prime to the integers
ai and di for 1 ≤ i ≤ r.
2.2. Let U≥0ǫ (respectively U
≤0
ǫ ) be the non-negative (respectively non-positive) subalgebra of the
(simply-connected) quantised enveloping algebra at a root of unity, ǫ, associated to C, as defined in
[8]. Let Oǫ[G] be the quantised function algebra at a root of unity, ǫ, associated to C, as defined in
[9]. The ring of regular functions on B−, O[B−], is a central sub-Hopf algebra of U≥0ǫ . Moreover,
U≥0ǫ is free as a module over O[B
−] of rank ℓdimB
−
, [7, Corollary 3.3(b)]. Similarly, the ring of
regular functions on G, O[G], is a central sub-Hopf algebra of Oǫ[G], [9, Theorem 6.4]. We’ll use θ
to denote the embedding of O[G] into Z(Oǫ[G]), and for the embedding of O[B
−] into Z(U≥0ǫ ). In
both cases we’ll denote the induced map θ∗ on maximal spectra by π.
Proposition. As an O[G]-module, Oǫ[G] is free of rank ℓ
dimG.
Proof. Thanks to [9, Theorem 7.2] Oǫ[G] is a projective O[G]-module of rank ℓ
dimG. By [26] the
Grothendieck group of projective modules over O[G] is trivial, in other words
K0(O[G]) ∼= Z.
In particular, if P is a projective O[G]-module whose rank is greater than the Krull dimension of
G, then P is necessarily free, [27, Theorem 11.3.7]. Since ℓ > 1 we have KdimO[G] = dimG <
ℓdimG = rankOǫ[G], so the proposition follows.
2.3. Let b ∈ B− and g ∈ G and let mb ⊳O[B
−] and mg ⊳O[G] be the maximal ideals associated
to these points. We define
U≥0ǫ (b) ≡
U≥0ǫ
mbU
≥0
ǫ
, Oǫ[G](g) ≡
Oǫ[G]
mgOǫ[G]
.
In view of 2.2, these algebras have C-dimension ℓdimB
−
= ℓN+r and ℓdimG = ℓ2N+r respectively.
Theorem. [8, Theorem 4.4],[9, Section 9],[11, Theorem 4.4 and Proposition 4.10] Let b, b′ ∈ Xw,e
and g, g′ ∈ Xw1,w2 for some w,w1, w2 ∈W .
(a)(i) There is an algebra isomorphism U≥0ǫ (b)
∼= U≥0ǫ (b
′).
(ii) There are precisely ℓr−s(w) simple U≥0ǫ (b)-modules and each simple module has dimension
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ℓ
1
2
(ℓ(w)+s(w)).
(b)(i) There is an algebra isomorphism Oǫ[G](g) ∼= Oǫ[G](g
′).
(ii) There are precisely ℓr−s(w
−1
2 w1) simple Oǫ[G](g)-modules and each simple module has dimension
ℓ
1
2
(ℓ(w1)+ℓ(w2)+s(w
−1
2 w1)).
2.4. We recall the description of the centre Z(Oǫ[G]) of Oǫ[G] given in [13] and [9, Appendix].
Let Uq be the quantised enveloping algebra associated with Cartan matrix C, defined over C(q),
with q an indeterminate. For 1 ≤ i ≤ r let L(̟i) be the simple Uq-module of type 1 with highest
weight ̟i. Let v̟i (respectively f−w0̟i) denote the highest weight vector of L(̟i) (respectively
L(̟i)
∗) and let v−̟i (respectively fw0̟i) denote the lowest weight vector of L(−w0̟i) (respectively
L(−w0̟i)
∗). These are well-defined up to scalar multiplication. We define the (quantum) matrix
coefficients
b̟i = c
̟i
f−w0̟i ,v̟i
, c̟i = c
−w0̟i
fw0̟i ,v−̟i
.
These elements can (and will) be considered as elements of Oǫ[G] after specialisation of an ap-
propriate integral form. Let Zq be the subalgebra of Oǫ[G] generated by the elements b
k
i c
ℓ−k
i for
1 ≤ i ≤ r and 0 ≤ k ≤ ℓ.
Theorem (Enriquez). The centre Z(Oǫ[G]) of Oǫ[G] is isomorphic to O[G]⊗O[G]∩Zq Zq.
Remarks. (1) As a C-algebra O[G]∩Zq is generated by {bℓ̟i , c
ℓ
̟i : 1 ≤ i ≤ r}, and is isomorphic to
C[X1, . . . Xr, Y1, . . . , Yr].
(2) We can identify Zq with C[αi(k) : 1 ≤ i ≤ r, 0 ≤ k ≤ ℓ]/I where I is generated by the
elements, for 1 ≤ i ≤ r, 

αi(k)αi(k
′)− αi(0)αi(k + k
′) if k + k′ ≤ ℓ,
αi(k)αi(k
′)− αi(ℓ)αi(k + k
′ − ℓ) if k + k′ > ℓ,
and the identification maps αi(k) to b
k
i c
ℓ−k
i , so that O[G] ∩ Zq →֒ Zq corresponds to Xi 7−→ αi(0)
and Yi 7−→ αi(ℓ).
(3) Zq ∼=
⊗r
i=1 Z
i
q, where Z
i
q is the algebra generated by {αi(k) : 0 ≤ k ≤ ℓ}.
(4) As an O[G]∩Zq-module, Zq is finitely generated and free: indeed each Z
i
q is free over O[G]∩Z
i
q
with basis {1} ∪ {αi(k) : 1 ≤ k ≤ ℓ− 1}.
2.5. Given any simple Oǫ[G]-module V the centre of Oǫ[G] acts by scalar multiplication thanks
to Schur’s lemma. Thus there is an algebra map
ζV : Z(Oǫ[G]) −→ C
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which we call the central character of V . We define the following subset of Maxspec(Z(Oǫ[G])):
AOǫ[G] ≡ {ker(ζV ) : V is a simple Oǫ[G]-module of maximal dimension}.
This set is non-empty and open in Maxspec(Z(Oǫ[G])) and is called the Azumaya locus of Oǫ[G].
Thanks to Theorem 2.3 we have
AOǫ[G] = {ker(ζV ) : V is a simple Oǫ[G](g)-module for g ∈ Xw1,w2
with ℓ(w1) + ℓ(w2) + s(w
−1
2 w1) = 2N}.
Following [5, Section 2.5] we also define the fully Azumaya locus FOǫ[G] of O[G] with respect to
Oǫ[G] to consist of those maximal ideals mg of O[G] (or equivalently those elements g of G) such
that every irreducible Oǫ[G](g)-module has dimension ℓ
N . In the notation of 2.3,
π(AOǫ[G]) = FOǫ[G] = {g ∈ G : g ∈ Xw1,w2 , with ℓ(w1) + ℓ(w2) + s(w
−1
2 w1) = 2N},
and similarly for U≥0ǫ .
Theorem. [5, Corollary 2.7] Let g ∈ FOǫ[G]. Then
Oǫ[G](g) ∼= MatℓN
(
Z(Oǫ[G])
mgZ(Oǫ[G])
)
.
2.6. There is an alternative description of AOǫ[G].
Theorem. [4, Theorem C] The Azumaya locus AOǫ[G] of Oǫ[G] coincides with the smooth locus of
Maxspec(Z(Oǫ[G])).
In Section 3 we will use Theorems 2.5 and 2.6 to describe the algebras Oǫ[G](g) for all g in
FOǫ[G].
2.7. Theorem 2.6 is not in general true for U≥0ǫ .
Proposition. The Azumaya locus A
U≥0ǫ
of U≥0ǫ coincides with smooth locus of Maxspec(Z(U
≥0
ǫ ))
if and only if C is a Cartan matrix of type A2n.
Proof. Let Z = Z(U≥0ǫ ). In these circumstances [4, Theorem 3.8] states that the Azumaya locus
A
U≥0ǫ
of U≥0ǫ coincides with the smooth locus of Maxspec(Z) if U
≥0
ǫ is Azumaya in codimension
one, that is the set of points of Maxspec(Z) which are not annihilators of simple U≥0ǫ -modules of
maximal dimension has codimension at least two, see [4, Corollary 1.8]. Since Z is the centre of a
maximal order it is integrally closed, [27, Theorem 5.1.10(b)]. In particular Maxspec(Z) is smooth
in codimension one. This means that the converse of [4, Theorem 3.8] is also true: if A
U≥0ǫ
coincides
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with the smooth locus of Maxspec(Z) then U≥0ǫ is necessarily Azumaya in codimension one. The
map induced by inclusion
π : Maxspec(Z) −→ Maxspec(Z0) = B
−,
is surjective with finite fibres. The simple U≥0ǫ -modules lying over b ∈ Xw,e all have dimension
ℓ
1
2
(ℓ(w)+s(w)) and the maximal dimension of a simple U≥0ǫ -module is ℓ
1
2
(N+s(w0)). By [14, Theorem
1.1] the variety Xw,e has dimension ℓ(w) + r, so Maxspec(Z) is stratified by pieces π
−1(Xw,e) of
dimension ℓ(w) + r over which the representation theory is constant. Hence U≥0ǫ is Azumaya in
codimension one if and only if ℓ(w) + s(w) = N + s(w0) for all w ∈ W such that N − ℓ(w) ≤ 1.
In other words we need only check that s(w0si) = s(w0) + 1 for all 1 ≤ i ≤ r. By [17, Lemma
7.6], however, this is equivalent to the condition −w0(αi) 6= αi for all 1 ≤ i ≤ r, in other words
the involution −w0 has no fixed points. This happens if and only if C is a Cartan matrix of type
A2n.
2.8. The following result was proved in a ring-theoretic setting by Mu¨ller, [28]. A discussion of
the form given here can be found in [5, Paragraph 2.10].
Theorem. Let b ∈ B− and g ∈ G. The blocks of U≥0ǫ (b) are in natural correspondence with the
maximal ideals of Z(U≥0ǫ ) lying over mb. Similarly, the blocks of Oǫ[G](g) are in correspondence
with the maximal ideals of Z(Oǫ[G]) lying over mg.
2.9. We recall the notion of representation type of a finite dimensional algebra T :
(i) T has finite representation type if there are a finite number of mutually non-isomorphic
indecomposable T -modules;
(ii) T has tame representation type if T does not have finite representation type and if, for each
dimension d > 0, there is a finite collection of T −C[x]-bimodules Mi which are free as right C[x]-
modules such that every indecomposable T -module of dimension d is isomorphic to Mi⊗C[x]N for
some i and some simple C[x]-module N ;
(iii) T has wild representation type if there is a finitely generated T − C < x, y >-bimodule M
which is free as a right C < x, y >-module such that the functor F (N) = M ⊗C<x,y> N from the
category of finite dimensional C < x, y >-modules to the category of finite dimensional T -modules
preserves indecomposability and isomorphism classes. By [12] T falls into precisely one of the above
classes: we will say T is finite, tame or wild as appropriate.
Theorem. [17, Theorem 7.1] In addition to the usual hypotheses on ℓ, assume that ℓ > h. Let
b ∈ Xw,e and g ∈ Xw1,w2 for some w,w1, w2 ∈W .
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(a)(i) If ℓ(w) > N − 2 then U≥0ǫ (b) has finite representation type.
(ii) If ℓ(w) < N − 2 then U≥0ǫ (b) has wild representation type.
(b)(i) If ℓ(w1) + ℓ(w2) > 2N − 2 then Oǫ[G](g) has finite representation type.
(ii) If ℓ(w1) + ℓ(w2) < 2N − 2 then Oǫ[G](g) has wild representation type.
In Theorem 4.5 and Corollary 4.6 we’ll complete the determination of the representation type of
Oǫ[G](g) and U
≥0
ǫ (b) and remove the restriction ℓ > h.
2.10. We have a description of the algebras occurring in Theorem 2.9(a)(i).
Proposition. [17, Theorem 7.7] Assume ℓ > h. Let b ∈ Xw,e.
(a) Assume ℓ(w) = N . Then w = w0 and there is an algebra isomorphism
U≥0ǫ (b)
∼=
ℓr−s(w0)⊕
j=1
MatℓN+s(w0) (C) .
(b) Assume ℓ(w) = N − 1. Then w = w0si for some i. There are two cases:
(i) w0(αi) = −αi - there is an algebra isomorphism
U≥0ǫ (b)
∼=
ℓr−s(w0)⊕
j=1
Mat
ℓ
1
2 (N+s(w0)−2)
(
U≥0ǫ (sl2)
)
;
(ii) w0(αi) 6= −αi - there is an algebra isomorphism
U≥0ǫ (b)
∼=
ℓr−s(w0)−1⊕
j=1
Mat
ℓ
1
2 (N+s(w0))
(
C[X]
(Xℓ)
)
.
We will see in Lemma 4.1 that the restriction ℓ > h can be removed from this proposition. There
is also a corresponding description for the algebras in Theorem 2.9(b)(i) given in [17, Theorem 7.4].
One can recover this from Theorem 3.3.
2.11. Let us recall the definition of the (right) winding automorphisms for U≥0ǫ (b) (respectively
Oǫ[G](g)). Given a character of U
≥0
ǫ factoring through U
≥0
ǫ ,
χ : U≥0ǫ −→ U
≥0
ǫ −→ C,
we define an automorphism τχ of U
≥0
ǫ by
τχ(x) =
∑
(x)
x(1)χ(x(2)).
Since Z0 ⊆ U
≥0
ǫ is a sub-Hopf algebra on which χ agrees with the augmentation ǫ, we see that τχ
acts as the identity on Z0. Therefore τχ induces an automorphism on U
≥0
ǫ (b) for any b ∈ B
−. It is
straightforward to check that for any U≥0ǫ (b)-module M the twisted module
τχM is isomorphic to
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M ⊗ Cχ. One argues similarly for Oǫ[G]. The characters of U
≥0
ǫ are parametrised by Qℓ = Q/ℓQ.
Namely, for any element µ ∈ Q we have the one dimensional representation given by
Ei.1 = 0 and Kλ.1 = ǫ
(λ,µ).
These representations are different for different choices of coset representative of ℓQ in Q, and every
irreducible U≥0ǫ -module arises in this way by Theorem 2.3(a)(ii) applied in the case w = e. More
generally, the following theorem is proved in [11, Theorems 4.5 and 4.10].
Theorem. (i) Let b ∈ Xw,e. If µ ∈ Q and S is a simple U
≥0
ǫ (b)-module, then
τµS ∼= S if and only
if (λ, µ) ∈ ℓZ for all λ ∈ Pw.
(ii) Let g ∈ Xw1,w2. If µ ∈ Q and S is a simple Oǫ[G](g)-module, then
τµS ∼= S if and only if
(w1(λ), µ) ∈ ℓZ for all λ ∈ Pw
−1
2 w1.
2.12. We show that a subgroup of Qℓ acts simply transitively on the simple U
≥0
ǫ (b)-modules
(respectively simple Oǫ[G](g)-modules).
Lemma. (i) The nondegenerate form
P ×Q −→ C(q) : (α, β) 7−→ q(α,β)(1)
induces a nondegenerate form
Pℓ ×Qℓ −→ C : (α, β) 7−→ ǫ
(α,β).(2)
(ii) There is an elementary abelian ℓ-subgroup of Qℓ which acts simply transitively on the simple
U≥0ǫ (b)-modules. If ℓ is prime to the order of w the subgroup can be chosen to be Q
w/ℓQw.
(iii) There is an elementary abelian ℓ-subgroup of Qℓ which acts simply transitively on the simple
Oǫ[G](g)-modules. If ℓ is prime to the order of w
−1
2 w1 then this subgroup can be chosen to be
Qw2w
−1
1 /ℓQw2w
−1
1 .
Proof. (i) We overline to indicate images modulo ℓ in a Z-module. Now Pℓ =
∑
j Z̟i and Qℓ =∑
j Zαi, with (αi,̟j) = δijdi, a unit in Z when i = j. Thus Pℓ = (Qℓ)
∗ and Qℓ = (Pℓ)
∗, as claimed.
(ii) That Qℓ acts transitively on the simple U
≥0
ǫ (b)-modules follows from [11, Theorem 4.5]. Let
b ∈ Xw,e, and write Z′ for Z[d
−1
1 , . . . , d
−1
r ]. We write M
′ = M ⊗Z Z′ for a Z-module M . Since
(αi,̟j) = diδij , there is a perfect pairing
( , ) : P ′ ×Q′ −→ Z′.
Suppose first that P ′ = P ′1⊕P
′
2. Since Q
′ = HomZ′(P
′,Z′) via the perfect pairing, Q′ = P ′1
⊥⊕P ′2
⊥.
Let P ′w ⊆ P ′ and note that P ′/P ′w is torsion-free since nλ ∈ P ′w implies that λ ∈ P ′w. Hence
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P ′ = P ′w⊕P ′2 for some P
′
2. Thus Q
′ = Q1⊕Q2, where Q1 = (P
′w)⊥ and Q2 = (P
′
2)
⊥. Let µ ∈ Q be
such that (Pw, µ) ⊆ ℓZ. Since the integers di are prime to ℓ (thanks to our continuing hypothesis
on ℓ given in Paragraph 2.1) this is equivalent to (P ′w, µ) ⊆ ℓZ′. Write µ = µ1 + µ2 with µi ∈ Qi.
Then for λ ∈ P ′w, (λ, µ2) = (λ, µ) ∈ ℓZ′, so that (P ′, µ2) ⊆ ℓZ′. Since the pairing is perfect, this
forces µ2 ∈ ℓQ2. Hence Q2/ℓQ2 operates simply transitively on the irreducible U
≥0
ǫ (b)-modules by
Lemma 2.11(i). Now suppose that the order of w is prime to ℓ. Let Z′′ = Z′[ord(w)−1]. Working
over Z′′, we can argue as above to find a decomposition P ′′ = P ′′w ⊕ P ′′2 with P
′′
2 < w >-invariant.
We claim that Q′′2 ⊆ Q
′′w. This follows from the observation that (µ−wµ,P ′′w) = 0 = (µ−wµ,P ′′2 ),
the first equality by < w >-invariance of the elements of P ′′w, the second by orthogonality and the
< w >-invariance of P ′′2 . Thus we have a factorisation
Q2/ℓQ2 ։ Q2/Q2 ∩ ℓQ
w →֒ Qw/ℓQw.
Since the right hand side and the left hand side both have ℓr−s(w) elements this completes the proof
of (ii).
(iii) is proved entirely similarly.
2.13. Recall that if S is a finite dimensional algebra on which a group G acts by algebra automor-
phisms then we can form the skew group algebra of S by G, written S ∗G. As a left S-module this
is free with basis g ∈ G. Multiplication is given by extension of the formula sgg = gs, for s ∈ S
and g ∈ G and where sg denotes the action of g on s.
2.14. Let m : B+×B− −→ G be the multiplication map. Then m is a principal T -bundle onto the
open, dense subset B+B− of G. Let b1 ∈ Xw1,e and b2 ∈ Xe,w2 be unipotent, (the double Bruhat
cells are T -invariant, so that we can find such representatives), and let g = m(b2, b1) ∈ Xw1,w2 .
Proposition. [17, Section 2.9] Let w1, w2 ∈ W , g ∈ G, b1 ∈ B
− and b2 ∈ B
+ be as above. Then
there is an algebra isomorphism
Oǫ[G](g) ∗ Z
r
ℓ −→ U
≤0
ǫ (b2)⊗ U
≥0
ǫ (b1).
3. The Azumaya locus of Oǫ[G]
3.1. Recall O[G] and Zq, the central subalgebras of Oǫ[G] introduced in 2.3 and 2.4 respectively.
We will denote SpecZq by X and SpecO[G] ∩ Zq by U . By Remark 2.4(1) U is isomorphic to A2r.
Lemma. Let π : X −→ U be the (surjective) morphism induced by the inclusion O[G]∩Zq −→ Zq.
Write the points of U as 2r-tuples (b1, . . . , br, c1, . . . cr) under the identification in Remark 2.4(1).
If p ∈ U is such that bi = 0 = ci for some i then every point of π
−1(p) is singular in X.
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Proof. It is clear that π factorises as π1 × . . . × πr where πi : SpecZ
i
q −→ SpecO[G] ∩ Z
i
q. It is
therefore enough to prove this for the case r = 1. By Remark 2.4(2) we can consider X as an affine
variety embedded in Aℓ+1 (with co-ordinate functions α1(k)). Under this identification π takes
(a0, . . . , aℓ) to (a0, aℓ). Note that π
−1((0, 0)) = (0, . . . , 0). Indeed the equations
αi(k)αi(k
′) =


αi(0)αi(k + k
′) if k + k′ ≤ ℓ,
αi(ℓ)αi(k + k
′ − ℓ) ifk + k′ > ℓ,
show that a2k = 0 as required. Define fk,k′ as follows:
fk,k′ =


αi(k)αi(k
′)− αi(0)αi(k + k
′) if k + k′ ≤ ℓ,
αi(k)αi(k
′)− αi(ℓ)αi(k + k
′ − ℓ) if k + k′ > ℓ.
Recall that for p = (a0, . . . , aℓ) ∈ X we define
f
(1)
k,k′,p =
ℓ∑
j=0
∂fk,k′
∂α1(j)
(p)(α1(j) − aj).
Then, by definition, the tangent space of X at p is
TpX = ∩1≤k,k′≤ℓ−1{x ∈ A
ℓ+1 : f
(1)
k,k′,p = 0).
Since fk,k′ is homogeneous of degree two it follows that for all k, k
′
f
(1)
k,k′,(0,0) ≡ 0,
which implies that dim(T0X) = ℓ+1. Now Zq is finite over O[G]∩Zq, so that X has dimension 2.
Therefore (0, . . . , 0) = π−1((0, 0)) is a singular point.
3.2. The following proposition allows us to ignore some unfavourable points of X.
Proposition. Let g ∈ G be such that bℓ̟i(g) = 0 = c
ℓ
̟i(g) for some i, 1 ≤ i ≤ r. Then Oǫ[G](g) is
not Azumaya.
Proof. Using Theorem 2.6 it is enough to show that any maximal ideal of Z lying over mg is singular.
Denote Spec(Z(Oǫ[G])) by Y , the fibre product X ×U G.
Claim. Let π˜ : Y −→ X be the projection map. If x ∈ X is singular then any point of π˜−1(x) is
singular in Y .
Proof of claim. For ease of notation let R = Zq, S = Zq ∩ O[G] and T = O[G]. Thus we are
considering R⊗S T where:
(i) as an S-module R is finitely generated and free;
(ii) the algebra S is smooth;
14 KENNETH A. BROWN AND IAIN GORDON
(iii) all algebras are affine domains. Let mR ⊳ R be the maximal ideal corresponding to x ∈ X,
and suppose M lies over mR. Define mS = M ∩ S and mT = M ∩ T , maximal ideals of S and T
respectively. We first show that
(R⊗S T )M = RmR ⊗SmS TmT .(3)
Note that M = mR ⊗S T +R⊗S mT . This means in particular that if y ∈ R \mR and z ∈ T \mT
then y ⊗ z ∈ R⊗S T \M . So we have an embedding
A := RmR ⊗SmS TmT −→ (R⊗S T )M .(4)
Let x ∈ R⊗S T \M . If A were local then x ∈ A \MA would be an invertible element, since MA is
maximal. Therefore the map (4) would be an isomorphism, proving the claim. Thus it is enough to
show that A is a local ring. Observe that by (i) the algebra R/mSR is finite dimensional. Therefore
localising this at mR yields another finite dimensional algebra RmR/mSRmR . Nakayama’s lemma
implies that RmR is finite over SmS . Let m = mTA. Then
A/m ∼= RmR/mSRmR
is finite dimensional, so Nakayama’s lemma also implies that A is finite over TmT . Therefore m is
contained in the Jacobson radical of A. However, since A/m is local it follows that A/Jac(A) is local,
as required. So we have proved (3). To complete the claim we must show that A = RmR ⊗SmS TmT
has infinite global dimension. By hypothesis RmR has. We have a change of rings spectral sequence
ExtpA(kA,Ext
q
RmR
(A,M)) =⇒ Extp+qRmR
(kmR ,M),(5)
for any RmR-module M . By Frobenius reciprocity we have
ExtqRmR
(A,M) = ExtqRmR
(RmR ⊗SmS TmT ,M)
∼= Ext
q
SmS
(TmT ,M).
As SmS is smooth there exists a natural number Q such that
ExtqSmS
(TmT ,M) = 0,
for all q > Q and all SmS -modules M . If A were smooth there would be a natural number P such
that
ExtpA(kA,M) = 0,
for all p > P and all A-modules M . Then by (5) we have
ExtnRmR
(kmR ,M) = 0,
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for all n > P + Q and RmR-modules M , contradicting the singularity of RmR . Thus A must be
singular, proving the claim. The proposition now follows from Lemma 3.1 combined with the
claim.
3.3. Now we can describe the algebras lying over the fully Azumaya locus - that is, we describe
Oǫ[G](g) for g ∈ FOǫ[G], in the notation of 2.6.
Theorem. Suppose g ∈ Xw1,w2∩FOǫ[G]; that is, ℓ(w1)+ℓ(w2)+s(w
−1
2 w1) = 2N . Let s = s(w
−1
2 w1).
Then there is an algebra isomorphism
Oǫ[G](g) ∼=
ℓr−s⊕
1
MatℓN
(
k[X1, . . . ,Xs]
(Xℓ1, . . . ,X
ℓ
s)
)
.
Proof. Let’s write Zg for
Z(Oǫ[G])
mgZ(Oǫ[G])
. The equivalence in the first sentence is a consequence of
Theorem 2.3(b)(ii). By Theorem 2.5 there is an algebra isomorphism
Oǫ[G](g) ∼= MatℓN (Zg) .
We have isomorphisms
Zg ∼=
Zq ⊗Z0∩Zq Z0
mg(Zq ⊗Z0∩Zq Z0)
∼= Zq ⊗Z0∩Zq kmg
∼=
Zq
(mg ∩ Zq)Zq
.
Here mg ∩ Zq ⊳ Z0 ∩ Zq is, in the notation of Lemma 3.1, specified by b
ℓ
̟i(g) = bi and c
ℓ
̟i(g) = ci.
Recalling our decomposition in Remark 2.4(3),
Zq =
r⊗
i=1
Ziq,
we see that Zg is the tensor product of rings Ri, for 1 ≤ i ≤ r, where
Ri :=
Ziq
(αi(0)− bi, αi(ℓ)− ci)Ziq
.(6)
Let’s describe the possible structure of the rings Ri. Since Oǫ[G](g) is Azumaya it follows from
Proposition 3.2 that we never have bi = 0 = ci. There are only two cases to consider.
(i) bi 6= 0 6= ci: in this case we have an algebra isomorphism
Ri ∼=
C[Xi]
(Xℓi − 1)
∼= C⊕ · · · ⊕ C.(7)
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Indeed sending Xi 7−→ αi(1) produces an isomorphism
C[Xi]
(Xℓi − b
ℓ−1
i ci)
∼= Ri.
Since this is a semisimple algebra of dimension ℓ, the isomorphisms in (7) are clear.
(ii) bi 6= 0 = ci (the case bi = 0 6= ci is the same by symmetry): in this case we have an algebra
isomorphism
Ri ∼=
C[Xi]
(Xℓi )
.(8)
Again sending Xi 7−→ αi(1) yields the required isomorphism. To complete the theorem, recall that
Oǫ[G](g) has exactly ℓ
r−s simple modules. But Ri has exactly ℓ simple modules in case (i) and a
unique simple module in case (ii). Therefore
Z(Oǫ[G])
mgZ(Oǫ[G])
∼=
r⊗
i=1
Ri ∼=
s⊗
i=1
C[Xi]
(Xℓi )
⊗
r⊗
i=s+1
C[Xi]
(Xℓi − 1)
∼=
ℓr−s⊕
1
C[X1, . . . ,Xs]
(Xℓ1, . . . ,X
ℓ
s)
.
Remark. 1. When Oǫ[G](g) is Azumaya then, by Theorem 3.3, the complexity of Oǫ[G](g) equals
2N − ℓ(w1)− ℓ(w2), as shown in [17].
2. By [5, Theorem 2.8], the maximal ideals mg of O[G] which are unramified in Z(Oǫ[G]) form a
(proper) subset of those for which Oǫ[G](g) is Azumaya, and one can read off at once from Theorem
3.3 that this set consists of those mg with g in Xw0,w0 .
4. Representation type
4.1. To obtain general results in this section we use Theorem 3.3 to remove the restriction on ℓ
in Proposition 2.10.
Lemma. The statement of Proposition 2.10 is valid without the restriction ℓ > h.
Proof. For b ∈ Xw0,e this follows from Theorem (a)(ii). For b ∈ Xw,e with ℓ(w) = N − 1 the
only point in [17] where the bound ℓ > h was required was to deduce that the algebra U≥0ǫ (b) is
Nakayama, that is its projective indecomposable modules are uniserial. If we knew this to be so
without the bound then the lemma would follow. Let b ∈ Xw,e and b
′ ∈ Xe,w0 be unipotent and let
g = b′b ∈ Xw,w0 . By Proposition 2.14 there is an isomorphism
Oǫ[G](g) ∗ Z
r
ℓ −→ U
≤0
ǫ (b
′)⊗ U≥0ǫ (b).
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As s(w0w) = 1 the algebra Oǫ[G](g) is, by Theorem 3.3, a truncated polynomial ring in one variable.
In particular it is a Nakayama algebra. By [31, Theorems 1.1 and 1.3(g)] a skew group extension
over C of a Nakayama algebra is again Nakayama. Therefore U≤0ǫ (b
′) ⊗ U≥0ǫ (b) is a Nakayama
algebra. By definition b′ ∈ Xe,w0 so by the first sentence of this proof U
≤0
ǫ (b
′) is a semisimple
algebra, implying that the tensor product U≤0ǫ (b
′)⊗ U≥0ǫ (b) is a direct product of matrix algebras
with coefficients in U≥0ǫ (b). Hence U
≥0
ǫ (b) is Morita equivalent to a Nakayama algebra and so must
be a Nakayama algebra itself. This proves the lemma.
4.2. We require a general lemma from the theory of finite dimensional algebras.
Lemma. Let S be a finite dimensional algebra over C. Let G be a finite abelian group acting by
automorphisms on S. Then S and the skew group algebra S ∗G have the same representation type.
Proof. Suppose we have an inclusion of algebras S ⊆ T . Suppose further that T has a S-bimodule
decomposition T = S ⊕M . Then, by [2, Proposition 2], the representation type of S is a lower
bound for the representation type of T (where finite is less than tame is less than wild). It’s clear
that S is a bimodule direct summand of S ∗ G. The character group of G, say H, acts naturally
on S ∗G by
χ(sg) = χ(g)sg,
and by [31, Corollary 5.2] the algebras S and (S ∗G) ∗H are Morita equivalent (this uses the fact
that |G| is invertible in C). Combining this with the previous paragraph yields the lemma.
4.3. The following lemma is the key to determining the representation type of the algebras
Oǫ[G](g). Note that its validity doesn’t require that ℓ > h.
Lemma. Let w1, w2 ∈ W and suppose g ∈ Xw1,w2. If ℓ(w1) + ℓ(w2) = 2N − 2 then the algebra
Oǫ[G](g) is wild.
Proof. The proof is based on the fact that the truncated polynomial algebra
C[X,Y ]
(Xℓ, Y ℓ)
has wild representation type if ℓ ≥ 3. This is a consequence of [33, 1.1(c), 1.2]. In order that
ℓ(w1) + ℓ(w2) = 2N − 2 we must have one of the following for 1 ≤ i ≤ r and 1 ≤ j ≤ r:
1. w1 = w0sisj, w2 = w0 where i 6= j (and the symmetric case obtained by exchanging the roles
of w1 and w2);
2. w1 = w0si, w2 = w0sj where i 6= j;
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3. w1 = w0si, w2 = w0si.
It follows from Theorem 2.3 that Cases 1 and 2 are Azumaya so, by Theorem 3.3,
Oǫ[G](g) ∼Mor
ℓr−2⊕ C[X,Y ]
(Xℓ, Y ℓ)
.
Therefore Oǫ[G](g), and each of its blocks, has wild representation type. Suppose we are in Case
3. By Proposition 2.14 we can assume without loss of generality that there is an isomorphism
γg : Oǫ[G](g) ∗ Z
r
ℓ −→ U
≤0
ǫ (b
′)⊗ U≥0ǫ (b),
where
g = b′b,
for b ∈ Xw0si,e and b
′ ∈ Xe,w0si unipotent. By Lemma 4.2, it is enough to show that U
≤0
ǫ (b
′)⊗U≥0ǫ (b)
is wild. By Proposition 2.10(b) and Lemma 4.1 the algebras U≤0ǫ (b
′) and U≥0ǫ (b) are isomorphic to
direct sums of either
Mats
(
C[X]
(Xℓ)
)
,
or
Matt
(
U≥0ǫ (sl2)
)
.
Since Mats(A)⊗Matt(B) ∼= Matst(A⊗B) it therefore suffices to show that the following algebras
are wild:
(i) C[X,Y ]
(Xℓ,Y ℓ)
;
(ii) U≥0ǫ (sl2)⊗
C[X]
(Xℓ)
;
(iii) U≥0ǫ (sl2) ⊗ U
≥0
ǫ (sl2). It’s clear, however, that the algebra in (ii) (respectively in (iii)) is a
skew group ring with coefficient ring C[X,Y ]/(Xℓ, Y ℓ) and group Zℓ (respectively Z2ℓ). Applying
Lemma 4.2 again and the comments in the first paragraph of this proof shows that these are indeed
wild.
4.4. We need a couple of definitions from the theory of finite dimensional algebras, [15] and [25,
Chapter II]. Let
Bil(n) = {bilinear maps m : Cn × Cn −→ Cn} ∼= An
3
,
and
Alg(n) = {associative, bilinear m which have an identity} ⊆ Bil(n).
THE RAMIFICATIONS OF THE CENTRES: QUANTISED FUNCTION ALGEBRAS AT ROOTS OF UNITY 19
As discussed in [15] Alg(n) is an affine variety, locally closed in Bil(n). The group GL(n) acts on
Alg(n), the orbits being isomorphism classes of n dimensional algebras. We let OA denote the orbit
in Alg(n) of algebras isomorphic to A. We say that A′ is a degeneration of A if OA′ ⊆ OA, the
closure of OA.
Lemma. Let g ∈ Xw1,w2 and g
′ ∈ Xw1,w2. Then Oǫ[G](g
′) is a degeneration of Oǫ[G](g).
Proof. By Proposition 2.2 Oǫ[G] is a free O[G]-module of rank t = ℓ
dimG. Let {x1, . . . , xt} be a
basis for this module and define ckij ∈ O[G] for 1 ≤ i, j, k ≤ t by the following equations,
xixj =
∑
k
ckijxk.
Then for any g ∈ G the structure constants of Oǫ[G](g) with respect to the basis {xi + mgOǫ[G]}
are given by (g(ckij)) = (c
k
ij(g)). As a result the map
α : G −→ Alg(t) ⊆ At
3
,
defined by α(g) = (ckij(g)), is a morphism of varieties. Let g ∈ Xw1,w2 and g
′ ∈ Xw1,w2 . By Theorem
2.3 Xw1,w2 is a dense open set of Xw1,w2 over which all algebras in the family (α(z))z∈Xw1 ,w2
are
isomorphic to Oǫ[G](g). It follows from [25, Proposition 3.5 and Section 3.7] that Ag′ ∼= Oǫ[G](g
′)
is a degeneration of Oǫ[G](g).
Remark. The above proof is also valid for the reduced quantum Borels. Namely, if b ∈ Xw,e and
b′ ∈ Xw,e then U
≥0
ǫ (b
′) is a degeneration of U≥0ǫ (b).
4.5. The following statement was proved by Geiß in [16],
Let A′ be a degeneration of A. If A is wild then so is A′.(9)
This allows us to complete the classification of the representation type of the algebras Oǫ[G](g),
without the restriction ℓ > h.
Theorem. Let ℓ be good. Let w1, w2 ∈W and suppose that g ∈ Xw1,w2. (i) If ℓ(w1)+ℓ(w2) ≥ 2N−1
then Oǫ[G](g) has finite representation type. (ii) If ℓ(w1) + ℓ(w2) ≤ 2N − 2 then Oǫ[G](g) has wild
representation type.
Proof. The first part follows directly from Theorem 3.3. Indeed, if ℓ(w1) + ℓ(w2) = 2N then the
algebra Oǫ[G](g) is semisimple whilst if ℓ(w1)+ ℓ(w2) = 2N − 1 then Oǫ[G](g) is Morita equivalent
to a direct sum of truncated polynomial algebras in one variable, hence Nakayama. Let 4 denote
the Bruhat-Chevalley order on W . For the second part note that if ℓ(w1) + ℓ(w2) < 2N − 2 then
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there exists u, v ∈ W such that w1 4 u, w2 4 v and ℓ(u) + ℓ(v) = 2N − 2. Arguing exactly as in
[32, Theorem 2.1] it follows that
Xu,v = BuB ∩B−vB− =
∐
u′4u,v′4v
Xu′,v′ ,
so g ∈ Xu,v. Let g
′ ∈ Xu,v. Then by Lemma 4.3 Oǫ[G](g
′) is wild and by Lemma 4.4 Oǫ[G](g) is a
degeneration of Oǫ[G](g
′). Therefore, by (9), Oǫ[G](g) must be wild.
4.6. We now tackle representation type for U≥0ǫ (b).
Corollary. Let ℓ be good. Let w ∈W and suppose that b ∈ Xw,e. (i) If ℓ(w) ≥ N − 1 then U
≥0
ǫ (b)
has finite representation type. (ii) If ℓ(w) ≤ N − 2 then U≥0ǫ (b) has wild representation type.
Proof. The first part follows from Lemma 4.1 and the observation that U≥0ǫ (sl2) has finite repre-
sentation type by Lemma 4.2. For (ii), arguing as in the proof of Theorem 4.5 we see that it is
sufficient to show that U≥0ǫ (b) is wild in the case that ℓ(w) = N − 2, that is w = w0sisj for i 6= j.
Let g ∈ Xw0sisj ,w0 be such that g = b
′b where b′ ∈ Xe,w0 and b ∈ Xw0sisj ,e are unipotent. By
Proposition 2.14 we have an algebra isomorphism
Oǫ[G](g) ∗ Z
r
ℓ
∼= U≤0ǫ (b
′)⊗ U≥0ǫ (b).
Since b′ ∈ Xe,w0 we have, by Proposition 2.10(a) and Lemma 4.1, an isomorphism
U≤0ǫ (b
′) ∼=
ℓr−s(w0)⊕
Mat
ℓ
1
2 (N+s(w0))
(C).
Therefore
Oǫ[G](g) ∗ Z
r
ℓ
∼=
ℓr−s(w0)⊕
Mat
ℓ
1
2 (N+s(w0))
(
U≥0ǫ (b)
)
.
So U≥0ǫ (b) has the same representation type as Oǫ[G](g)∗Z
r
ℓ and hence, by Lemma 4.2, as Oǫ[G](g).
Now apply Theorem 4.5.
Remark. When b is the identity element of B− the results of the corollary were obtained in [6].
5. Algebras with group actions
5.1. Let R be a finite dimensional k-algebra and G be a finite abelian group. Assume that the
characteristic of k is prime to the order of G. Suppose G acts as algebra automorphisms on R, so
we have a group homomorphism
τ : G −→ Autk-alg(R).
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If M is a finite dimensional R-module we let gM denote the R-module whose underlying abelian
group is M and whose action is given by r ·m = τ(g)−1(r)m. Given g ∈ G there is a functor
Fg : R−mod −→ R−mod,
which takes M to gM and sends f :M −→ N to f : gM −→ gN . Fix a simple R-module V and let
V (g) = gV . Throughout this section we shall assume that
{V (g) : g ∈ G} is a complete set of non-isomorphic simple R-modules.
In particular, this assumption implies that τ is a monomorphism, and that the simple modules
share a fixed k-dimension, t say. Fix P , a projective cover of S, and let P (g) = gP . By the above
assumption
Q ∼=
⊕
g∈G
P (g)
is a projective generator for R−mod. Let E = EndR(Q). Given g ∈ G let σg : G −→ G denote the
left regular action, that is σg(h) = gh. Considering elements of Q as ordered |G|-tuples of elements
of P we can define ψg : Q −→ Q to be the additive map which acts as the permutation σg on the
|G|-tuple. In other words an element concentrated in the hth position is sent to the ghth position.
Lemma. For g ∈ G let ψg : Q −→ Q be as above. Then
(i) ψg(r · q) = τ(g)(r) · ψg(q) for all r ∈ R and q ∈ Q;
(ii) ψgψh = ψgh.
Proof. The second claim is obvious. For the first we can assume that q is concentrated in the hth
position. Then
ψg(r · q) = ψg(τ(h)
−1(r)q) = τ(h)−1(r)q,
where the right hand side is concentrated in the ghth position. On the other hand, since ψg(q) is
non-zero only in the ghth position, we have
τ(g)(r) · ψg(q) = τ(gh)
−1(τ(g)(r))q = τ(h)−1(r)q,
as required.
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5.2. For g ∈ G let τ˜(g) : E −→ E send φ to the map ψg ◦ φ ◦ ψ
−1
g . The lemma ensures that this
is a well-defined k-algebra automorphism and that the induced map
τ˜ : G −→ Autk-alg(E
op)
is a group homomorphism. Repeating the comments of the first paragraph of this section we have
a functor
F˜g : E
op −mod −→ Eop −mod,
sending N to gN and fixing homomorphisms. Observe that Q is an (R,Eop)-bimodule with r ·q ·φ =
φ(r · q) for all r ∈ R, q ∈ Q and φ ∈ E. There is an equivalence of categories
R−mod −→ Eop −mod
given on objects by sending M to HomR(Q,M). The inverse equivalence sends N to Q ⊗Eop N .
This equivalence induces two functors for each g ∈ G, namely
αg, βg : R−mod −→ R−mod
where αg(Q⊗Eop N) =
gQ⊗Eop N and βg(Q⊗Eop N) = Q⊗Eop
gN . So αg corresponds to Fg and
βg to F˜g.
Proposition. The functors αg and βg are naturally isomorphic.
Proof. Let θg : Q ⊗Eop N −→
g−1 Q ⊗Eop
gN send q ⊗ n to ψg(q) ⊗ n. We must check this is
well-defined. First note that, for φ ∈ Eop, ψg(qφ) = ψg(q)τ˜ (g)(φ). Thus we have, for q ∈ Q and
n ∈ N ,
θg(qφ⊗ n) = ψg(qφ)⊗ n
= ψg(q)τ˜(g)(φ) ⊗ n
= ψg(q)⊗ τ˜(g)(φ) · n
= ψg(q)⊗ φn
= θg(q ⊗ φn).
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Moreover θg is an R-module isomorphism, since, for r ∈ R,
θg(rq ⊗ n) = ψg(rq)⊗ n
= τ(g)(r)ψg(q)⊗ n
= r · ψg(q)⊗ n
= r · θg(q ⊗ n).
Since θg is natural in N it follows that α
−1
g βg is naturally isomorphic to the identity functor. One
shows similarly that β−1g αg is also naturally isomorphic to the identity functor.
Given g ∈ G let πg ∈ E be the primitive idempotent corresponding to projection onto P (g) followed
by the canonical injection of P (g) into Q. For h ∈ G it is easy to see that we have τ˜(h)(πg) = πhg.
Since gEopQ
∼= EopQ for all g ∈ G, one sees that Q is a free E
op-module of rank t for some t ≥ 1, so
that
R ∼= Matt(S) where S is a basic algebra on which G acts permuting
a set of minimal primitive idempotents simply transitively.
Notice that t as it appears in the above statement coincides with its earlier definition as the (shared)
dimension of the simple R-modules. We let {eg : g ∈ G} be the above set of minimal primitive
idempotents of S, and let X = X(G) be the character group of G. Since G is abelian we have a
decomposition
S =
⊕
χ∈X
Sχ
where Sχ = {s ∈ S : τ(g)(s) = χ(g)s}, so that S is an X-graded algebra. Given χ ∈ X we define
yχ =
∑
g∈G
χ−1(g)eg ∈ Sχ.
If the exponent of G is ℓ then we find
yℓχ =
∑
g∈G
χ−1(gℓ)eℓg =
∑
g∈G
eg = 1;
moreover, for χ, η ∈ X with χ 6= η,
yχyη = yχη.
Thus yχ is a unit in Sχ for χ ∈ X, and
∑
χ∈X kyχ is a subalgebra of S normalising S1, and
isomorphic to kX and hence to kG.
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Theorem. Retain the notation and hypotheses of the above paragraphs. There is an isomorphism
S ∼= S1 ∗ G, where the right hand side is a skew group ring. Moreover S1 is scalar local. Thus
R ∼= Matt(S1 ∗G) ∼= Matt(S1) ∗G.
Proof. The discussion above shows that R is a skew group ring R1 ∗ G, and that we may reduce
to the case where R is a basic algebra. By [29, Theorem 4.2] J(R1)R = J(R). By Lying Over for
R1 ⊆ R, [29, Theorem 16.6], we deduce that R1 is a basic algebra. Thus R1/J(R1) is a finite direct
sum of copies of k. Commutativity of R/J(R) forces the action of G on R1/J(R1) to be trivial.
Since there are exactly |G| simple R-modules it follows that R1 is (scalar) local.
5.3. Blocks and quivers. The blocks and quiver of S, (and hence of R), are determined by the
conjugation action of its subgroup G on J(S1)/J(S1)
2. We make this statement precise through
the Morita equivalence of Paragraph 5.2 and the following result. See [1] for the terminology used
here, recalling also the definition of a multiply-edged Cayley graph from 1.3.
Proposition. Let T be the skew group ring T1 ∗G of a finite abelian group G over the scalar local
finite dimensional k-algebra T1, with k algebraically closed of characteristic not dividing |G|. Let J
be the Jacobson radical of T1, so J/J
2 is a kG-module under the conjugation action
g.(t+ J2) = gtg−1 + J2,
for g ∈ G and t ∈ J . Let
J/J2 =
⊕∑
χ∈X(G)
V
(mχ)
χ(10)
be the decomposition of J/J2 as a direct sum of irreducible kG-modules under this action. Define
Y := Y (G,T ) = < χ : mχ 6= 0 > ⊆ X(G),
and
D := C(G,T ) = CG(J/J
2) = {g ∈ G : χ(g) = 1 for all χ ∈ Y }.
(i) The quiver QT of T has vertices {vχ : χ ∈ X(G)}, and an arrow vη −→ vµ if and only if
µ = ηχ−1 for some χ with mχ 6= 0.
(ii) The number of blocks of T is |X(G) : Y | = |D|.
(iii) Each block of T has an identical quiver, namely the multiply-edged Cayley graph of Y with
respect to the generating set {χ−1 : mχ 6= 0} of Y , with mχ copies of the edge χ
−1 starting at each
vertex .
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(iv) The following statements are equivalent:
(a) The blocks of T are trivial.
(b) Y = {1}.
(c) G centralises J/J2.
(d) T is the ordinary group ring T1G.
Proof. (i) Since J(T ) = J ∗G by [29, Theorem 4.2], T/J(T ) ∼= kG, so that T is basic and has quiver
with vertices labelled by X(G). By definition (see e.g.[1, page 65]), to find the arrows of the quiver
of T we may assume without loss that J2 = 0. The orthogonality relations for kG show that the
primitive idempotents of kG (and hence of T ) are {eχ = 1/|G|
∑
g∈G χ(g
−1)g : χ ∈ X(G)}. Taking
a basis for J consisting of eigenvectors vχ ∈ Vχ with respect to its structure (10) as kG-module,
and noting that eµvχeη is non-zero if and only if µ = ηχ
−1, one finds eµJeη is non-zero if and only
if µ = ηχ−1, proving (i).
(ii) It’s clear from (i) that two vertices vη and vµ are in the same connected component of the
quiver if and only if η and µ are in the same coset of Y in X(G). The final equality is obvious,
since Y = X(G/D).
(iii) Immediate from (i).
(iv) (a) =⇒ (b): By (ii).
(b) =⇒ (c): By definition of Y .
(c) =⇒ (d): It’s easy to show that any choice of lifts to J of a basis of J/J2 generate J as a
T1-module - see for example [1, Theorem III.1.9(a)]. Thus, if (c) holds then G operates unipotently
on J and hence on T1. The assumption on the characteristic of k ensures that the action of G on
T1 is completely reducible. So (d) follows.
(d) =⇒ (a): Trivial.
Remark. For the applications of Proposition 5.3 below it’s convenient to formulate the following
easy generalisation. Namely, suppose that T is a finite dimensional k-algebra containing a group
algebra kG of a group G whose order is invertible in k, such that the primitive central idempotents
of T are precisely the primitive idempotents of kG. Then conclusions (i), (ii) and (iii) of the
proposition remain true, with J(T ) replacing J .
6. Reduced quantum Borels
6.1. Let w ∈ W and choose b ∈ Xw,e. From Lemma 2.12(ii) and the theory developed in Section
5, we know that U≥0ǫ (b) is a matrix ring over a skew group ring whose coefficient ring is scalar local.
We proceed now to identify the components of this structure.
26 KENNETH A. BROWN AND IAIN GORDON
Let w = si1si2 . . . sit be a reduced expression for w as a product of simple reflections, so
ℓ(w) = t,(11)
and let βi1 , . . . , βit be the corresponding ordered subset of the positive roots of g, with corresponding
PBW-type generators Eβi1 , . . . , Eβit in U
≥0
ǫ , [21, Theorem 8.24], which we renumber respectively
as β1, . . . , βt and as Eβ1 , . . . , Eβt . Writing w0 = ww1 for an element w1 of W with ℓ(w) + ℓ(w1) =
N = ℓ(w0), we obtain corresponding PBW-type elements Eβ1 , . . . , Eβt , Eβt+1 , . . . , EβN of U
>0
ǫ . Set
A(b) to be the subalgebra of U>0ǫ (b) generated by the images in the latter algebra of Eβ1 , . . . , Eβt .
(We’ll abuse notation by using the same notation for the image of Eβi in A(b), for i = 1, . . . , t, and
also in U>0ǫ (b), for i = 1, . . . , N .) Now
U≥0ǫ (b) = U
>0
ǫ (b) ∗ Pℓ,
a skew group ring. By the PBW-type theorem,
dimC(U
>0
ǫ (b)) = ℓ
N ,
with basis {Em1β1 E
m2
β2
. . . EmNβN : 0 ≤ mi < ℓ}. In a similar way, dimC(A(b)) = ℓ
t. Note that A(b) is
normalised by Pℓ in its conjugation action on U
>0
ǫ (b), so that A(b) ∗ Pℓ is a skew group subalgebra
of U≥0ǫ (b), and
dimC(A(b) ∗ Pℓ) = ℓ
t+r.(12)
By [11, Theorems 4.4 and 4.5] and [17, Corollary 2.8] A(b) and A(b) ∗ Pℓ are semisimple, so that
A(b) ∗ Pℓ ∩ J(U
≥0
ǫ (b)) = 0.(13)
By Theorem 2.11(i),
dimC(U
≥0
ǫ (b)/J(U
≥0
ǫ (b)) = ℓ
r−s(w)(ℓ1/2(t+s(w)))2 = ℓr+t.(14)
We conclude from (12), (13) and (14) that
U≥0ǫ (b)/J(U
≥0
ǫ (b))
∼= A(b) ∗ Pℓ.(15)
Notice that (15) explains the correspondence between simple U≥0ǫ (b)− and A(b)∗Pℓ−modules, [11].
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6.2. Thanks to Lemma 2.12(i) there is a canonical isomorphism between Qℓ and the character
group of Pℓ, given by α 7−→ ǫ
(α,−). Thus Pℓ and Qℓ are isomorphic groups, but we shall nevertheless
use the two notations to denote (respectively) the group of automorphisms of U≥0ǫ (b) induced by
conjugation by its subgroup Pℓ of units, and the action of Qℓ by right winding automorphisms.
Lemma. Keep the notation as above and in the previous subsection.
(i) A(b) acts faithfully on each simple U≥0ǫ (b)-module.
(ii) The only ideals of A(b) which are Pℓ-invariant are 0 and A(b).
Proof. (i) By Theorem 2.11(i) the winding automorphisms afforded by Qℓ permute the irreducible
U≥0ǫ (b)-modules transitively. Thanks to the definition of the coproduct and of the winding auto-
morphisms (see (2.11)), the latter act trivially on A(b). Hence, if a simple A(b)-module does not
feature in a component of any one simple U≥0ǫ (b)-module, then that simple A(b)-module doesn’t
feature in any of the simple U≥0ǫ (b)-modules. But this would imply that J(U
≥0
ǫ (b)) ∩ A(b) 6= 0,
contradicting (13). So each simple U≥0ǫ (b) -module is faithful for A(b).
(ii) Suppose I were a non-zero proper Pℓ-invariant ideal of A(b). Then, thanks to (15), Iˆ :=
I ∗ Pℓ + J(U
≥0
ǫ (b)) would be a proper (two-sided) ideal of U
≥0
ǫ (b) , and Iˆ would then annihilate a
simple U≥0ǫ (b)-module V . Thus IV = 0 contradicting (i).
6.3. The following lemma is a special case of [30, Lemmas 6.1.5, 6.1.6].
Lemma. Let R be a ring and let 1 = e1 + e2 + . . . + en be a sum of orthogonal idempotents. Let
G be a subgroup of the group of units of R and assume that G permutes {e1, . . . , en} transitively by
conjugation. Then R ∼= Matn(S), where S ∼= e1Re1.
6.4. Now let
1 = e1 + e2 + . . .+ en
be a decomposition of 1 ∈ A(b) as a sum of primitive central idempotents of A(b), and let
H := CPℓ(e1) = {x ∈ Pℓ : xe1 = e1x}.
Since Pℓ is abelian and since, by Lemma 6.2(ii),
Pℓ acts transitively on {e1, . . . , en},(16)
H = ∩ni=1CPℓ(ei). Let the dimension of a simple A(b)-module be u, so
A(b) = (Matu(C))
⊕(n) .
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Thus e1(A(b) ∗ Pℓ)e1 ∼= Matu(C) ∗H, and it follows from Lemma 6.3 that
A(b) ∗ Pℓ ∼= Matn(Matu(C) ∗H).(17)
By the Skolem-Noether theorem the action of H on Matu(C) is by inner automorphisms. So by
[29, Proposition 12.4], (17) yields
A(b) ∗ Pℓ = Matnu(C)⊗C C
tH˜,(18)
for some twisted group algebra CtH˜ of a group H˜ isomorphic to H. Thus t : H˜ × H˜ −→ C∗ is a
2-cocycle, for which we set
H˜0 := {h ∈ H˜ : t(h, a) = t(a, h) for all a ∈ H˜},
a subgroup of H˜.
Lemma. Z(Matnu(C)⊗ CtH˜) = CtH˜0.
Proof. See [29, Ex.3, p.176].
6.5. By (18), Lemma 6.4 and the known parameters for A(b) ∗ Pℓ (see Theorem (2.11)(i)) ,
|H˜0| = ℓ
r−s(w).(19)
Tracing through the isomorphisms (17), (18) and Lemma 6.4, one sees that the centre of A(b) ∗Pℓ,
CtH˜0, is a group algebra of a group H˜0, where
H˜0 = {αxx : x ∈ H0}.(20)
Here, CtH˜0 is actually an ordinary untwisted group algebra of H˜0, because it is commutative,
by [30, Lemma 1.2.9], and H0 is a subgroup of H (which itself is a subgroup of Pℓ); and, for
x ∈ H0, αx ∈ A(b) is a unit, conjugation by which coincides with the action of x
−1 by conjugation
on A(b). Our aim now is to identify H0. To do so we must
assume that ℓ is prime to the order of w.(21)
Let
X := {x ∈ Qℓ : τx fixes the simple A(b) ∗ Pℓ −modules},
in the notation of 2.11. Thus X fixes the primitive central idempotents of A(b) ∗ Pℓ. Note that
Qℓ, (and hence X), act trivially on A(b), by the definition of the coproduct. Thus, in view of (18),
Lemma 6.4 and (20),
X = CQℓ(H0).(22)
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On the other hand Theorem 2.11(i) states that
X = CQℓ(P
w
ℓ ).(23)
Thus, from (22), (23) and Lemma 2.12(i) we conclude that
H0 = CPℓ(X) = P
w
ℓ .(24)
We summarise what we have proved in the following theorem.
Theorem. Let b ∈ Xw,e and suppose (in addition to the standing hypotheses 2.1 on ℓ) that ℓ
is prime to the order of w. Then the primitive central idempotents of U≥0ǫ (b)/J(U
≥0
ǫ (b)) are the
images of the primitive idempotents of the subalgebra CP˜wℓ of A(b) ∗ Pℓ ⊆ U
≥0
ǫ (b). For x ∈ P
w
ℓ
there is a unit αx in A(b) such that P˜
w
ℓ = {αxx : x ∈ P
w
ℓ }.
6.6. We require a lemma concerning roots.
Lemma. Let w = si1 . . . sit ∈ W with ℓ(w) = t, and let Aw =
∑t
j=1 Zβj , in the notation of 6.1.
Then
Aw =
t∑
j=1
Zαij .
Proof. It is clear that Aw ⊆
∑ℓ(w)
j=1 Zαij since by construction βj is a combination of the simple
roots αik for 1 ≤ k ≤ ℓ(w). We prove the opposite inclusion by induction on ℓ(w) = t, the case
ℓ(w) ≤ 1 being trivial. Let w′ = si2 . . . sit so that ℓ(w
′) = t − 1, and let β˜1, . . . β˜t−1 be the set
of positive roots corresponding to w′. We have β1 = αi1 and βk = si1(β˜k−1) = β˜k−1 + nkαi1 for
2 ≤ k ≤ t and nk ∈ Z. Therefore
Aw′ =
t∑
k=2
Zβ˜k−1 ⊆ Aw,
and so Aw′ + Zαi1 ⊆ Aw. By induction Aw′ =
∑t
k=2 Zαik so we have
∑t
k=1 Zαik ⊆ Aw as
required.
6.7. Blocks and quiver for U≥0ǫ (b). Retain hypothesis (21). From Theorem 6.5 we see that the
hypotheses of Remark 5.3 apply. To state the consequences for U≥0ǫ (b) it remains only to identify
the groups G and D, or equivalently X(G) and Y , in Proposition 5.3. We already know from
Theorem 6.5 that G = P˜wℓ . Since
J(U≥0ǫ (b)) = J(U
>0
ǫ (b)) ∗ Pℓ,
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we can write
J1 = J(U
>0
ǫ (b));
then
D = CP˜wℓ
(J1) = CP˜wℓ
(J1/J
2
1 )),
and we’ll denote this group by Cwℓ .
Theorem. Continue with the notation and hypotheses of this section. In particular, b ∈ Xw,e with
ℓ prime to the order of w, and w as in 6.1. Let d be the number of simple reflections not occurring
in a reduced expression for w.
(i) The number of blocks of U≥0ǫ (b) is |C
w
ℓ |.
(ii) Set Bw = (Aw)
⊥ =
(∑t
j=1 Zβj
)⊥
, a subgroup of P . Then Bw ⊆ Pw and Bwℓ := B
w/ℓBw ⊆
P˜wℓ , with B
w
ℓ ∩ C
w
ℓ = 0, and |B
w
ℓ | = ℓ
d.
(iii) The quiver of each block of U≥0ǫ (b) is a multiply-edged Cayley graph of P˜
w
ℓ /C
w
ℓ with respect
to the generating set given by the inverses of the weights of P˜wℓ on J1/J
2
1 . In particular, B
w
ℓ embeds
in (the set of vertices of) each block.
Proof. Only (ii) and the final sentence of (iii) are not immediate from Remark 5.3. By Lemma 6.6,
Bw =
∑
Z̟j(25)
where the sum is taken over the set Cw of all ̟j such that sj does not appear in a reduced expression
of w. Thus each such ̟j is fixed by w and we have B
w ⊆ Pw. The same argument shows that
Bwℓ ⊆ P
w
ℓ . That |B
w
ℓ | = ℓ
d is clear from (25). Finally, note that for x ∈ Bwℓ , the corresponding unit
αx of A(b) is just a scalar, since B
w
ℓ commutes with A(b). Since these scalars have trivial action on
J1/J
2
1 , the final sentence of (iii) follows.
6.8. The following lemma is useful for calculations.
Lemma. Let w = si1 . . . sit be a reduced expression. Then ℓ(w) = s(w) if and only if ij 6= ik for
all j 6= k.
Proof. Recall that s(w) is the minimal length of w when written as a product of arbitrary reflections.
Suppose that ij = n = ik. Then
sij . . . sik = (snsij+1sn)(snsij+2sn) . . . (snsik−1sn) = ssn(αij+1 )ssn(αij+2 ) . . . ssn(αik−1 )
,
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so ℓ(w) > s(w). Conversely suppose that ij 6= ik for all j 6= k. We prove that ℓ(w) = s(w) by
induction on ℓ(w), the case of ℓ(w) ≤ 1 being clear. Let w′ = si1w so that ℓ(w
′) = ℓ(w) − 1.
Suppose that β =
∑
niαi ∈ Q
w. Since a reduced expression of w′ does not contain the simple
reflection si1 we deduce that if w
′β =
∑
n′iαi then ni1 = n
′
i1
. As β ∈ Qw we have
w′β = si1β = β− < β,α
∨
i1 > αi1 .
As a result < β,α∨i1 >= 0, implying that w
′β = β. Thus Pw ⊆ Pw
′
and so we are in the case where
Pw = Pw
′
∩ P si , (see [11, Section 5.3]), so that s(w) = s(w′) + 1 = ℓ(w′) + 1 = ℓ(w). This proves
the lemma.
6.9. We now have an upper and a lower bound on the number of blocks of U≥0ǫ (b) for b ∈ Xw,e.
Namely, if k is the number of simple modules in a block then it follows from Theorem 6.7 that,
with d as defined there, ℓd ≤ k ≤ ℓr−s(w). We present a sufficient condition for these bounds to
agree.
Corollary. Let b ∈ Xw,e where w = si1 . . . sit is a reduced expression such that ij 6= ik for all
j 6= k. Then U≥0ǫ (b) has a unique block.
Proof. By Theorem 6.7(ii), under the hypothesis of the corollary Bwℓ has cardinality ℓ
r−t. By
Lemma 6.8, t = ℓ(w) = s(w), proving the corollary, in the light of Theorem 6.7(iii).
Remark. Under the circumstances of the corollary, its proof together with Theorem 6.7(iii) shows
that the quiver of U≥0ǫ (b) is a multiply-edged Cayley graph of P
w
ℓ , that P
w
ℓ =
∑
̟j∈Cw
Z¯̟j , and
that the graph includes an arrow starting at each vertex for each fundamental weight ̟j in Cw.
But we don’t know whether additional arrows can also occur in the Cayley graph, besides copies
of these ones.
6.10. In many cases we can determine the number of blocks of U≥0ǫ (b) for all b ∈ B very easily.
Theorem. (i) Let b ∈ Xw,e and b
′ ∈ Xw,e. Then the number of blocks of U
≥0
ǫ (b
′) is no greater
than the number of blocks of U≥0ǫ (b).
(ii) For b ∈ B the algebra U≥0ǫ (b) has at most ℓ
r−s(w0) blocks, and this upper bound is attained for
b in the (open, dense) stratum Xw0,e.
(iii) The following are equivalent:
1. Z(U≥0ǫ ) = Z0;
2. s(w0) = r;
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3. the Cartan matrix C is of type Br, Cr, Dr (r even), E7, E8, F4 or G2;
4. for all b ∈ B, U≥0ǫ (b) has a unique block.
Proof. (i) By [15, Proposition 2.7] the set {A ∈ Alg(n) : number of blocks of A ≤ s} is closed in
Alg(n). Thus, by Remark 4.4 the algebra U≥0ǫ (b
′) has no more blocks than U≥0ǫ (b). (ii) For b
in the non-empty open set Xw0,e of B
−, U≥0ǫ (b) is semisimple with ℓ
r−s(w0) simple modules, by
Proposition 2.10. The first part of the claim now follows from (i). (iii) 1 ⇐⇒ 2 : Since Z0
is integrally closed, Z0 & Z(U≥0ǫ ) if and only if these algebras have distinct quotient fields, and
this happens if and only if, for a generic maximal ideal m of Z0, Z/mZ ' C. Since the generic
maximal ideal of Z0 is contained in a maximal ideal of Z unramified over Z0, we can conclude that
Z0 & Z(U≥0ǫ ) if and only if there is a maximal ideal of Z0 contained in at least two maximal ideals
of Z. So the equivalence now follows from Theorem 2.8.
2⇐⇒ 4: By (ii).
2⇐⇒ 3: This can be read off from [17, Table 1].
6.11. Examples. We illustrate the above analysis with a couple of examples. (i) R = U≥0ǫ . In
this case the simply transitive group of winding automorphisms is Qℓ. A simple calculation yields:
ταi(Ej) = Ej
ταi(Kλ) = ǫ
(λ,αi)Kλ.
A set of primitive idempotents of R is given by
eµ =
∑
λ∈Pℓ
ǫ(λ,µ)Kλ,
for µ ∈ Qℓ. Thus ταi(eµ) = eµ+αi . In the notation of Section 5 it is easy to check that R1 is the
subalgebra of R generated by the elements Ei for 1 ≤ i ≤ r, so is just U>0ǫ . Under the identification
of X(Qℓ) with Pℓ using the inner product, it is straightforward to check that yλ = Kλ for all λ ∈ Pℓ.
Therefore the analysis of the Section 5 recovers the well-known description of U≥0ǫ as a skew group
extension of U>0ǫ . Note too that in this case B
e
ℓ = Pℓ so there is a unique block. In fact one can
check that J1/J
2
1 has a basis given by the images of E1, . . . , Er. The quiver of R (together with
its relations) is described in [19]. (ii) R = U≥0ǫ (b) where b ∈ Xw,e with w = w0si. The following
descriptions can be read off from [17, Theorem 7.7]. We present the algebras in the format of
Proposition 5.2, that is as matrix rings over skew group algebras whose coefficient rings are scalar
local. There are two cases, depending on the value of w0(αi). In the ring-theoretic context of
Proposition 5.3 the dichotomy is determined by whether or not P˜wℓ acts trivially on the Jacobson
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radical.
(a) w0(αi) = −αi. Here,
U≥0ǫ (b)
∼= Matℓ1/2(N−1+s(w))(U
≥0
ǫ (sl2)⊗ CC
w
ℓ ),
where |Cwℓ | = ℓ
r−s(w)−1 = ℓr−s(w0) and we note that U≥0ǫ (sl2) is a skew group extension of a basic
algebra as in (i).
(b) w0(αi) 6= −αi. In this case,
U≥0ǫ (b)
∼= Matℓ1/2(N−1+s(w))(C[X]/ < X
ℓ > ⊗CCwℓ ),
where Cwℓ = P˜
w
ℓ , and |P˜
w
ℓ | = ℓ
r−s(w) = ℓr−s(w0)−1.
7. Reduced quantised function algebras
7.1. Recall the definition of b̟i , c̟i ∈ Oǫ[G] given in 2.4.
Lemma. Let g ∈ G. The number of blocks in Oǫ[G](g) equals ℓ
d where d is the cardinality of the
set {1 ≤ i ≤ r : bℓ̟i(g) 6= 0 6= c
ℓ
̟i(g)}.
Proof. We freely use the notation of the proof of Theorem 3.3. By Theorem 2.8 it is sufficient to
show that Zg has exactly d maximal ideals. By the proof of Theorem 3.3
Zg ∼=
r⊗
i=1
Ri,
where Ri is as in (6). Let bi = b
ℓ
̟i(g) and ci = c
ℓ
̟i(g). We have already seen in (7) that if bi 6= 0 6= ci
then Ri is isomorphic to Cℓ, whilst if bi 6= 0 and ci = 0 then Ri is isomorphic to C[X]/(Xℓ) by (8).
It remains to consider the case bi = 0 = ci. In this case inclusion provides an isomorphism
C[X1, . . . ,Xℓ−1]
I ′i
−→ Ri
where I ′i is the ideal generated by XkXk′ for all k and k
′. Since this is manifestly a local ring, the
result follows from these calculations and Theorem 2.8.
7.2. As noted in [9, Appendix] the elements bℓ̟i , c
ℓ
̟i ∈ O[G] can be interpreted as the classical
analogues of the quantum matrix coefficients b̟i and c̟i . In other words b
ℓ
̟i (respectively c
ℓ
̟i)
is the classical matrix coefficient c˜̟if−w0̟i ,v̟i
(respectively c˜−w0̟ifw0̟i ,v−̟i
). Here we have used c˜ to
distinguish the classical matrix coefficients from their quantum analogues.
Lemma. Let g ∈ Xw1,w2. The algebra Oǫ[G](g) has exactly ℓ
d blocks where d is the cardinality of
the set {1 ≤ i ≤ r : w0w1, w0w2 ∈ StabW (̟i)}.
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Proof. Let’s write Bi ∈ O[G] for the regular function b
ℓ
̟i , and similarly Ci for c
ℓ
̟i . Let w be an
arbitrary element of W . We have f−w0̟i(bwb
′v̟i) ∈ C
∗f−w0̟i(bwv̟i) for b, b
′ ∈ B since v̟i is a
highest weight vector. Hence Bi(bwb
′) = f−w0̟i(bwb
′v̟i) is not identically zero if and only if wv̟i
is a lowest weight vector, and in this case it is non-zero for all b, b′ ∈ B. Note that this happens if
and only if w̟i = w0̟i. A similar analysis applied to Ci shows Ci(bwb
′) 6= 0 for some b, b′ ∈ B if
and only if Ci(bwb
′) 6= 0 for all b, b′ ∈ B if and only if wv−̟i is a highest weight vector. That is,
if and only if −w̟i = −w0̟i. We conclude from the previous paragraph that if g ∈ Xw1,w2 then
Bi(g) 6= 0 and Ci(g) 6= 0 if and only if w0w1, w0w2 ∈ StabW (̟i). The lemma now follows from
Lemma 7.1.
7.3. Recall the definition of the winding automorphisms given in 2.11. For the rest of the paper
we will fix w1, w2 ∈W and assume that ℓ is prime to ord(w
−1
2 w1).
Theorem. Let g ∈ Xw1,w2 and let w = w
−1
2 w1. Let N(w1, w2) ⊆ Q
w
ℓ be the normaliser of one
(hence any) block of Oǫ[G](g) with respect to the (right) winding automorphisms. Let S(w1, w2) =
{1 ≤ i ≤ r : w0w1, w0w2 ∈ StabW (̟i)}. Then
N(w1, w2) = Q
w
ℓ ∩ (
∑
i/∈S(w1,w2)
Zαi).
Proof. By Theorem 2.8 different blocks arise from the different maximal ideals of Z lying over mg, so
we need to see how these are permuted by the right winding automorphisms. By 2.4 such maximal
ideals are determined by the central elements bk̟ic
ℓ−k
̟i for 1 ≤ i ≤ r, 0 ≤ k ≤ ℓ. Hence we need only
study the action of the winding automorphisms on b̟i and c̟i . By definition b̟i = c
̟i
f−w0̟i ,v̟i
where both f−w0̟i and v̟i are highest weight vectors. Therefore
∆(b̟i) =
∑
j
c̟if−w0̟i ,vj
⊗ c̟ifj ,v̟i
where {fj} and {vj} are dual bases of V (̟i)
∗ and V (̟i) respectively. Let β ∈ Qℓ. We have
β(c̟if−w0̟i ,vj
) =


ǫ(β,̟i) if f−w0̟i and vj are dual,
0 otherwise.
Therefore, letting τβ denote the right winding automorphism of Oǫ[G] defined analogously to those
for U≥0ǫ in 2.11, τβ(b̟i) = ǫ
(β,̟i)b̟i . Similarly, we find that τβ(c̟i) = ǫ
−(β,̟i)c̟i . We have shown
that
τβ(b
k
̟ic
ℓ−k
̟i ) = ǫ
2k(β,̟i)bk̟ic
ℓ−k
̟i .
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As in the proof of Theorem 3.3 the maximal ideals of Z lying over mg are obtained by piecing
together the maximal ideals of the algebras Ri for 1 ≤ i ≤ r (notation of the proof of Theorem 3.3).
These maximal ideals in turn depend on the vanishing behaviour of bℓ̟i(g) and c
ℓ
̟i(g). Specifically
if bℓ̟i(g) = 0 or c
ℓ
̟i(g) = 0 then Ri has a unique maximal ideal whilst if b
ℓ
̟i(g) 6= 0 6= c
ℓ
̟i(g) then
Ri is semisimple with exactly ℓ maximal ideals. In the second case it follows from the previous
paragraph that the winding automorphisms permute the primitive idempotents of Ri non-trivially
unless (β,̟i) ∈ ℓZ. Hence the same is true of the maximal ideals. We deduce that the normaliser
in Qℓ of a block of Oǫ[G](g) is simply the subgroup
{β ∈ Qℓ : (β,̟i) ∈ ℓZ whenever b
ℓ
̟i(g) 6= 0 6= c
ℓ
̟i(g)}.
By the proof of Lemma 7.2 this equals the subgroup
{β ∈ Qℓ : (β,̟i) ∈ ℓZ whenever w0w1, w0w2 ∈ StabW (̟i)}.
The theorem follows from Lemma 2.12(iii).
7.4. Let g ∈ Xw1,w2 and let w = w
−1
2 w1. The factor group Q
w
ℓ /N(w1, w2) acts simply transitively
on the blocks of Oǫ[G](g). We claim that this factor group is an elementary abelian ℓ-group of rank
the cardinality of S(w1, w2), where S(w1, w2) is as in the statement of Theorem 7.3. To see this
recall from the proof of Lemma 2.12 that we have a < w >-invariant decomposition Pℓ = P
w
ℓ ⊕P
′
ℓ .
Moreover, since ℓ is prime to the order of w, we have Qwℓ = (P
′
ℓ)
⊥. By definition there is an
isomorphism
Qwℓ
N(w1, w2)
∼=
Qwℓ +
∑
i/∈S(w1,w2)
Zαi∑
i/∈S(w1,w2)
Zαi
.
If i ∈ S(w1, w2) then w̟i = (w0w2)
−1(w0w1)̟i = ̟i. Thus
∑
i∈S(w1,w2)
Z̟i ⊆ Pwℓ which in turn
implies that
∑
i∈S(w1,w2)
Z̟i ∩ P ′ℓ = 0. We deduce that
(Qwℓ +
∑
i/∈S(w1,w2)
Zαi)
⊥ = (Qwℓ )
⊥ ∩ (
∑
i/∈S(w1,w2)
Zαi)
⊥ = P ′ℓ ∩
∑
i∈S(w1,w2)
Z̟i = 0.
Therefore Qwℓ +
∑
i/∈S(w1,w2)
Zαi = Qℓ and we see that the factor group is isomorphic to
Qℓ∑
i/∈S(w1,w2)
Zαi
,
an elementary abelian ℓ-group of the required rank. Summing up, we have shown:
Corollary. Let g ∈ Xw1,w2. Write w = w
−1
2 w1.
1. Oǫ[G](g) has ℓ
card(S(w1,w2)) blocks, each containing ℓr−s(w)−card(S(w1,w2)) simple modules.
2. The quiver of each block of Oǫ[G](g) is a multiply-edged Cayley graph of N(w1, w2).
36 KENNETH A. BROWN AND IAIN GORDON
7.5. Examples. (i) Suppose first that g ∈ Xe,e. Here we have S(e, e) = ∅ and so N(e, e) = Qℓ. In
particular there is only one block. The quiver (and the relations) are described in [19].
(ii) Suppose that g ∈ G lies on the Azumaya locus. Recall from (2.5) that this can be expressed
by the condition that g ∈ Xw1,w2 where ℓ(w1) + ℓ(w2) + s(w
−1
2 w1) = 2N . Let u = w0w1, v = w0w2
and w = v−1u = w−12 w1. Thus ℓ(u) + ℓ(v) = s(w). We have inequalities
ℓ(w) ≤ ℓ(v−1) + ℓ(u) = s(w) ≤ ℓ(w),
which must be equalities. In particular ℓ(w) = s(w) so by Lemma 6.8 w = si1 . . . sit where ij 6= ik
for all j 6= k. Since ℓ(v) + ℓ(u) = ℓ(w) we can assume without loss of generality that v = sik . . . si1
and u = sik+1 . . . sit . It is now clear that
{1 ≤ i ≤ r : w0w1 ∈ StabW (̟i)} = I \ {ik+1, . . . , it},
and that
{1 ≤ i ≤ r : w0w2 ∈ StabW (̟i)} = I \ {i1, . . . , ik}.
Hence S(w1, w2) = I \ {i1, . . . , it} has cardinality r− t = r− s(w). Thus we have a group of order
ℓr−s(w) permuting the blocks simply transitively and a unique simple in each block. This agrees
with Theorem 3.3.
(iii) Let w1 = w0si = w2. In this case S(w1, w2) = I \ {i}. Thus Oǫ[G](g) has ℓ
r−1 blocks and each
contains ℓr−(r−1) = ℓ simple modules.
(iv) Let G = SL4(C). We will compare two situations:
(a) w0w1 = s1s2s3, w0w2 = s1: here S(w1, w2) = ∅ ;
(b) w0w1 = s1s2s1, w0w2 = s1: here S(w1, w2) = {3} .
In both cases we have ℓ(w1) = 7, ℓ(w2) = 9 and s(w
−1
2 w1) = 2. This shows that ℓ(w1), ℓ(w2) and
s(w−12 w1) are not a complete set of invariants for the algebras Oǫ[G](g). This was unknown before!
References
[1] M. Auslander, I. Reiten, and S.O. Smalø. Representation Theory of Artin Algebras. Number 36 in Cambridge
studies in advanced mathematics. Cambridge University Press, first paperback edition, 1995.
[2] V.M. Bondarenko and Yu.A. Drozd. Representation type of finite groups. J. Soviet Math., 20:2515–2528, 1982.
[3] K.A. Brown and K.R. Goodearl. Prime spectra of quantum semisimple groups. Trans. Amer. Math. Soc.,
348:2465–2502, 1996.
[4] K.A. Brown and K.R. Goodearl. Homological aspects of noetherian PI Hopf algebras and irreducible modules of
maximal dimension. J. Alg., 198(1):240–265, 1997.
THE RAMIFICATIONS OF THE CENTRES: QUANTISED FUNCTION ALGEBRAS AT ROOTS OF UNITY 37
[5] K.A. Brown and I. Gordon. The ramification of centres: Lie algebras in positive characteristic and quantised
enveloping algebras. To appear Math. Zeit..
[6] C. Cibils. Half-quantum groups at roots of unity, path algebras and representation type. Internat. Math. Res.
Notices, 12:541–553, 1997.
[7] C. De Concini and V.G. Kac. Representations of quantum groups at roots of 1. In A. Connes et al, editors,
Operator Algebras, Unitary Representations, Enveloping Algebras and Invariant Theory Progress in Math. no.
92, pages 471-506. Boston, Birkhauser, 1990.
[8] C. De Concini, V.G. Kac, and C. Procesi. Some quantum analogues of solvable Lie groups. In Geometry and
Analysis, pages 41–65. Tata Inst. Fund. Res., Bombay, 1992.
[9] C. De Concini and V. Lyubashenko. Quantum function algebras at roots of 1. Adv. Math., 108:205–262, 1994.
[10] C. De Concini and C. Procesi. Quantum groups. Springer Lecture Notes in Mathematics 1565. 31-140.
[11] C. De Concini and C. Procesi. Quantum Schubert cells and representations at roots of 1. In G.I. Lehrer, editor,
Algebraic groups and Lie groups, number 9 in Australian Math. Soc. Lecture Series. Cambridge University Press,
Cambridge, 1997.
[12] Yu. A. Drozd. Tame and Wild matrix problems. In Representations and quadratic forms, pages 39–74. Institute
of Mathematics, Academy of Sciences, Ukranian SSR, Kiev, 1979. (in Russian).
[13] B. Enriquez. Le centre des alge`bres de coordonne´es des groupes quantiques aux racines pα-ie`mes de l’unite´. Bull.
Soc. Math. France, 122(4), 1994.
[14] S. Fomin and A. Zelevinsky. Double Bruhat cells and total positivity. J. Amer. Math. Soc., 12:335–380, 1999.
[15] P. Gabriel. Finite representation type is open. In V. Dlab and P. Gabriel, editors, Representations of Algebras,
number 488 in Springer Lecture Notes in Mathematics, pages 132–155, 1974.
[16] C. Geiß. On degenerations of tame and wild algebras. Arch. Math., 64:11–16, 1995.
[17] I. Gordon. Complexity of representations of quantised function algebras and representation type. Preprint, Uni-
versity of Glasgow, 1998.
[18] I. Gordon. On representations of semsimple Lie algebras in positive characteristic and quantum groups at roots
of unity. In preparation, to appear in Proceedings of the Durham Conference on Quantum Groups, 1999.
[19] I. Gordon. Quantised function algebras at roots of unity and path algebras. J. Alg., 220(2):381–395, 1999.
[20] T.J. Hodges and T. Levasseur. Primitive ideals of Cq[SL(3)]. Comm. Math. Phys., 156:581–605, 1993.
[21] J.C. Jantzen. Lectures on Quantum Groups. Number 6 in Graduate Studies in Mathematics. Amer. Math. Soc.,
Providence, R.I., 1996.
[22] A. Joseph. On the prime and primitive spectra of the algebra of functions on a quantum group. J. Algebra,
169(2):411–511, 1994.
[23] A. Joseph. Quantum Groups and Their Primitive Ideals. Ergebnisse der Mathematik und ihrer Grenzgebiete.
Springer-Verlag, 1995.
[24] A. Joseph. Sur les ide´aux ge´ne´riques de l’alge`bre des functions sur un group quantique. C. R. Acad. Sci. Paris,
321:135–140, 1995.
[25] H. Kraft. Geometric methods in representation theory. In M. Auslander and E. Lluis, editors, Representations
of Algebras, number 944 in Springer Lecture Notes in Mathematics, pages 180–258, 1982.
[26] R. Marlin. Anneaux de Grothendieck des varietes de drapeaux. Bull. Soc. Math. France, 104:337-348, 1976.
38 KENNETH A. BROWN AND IAIN GORDON
[27] J.C. McConnell and J.C. Robson. Noncommutative Noetherian Rings. J. Wiley and Sons, 1988.
[28] B. J. Mu¨ller. Localization in non-commutative Noetherian rings. Canad. J. Math., 28:600–610, 1976.
[29] D. Passman. Infinite Crossed Products. Academic Press Inc., 1989.
[30] D.S. Passman. The Algebraic Structure of Group Rings. Wiley-Interscience, New York, 1977.
[31] I. Reiten and C. Riedtmann. Skew group algebras in the representation theory of Artin algebras. J. Alg., 92:224–
282, 1985.
[32] R.W. Richardson. Intersections of double cosets in algebraic groups. Indag. Mathem., 3:69–77, 1992.
[33] C.M. Ringel. The representation type of local algebras. In Representations of algebras, number 488 in Lecture
Notes in Mathematics. Springer Verlag, 1975.
Department of Mathematics, University of Glasgow, Glasgow G12 8QW
E-mail address: kab@maths.gla.ac.uk
E-mail address: igordon@Mathematik.Uni-Bielefeld.DE
