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résumé et mots clés 
Un modèle de contours déformables élaboré à partir du principe de Fermat est présenté. Le principe de moindre temps per- 
met de définir la trajectoire d'un rayon lumineux dans un milieu d'indice de réfraction non homogène et s'exprime sous 
forme variationnelle. Pour les images, en assimilant les valeurs du gradient des niveaux de gris à cet indice de réfraction, 
on aboutit à un système d'équations définissant une variété active - la traiectoire deformable - pour la détection des contours 
sur les images. La résolution numérique du problème de minimisation qui en découle est fondée sur le principe de pro- 
grammation dynamique qui permet d'obtenir des solutions stables et robustes. De nombreux exemples de détection sur 
images synthétiques et réelles illustrent la méthode proposée. 
Contours déformables, trajectoires déformables, équations d'Euler-Lagrange, principe de Fermat, programmation dyna- 
mique. 
abstract and key words 
We present a new deformable contour variety. Our technique is based on the development of a new class of physics-based 
deformable model - the deformable puth - from the Fermat principle or  less time principle. For image analysis, with grey levels 
v iewed as refraction indexes, we define the deformable path by a set of equations for a minimisation problem. Numerical solu- 
tions are obtained with a dynamic programmation technique, which produces very robust and stable results. We present expe- 
riments involving the detection of contours from synthetic and real images. 
Deformable contours, deformable paths, Euler-Lagrange equation, Fermat principle, dynamic programrning. 
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1. introduction 
Depuis leur introduction en 1987, les contours déformablcs, ou 
contours actifs, sont devenus très populaires. Leur application se 
situe dans de nombreux domaines tels que la recorinaissance des 
forines, la biologie ou I'imageiie médicale. Le plus souvent, le 
modèle utilisé repose sur une analogie mécanique. Dans cet 
article, nous proposons une méthode qui s'appuie s ~ i r  une ana- 
logie optique pour définir un nouveau modèle de contour défor- 
inable. La  résol~ition numériclue du problème de minimisation 
qui en découle est fondée sur le principe de programrnation 
dyiiamirjue. De noinbreux exemples de détection s ~ i r  ilnages 
syntliétiques et réelles illustrent la méthode proposée. 
1.1. contours actifs 
Les modèles classiques de contours actifs Lont appel h la notion 
de corps élastiques siibissant des contraiiltes extérieures [ I l ,  [2] 
et [3]. La Forme prise par l'élastique est liée à une minimisation 
d'énergie totale. Celle-ci est composée par la somii-ie d'une 
énergie interne (énergie de régularisation) liée i~ l'élongation et 
2 la lorsion du corps, e t  d'une énergie externe liée aux forces 
extérieures (définies B partir du gradient ou des niveaux de gris 
d'une image) auxquelles l'élastique est soumis. La dynamique 
de déformation, et donc le temps, ne sont pas pris en coinpte. 
Pour cela, afin d'ajouter h l'information de  position (statique) 
celle qui concerne l'évolution de chaque « élément » de l'élas- 
tique, il coiivient de définir un système de type inertiel-dissipa- 
tif. Le caractère inertiel est obtenu en définissant une densité de  
inasse pour l'élastique, alors que le caractère dissipatif est obte- 
iiu en considérant que le rnilieu (l'image) présente une certaine 
viscosité. Ainsi, masse et viscosité régissent la dynamique de 
déformation. 
Il se pose alors le problème suivant : de quelle rnanière définir 
ces deux grandeurs compte tenu des images à traiter ? Pour cela, 
le modèle est généralement siinplifié d'une psut en ne considé- 
rant que l'aspect dissipatif de la dynamique (le corps est sans 
masse), d'aulre past cn fixant LIII coel'tïcient de viscosité 
coiistaiit dans tout le milieu. La mininiisation de l'énergie totale 
aboutit à un résultat qui dépend Fortement du cl-ioix de la valeur 
retenue pour la viscosité. 
Certaii-ies métliodes tcntent d'énoncer une loi d'évolution locale 
pour la viscosité [31, mais 18 encore, la loi obtei-iue, le plus sou- 
vent à partir d'heuristiques, n'est valable que pour certaines 
familles d'images [4]. Une autre solutioii consiste à n-iodifier 
l'énergie extérieure en intégrant de nouvelles forces qui ne sont 
pas attachées aux données niais peuvei-it être réglées suivant les 
images B traiter, c'est le cas par exemple du n-iodèle du ballon [ 2 ] .  
On peut rioter égalemerit l'existence de modèles de variétés 
actives qui ne sont pas Sondés sur le inodC1e tle I'éliistique, par 
exemple une déforniation géométrique de contour simule I'ex- 
pansion d'un liquide sur un relief [ 5 ] ,  la forinalisation s'inspire 
de  celle utilisée en inécanique pour caractériser la propagation 
d'un front d'onde. 
Les inconvériients principaux des techniques de contours actifs 
peuvent être résun-iés ainsi, (i) 1 'iriitiali.scrtiorr : le contour initial 
doit être placé très près des contours de l'objet pour ne pas être 
arrêté par des éléments non significatifs (rnininiums locaux), 
(ii) le p~rrclrirt;tr~lge : I'éneigie interne ~i 'est  pas invariailte par 
changement d'échelle, de plus la force de contrnctioii n'est pas 
 ouj jours appropriée à une bonne progressioi-i du contour vers la 
srilution. Toutefois, des travaux réceiîts ont permis cl'ainéliorer 
ces faiblesses en introc1uis;irit la m~iltirCsolutio~i soit directement 
sui- les donliées. par traiisfornintion pyrariiidale des iinnges, soit 
en appliq~iant des modèles paramétriques liiéiarchiques de 
contours [6]. 
Une approche dérivée du modCle mécaiiicl~ie classiq~ie pour le 
contour actif est présentCe dans 171. L'idée développée pas les 
auteurs est de s'affi-anchir du problèiiie du cl-ioix des paiaiiièties 
de  i~égularisatiori en constituant Liiie énergie externe (donc liée 
aux données) qui intègre de manière i-iaturelle un terine de régu- 
larisation. Lc iriodkle issu de la n«uvelle forin~ilatioii du probIE- 
ine de n-iiiiimisation d'éneigie n'est alors plus ù caractère inéca- 
nique mais repose SLIS la rccl-icrche de 1ii gc;otli.siqilr riiiriiri~alc 
sur une surface d'action miiiiinale, en d'u~itres termes le chemin 
le plus court entre deux points au travers d'un relief. Bien que la 
démarche initiale soit différente de celle que nous prése~-itoiis 
dans cet article, le formalisn-ie qui en découle est sembtable à 
celui qui cst associE au modClc optique que nous présentons. 
1.2. principe de Fermat 
Le principe de Fermat, dont l'énoncé est le suivant : 
POLO- aller- d'ut1 poirit 2 L ~ I Z  [[Litre, ILI 1llnziti-e eml~t.~lnte I P  tr.njet 
pour. lequel le te177p~ de IxircoLiriv est riîi~zi~izuri~, 
représente une surprenante transition entre la loi qui régit la 
d&forination d'un corps élastique et celle q~i i  décrit la dyna- 
inique d'une inasse en i-iiouvernent. 
Un ruban, ou un fil élastique, est un corps dont certains points 
peuvent subir Line contrainte de triiction iiîd~~isai-it LIII étireii~ent 
local. La dt5forinatioi-i ne varie pas dans le teinps si les 
contraintes sont rnainlenues constantes. La descriptioi-i de l'état 
du corps, c'est-8-dire la position des éléments q ~ i i  le con-iposent 
collectivement, est indépendante du temps. 
Inversement, un objet en inouvement est VLI comme une entité 
individuelle (un bloc) qui tiavcrse l'espace au cours du temps. 
Le inouvement de  l'objet est alors associé h une trajectoire spa- 
tio-ten-iporelle pour laquelle, par définition, i l  est indispensable 
de  prendre en coiupte le temps. 
EII ce qui concerne la luinière, son tnijet est défini h la fois dans 
l'espace (par le chemin emprunté entre deux points) et dans le 
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temps (par la vitesse entre ces poinls). Il est généralement plus 
naturel de percevoir ce trajet spatio-temporel sous fornie d'une 
courbe occupée en tout point et à tout moment par la lumière. En 
conséquence, l'aspect temporel disparaît. Le rayon de lumière, 
bien que défini par une entité isolée occupant tour à tour chaque 
site du trajet, est vu comme un fil indivisible, d'où le terme de 
« rai de lumière ». 
Il est important de noter que la loi de minimisation extraite du 
principe dc  Fermat d'une part aboutit à un problème variation- 
ne1 semblable à celui rencontré avec les contours déformables, 
et d'autre part permet d'élaborer aisément le modèle d'une nou- 
velle variblé aclive que nous avons appelé « ~rajectoires 
actives » afin de détecter les contours sur les images. 
Le principe de Fermat, ou principe de moindre temps, pose que 
Tes t  nzirzinz~~nz sur la trajectoire, on a 
En fait, l'équation (6) indique que l'intégrale du temps de par- 
cours ( 5 )  est stationnair~e par rapport aux variations de la trajec- 
toire, mais nous considérons ici que le temps de parcours de la 
I~imière est réellement minimum. 
2.2. équation d'Euler-Lagrange 
La résolution de l'équation (6) à partir de l'expression (5) du 
temps de parcours est obtenue pour 2. chemin o~tiaue 
D'après le principe de Fermat, le temps de parcours Teiltre deux 
points A et B est défini par 
où L est un lagraiigieil qui a pour expression 
où v est la vitesse de la luniière dans le milieu, elle est fonction 
de l'indice de réfraclion 11 de ce milieu La relation (7) est l'équation d'Euler-Lagrange associée à la tra- 
jectoire y = f (x) suivie par la lumière. 
C 
7 / = -  
72 
( 2 )  
c est la vitesse de la lumière dans le vide. 
Dans un milieu noil homogène, l'indice de  réfraction varie d'un 3. résolution numérique 
- 
point à un autre et le temps de parcours est exprimé en fonction 
de n à l'aide de (1) et (2) 
U 
En exprimant les dérivées partielles dans (7) h l'aide de (8) et 
T = ~ J  i ~ d s  (3) apss simplifications on obtient une équation aux dérivées par- 
C A tielles (EDP) non linéaire du second ordre en j1 (démnnstratioiî 
en annexe) 
2.1. principe de moindre temps 
Dans le cas d'une trajectoire planaire, le chemin emprunté entre 
deux poiilts peut être décrit par la trajectoire !/ = f ( . c ) ,  avec 
En considérant par exemple la variabilité en y, s définit alors le 
paramètre de  la trajectoire. Le temps de parcours entre les points 
est donné par 
que l'on peut mettre sous ta forrne 
avec 
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La résolution ilumérique est obtenue par approximation des dérivées sont approchées par les différences finies (12) ce qui 
dérivées partielles à l'aide des différences finies centrées au confère à la méthode une certaine sensibilité au bruit. De plus, 
point ( x j ,  Y j )  la convergence de l'algorithme est retardée par la non linéarité 
de I'EDP (9). Nous avons donc utilisé une technique différente 
(12a) de résolution numérique. 
La programmation dynamique est dans certains cas l'un des ins- 
YI+ 1 - 21/J + YJ-1  truments les plus efficaces pour rechercher l'optimum d'une i j J  = h2 (12b) fonction. Cependant, afin d'appliquer la programmation dyna- 
mique dans un processus de décision, ce processus doit satissai- 
j = 1, ..,, L, où L est le nonlbre de points pris entre les re ~ L I X  conditions suivantes : (i) la décision est composée de plu- 
deux extrémités fixes, A et B. la est le pas suivant T .  sieurs sous-décisions (dénombrables ou non) qui sont des suites 
de décisions faisant pariie d'une décision, (ii) le processus est 
séquentiel (dans une étape de décision donnée, les résultats des 
3.1. méthode variationnelle étapes précédentes sont déjà traités), ( i i i )  le processus de dCci- 
sion est un processus de Markov (la décision d'une élape lie 
dépend que de l'étape présente et est indépendante des élapes 
En exprimant les dérivées dans (10) h l'aide des expres- 
antérieures). 
sions (12a) et (12b), on obtient pour j = 1 ,  ..., L 
Nous ne présenterons ici que le principe sur lequel repose la 
1 haJ 1z2 technique de progsammation dynamique 181 pour le problèiiie dc 
J = Y + Y -  1) + Y - Y -  - / ( 1  3 )  minimisation qui 110~1s concerne. 
4nJ Si l'on reprend l'expression du teinps de parcours donné par (5) 
La forme matricielle de (13) est donnée par f . " D  
avec 5 partir de l'équation (16), on définit la Sonctionnelle suivante 
et la fonction à valeur optimale S telle que pour x  E [ to ,  E l ]  
M =  
UL-1  b ~ - 1  C L - 1  
où {P) contient tous les parcours admissibles entre les points 
où a, = Zn, - Iza,, b, = -4n,,, c, = 212, +haJ  (5 ,  f ( X I )  et ((1, S(E1)) .  Ecrivons à présent sous forme discrète l'intégrale (16) 
et B: =Pi - a l m ,  PL = PL - CLYB 
I, 
La matrice M est tridiagonale, la résolution de (14) est donc T* = L(x i ,  y:,, g) A z j  (19) 
facilement obtenue par décomposiiion LU. 
.j = 1 
On note toutefois que les éléments de la matrice dépendent de y  
Le problème est alors de minimiser la fonction (non linéarité de l'équation d'Euler-Lagrange) et eii pratique, la 
résolution matricielle nécessite une initialisation très proche de 
la solution réelle. Dans le cas contraire, une méthode itérative de T*(YI, Y2, ~ J L )  = 
type Gauss-Seidel ~itilisant la relation (13) est préferable. T I ( Y I ,  92) f T 2 ( ~ 2 ,  ~ 3 )  + ... + T I , - ~ ( Y L - ~ ,  Y L ) (20) 
avec 3.2. programmation dynamique 
71 
TJ(h,  ~ ) + l ) = ~ + x ;  C + ( Y ) + L - Y ~ ) ~  (21) 
La méthode variationnelle dCTinie ci-dessus fait appel B la dis- 
crétisation des équations d'Euler-Lagrange de la trajectoire. Les où Axt., est le pas en x ,  ce pas peut être variable sur la trajectoire. 
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L'idée utilisée en programmation dynamique est la suivante : 
partant d'un point initial de la trajectoire, le problème de mini- 
misation peut être traité en un nombre fini d'étapes successives 
(ji, j2,  ... , J L )  tel que pour chacune d'elles un nombre limité 
de décisions est défini en allouant à chaque y, dans l'équa- 
tion (21) A l  valeurs. Ainsi, chaque variable d'état y, peut 
prendre 7t1 valeurs a ~ ~ t o u r  de sa valeur courante. La grandeur rn 
détermine la taille AI (= 2m + 1) du voisinage 1D au point 
couranl. 
Pour obtenir la solution au problème de minimisation on définit 
une séquence de fonctions {~,};f-'(fonctions à valeur opti- 
inale) pour lesquelles les y,, définissent les variables d'état. 
Etaizt donné l'expression du temps de parcours 'T, la ininimisa- 
tion de (20) es1 obtenue par la procédure récursive suivante 
Dans l'expression générale de  la relation de récurrence, j repré- 
sente l'étape et yj la variable d'état pour cette étape. 
On dispose ainsi, en fin de procédure, d'un ensemble de m tra- 
jectoires admissibles. Parmi celles-ci, la trajectoire de temps 
minimum est celle pour laquelle 
T,,li, = min T = aiin [SL-I(~L)] 
Y l < î J 2 >  ... YL ?l L 
(23) 
Dans le cas d'une trajectoire fermée (les extrémités A et B sont 
alors confondues) la procédure décrite est également appliquée 
en considérant les z j  comme variables d'état. Pour chaque point 
de la trajectoire, on dispose ainsi des liouvelles coordonnées 
(sj, zjj) de ce point. 
4. traectoires 
dé i ormables 
Le principe de Fermat, appliqué à l'image, nous permet de défi- 
nir un nouveau modèle de contours déformables. Le contour 
n'est pas assimilé à un corps élastique qui se défornie dans u n  
milieu visqueux, mais il est représenté par la trajectoire d'un 
rayon lumineux qui se propage dans le plan de I'iiilage. Nous 
parlerons de « trajectoire déformable 9. 
4.1. indice de réfraction 
L'image est assimilée à un niilieu de  propagation de la lumière. 
L'intensité des niveaux de gris est alors liée à l'indice de réfrac- 
tion qui caractérise ce milieu. 
La relation qui lie les deux grandeurs est obtenue soit directe- 
ment par 
ou n(a ,  y) = iilv{I(x, y)) (24b) 
où inv{) est une fonction d'inversion des valeurs de manière ii 
associer aux faibles indices de réfraction les fortes valeurs d'in- 
tensité des niveaux de gris. 
Les expressions (24a) et (24b) permettent respectivement de 
détecter de fines structures sombres ou claires sui- les images en 
niveaux de gris. 
Soit par l'intermédiaire du gradient de l'image, par exemple 
de manière à doter les régions de contours de valeurs faibles de 
l'indice de réfraction. 
4.2. mise en oeuvre algorithmique 
La mise en œuvre algorithmique adoptée est similaire à celle 
décrite dans 191. Etant donné une image en niveaux de gris et  
une trajectoire initiale définie par L points, I'algorithine de  
détection de contours est appliqué suivant les étapes suivantes : 
1) fornier une liste indexée de points ( p ,  = (xj, yJ)}J=i, ., L 
et choisir la valeur de nz pour le voisinage d'analyse, 
2) POLIS chaque point pj de la liste, calculer la valeur T, suivant 
l'équation (21) et la valeur de ni, en déduire SI à l'aide de  
l'équation (22), 
3) en fin de liste, trouver la trajectoire optiinale à l'aide d e  
l'équation (23) et déplacer les points sur cette trajectoire, 
4) tant que la convergence n'est pas atteinte, reprendre I'algo- 
rithme à la seconde étape. 
La formulation de S, dans I'équatioii (22) ne tient compte que 
du déplacement en 1) (à x fixé) d'un point de la trajectoire. 
Mais, une écriture équivalente est obtenue pour x en considé- 
rant .c comme variable d'état (avec y rixe). Pour permettre à la 
trajectoire de se déformer suivant les deux directions, la valeur 
de S, retenue est celle qui correspond à 
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avec coinme précédemment 
= n i l l [ s J - (  + ( J  + )  (27a) 
nue lorsque le déplacement moyen de tous Ics points ou que la 
variation du temps dc parcours entre deux itérations ne dépasse 
pas un seuil donné. Ce critère d'arrêt pcrinet de pallier le pro- 
blème d'évcnt~ielles oscillations de la trajectoire autour de la 
solution. 
5. résultats et discussion 
est la version suivani J de l'équation (2 1) du temps de parcours. 
Les équations (2 1 )  et (28) dépencleiit du paramètre rn qui fixe la 
taille dc la fenêtre d'analyse en chaque point. En effet 
avec u ,  E [x, - rn, x,  + n ~ ]  (rcspeciivement [ i / ,  - u t ,  l j ,  + n ~ ]  ) 
et pour tout v,+l E [z, k~ - ne, z, + rn] (respectivement 
[y1+  1 - rn, ( j J + l  + rr~]  ), 12 élan1 le pas en !j (respectivement 
en 2) .  Pour Lille direction, 4 ou .t/, cllacune des ~ r z  positions v, 
es1 associée h nL positions u?+, , soit m2 temps de parcours pos- 
sibles pour cliaclue couple de points. Pour un contour défini à 
partir de n points la complexité est O(nm2) .  
L'équation (26) permet le déplacement d'lin point de la trajec- 
toire dans une des deux directions (figure 1 ). 
La convcrgence de l'algorithme est assurée étant doiiné que la 
configuration des points sur le coiitour n'est modifiée q ~ i c  si le 
temps de parcours total peut être réduit sur une nouvelle confi- 
guration dans la fenêtre d'analyse. Le temps dc parcours est 
donc une fonction monotone décroissante du nombre d'itéra- 
tions. La convergence de l'algorithme est donc normalemeiit 
obtenue lorsque tous les points de la trajectoire se stabilisent sur 
une position donnée (pas de modification du temps de parcours). 
En réalité, pour assurer cettc convergence, la stabilité est recon- 
d'analyse 
IE/= 1 
Figure 1. - Paur cliaqiie point, 1:) fenêtre d'analyse (ici I I I  = 1) limite lu 
recherelie du déplaceiiicni entre deux itérations (k) et ( k + l )  respcctiveiiieiit 
pour chaque direction x oii y.  
Cette section est illustrée d'un certain nornbrc de résultats de 
détection de contours, ouveris ou Sei-niés, ou de structures parli- 
culières SLW des images synthétiques et réelles. De plus, nous 
montrerons de quelle manièrc la détïiiitiori de l'indice de réfrac- 
tion permet de contrôler la régularité de la trajectoire de Fermat. 
5.1. exemples de détections 
Dans cette section, Ics résultats sont obtenus à partir cl'iiiie 
misc h l'échelle des valeurs de I'inclice dc réfraction dans I'in- 
tervalle [ l ,  21. 
Le premier résultat est obtenu sur une image synthétique sepré- 
seillant Lin cercle sur un fond composé d'éléinents de contours 
(image 256 x 256 pixels). Les résultats illustrés sur la figure 2 
sont obtenus pour deux valeurs du paramètrc rn (coloniie de 
gauche) et différentes valeurs du niveau de bruit gaussien 
(colonne de droite) ajouté à l'image originale. Le contour initial 
figuré sur l'image originale est constitué de 64 points régulière- 
Figrire 2. - Deteetion sur iiiie image syntliétique. Coloiiiie de gauclie, 
contour initial et rés~iltats ol>tenus respectiveinent pour III = 2 (au centre) 
et 111 = 4 (en bas). Colonne de tlroite, tlétections (tn = 4) en présciice de bruit 
polir une variance de 0,I (en haut), 0,35 (au centre) et 0,7 (en bas). 
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ment espacés le long de la trajectoire fermée. Pour n~ = 2 ,  la 
trajectoire reste accrochée, après convergence, sur des éléincnts 
de contours non significatifs. Une légère augmentation de Ia 
raille de  la fenêtre d'analyse ( n ~  = 4 )  permet à la trajectoire de 
se déformer pour venir épouser approximativement le cercle. 
Dans le cas d'une image dégraclée, l'algorithme montre une 
bonne robustesse au bruit. Les résultats obtenus, pour des 
variarices égales à 0,1, 0,35 et 0,7, sont satisfaisant même pour 
un fort niveau de bruit. 
Le secoiid exemple porte sur la détection de fines structures sur 
des images d'angiographie rétinienne. A partir d'une trajectoire 
initiale ouverte, oii cherche h détecter Ics vaissesiux qui appa- 
raissent plus clairs quc le reste de I'image (figure 3). Les valcurs 
de l'indice de réfraction sont obtenues à Ikidc de l'équation 25b 
applicluée sur les niveaux de gris de l'image originale. Les résul- 
tats de la détection de deux vaisseaux, illustrés sur la figure 4, 
sont obtenus respectivemeiit après 30 et 34 itérations, pour Line 
valeur de   IL = 2. 
Figure 3. - Detection de structures linéaires. Deux exemples d'inii 
du cheinin optique. 
Le troisième exemple porte sur l'image en niveau de gris d '~ine 
clé que l'on cherche B détecter 21 partir d'une trajectoire initiale 
illustrée sur la figure 5. Dans ce cas, l'indice de réfraction cst 
exprimé à l'aide des valeui's du gradient de l'image originale, 
écl~ratiori 26. La trajectoire est constituée de 128 points et la 
taille de la fenêlre d'analyse est cléfinie par la valeur nt = 1. La 
déformation de la trajectoire est illustrée aux itérations 5, 15 el  
24 de I'algorithnie. 
Le quatrième exemple illustre également la détection d'lin 
contour à partir d'une trajccloire fermée initialisée sur une 
image échographique du coeur (coupe transversale), figure 6. La 
~rajectoire initiale est coristituée de 128 points. Les valeurs de 
I'iiidice de réSraction sont données par l'équation 25b appliquée 
s~ i r  les niveaux de gris de l'image originale. 
Le résultat, obtenu après 42 itérations, montre la stabilisation de la 
trajectoire dans la région coi~espondant  LI contour du myocarde. 
Le ciiiq~ii&mc exemple porte sur la délecrion du ventricule 
gauche sur une image échographique (coupe longitlidinale, 4 
cavités). Le contour initial est positionné de part et d'autre du 
conlo~ir eclierché (figure 7). La convergence est obtenue après 
27 itérations. 
Le de~liier exemple montre le résultat de la défection d'une cel- 
lule musculairc (figure 8). L'indice de réhacrion est calculé à 
partir de la norme du gradient inversée. La taille de la fenêtre 
d'analyse est fixée h la valeur rrz = 2 et le rési final est 
Figiire 4. - 12ésoltals de 1:) clétectioii de5 vaisseairu sélcçtionnés sirr Iii ligii- Figiire 5. - Détection [le la clé. De liaut en L):is, contour iniliril et çontoiirs 
re 3, après respecliveiiient 30 et 34 itérations, pour urie valetir [le 111 = 2.  (l6tertés respecliveiiieiit aiix itérations 5, 15 et 24. (avec II! = 1). 
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Figure 
Contoi 
6. - Késiiltnt de la clétcction sur I'iii~itge écliograpliiqiie di1 caur. 
II- iiiitial et  évolutioii du contoiir res[)ectiveiiiciit après 15, 35 et 42 
Figure 7. - Résultat de la détection sur l'image échograpliiquc du cacur. 
Contour initial et évolution du contour rcspcctivenient après 5, 10, 15,20 et 
27 itérations (avec in = 2). 
obtenu après 29 itérations de I'algorithinc. La trajectoire est ini- 
tialisée par une forme rectangulaire placée de  part et d'autre des 
contours de la cellule. L'évolution dc cette trajectoire est illus- 
ti-ée sur la figure 8 aux itérations 5, 10, 15, 20 et 25. 
5.2. indice d e  réfraction 
et régularisafion 
Dans la section précédente la définition de l'indice de réfraction 
cornine Sonction des niveaux de gris ou dcs valeurs du gradient 
de l'image est donnée par les équatioils (24) et (25). Mais qu'en 
est-il de l'influence clc l'échelle des valeurs de l'indice de 
réfraction rz ainsi obtenues sur le résultat Sinal ?. En ei'let, bien 
que l'expression du teinps de parcours (équatioii 3) inoiitre que 
itorations (avec m = 2). la trajectoire est invariante par chaiîgement d'éclielle des valeurs 
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Figure 8. - Résiiltat de la détection sur  une cellule m~isculaire. Preiiiière 
ligne, c o ~ i t o ~ i r  initial reporté respectivement su r  l'image originale et su r  
l'image du gradient  inversé. Lignes suivarttes, évolution [lu contour aux ité- 
rations 5, 10, 15, 20, 25 et 29 (avec III = 2). 
cle rf,, i l  n'en demeure pas iuoins que dans I'expressioii de I'EDP 
associée à cette trajectoire (équation 9) la valeur du rnpport entre 
n et ces variations (suivant .c ou y) irillue sur la solutioii finale. 
Nous proposoris donc de définir un nouvel indice de réfiaction 
cle la manièrc suivante 
avec no > 0. 
Le temps de parcours total est donc la somme du teinps de par- 
cours de la lumière dans un milieu d'indice de réfraction hornn- 
gène rr0 et du teiilps de parcours de la Itirnière dans Lin milieu non 
homogène. Or dans le milieu homogène, nous savons que la tm- 
jectoire de Ferniat es1 une droite alors que pour le milieu non 
homogène la courbure en un point de cette trajectoire dépend de 
la variation selalive de l'indice de réfraction. Par analogie avec la 
théorie des fibres optiques à gradient d'indice, nous pouvons 
considérer dans ce cas l'image cornme un milieu initialement 
homogène (5i valeur 110) « dopé par diff~~sion » de manière à aug- 
menter I'indice de réfraction dans les régions dépourvues de 
conto~irs. La courbure de la 1ri1je~toii.e de Feimat est alors fonc- 
Figure 9. - blodificiitioii de lii r6guliirité d e  lii trajectoire (le Feriiint p a r  
où AIL cst obtenu h l'aide des éqlialions (24) ou (25) et norina- i~ccroisseri~er~t de III L ~ I C I J ~  n~inirnalc il,, de l'indice d e  réîriictioii. E n  Iiliut, 
lis6 (&rt E [ O ,  11) 110 est Lin ofjCvct 5 valeur cciiistantc polir LOliS iiiiage (III Iriliin et tfiijcctciire initiale. I.igiie5 sitivrirites, trajectoire fititiles 
les pixels de l'image. De la sorte, I'écl~iatioii (3) dcvient o1)toiiics 1>o1irIcs valei i r~ rcspectl',es rIc II,, = Il.01, 1, 2 et 4. 
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tion de la variation relative de l'indice de rét%action. En d'auti-es 
termes, la rég~ilarité de la trajectoire est contrôlée par la valeiir 11". 
La figure 9 illustre I'intl~~ence du paramètre de régularisation no 
sur le résultat final (no est respectivement fixé aux valeurs 0.0 1 ,  
1, 2 et 3). L'auginentation de no a pour conséquence une aug- 
mentation de la régularité de la trajectoire. 
5.3, équivalence avec I'ap roche P {< géodésique minima e » 
Dans l'approche proposée par Cohen et Kimrnel [7], la détection 
d'un contour est obteriue par la recherche du chcmin C d'action 
minimuni entre deux points A et B. L'énergie ii minimiser a 
pour expression 
P cst le potentiel d'attraction lié aux données et w est une 
constante de pondération du terme de régularisation. Si le para- 
mètre s représente la longueur d'arc de la courbe C ,  alors 
IIC1(s) Il2 = 1. et i'éq~ialion (32) devient 
oii P = P + w représente un potentiel doté d'un terme de régu- 
larisation qui contrôle le lissage de la courbe. 
Le potentiel d'attraction P peut-être directement calculé à partir 
des niveaux de gris ou du gradient de l'image, ou (et c'est le cas 
lorsque les contours recherchés présentent certaines discontinui- 
tés) être une fonction de la carte des distances des pixels de 
l'image aux points de contours préalablement détectés par un 
opérateur ad /ZOC. Dans les deux cas, la méthode de résolution 
numérique diffère de celle classiquelnent utilisée pour les varié- 
tés actives. En effet, le contour recherché n'est pas détecté après 
déformations successives d'un contour initial, mais à la suite 
d'une procédure de propagation entre les points de départ et 
d'airivée qui doivent corsespondre à des pixels effectivement 
situés sur le contour à détecter. Le cliemin obtenu défini la géo- 
désique minimale entre ces deux points dans l'espace métriq~ie 
sous-jacent. 
Les auteurs montrent qu'en valeur absolue la courbure f i  du che- 
min est boniée par 
où D est le domaine de l'image sur lequel est calculé le poten- 
tiel P. Le terine de régularisation introduit dans le modèle des 
contours géodésiques permet dc coritrôler le lissage de la coiir- 
be. 11 est intrinsèque aux cloiinées. Le forinalisine de l'approche 
géodésique étant identique à celui de l'approche que nous pro- 
posons, nous donnons dans ce qui suit une interprétation phy- 
sique de la géodésique ct du terme de régularisation à l'aide du 
principe de Fermat. 
A partir des équations d'Euler-Lagrange associées h la trajectoi- 
re du rayon liiinineux 
avec cls = d w ,  on exprime l'équation de mouvement 
du photon dans le milieu hétérogène B l'aide du paraiiiètre spa- 
tial s 
où ï? est LIII vecteur unitaire tangent B la trajectoire. On a 
C ds = - t l t ,  l'équation de niouvement (36) s'exprime par 
72 
2 2 
(j'y = % (2) - 2% ($) (2 )  - 2 (2)  (37) dt" 
Les expressions (37) sont des géodésiques dans l'espace muni 
d'une métrique temporelle, donc la recherche de la trajectoire de 
Fermat correspond bien à l'obtention de la géodésique minima- 
le entre deux points dans cet espace. 
A partir des équations (36) nous pouvons exprimer la courbiire 
sur la trajectoire, en effet en développant (36) on a 
soit sous forme vectorielle 
où Tl est un vecteur unitaire normal à la trajectoire. Ainsi, on a 
On retrouve donc l'expression équivalente à (34), en effet 
d'après (40) 
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Figure 10. - Trajectoires obtenues pour différentes valeurs niaximales de la courbure. De gauclie ii droite, image initiale puis contours clétectés i'es~)ectiv@- 
mcnt pour rc,,,,, = 10,1, 0.5 et 0.3. 
la valeur de f i  sur le contour C est donc bornée par lement suivant le type des images i~ traiter sont liées à la « réso- 
lution )) des contours présents sur les images. Par exemple, une  
1 1  v7111~- 
,hl G 51111. { ) (42) trop faible valeur de ni, peut aboutir à un blocage de In trajec- 
toire S L I ~  des contours parasites isolés. Une trajectoire constiluée 
avec n = 710 + AIL, d'oh d'un trop petit nombre de points risque de traverser une région de contour peu marquée sans s'y stabiliser, 
Bien que totalement différentes, les deux approches « contour 1 ~ 1  < Sllpc. 
710 + An, no + irif,,{An) géodésique » et « trajectoire déformable » aboutissent au inên-ie 
formalisme. Pour la première, partant du modèle mécanique 
sachant que sur le domaine D de l'image on a défini A n  tel que classique les auteurs [7] proposent un modèle qui est fondé sur 
O < An < 1, alors la recherche d'un chemin d'action miiiiinale et q u i  pei-d toute 
analogie avec le principe pliysique initial. L'approcl~e présenlée 
x ~ ~ { I I V ( A n ) l l )  - (44) ici est réellement fondée sur Lin principe pl~ysique à partir du ' no + illfD{An) no modèle optique, le temps de parcours et le terme de  régularisa- 
le paramètre no qui définit en quelque sorte le rayon de courbu- tion y trouvent un sens physique. 
re mil,imunl de la lrajectoire de F ~ ~ ~ ~ ~ ,  L~ figure 1 O donne les De manière à rendre ln  méthode moins sensible aux valeurs des 
trajectoires pour différentes valeurs de la  cour- paramètres, nous avons élaboré une extension du modèle. Celte 
bure maximale. extension définit un modèle de rl-cijectoil-t. ditale dans lequel 
deux trajectoires sont initialisées l'une k l'extérieur et  l'autre à 
l'intérieur de la région délimitée par le contour à détecter ou, 
dans le cas d'un contour ouvert, de part et d'autre de Ia structu- 6. conclusion re 6 localiser. Les deux trajectoircs sont mises en relation par 
une force de liaison et doivent répondre au principe de  moindre 
temps. Cette approche, que nous ne présentons pas ici, donile de  
Nous avons considéré l'image comme un milieu non Iiomog&ne bons résultats par exemple, dans les cas où le modèle initial (une de propagation de la lumière. Ce milieu est doté d'un indice de 
seule trulectoire) est en Cchec de la sur des 
i'éfraction dont les valeurs dépendent, suivant les cas, des éIémenls de contours 
valeurs des niveaux de gris ou du gradient de l'image. Ce modè- 
le est fondé sur le piincipe de Fermat pour estimer la trajectoire 
de la lumière entre deux points cl-ioisis parmi les pixels de I'iina- Annexe : obtention de I'EDP associée à 
ge. Ces points permettent de définir une trajectoire initiale la trajectoire (équation 9 )  (ouverte ou fermée), puis, cette trajectoire est déformée au cours 
d'une procédure de minimisation qui tend à estimer la trajectoi- Partant de l'expression du lagi.angien (8), on obtient d'une part 
re de teinps de parcours minimum. UII algorithme élaboré s ~ t r  le 
principe de  la programination dynamique est utilisé pour üL la71 
résoudre ce  problème. L'enseinble du traitement est faiblement - = -- JCQ 8~ C a!] (A 1) 
paramétré et les différents résultats obtenus indiquent Urie bonne 
robustesse au bruit et rnoritrent que le modèle est adapté à une Part 
grande variété d'iinages. Les paramètres priiicipaox de I'algo- 
rithme sont donnés par le iiornbre de points cléfinis siir la trajec- 
toire et  leur déplacemerit rnaximiii~l possible (défini par 172) 
entre deux itéralions. Ccs valeurs qui peuvent être ~ijustées Iàci- (A21 
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avec 
û CiL l ü n  rj G(a)=;zdm 
soit 
finalement, en utilisant (Al)  el (A5), l'équation d'Euler- 
Lagrange (7) associée à la trajectoire peut être réécrite sous la 
forme 
an.:,-an., û n .  ûn, 
n ÿ + - 9  -u + - y - - = O  ûx 3 y  ûx dy 
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