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DOUBLE GRAPH COMPLEX AND CHARACTERISTIC
CLASSES OF FIBRATIONS
TAKAHIRO MATSUYUKI
Abstract. In this paper, we construct a double chain complex generated by
certain graphs and a chain map from that to the Chevalley-Eilenberg double
complex of the dgl of symplectic derivations on a free dgl. It is known that
the target of the map is related to characteristic classes of fibrations. We can
describe some characteristic classes of fibrations whose fiber is a 1-punctured
even-dimensional manifold by linear combinations of graphs though the coho-
mology of the dgl of derivations.
1. Introduction
The Chevalley-Eilenberg complex of the limit of the Lie algebra of symplectic
derivations on (graded) free Lie algebras is isomorphic to the graph complex defined
by the cyclic Lie operad (details in [9, 10, 3, 4]). In this paper, we introduce an
extension of (the dual of) the construction to a Lie algebra of symplectic derivations
on free dgls. Let (W,ω) be a finite-dimensional graded vector space with symmetric
inner product of even degree N and δ a differential of degree −1 on the completed
free Lie algebra LˆW satisfying the symplectic condition δω = 0. An important
example is the case that (LˆW, δ) is a Chen’s dgl model of an even dimensional
manifold and ω is its intersection form. We construct a W -labeled graph complex
C•,•com(W ) and a chain map
C•,•com(W )→ C
•,•
CE(Derω(LˆW ))
to the Chevalley-Eilenberg (double) complex C•,•CE(Derω(LˆW )) of the differential
graded Lie algebra (Derω(LˆW ), ad(δ)) of symplectic derivations on LˆW . Further-
more, from the non-labeled part C•,•com(N,Z) of the graph complex, which depends
on only the integer N and the set Z of degrees of W , we can obtain a chain map
C•,•com(N,Z) ⊂ C
•,•
com(W )
Sp(W,δ) → C•,•CE(Derω(LˆW ))
Sp(W,δ),
where Sp(W, δ) is the group of graded linear isomorphisms of W preserving ω and
δ. In the case of N = 0 and Z = {0}, the map corresponds to the Kontsevich’s one
[9, 10].
The construction above gives characteristic classes of fibrations. It is known
that characteristic classes of simply-connected fibrations are related to Lie algebras
of derivations [17, 18]. In non-simply connected cases, we got relations between
characteristic classes and Lie algebras of derivations as in [14, 8]. In this paper, we
consider the case that the boundary of a fiber is a sphere. For a simply-connected
compact manifold X with ∂X = Sn−1, let aut∂(X) be the monoid of self-homotopy
equivalences of X fixing the boundary pointwisely and aut∂,0(X) its connected
1
2 TAKAHIRO MATSUYUKI
component containing idX . According to [1], the isomorphism
H•(B aut∂,0(X);Q) ≃ H
•
CE(Der
+
ω (LX))
is obtained. Here LX is a cofibrant dgl model of X . The underlying Lie algebra of
LX is generated by the linear dual W of the suspension of the reduced cohomology
of X . So the graph complex above gives the invariant part of the cohomology
H•CE(Der
+
ω (LX)) with respect to the action of the group Sp(W, δ) of automorphisms
of W with intersection form preserving the differential δ of LX . Using the Serre
spectral sequence for the fibration
B aut∂,0(X)→ B aut∂(X)→ Bπ0(aut∂(X)),
the image of the natural map H•(B aut∂(X);Q)→ H
•(B aut∂,0(X);Q) is included
in the invariant part. We give a chain map
C•,•com(N,Z)+ → C
•,•
CE(Der
+
ω (LX))
Sp(W,δ).
using a positive truncated version C•,•com(W )+ of C
•,•
com(W ). Considering W -labeled
graphs, we can also obtain a W -labeled version C•,•com(W )+ and a chain map
C•,•com(W )+ → C
•,•
CE(Der
+
ω (LX)).
Acknowledgment. I would like to thank Y. Terashima and H. Kajiura for many
helpful comments. This work was supported by Grant-in-Aid for JSPS Research
Fellow (No.17J01757).
2. Preliminary
In this paper, all vector spaces are over a field K whose characteristic is zero. A
field K is regarded as a Z-graded vector space whose all elements have degree 0.
For a finite set U , the number of elements in U is denoted by #U .
All tensor products of linear maps between Z-graded vector spaces contain their
signs: for homogeneous linear maps f : A → V , g : B → W between Z-graded
vector spaces, we set
(f ⊗ g)(a, b) := (−1)gaf(a)⊗ g(b)
for a ∈ A and b ∈ B. (We often denote by |a| the degree of an element a. But we
omit the symbol | · | of the degree when it appears in a power of −1. For example,
(−1)ga means (−1)|g||a|.)
Let V be a Z-graded vector space. We denote V i the subspace of elements of V of
cohomological degree i and Vi = V
−i the subspace of elements of homological
degree i. Remark that the linear dual V ∗ = Hom(V,R) of V is graded by
(V ∗)i = Hom(Vi,R).
The p-fold suspension V [p] of V for an integer p is defined by
V [p]i := V i+p
and elements of V [p]i are presented by xσ for x ∈ V i+p using the symbol σ of
cohomological degree −p. The p-suspension map V → V [p] is also denoted by σ.
In this paper, the N -suspension σ for an even number N often appears. It is used
for adjusting degrees of elements though we can ignore it when calculating signs.
Let V be a Z-graded vector space and α : V ⊗ V → K be a non-degenerate
bilinear map of (cohomological) degree n. Out of the two conditions
(i) α(x, y) = (−1)xyα(y, x) for homogeneous elements x, y ∈ V , and
(ii) α(x, y) = −(−1)xyα(y, x) for homogeneous elements x, y ∈ V ,
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the pair (V, α) is called symmetric vector space with degree n if satisfying (i),
and symplectic vector space with degree n if satisfying (ii).
2.1. Algebras and signs. Let V be a finite-dimensional Z-graded vector space.
Definition 2.1. We define the following quotient algebras of the tensor algebra
TV generated by V .
• The symmetric algebra SV generated by V is the Z-graded commutative
algebra which is the quotient algebra obtained from the Z-graded tensor
algebra TV by introducing the relation
xy = (−1)xyyx
for x, y ∈ V . The image of V ⊗k for an integer k in SV is denoted by SkV .
• The exterior algebra ΛV generated by V is the Z-graded anti-commutative
algebra which is the quotient algebra obtained from the Z-graded tensor
algebra TV by introducing the relation
xy = −(−1)xyyx
for x, y ∈ V . The image of V ⊗k for an integer k in ΛV is denoted by ΛkV .
Definition 2.2. For distinct elements v1, . . . , vk ∈ V and a permutation π ∈ Sk,
the sign ǫ defined by the equation on SkV
v1 · · · vk = ǫ · vpi(1) · · · vpi(k)
is called the Koszul sign of (v1, . . . , vk) 7→ (vpi(1), . . . , vpi(k)). Similarly the sign ǫ¯
defined by the same equation in ΛkV is called the anti-Koszul sign. Note that
the equation ǫ¯ = sgnπ · ǫ.
2.2. Derivations. Let W be a finite-dimensional Z-graded vector space.
2.2.1. Completed tensor algebras. We denote the completed tensor algebra by
TˆW :=
∞∏
r=0
W⊗r.
Its product µ and coproduct ∆ are defined by
µ(x1 ⊗ · · · ⊗ xs, xs+1 ⊗ · · · ⊗ xr) = x1 ⊗ · · · ⊗ xr,
∆(x1 ⊗ · · · ⊗ xr) =
r∑
s=0
∑
τ∈Ush(s,r−s)
ǫ · (xτ(1) ⊗ · · · ⊗ xτ(s))⊗ (xτ(s+1) ⊗ · · · ⊗ xτ(r))
for homogeneous elements x1, . . . , xr ∈W , where Ush(s, r−s) is the set of (r, s−r)-
unshuffles and ǫ is the Koszul sign of the permutation (x1, . . . , xr) 7→ (xτ(1), . . . , xτ(r))
(Definition 2.2). The primitive part of TˆW is the completed free Lie algebra LˆW .
These algebras have the gradings defined by the grading of W .
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2.2.2. Derivations on a completed tensor algebra. Let Der(LˆW ) be the Lie algebra
of (continuous) derivations on the completed algebra TˆW . Given a symplectic inner
product ω of degree N onW , we define the Lie algebra of symplectic derivations
on TˆW
Derω(TˆW ) := {D ∈ Der(TˆW ); D(ω) = 0}.
Here ω is identified with the element of LˆW described by∑
i<j
ωij [x
i, xj ],
where {xi} is a basis ofW and the matrix (ωij)i,j is the inverse matrix of (ω(xi, xj))i,j .
Since derivations on TˆW are determined by the values on the generating space
W , we get the isomorphism as graded vector space
Φω : Der(TˆW ) ≃ Hom(W, TˆW ) ≃ TˆW ⊗W [−N ] =
∏
r=1
W⊗r[−N ],
where the second isomorphism is induced by the isomorphism Hom(W,R) ≃W [−N ]
derived from non-degeneracy of ω. Furthermore, we also have the identification by
Φω
Derr(TˆW ) := {D ∈ Der(TˆW );D(W ) ⊂W⊗(r+1)}
≃ Hom(W,W⊗(r+1)) ≃W⊗(r+2)[−N ].
Fixing a homogeneous basis x1, . . . , xm of W , the derivations xi1 · · ·xik∂/∂xi (1 ≤
i1, . . . , ik, i ≤ m), which are these elements corresponding to the linear map xi 7→
xi1 · · ·xik , consist a basis of Derk+1(TˆW ). On the basis, Φω is described by
Φω
(
xi1 · · ·xik
∂
∂xi
)
=
∑
j
ωijx
i1 · · ·xikxjσ−1,
where σ−1 is a symbol of the (−N)-suspension which has homological degree −N .
By the identification Φω, the space of symplectic derivations is described by
Derω(TˆW )
Φω
≃
∞∏
r=1
(W⊗r)Z/rZ[−N ] =
∞∏
r=1
W (r)cyc[−N ].
Here W
(r)
cyc := (W⊗r)Z/rZ is the space of invariant tensors by cyclic permutations of
tensor factors, which is also defined in Definition 3.2.
Therefore the Lie algebra Derω(LˆW ) of symplectic derivations on LˆW is de-
scribed by
Derω(LˆW ) := Der(LˆW ) ∩Derω(TˆW )
Φω
≃
∞∏
r=2
W (r)[−N ],
Derr+2ω (LˆW ) := Der
r+2(LˆW ) ∩Derω(TˆW )
Φω
≃ W (r)[−N ],
where W (r) := (LW ⊗W ) ∩W
(r)
cyc.
Through the isomorphism Φω, the Lie algebra structure of Der(TˆW ) is described
as follows:
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Lemma 2.3. Let [ , ] be the Lie bracket of Der(TˆW ). Then the linear map
[ , ]ω := σΦω ◦ [ , ] ◦ (Φ−1ω σ
−1)⊗2 is equal to
∑
d1+d2=N
(id⊗ω(d1,d2))

 ∑
1≤t<r2
πr1,r21;t +
∑
1≤s<r1
πr1,r22;s

 :W⊗r1⊗W⊗r2 →W⊗r1+r2−2
where ω(d1,d2) :W ⊗W → R for integers d1, d2 is the composition of the projection
W ⊗W → Wd1 ⊗Wd2 and the restriction of ω to Wd1 ⊗Wd2 , and π
r1,r2
1;j , π
r1,r2
2;i :
W⊗r1 ⊗W⊗r2 →W⊗r1+r2 for 1 ≤ i ≤ r1, 1 ≤ j ≤ r2 is defined by
πr1,r21;j (a
(1)
1 · · · a
(1)
r1 ⊗ a
(2)
1 · · · a
(2)
r2 ) = ǫ · a
(2)
1 · · · a
(2)
j−1a
(1)
1 · · · a
(1)
r1−1
a
(2)
j+1 · · · a
(2)
r2 a
(1)
r1 a
(2)
j
πr1,r22;i (a
(1)
1 · · · a
(1)
r1 ⊗ a
(2)
1 · · · a
(2)
r2 ) = ǫ · a
(1)
1 · · · a
(1)
i−1a
(2)
1 · · · a
(2)
r2−1
a
(2)
j+1 · · · a
(2)
r2−1
a
(1)
i a
(2)
r2
for homogeneous elements a
(1)
1 , . . . , a
(1)
r1 , a
(2)
1 , . . . , a
(2)
r2 . Here ǫ is the Koszul sign of
the corresponding permutations.
Proof. Let x1, . . . , xm be a homogeneous basis of W . The Lie bracket for the basis
is described by [
xi1 · · ·xik
∂
∂xi
, xj1 · · ·xjl
∂
∂xj
]
=
∑
t
ǫδjti x
j1 · · ·xjt−1xi1 · · ·xikxjt+1 · · ·xjl
∂
∂xj
−
∑
s
ǫ′δisj x
i1 · · ·xis−1xj1 · · ·xjlxis+1 · · ·xik
∂
∂xi
where ǫ = (−1)(x
i1+···+xik−xi)(xj1+···+xjt−1 ), ǫ′ = (−1)(x
j1+···+xjl−xj)(xis+1+···+xik−xi),
and δij is the Kronecker’s delta.
Then, for A = xi1 · · ·xir1 and B = xj1 · · ·xjr2 , we obtain
[A,B]ω =
∑
t
ǫxj1 · · ·xi1 · · ·xir1−1 · · ·xjr2ωir1 jt
+
∑
s
ǫ′xi1 · · ·xj1 · · ·xjr2−1 · · ·xir1ωisjr2
=
∑
d1+d2=N
(id⊗ ω(d1,d2))

 ∑
1≤t<r2
πr1,r21;t +
∑
1≤s<r1
πr1,r22;s

 (A⊗B),
where ǫ and ǫ′ are the Koszul sign of
(xi1 , . . . , xir1 , xj1 , . . . , xjr2 ) 7→ (xj1 , . . . , xi1 , . . . , xir1−1 , . . . , xjr2 , xir1 , xjt),
(xi1 , . . . , xir1 , xj1 , . . . , xjr2 ) 7→ (xi1 , . . . , xj1 , . . . , xjr2−1 , . . . , xir1 , xis , xjr2 )
respectively. In the calculus above, note that we use the assumption that N is
even. 
The lemma above is needed to prove Theorem 3.9.
2.2.3. Derivations on a dgl. Let δ be an element in Derω(LˆW ) of homological degree
−1 such that δ2 = 0. Then ad(δ) is a differential operator on Derω(LˆW ).
In the case that W0 is positively graded, i.e., Wi = 0 for i ≤ 0, we can regard
δ ∈ Derω(LW ) since δ is described by only finite sums. Then we often consider
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the positive truncation (Der+ω (LW ), ad(δ)) of the chain complex (Derω(LW ), ad(δ))
defined by
Der+ω (LW )i :=


Derω(LW )i (i > 2)
Ker(ad(δ))1 (i = 1)
0 (otherwise).
Definition 2.4 (Chevalley-Eilenberg complex). Let (L, δ) be a dgl. We define the
Chevalley-Eilenberg complex as follows:
Cp,qCE(L) := (Λ
pL∗)q,
where Λ•L∗ is the exterior algebra generated by the graded vector space L∗. The
first differential dCE is defined by the formula for c ∈ C
p,q
CE(L) and D1, . . . , Dp+1 ∈
L,
(dCEc)(D1, . . . , Dp+1) =
∑
i<j
ǫ¯ · c([Di, Dj ], D1, . . . , Dˆi, . . . , Dˆj , . . . , Dp+1),
where ǫ¯ = (−1)Di(D1+···+Di−1)+Dj(D1+···+Dj−1)+DiDj+i+j−1, and the second differ-
ential Lδ derived from δ is defined by
Lδ = iδdCE − dCEiδ,
using the interior product defined by
(iδc)(D1, . . . , Dp) = c(δ,D1, . . . , Dp),
for c ∈ Cp+1,qCE (L) and D1, . . . , Dp ∈ L. Then the triple (C
•,•
CE(L), dCE , Lδ) is a
double complex.
In this paper, we consider the Chevalley-Eilenberg complexes of dgls (Derω(LˆW ), ad(δ))
and (Der+ω (LW ), ad(δ)), and the invariant space C
•,•
CE(Der
+
ω (LW ))
Sp(W,δ), where
Sp(W, δ) is the group of symplectic linear isomorphisms W →W preserving δ.
2.3. dgl model with symplectic form of manifolds. In this subsection, we
review a Chen’s dgl model of a manifold. Let X be a smooth manifold. Put
A = A•(X) and H = H•DR(X). Fix a homotopy transfer diagram
A
&& // H,oo
e.g. in the case that X is a closed manifold, it is obtained by using the Hodge
decomposition of the de Rham complex A. Since A is a commutative dga with
symmetric form (intersection form), H has the structure of minimal cyclic C∞-
algebra by the diagram (details in [11, 15, 7, 13, 5] for instance).
Let I be the intersection form on H , m the cyclic C∞-algebra structure on H
obtained by the homotopy transfer diagram and s : H → H [1] be the suspension
map. We denote V = H [1]∗. Defining the suspension ofmi by m¯i := s◦mi◦(s−1)⊗i
for all i ≥ 1 and of I by ω := I◦(s−1)⊗2, then the duals of these define the symplectic
inner product ω on H [1]∗ of degree N = n− 2 and the linear map δ¯i : V → V
⊗n of
homological degree −1 . Thus extending the unique derivation δ¯i : LˆV → LˆV by
the Leibniz rule, then we have the derivation of homological degree −1
δ¯ :=
∞∑
i=1
δ¯i ∈ Derω(LˆV ).
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Furthermore we can prove that δ¯ is a differential since m satisfies the A∞-relations
and quadratic, i.e. δ¯(V ) ⊂
∏
i≥2 V
⊗i, since (H, I,m) is minimal.
The Chen’s dgl model is a reduced version of the construction. Suppose X is
connected and put
W := H [1]∗≥0 = H+(X ;R)[−1].
Then we have the restriction δ : LˆW → LˆW of δ¯ and ω :W⊗2 → R. If X is simply-
connected, we can restrict the differential δ on the free Lie algebra LW ⊂ LˆW since
δ(w) for w ∈ W has only finitely many nontrivial terms.
Theorem 2.5 (Chen[2]). For a simply-connected closed manifold X with base
point ∗, the dgl (LW, δ) is a Quillen model of X , i.e., there is a Lie algebra isomor-
phism
H•(LW, δ) ≃ π•(ΩX)⊗Q.
3. Graph complex
3.1. Orientation and ordering of graded sets. The set of orderings on a set
U is defined by
Ord(U) := {(u1, . . . , uk) ∈ U
×k;U = {u1, . . . , uk}},
where k := #U .
Definition 3.1. Let U be a Z-graded set, i.e. a finite set U given a map |·| : U → Z.
• The graded vector space generated by U is denoted by RU .
• The symmetric algebra generated by U is denoted by SU := S(RU).
• The exterior algebra generated by U is denoted by ΛU := Λ(RU).
For an element (u1, . . . , uk) ∈ Ord(U), we denote the image of u1 ⊗ · · · ⊗ uk in
ΛU by [u1, . . . , uk]. The 1-dimensional vector space generated by this element is
written by
O(U) := 〈[u1, . . . , uk]〉 ⊂ ΛU.
Definition 3.2. Let V be a Z-graded vector space. We define the subspace V
(k)
cyc
of cyclic tensors in V ⊗k by the image of the map [−, . . . ,−]cyc : V ⊗k → V ⊗k
obtained by
x1 ⊗ · · · ⊗ xk 7→
∑
τ∈Z/kZ
ǫ · xτ(1) ⊗ · · · ⊗ xτ(k),
where Z/kZ is identified with the group of cyclic permutations and ǫ is the Koszul
sign of (x1, . . . , xk) 7→ (xτ(1), . . . , xτ(k)). For a Z-graded set U , we denote
Cyc(U) := 〈[u1, . . . , uk]cyc; (u1, . . . , uk) ∈ Ord(U)〉 ⊂ (RU)
(k)
cyc.
3.2. Definition of graph complex. Let W be a finite-dimensional symplectic
vector space with form ω of degree N and suppose that N is even and Z := {a ∈
Z;Wa 6= 0} ⊂ {0, . . . , N}. Our labeled graph complex depends on (W,ω).
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3.2.1. Definition of graphs.
Definition 3.3. An N-graded graph Γ consists of the following information:
• The set H(Γ) of half-edges.
• The set V (Γ) of vertices. It is a partition of the set H(Γ), i.e.
H(Γ) =
∐
v∈V (Γ)
v, v 6= ∅ (v ∈ V (Γ)).
The number #v of elements of any v ∈ V (Γ) is called the valency of
v. A vertex with valency > 1 is called an internal vertex and one with
valency 1 is called an external vertex. The set of internal (resp. external)
vertices is denoted by Vi(Γ) (resp. Ve(Γ)).
• The set E(Γ) of edges. It is a partition of the set H(Γ) such that the
number of elements of any e ∈ E(Γ) is two, i.e.
H(Γ) =
∐
e∈E(Γ)
e, #e = 2 (e ∈ E(Γ)).
• The cohomological degree of half-edges. It is a map | · | : H(Γ) → Z
such that |h1| + |h2| = N for an edge e = {h1, h2} ∈ E(Γ). Then the
cohomological degrees of vertices and edges are defined by
|v| := |h1|+ · · ·+ |hr| −N, |e| := N
for v = {h1, . . . , hr} ∈ V (Γ) and e ∈ E(Γ).
• The division of the set Vi(Γ) of internal vertices to two disjoint sets
Vi(Γ) = Vn(Γ) ∐ Vs(Γ)
such that all elements in Vs(Γ) have cohomological degree −1 and the
valency ≥ 3. An element of Vn(Γ) is called normal vertex, and one of
Vs(Γ) is called special vertex.
The set of isomorphism classes of such graphs is denoted by G(N). Here an iso-
morphism between N -graded graphs is a bijection between the sets of half-edges
preserving all information of N -graded graphs.
Example 3.4. In the case of N = 4 and Z = {0, 1, 2, 3, 4}, we can give examples
of 4-graded graphs in Figure 1. In these figures,
• a black vertex • means a normal vertex, a white vertex ◦ a special vertex
and a square vertex  a univalent vertex, and
• a number drawn beside a half-edge is its degrees.
1
1 1
3
3
3
2 2
3
1
2
2
1
3
2
2
3
3
1
1
1
1
1
3
3
3
3
1
2
2
0
4
Figure 1. Examples of 4-graded graphs
DOUBLE GRAPH COMPLEX AND CHARACTERISTIC CLASSES OF FIBRATIONS 9
3.2.2. Decoration on vertices. We shall give the relation equivalent to the dual of
vertices defined by the cyclic Lie operad as in [3, 4, 12].
Definition 3.5. Let Γ be an N -graded graph.
• We introduce to Cyc(v)[N ] for v ∈ Vi(Γ) the commutativity relation
Sv,hr;s(o) :=
∑
τ∈Sh(s,r−s−1)
oτ
(v,hr)
= 0,
oτ
(v,hr)
:= ǫ[hτ(1), . . . , hτ(r−1), hr]cycσ,
for r − 1 > s > 0 and o = [h1, . . . , hr]cycσ ∈ Cyc(v)[N ], where Sh(p, q) is
the set of (p, q)-shuffles, σ is the symbol of the N -fold suspension, and
ǫ is the Koszul sign. Then we denote the obtained space by C(v) =
Cyc(v)[N ]/(com. rel.). (In the case of r = 3, it is the AS-relation for
Jacobi diagrams.)
Figure 2. Commutativity (r = 3, 4). (Koszul signs are omitted in figures.)
3.2.3. Decoration on N -graded graphs. Set
O˜com(W,Γ) :=
⊙
e∈E(Γ)
O(e) ⊗
⊙
u∈Ve(Γ)
W [−N ]|u| ⊗
∧
vs∈Vs(Γ)
C(vs)⊗
∧
v∈Vn(Γ)
C(v),
where⊙
u∈U
V (u) :=
{
vu1 · · · vuk ∈ S
k
(⊕
u∈U
V (u)
)
; vui ∈ V (ui), (u1, . . . , uk) ∈ Ord(U)
}
,
∧
u∈U
V (u) :=
{
vu1 · · · vuk ∈ Λ
k
(⊕
u∈U
V (u)
)
; vui ∈ V (ui), (u1, . . . , uk) ∈ Ord(U)
}
for a family (V (u))u∈U of Z-graded vector spaces indexed by a finite set U . This
tensor product consists of four factors: the first factor means directions of edges of
Γ, the second factorW -labels of external vertices of Γ, the third factor (equivalence
classes of) cyclic orderings on special vertices of Γ, and the fourth factor the same
on normal vertices of Γ. Note that W [−N ]|u| = W|h|[−N ] for an external vertex
u = {h}.
We need to identify elements of O˜com(W,Γ) by the symmetry of Γ. An au-
tomorphism α of an N -graded graph Γ ∈ G(N) induces the linear isomorphism
C(v)→ C(α(v)) for v ∈ Vi(Γ) described by
[h1, . . . , hk]cyc 7→ [α(h1), . . . , α(hk)]cyc,
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and the identity map W [−N ]|u| →W [−N ]|α(u)| =W [−N ]|u| for u ∈ Ve(Γ). There-
fore the automorphism group of Γ acts on the vector space O˜com(W,Γ) by the in-
duced permutation of half-edges. Then the coinvariant vector space of O˜com(W,Γ)
by this action is denoted by Ocom(W,Γ). We often consider an element o of
Ocom(W,Γ) described by the form
o = [o1, . . . , ol;w1, . . . , wke ; c
s
1, . . . , c
s
ks ; c1, . . . , ckn ].
:= (o1 · · · ol)⊗ (w1 · · ·wke)⊗ (c
s
1 · · · c
s
ks)⊗ (c1 · · · ckn)
where wi ∈W [−N ]|ui| and
oi = [oˆi], c
s
i = [cˆ
s
i ]cycσ, ci = [cˆi]cycσ,
for oˆi ∈ Ord(ei), cˆi ∈ Ord(vi) and cˆsi ∈ Ord(v
s
i ). Such element o is called an
orientation of Γ, a pair (Γ, o) is an oriented graph, and the information
oˆ = (oˆ1, . . . , oˆl;w1, . . . , wke ; cˆ
s
1, . . . , cˆ
s
ks ; cˆ1, . . . , cˆkn)
is called a lift of an orientation o = [oˆ] on Γ. The vector space Ocom(W,Γ) is
generated by orientations.
Example 3.6. In the case of N = 4 and Z = {0, 1, 2, 3, 4}, we can give examples
of decorated 4-graded graphs in Figure 3 and 4. In these figures,
• an arrow on an edge means a direction, and
• an arc drawn around a vertex is an ordering of half-edges incident to this
vertex.
1
1 1
3
3
3
2 2
3
1
2
2
1
3
1
1 1
3
3
3
2 2
3
1
2
2
1
3
ordering of 
vertices
Figure 3. Non-labeled examples: the left (Γ, o1) and the right (Γ, o2)
In Figure 3, the degrees of vertices are v1 = −1, v2 = 4, v3 = 5, and v4 = 4. In
the space O(Γ), we have
o1 = (−1)
5·4+1(−1)3·1+1(−1)3·(3+1+1)o2 = o2,
where the signs (−1)5·4+1, (−1)3·1+1, (−1)3·(3+1+1) are coming from changes of the
ordering of vertices, the direction of the edge between v2 and v4 and the ordering
of half-edges incident to v4 respectively.
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1
1
1
3
3
3
3
1
2
2
ordering of 
ve   	
s
0
4
Figure 4. A labeled example
In Figure 4, elements w1 ∈ W3 and w2 ∈ W4 are labels of univalent vertices
v1, v2 (their names v1, v2 of vertices are omitted in the figure). Note their degrees
|v1| = |w1σ−1| = −1, |v2| = |w2σ−1| = 0.
3.2.4. Definition of the bigraded vector space Cˆ•,•
com
(W ). The cohomological bidegree
(p, q) ∈ Z× Z of Γ ∈ G(N) is defined by
p = #Vn(Γ), q =
∑
v∈Vn(Γ)
|v| = #Vs(Γ) +N(#E(Γ)−#V (Γ))−
∑
u∈Ve(Γ)
|u|,
and bidegree of elements in Ocom(W,Γ) is defined by that of Γ. We define the
space of N-graded ribbon graphs by
Cˆ•,•com(W ) :=
⊕
Γ∈G(N)
Ocom(W,Γ), Cˆ
p,q
com(W ) :=
⊕
Γ∈Gp,q(W )
Ocom(W,Γ),
where Gp,q(W ) is the subset of G(N) consisting N -graded graphs of degree (p, q).
Then Cˆ•,•com(W ) can be regarded as bigraded vector space. We often denote an
element in Cˆ•,•com(W ) corresponding to o ∈ Ocom(W,Γ) for Γ ∈ G(N) by (Γ, o).
3.2.5. Definition of the first differential d. We define the linear map da,bv;h1,h2 :
Ocom(W,Γ) → Cˆ
•,•
com(W ) for an N -graded graph Γ ∈ G(N), a normal vertex
v ∈ Vn(Γ), two distinct half-edges h1, h2 incident to v, a, b ∈ Z satisfying a+b = N .
For an order h1, . . . , hr of half-edges incident to v such that h
1 = hr and h
2 = hi,
put
da,bv;h1,h2(Γ, [−;−;−; [h1, . . . , hr]σ,−])
= (Γa,bv;h1,h2 , [−, [h
′, h′′];−;−; [h1, . . . , hi, h
′]σ, [h′′, hi+1, . . . , hr]σ,−]).
Here σ is the N -fold suspension, and the N -graded graph Γa,bv;h1,h2 is defined by
H(Γa,bv;h1,h2) = H(Γ)∐ {h
′, h′′}, V (Γa,bv;h1,h2) = (V (Γ) \ {v})∐ {v
′, v′′},
Vs(Γ
a,b
v;h1,h2) = Vs(Γ), E(Γ
a,b
v;h1,h2) = E(Γ) ∐ {e0},
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where v′ = {h1, . . . , hi, h′}, v′′ = {h′′, hi+1, . . . , hr}, e0 = {h′, h′′}, |h′| = a and
|h′′| = b. Note that the equation above is enough to define the operator da,bv;h1,h2
and the operator is well-defined.
→
…
……
…
Figure 5. The operator da,bv;hs,ht .
Then we obtain the linear map d : Cˆ•,•com(W )→ Cˆ
•,•
com(W ) by
dv(Γ, o) :=
1
2
∑
a+b=N
∑
h1 6=h2∈v
da,bv;h1,h2(Γ, o), d(Γ, o) :=
∑
v∈Vn(Γ)
dv(Γ, o).
The map d can be also described by
dv(Γ, o) =
∑
a+b=N
∑
0≤s<t<r
da,bv;hs,ht(Γ, o),
where o = [−;−;−; [h1, . . . , hr]σ,−] and v = {h1, . . . , hr}. Remark the relation
da,bv;h1,h2(Γ, o) = d
b,a
v;h2,h1(Γ, o)
for half-edges h1 6= h2 ∈ v. Here well-definedness of d is proved by the relation with
the commutativity relation:
Proposition 3.7. Using the notations above, dvSv,hr ;i(Γ, o) is equal to zero under
the commutativity relation.
Proof. For integers p, q, we define the linear ordered set [p, q] by {p < p+1 < · · · <
q − 1 < q}. If p > q, put [p, q] = ∅. For partial ordered sets P1, P2, we denote
their direct sum by P1 + P2 (in the category of posets), and their ordinal sum by
P1 ⊕ P2. Then a (p, q)-shuffle is equivalent to the inverse of an order-preserving
bijection [1, p] + [p+ 1, p+ q]→ [1, p+ q].
Let τ−1 : [1, i]+[i+1, r−1]→ [1, r−1] be an (i, r−i−1)-shuffle and 0 ≤ s < t < r
integers. Put L = τ([s+ 1, t]) and l = t− s.
If τ(s + 1), . . . , τ(t) are ≤ i, then we have τ(s + m) = τ(s + 1) + (m − 1) for
1 ≤ m ≤ t − s since [1, i] → τ−1([1, i]) is an isomorphism between posets. Put
a = τ(s + 1)− 1. Then we obtain the shuffle τ2 by τ :
[1, i− l + 1] + [i− l + 2, r − l]
τ−12 // [1, r − l]
[1, a]⊕ {∗} ⊕ [a+ l, i] + [i+ 1, r − 1]
bij. //
canonical isom.
OO
[1, s]⊕ {∗} ⊕ [t+ 1, r − 1]
canonical isom.
OO
[1, i] + [i+ 1, r − 1]
OOOO
τ−1 // [1, r − 1]
OOOO
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The shuffle τ can recover from a pair (a, l, τ2), where {a+ 1, . . . , a+ l} ⊂ [1, i] and
an (i− l + 1, r − i− 1)-shuffle τ2.
Similarly, if τ(s+ 1), . . . , τ(t) are ≥ i+ 1, we can obtain a triple (a, l, τ2), where
{a+ 1, . . . , a+ l} ⊂ [i + 1, r − 1] and an (i − l+ 1, r − i− 1)-shuffle τ2.
Otherwise, put p = #(L ∩ [1, i]). Then we obtain the shuffle τ1 by restricting τ :
[1, p] + [p+ 1, l]
canonical isom.

τ−11 // [1, l]
canonical isom.

L _

τ−1 // τ−1(L)
 _

[1, i] + [i+ 1, r − 1]
τ−1 // [1, r − 1]
We consider L¯ = ([1, i] + [i + 1, r − 1]) \ L and the order-preserving bijection
ρ−1 : L¯ → [1, s] ⊕ [t + 1, r − 1] defined by the restriction of τ−1. The shuffle τ
recovers from a pair (ρ, τ1), where ρ
−1 : L¯ → [1, s] ⊕ [t + 1, r − 1] is an order-
preserving bijection and τ1 is a (p, l − p)-shuffle.
Thus we have
dvSv,hr;i([h1, . . . , hr]σ) =
r−1∑
l=1
(
l−1∑
p=1
∑
ρ
∑
τ1
o
τ
(v′,h′)
1
ρ +
∑
a
∑
τ2
o
τ
(v′′,hr)
2
a,l
)
=
r−1∑
l=1
(
l−1∑
p=1
∑
ρ
Sv′,h′;p(oρ) +
∑
a
Sv′′,hr;i−l+1(oa,l)
)
,
where L = {1, . . . , r − 1} \ L¯ = {u1 < · · · < up as integers},
oρ = ǫ[[hu1 , . . . , hup , h
′]σ, [hρ(1), . . . , hρ(s), h
′′, hρ(t+1), . . . , hρ(r−1), hr]σ],
oa,l = ǫ
′[[ha+1, . . . , ha+l, h
′]σ, [h1, . . . , ha, h
′′, ha+l+1, . . . , hr]σ],
and ǫ, ǫ′ are appropriate Koszul signs. (In these equations, the subscriptions cyc
are omitted.) 
3.2.6. Definition of the second differential L. For Γ ∈ G(N), let iv(Γ) be the N -
graded graph obtained by converting a normal vertex v of degree−1 to a special ver-
tex. We define the linear map iv : Ocom(W,Γ)→ Ocom(W, iv(Γ)) for o ∈ Ocom(W,Γ)
such that
iv(Γ, [−;−;−; c,−]) = (iv(Γ), [−;−;−, c;−])
for c ∈ C(v) if v has degree −1 and valency ≥ 3, and iv(Γ, o) = 0 if v does not.
Since the relation
iv1Sv2,hr;k(Γ, o) = Sv2,hr;kiv1(Γ, o)
for v1, v2 ∈ Vi(Γ) holds clearly, the map iv is well-defined. Then the linear map
L : Cˆ•,•com(W )→ Cˆ
•,•
com(W ) is defined by
L := id− di,
where the linear map i : Cˆ•,•com(W )→ Cˆ
•,•
com(W ) is obtained by
i(Γ, o) :=
∑
v∈Vn(Γ)
iv(Γ, o).
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The map L is also described by
L(Γ, o) =
∑
v∈Vn(Γ)
(iv′ + iv′′)dv(Γ, o)
since iudv = dviu for normal vertices u 6= v.
Then d, i, and L have (cohomological) bidegree (1, 0), (−1, 1) and (0, 1) respec-
tively.
3.2.7. Definition of the underlying bigraded vector space C•,•
com
(W ). The space C•,•com(W )
is the quotient space of Cˆ•,•com(W ) by
• (A∞-relation)
Rv(Γ, o) := iv′ iv′′dv(Γ, o) = 0
for Γ ∈ G(N) and a normal vertex v (of degree −2).
……
…
Figure 6. A∞-relation.
• (Cut-off relation) For Γ ∈ G(N) and e = {h1, h2} ∈ E(Γ), we define the
N -graded graph Γe as follows:
H(Γe) = H(Γ) ∐ {h¯1, h¯2},
E(Γe) = (E(Γ) \ {e})∐ {{h1, h¯1}, {h2, h¯2}},
V (Γe) = V (Γ) ∐ {{h¯1}, {h¯2}},
|h¯1| = N − |h1| =: a, |h¯2| = N − |h2| =: b.
Then
(Γ, [[h1, h2],−;−;−;−]) =
∑
|xi|=a,|xj|=b
ωij(Γe, [[h1, h¯1], [h¯2, h2],−;x
iσ−1, xjσ−1,−;−;−]),
where {xi} is a homogeneous basis of W and (ωij) is the inverse matrix of
(ω(xi, xj)).
Figure 7. Cut-off relation.
Remark that C•,•com(W ) is generated by W -labeled graphs with only one internal
vertex by cut-off relation.
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3.2.8. On well-definedness of three operators d, i, L on C•,•
com
(W ). The endomor-
phisms d, i and L of Cˆ•,•com(W ) induce endomorphisms of C
•,•
com(W ) by the equations
dRv(Γ, o) =
∑
u6=v
Rvdu(Γ, o), iRv(Γ, o) =
∑
u6=v
Rviu(Γ, o)
for a normal vertex v of an N -graded graph Γ.
3.2.9. On two differentials d, L on C•,•
com
(W ).
Proposition 3.8. The bigraded vector space C•,•com(W ) is a double complex with
respect to differentials d and L. We call C•,•com(W ) double graph complex.
Proof. First, we show the equation d2 = 0. It is proved in the same way as Kontse-
vich’s original graph complex. For a normal vertex v of an N -graded graph (Γ, o),
let v′, v′′ be new vertices obtained by splitting at v. Then
dv′dv(Γ, o) = −dv′′dv(Γ, o) dudv(Γ, o) = −dvdu(Γ, o)
for u 6= v holds. The first equation is shown by Figure 8. In the figure, v′ and v′′
are defined such that the direction of the new edge is from v′ to v′′ in Figure 8, and
(v′)′, (v′)′′, (v′′)′, (v′′)′′ are also defined in the same way. So we obtain d2(Γ, o) = 0
by cancellation.
……
…
…
…
……
…
…
…
Figure 8. dv′dv(Γ, o) = −dv′′dv(Γ, o).
Next, we show L2 = 0. From the equation in Cˆ•,•com(W )
(iL− Li)(Γ, o) =

∑
u
iu(iv′ + iv′′)dv −
∑
u6=v
(iv′ + iv′′)dviu

 (Γ, o)
=
∑
v
(iv′′ iv′ + iv′iv′′)dv(Γ, o)
= 2
∑
v
Rv(Γ, o),
we obtain the relation iL− Li = 0 in C•,•com(W ). So the equations
L2 = (id− di)L = idL− diL = idL− dLi = idid− didi,
L2 = L(id− di) = Lid− Ldi = iLd− Ldi = −idid+ didi
hold. Then we obtain L2 = 0. Since Ld+ dL = −did+ did = 0 holds by definition
of L, we get the proposition. 
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3.3. Construction of the map to Chevalley-Eilenberg complexes. Let (W,ω)
and Z be as Section 3.2 and δ be a symplectic and quadratic differential of homo-
logical degree −1 on LˆW . In this section, the Lie algebra Derω(LˆW ) of symplectic
derivations is denoted by D. We construct a double chain map
C•,•com(W )→ C
•,•
CE(D)
from the graph complex C•,•com(W ) to the Chevalley-Eilenberg complex of the dgl
(D, ad(δ)).
Let (Γ, o) be an oriented graph and oˆ be a lift of o. Put
k = #V (Γ), ke = #Ve(Γ), ks = #Vs(Γ), kn = #Vn(Γ),
(r1, . . . , rk) := (1, . . . , 1︸ ︷︷ ︸
ke
, a1, . . . , aks+kn)
:= (1, . . . , 1︸ ︷︷ ︸
ke
,#vs1, . . . ,#v
s
ks ,#v1, . . . ,#vkn)
We denote by τ(oˆ) the linear isomorphism (the permutation of factors of the tensor
product)
W⊗r1 ⊗ · · · ⊗W⊗rk →W⊗2 ⊗ · · · ⊗W⊗2 = (W⊗2)⊗l
corresponding to the permutation of half-edges
(h1, . . . , hke , cˆ
s
1, . . . , cˆ
s
ks , cˆ1, . . . , cˆkn) 7→ (oˆ1, . . . , oˆl).
Then we define the linear map α(Γ, oˆ) of cohomological degree (l − k)N by com-
posing these maps
α(Γ, oˆ) :W [−N ]⊗ke ⊗Derω(LˆW )
⊗(ks+kn) proj.→ W [−N ]⊗ke ⊗
ks+kn⊗
i=1
Derai+2ω (LˆW )
Φ
≃W [−N ]⊗ke⊗
ks+kn⊗
i=1
W (ai)[−N ] ⊂
k⊗
i=1
(W⊗ri [−N ])
σ⊗k
→
k⊗
i=1
W⊗ri
τ(oˆ)
→ (W⊗2)⊗l
ωE→ R,
where Φ := id⊗keW [−N ] ⊗ Φ
⊗(ks+kn)
ω , ωE := ωe1 ⊗ · · · ⊗ ωel and ωej := ω(|hej1 |,|h
ej
2 |)
if
ej = {h
ej
1 , h
ej
2 }. Here we denote by ω(d1,d2) for integers d1, d2 the composition of
the projection W ⊗W → Wd1 ⊗Wd2 and the restriction of ω to Wd1 ⊗Wd2 . The
map α(Γ, oˆ) is independent of a choice of linear orders of half-edges representing
cyclic orders, and compatible with the commutativity relation.
We define the map ψˆ(Γ, oˆ) : D⊗kn → R by
ψˆ(Γ, oˆ)(D1, . . . , Dkn) := α(Γ, oˆ)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks
, D1, . . . , Dkn)
for Di ∈ D. Restricting the map
1 on the exterior algebra, we can get the map
ψ(Γ, o) = ψˆ(Γ, oˆ) ◦Altkn : Λ
knD→ R.
1For a graded vector space V , the injective map Altn : ΛnV → V ⊗n is defined by
Altn(v1 · · · vn) =
1
n!
∑
σ∈Sn
ǫ¯(σ)v
σ(1) ⊗ · · · ⊗ vσ(n)
for v1, . . . , vn ∈ V , where ǫ¯(σ) is the corresponding anti-Koszul sign.
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The map is independent of a representation oˆ of o by the definition of an orientation.
So we obtain the map ψ : C•,•com(W )→ C
•,•
CE(D).
1
1
1
3
3 3
3
1 2
20
4
Figure 9. An example of ψˆ(Γ, oˆ)(D1, D2) (Γ is the decorated
graph in Figure 4.)
Well-definedness of ψ is proved by the correspondence through ψ between rela-
tions in the graph complex C•,•com(W ) correspond to properties of derivations as the
following table:
graph complex derivations
cyclicity symplectic derivation
commutativity Lie derivation
A∞-relation δ
2 = 0
cut-off symplectic form
By definition, it is clear except for the A∞-relation. The correspondence for the
A∞-relation is proved in the end of the proof of the following theorem.
Theorem 3.9. The map ψ : C•,•com(W )→ C
•,•
CE(D) is a double chain map.
Proof. First, we shall show that dCEψ = ψd on Cˆ
•,•
com(W ). To prove this, we need
Lemma 2.3.
For an oriented graph (Γ, o), we define the two lifts oˆ1, oˆ2 on Γs,tvi;hν ,hµ as follows:
oˆ1 = ((h′, h′′),−;−;−; v1, . . . , v
′
i, v
′′
i , . . . , vp),
oˆ2 = ((h′′, h′),−;−;−; v1, . . . , v
′′
i , v
′
i, . . . , vp),
v′i = (h
i
ν+1, . . . , h
i
µ, h
′), v′′i = (h
i
1, . . . , h
i
ν , h
′′, hiµ+1, . . . , h
i
ri),
where ri = #vi. The signs ǫi defined by the equations
o1 := ǫ1[oˆ
1], o2 := ǫ2[oˆ
2], ds,tvi,hν ,hµo = (−1)
i−1o1 = (−1)i−1o2.
So we obtain
d(Γ, o) =
k∑
i=1
∑
ν<µ
∑
a+b=N
(−1)i−1(Γa,bvi;hν ,hµ , o
1)
=
k∑
i=1
∑
ν<µ
∑
a+b=N
(−1)i−1(Γa,bvi;hν ,hµ , o
2).
18 TAKAHIRO MATSUYUKI
Note that
dCE(χ ◦Altp) =
1
2
p∑
s=1
(−1)s−1χ ◦ (1⊗s−1 ⊗ [ , ]⊗ 1⊗p−s) ◦Altp+1
for a linear map χ :W⊗r1 [−N ]⊗· · ·⊗W⊗rp [−N ]→ R and the anti-symmetrization
Altp for p-components. So we should prove
ψˆ(Γ, oˆ) ◦ (1⊗i−1 ⊗ [ , ]⊗ 1⊗p−i−1)
=
∑
ν<µ
∑
a+b=N
(ǫ1ψˆ(Γ
a,b
vi;hν ,hµ
, oˆ1) + ǫ2ψˆ(Γ
a,b
vi;hν ,hµ
, oˆ2) ◦ τ),
where the map τ means the permutation
X1 ⊗ · · · ⊗ (xν+1 · · ·xµx
′)⊗ (x1 · · ·xνx
′′xµ+1 · · ·xri)⊗ · · · ⊗Xp
7→ ǫ ·X1 ⊗ · · · ⊗ (x1 · · ·xνx
′xµ+1 · · ·xri)⊗ (xν+1 · · ·xµx
′′)⊗ · · · ⊗Xp
and ǫ is the Koszul sign. It follows from the equations
ψˆ(Γ, oˆ) ◦ (1⊗i−1 ⊗ σ−1(1⊗ ω(a,b))π
r′,r′′
1;t σ
⊗2 ⊗ 1⊗p−i−1) = ǫ1ψˆ(Γ
a,b
vi;hν ,hµ
, oˆ1),
ψˆ(Γ, oˆ) ◦ (1⊗i−1 ⊗ σ−1(1⊗ ω(a,b))π
r′,r′′
2;t σ
⊗2 ⊗ 1⊗p−i−1) = ǫ2ψˆ(Γ
a,b
vi;hν ,hµ
, oˆ2) ◦ τ,
for r′ = µ− ν + 1, r′′ = r − µ+ ν + 1, and t = ν + 1. The first equation is verified
as follows: we have by the definition of ψˆ
ω(x′, x′′)ψˆ(Γ, oˆ)(X1, . . . , Xp) = ǫ1ψˆ(Γ
a,b
vi;hν ,hµ
, oˆ1)(X1, . . . , X
′
i, X
′′
i , . . . , Xp)
for Xs ∈ W⊗rs , x′ ∈ Wa, and x′′ ∈ Wb. Here we put X ′i = xν+1 · · ·xµx
′σ−1
and X ′′i = x1 · · ·xνx
′′xµ+1 · · ·xrσ
−1 for Xi = x1 · · ·xrσ
−1. So we obtain the first
equation from
ǫ1Xiω(x
′, x′′) = σ−1(1⊗ ω)πr
′,r′′
1;t ⊗ σ
⊗2(X ′i ⊗X
′′
i )
The second is also verified in the same way.
Next, we shall prove iδψ = ψi on Cˆ
•,•
com(W ). The ordering
oˆi := (−;−;−; vi, v1, . . . , vˆi, . . . , vp)
is a lift of ǫ¯i · o, where ǫ¯i is the anti-Koszul sign of the permutation
(v1, . . . , vp) 7→ (vi, v1, . . . , vˆi, . . . , vp).
So we have
ψi(Γ, o)(X1, . . . , Xp−1)
=
j∑
s=1
ǫ¯i · α(ivi(Γ), oˆi)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks+1
,Altp−1(X1, . . . , Xp−1))
=
j∑
s=1
∑
pi∈Sp−1
ǫ¯ · α(Γ, oˆ)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks
, Xpi(1), . . . , δ, . . . , Xpi(p−1))
=α(Γ, oˆ)(w1, . . . , wke , δ, . . . , δ︸ ︷︷ ︸
ks
,Altp(δ,X1, . . . , Xp−1))
=iδψ(Γ, o)(X1, . . . , Xp−1)
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where ǫ¯ is the anti-Koszul sign of
(δ,X1, . . . , Xp−1) 7→ (Xpi(1), . . . , δ, . . . , Xpi(p−1)).
From the discussion above, the relation ψ(Rv(Γ, o)) = 0 follows from
ψ(Rv(Γ, o)) = ψ(iv′ iv′′dv(Γ, o)) = ψ(Γ, o)([δ, δ],−) = 0.
Thus ψ induces the map ψ : C•,•com(W ) → C
•,•
CE(D). Furthermore, since ψ is com-
mutative with d and i, so is L. So we complete the proof. 
The group Sp(W, δ) acts on C•,•com(W ) by the action on the their labels. Then, the
chain map ψ : C•,•com(W ) → C
•,•
CE(D) is Sp(W, δ)-equivariant clearly. Especially we
can consider the Sp(W, δ)-invariant part C•,•com(W )
Sp(W,δ) of the complex C•,•com(W ).
It has the double subcomplex C•,•com(N,Z) consisting of N -graded graphs which have
no external vertex. This complex C•,•com(N,Z) does not depend on the symplectic
vector spaceW . It depends only a range Z of degrees and a degreeN of a symplectic
inner product.
Remark 3.10. We can define the associative version of C•,•com(W ) as follows. Set
O˜ass(W,Γ) :=
⊙
e∈E(Γ)
O(e)⊗
⊙
u∈Ve(Γ)
W [−N ]|u|⊗
∧
vs∈Vs(Γ)
Cyc(vs)[N ]⊗
∧
v∈Vn(Γ)
Cyc(v)[N ],
C•,•ass (W ) :=
⊕
Γ∈G(N)
Oass(W,Γ), Oass(W,Γ) := O˜ass(W,Γ)Aut(Γ).
Then (C•,•ass (W ), d, L) is also a double Sp(W, δ)-chain complex and the chain map
C•,•ass (W )→ C
•,•
CE(Derω(TˆW ))
can be defined in the same way. In this case, we can also consider the double sub-
complex C•,•ass (N,Z) which consists of N -graded graphs without external vertices.
4. Applications and examples
Examples of relations between our chain map and a known notion are written
in the following two Examples.
Example 4.1. For a cyclic minimal A∞-algebra (H, I,m) with even degree, putting
W := H∗[−1], we have the map C•,•ass (W ) → C
•,•
CE(Derω(TˆW )). Here TˆW is the
dual of the bar construction of (H, I,m). The map induced by the chain map
C0,•ass (N,Z)→ C
0,•
CE(Derω(TˆW )) = R
is known as the Kontsevich cocycle ([9, 16, 6]) of a cyclic A∞-algebra (H, I,m).
Example 4.2. In the case of Z = {0} and δ = 0, the chain map
C•,0ass (0, {0})→ C
•,0
CE(Derω(TˆW ))
Sp(W )
is equal to Kontsevich’s chain map [9, 10].
In the case that W is positively graded, we define a chain complex C•,•com(W )+
by
C•,•com(W )+ = C
•,•
com(W )/(positivity),
where the positivity relation is as follows:
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• (positivity) (i) a graph which has a normal vertex v satisfying |v| ≤ 0
is zero, and (ii) (iv′ + iv′′)dv(Γ, o) = 0 for an oriented graph (Γ, o) and a
normal vertex v of degree 0.
The differentials d, L are also defined on C•,•com(W )+, while i is not.
Proposition 4.3. The operators d, L induce the differentials on C•,•com(W )+.
Proof. It is clear that these operators are compatible with the former condition (i)
of the positivity relation. Note that, to prove compatibility with L for a graph
including a vertex with degree 0, we need to use (ii).
We shall prove they are compatible with (ii). First, we shall calculate the image
of (ii) by the operator d. For Γ ∈ G(N) and a normal vertex v of degree 0, we have
d(iv′ + iv′′)dv = dv′′ iv′dv + dv′ iv′′dv +
∑
u6=v′,v′′
du(iv′ + iv′′)dv
= dv′′ iv′dv + dv′ iv′′dv −
∑
u6=v
(iv′ + iv′′)dvdu.
Here we used the equations in the proof of Theorem 3.8. For a splitting of v such
that |v′| = −1, dv′′ iv′dv must have a non-positive vertex since |v′′| = 1. In the
same way, dv′ iv′′dv also have a non-positive vertex. So d(iv′ + iv′′)dv is equal to
zero under the positivity relation.
Next, we shall calculate the image of (ii) by the operator L:
L(iv′ + iv′′)dv =
∑
u
(iu′ + iu′′)du(iv′ + iv′′)dv
=(i(v′′)′ + i(v′′)′′)dv′′ iv′dv + (i(v′)′ + i(v′)′′)dv′ iv′′dv
−
∑
u6=v
(iv′ + iv′′)dv(iu′ + iu′′)du
=(i(v′′)′ + i(v′′)′′)iv′dv′′dv + (i(v′)′ + i(v′)′′)iv′′dv′dv
−
∑
u6=v
(iv′ + iv′′)dv(iu′ + iu′′)du.
By changing names of vertices like the proof of Theorem 3.8, we get
(i(v′′)′ + i(v′′)′′)iv′dv′′dv = −(i(v′)′′ + iv′′)i(v′)′dv′dv = −Rv′dv′dv − i(v′)′ iv′′dv′dv,
and
(i(v′′)′ + i(v′′)′′)iv′dv′′dv + (i(v′)′ + i(v′)′′)iv′′dv′dv
=−Rv′dv′dv + i(v′)′′iv′′dv′dv
=−Rv′dv′dv − i(v′′)′i(v′′)′′dv′′dv
=−Rv′dv′dv −Rv′′dv′′dv
Using the A∞-relation, L(iv′ + iv′′)dv is equal to zero under the positivity relation.

Then we can also get the chain map
ψ+ : C
•,•
com(W )+ → C
•(Der+ω (LW ))
induced by ψ.
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Example 4.4. Suppose X = #g(S
n×Sn)\ IntD2n. Its Quillen model is described
by:
LX = L(u1, v1, . . . , ug, vg) (deg ui = deg vi = n− 1), δ = 0,
ω(ui, vj) = δij , ω(ui, uj) = ω(vi, vj) = 0.
It means N = 2n − 2, W = 〈u1, v1, . . . , ug, vg〉 and Z = {n − 1}. Then the dgl
(Der+ω (LX), 0) is a Quillen model of B aut∂,0(X) (which is proved in [1]). In the
case, we can forget all special vertices in the graph complex sicne δ = 0. So we
have the chain map
C•,•com(2n− 2, {n− 1})+/(special vertices)→ C
•,•
CE(Der
+
ω (LX))
Sp(W ).
This map is constructed by [1] and it is proved that the map is an isomorphism
under the limit g →∞.
Example 4.5. Suppose X = CP 3 \ IntD6. Its Quillen model is described by:
LX = L(u1, u2) (deg ui = 2i− 1), δ =
1
2
[u1, u1]
∂
∂u2
,
ω(u1, u2) = ω(u2, u1) = 1.
It means N = 4, W = 〈u1, u2〉 and Z = {1, 3}. Then the dgl (Der
+
ω (LX), δ) is a
Quillen model of B aut∂,0(X). Since Sp(W, δ) = 1, we have the chain map
C•,•com(W )+ → C
•,•
CE(Der
+
ω (LX)) = C
•,•
CE(Der
+
ω (LX))
Sp(W,δ).
We shall define a certain sub dgl d of Derω(LX). Put
A1 =
1
2
[u1, u1]
∂
∂u2
, A2 =
1
2
[u2, u2]
∂
∂u1
B1 =
1
2
[u1, u1]
∂
∂u1
+ [u1, u2]
∂
∂u2
, B2 = [u1, u2]
∂
∂u1
+
1
2
[u2, u2]
∂
∂u2
.
Then we have
δ(A1) = δ(B1) = δ(B2) = 0,
δ(A2) =
1
2
[[u1, u1], u2]
∂
∂u1
+
1
2
[[u2, u2], u1]
∂
∂u2
= [A1, A2] = −[B1, B2] =: C,
[Ai, Bj ] = [Ai, Ai] = [Bj , Bj ] = 0 (i, j = 1, 2),
degA1 = −1, degA2 = 5, degB1 = 1, degB2 = 3, degC = 4.
Here we put δ(Z) := [δ, Z] for simplicity. By the relation above,
d := 〈A1, A2, B1, B2, C〉 = Der
1
ω(LX)⊕Der
2
ω(LX)
is a sub dgl of Derω(LX). Its positive truncation d
+ is described by
d
+ = 〈A2, B1, B2, C〉 ,
δ(A2) = −[B1, B2] = C, δ(B1) = δ(B2) = δ(C) = 0,
[A2, Bi] = [A2, A2] = [Bi, Bi] = [A2, C] = [Bi, C] = 0 (i = 1, 2).
Let x, y1, y2, z be the suspension of the dual basis of A2, B1, B2, C. Then the
Chevalley-Eilenberg complex of the dgl d+ is written by
C•,•CE(d
+) = Λ(x, y1, y2, z) (deg x = 6, deg y1 = 2, deg y2 = 4, deg z = 5),
dx = dy1 = dy2 = 0, dz = x− y1y2
and its total cohomology
H•CE(d
+) = Λ(x, y1, y2)/(x− y1y2).
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Since d+ is the rank ≤ 2 part of Der+ω (LX), the map H
•
CE(Der
+
ω (LX))→ H
•
CE(d
+)
induced by the inclusion has a section. So non-trivial classes in H•CE(d
+) gives
non-trivial classes in H•CE(Der
+
ω (LX)).
The relation dz = x− y1y2 in the Chevalley-Eilenberg complex is corresponding
to the relation in the graph complex C•,•com(W )+ described in Figure 10. Here the
classes x and y1y2 corresponds to the first term and the sum of the second and
third terms in the figure. Remark that y1 and y2 do not correspond to graphs
without external vertices. According to the positivity relation, all the trivalent
graphs appearing in the right hand side are cycles since the degrees of two half-
edges incident to a permitted bivalent vertex in C•,•com(W )+ must be 3.
d          =            +          -213
13
13
1
13
3
1
1
1
3
3
3 1
1
1
3
3
3
Figure 10. the relation of graphs (the orientations are omitted)
Example 4.6. Suppose X = CP 4 \ IntD8. Its Quillen model is described by:
LX = L(u1, u2, u3) (deg ui = 2i− 1), δ =
1
2
[u1, u1]
∂
∂u2
+ [u1, u2]
∂
∂u3
,
ω(u2, u2) = ω(u1, u3) = 1.
It means N = 6, W = 〈u1, u2, u3〉 and Z = {1, 3, 5}. Then the dgl (Der
+
ω (LX), δ) is
a Quillen model of B aut∂,0(X). Defining the linear transformation τ by τ(u1) =
−u1, τ(u2) = u2 and τ(u3) = −u3, we have Sp(W, δ) = {1, τ}. So C•,•com(W )
Sp(W,δ)
is generated by graphs labeled by u1, u2, u3 satisfying #{u1, u3-labeled vertex} is
even. For simplicity, we put
[ui1 · · ·uik ] := [ui1 , · · · , uik ]cyc =
k∑
s=1
(−1)s(k−s)uis+1 · · ·uikui1 · · ·uis ∈W
k
cyc.
Using notations in Section 3.3, we can take a basis of W (2)
[uiuj ] ({i < j} ⊂ {1, 2, 3}),
a basis of W (3)
1
3
[uiuiui], [uiujuj ], [uiuiuj] ({i < j} ⊂ {1, 2, 3}), [u1u2u3] + [u1u3u2]
and a basis of W (4)
[uiuiujuj ] (i < j),
[u1u1u2u3] + [u1u1u3u2], [u1u2u2u3]− [u1u3u2u2], [u1u2u3u3]− [u1u3u3u2].
We put the corresponding rank 0, rank 1 and rank 2 basis of Derω(LX)
Pij , Aiii, Aijj , Aiij , A123, Biijj , B1123, B1223, B1233,
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and these dual basis pij , xijk and yijkl of Pij , Aijk and Bijkl . Then by direct
calculation we have the equations in C•,•CE(Der
+
ω (LX))
dy1122 = x222 − 2x123 + x122x113 − x122x122,
dy2233 = x333x122 + x233x222 − x223x223 − 2x123x233 + x133x223 + 2p23y1233,
dy1133 = x233 − x133x113 − x123x123 − 2p23y1123,
dy1123 = x223 − x133 − p23y1122,
dy1223 = x233 + x223x122 + x123x123 − x223x113 − x123x222 − x133x122 + p23y1123,
dy1233 = x333 + x233x122 − x123x223 − x233x113 − x123x122 + p23y1133.
Here all terms appearing in the right-hand side of the equations are cocycles. For
example, the fifth relation is corresponding to the relation in the graph complex
C•,•com(W )+ described in Figure 11. In Figure 11, the image by ψ+ of each graph
appearing the last term of the right hand side is zero.
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Figure 11. the relation of graphs ( 1©, 2© mean the orientation of
vertices and the other orientations are omitted)
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