This article considers three standard asset pricing models with adaptive agents and stochastic non-stationary dividends. We assume that the parameters are estimated by e x p o n e n tial smoothing, such that prices and returns remain random variables. This paper provides sufcient conditions for the ergodicity of the return process and checks whether the perceived law assumed by the bounded rational agents can be considered to be sound with the returns observed. JEL-Classi cation: D83, D84, G10.
Introduction
This article considers standard asset pricing models with adaptive agents. A stochastic noise component { called dividends in this paper -enters via the forecast of the twostep ahead dividend payment. This forecast e ects the current price of a risky asset. Therefore, the asset price is a random variable. Moreover, by including learning by exponential smoothing we observe how the volatility of the asset returns increases. Last but not least, a numerical analysis checks to what extent the structure of the asset return process can bedetected by the agents.
Within our model setting the dividend returns are stationary stationary dividends are only a special case of our setting. While the agents use the correct model to predict future dividends, they simply believe in an iid process of the returns of the asset prices ( rst di erences of asset prices). In this situation the asset prices do not converge and remain a random variable. This raises the question how to describe equilibrium behavior with stochastic and non-stationary prices. However, returns can reveal properties such a s ergodicity, such that the law of the return process converges to a stationary law, which provides a natural and useful extension of the idea of equilibrium behavior of an economic system for a stochastic setup (stochastic equilibrium). Another aspect why the existence of an invariant measure is important is the following: By perceiving iid asset returns the prices are integrated of order one (p t I(1)). The question arises whether the implied law of the asset prices is integrated of the same order. If this is the case we shall call such a structure weak consistent in the further analysis.
First, we show that without learning the implied actual law of the asset returns is AR(1). Gaunersdorfer and Hommes (2000) and P otzelberger and S ogner (2000) investigate convergence and stability o f l e v els of a state variable, i.e. convergence properties, even to some (complicated) attracting set, or ergodicity are investigated for price levels. In this article the price process (p t ) is stochastic and non-stationary.
Opposed to an equivalent model where agents believe in stationary prices and equilibrium is a xed point, even in a setup where learning dynamics are excluded, this model results in stochastic prices (for comparisons see S ogner and Mitl ohner (1999) and P otzelberger and S ogner (1999) ). By introducing learning into the capital market setup, we observe how learning generates endogenous dynamics in the model, i.e. some part of the volatility is caused by the learning behavior of the agents.
In contrast to some models in bounded rationality and learning literature, where either the perceived laws or the learning algorithm are complicated (see e.g. Arthur et al. (1997) or Brock and Hommes (1997)), our model assumptions remain very simple within our setup. Industry practice applies time series modeling for forecasting purposes. Therefore, we use the most simple ARMA model, which corresponds to agents perceiving iid models for the dividend returns and the price returns respectively. Model 1 and 2 present how these simple assumptions and learning results in an ARMA(2 1) model for the returns of the prices. If also volatilities are estimated by the agents (Model 3), non-linearities enter into the process of asset returns. Therefore, we show that neither complicated assumptions on the perceived law nor on the learning rules are necessary to derive returns exhibiting autoregressive e ects and non-linearities. This article is organized as follows: Section 2 presents the capital market setup, section 3 describes learning and provides su cient conditions for ergodicity, while section 4 checks for consistency of the perceived laws with the returns observed. (2) where the agents assume that " p t and " d t are independent. By these assumption the perceived laws are given by (1) 
where E(: j F t;1 ) and V(: j F t;1 ) denote the conditional expectation and the conditional variance under the assumed law. p t is held xed at p. The parameter i is a measure of risk-aversion of agent i. (3) is maximized for
Market Clearing: The market clearing price p t comes from the restriction of a constant
where 1=(1 + r) i s denoted by and c is an abbreviation for S= P n i=1 1= i .
Dynamics of ! t without learning: Under the perceived law (1) the conditional expectation and the conditional variance of p t+1 , given p t;1 are E (p t+1 j p t;1 ) = p t;1 + 2 and V(p t+1 j p t;1 ) = 2 2 p equivalently we can compute the conditional expectation and the conditional variance of dividend returns. Inserting these expressions into (5) yields:
so that the returns of the prices are given by the AR(1) process ! t = ! t;1 + t;1 = + ! t;1 + " d t;1 (7) where 0 < < 1 since r > 0.
Theorem 1 Let E(j t j) < 1 and r > 0, then ! t is ergodic. If the true return process of the dividends is generated by t = + " d t , " d t iid with an expectation of zero, then the expectation of the returns becomes E(! t ) = =r. E (! t ) = =r is the rational expectations equilibrium.
Proof. To check for ergodicity is straightforward, as described time series literature, e.g. Hamilton (1994) or Davidson and MacKinnon (1993) . An ARMA(v w)-process has a stationary limit distribution if (i) the roots (eigenvalues) of the AR-polynomial are within the unit circle, and (ii) the innovations (" t ) are ergodic. (ii) is ful lled if E(j" t j) < 1. Since r > 0 and E(j d t j) < 1, (i) and (ii) are ful lled.
From the above result we conclude that if the true parameters of the models are known the mean increase in the prices E (! t ) is equal to the expected increase in the dividends E (d t ) = dividend by the interest rate r.
Remark 1 In contrast to the model described by (1), (2) and (5) resulting in (7), where prices and returns are stochastic, perceived laws p t = p + " p t and d t = d + " d t together with ergodic dividends and (5) result in a xed point, i.e. equilibrium is a constant and deterministic sequence. For consistency considerations and learning with these perceived laws the reader is referred to Hommes and Sorger (1998), S ogner and Mitl ohner (1999) and P otzelberger and S ogner (1999) . Thus the rational expectations prices agree with the prices generated in the adaptive agent framework with the latter perceived laws, while with the perceived laws (1) and (2) the prices remain stochastic and therefore do not agree with the deterministic rational expectations growth path.
Dynamics of asset returns with learning
Before we start to analyze the implied laws let us brie y motivate the concept of bounded rational agents and the perceived laws in this setup. What we observe with nancial econometrics is that only "recent" data are used to estimate model parameters. For a more detailed discussion on this topic the reader is referred to Campbell et al. (1997) pp.78] . To account for this empirically observed down-weighting behavior we use exponential smoothing to estimate the parameters of forecast models (1) and (2). The perceived laws (1) and (2) can bemotivated by the fact that the dynamics of an economic system may bevery complex such that agents prefer to work with simple forecast models and check whether the predictive p o wer of these forecast models is su cient and consistent with the data (see e.g. Sargent (1993) chapter 2] and Hommes and Sorger (1998)). The topic of this section is to derive the implied actual law with the forecast models (1) and (2) where the parameters are derived by exponential smoothing. Section 4 investigates whether the deviations are reasonable and whether the perceived law (1) is consistent with the prices observed.
To discuss equilibrium behavior the concepts of stationarity and ergodicity provide familiar extension of equilibrium behavior in a stochastic system. Stationarity is de ned as, given a process (X t ), then X t 1 : : : X tn has the same distribution as X t 1 +k : : : X tn+k , with k 2 Z a n d n = 1 2 : : : ( X t ) i s ergodic if the distribution of the process t converges to , while (X t ) is geometrically ergodic if there exists a probability measure on a measure space (R B), constants < 1 a n d K > 0, such that the distribution of X t given by t satis es k t ; k K t .
In the following we consider three models only di ering in the subsets of f 2 p 2 d g to be estimated. Stochastic dynamical systems are frequently analyzed by means of stochastic approximation. Let us brie y remark why this approach cannot be applied here. For instance, in Model 3 noise does not enter trivially, where a stochastic state variable of the system is simply the sum of a deterministic map T(x t;1 ) and an additive noise term " t . Moreover, since the weight of current observations does not decrease with time, a structure t = t;1 +g(t "), where g(:) ful lls some regularity conditions such a s " g(:) becomes small in t", cannot be derived. Therefore, stochastic approximation as described in Kushner and Yin (1997) and Evans and Honkapohja (2001) chapters 5-7] cannot be applied to this problem. By analyzing Models 1-3 we provide examples how ergodicity or stationarity can bechecked within a random dynamical system x t = F(x t;1 " t ). The proofs for Model 1 and 2 are straightforward, while for Model 3 we use a proof from P otzelberger and S ogner (2000), who augmented a proof from Tong (1990) . 
Inserting (8) Remark 2 Note that is a function of the discount factor = 1 =(1+r) and the smoothing parameter . To match < 1 an increase in , i.e. a decrease in r, requires a reduction in the smoothing parameter , i.e. the downweighting of prior information is increased. 
Inserting (8) and (10) into (5) Let us estimate all parameters of (1) 
where = 2 c (1 ; ). To check for ergodicity o f t h e returns (! t ) requires the following steps: Using (10), the transition of the returns of the prices and the parameters can be described by the process X t := (! t ! t;1 ^ t ^ t;1 ^ t;2 ^ t;1 ) T 2 R 6 . Written in the form of a random dynamical system X t = F(X t;1 t;1 ), the process (X t ), and therefore asset returns, can beanalyzed. The following theorem provides a su cient condition for geometric ergodicity o f (X t ):
Theorem 4 Consider a pair f g, with 2 (0 1), where the following conditions are Proof. Apply the proof of theorem 3 in P otzelberger and S ogner (2000) to the system X t = F(X t;1 t ).
Time Series Properties
The goal of this section is to check whether the deviations of the forecast model (1) are reasonable and whether this simple rule is strong consistent with the returns observed. As already stated in section 1 the forecast model is called weak consistent if the implied asset prices and the price process perceived by the agents are integrated of the same order. Given a benchmark forecast model and a performance measure for the quality of the predictions, a forcast rule is strong consistent if it does not deviate too much from the benchmark considered.
If the su cient conditions of section 3 are met the naive rule of iid returns is at least weak consistent. Checking for strong consisitency will be done by comparing the simple forecast rule arising from exponential smoothing against an ARMA(2 1) model, estimated by the method of maximum likelihood, and the conditional expectation forecast E (! t j! t;1 = !), derived by kernel-estimation techniques (see Scott (1992) and Silverman (1986) ). Thus, the conditional expectation forecast (! e CE t ) and the ARMA(2 1) forecasts (! e ARMA t ) serve as benchmarks. We shall consider the perceived law (1) and its one-step ahead forecasts (! e iid t ) consistent with the data, if the coe cient of determination R 2 does not deviate too much from the R 2 's of the benchmark forecast models.
To perform this analysis we generated 200 return paths and took k = 200 observations after a burn-in of T = 2000 time steps, i.e. we used the periods t = T + 1 : : : T +k, where the ergodic return process can be considered to have converged. The parameters used for generating the paths are = 0 :6, c = 0 :1, r = 1 and t N ( 2 d ), = 1 and 2 d = 1 for Models 1 and 2. For Model 3 t is uniform on the interval described by inequality (16), (14) and (15) are matched with = 0:6 and r = 1 moreover we performed simulation runs with = 0 :3, where (15) is not met with Model 3.
The results of this analysis are presented in Table 1 . To measure the di erence in the performance of the forecasts we derive the coe cient of determination R 2 for Models 1 to 3, which corresponds to the percentage of the volatility of the returns explained by the statistical model. The terms in parentheses in Table 1 of the volatility of the returns. Therefore, if the adaptive agents are also engaged in the selection of the forecast model, they should increase the model order to increase the quality of their predictions. However, by including model selection in adaptive agent frameworks, we loose the analytical tractability of the capital market model. Additionally the results that this simple structure exhibits autoregressive returns and non-linearities are overlapped by complicated dynamics which can arise from model selection (see Brock and Hommes (1997) ). The predictive power of the naive rule increases if the smoothing parameter is reduced to = 0:3. Despite (15) is not met with = 0:3 in Model 3, the return series do not diverge as with a very small or a large . Nevertheless, the naive rule remains inferior to the ARMA(2 1) model or the conditional expectations forecast. Therefore, strong consistency cannot be veri ed by this numerical analysis. Nevertheless, the question whether the deviations are reasonable and the perceived law (1) can be considered to be consistent with the data as demanded in the bounded rationality literature depends on the exogenous parameters, on the benchmark used and on the maximum distance in the performance measures we a l l o w for, when strong consistency is considered.
Remark 3 Another interesting nding is that the ARMA (2 1 Remark 4 Last but not least we checked the statistical properties of the returns to investigate the question whether these models can explain some stylized facts of nancial time series by Model 3. Regarding to this problem the performance of this setup is poor.
Conclusions
This article considers three standard asset pricing models with adaptive agents using exponential smoothing to derive the parameters in their forecast models and stochastic dividends, where neither the prices nor the dividends are stationary. Nevertheless, rst Compared to models where levels are considered prices remain stochastic even if learning is excluded. Introducing learning into the capital market setup, generates additional volatility o f t h e returns, i.e. endogenous dynamics are present.
Since industry practice applies time series modeling we use the most simple model of iid returns to describe the perceived laws of the agents. Our models demonstrate that even with this simple forecast rule and learning, autoregressive returns together with non-linearities can easily beobtained. Therefore, we show that neither complicated assumptions on the perceived laws nor on the learning rules are necessary to derive returns exhibiting autoregressive e ects and non-linearities.
