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ABSTRACT 
In this paper we present a novel technique for the computation of  orthonormal polynomial ex- 
pansions. The proposed method is very straightforward; given a function to be expanded in a 
polynomial series, we first use the FFT to compute a vector of  Fourier coefficients. Then, using 
a change of  basis transformation, we go from the Fourier coefficients to the polynomial coef- 
ficients. Convergence properties for this new approach are investigated. 
i. INTRODUCTION 
Two common ways of representing functions have 
been polynomial nd trigonometric expansions. In
much of science and engineering the trigonometric 
Fourier expansion has dominated over the generalized 
Fourier series expansions in applications. One advan- 
tage of the trigonometric series over the polynomial 
series is ease of coefficient computation by use of the 
fast-Fourier-transform (FFT) algorithm; compared to 
the FFT, coefficient computation for polynomial 
expansions can be cumbersome and time-consuming. 
In this paper we derive a simple change-of-basis trans- 
formation that maps a trigonometric series to a poly- 
nomial series. 
These transformations have enabled us to develop an 
efficient algorithm for the computation oforthonor- 
real polynomial expansions. The basic plan of these 
algorithms i to create avector of Fourier coefficients 
by use of the FFT; this vector is then multiplied by a 
transformation matrix, resulting in a vector of poly- 
nomial coefficients. This approach can offer a saving 
in computation time over the standard integral formula 
for computing these polynomial coefficients. Section 
2 contains the derivation of the elements of the trans- 
formationmatrix, and in section 3a numerical example 
is presented. 
2. POLYNOMIAL EXPANSIONS 
Assume that H(x) is an L2[-T, T] function (where T
is f'mite), and therefore possesses a Fourier series ex- 
pansion convergent in L2[-T, T]. Thus we may write 
in~x H(x) = Y. h n exp (- ~)  
n=-oo 
where 
1 fTH(x) exp( -~)dx .  h n = ~-~ 
We also assume that 
f T [H(x)]2 w(x) < oo, dx 
where w(x) is a nonnegative weight function integrable 
over [-T, T]. Let 0n(X ) denote an nth order polynomial, 
oo  
and assume that (0n(X))n=0 is a set of polynomials 
that is orthonormal nd complete in L2[-T , T] with 
respect to the weight function w(x). Therefore, we 
can express H(x) as 
oo  
H(x)= Z a n O n(x), 
n=0 
where 
T 
= f-T H(x) On(x )w(x) dx. (1) a n 
Def'me the truncated Fourier series as 
HM(X) = [m~ M hm exp (- im~x ) .T  
Notice that 
a T " (x) w (x) dx II n-/_T hmexpC-V 
I 2 
]ml ~ M 
=1 ~[H(x)-HM(X)]~n(X)W(x)dxl 2 
T 2 
f T[H(x)-HM(X)]2 w(x)dx f_T[0n(Y)] w(y)dy. 
(1) G. L. Wise, Department of  Electrical Engineering, University of  Texas at Austin, Austin, 
Texas 78712, USA. 
(2) N. C. Gallagher, School of  Electrical Engineering, Purdue University, West Lafayette, Indiana 
47907, USA. 
Journal of Computational and Applied Mathematics, volume 7, no. 3, 1981. 157 
The integral with respect to y equals one by defini- 
tion. Since the integral with respect to x is finite, we 
know that for any e > 0, there exists a K such that 
fE [H(x) - HM(X)]2 w(x) dx < e, 
where 
E=(x :w(x)>K},  
and therefore 
T 2 .T ]2 
f_T[H(x)-HM(X)] w(x)dx < K J_T[H(x)-HM(X ) dx+e. 
The first term can be made arbitrarily small by choos- 
ing M sufficiently large. 
Thus, we see that 
a n = ~ hm Cmn , (2) 
m ~ ~ 
where  
T imrrx 
= f _Texp( -~)  On(X )w(x) dx, Cmn 
and where the convergence is uniform in n. Con- 
sequently, (2) may be written as 
a = h C (3) 
where h is the row vector of Fourier series coefficients, 
a is the row vector of polynomial coefficients, and C 
is the matrix whose mn-th element is Cmn. 
After uniform sampling of the function H(x), we can 
compute the vector of polynomial coefficients in the 
following.manner. In practice, a finite number of 
elements for h are computed by use of the FFT 
algorithms. Then we perform the vector multiplica- 
tion indicated by (3). For example, hwill be a 2M + 1 
dimensional row vector, a will be an L dimensional 
row vector, and C will be a (2M + 1) x L matrix. 
Because all computations must be performed using 
only a £mite number of terms, we are concerned with 
the convergence of the resulting coefficients an(2M+ 1) 
to the correct coefficients a n given by (1). We see 
from the above derivation that this convergence is 
uniform in n, where we have neglected aliasing errors 
associated with the FFT and machine computation 
errors. In the remainder of this paper, it will be as- 
sumed that all computations are done with 2M + 1 
such sample points of H(x). 
Notice that if we take T = 1 and 
w(~) = (1 - x) a (1 + x) 3, (4) 
where a > -1 and 3 > -1, the resulting 0n(X ) are the 
normalized Jacobi polynomials given by 
pn (a, 3) (x) 
On(X) = X/kn 
where [4, p. 284, #3.191-1] 
P0 (a' 3)(x) = 1, 
ko= P(a+l )  r ( f l+l )2  a + 3 + 1 
P (a+3+2)  
and for n > 1 [2, p. 169] 
pn(a'3)(x) =2-n m=0 ~ In :a ]  In + 3] (x-1)n-m(x+ 1 ) m [ n m j  
and 
2 a+3+1 P (n+a+l )P  (n+3+1) 
k n = 
(2n+a+3+l)F (n+l) F (n+a+3+l )  
In this case the elements Cmn of the transformation 
matrix C may be calculated using a method suggested 
by Yao and Thomas [5] (there is an error in equation 
(32) in [5]). Utilizing this method we obtain 
Cmn = 2rr en(-mrt), 
where 
-a-3 -2 
2 
Cn(t) = D (n, a,3 ) t Ma-3 2n+a+3+l (2 i t ) '  
2 ' 2 (5) 
Mr,s(t ) is the Whittaker function [1, p. 264] given by 
Mr,s(t ) = e -t/2 t 25+1 1F1(2- r +s; 2s + 1; t), 
and a+3 
p(n+a+l )p  (n+3+1) 2 2 
D (n,a,3) = 
a+3+2 " 
2 
2~x/k n r (n+l )P (2n+a+3+2)( i )  
For a=3, we obtain the normalized Gegenbauer poly- 
nomials, and in this case (5) becomes 
(i)nx/~ - F (n+ 3+1) P (n+ 3+ -,,~j ~ Jn+3+1/2 ] 
en(t) = 
2rrx/k-- n P (2n+ 23+2) P (n +1) t 3+ 1/2 
(6) 
Some special classes of normalized Gegenbauer poly- 
nomials are the normalized Legendre polynomials, 
both kinds of Chebyshev polynomials, and Tesseral 
polynomials. Applications of the above method for 
Legendre polynomials may be found in [3]. 
3. AN EXAMPLE 
In this section we present an example of the above 
method using Chebyshev polynomials of the first kind. 
Let T = 1 and let a = 3 = -1/2 in (4). 
This resuks in 0n(X )being the normalized nth Chebyshev 
polynomial of the f'lrst kind. The Chebyshev polynomials 
of the f~rst kind can be defined by 
T n + l(X) = 2x Tn(X ) - T n -l(X) 
T0(x ) =1 (7) 
Tl(X ) = x. 
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The resulting normalized polynomials are given by 
1 
00(x)  = ~- 
On(X ) = Tn(X), n ~ i. 
The elements of the transformation matrix are found 
to be 
Cmn = V /~ ( i)n Jn (- mzr). 
Therefore, we have that 
co 
an= 2V~ ~ h m (i)nJn(-mzt). 
m= -oo  
We consider the special case where the function H(x) 
is real valued. Using the relations 
h m=h * - m 
and 
Jn(- mlr) = (-1) n Jn(mTr), 
we have  
oo 
a 0=x/~h 0+2x/~ ~ RE(hm) J0(mTr) 
m=l 
oo 
= 2x/2-~ (-1) n/2 _ Z 1 RE(hm)Jn(mlr), n even 
g n 
m- n=#0 
n-1 
oo 
a n= 2~/2~ (-1) 2 Y~ IM(hm) Jn(mZ0, n odd. 
m=l 
(8) 
We now present an example of the computation of 
the Chebyshev polynomial coefficients. The func- 
tion H(x) is 
H(x) = 01(x ) + 02(x) 
=X/-~ (2x 2 + x -  1). 
The Chebyshev coefficients are computed by use of 
(8); selected coefficients a n are found in tables 1 and 
2 for the cases N = 4096 and N = 8192, respectively, 
where N is the number of equally spaced samples used 
in the FFT. 
TABLE 1. Selected values for (an} with M = 50, 75, 
and 100; N = 4096. 
!M 50 75 100 True 
va lue  
a 0 -5.38x10-3 -5.93x10-3 -6.57x10-3 0 
~1 0.886 0.907 0.919 1 
~2 0.995 0.994 0.993 1 
~3 -0.113 -9.27x10-2 -8.05x10 -2 0 
t 4 -5.19x10-3 -5.76x10-3 -6.42x10 -3 0 
~5 -0.111 -9.17x10-2 -7.98x10-2 0 
a49 -9.28x 10-3 6.22x 10-3 1.42x 10 -2 0 
TABLE 2. Selected values for (an} with M = 50, 75, 
and 100; N = 8192. 
M 50 75 100 True 
va lue  
a 0 -3.17x10 -3 -3.23x 10 -3 -3.46x10 -3 0 
a I 0.886 0.907 0.919 1 
a 2 0.997 0.997 0.997 1 
a 3 -0.113 -9.27x10 -2 -8.05x10 -3 0 
a 4 -3.09x10 -3 -3.15x10 -3 -3.38x10 -3 0 
a 5 -0.111 -9.16x10 -2 -7.98x10 -2 0 
a49 -9.29x 10-3 6.22 x 10 -3 1.42x 10 -2 0 
4. DISCUSSION 
We have proposed in this paper a novel approach for 
computing polynomial expansions from equally spaced 
samples. The computation i volved in this procedure 
falls into three categories : 
(1)Compute the transformation matrix C; this com- 
putation eed be done once and the result stored 
in computer memory. The same matrix C is used 
for the expansion ofaU functions; 
(2) Given the function H(x) to be expanded into the 
polynomial series, compute the Fourier series expan- 
sion of H(x) by use of the FFT. This provides a
vector of Fourier coefficients; 
(3) Finally, multiply this vector by the matrix C to 
produce avector of polynomial coefficients. 
The major sources of computation error with this 
procedure are error in the FFT, and truncation error 
in matrix mukiplication (finite - rather than infinite -
vectors and matrix) ; these errors can be reduced by 
choosing larger values of N in the FFT andM in the matrix 
multiplication. If great accuracy is required, then large 
values for M and N may be required. 
In examining the computation time required to evaluate 
polynomial coefficients we will ignore the computation 
of the transformation matrix C. If this matrix is recom- 
puted each time a different function is expanded in 
polynomials, then the computation time for C must be 
considered. For our purposes, we assume that C is 
stored in memory. The matrix mukiplication requires 
2M + 1 multiplications and 2M additions for each coef- 
ficient; if L coefficients are computed, we then have a 
total of L(2M + 1) multiplications. In many cases, the 
equations will simplify as in (8). The FFT routine for 
computation of the Fourier coefficients requires 
(N/2) log2(N ) multiplications (for radix 2 FFT). 
As a comparison to the approach proposed herein, con- 
sider the computations ecessary to evaluate the in- 
tegral of (1). First, we partition the interval for numer- 
ical evaluation of the integral. We then use a recursion 
rehtion such as that in (7) to generate values of 0n(X )
for the chosen partition points. Next a numerical 
evaluation procedure such as the trapezoidal rule is 
used to evaluate the integral. If the error in the evalua- 
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tion is not small enough, the procedure is repeated 
with a freer partitioning. It may be necessary to 
iterate several times. This general computation pro- 
cedure is necessary for each coefficient; hence, if we 
want a total of  L coefficients, we must evaluate L
integrals in this manner. The actual computer time 
taken in evaluating coefficients in this manner varies 
greatly from one set of  computer code to another. 
One may argue advantages for either technique of 
coefficient computation; it is possible for direct in- 
tegral evaluation to take less time than the FFT pro- 
cedure provided a fortuitous partitioning is made; 
however, we have found the FFT-matrix multiplica- 
tion technique to be particularly simple and efficient. 
For comparison purposes consider the example of  
section 3. We evaluated the coefficients a 0, a 1, a 2, a 3, 
a 4, a 5, and a49 using the trapezoidal rule and 
Simson's rule, where we took the interval to be 
[-0.99999, 0.99999]. In table 3 we used 601 points 
and in table 4 we used 1201 points. Notice that since 
seven coefficients are being evaluated, these corre- 
spond respectively to 4207 and 8407 samples, and 
tables i and 2 correspond respectively to 4096 and 
8192 samples. 
TABLE 3. Selected values for (a n } using 601 samples. 
Coef- Trapezoidal Simpson's True 
ficient rule rule value 
a 0 0.177 0.282 0 
a 1 1.23 1.40 1 
a 2 1.25 1.40 1 
a 3 0.230 0.399 0 
a 4 0.251 0.399 0 
a 5 0.231 0.399 0 
a49 0.289 0.458 0 
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