1. Introduction, The present paper is an extension and continuation of our earlier paper "Additive Functionals of a Markov Process " [5] which will be referred to in the sequel as AF. Roughly speaking we consider a temporally homogeneous Markov process, x(t), in a locally compact, separable, metric space and certain other processes derived from it. We always assume %{t) has right continuous paths and we consider processes obtained by stopping x(t) at the boundary of an open set, G, and subjecting x(t) to a local " death rate", V(x), in G. Our main study is the relationships between the infinitesimal generators of certain semi-groups naturally associated with these processes.
1. Introduction, The present paper is an extension and continuation of our earlier paper "Additive Functionals of a Markov Process " [5] which will be referred to in the sequel as AF. Roughly speaking we consider a temporally homogeneous Markov process, x(t), in a locally compact, separable, metric space and certain other processes derived from it. We always assume %{t) has right continuous paths and we consider processes obtained by stopping x(t) at the boundary of an open set, G, and subjecting x(t) to a local " death rate", V(x), in G. Our main study is the relationships between the infinitesimal generators of certain semi-groups naturally associated with these processes.
Actually we use a function space approach to stochastic processes and so our results are of an analytic nature (i. e. relations between the transition probabilities and infinitesimal generators) rather than of a measure theoretic nature (i. e. statements above sample functions, etc.). The use of a function space approach simplifies many measure theoretic difficulties associated with conditional probabilities and expectations,
but introduces the difficulty that if G is open then G(t) -{#(•)• x(τ) e G;
O^r^ t} is not in general measurable with respect to the σ-algebra 33(36) defined in § 2. It is known [7] that under certain restrictions (implied by our assumptions in § 2) G(t) is measurable with respect to the appropriate completion of 33(36). However, we do not choose to complete 33(36) as this introduces the other difficulties mentioned above; instead we consider the set {x( ): x(τ) e G; 0 <^ τ <^ ί} (G denotes the closure of G) which is obviously in 35(£) and impose a regularity condition on G that insures us that these two sets are roughly the same. (Theorem 2.1 and the ensuing development.)
In § 2 we develop the preliminary machinery that is needed throughout the remainder of the paper. We show in § 2 that all the results of AF are valid without the assumption (P 3 ) of AF. In § 3 we investigate the behavior at the boundary of G of the semi-groups introduced in § 2. In § 4 we consider the special case in which the infinitesimal generator of the semi-group associated with <c{t) is a local operator. The results of this section also extend and complement those of AF. In the remaining three sections of the paper we study the spectral properties of the semi-groups introduced in the earlier part of the paper.
I would like to take this opportunity to thank Dr, R, M. Blumenthal (2.3) p(ί, α?, A) = f /(ί, a?, y)dm(y) for all A 6 S3(X) .
To be explicit we assume (2.4) for all t > 0, a? e X and (2.5) /(« + β, a?, y) = j/(ί, x, «)/"(«, 2, for all ί, s > 0 and x, y e X. Finally we assume (2.6) f/(ί, x, y)dm(x) ^ Me αί where M and α are constants independent of y and t.
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We remark that condition (P) is equivalent to conditions (P τ ) and (P 2 ) of AF and hence the results of § 2 of of AF are applicable. We intend to use the same notation as in AF but for the convenience of the reader we repeat the basic definitions. If A e 3B(X) we define A t -{&(•): x(t) e A} e §8(X). For 21 e 35(36), A e S3(J5Γ), t > 0, and x e X we define P(2I; t, x, A) = P x (2ί n A t ). Clearly P( ;t, x, A) is a finite measure on 33(96) for fixed t, x, A and P(2ί; ί, x, ) is a finite measure on 33(X) for fixed 31, t, x unions. This class of sets is clearly monotone and thus the lemma follows.
We now introduce some notation that we will use throughout the paper. Let G be an open set in X and let G be its closure then for 0 <^ t < s we define (2.8) G(ί, s) = {»(•): α (τ) e G; for all τ such thatί ^ τ ^ s} and let G(ί) = G(0, t). Since G is closed and each #(•) is right continuous it follows that G(ΐ, s) e 33(3:). We further note that the sets G(t) are increasing as t decreases and hence we define G(t +)-U G(s). Let 33(ί, s) be the σ-algebra of subsets of X generated by sets of the form {&(•): a(t 0 ) 6 A; t ^ t 0 ^ s} and SB(t) = 95(0, t). Since the σ-algebras 8(t) are decreasing as t decreased we define 33(ί + )= Π S3. Clearly G(t,s)e S5(ί, s) for each pair 0 ^ ί < s and G(t +) e $B(ί +). LEMMA 
Lβί G be an open set then the function I[G(t, s); x( )~\ is jointly measurable in (ί, s, #(•)).
Proof. We introduce the set G(t,s~) -{ίc( ) ^( τ ) e G; for all r such that ί ^ τ < s} and clearly G(ί, s-) e S(ϊ). (t, s,x( ) -I[G(t%\, t™-) 
Λ and fe > j; while if fc = j (the only other possibility since t < s) we define jF" n (£, s, cc (•)) = 0. Clearly each F n is jointly measurable in (ί, s, #(•)) and using the fact that each #(•) is right continuous it is easy to see that F n (t,s,x( ) 
We next show that G is the relevant set in considering K.
Proof. (i ) In light of (2.11) it is sufficient to show this for K G . For any arbitrary set §ί e SS(ϊ) let 31° be the set of values of a (O) 'as x(-) ranges over St, then
(ii) Again it is sufficient to consider the case K Q . As above
Lemma 2.4 states that the support of the measure K(V, G; ί, x, •) is contained in G and that the support of the function K(V, G; ί, , A) is contained in G, thus we can write Lemma 2.3 as (2.12) L#(F, G; ί, a? f d»)ίΓ(7, G; s, », A) = X(7, G; t + s, a?, A) .
J β
In the sequel we will consider K as only being defined for x e G and icG,
We next introduce the transformations that are the main object of this paper:
We will write T t instead of T t [V, G] if there is no chance of confusion.
In view of assumption (P), (2.12), and Theorem 3.3 of AF it follows that {U t ; t > 0} and {T t ; t > 0} are semi-groups of bounded operators on
We wish to prove that these semi-groups are strongly continuous for t ^ 0 (with T o == Ϊ7 O = /). In order to do this we introduce two conditions which we will assume throughout the remainder of this paper. The first of these is merely a regularity condition on G; if dG denotes the boundary of G, we assume
The second condition is an assumption on the size of V on G, explicitly we assume
for almost all α? in G. We remark that (i2 2 ) is certainly satisfied if for some ε > 0 we have I I /(τ, ίc, y)V(y)dm(y)dτ < <χ> for almost all x in JojG G. We now state and prove the main theorem of this section (T 0~U0 -I). THEOREM 
The semi-group {U t ; t ^ 0} is strongly continuous for t ^ 0 and if {R^) and (R 2 ) hold then the semi-group {T t [V, G]; t ^ 0} is strongly continuous for t ^ 0.
Proof. We prove the theorem for {T t [V 9 G] ;t ^ 0} as the result for {U t ; t ^ 0} is a special case (take V -0 and G = X, clearly (βj) and (R 2 ) are satisfied with this choice of V and G). We write Γ t for Γ t [F, G] . As is well known (see [11] , p. 242) it is sufficient to prove that T t φ -> φ weakly as t -> 0 for all φ 6 L 2 (G). Suppose φ is continuous with compact support then using Theorem 2.3 of AF we see that
We next investigate the behavior of the exponential in (2.16). In (2.16) there is no loss of generality in considering V= 0 on the complement of G. With this simplification, since the integrand is non-negative and jointly measurable in τ and sc( ), we obtain
Using (R x ) and (R 2 ) it now follows that there exists an m-null set S c G
such that I V[x(τy]dτ -> 0 as a function of α?( ) in P,, measure provided

Jo x e G -S as £-•(). Finally the monotoneity of the integral implies that I V[x(τ)~\dτ -» 0 as t -> 0 f or almost all x( ) relative to P x measure
Jo if x € G -S(the exceptional set will, of course, depend on x). Thus for xεG -S the exponential in (2.16) approaches one as t j 0 for almost all x( ) with respect to P x measure. Hence if x e G -S we obtain using the bounded convergence theorem (2.17)
as ί j 0. For such α? the right continuity of x( ) implies that the right hand side of (2.17) 
reduces to φ(x). Since m(S) -m(dG) = 0 we obtain that (T t ψ)(x) -> φ(x) almost everywhere on G as t | 0. But I (T t φ) (x) I ^ sup I φ{x) \ and thus if ψ is continuous with compact support it follows that (ψ, T t φ) -> (ψ, ψ)
as t I 0. Now using the fact that || Γβ || is uniformly bounded near ί^Owe easily deduce that T t φ ~> ψ weakly as t I 0 for all ψ e L 2 (G) . This completes the proof of Theorem 2.1.
As mentioned above we will always assume (R x ) and (R 2 ) in the sequel. Condition (R x ) implies that L 2 (G) = L 2 (G) and since K(V, G, ί, x, dG)S p(t, x, dG) = 0, we can (and will) write integrals over G instead of G.
Exactly as in § 4 of AF we can derive the Darling-Siegert equations (in AF these were derived only in the case G = X but the method carries over without any trouble) which are for bounded , G; s, x, dy) .
JO JG
If Ω G and Ω G denote the infinitesimal generators of {Γ t [0, G]; t ^ 0} and {T t [V, G] ; t ^ 0} respectively it then follows exactly as in AF that
is the domain of Ω for any operator Ω and ®(F) is the domain of V considered as a multiplication operator on L 2 (G). In the case G = Iwe will write β and Ω f instead of Ω x and Ω x . The proof of Theorem 5.2 in AF depends only on the strong continuity for t ^> 0 of the semi-groups involved. (The use of condition (P 3 ) in that proof is easily avoided; see the proof of Theorem 4.1 of the present paper.) However, in order to insure the strong continuity of {T t [V, G] ; t ;> 0} one needs to assume some condition such as (R 2 ). This isn't done explicitly in the hypothesis of Theorem 5.2 in AF and thus the result is only valid if V satisfies some condition such as (R 2 ).
In the remainder of this paper integrals involving K in which the region of integration is not specified are understood to be over G.
3, Behavior near the boundary. In this section we investigate the behavior of the semi-groups {T t ; t > 0} near the boundary of G. Our approach is a straightforward generalization of the methods of [9] p. 308-309 and hence we just sketch the development omitting proofs. However, in many examples it is necessary to use the results of this section in order to identify the operators we have constructed with certain classical operators.
We would like to prove that T t [V, G] φ(x) -> 0 as x -> dG at least for a fairly wide class of ^>'s. However, even in classical potential theory such statements holds only modulo certain exceptional sets on dG. Hence we formulate the concept of a regular point on dG relative to the process defined by p(t, x, A). We introduce the notation S(x Qf e) = {x \p(x, x 0 ) < ε} where p is the metric in X.
DEFINITION. Let G be an open set and let x Q e dG, then x 0 is called regular provided that there exist positive numbers ε = ε(α? 0 ), 8 = 8(x 0 ) and an open set C -C(x Q ) such that (i) CcSfeδ) = S, (ii) C and G are disjoint, (iii) CnG= {x Q }, and (iv) p(t, x 0 , C) ^ εp(t, x 0 , S) for all sufficiently small t.
Using the general form of the zero-one law given in [2] the methods of [9] p. 308-309 are easily modified to yield the following theorem. 4. Local Operators. In § 2 we introduced the infinitesimal generators Ω and Ω Q of {U t ; t^O} and {T^O, G]; t^O} respectively. We intend to call Ω Q the generalized restriction of Ω to G. The purpose of this section is to show that if Ω is a local operator (to be defined shortly) then Ω o is the ordinary restriction of Ω to G. In order to attack this problem we first establish an approximation theorem which will also be of use in § 6. 
(G) .
Note that since Ω is local (4.2) can be written Ω Q ψ = Ω(I Q ψ) = ί2ŝ ince <p e L 2 (G) implies 7 0 <p = ^» as elements of L 2 (X).
We now state and prove the main theorem of the present section. THEOREM 
Let Ω and Ω G he the infinitesimal generators of {U t ; t ^ 0} and [T f [0, G] t j Ξ> 0} respectively, then if Ω is a local operator we have Ω G = Ω β , that is, the generalized restriction of Ω to G equals the ordinary restriction of Ω to G if Ω is a local operator. Of course, we are assuming m(dG) -0.
Proof. Let T[ n) -T t \V n , X] be the semi-groups constructed in Theorem 4.1 and from Theorem 4.1 we know that T[ n) φ -> T t φ=T t [0, G] φ for all φ 6 L 2 (G). Let I λ , J λ , and J ( λ re) be the resolvents of the semigroups {U t ; t ^ 0}, {T t ; t ^ 0} and {T ( t n)
; t ^ 0} respectively, it then follows from Theorem 4.1 that J^φ -> J λ φ for all φ e L 2 (G). Moreover we know from Theorem 5.1 of AF that the infinitesimal generator of {Tί n) ; t ^ 0} is Ω -V n . Let φ e O(Ω) then since Ω is local I o φ e &{Ω-V n ) for all n. We recall the fact that for each fixed λ the range of the resolvent of a strongly continuous (t ^> 0) semi-group is precisely the domain of the infinitesimal generator of the semi-group [6] . Let λ be fixed then for each n there exists ψ n e L 2 (X) such that
But then
But this implies that I Q φ -J λ ψ or I Q φ e &{Ω G ) and
Ω G {I G φ) = XJ λ ψ -ψ =Xl G φ -[Xl G φ -I G Ωψ\ = ΩI G φ .
Thus if φe Sfφ a )
it follows by definition that <pe Sf{Ω) and φeL 2 (G), hence φ = /^ 6 &(Ω Q ) and β^^ -Ωφ = Ω G φ, that is β 0 c β G .
Conversely suppose φ e &(Ω G ) then there exists ψ e L 2 (G) such that φ-J λ ψ. Define φ n =Jί n) ψ e L 2 (X), then φ n e &{Ω-V n ) and [X-(Ω-V n )~]φ n = ψ. Multiply this last equation by I Cr and using the facts that Ω is local
and I Q V n = 0 we obtain (λ -Ω)I G φ n -I Q ψ = ψ since ψ e L 2 (G) . But φ n = J^ψ -> J λ ψ = φ and hence 7 σ 9> n -> 7^ = ^> since φ e L 2 (G). Combining these results with the fact that Ω is closed we see that φe 2&{Ω) and
This establishes Theorem 4.2.
Let £?' be the infinitesimal generator of {TJ[V, X]; t ;> 0} then we know that if V is bounded β' = Ω -V. In general if V is not bounded we can only conclude that Ω -7cβ' (Theorem 5.2 of AF). However, if Ω is a local operator we can obtain more information about Ω', at least if we assume a mild regularity condition on the underlying space X and the measure m. We introduce the following condition which will be referred to as (R):
(R) There exists a sequence, {G n }, of open sets with compact closure such that X -U G n and m(dG n ) -0 for all n.
Let Ω be a local operator in L 2 (X) and assume (R) holds, then if I G φ e & (Ω) for all n we can define a function, (Ωφ)(x), which is determined almost everywhere but which will not in general be in L 2 (X).
We define (Ωφ)(x) -(ΩI Gn φ) (x) provided x e G n and since Ω is local it is clear that (Ωφ)(x)
is well defined independently of the particular sequence, {G n }, chosen up to a set of measure zero. The point of the matter is that although I Gn φ e &(Ω) for all n it may happen that φ3ί $ (Ω)
This is a familiar phenomenon in the case of the best known local operators, i.e., differential operators in Euclidean spaces. We will say that the function, V, is locally bounded if it is essentially bounded on compact sets. The following theorem gives precise information about Ω' in the case that Ω is local, Fis locally bounded, and (R) is satisfied. It should be compared with Theorems 5.1 and 5.2 of AF. 
everywhere. However neither (Ωφ)( ) nor Vφ need be in L 2 (G).
Proof. We prove the theorem in the case G = X, the general result following by a completely analogous argument and an appeal to Theorem 4. 
The Density of K. Since K(V\ G; t, x, A)£p(t, x, A)=\ f(t, x, y)
dm{y) it is evident that K is absolutely continuous with respect to m. The following theorem shows that the density can be chosen to be jointly measurable in its variables. THEOREM 
There exists a function k(V,G;t, x,y) -k(t,x y y) defined for t > 0 and (x,y) e G x G such that k is jointly measurable in all its variables and for fixed (t, x)
(5.1) K(V, G; ί, x, A) = ί fc(ί, x,
y)dm(y) for all A, and
Proof. In the present proof V and G are fixed and so we will suppress them m our notation. Let G = U S n where the S n 's are disjoint measurable sets of finite measure. Since X is a separable metric space S3(X) is countably generated and m restricted to S n is a finite measure. Under these conditions one can show using a technique due to Doob [3, pp. 343-344] that there exists a function, k n (t, x, y), defined for t > 0, x e G, y e S n such that k n is jointly measurable in (£, x, y) (for this one needs the fact-that iί( , , A) is jointly measurable in {t, x) which was established in §2) and k n (t, x, •) is a density for K(t, x, •) with respect to m restricted to S n for each pair (t, x). The details of this construction will be omitted since one merely has to put in (t, x) in the appropriate spots in Doob's construction. (See [1] where the details are give.)
If we define
it is clear that k has the desired properties.
6 The Spectral Decomposition: Compact case We begin with the following simple remarks. THEOREM 
If f(t, x, y)=f(t, y, x) almost everywhere, mxm then each of the operators T t [V, G] is self-adjoint and \\ T t \V, G] \\ <^ 1.
Proof. The fact that U t and T t [V, X] are self-ad joint is contained in the corollary to Theorem 2.5 of AF. Using Theorem 4.1 and the fact that the strong limit of self-ad joint operators is self-ad joint we see that T t [V f G] is self-ad joint. The symmetry of / implies that M and a can be taken to be 1 and 0 respectively in (2.6). Hence (2.15) yields \\T t [V, G] |^l. Theorem 6.2. Suppose G and f are such that 2 . That is
JβjG then each of the operators T t [V, G] = T t is an integral operator of finite double norm
where k is jointly measurable in its variables and
(Integrals involving k are understood to be over G unless otherwise specified.)
Proof. This is an immediate consequence of Theorem 5. Proof. From Theorem 6.1 it follows that each T t is self-ad joint and hence it is easy to see that k(t, x, y) = k(t, y, x) almost everywhere, m x m for fixed t (k(t, x, y) is the function defined in Theorem 6.2). Thus T t is given by an integral operator whose kernel is of finite double norm and symmetric.
We next show that each T t is positive definite. Since each T t is self-ad joint and T t = T m T tl2 we see that (ϊ>, φ) 
Repeating this argument we see that T tl2 nφ = 0 for all w and since the semi-group {T t : t ^ 0} is strongly continuous it now follows that φ = 0. Thus r c is positive definite.
Since TΊ is a compact, self-adjoint, positive definite operator it possesses a discrete set of eigen values {μ 3 y with corresponding eigen functions φ 3 such that 0 < μ 3 <: || T λ || ^ 1 and /^ j 0. Moreover the φ 3 may be taken so that {φ 3 } is a complete orthonormal system in L 2 (G) . Define λ^ --log μ 3 then λ^ ^ -log || TΊ || ^ 0 and Xj\ + oo. We now prove that ^j is an eigen function of T t with eigenvalue e~λ/ for each t > 0. Consider o = (i\ -and let Each distinct ^ is, of course, repeated according to its (finite) multiplicity. 1/2 j ^. Similarly if ί = m/2^ we see that T t φ 3 -e~λj t ψ j and using the strong continuity of the semi-group this then holds for all t > 0. Moreover {<Pj} being a complete orthonormal system implies that the numbers e' λ j t exhaust the eigen values of T t . Finally the fact that T ί/2 is of finite double norm implies that (6.5) Σ e~λj ι < oo for each ί > 0 .
To complete the proof of Theorem 6.3 we must show that each <Pj 6 £?(Ω' G ) and that (6.4) holds. Suppose T t φ -e~λ t φ and let J IM be the resolvent of the semi-group [T t ; t ^ 0} , then
or Ω' β φ = -Xφ. This proves (6.4) and again since {φ s } is a complete orthonormal system Ω G has a discrete spectrum consisting precisely of the numbers -Xj. This completes the proof of Theorem 6.3. The φ'β are, of course, only determined almost everywhere. We now pick the <p/s such that
for all x, and in the sequel φ ό (x) will denote these functions which are defined everywhere. Proof. We first remark that since G t + s, x, A) identically in its variables it easily follows that
for all most all y for fixed (£, s, cc) where the exceptional set, of course, depends on (t, s, x). We next show that for all t > 0 and all x
where ψ 5 is, of course, defined by (6.6). We already know that for each fixed t > 0 the relation (6.9) holds for almost all x. Thus if t < 1 we have for all
where the interchange is justified since the integral exists absolutely in the first order. If ί > 1 we have for all x \k(t, x,y)<Pj(y)dm(y)
Thus (6.9) holds for all t > 0 and all x. For fixed s > 0 the Schwarz inequality, (6.2) , and (6.9) combine to yield (6.10) I for all t > 0 and all x. The Schwarz inequality and (6.11) imply that converges absolutely for all ί > 0 and all (x 9 y). Let us define h(t 9 x,y) = ΣJ e-Wφjixtyjiy) .
J=i
Let t > 0 and x be fixed and let A c G with m(A) < oo . Since 7. The Spectral Decomposition:'General Case. In this section we will use the theory of generalized eigenfunction expansions to obtain a spectral decomposition for k(t, x, y) without assuming (K) of Theorem 6.2. We begin by giving a short outline of this theory. 4 Let T be a (possibly unbounded) self-ad joint operator in L 2 (G) and E(X) its spectral resolution. One version of the spectral theorem asserts that there exists a sequence of elements, {<p n }> in L 2 (G) such that L 2 (G) is the orthogonal direct sum Σ £> w where £> n is the closed manifold of 1 all vectors of the form F(T)φ n where F e L 2 (μ n ) and μ n {') -(E(*)φ ni φ n ). In fact the correspondence F(T)φ n -> F( ) establishes an isomorphism, U, of L 2 (G) onto the direct sum Σ = Σ L 2 (μ n ) which diagonalizes T in the sense that (7.1) (
UF(T)φ) n (X) -F(\)(Uφ) n (X)
for φ e D (F(T) ). If φ 6 L 2 (G) then (ί7<p) n denotes the component of Uφ in L 2 (μ n ). Moreover, each ξ) n reduces Γand the support of each μ n is contained in the spectrum of T. The operator T is said to have a generalized eigenfunction expansion provided that there exist kernels W n (λ, x) jointly measurable in (λ, x) such that for all φ e L 2 (G) (7.2) (Uφ) n {X) -\φ(x) WZ(X, x)dm{xf and (7.3) φ(x) = ±\~ (Uφ) n (X)W n (X, x)dμ n (X) , where the precise meaning (7.2) and (7, 3) is as follows. In (7.2) there exists an increasing sequence, {S k }, of sets of finite measure such that G=[jS k and I <p(x)Wt{X, x)dm{x) exists as a Lebesgue integral for each Js fc k and is an element of L 2 (μ n ) as a function of λ. Moreover, as k -> oo this sequence of elements converges in L 2 (μ n ) to the value of the integral. The intergral in (7. 3) is defined similarly in L 2 (G) and the sum is then taken in L 2 (G) .
A complex valued function, b(x, y), defined on G x G and jointly measurable in (x, y) will be called a Carleman kernel if it satisfies (7.4) 6(α?) = ( 1 6 
. If φ(T) is a Carleman operator, then T has a generalized eigenf unction expansion.
In proving this theorem Garding first showed that there existed functions JB n (λ, cc) jointly measurable in (X f x) such that B n ( , x) 
