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BEVEZET¶ES A SZTOCHASZTIKUS ANAL¶IZISBE
KÄOZGAZD¶ASZOKNAK1
MEDVEGYEV P¶ETER
Budapesti Corvinus Egyetem
A dolgozat c¶elja, hogy rÄovid bevezet¶est adjon a folytonos idej}u sztochasztikus
anal¶³zisbe. A hazai p¶enzÄugyi oktat¶asi gyakorlat nagyr¶eszt a diszkr¶et idej}u
¶es gyakran diszkr¶et ¶allapotter}u modellekre ¶epÄul.2 Ennek oka a folytonos
id}oparam¶eter}u sztochasztikus folyamatok elm¶elet¶et}ol val¶o ¶erthet}o idegenke-
d¶es. A folytonos id}oparam¶eter}u sztochasztikus anal¶³zis a modern matematika
egyik cs¶ucsteljes¶³tm¶enye,3 amely teljeskÄor}u matematikai meg¶ert¶ese egyr¶eszt
felt¶etelezi, hogy az olvas¶o tiszt¶aban van a modern anal¶³zis szinte minden
r¶eszlet¶evel; m¶asr¶eszt a matematikai r¶eszletek pontos meg¶ert¶ese nem sok se-
g¶³ts¶eget jelent a p¶enzÄugyi gondolatok elsaj¶at¶³t¶asakor. Ugyanakkor minden
technikai neh¶ezs¶eg ellen¶ere a sztochasztikus anal¶³zis n¶eh¶any igen egyszer}u
Äotletre ¶epÄul.4 A sztochasztikus anal¶³zis, m¶as n¶even sztochasztikus kalkulus
c¶elja a klasszikus di®erenci¶alsz¶am¶³t¶as kiterjeszt¶ese sztochasztikus folyama-
tokra. A terÄulet legfontosabb eredm¶enye az Ito^-formula. A formula p¶enzÄugyi
1Be¶erkezett: 2005. febru¶ar 25. A dolgozat a Budapesti Corvinus Egyetemen befek-
tet¶eselemz}o szakir¶anyon tartott el}oad¶asaim alapj¶an k¶eszÄult. KÄoszÄonettel tartozom Sz¶az
J¶anos professzornak, aki mindig b¶³ztatott arra, hogy a sztochasztikus anal¶³zis t¶eteleit
pr¶ob¶aljam meg kÄozgazd¶aszok sz¶am¶ara egyszer}uen elmagyar¶azni. Ugyancsak kÄoszÄonettel
tartozom a Magyar KÄulkereskedelmi Banknak a v¶allalati professzori ÄosztÄond¶³j¶ert, amely
n¶elkÄul az elm¶ult ¶evekben tudom¶anyos munk¶amat nem tudtam volna folytatni.
2V.Äo: [10]
3V.Äo: [6], [9].
4A ¯gyelmes olvas¶o al¶abb tÄobb helyen is joggal nehezm¶enyezheti a matematikai pon-
toss¶ag teljes hi¶any¶at. Integr¶alokat v¶eges Äosszegekkel helyettes¶³tek, nem teszek kÄulÄonbs¶eget
a konvergenciafogalmak kÄozÄott, az integr¶alok mÄog¶e bederiv¶alok, az integr¶alok sorrendj¶et
minden megfontol¶as n¶elkÄul felcser¶elem, ¶altal¶aban nem teszek kÄulÄonbs¶eget lok¶alis mar-
ting¶al ¶es marting¶al kÄozÄott stb. Ezek s¶ulyos matematikai hib¶ak, ¶es az al¶abb bemuta-
tott ¶all¶³t¶asok jelent}os r¶esze a megfogalmaz¶as pontatlans¶aga miatt matematikailag nem
is igaz, de rem¶elhet}oleg a probl¶ema ,,szabad szemmel az¶ert nem l¶athat¶o". Azt gondolom,
hogy egy bevezet}o p¶enzÄugyi matematikai kurzus sor¶an a precizit¶as magasabb foka ink¶abb
k¶aros, mint hasznos lenne. A t¶etelek pontos alakja, illetve a bizony¶³t¶asok megtal¶alhat¶oak a
Val¶osz¶³n}us¶egsz¶am¶³t¶as [7] ¶es a Sztochasztikus anal¶³zis [8] c¶³m}u kÄonyveimben. ÄOnkritikusan
megjegyzem, hogy rem¶elem a hozz¶a¶ert}o olvas¶o nem fogja a fejemre olvasni az al¶abb
le¶³rtakat, ¶es elfogadja azt a v¶elem¶enyemet, hogy egy ¶atlagos matematikai felk¶eszÄults¶eggel
rendelkez}o kÄozgazd¶asz sz¶am¶ara a sztochasztikus anal¶³zis t¶argyal¶asakor a matematikailag
kÄozel¶³t}oleg is prec¶³z st¶³lus teljesen lehetetlen. Nem tartom kiz¶artnak, hogy ez nem csak
az ¶atlagos kÄozgazd¶asz, hanem a nem speci¯kusan k¶epzett matematikus sz¶am¶ara is igen
probl¶em¶as. Ugyanakkor azt gondolom, hogy az itt le¶³rtak meg¶ert¶ese seg¶³theti az ¶erdekl}od}o
olvas¶ot a pontos matematikai elm¶elet meg¶ert¶es¶eben ¶es megem¶eszt¶es¶eben, ugyanis ha
heurisztikusan is, de az¶ert a helyes ir¶anyba orient¶alja. M¶ask¶eppen fogalmazva, rem¶elem,
az¶ert k¶art nem teszek avval, hogy a matematika t¶enyeit n¶emik¶eppen laz¶an interpret¶alom ¶es
id¶ezem. ÄOnkritikusan azt is be kell vallanom, hogy a dolgozatot nagyr¶eszt a sztochasztikus
anal¶³zis kÄonyvem ,propag¶al¶asa" c¶elj¶ab¶ol ¶³rtam meg, ¶³gy a dolgozatban mindig megadom a
pontos hivatkoz¶ast, ahol az olvas¶o a t¶etelek pontos alakj¶at ¶es a bizony¶³t¶ast megtal¶alhatja.
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kÄonyvekben legtÄobbszÄor id¶ezett alakj¶aban meglep}oen bonyolult, sz¶amomra
legal¶abbis nagyon nehezen megjegyezhet}o. Val¶oj¶aban azonban, a t¶argyal¶as
sor¶an sz¶and¶ekosan mell}ozÄott nem csek¶ely apr¶o technikai probl¶em¶at¶ol eltekint-
ve, a formula igen egyszer}uen igazolhat¶o, de ami j¶oval fontosabb a tartalma
kÄonnyen meg¶erthet}o ¶es megjegyezhet}o.
A formula meg¶ert¶es¶enek kulcsa, mint ¶altal¶aban a matematik¶aban, a meg-
felel}o n¶ez}opont megv¶alaszt¶asa. Ha hajland¶ok vagyunk az absztrakci¶os l¶etr¶an
egy kicsit feljebb m¶aszni ¶es hajland¶ok vagyunk a sztochasztikus anal¶³zis bi-
zonyos ¶altal¶anos k¶erd¶eseit megfontolni, akkor az egy¶ebk¶ent hom¶alyos k¶ep
azonnal kitisztul. Az Ito^-formula sz¶amos olvasattal rendelkezik: Az al¶abbiak-
ban a Newton{Leibniz-szab¶aly ¶altal¶anos¶³t¶asak¶ent t¶argyaljuk. Az ¶altal¶anos¶³t¶as
oka, hogy a tiszta v¶eletlen hat¶as¶ara kialakul¶o folyamatok ¶altal befutott p¶aly¶ak
matematikailag igen komplexek. A p¶enzÄugyi matematika kiindul¶opontja,
hogy a ki¶elezett piaci verseny hat¶as¶ara a p¶enzÄugyi eszkÄozÄok ¶aralakul¶as¶at le¶³r¶o
¶abr¶ak helyes matematikai absztrakci¶oj¶at olyan folyamatok alkotj¶ak, amelyek
a szok¶asos ¯zikai szeml¶elettel ellent¶etben nem rendelkeznek v¶eges ¶uthosszal,
mikÄozben a folyamat ¶ugynevezett n¶egyzetes megv¶altoz¶asa v¶eges ¶es pozit¶³v.
A n¶egyzetes megv¶altoz¶as pozitivit¶asa k¶et kÄovetkezm¶ennyel b¶³r: egyr¶eszt a
Newton{Leibniz-formul¶aban megjelenik az Ito^-formul¶aban szerepl}o nevezetes
m¶asodrend}u korrekci¶os tag, m¶asr¶eszt a folyamatokban nincsen arbitr¶azs. Az
arbitr¶azs hi¶anya, mint alapvet}o p¶enzÄugyi felt¶etel a piaci folyamatok hat¶e-
konys¶ag¶at jellemz}o, kÄozgazdas¶agi, p¶enzÄugyi ¶eszrev¶etel. A piacon az¶ert nin-
csen arbitr¶azs, mert a piac az inform¶aci¶ot azonnal ¶es tÄok¶eletesen feldolgozza;
ami a hat¶ekony inform¶aci¶ofeldolgoz¶as ut¶an megmarad az tÄok¶eletesen v¶eletlen,
amib}ol, a tÄok¶eletes v¶eletlen de¯n¶³ci¶oja miatt, nem lehet p¶enzt csin¶alni. M¶as-
k¶eppen fogalmazva, ha a n¶egyzetes megv¶altoz¶as nulla, akkor van arbitr¶azs, ¶es
akkor befektet¶eselemz¶es mint Äon¶all¶o tev¶ekenys¶eg szÄuks¶egtelen ¶es ¶ertelmetlen.
B¶ar al¶abb kÄozvetlenÄul nem jelenik meg, a h¶att¶erben egy nagyon j¶ol meg¶er-
tett ¶es tiszt¶azott matematikai{p¶enzÄugyi ¶all¶³t¶as h¶uz¶odik meg: az eszkÄoz¶araz¶as
alapt¶etele. A t¶etel szerint valamely piacon pontosan akkor nincsen lehet}os¶eg
arbitr¶azsra, ha egyr¶eszt az alapul vett folyamat ¶ugynevezett szemimarting¶al5,
m¶asr¶eszt alkalmas, az eredetivel ekvivalens val¶osz¶³n}us¶eg, az ¶ugynevezett koc-
k¶azatmentes val¶osz¶³n}us¶eg mellett, az alapfolyamat lok¶alis marting¶al. Minden
nem azonosan konstans lok¶alis marting¶al n¶egyzetes megv¶altoz¶asa pozit¶³v. A
n¶egyzetes megv¶altoz¶as nem fÄugg az alapul vett val¶osz¶³n}us¶egi mez}ot}ol, csak
a folyamat trajekt¶ori¶ait¶ol, vagyis a n¶egyzetes megv¶altoz¶as az eredeti, il-
letve a kock¶azatmentes val¶osz¶³n}us¶eg eset¶en megegyezik. Az Ito^-formula tal¶an
5A szemimarting¶al de¯n¶³ci¶oj¶ara k¶es}obb vissza fogunk t¶erni. A szemimarting¶alnak
nevezett folyamatoszt¶aly tagjai de¯n¶³ci¶o szerint k¶et folyamat Äosszeg¶ere bonthat¶oak: az
egyik folyamat teljes megv¶altoz¶asa v¶eges, a m¶asik lok¶alis marting¶al. Sajnos a terminol¶ogia
tÄort¶enelmileg alakult ki, ¶³gy nem tÄok¶eletes. Jobb lenne, ha a teljes megv¶altoz¶as helyett
els}orend}u megv¶altoz¶ast ¶³rhatn¶ank, vagyis azt mondhatn¶ank, hogy minden szemimarting¶al
k¶et folyamat Äosszeg¶ere bonthat¶o: az els}onek az els}orend}u, a m¶asodiknak a m¶asodrend}u
megv¶altoz¶asa v¶eges. ¶Erdemes megjegyezni, hogy a szemimarting¶alok eml¶³tett felbont¶asa
n¶emik¶eppen eltakarja a szemimarting¶alok azon kiemelked}o tulajdons¶ag¶at, hogy az Ito^-
integr¶al de¯ni¶al¶asakor az integr¶ator csak szemimarting¶al lehet, ellenkez}o esetben a szto-
chasztikus integr¶alt¶ol elv¶art alapvet}o folytonoss¶agi tulajdons¶agok nem fognak teljesÄulni.
V.Äo.: [8] 2.98. t¶etel, 198. oldal.
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legjobb olvasata, hogy a szemimarting¶alok oszt¶alya z¶art a k¶etszer folytonosan
deriv¶alhat¶o fÄuggv¶enyekkel val¶o transzform¶aci¶ora n¶ezve, ¶es a formula azt adja
meg, hogy mik¶ent m¶odosul az eredeti szemimarting¶al eml¶³tett k¶et kompo-
nense a formul¶aban szerepl}o fÄuggv¶enytranszform¶aci¶o hat¶as¶ara.
1 Sztochasztikus folyamatok
Sztochasztikus folyamaton mindig k¶etv¶altoz¶os fÄuggv¶enyt ¶ertÄunk. Az egyik
v¶altoz¶o, amit ¶altal¶aban t vagy s jelÄol, az id}o; a m¶asik, amit ¶altal¶aban !
jelÄol, v¶eletlen, ismeretlen param¶eter, amely lehets¶eges ¶ert¶ekeit egy (-; A;P)
val¶osz¶³n}us¶egi mez}ob}ol veszi fel. Bizonyos szempontb¶ol nagyon zavar¶o, de
ugyanakkor igen indokolt konvenci¶o, hogy az ! argumentumot ¶altal¶aban el-
hagyjuk. Ha a k¶epletet a szÄovegkÄornyezetb}ol kiragadjuk, nem vil¶agos, hogy
egyszer}u skal¶arr¶ol, vagy val¶osz¶³n}us¶egi v¶altoz¶or¶ol van-e sz¶o. A folyamatot
¶ugy c¶elszer}u elk¶epzelni, hogy a t = 0 id}opontban kiv¶alaszt¶asra kerÄul az !
v¶eletlen kimenetel ¶ert¶eke, ¶es ami meg¯gyelhet}o, az az ! rÄogz¶³t¶ese mellett
keletkez}o t 7! » (t; !) ¶ugynevezett trajekt¶oria, vagyis a folyamat realiz¶aci¶oja
az ! kimenetel megval¶osul¶asa eset¶en. A sztochasztikus anal¶³zis neh¶ezs¶egei
abb¶ol sz¶armaznak, hogy az ¶erdekes esetekben a t 7! » (t; !) trajekt¶ori¶ak igen
sz¶els}os¶eges matematikai tulajdons¶agokkal rendelkeznek.6 ¶Altal¶aban durv¶an
nem folytonosak, tele vannak szakad¶asokkal, kisebb nagyobb ugr¶asokkal. A
sztochasztikus folyamatok ¶altal¶anos elm¶elete igen neh¶ez, ¶³gy az al¶abbiakban
csak a folytonos sztochasztikus folyamatok elm¶elet¶evel foglalkozunk. Folyto-
noss¶agon azt ¶ertjÄuk, hogy felt¶etelezzÄuk, hogy a trajekt¶ori¶ak folytonos fÄugg-
v¶enyek. A folytonoss¶ag igen szigor¶u megkÄot¶es, a p¶enzÄugyi tapasztalat azt
mutatja, hogy a legtÄobb meg¯gyelt sztochasztikus folyamat nem folytonos,
pontosabban a folytonos folyamatok sz¶amos a p¶enzÄugyi gyakorlatban meg¯-
gyelt jelens¶eget nem megfelel}oen modelleznek. Ennek ellen¶ere a matematikai
t¶argyal¶as egyszer}us¶ege c¶elj¶ab¶ol a folytonoss¶ag felt¶etel¶et al¶abb mindig meg
fogjuk kÄovetelni.7 A legh¶³resebb folytonos sztochasztikus folyamat a Wiener-
folyamat:
1. De¯n¶³ci¶o. A fw (t; !)gt¸0 sztochasztikus folyamat Wiener-folyamat, ha
teljes¶³ti az al¶abbi Äot felt¶etelt:
1. w (0) ´ 0,
2. a w nÄovekm¶enyei fÄuggetlenek,8
6A tov¶abbiakban csak a folytonos id}oparam¶eter}u sztochasztikus folyamatok elm¶elet¶et
t¶argyaljuk, vagyis felt¶etelezzÄuk, hogy az id}oparam¶eter a sz¶amegyenes valamilyen inter-
vallum¶ab¶ol veszi fel az ¶ert¶ek¶et. Az alkalmaz¶asokban gyakran fel szok¶as tenni, hogy az
id}oparam¶eter diszkr¶et.
7Ett}ol azonban a matematikai t¶argyal¶as nem lesz sokkal egyszer}ubb, ugyanis a folyto-
nos sztochasztikus folyamatok ¶altal¶aban nem deriv¶alhat¶oak, ¶es al¶abb n¶emi t¶ulz¶assal nem
deriv¶alhat¶o fÄuggv¶enyekre akarunk di®erenci¶alsz¶am¶³t¶ast csin¶alni.
8Vagyis ha t1 < t2 < ¢ ¢ ¢ < tn tetsz}oleges id}opont sorozat, akkor a w (tk) ¡ w (tk¡1)
nÄovekm¶enyek fÄuggetlenek.
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3. a w stacion¶arius nÄovekm¶eny}u, vagyis a w (t + h) ¡ w (t) nÄovekm¶eny
eloszl¶asa csak a h-t¶ol fÄugg ¶es nem fÄugg a t-t}ol,
4. tetsz}oleges 0 · s < t ¶ert¶ekekre9
w (t) ¡ w (s) =d N
¡
0;
p
t ¡ s¢ ;
vagyis a w (t) ¡ w (s) nÄovekm¶eny eloszl¶asa norm¶alis, nulla v¶arhat¶o
¶ert¶ekkel ¶es
p
t ¡ s sz¶or¶assal,
5. a w folytonos abban az ¶ertelemben, hogy minden ! kimenetelre a t 7!
w (t; !) trajekt¶oria folytonos.
M¶as szavakkal, a [0;1) id}ointervallumon ¶ertelmezett w folytonos trajekt¶o-
ri¶aj¶u, fÄuggetlen ¶es stacion¶arius nÄovekm¶eny}u folyamatot Wiener-folyamatnak
mondjuk, ha minden t id}opontban a w (t) eloszl¶asa N
¡
0;
p
t
¢
. A norm¶alis
eloszl¶as tulajdons¶agai miatt tetsz}oleges t-re a folyamat nagy val¶osz¶³n}us¶eggel
a §3pt parabola ¶altal le¶³rt tartom¶anyban ingadozik. Ugyanakkor, ha a
kimenetelek valamely A halmaz¶an a w trajekt¶ori¶ai korl¶atosak lenn¶enek, akkor
a w (t) =
p
t v¶altoz¶ok eloszl¶asa minden t-re N (0; 1) eloszl¶as¶u lenne. Mivel az
A halmazon a folyamat korl¶atos, ez¶ert tetsz}oleges tn % 1 id}osorozatra az A
halmazon a w (tn) =
p
tn null¶ahoz tartana, ami csak ¶ugy lehets¶eges, ha az A
halmaz val¶osz¶³n}us¶ege nulla.10 M¶ask¶eppen fogalmazva a w (t) trajekt¶ori¶ai a
v¶egtelenben l¶enyeg¶eben 3
p
t sebess¶eggel ,,sz¶etspriccelnek". A pontos ¶all¶³t¶ast
az ¶ugynevezett iter¶alt logaritmusok t¶etele tartalmazza, amely szerint
P
µ
lim inf
t!1
w (t)p
2t ln ln t
= ¡1
¶
= P
µ
lim sup
t!1
w (t)p
2t ln ln t
= 1
¶
= 1 :
A t¶etel szerint tetsz}oleges " > 0 eset¶en a trajekt¶ori¶ak a v¶egtelenben egy
val¶osz¶³n}us¶eggel a ¡p2t ln ln t ¡ " ¶es p2t ln ln t + " gÄorb¶ek ¶altal le¶³rt tar-
tom¶anyban tart¶ozkodnak, amelynek a §3pt egy ,,durva", b¶ar igen szeml¶eletes
¶es ,,praktikus" kÄozel¶³t¶ese. ¶Erdemes hangs¶ulyozni, hogy a Wiener-folyamatot
de¯ni¶al¶o felt¶etelek szorosan ÄosszefÄuggnek, ¶es nem azonos s¶uly¶uak. P¶eld¶aul a
negyedik felt¶etel szerint a nÄovekm¶enyek eloszl¶asa norm¶alis. Megmutathat¶o,
hogy ez kÄovetkezik a trajekt¶ori¶ak folytonoss¶ag¶ab¶ol, illetve a nÄovekm¶enyek
fÄuggetlens¶eg¶eb}ol.11 A sz¶or¶asra tett felt¶etel, a normaliz¶al¶o konstanst¶ol el-
tekintve, a stacionarit¶as felt¶etel¶evel azonos. Ugyancsak hangs¶ulyozni kell,
hogy a Wiener-folyamat elnevez¶es n¶emik¶eppen pontatlan. Helyesebb lenne
Wiener-t¶³pus¶u folyamatokr¶ol besz¶elni. K¶et folyamat akkor kÄulÄonbÄoz}o, ha a
9A =d egyenl}os¶egen azt ¶ertjÄuk, hogy a k¶et oldal eloszl¶asa azonos. A =d jelÄol¶est akkor
is haszn¶alni fogjuk, ha az egyik oldalon ¶all¶o val¶osz¶³n}us¶egi v¶altoz¶o eloszl¶asa azonos a m¶asik
oldalon ¶all¶o eloszl¶assal .A tov¶abbiakban N (¹; ¾) a ¹ v¶arhat¶o ¶ert¶ekkel ¶es ¾ sz¶or¶assal ren-
delkez}o norm¶alis eloszl¶ast jelÄoli. A » =d N (¹; ¾) egyenl}os¶eg azt jelenti, hogy a » eloszl¶as
norm¶alis ¹; ¾ param¶eterekkel.
10V.Äo.: [8], A.8. ¶all¶³t¶as, 334. oldal.
11V.Äo.: [7], 16.33. t¶etel, 780. oldal. Ez is mutatja, hogy a trajekt¶ori¶ak folytonoss¶ag¶ara
tett felt¶etel igen szigor¶u. A p¶enzÄugyi adatsorok eset¶en sz¶eles kÄorben meg¯gyelt vastag
farok jelens¶eg nehezen illeszthet}o Äossze a folytonoss¶agi felt¶etellel.
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folyamatot megad¶o k¶etv¶altoz¶os fÄuggv¶enyek kÄulÄonbÄoz}oek. Az irodalomban
¶altal¶aban csak Wiener-folyamatr¶ol szok¶as besz¶elni ¶es a kÄulÄonbÄoz}o Wiener-
folyamatokat ¶altal¶aban ugyanavval a w szimbolummal szok¶as jelÄolni. Ez
nyilv¶an nem okoz gondot, ha az olvas¶o sz¶am¶ara teljess¶eggel vil¶agos, hogy a
Wiener-folyamat elnevez¶es nem egyetlen folyamatra, hanem, mik¶ent p¶eld¶aul
a Markov-folyamat elnevez¶es, folyamatok oszt¶aly¶ara utal. Term¶eszetesen k¶et
fÄuggv¶eny m¶ar akkor kÄulÄonbÄoz}o, ha az ¶ertelmez¶esi tartom¶anyuk kÄulÄonbÄoz}o.
Sz¶amos olyan matematikai konstrukci¶o l¶etezik, amely seg¶³ts¶eg¶evel Wiener-
folyamat k¶esz¶³thet}o.12 A kÄulÄonbÄoz}o konstrukci¶okban a folyamatot hordoz¶o
(-; A;P) terek ¶altal¶aban kÄulÄonbÄoz}oek, ¶³gy term¶eszetszer}uleg a folyamatok is
kÄulÄonbÄoz}oek.13
2. P¶elda. Ha w Wiener-folyamat, akkor az u (t)
±
= tw (1=t) folyamat is
Wiener-folyamat.
Ahhoz, hogy valami Wiener-folyamat legyen, a folyamatnak teljes¶³teni kell
a Wiener-folyamatot mint folyamatoszt¶alyt de¯ni¶al¶o felt¶eteleket. A p¶eld¶aban
gondot jelent, hogy a t = 0 id}opontban az u nincsen de¯ni¶alva, ¶³gy az u nem
is lehet szigor¶u ¶ertelemben Wiener-folyamat. Ugyanakkor a p¶elda ¶ertelem-
szer}uen ¶ugy ¶ertend}o, hogy a t = 0 id}opontra az u folyamatot a hat¶ar¶ert¶ek¶evel
terjesztjÄuk ki. Els}o l¶ep¶esben teh¶at meg kell mutatni, hogy14
lim
t!0 tw
µ
1
t
¶
= 0:
A hat¶ar¶ert¶ek ¶ugy ¶ertend}o, hogy az - egy olyan r¶eszhalmaz¶an, amely val¶osz¶³-
n}us¶ege 1, a hat¶ar¶ert¶ek l¶etezik, ¶es ¶ert¶eke ¶eppen 0. Ennek oka a kÄovetkez}o: Ha
t
±
= 1=n, akkor
u (t) = u
µ
1
n
¶
±
=
w (n)
n
:
A w (n) eloszl¶asa N (0;
p
n), ¶es a w (n) tekinthet}o n darab fÄuggetlen
N (0; 1) eloszl¶as¶u val¶osz¶³n}us¶egi v¶altoz¶o Äosszeg¶enek. M¶ask¶eppen
u
µ
1
n
¶
±
=
w (n)
n
=
w (n) ¡ w (0)
n
=
Pn
k=1 (w (k) ¡ w (k ¡ 1))
n
±
=
±
=
Pn
k=1 »k
n
=d
Pn
k=1 N (0; 1)
n
;
ahol az Äosszegben szerepl}o »k =d N (0; 1) tagok fÄuggetlenek. A nagy sz¶amok
12V.Äo.: [7], 7.50. t¶etel, 246. oldal, [8], A.2 pont, 336. oldal.
13Hasonl¶oan probl¶em¶as p¶eld¶aul a Poisson-folyamat elnevez¶es. Ugyanakkor mind a
Markov-, mind a Poisson-folyamatok eset¶en az oszt¶aly tagjai nyilv¶anval¶o m¶odon, de¯n¶³ci¶o
szerint valamilyen param¶eter, vagy param¶eterek fÄuggv¶enyei, ¶³gy azonnal vil¶agos, hogy az
adott elnevez¶es mÄogÄott nem egy folyamat, hanem folyamatok egy csal¶adja van. Tapaszta-
lataim szerint a Wiener-folyamat eset¶en "els}o r¶an¶ez¶esre" m¶eg matematikailag j¶ol k¶epzett
emberek sz¶am¶ara sem azonnal vil¶agos a w szimb¶olum pontos tartalma, ¶³gy azt gondolom,
hogy szemben a k¶et eml¶³tett folyamatoszt¶allyal, erre c¶elszer}u explicite utalni.
14V.Äo.: [8], A.10. ¶all¶³t¶as, 335. oldal.
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er}os tÄorv¶enye szerint15 a kifejez¶es a kÄozÄos N (0; 1) eloszl¶as v¶arhat¶o ¶ert¶ek¶ehez,
vagyis null¶ahoz tart. M¶ask¶eppen fogalmazva, ha u (0)
±
= 0; akkor az u folya-
mat folytonos lesz, vagyis a t = 0 id}opontban megadott de¯n¶³ci¶o miatt az u
minden t ¸ 0 id}opontban automatikusan folytonos. Tetsz}oleges t-re az u (t)
eloszl¶asa
u (t) =d tN
Ã
0;
r
1
t
!
= N
³
0;
p
t
´
;
¶es az egyes id}oszakokban a nÄovekm¶enyek a w megfelel}o tulajdons¶aga miatt
nyilv¶an fÄuggetlenek maradnak, ¶³gy az u-ra a Wiener-folyamatot de¯ni¶al¶o tu-
lajdons¶agok teljesÄulnek, kÄovetkez¶esk¶eppen az u Wiener-folyamat.
3. ¶All¶³t¶as. A Wiener-folyamatok trajekt¶ori¶ai nem deriv¶alhat¶oak.16.
A Wiener-folyamatok matematikailag legizgalmasabb tulajdons¶aga, hogy
a folyamat trajekt¶ori¶ai egyetlen id}opontban sem deriv¶alhat¶oak. ¶Irjuk fel a
di®erenciah¶anyadost egy tetsz}oleges t0 id}opontban:
¢w
¢t0
±
=
w (h + t0) ¡ w (t0)
h
:
A de¯n¶³ci¶ok alapj¶an evidens, hogy tetsz}oleges t0 ¸ 0 id}opont eset¶en a v (h) ±=
w (h + t0)¡w (t0) folyamat szint¶en Wiener-folyamat. Ezt ¶ugy interpret¶alhat-
juk, hogy a Wiener-folyamat tulajdons¶ag fÄuggetlen att¶ol, hogy a folyamatot
mikor kezdjÄuk el meg¯gyelni. A kÄulÄonbs¶egi h¶anyados
¢w
¢t0
±
=
v (h)
h
±
= sv
µ
1
s
¶
±
= u (s)
m¶odon ¶³rhat¶o, ahol ¶ertelemszer}uen s
±
= 1=h: Mivel a v Wiener-folyamat,
ez¶ert az u (s) az el}oz}o p¶elda szerint szint¶en Wiener-folyamat. Ha h ! 0;
akkor s ! 1; ¶³gy a di®erenciah¶anyados hat¶ar¶ert¶eke az egyes kimenetelek-
re Wiener-folyamatk¶ent ,,sz¶etspriccel", vagyis a kor¶abban eml¶³tett m¶odon a
v¶egtelenben egyre jobban ingadozik, ¶³gy a hat¶ar¶ert¶ek nem l¶etezik.
4. P¶elda. A tÄok¶eletes v¶eletlen: marting¶alok.
Heurisztikusan a marting¶alokat a fair szerencsej¶at¶ekokkal szok¶as azono-
s¶³tani, de a k¶et fogalom azonos¶³t¶asa csak az¶ert nem megfelel}o, mert nem
tudjuk, hogy mit jelent a ,,fair szerencsej¶at¶ek" kifejez¶es. Egy szerencsej¶at¶ek
pontosan akkor fair, ha a j¶at¶ek kumul¶alt nyerem¶enye marting¶alt alkot! Egy
m¶asik de¯n¶³ci¶o, hogy egy j¶at¶ek fair, ha a j¶at¶ekban val¶o r¶eszv¶etel¶ert nem
j¶ar kompenz¶aci¶o. De mi a kompenz¶aci¶o de¯n¶³ci¶oja, milyen folyamatokat
tekinthetÄunk kompenz¶aci¶onak? Egy tov¶abbi de¯n¶³ci¶o szerint egy j¶at¶ek fair,
15A nagy sz¶amok er}os tÄorv¶enye szerint fÄuggetlen, azonos eloszl¶assal rendelkez}o v¶altoz¶ok
sz¶amtani ¶atlaga egy nulla val¶osz¶³n}us¶eg}u esem¶enyt}ol eltekintve a kÄozÄos eloszl¶as v¶arhat¶o
¶ert¶ek¶ehez tart. A v¶eges hat¶ar¶ert¶ekhez val¶o konvergencia szÄuks¶eges ¶es elegend}o felt¶etele
annak, hogy a kÄozÄos eloszl¶asnak legyen v¶arhat¶o ¶ert¶eke.
16V.Äo.: [8] A.7. t¶etel, 332. oldal.
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ha az eredm¶enye tÄok¶eletesen v¶eletlen. De mikor lesz egy sorozat eredm¶enye
teljesen, vagy tÄok¶eletesen v¶eletlen? Mikor tekintsÄunk egy (»k)k sorozatot tel-
jesen v¶eletlennek? Egyr¶eszr}ol nyilv¶an olyan de¯n¶³ci¶ot akarunk, amely kÄozel
¶all a fogalom kÄoznapi ¶ertelmez¶es¶ehez, m¶asr¶eszt olyan fogalmat szeretn¶enk,
amellyel az¶ert ,,kÄonny}u sz¶amolni". Ha a (»k)k sorozat tagjai csak korrel¶a-
latlanok, akkor a matematikai tapasztalat azt mutatja, hogy a (»k)k sorozat
matematikailag t¶ul ¶altal¶anos. A korrel¶alatlans¶ag t¶ul enyhe megkÄot¶es. A kor-
rel¶alatlan sorozatokkal neh¶ez dolgozni, ¶³gy a korrel¶alatlan sorozatok praktikus
okokb¶ol nem tekinthet}oek a v¶eletlen sorozat megfelel}o modellj¶enek.
Kolmogorov egyik alapvet}o hozz¶aj¶arul¶asa a val¶osz¶³n}us¶egsz¶am¶³t¶ashoz az
volt, hogy megmutatta, hogy ha a (»k)k sorozat tagjai fÄuggetlenek, akkor
a (»k)k sorozattal ,,kÄonny}u" dolgozni, vagyis eleg¶ans m¶odon bel¶athat¶oak
olyan t¶etelek, amelyeket a ,,tÄok¶eletesen v¶eletlen" sorozatokt¶ol heurisztikusan
elv¶arunk. A fÄuggetlens¶eg fogalm¶at a bevezet}o val¶osz¶³n}us¶egsz¶am¶³t¶asi kurzu-
sokon term¶eszeti tÄorv¶enyk¶ent, a priori kateg¶oriak¶ent szok¶as bevezetni. ¶Ugy
szok¶as tenni, mintha a fÄuggetlens¶eg a t¶er ¶es id}o kateg¶ori¶aj¶aval azonos szinten
lev}o alapkateg¶ori¶aja lenne a szeml¶eletÄunknek. A sztochasztikus folyamatok
elm¶elet¶et megalap¶³t¶o Doob ¶erdeme, hogy a fÄuggetlen, nulla v¶arhat¶o ¶ert¶ek}u
sorozat fogalm¶at felcser¶elte a marting¶al fogalm¶aval.
A marting¶al de¯n¶³ci¶oja a kÄovetkez}o: Legyen adva egy (-;A;P) val¶osz¶³-
n}us¶egi mez}o. Legyen TT a lehets¶eges id}opontok halmaza. Az A halmazcsal¶ad
az Äosszes lehets¶eges esem¶enyek halmaza. Az A mellett minden t-re legyenek
adva az Ft; t 2 TT esem¶enycsal¶adok, amelyek a t id}opontig bekÄovetkezett
esem¶enyeket tartalmazz¶ak. Az Ft interpret¶aci¶oja miatt, ha s < t a TT k¶et
lehets¶eges id}opontja, akkor Fs µ Ft, vagyis ha s < t; akkor minden az s
id}opontig meg¯gyelhet}o esem¶eny meg¯gyelhet}o a t id}opontig is. Az (Ft)t2TT
matematikai strukt¶ur¶at ¯ltr¶aci¶onak mondjuk. Az (-; A;P) mez}o mellett
az (Ft)t ¯ltr¶aci¶ot is a modell alapadat¶anak tekintjÄuk ¶es a t¶argyal¶as elej¶en
rÄogz¶³tjÄuk. A TT id}ohalmazon ¶ertelmezett » (t) folyamatot az (-;A;P; (Ft)t)
alapadatok mellett marting¶alnak mondjuk, ha az al¶abbi tulajdons¶agok tel-
jesÄulnek:
1. A » (t) trajekt¶ori¶ai jobbr¶ol folytonosak ¶es rendelkeznek bal oldali ha-
t¶ar¶ert¶ekkel.
2. Minden t 2 TT eset¶en l¶etezik az M (» (t)) v¶arhat¶o ¶ert¶ek ¶es ha s < t;
akkor M (» (t) j Fs) = » (s).
Az els}o tulajdons¶ag diszkr¶et id}opontokb¶ol ¶all¶o TT eset¶en term¶eszetesen
semmitmond¶o,17 folytonos id}ohorizont eset¶en a marting¶alok rendelkezhet-
nek ugr¶asokkal,18 de az ugr¶asokat m¶eg in¯nitezim¶alisan sem lehet el}orel¶atni,
ugyanakkor a folyamatnak az ugr¶asokon k¶³vÄul m¶as t¶³pus¶u szakad¶asai nem
17Illetve ¶ertelmetlen. Ugyanakkor minden diszkr¶et idej}u sztochasztikus folyamat
tekinthet}o olyan folytonos idej}u folyamatnak, ahol a folyamat csak a megadott eg¶esz ¶ert¶ek}u
id}opontokban ugorhat.
18De¯n¶³ci¶o szerint az ugr¶asok olyan szakad¶asok, ahol a jobb ¶es a bal oldali hat¶ar¶ert¶ek
l¶etezik.
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lehetnek. A m¶asodik tulajdons¶ag szerint a folyamat statisztikailag el}oreje-
lezhetetlen, vagyis a » (t) ¶ert¶ek becsl¶es¶et19 az Fs alapj¶an a » (s) adja. A
folyamat marting¶al, ha a m¶ultja alapj¶an a jÄov}oj¶et nem lehet el}orejelezni.
Egy folyamat tÄok¶eletesen v¶eletlen, ha a m¶ultja nem szolg¶altat inform¶aci¶ot a
jÄov}oj¶ere n¶ezve. A legtÄobb, amit a m¶ultb¶ol a jÄov}ore n¶ezve kiolvashatunk, az a
jelen ¶allapot.
Ezen a ponton ¶erdemes egy tov¶abbi ¯loz¶o¯ai megjegyz¶est tenni. A Kolmo-
gorov-f¶ele val¶osz¶³n}us¶egsz¶am¶³t¶asi modellnek van egy alapvet}o hib¶aja. Mikor
is tekintÄunk egy sorozatot v¶eletlennek? Ha adott val¶osz¶³n}us¶egi v¶altoz¶ok
egy meghat¶arozott tulajdons¶agokkal rendelkez}o diszkr¶et vagy folytonos idej}u
folyamata. Diszkr¶et id}o¶abr¶azol¶as eset¶en ez azt jelenti, hogy minden ! eset¶en
adott egy (»k (!))k sz¶amsorozat. Val¶oj¶aban azonban ilyen nincsen. Egy
r¶eszv¶eny ¶ar¶anak alakul¶asa csak egyszer ¯gyelhet}o meg. Az ¶altalunk vizsg¶alt
egy darab r¶eszv¶eny, egyetlen realiz¶aci¶oja mikor tekinthet}o v¶eletlen sorozat-
nak? A k¶erd¶es tÄobbek kÄozÄott Kolmogorovot is izgatta. Az ¶altala ¶es sz¶amos
m¶as matematikus20 ¶altal tal¶alt v¶alasz a kÄovetkez}o: TegyÄuk fel, hogy adott
(an)n sz¶amok egy sorozata. Ha a sorozat nem v¶eletlen, akkor van benne
valami szab¶alyszer}us¶eg. Akkor mondjuk, hogy egy sorozatban van szab¶aly,
ha megadhat¶o egy olyan elj¶ar¶as, amely rÄovidebb, egyszer}ubb, mint az ere-
deti ¶es amelyet alkalmazva reproduk¶alni tudjuk a sorozatot. N¶emik¶eppen
pontosabban fogalmazva, ha egy sorozatban van szab¶aly, akkor ¶³rhat¶o egy
olyan sz¶am¶³t¶og¶epes21 program, amely el}orejelzi a sorozat tagjait.22. A prog-
ram hossza tekinthet}o a sorozatban szerepl}o komplexit¶as m¶ert¶ek¶enek. Ha a
lehets¶eges legrÄovidebb program n sorb¶ol ¶all, akkor a sorozat komplexit¶asa n.
Ha a legrÄovidebb program hossza, amely a sorozat els}o n tagj¶ab¶ol el}orejelzi a
sorozat (n + 1)-edik tagj¶at az n nÄoveked¶es¶evel ar¶anyosan n}o, akkor a sorozat
v¶eletlen. VegyÄuk ¶eszre, hogy ¶eppen err}ol van sz¶o a r¶eszv¶enyek ¶aralakul¶as¶anak
el}orejelz¶ese eset¶en is. Nincs olyan ¯x hossz¶u, el}ore rÄogz¶³tett sz¶am¶³t¶og¶epes
19Term¶eszetesen m¶eg most is kÄorbeforog a de¯n¶³ci¶o, ugyanis a becsl¶es sz¶ot a felt¶eteles
v¶arhat¶o ¶ert¶ekkel de¯ni¶aljuk. Nem t¶ul jelent}os megjegyz¶es, de tal¶an nem ¶erdektelen
hangs¶ulyozni, hogy ha becsl¶esen nem csak a legkisebb n¶egyzetek m¶odszer¶et ¶ertjÄuk, akkor
a terminol¶ogia f¶elrevezet}o, ugyanis l¶eteznek olyan statisztikai becsl¶esi elj¶ar¶asok, amelyek
nem azonosak a felt¶eteles v¶arhat¶o ¶ert¶ekkel. A felt¶eteles v¶arhat¶o ¶ert¶ek pontos matematikai
de¯n¶³ci¶oj¶anak meg¶ert¶ese komoly matematikai el}ok¶epzetts¶eget k¶³v¶an, ¶³gy a felt¶eteles v¶arhat¶o
¶ert¶eket az egyszer}us¶eg kedv¶e¶ert mind ¶altal¶anos "becsl¶esi elj¶ar¶ast" de¯ni¶aljuk, vagy ink¶abb
interpret¶aljuk. A felt¶eteles v¶arhat¶o ¶ert¶ek legegyszer}ubb tulajdons¶agai eml¶ekeztetnek a
v¶arhat¶o ¶ert¶ek megfelel}o tulajdons¶agaira. VegyÄuk ¶eszre, hogy a v¶arhat¶o ¶ert¶ek, az ¶atlag
is egyfajta becsl¶es, ha semmi tov¶abbi inform¶aci¶onk nincs, a jÄov}o ,,k¶ezenfekv}o" becsl¶ese a
m¶ult ¶atlaga. V.Äo.: [7] 9.fejezet.
20A k¶erd¶es nyilv¶an visszamegy a tudom¶anyos gondolkod¶as kezdet¶eig. A komplexit¶as
fogalm¶at Kolmogorovt¶ol fÄuggetlenÄul de¯ni¶al¶o Chaintin szerint a k¶erd¶essel m¶ar Leibniz is
foglalkozott. A Leibniz ¶altal adott v¶alasz ¶eppen a Kolmogorov{Chaitin-f¶ele komplexit¶as
de¯n¶³ci¶oja: akkor mondjuk, hogy rendelkez¶esÄunkre ¶all egy term¶eszeti tÄorv¶eny, ha van olyan
szab¶alygy}ujtem¶enyÄunk, amellyel le tudunk¶³rni egy adott jelens¶eget ¶es a szab¶alygy}ujtem¶eny
egyszer}ubb, mint a le¶³rand¶o jelens¶eg.
21A sz¶am¶³t¶og¶epet rÄogz¶³tjÄuk. Mondjuk az a sz¶am¶³t¶og¶ep, amin a szÄoveget most ¶³rom.
22n elemb}ol ¶all¶o sorozat eset¶en mindig l¶etezik n sorb¶ol ¶all¶o program, amely a sorozatot
visszaadja: print a1; print a2, . . . , print an A k¶erd¶es csak az, hogy l¶etezik-e olyan
program, amely enn¶el j¶oval rÄovidebb.
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program, amely a m¶ar ismert adatokb¶ol az adatsor kÄovetkez}o tagj¶at megadja.
A marting¶al de¯n¶³ci¶oja a v¶eletlen sorozatok ¶eppen ezen tulajdons¶ag¶at ra-
gadja meg. Nincs olyan statisztikai m¶odszer, amely alapj¶an a m¶ultb¶ol a
jÄov}o el}orejelezhet}o lenne. M¶ask¶eppen fogalmazva a sorozat komplexit¶asa a
sorozatban lev}o inform¶aci¶o nagys¶ag¶anak m¶ert¶eke, b¶armit is jelentsen az in-
form¶aci¶o sz¶o. Ha a sorozat v¶eletlen, akkor a sorozat minden tagja meglepet¶es,
vagyis a sorozat inform¶aci¶otartalma nem tÄomÄor¶³thet}o. A marting¶al olyan
sztochasztikus folyamat, amely meg¯gyel¶es¶eb}ol sz¶armaz¶o inform¶aci¶otartalom
nem tÄomÄor¶³thet}o.
2 Ito^-f¶ele sztochasztikus integr¶al
A sztochasztikus anal¶³zis legfontosabb fogalma a sztochasztikus integr¶al. A
sztochasztikus integr¶al, mint minden integr¶al kÄozel¶³t}o Äosszegek hat¶ar¶ert¶eke.
A kÄozel¶³t}o Äosszegek s¶ulyozott Äosszegek, vagyis az integr¶al mindig s¶ulyozott
Äosszegek hat¶ar¶ert¶eke. Ennek megfelel}oen minden integr¶al eset¶en meg kell
kÄulÄonbÄoztetni a s¶ulyt, amit integr¶atornak szok¶as nevezni, illetve az Äosszeg-
zend}o ¶ert¶ekeket, amit integrandusnak szok¶as mondani. A kÄulÄonbÄoz}o integ-
r¶alfogalmak l¶enyeg¶eben csak abban t¶ernek el, hogy mik¶ent k¶epezzÄuk az in-
tegr¶al ¶ert¶ek¶et kÄozel¶³t}o Äosszegeket, illetve hogyan k¶epezzÄuk a hat¶ar¶ert¶ekeket.
Az integr¶al heurisztikus tartalma mindig a kÄozel¶³t}o Äosszegekb}ol olvasand¶o
le. Az integr¶al de¯n¶³ci¶o szerint a kÄozel¶³t}o Äosszegek ¶altal hordozott intuit¶³v
fogalmat terjeszti ki a hat¶ar¶ert¶ekre. A sztochasztikus integr¶al k¶epz¶esekor a
s¶ulyt valamilyen v¶eletlen, kock¶azatos folyamat id}oben val¶o ¶ert¶eknÄoveked¶ese
adja. A p¶enzÄugyi matematik¶aban a s¶uly, vagyis az integr¶ator nÄovekm¶enye
valamilyen p¶enzÄugyi term¶ek adott id}oszakban val¶o ¶armegv¶altoz¶asa, az in-
tegrandus pedig a kock¶azatos term¶ekb}ol az integr¶al¶asi id}operi¶odus alatt tar-
tott portf¶oli¶o nagys¶aga. Ennek megfelel}oen a p¶enzÄugyi matematik¶aban a
sztochasztikus integr¶alok a kock¶azatos term¶ekekb}ol ¶all¶o portf¶oli¶ok ¶ert¶ek¶enek
alakul¶as¶at megad¶o sztochasztikus folyamatk¶ent interpret¶alhat¶oak.
2.1 N¶egyzetes megv¶altoz¶as
A sztochasztikus anal¶³zis legfontosabb ¶eszrev¶etele, hogy nem minden szto-
chasztikus folyamat trajekt¶ori¶ai korl¶atos v¶altoz¶as¶uak,23 s}ot az ¶erdekes folya-
matok, mint p¶eld¶aul a Wiener-folyamat, illetve ¶altal¶aban a folytonos mar-
ting¶alok trajekt¶ori¶ai nem korl¶atos v¶altoz¶as¶uak.24 Eml¶ekeztetÄunk, hogy egy
f fÄuggv¶enyt egy [a; b] szakaszon korl¶atos v¶altoz¶as¶unak mondunk, ha l¶etezik
egy K < 1 korl¶at, hogy az [a; b] tetsz}oleges (tk)k feloszt¶asa eset¶enX
k
kf (tk) ¡ f (tk¡1)k · K :
23V.Äo.: [7], 2.126. de¯n¶³ci¶o, 95. oldal.
24V.Äo.: [8] 1.118. t¶etel, 79. oldal.
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Ha az f k¶epe egy gÄorbe, akkor az kf (tk) ¡ f (tk¡1)k a gÄorbe k¶et pontj¶anak
t¶avols¶aga, ¶es a fenti Äosszeg tekinthet}o valamely, az f ¶altal le¶³rt gÄorb¶et kÄozel¶³t}o
tÄortvonal hossz¶anak. A
Va;b (f)
±
= sup
(tk)
X
k
kf (tk) ¡ f (tk¡1)k
kifejez¶es, ahol a szupr¶emumot az Äosszes feloszt¶ason vesszÄuk, tekinthet}o az f
¶altal le¶³rt gÄorbe hossz¶anak. Ennek megfelel}oen egy fÄuggv¶enyt akkor tekint-
hetÄunk korl¶atos v¶altoz¶as¶unak, ha az ¶altala le¶³rt gÄorbe hossza v¶eges. Mik¶ent
kÄozismert, a klasszikus anal¶³zisben bevezetett Stieltjes-integr¶al csak korl¶atos
v¶altoz¶as¶u integr¶atorok eset¶en ¶ertelmezett,25 ¶³gy a folytonos marting¶alok sze-
rinti integr¶alok az anal¶³zisben megszokott m¶odon nem ¶ertelmezhet}oek. Hang-
s¶ulyozni kell, hogy az integr¶al nem ¶ertelmezhet}os¶ege nem azt jelenti, hogy
az integr¶al¶as eredm¶enye ¶ertelmetlen, rossz vagy a szeml¶eletnek ellentmond¶o
¶ert¶ek. Ez azt jelenti, hogy a megadott de¯n¶³ci¶o nem ad v¶alaszt, sem j¶ot,
sem rosszat, sem ¶ertelmeset, sem ¶ertelmetlent. M¶asik de¯n¶³ci¶ot kell keresni,
lehet}oleg olyat, amelyet a kor¶abbi, j¶ol bev¶alt esetben alkalmazva a kor¶abbi
de¯n¶³ci¶ot kapjuk vissza.
Az eg¶esz sztochasztikus anal¶³zis kulcsa a n¶egyzetes megv¶altoz¶as! Az alap-
gondolat a kÄovetkez}o:
Ha az ´ integr¶ator Va;b (´) teljes megv¶altoz¶asa v¶egtelen, akkor a ¢´ (tk)
±
=
´ (tk)¡´ (tk¡1) nÄovekm¶enyek ,,t¶ul nagyok". Ha az ´ trajekt¶ori¶ai folytonosak,
akkor a ¢´ (tk) jellemz}oen egyn¶el kisebb, ¶³gy a (¢´ (tk))
2 kisebb, mint a
j¢´ (tk)j, ¶³gy v¶arhat¶oan, illetve rem¶elhet}oleg az26
h´i ±= lim
±&0
X
k
[´ (tk) ¡ ´ (tk¡1)]2
kifejez¶es v¶eges lesz. P¶eld¶aul, ha ´ Wiener-folyamat, [a; b] = [0; 1], ¶es (tk)k a
[0; 1] n egyenl}o r¶eszre val¶o felbont¶asa, akkor
´ (tk) ¡ ´ (tk¡1) =d N
µ
0;
1p
n
¶
;
teh¶at X
k
[´ (tk) ¡ ´ (tk¡1)]2 ±=
X
k
»2k =d
X
k
N
µ
0;
1p
n
¶2
=
=
P
k N (0; 1)
2
n
:
A nagy sz¶amok tÄorv¶enye alapj¶an a hat¶ar¶ert¶ek egy val¶osz¶³n}us¶eggel l¶etezik, ¶es
az ¶ert¶eke M
³
N (0; 1)2
´
= 1: Trivi¶alisan l¶athat¶o, hogy ha a [0; 1] helyett a
[0; T ] szakaszt ¶³rtuk volna, akkor a hat¶ar¶ert¶ek T lenne. Ennek megfelel}oen a
25V.Äo.: [7] 1.17. kÄovetkezm¶eny, 16. oldal, 17.25. p¶elda, 825. oldal.
26± jelÄoli a (tk)k feloszt¶as ¯noms¶ag¶at, vagyis ±
±
= maxk (tk ¡ tk¡1)
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Wiener-folyamat n¶egyzetes megv¶altoz¶asa27 a [0; T ] szakaszon T . Ugyanakkor
nem csak Wiener-folyamat, hanem tetsz}oleges marting¶al eset¶en l¶etezik v¶eges
n¶egyzetes megv¶altoz¶as,28 amely a trivi¶alis konstans esett}ol eltekintve mindig
pozit¶³v.29 Hangs¶ulyozni kell, hogy ¶altal¶aban egy marting¶alra a n¶egyzetes
megv¶altoz¶as fÄugg az id}ot}ol ¶es az ! kimenetelt}ol. A Wiener-folyamat az¶ert a
legegyszer}ubb nem trivi¶alis folytonos sztochasztikus folyamat, mert a n¶egy-
zetes megv¶altoz¶asa a lehet}o legegyszer}ubb. Vizsg¶aljuk meg az ´ Wiener-
folyamat teljes megv¶altoz¶as¶at!X
k
j´ (tk) ¡ ´ (tk¡1)j =
X
k
j»kj =d
P
k jN (0; 1)jp
n
:
Ha 1 > M > 0 jelÄoli az jN (0; 1)j eloszl¶as v¶arhat¶o ¶ert¶ek¶et, akkor a centr¶alis
hat¶areloszl¶as-t¶etel miatt minden elegend}oen ¯nom feloszt¶as eset¶en, vagyis ha
n ! 1 P
k j»kj ¡ nMp
n
=d
P
k jN (0; 1)j ¡ nMp
n
¼ N (0; 1) ;
amib}ol X
k
j´ (tk) ¡ ´ (tk¡1)j ¼ N (0; 1) + nMp
n
! 1 :
M¶as oldalr¶ol ugyanez. A n¶egyzetes megv¶altoz¶asraX
k
[¢´ (tk)]
2 · max
k
j¢´ (tk)j
X
k
j¢´ (tk)j :
Mivel a bal oldal egy pozit¶³v konstanshoz konverg¶al, a jobb oldalon az els}o
t¶enyez}o a folyamat folytonoss¶aga miatt null¶ahoz tart, a m¶asik t¶enyez}onek
v¶egtelenbe kell tartani, ugyanis ellenkez}o esetben
0 < h´i ¼
X
k
[¢´ (tk)]
2 = 0
lenne. Egy folytonos folyamatra, ha a teljes megv¶altoz¶as v¶eges, akkor a
n¶egyzetes megv¶altoz¶as nulla, ha viszont a n¶egyzetes megv¶altoz¶as pozit¶³v,
akkor a teljes megv¶altoz¶as v¶egtelen.
2.2 Marting¶alok n¶egyzetes megv¶altoz¶asa, kompenz¶atorok
A n¶egyzetes megv¶altoz¶assal kapcsolatos els}o k¶ezenfekv}o k¶erd¶es, hogy mik¶ent
interpret¶alhat¶o. A n¶egyzetes megv¶altoz¶as eredend}oen a v¶eletlen ingadoz¶a-
sokat tartalmaz¶o folyamatokhoz rendelt fogalom, ¶³gy az interpret¶aci¶oja is a
v¶eletlen folyamatokkal kapcsolatban fell¶ep}o probl¶em¶akhoz kÄot}odik. Legyen
az ´ folyamat marting¶al. Az ´ a marting¶altulajdons¶ag miatt de¯n¶³ci¶o szerint
27V.Äo.: [8] A.5. pont, 346. oldal.
28V.Äo.: [8] 3.24. ¶all¶³t¶as 234. oldal.
29Amikor a marting¶al konstans trajekt¶ori¶akkal rendelkezik. V.Äo.: [8] 2.41. ¶all¶³t¶as, 157.
oldal.
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tÄok¶eletes v¶eletlennek tekinthet}o. Ez azt jelenti, hogy az ´ ¶altal le¶³rt j¶at¶ek
,,nyerem¶enyfolyamat¶a¶ert" nem j¶ar kompenz¶aci¶o, nulla a kÄolts¶ege annak, hogy
megszerezzÄuk az ´ ¶altal reprezent¶alt j¶at¶ek ki¯zet¶esfolyamat¶at.
Ugyanakkor az ´2 folyamat eset¶en a helyzet teljesen m¶as. Az ´2 folya-
mat ¶ert¶eke minden id}opontban nem negat¶³v, s}ot ¶altal¶aban pozit¶³v, ¶³gy az
´2 v¶eletlen ki¯zet¶es birtokl¶as¶a¶ert ¯zetni kell. Mi az ´2 folyamat fair ¶ara?
Term¶eszetesen az ´2 fair ¶ara az a folyamat, amelyet az ´2-b}ol levonva tÄok¶ele-
tesen v¶eletlen folyamatot kapunk, vagyis az ´2 ¶ara az a ¼ folyamat, amelyre
az ´2 ¡ ¼ marting¶al. Az ´2 birtokl¶as¶ar¶ol b¶armikor lemondhatunk, a j¶at¶ekb¶ol
b¶armikor kil¶ephetÄunk, ¶³gy a ¼ kompenz¶ator folyamatr¶ol k¶ezenfekv}o feltenni,
hogy monoton n}o.30 Megmutatjuk, hogy az ´2 kompenz¶atora ¶eppen az h´i,
vagyis az ´2 ¡ h´i folyamat marting¶al.31 Az egyszer}us¶eg kedv¶e¶ert tegyÄuk fel,
hogy ´ (0) = 0, ugyanis ellenkez}o esetben a gondolatmenetet az ´ (t) ¡ ´ (0)
marting¶alra alkalmazn¶ank.
´2 (t) ¡ h´i (t) ¼ ´2 (t) ¡
X
k
(´ (tk) ¡ ´ (tk¡1))2 :
A n¶egyzetes megv¶altoz¶asban szerepl}o z¶ar¶ojelet felbontva
(´ (tk) ¡ ´ (tk¡1))2 = ´2 (tk) + ´ (tk¡1)2 ¡ 2´ (tk) ´ (tk¡1) =
= ´2 (tk) ¡ ´ (tk¡1)2 ¡ 2´ (tk¡1) (´ (tk) ¡ ´ (tk¡1)) :
Ebb}ol kÄovetkez}oen, ha 0 = t0 < t1 < . . . < tn = t a [0; t] id}oszakasz ele-
gend}oen ¯nom felbont¶asa, akkor
´2 (t) ¡ h´i (t) ¼ ´2 (tn) ¡
nX
k=1
¡
´2 (tk) ¡ ´2 (tk¡1)
¢
+
+
nX
k=1
2´ (tk¡1) (´ (tk) ¡ ´ (tk¡1)) :
A teleszkopikus Äosszeget kibontva, ¶es felhaszn¶alva, hogy a felt¶etel szerint
´ (t0) = ´ (0) = 0,
´2 (t) ¡ h´i (t) =
nX
k=1
2´ (tk¡1) (´ (tk) ¡ ´ (tk¡1)) :
Megmutatjuk, hogy a
» (s)
±
=
X
tk·s
´ (tk¡1) (´ (tk) ¡ ´ (tk¡1)) ±=
X
k
dk
30Nem folytonos folyamatok eset¶en c¶elszer}u megkÄovetelni, hogy a ¼ ,,el}orejelezhet}o"
legyen, vagyis a ¼ kompenz¶ator ¶ert¶ek¶et az ugr¶as ,,el}ott" ki kell ¯zetni, vagyis a v¶arhat¶o
ugr¶as¶ert a kompenz¶aci¶ot az ugr¶ast megel}oz}oen el}ore rÄogz¶³teni kell, ugyanis az ugr¶as ut¶an
m¶ar kÄonny}u okosnak lenni. A folytonos folyamatok egyik el}onyÄos tulajdons¶aga, hogy a
n¶egyzetes megv¶altoz¶as ¶es az ¶ugynevezett el}orejelezhet}o n¶egyzetes megv¶altoz¶as megegyezik.
31V.Äo.: [8] 2.32. ¶all¶³t¶as, 152. oldal.
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Äosszegekb}ol ¶all¶o folyamat marting¶al. Az ´ (tk¡1) ¶ert¶eke a tk¡1 id}opontban
ismert, ¶³gy a tk¡1 id}opontban v¶egrehajtott M
¡¢ j Ftk¡1¢ becsl¶esek eset¶en
konstansk¶ent viselkedik, ¶³gy ezekb}ol a becsl¶esekb}ol kiemelhet}o. Felhaszn¶alva,
hogy az ´ marting¶al
M
¡
dk j Ftk¡1
¢ ±
= M
¡
´ (tk¡1) (´ (tk) ¡ ´ (tk¡1)) j Ftk¡1
¢
=
= ´ (tk¡1)M
¡
(´ (tk) ¡ ´ (tk¡1)) j Ftk¡1
¢
=
= ´ (tk¡1) ¢ 0 = 0;
¶³gy M
¡
´2 (t) ¡ h´i (t) j Fs
¢
= ´2 (s) ¡ h´i (s), teh¶at az ´2 ¡ h´i folyamat
val¶oban marting¶al.
2.3 Marting¶alok szerinti Ito^-integr¶al¶as
TegyÄuk fel, hogy az ´ marting¶al ¶es pr¶ob¶aljuk meg ¶ertelmezni aZ b
a
µ (t) d´ (t)
integr¶alt.32 A sztochasztikus integr¶alt egy ´ folyamat elleni ,,j¶at¶ek" ered-
m¶enyek¶ent kiv¶anjuk interpret¶alni. Az interpret¶aci¶o szerint egy adott t id}o-
pontban µ (t) Äosszeget tartunk az ´ ¶altal reprezent¶alt kock¶azatos term¶ekb}ol.
Nyilv¶anval¶o m¶odon a µ (t) meghat¶aroz¶asakor csak azokra az inform¶aci¶okra t¶a-
maszkodhatunk, amelyekkel a t id}opont bekÄovetkez¶esekor m¶ar rendelkeztÄunk.
Ez m¶ask¶eppen fogalmazva azt jelenti, hogy a µ (t) a t id}opontban az (-; Ft;P)
val¶osz¶³n}us¶egi mez}o felett val¶osz¶³n}us¶egi v¶altoz¶o. Ennek legfontosabb kÄovet-
kezm¶enye, hogy a µ (t) ¶ert¶eke az M (¢ j Ft) felt¶eteles v¶arhat¶o ¶ert¶ekb}ol kiemel-
het}o, vagyis a t id}opontban v¶egrehajtott becsl¶esek sor¶an a µ (t) konstansk¶ent
viselkedik. M¶ask¶eppen fogalmazva, ha ¢´ jelÄoli az ´ folyamat ¶ert¶ek¶enek
megv¶altoz¶as¶at a t id}opontot kÄovet}o rÄovid id}oszakban, akkor µ (t)¢´ jelÄoli
a µ (t) egyedb}ol ¶all¶o portf¶oli¶o ¶ert¶ekmegv¶altoz¶as¶at a t id}opontot kÄovet}o id}o-
szakban. Mivel a µ (t) a t id}opontban ismert, ez¶ert a µ (t)¢´ ¶ert¶ekv¶altoz¶as
becsl¶ese szempontj¶ab¶ol a µ (t) ,,¶erdektelen", elegend}o csak a ¢´ megv¶altoz¶ast
becsÄulni, ¶³gy teljesÄul a kÄovetkez}o kiemel¶esi szab¶aly:
M (µ (t)¢´ j Ft) = µ (t)M (¢´ j Ft) :
A tov¶abbiakban ezt gyakran fel fogjuk haszn¶alni.
5. De¯n¶³ci¶o. TegyÄuk fel, hogy az In
±
=
P
k µ (¿k)¢´ (tk) kÄozel¶³t}o Äosszegekben
¿k kÄozel¶³t}o pontnak a [tk¡1; tk] intervallum ¿k = tk¡1 kezd}opontj¶at vesszÄuk.
Ilyenkor Ito^-f¶ele kÄozel¶³t}o Äosszegekr}ol besz¶elÄunk.
A hagyom¶anyos integr¶alelm¶elet t¶argyal¶asakor hangs¶ulyozni szok¶as, hogy
a kÄozel¶³t}o Äosszegek k¶epz¶esekor a ¿k kÄozbÄuls}o pont tetsz}olegesen v¶alaszthat¶o,
az integr¶al ¶ert¶eke fÄuggetlen att¶ol, hogy melyik ¿k id}opontban sz¶amoltuk ki az
32Az egyszer}us¶eg kedv¶e¶ert a µ ¶es az ´ folytonosak.
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integrandus kÄozel¶³t}o ¶ert¶ek¶et. Az Ito^-f¶ele sztochasztikus integr¶alok eset¶eben
ez nincsen ¶³gy. A kÄozel¶³t}o Äosszeget mindig az intervallum kezd}opontj¶aban
kell k¶epezni. Matematikai szempontb¶ol az Ito^-integr¶al legfontosabb saj¶atja
¶eppen ez. A kÄozel¶³t}o Äosszeg ezen k¶epz¶esi szab¶alya azonban igen szeml¶eletes, ¶es
tulajdonk¶eppen nagyon term¶eszetes. Ha az ´ integr¶atorfolyamatot kumul¶alt
nyeres¶egk¶ent ¶ertelmezzÄuk, akkor a ¢´ (tk)
±
= [´ (tk) ¡ ´ (tk¡1)] nÄovekm¶eny
a [tk¡1; tk] id}oszak alatt el¶ert egys¶egnyi befektet¶esre jut¶o nyerem¶eny, kÄo-
vetkez¶esk¶eppen az id}oszak alatt el¶ert teljes nyerem¶eny ar¶anyos az id}oszak
sor¶an megtett µ (¿k) t¶ettel. Ugyanakkor egy fogad¶asban a t¶etet mindig a fo-
gad¶as t¶argy¶at k¶epez}o v¶eletlen esem¶eny el}ott kell megtenni, vagyis a [tk¡1; tk]
id}oszakra es}o fogad¶as nagys¶ag¶at a tk¡1 id}opontban kell megadni.
6. P¶elda. A sztochasztikus integr¶al ¶ert¶eke fÄugghet a kÄozel¶³t}o pont megv¶alasz-
t¶as¶anak m¶odj¶at¶ol.
Legyen w Wiener-folyamat ¶es pr¶ob¶aljuk meg de¯ni¶alni az
R b
a
w dw integ-
r¶alt. A kÄozel¶³t}o Äosszegekre ¶att¶erve
I(1)n
±
=
X
k
w (tk¡1) (w (tk) ¡ w (tk¡1)) ;
I(2)n
±
=
X
k
w (tk) (w (tk) ¡ w (tk¡1)) :
A k¶et Äosszeg kÄozÄotti egyetlen elt¶er¶es, hogy a ¿k kÄozel¶³t}o pont az els}o esetben
a r¶eszintervallum eleje, a m¶asodik esetben a v¶ege. Ugyanakkor
I(2)n ¡ I(1)n ±=
X
k
w (tk)¢w (tk) ¡
X
k
w (tk¡1)¢w (tk) =
=
X
k
(w (tk) ¡ w (tk¡1))¢w (tk) =
=
X
k
(w (tk¡1) ¡ w (tk))2 ;
vagyis a k¶et kÄozel¶³t}o Äosszeg kÄulÄonbs¶ege ¶eppen a Wiener-folyamat n¶egyzetes
megv¶altoz¶as¶anak kÄozel¶³t}o ¶ert¶eke. Ebb}ol kÄovetkez}oen, ha a k¶et kÄozel¶³t}o Äosszeg-
nek van hat¶ar¶ert¶eke, akkor a k¶et hat¶ar¶ert¶ek nem lehet azonos, vagyis az
integr¶al ¶ert¶eke fÄugg a kÄozel¶³t}o pont megv¶alaszt¶asi m¶odj¶at¶ol. Ez m¶ask¶eppen
¶ugy is fogalmazhat¶o, hogy tetsz}oleges kÄoztes pont megenged¶ese eset¶en az
integr¶alkÄozel¶³t}o Äosszegek sorozata semmilyen konvergenciafogalom eset¶en sem
lehet konvergens.
A n¶egyzetes megv¶altoz¶as pozitivit¶asa er}osen felforgatja az integr¶alelm¶ele-
tet. Tulajdonk¶eppen igen meglep}o, hogy ebb}ol a ,,gy¶aszos" helyzetb}ol m¶egis
van eleg¶ans ki¶ut. Sz¶amoljuk ki az
In
±
=
X
k
µ (tk¡1) [´ (tk) ¡ ´ (tk¡1)] ±=
nX
k=1
µ (tk¡1)¢´ (tk)
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Ito^-f¶ele kÄozel¶³t}o Äosszeg v¶arhat¶o ¶ert¶ek¶et ¶es sz¶or¶as¶at. A felt¶eteles v¶arhat¶o
¶ert¶ekre vonatkoz¶o toronyszab¶aly felhaszn¶al¶as¶aval
M (In) = M
ÃX
k
µ (tk¡1)¢´ (tk)
!
=
X
k
M (µ (tk¡1)¢´ (tk)) =
=
X
k
M
¡
M
¡
µ (tk¡1)¢´ (tk) j Ftk¡1
¢¢
=
=
X
k
M
¡
µ (tk¡1)M
¡
¢´ (tk) j Ftk¡1
¢¢
=
=
X
k
M (µ (tk¡1) ¢ 0) = 0;
ahol term¶eszetesen kihaszn¶altuk, hogy az ´ marting¶al, vagyis
M
¡
¢´ (tk) j Ftk¡1
¢
= 0 ;
¶es hogy a µ (tk¡1) kiemelhet}o az Ftk¡1 szerinti felt¶eteles v¶arhat¶o ¶ert¶ekb}ol. A
sz¶or¶as kisz¶amol¶as¶ara r¶at¶erve, ha t > s, akkor
M (µ (t) [´ (t + h) ¡ ´ (t)] µ (s) [´ (s + h) ¡ ´ (s)]) =
= M (M (µ (t) [´ (t + h) ¡ ´ (t)] µ (s) [´ (s + h) ¡ ´ (s)] j Ft)) =
= M (µ (t) µ (s) [´ (s + h) ¡ ´ (s)]M ([´ (t + h) ¡ ´ (t)] j Ft)) =
= M (µ (t) µ (s) [´ (s + h) ¡ ´ (s)] ¢ 0) = 0 ;
ugyanis a µ (t) µ (s) [´ (s + h) ¡ ´ (s)] v¶altoz¶o ¶ert¶eke a t id}opontban m¶ar is-
mert, ez¶ert kiemelhet}o a t id}oponthoz tartoz¶o felt¶eteles v¶arhat¶o ¶ert¶ekb}ol.
Ebb}ol kÄovetkez}oen az al¶abbi sz¶amol¶as sor¶an a vegyesszorzatok v¶arhat¶o ¶ert¶eke
nulla:
D2 (In) = M
0@ÃX
k
µ (tk¡1) [´ (tk) ¡ ´ (tk¡1)]
!21A =
= M
0@X
k
X
j
µ (tk¡1) µ (tj¡1)¢´ (tk)¢´ (tj)
1A =
=
X
k
M
³
(µ (tk¡1))
2 [´ (tk) ¡ ´ (tk¡1)]2
´
¼
¼ M
ÃX
k
µ2 (tk¡1) [Q2 (tk) ¡ Q2 (tk¡1)]
!
:
ahol Q2
±
= h´i az ´ n¶egyzetes megv¶altoz¶asa. Az h´i nagys¶aga a hozz¶a tar-
toz¶o intervallum hossz¶anak nÄovel¶es¶evel monoton n}o, teh¶at az utols¶o v¶arhat¶o
¶ert¶eken belÄuli
P
k µ
2 (tk¡1)¢ h´i (tk) kÄozel¶³t}o Äosszeg a klasszikus m¶odon ¶er-
telmezhet}o
R b
a
µ2 d h´i Stieltjes-integr¶al egy kÄozel¶³t}o Äosszege. ÄOsszefoglalva:
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Ha az integr¶alkÄozel¶³t}o Äosszegeket az Ito^-f¶ele szab¶aly szerint aX
k
µ (tk¡1) [´ (tk) ¡ ´ (tk¡1)]
m¶odon v¶alasztjuk, ¶es az ´ integr¶atorfolyamat marting¶al, akkor a kÄozel¶³t}o
Äosszeg v¶arhat¶o ¶ert¶eke nulla, varianci¶aja pedig az M
³R b
a
µ2 d h´i
´
kÄozel¶³t}o
Äosszege lesz.
Ha a µ folyamat folytonos, ¶es a feloszt¶as ¯noms¶ag¶at minden hat¶aron t¶ul
nÄoveljÄuk, akkor a kÄulÄonbÄoz}o feloszt¶asokhoz tartoz¶o kÄozel¶³t}o Äosszegek szto-
chasztikusan kÄozel kerÄulnek egym¶ashoz, vagyis ha az id}ointervallum feloszt¶a-
s¶at minden hat¶aron t¶ul nÄoveljÄuk, akkor az Ito^-f¶ele kÄozel¶³t}o Äosszegek sorozata
a sztochasztikus konvergenci¶aban Cauchy-sorozat lesz. N¶emik¶eppen heurisz-
tikusan okoskodva: ha a (tk)k felbont¶as m¶ar el¶eg ¯nom, akkor az ¶ujabb
oszt¶opontok hozz¶av¶etel¶evel a
P
k µ
2 (tk¡1)¢ h´i (tk) m¶ar alig v¶altozik, ugya-
nis az h´i s¶ulyfÄuggv¶eny szerint vett R b
a
µ2 d h´i Stieltjes-f¶ele trajekt¶ori¶ank¶enti
integr¶alok l¶eteznek, ¶³gy a felbont¶as tov¶abbi ¯nom¶³t¶asa m¶ar nem v¶altoztat
az M
¡P
k µ
2 (tk¡1)¢ h´i (tk)
¢
sz¶or¶asn¶egyzeten. N¶emik¶eppen pontosabban,
ha In ¶es Im k¶et olyan kÄozel¶³t}o Äosszeg, ahol az oszt¶opontok t¶avols¶aga m¶ar
kisebb mint ±=2; akkor az In ¡Im v¶arhat¶o ¶ert¶eke nulla, sz¶or¶asa pedig felÄulr}ol
becsÄulhet}o az
M
ÃX
k
"2± (tk¡1)¢ h´i (tk)
!
kifejez¶essel, ahol "± (t) a ± nagys¶aghoz tartoz¶o folytonoss¶agi modulus, vagyis
"± (t)
±
= sup fjµ (u) ¡ µ (v)j : u; v · t; ju ¡ vj · ±g :
A µ (!; t) trajekt¶ori¶ak folytonoss¶aga miatt minden t-re ¶es !-ra "± (t; !) ! 0,
¶³gy a Csebisev-egyenl}otlens¶eg miatt el¶eg ¯nom feloszt¶asra tetsz}oleges rÄogz¶³tett
· > 0 sz¶am eset¶en, ha ± & 0, akkor
P (jIn ¡ Imj ¸ ·) · D
2 (In ¡ Im)
·2
·
M
³R b
a
"2± d h´i
´
·2
! 0 ;
ugyanis
lim
±&0
M
ÃZ b
a
"2± d h´i
!
= M
ÃZ b
a
lim
±&0
"2± d h´i
!
= M
ÃZ b
a
0 d h´i
!
= 0 ;
vagyis ha ± & 0, akkor az (In)n sorozat a sztochasztikus konvergenci¶aban
Cauchy-sorozat.
TELJESS¶EGI T¶ETEL: A val¶osz¶³n}us¶egi v¶altoz¶ok halmaza a sztochaszti-
kus konvergenci¶aban teljes, vagyis minden a sztochasztikus konvergenci¶aban
Cauchy-sorozat sztochasztikusan konvergens.33
33V.Äo.: [7] 3.12. ¶all¶³t¶as, 116. oldal.
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ÄOsszefoglalva az elmondottakat:
7. ¶All¶³t¶as. Folytonos integrandus ¶es marting¶al integr¶ator eset¶en az [a; b]
szakaszon k¶epzett Ito^-f¶ele kÄozel¶³t}o Äosszegek sorozat¶anak a sztochasztikus kon-
vergenci¶aban l¶etezik hat¶ar¶ert¶eke, amelyet
R b
a µ d´ m¶odon fogunk jelÄolni ¶es a µ
´ szerinti Ito^-integr¶alj¶anak fogunk mondani.34
A korl¶atos v¶altoz¶as¶u s¶ulyfolyamatok szerinti Stieltjes-f¶ele sztochasztikus
integr¶alok eset¶en a kÄozel¶³t}o Äosszegek sorozata a kÄoztes pont megv¶alaszt¶asi
m¶odj¶at¶ol fÄuggetlenÄul egy val¶osz¶³n}us¶eggel az integr¶alhoz tart, a marting¶alok
szerint vett Ito^-integr¶alok eset¶en az integr¶alkÄozel¶³t}o Äosszegek nem 1 val¶osz¶³n}u-
s¶eggel, hanem csak sztochasztikusan kÄozel¶³tik az integr¶al ¶ert¶ek¶et. Az Ito^-f¶ele
konstrukci¶o l¶enyege, hogy egyr¶eszt a kÄozel¶³t}o Äosszegeket speci¶alisan v¶alaszt-
juk, m¶asr¶eszt a trajekt¶ori¶ank¶enti konvergenci¶at a kÄozel¶³t}o Äosszegek sztochasz-
tikus konvergenci¶aj¶ara cser¶eljÄuk. Mivel a majdnem mindenhol val¶o konver-
genci¶ab¶ol kÄovetkezik a sztochasztikus konvergencia, ez¶ert ha egy sztochasz-
tikus integr¶al Stieltjes-¶ertelemben l¶etezik, akkor az integr¶al Ito^-¶ertelemben is
l¶etezik, vagyis az Ito^-f¶ele sztochasztikus integr¶al a Stieltjes-f¶ele sztochasztikus
integr¶al ¶altal¶anos¶³t¶asa.
2.4 Sztochasztikus integr¶alok n¶egyzetes megv¶altoz¶asa
Mik¶ent l¶attuk, a sztochasztikus anal¶³zis kulcsa a n¶egyzetes megv¶altoz¶as. Le-
gyen
M (t)
±
=
Z t
0
µ (u) d´ (u) ;
ahol feltettÄuk, hogy az integr¶al ¶ertelmes. Sz¶amoljuk ki a t 7! M (t) in-
tegr¶alfolyamathoz tartoz¶o t 7! hMi (t) n¶egyzetes megv¶altoz¶as folyamatot.
De¯n¶³ci¶o szerint
hMi (t) ¼
X
tk·t
(¢M (tk))
2 =
X
tk·t
ÃZ tk
tk¡1
µ (u) d´ (u)
!2
¼
¼
X
tk·t
µ2 (tk¡1) (¢´ (tk))
2 ¼
¼
X
tk·t
µ2 (tk¡1)¢ h´i (tk) ¼
Z t
0
µ2d h´i ;
ahol felhaszn¶altuk a
(¢´ (tk))
2 ±= (´ (tk) ¡ ´ (tk¡1))2 ¼ ¢ h´i (tk) =
= h´ (tk)i ¡ h´ (tk¡1)i
kÄozel¶³t}o formul¶at, illetve, hogy el¶eg ¯nom felbont¶as eset¶en az
R tk
tk¡1
µd´ in-
tegr¶al kÄozel¶³thet}o a kÄozel¶³t}o t¶eglalap µ (tk¡1) ¢´ (tk) terÄulet¶evel.35
34V.Äo.: [8] 2.12. ¶all¶³t¶as, 135. oldal.
35V.Äo.: [8] 3.46. t¶etel, 249. oldal, 422. oldal.
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2.5 Asszociativit¶asi szab¶aly
TegyÄuk fel, hogy ´ (u)
±
=
R u
0 ³ (s) d½ (s), ¶es tekintsÄuk az
R t
0 µ (u) d´ (u) in-
tegr¶alt. Mivel az integr¶al a kÄozel¶³t}o Äosszegek hat¶ar¶ert¶eke, ez¶ertZ t
0
µ (u) d´ (u) ¼
X
uk·t
µ (uk¡1)¢´ (uk) :
Az el}oz}o alpontban l¶atott gondolatmenettel egyez}o m¶odon az ´ (u) integr¶al
fÄuggv¶eny ¢´ (uk) nÄovekm¶enyei az ´ alakja miatt kÄozel¶³thet}oek a kÄozel¶³t}o
t¶eglalapok
³ (uk¡1)¢½ (uk)
terÄuleteivel, ¶³gyZ t
0
µ (u) d´ (u) ¼
X
uk·t
µ (uk¡1) ³ (uk¡1)¢½ (uk) ¼
Z t
0
µ (u) ³ (u) d½ (u) :
M¶ask¶eppen fogalmazva, integr¶alfÄuggv¶eny szerinti integr¶al¶as eset¶en a k¶et in-
tegr¶al elv¶egz¶es¶enek sorrendje ,,csoportos¶³that¶o". A szab¶alyt szok¶as asszo-
ciativit¶asi szab¶alynak is mondani. Az elnevez¶es indoka a kÄovetkez}o: Ha az
integr¶alokat di®erenci¶alis form¶aban¶³rjuk fel, akkor d´ = ³d½, a
R t
0
µ (u) d´ (u)
integr¶al pedig a
µd´ = µ (³d½) = (µ³) d½
form¶alis szab¶aly szerint alak¶³that¶o, vagyis azZ t
0
µ (u) d´ (u) =
Z t
0
µ (u) ³ (u) d½ (u)
¶atalak¶³t¶as form¶alisan a di®erenci¶alis alakban fel¶³rt kifejez¶es ¶atz¶ar¶ojelez¶ese.
VegyÄuk ¶eszre, hogy az indokl¶as ¶erv¶enyes mindenfajta integr¶alra,¶³gy a Stieltjes-
¶es az Ito^-f¶ele integr¶alokra egyar¶ant haszn¶alhat¶o.36
2.6 Lok¶alis marting¶alok
Az Ito^-integr¶al de¯n¶³ci¶oja alapj¶an a sztochasztikus integr¶al egy folytonos fo-
gad¶asi folyamat nett¶o, kumul¶alt eredm¶enye. Az Ito^-integr¶alban szerepl}o in-
tegr¶ator marting¶al. A marting¶alok szok¶asos interpret¶aci¶oja, hogy fair j¶at¶ekok.
Felvethet}o a k¶erd¶es, hogy az ´ fair j¶at¶ekkal szemben j¶atszott µ strat¶egiai
nett¶o, kumul¶alt eredm¶enye fair j¶at¶ek-e, vagyis a µ megj¶atsz¶as¶anak lehet}os¶ege
az ¶erdekelt feleknek, legal¶abbis ¶atlagban egyenl}o es¶elyt biztos¶³t vagy sem.
M¶ask¶eppen fogalmazva, milyen felt¶etelek mellett lesz a t 7! R t0 µ d´ integr¶al-
folyamat marting¶al? TekintsÄuk a folyamat M (t)
±
=
P
sk·t µ (sk¡1)¢´ (sk)
36V.Äo.: [8] 2.63. ¶all¶³t¶as, 170. oldal, D.16. t¶etel, 428. oldal.
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kÄozel¶³t}o Äosszeg¶et. A kiemel¶esi szab¶aly szerint a m¶ar tÄobbszÄor l¶atott m¶odon
okoskodva
M (M (tk+1) j Ftk) =
X
si·tk+1
M (µ (si¡1)¢´ (si) j Ftk) =
= M (tk) + µ (tk) M ([´ (tk+1) ¡ ´ (tk)] j Ftk) =
= M (tk) ;
vagyis a diszkr¶et kÄozel¶³t}o Äosszegekb}ol ¶all¶o sorozat marting¶al. Fontos hangs¶u-
lyozni, hogy a sztochasztikus integr¶al¶assal kapott t 7! R t0 µ d´ integr¶alfolyamat
azonban nem lesz marting¶al.37 Ebb}ol a szempontb¶ol a diszkr¶et, illetve a
folytonos id}o¶abr¶azol¶ashoz tartoz¶o modellek l¶enyegesen elt¶ernek. A t¶argyal¶as
sor¶an a diszkr¶et Äosszegek ¶es a folytonos Äosszegek, vagyis az integr¶alok kÄozÄott
nem teszÄunk kÄulÄonbs¶eget. Ez term¶eszetesen s¶ulyos matematikai hiba. ¶Alta-
l¶aban a sztochasztikus integr¶alk¶ent csak ¶ugynevezett lok¶alis marting¶alt38 ka-
punk, ¶es kÄulÄon ¯gyelmet kell ford¶³tani arra, hogy mikor kapunk integr¶alk¶ent
marting¶alt. A l¶enyegi probl¶em¶at az jelenti, hogy m¶³g a kÄozel¶³t}o Äosszegek
v¶arhat¶o ¶ert¶eke az ´ marting¶altulajdons¶aga miatt nulla, a feloszt¶as ¯nom¶³t¶a-
sa sor¶an kapott sorozat hat¶ar¶ert¶ek¶enek v¶arhat¶o ¶ert¶eke m¶ar nem lesz nulla;
¶altal¶aban ugyanis semmi sem biztos¶³tja a hat¶ar¶ert¶ek ¶es a v¶arhat¶o ¶ert¶ek fel-
cser¶elhet}os¶eg¶et.
A lok¶alis marting¶alok ¶es a marting¶alok kÄozÄotti kÄulÄonbs¶egre intuit¶³ve j¶ol r¶a
lehet ¶erezni: a probl¶ema az integrandusok nagys¶agrendj¶eb}ol ered. A martin-
g¶alok ellen j¶atszott valamely szerencsej¶at¶ek annyiban fair, hogy a strat¶egia
megv¶alaszt¶asakor az egyes l¶ep¶esek sor¶an a jÄov}ot nem lehet el}orel¶atni, ez¶ert a
t¶eteket mindig a fogad¶as t¶argy¶at k¶epez}o esem¶eny el}ott kell megtenni. Ebb}ol
kÄovetkez}oen az egyes l¶ep¶esekben a j¶at¶ek t¶enylegesen fair. A j¶at¶ek azonban
annyiban nem fair, hogy a j¶atsz¶as jog¶at ¶es a t¶etek nagys¶ag¶at nem korl¶atozzuk.
A fogad¶o f¶el addig ¶es akkora t¶etekben fogad am¶³g akar, illetve amekkor¶akban
akar. A µ folyamatra egyedÄul azt tettÄuk fel, hogy az ¶ert¶eke csak a m¶ultt¶ol
fÄugg, de a nagys¶ag¶at nem korl¶atoztuk. Elk¶epzelhet}o, hogy bizonyos ! kime-
netelek eset¶en a t 7! µ (t; !) trajekt¶oria nem korl¶atos m¶odon n}o. Ha ¶³gy ¶all
a helyzet, akkor nagy kock¶azatot v¶allalva ¶es korl¶atlan ideig j¶atszva ¶altal¶aban
lehet nyer}o strat¶egi¶at tal¶alni. A Wiener-folyamat diszkr¶et verzi¶oj¶aban, a fej
vagy ir¶as j¶at¶ekban, a kÄozismert nyer}o strat¶egia a dupl¶az¶o strat¶egia, amikor
veszt¶es eset¶en a nyerem¶enyt megdupl¶azzuk. Mivel b¶armeddig, b¶armekkora
t¶etben jogunk van fogadni, ¶es b¶armikor ki lehet sz¶allni, nem t¶ul meglep}o
m¶odon a fogad¶o f¶el mind nyer, s}ot elvileg v¶egtelen sokat nyerhet. M¶ask¶eppen
fogalmazva, egy marting¶al szerinti sztochasztikus integr¶al az¶ert nem lesz mar-
ting¶al, mert az integrandus kock¶azata korl¶atlanul n}ohet. Ez¶ert nem lesz a
sztochasztikus integr¶al marting¶al, csak lok¶alis marting¶al. A haz¶ardj¶at¶ekos
c¶elja, hogy a marting¶alk¶ent viselked}o v¶eletlennel szembeni j¶at¶ekban kihasz-
n¶alja, hogy a kumul¶alt folyamat csak lok¶alis marting¶al ¶es nem marting¶al.
Ha term¶eszetesen a j¶atszhat¶o µ strat¶egi¶akat korl¶atozzuk, nem engedÄunk meg
37V.Äo.: [8] 1.84. p¶elda, 59. oldal.
38V.Äo.: [8] 1.77. de¯n¶³ci¶o, 56. oldal.
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csak ,,¶esszer}u" kock¶azatot tartalmaz¶o strat¶egi¶akat, akkor a j¶at¶ek nyerem¶enye
marting¶al marad, vagyis a j¶at¶ek fair marad.39
Megmutathat¶o, hogy a sztochasztikus integr¶al konstrukci¶oja ¶atvihet}o mar-
ting¶alokr¶ol lok¶alis marting¶alokra is, de evvel nem foglalkozunk.
2.7 Szemimarting¶alok
Ha egy sztochasztikus folyamat egy korl¶atos v¶altoz¶as¶u folyamat ¶es egy lok¶alis
marting¶al Äosszege, akkor azt mondjuk, hogy a folyamat szemimarting¶al. Ha
a » folyamat folytonos
X (t; !) = V (t; !) + L (t; !)
szemimarting¶al, akkor ¶ertelmezhet}o azZ b
a
» dX
±
=
Z b
a
» dV +
Z b
a
» dL
sztochasztikus integr¶al. Vil¶agos, hogy a jobb oldali Äosszeg mind a k¶et tagja
¶ertelmes. Az els}o trajekt¶ori¶ank¶ent vett kÄozÄons¶eges Stieltjes-interg¶al, a m¶asik
egy sztochasztikus konvergenci¶aban vett Ito^-integr¶al. Mivel a majdnem min-
denhol val¶o konvergenci¶ab¶ol kÄovetkezik a sztochasztikus konvergencia, azR b
a
»dX tekinthet}o a Ito^-f¶ele kÄozel¶³t}o Äosszegek sztochasztikus konvergenci¶aban
vett hat¶ar¶ert¶ek¶enek. Ha X1 ¶es X2 k¶et szemimarting¶al, akkor de¯ni¶alhat¶o a
lim
±&0
X
k
¢X1 (tk)¢X2 (tk)
±
= hX1; X2i
n¶egyzetes keresztmegv¶altoz¶as.40 Ha az X1 korl¶atos v¶altoz¶as¶u, ¶es az X2
folytonos, akkor ism¶etelten¯¯¯¯
¯X
k
¢X1 (tk) ¢X2 (tk)
¯¯¯¯
¯ · maxk j¢X2 (tk)jX
k
j¢X1(tk)j ! 0 :
Ebb}ol kÄovetkez}oen, ha Xk (t; !) = Vk (t; !) + Lk (t; !), ahol a Vk korl¶atos
v¶altoz¶as¶u, akkor a szok¶asos folytonoss¶agi felt¶etelek teljesÄul¶ese eset¶en
hX1; X2i = hL1; L2i : (1)
8. P¶elda. Sz¶amoljuk ki a
» (t) =
Z t
0
´1 (t) d³1 +
Z t
0
´2 (t) d³2
Äosszeg n¶egyzetes megv¶altoz¶as¶at.
39V.Äo.: [8] 2.57. ¶all¶³t¶as, 165. oldal.
40Term¶eszetesen a ¯ltr¶aci¶ot el}ore rÄogz¶³tettÄuk, ¶³gy a k¶et folyamat ugyanarra a ¯ltr¶aci¶ora
n¶ezve szemimarting¶al.
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Az
R t
0
´id³i ¼
P
tk·t ´i (tk¡1) (³i (tk) ¡ ³i (tk¡1)) nÄovekm¶enyei kÄozel¶³t}oleg
´i (tk¡1) (³i (tk) ¡ ³i (tk¡1)) ;
¶³gy a kor¶abban elmondottakkal anal¶og m¶odon
h»i ¼
X
k
(¢» (tk))
2 ¼
X
k
(´1 (tk¡1)¢³1 (tk) + ´2 (tk¡1)¢³2 (tk))
2 =
=
X
k
h
´21 (¢³1)
2 + ´22 (¢³2)
2 + 2´1´2¢³1¢³2
i
¼
¼
Z t
0
´21 d h³1i +
Z t
0
´22 d h³2i + 2
X
k
´1´2¢³1¢³2 ¼
¼
Z t
0
´21 d h³1i +
Z t
0
´22 d h³2i + 2
Z t
0
´1´2 d h³1; ³2i ;
ahol tÄobbszÄor kihaszn¶altuk a n¶egyzetes megv¶altoz¶as nÄovekm¶eny¶ere vonatkoz¶o
(¢³)2 ¼ ¢ h³i formul¶at, illetve az anal¶og m¶odon ¶erv¶enyes
¢³1¢³2 ¼ ¢ h³1; ³2i
kÄozel¶³t}o k¶epletet. Ha a ³1 folyamat folytonos ¶es korl¶atos v¶altoz¶as¶u, ¶es a ³2
folytonos, akkor h»i (t) = R t
0
´22 d h³2i, ugyanis az Äosszeg tÄobbi tagj¶aban az
integr¶ator ¶ert¶eke nulla.
2.8 N¶egyzetes megv¶altoz¶as ¶es arbitr¶azs
Mik¶ent a bevezet}oben jeleztÄuk, a p¶enzÄugyi matematika kÄozgazdas¶agilag a
tÄok¶eletes piaci verseny hipot¶ezis¶ere ¶epÄul. Az elm¶elet kiindul¶opontja, hogy a
verseny tÄok¶eletess¶ege miatt a piacon nincsen lehet}os¶eg arbitr¶azsra ugyanis
az ¶arak v¶altoz¶as¶at nem lehet a m¶ult alapj¶an el}orejelezni. M¶as oldalr¶ol a
,,tÄok¶eletesen v¶eletlen" folyamatok ¶altal induk¶alt mozg¶asok trajekt¶ori¶ai ma-
tematikailag igen saj¶atos tulajdons¶aggal rendelkeznek: a tÄok¶eletesen v¶eletlen
folyamat n¶egyzetes megv¶altoz¶asa pozit¶³v.
TekintsÄunk egy n darab kock¶azatos eszkÄozb}ol ¶all¶o p¶enzÄugyi rendszert. Az
egyes eszkÄozÄok ¶ar¶at a t id}opontban jelÄolje
(S1 (t) ; S2 (t) ; . . . ; Sn (t)) :
TegyÄuk fel, hogy az n darab eszkÄozÄokb}ol ¶all¶o portf¶oli¶oban a t id}opontban
(µ1 (t) ; µ2 (t) ; . . . ; µn (t))
darab eszkÄoz van. A portf¶oli¶o ¶ert¶eke a t id}opontban
V (t)
±
=
nX
k=1
µk (t)Sk (t) :
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A portf¶oli¶o ¶ert¶ek¶enek megv¶altoz¶asa teleszk¶opikus Äosszegk¶ent sz¶amolhat¶o: ha
(tl)l a [t; T ] id}otartam tetsz}oleges felbont¶asa, akkor
V (T ) ¡ V (t) =
X
l
(V (tl) ¡ V (tl¡1)) =
=
nX
k=1
X
l
(µk (tl)Sk (tl) ¡ µk (tl¡1)Sk (tl¡1)) :
Az elemi sz¶amol¶assal ellen}orizhet}o
a2b2 ¡ a1b1 = a1 (b2 ¡ b1) + b1 (a2 ¡ a1) + (a2 ¡ a1) (b2 ¡ b1)
k¶eplet miatt a
P
l (µk (tl)Sk (tl) ¡ µk (tl¡1) Sk (tl¡1)) Äosszeg ¶eppen azZ T
t
µdS +
Z T
t
Sdµ + hµ; SiTt
kÄozel¶³t}o Äosszege. ¶Altal¶aban, ha » ¶es ´ k¶et sztochasztikus folyamat, akkor
» (b) ´ (b) ¡ » (a) ´ (a) =
Z b
a
»d´ +
Z b
a
´d» + h»; ´iba ;
felt¶eve, hogy az integr¶alok, illetve a n¶egyzetes keresztmegv¶altoz¶as l¶etezik.41
Ezt a formul¶at szok¶as parci¶alis integr¶al¶as formul¶aj¶anak is mondani. Ezt fel-
haszn¶alva a portf¶oli¶o ¶ert¶ekv¶altoz¶asa
V (T ) ¡ V (t) =
nX
k=1
Z T
t
µkdSk +
nX
k=1
Z T
t
Skdµk +
nX
k=1
hµk; SkiTt :
9. De¯n¶³ci¶o. A (µk)
n
k=1 portf¶oli¶os¶ulyokat az (Sk)
n
k=1 ¶arak mellett Äon¯nan-
sz¶³roz¶onak mondjuk, ha
dV =
nX
k=1
µkdSk ;
vagyis Äon¯nansz¶³roz¶o portf¶oli¶o eset¶en a V ¶ert¶ekfolyamat megv¶altoz¶asa csak
az ¶arak dSk megv¶altoz¶as¶ab¶ol sz¶armazik. A sztochasztikus di®erenci¶alokat in-
tegr¶alalakban ki¶³rva az Äon¯nansz¶³roz¶as felt¶etele azt jelenti, hogy tetsz}oleges
t < T id}opontok eset¶en
V (T ) ¡ V (t) =
nX
k=1
Z T
t
µkdSk :
10. De¯n¶³ci¶o. Azt mondjuk, hogy a (µk)
n
k=1 Äon¯nansz¶³roz¶o portf¶oli¶os¶ulyok
arbitr¶azst alkotnak, ha (µk)
n
k=1 s¶ulyokkal k¶epzett V ¶ert¶ekfolyamatra V (0) = 0,
41A h»; ´iba jelÄol¶esen ¶ertelemszer}uen a » ¶es az ´ [a; b] szakaszon vett keresztvari¶aci¶oj¶at
¶ertjÄuk. V.Äo.: [8] 2.17. ¶all¶³t¶as, 138. oldal, 3.1. ¶all¶³t¶as, 211. oldal.
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¶es van olyan T; hogy minden kimenetelre V (T ) ¸ 0 ¶es egy pozit¶³v val¶osz¶³n}u-
s¶eggel rendelkez}o halmazon a V (T ) pozit¶³v.42
TegyÄuk fel, hogy a parci¶alis integr¶al¶as formul¶aj¶aban a » ¶es az ´ folya-
matok ,,nem el¶eg v¶eletlenek". Ezen most azt a matematikai tulajdons¶agot
¶ertjÄuk, hogy a k¶et folyamat trajekt¶ori¶ai el¶eg regul¶arisak ahhoz, hogy a h»; ´i
n¶egyzetes keresztmegv¶altoz¶as nulla legyen. Ilyenkor a parci¶alis integr¶al¶as
formul¶aja a j¶oval egyszer}ubb
» (b) ´ (b) ¡ » (a) ´ (a) =
Z b
a
»d´ +
Z b
a
´d»
alakot Äolti. Speci¶alisan ha » = ´, akkor
»2 (b) ¡ »2 (a) = 2
Z b
a
»d» :
M¶ask¶eppen fogalmazva, ha a » ,,nem el¶eg v¶eletlen", akkor ¶erv¶enyes a
d»2 = 2»d»
deriv¶al¶asi szab¶aly. TegyÄuk fel, hogy h»i = 0 ¶es tekintsÄuk a » seg¶³ts¶eg¶evel
megfogalmazhat¶o legegyszer}ubb (B;S) kÄotv¶eny-r¶eszv¶eny modellt: B (t)
±
= 1
¶es S (t)
±
= 1 + » (t) : A B folyamat alatt term¶eszetesen a kÄotv¶enyt, az S alatt
pedig a r¶eszv¶enyt ¶ertjÄuk. Legyen
µB (t)
±
= ¡ (» (t))2 ¡ 2» (t) ; µS (t) ±= 2» (t) :
a beruh¶az¶asi strat¶egia. A megfelel}o ¶ert¶ekfÄuggv¶eny
V (t) = µB (t) ¢ B (t) + µS (t) ¢ S (t) =
= ¡ (» (t))2 ¡ 2» (t) + 2» (t) (1 + » (t)) = (» (t))2 :
Ha a » (t) nem azonosan nulla, akkor a (µB ; µS) p¶ar a (B; S) modellben ar-
bitr¶azs, ugyanis
dV = d (»)2 = 2»d» = µB ¢ 0 + µSd» =
= µBdB + µSdS;
egyenl}os¶eg miatt a portf¶oli¶o Äon¯nansz¶³roz¶o. M¶ask¶eppen fogalmazva, egy pia-
con akkor van lehet}os¶eg arbitr¶azsra, ha a piacon a p¶enzÄugyi folyamatok ,,nem
el¶eg v¶eletlenek".
42A de¯n¶³ci¶o nem tÄok¶eletes, ugyanis nem z¶arja ki a dupl¶az¶o strat¶egi¶at, amely a v¶egtelen
sok lehets¶eges t id}opont miatt el}ofordulhat. ¶Eppen ez¶ert folytonos id}ohorizont eset¶en az
arbitr¶azs de¯n¶³ci¶oj¶aban fel szok¶as tenni, hogy az ¶ert¶ekfolyamat alulr¶ol korl¶atos, ahol az als¶o
korl¶at kÄozgazdas¶agilag a keresked¶est megval¶os¶³t¶o szem¶ely vagyona, illetve teljes hitelkerete.
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3 Ito^-formula mint a Newton{Leibniz-szab¶aly
¶altal¶anos¶³t¶asa
A szemimarting¶alok oszt¶alya meglep}oen stabil abban az ¶ertelemben, hogy
egy sor m}uveletet v¶egrehajtva szemimarting¶alb¶ol szemimarting¶alt kapunk. A
szemimarting¶alok legfontosabb tulajdons¶ag¶at az Ito^-formula tartalmazza.43
11. ¶All¶³t¶as. Ha F k¶etszer folytonosan deriv¶alhat¶o n-v¶altoz¶os fÄuggv¶eny, ¶es
(»k)
n
k=1 folytonos szemimarting¶alok, akkor
F (» (t)) ¡ F (» (0)) =
nX
k=1
Z t
0
@F
@xk
(» (s)) d»k (s) +
+
1
2
X
i;j
Z t
0
@2F
@xi@xj
(» (s)) d h»i; »ji (s) :
A bizony¶³t¶as nagyon messze vezetne, de az¶ert n¶emi indokl¶ast c¶elszer}u
adni. Vil¶agos, hogy egyfajta Newton{Leibniz-szab¶alyr¶ol van sz¶o. Pr¶ob¶aljuk
meg ¶³gy igazolni. VegyÄuk a
F (» (t)) ¡ F (» (0)) =
NX
k=1
[F (» (tk)) ¡ F (» (tk¡1))]
teleszk¶opikus felbont¶ast. A kÄozÄons¶eges Newton{Leibniz-szab¶aly bizony¶³t¶asa
eset¶en az
[F (» (tk)) ¡ F (» (tk¡1))] ¼ F 0 (» (¿k)) [» (tk) ¡ » (tk¡1)] =
=
nX
i=1
@F
@xi
(» (¿k)) [»i (tk) ¡ »i (tk¡1)]
kÄozel¶³t¶essel szok¶as ¶elni. VegyÄuk ¶eszre, hogy az ¶³gy kapott
NX
k=1
nX
i=1
@F
@xi
(» (¿k)) [»i (tk) ¡ »i (tk¡1)]
Äosszeg ¶altal¶aban nem konvergens, ugyanis a ¿k kÄozel¶³t}o pontokat nem a
[tk¡1; tk] szakaszok kezd}opontj¶anak kaptuk, m¶arpedig a sztochasztikus in-
tegr¶al csak akkor konvergens, ha ¿k = tk¡1. A teleszkopikus Äosszeget be-
csÄulhetn¶enk m¶ask¶eppen is. Ennek a klasszikus esetben nincs ¶ertelme, most
azonban c¶elszer}u, ha a Taylor-formula ¶altal biztos¶³tott
F 0 (» (tk¡1)) [» (tk) ¡ » (tk¡1)] + 1
2
F 00 (» (¿k)) ([» (tk) ¡ » (tk¡1)])
m¶asodrend}u kÄozel¶³t¶essel ¶elÄunk. A Taylor-formula szerint a m¶asodrend}u tag-
ban lev}o ¿k tov¶abbra is a [tk¡1; tk] egy kÄoztes pontja, de a ¿k az els}orend}u tag-
ban nem szerepel csak a m¶asodrend}uben. Eml¶ekeztetÄunk r¶a, hogy a m¶asodik
43V.Äo.: [8] 3.2. t¶etel, 211. oldal.
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deriv¶alt egy kvadratikus alak, amelyre
F 00 (» (¿k)) [» (tk) ¡ » (tk¡1)] =
nX
j=1
nX
i=1
@2F
@xi@xj
(» (¿k))¢»i (tk)¢»j (tk) :
Az els}orend}u kÄozel¶³t¶es ¶eppen azZ b
a
F 0 (») d» =
nX
i=1
Z b
a
@F
@xi
(») d»i
integr¶alhoz tart. Mivel a keresztmegv¶altoz¶as nÄovekm¶eny¶enek becsl¶ese alapj¶an
¢»i (tk)¢»j (tk) ¼ ¢ h»i; »ji (tk) ;
ez¶ert
@2F
@xi@xj
(» (¿k))¢»i (tk)¢»j (tk) ¼ @
2F
@xi@xj
(» (¿k))¢ h»i; »ji (tk) ;
teh¶at
NX
k=1
@2F
@xi@xj
(» (¿k))¢»i (tk)¢»j (tk) ¼
NX
k=1
@2F
@xi@xj
(» (¿k))¢ h»i; »ji (tk)
!
Z b
a
@2F
@xi@xj
(» (t)) d h»i; »ji (t) :
VegyÄuk ¶eszre, hogy a m¶asodrend}u tagokb¶ol k¶epzett integr¶al a n¶egyzetes
keresztmegv¶altoz¶as szerint k¶epzett integr¶al, vagyis kÄozÄons¶eges Stieltjes-in-
tegr¶al, ¶³gy az a t¶eny, hogy a ¿k nem az intervallum kezd}opontja, nem okoz
gondot.
3.1 Ito^-formula id}ot}ol fÄugg}o transzform¶aci¶os fÄuggv¶eny
eset¶en
A tÄobbdimenzi¶os Ito^-formula speci¶alis esete amikor ´ (s)
±
= f (s; » (s)), ahol
az f k¶etv¶altoz¶os, k¶etszer folytonosan deriv¶alhat¶o fÄuggv¶eny. Az Ito^-formula
szerint
f (T; » (T )) ¡ f (t; » (t)) =
Z T
t
@f
@s
ds +
Z T
t
@f
@x
d» +
+
1
2
Z T
t
@2f
@s2
d hsi + 1
2
Z T
t
@2f
@x2
d h»i +
+
Z T
t
@2f
@s@x
d hs; »i :
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Mik¶ent m¶ar l¶attuk, ha a ³1 (t; !) folyamat trajekt¶ori¶ai korl¶atos v¶altoz¶as¶uak,
a ³2 (t; !) folyamat trajekt¶ori¶ai folytonosak, akkor h³1; ³2i = 0; ¶³gy a m¶asod-
rend}u tagban teh¶at k¶et t¶enyez}o elhagyhat¶o, kÄovetkez¶esk¶eppen44
f (T; » (T )) ¡ f (t; » (t)) =
Z T
t
@f
@s
ds +
Z T
t
@f
@x
d» +
1
2
Z T
t
@2f
@x2
d h»i :
Ha
» (u)
±
=
Z u
0
X (s) dw (s) ;
akkor az integr¶alok n¶egyzetes megv¶altoz¶as¶anak k¶eplete szerint
h»i (u) ±=
¿Z u
0
X (s) dw (s)
À
=
Z u
0
X2 (s) d hwi (s) =
=
Z u
0
X2 (s) ds:
Ezt ¶es az integr¶alokra vonatkoz¶o asszociativit¶asi szab¶alyt k¶etszer felhaszn¶alva
f (T; » (T )) ¡ f (t; » (t)) =
Z T
t
@f
@s
ds +
Z T
t
@f
@x
d» +
1
2
Z T
t
@2f
@x2
d h»i =
=
Z T
t
@f
@s
ds +
Z T
t
@f
@x
X dw +
1
2
Z T
t
@2f
@x2
X2 ds =
=
Z T
t
µ
@f
@s
+
1
2
@2f
@x2
X2
¶
ds +
Z T
t
@f
@x
X dw :
(2)
A p¶enzÄugyi matematika kÄonyvek45 gyakran az Ito^-formul¶at ebben az alakban
szokt¶ak kÄozÄolni. Ez az alak azonban csak egy nehezen megjegyezhet}o, n¶emi-
k¶eppen zavaros speci¶alis form¶aja az ¶altalunk t¶argyalt, ¶es rem¶elhet}oleg j¶oval
vil¶agosabb, ¶altal¶anos esetnek.
3.2 Parci¶alis ¶es sztochasztikus di®erenci¶alegyenletek
TekintsÄuk a Black{Scholes-f¶ele parci¶alis di®erenci¶alegyenletet (PDE):
@f
@t
+ rS
@f
@S
+
1
2
¾2S2
@2f
@S2
= rf; f (T; S) = max fS ¡ K; 0g :
Ez speci¶alis esete a
@f
@t
+ ¹
@f
@x
+
1
2
¾2
@2f
@x2
= rf; f (T; x) = © (x)
44V.Äo.: [8] 3.4. ¶all¶³t¶as, 214. oldal.
45V.Äo.: [2], 78. oldal, [3] 3.10. therorem, 38. oldal, de v.Äo.: 3.11. proposition, [4] 220.
oldal.
Bevezet¶es a sztochasztikus anal¶³zisbe kÄozgazd¶aszoknak 27
Cauchy-feladatnak, ahol ¹ ¶es ¾ a keresett f fÄuggv¶enyhez hasonl¶oan a (t; x)
fÄuggetlen v¶altoz¶ok fÄuggv¶enyei, az r pedig a t fÄuggv¶enye. A parci¶alis diffe-
renci¶alegyenlet megold¶as¶at sztochasztikus di®erenci¶alegyenlet (SDE) seg¶³ts¶e-
g¶evel adjuk meg. TekintsÄuk el}oszÄor az ¶altal¶anos PDE-hez tartoz¶o kÄovetkez}o
¶ugynevezett Cauchy-probl¶em¶at:46
@f
@t
+ ¹
@f
@x
+
1
2
¾2
@2f
@x2
= 0; f (T; x) = © (x) : (3)
A parci¶alis di®erenci¶alegyenlethez form¶alisan47 rendeljÄuk hozz¶a a
d» (s) = ¹ (s; » (s)) ds + ¾ (s; » (s)) dw (s) ; » (t) = x
sztochasztikus di®erenci¶alegyenletet. VegyÄuk ¶eszre, hogy az id}o jelÄol¶es¶ere a t
hely¶ebe s kerÄul, a t id}oparam¶eter ¶es az x helyparam¶eter a kezdeti felt¶etelben
jelenik meg. Ism¶etelten megjegyezzÄuk, hogy a sztochasztikus differenci¶al-
egyenletre fel¶³rt, sztochasztikus anal¶³zisben megszokott jelÄol¶es val¶oj¶aban a
tetsz}oleges t < T id}opontokra teljesÄul}o
» (T ) ¡ x = » (T ) ¡ » (t) =
=
Z T
t
¹ (s; » (s)) ds +
Z T
t
¾ (s; » (s)) dw (s)
integr¶alegyenl}os¶eg teljesÄul¶es¶et jelenti. VezessÄuk be az ¶ugynevezett Dynkin-
oper¶atort, amely a PDE-ben szerepl}o x szerint vett deriv¶altakat tartalmaz¶o
tagokb¶ol ¶all:
Af
±
= ¹
@f
@x
+
1
2
¾2
@2f
@x2
:
Az A seg¶³ts¶eg¶evel a (3) PDE
@f
@t
+ Af = 0; f (T; x) = © (x) (4)
m¶odon ¶³rhat¶o. Legyen48 f (t; x) 2 C2 az egyenlet megold¶asa. Az id}ot}ol fÄugg}o
(2) Ito^-formula alapj¶an
df (») =
@f
@s
ds +
@f
@x
d» +
1
2
@2f
@x2
d h»i =
=
µ
@f
@s
+ ¹
@f
@x
+
1
2
¾2
@2f
@x2
¶
ds + ¾
@f
@x
dw
±
=
±
=
µ
@f
@s
+ Af
¶
ds + ¾
@f
@x
dw:
46VegyÄuk ¶eszre, hogy a feladat homog¶en, vagyis nem tartalmazza az f fÄuggv¶enyt, csak
a deriv¶altjait, vagyis az rf tagot elhagytuk.
47Hangs¶ulyozni kell, hogy a hozz¶arendel¶es form¶alis, kÄovetkez¶esk¶eppen mechanikus.
48Az f 2 C2 jelÄol¶es azt jelenti, hogy az f k¶etszer folytonosan deriv¶alhat¶o.
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Az egyenl}os¶eget integr¶alk¶ent r¶eszletesen ki¶³rva ¶es felhaszn¶alva, hogy az f
megold¶asa a PDE-nek, vagyis teljesÄul a (4):
f (T; » (T )) ¡ f (t; » (t)) =
Z T
t
µ
@f
@s
+ Af
¶
ds +
Z T
t
@f
@x
¾dw =
=
Z T
t
@f
@x
¾dw:
Ha a m¶asodik tag el¶eg j¶o,49 akkor mind a k¶et oldalon v¶arhat¶o ¶ert¶eket v¶eve,
felhaszn¶alva, hogy a sztochasztikus integr¶al v¶arhat¶o ¶ert¶eke nulla
M (f (T; » (T )) ¡ f (t; » (t))) = M
ÃZ T
t
@f
@x
¾ dw
!
= 0 :
Mivel a » (s) eleget tesz az SDE-nek, ez¶ert a kezdeti felt¶etel miatt » (t) = x,
teh¶at az f (t; » (t)) = f (t; x) konstans. Az ÄosszefÄugg¶est ¶atalak¶³tva:
M (f (T; » (T )) ¡ f (t; » (t))) = M (f (T; » (T ))) ¡ f (t; x) = 0 :
¶Atrendezve
f (t; x) = M (f (T; » (T ))) = M (© (» (T ))) ;
ahol felhaszn¶altuk, hogy az f megold¶asa a PDE-nek, teh¶at minden y-ra
f (T; y) = © (y), ¶³gy f (T; » (T )) = © (» (T )).
T¶erjÄunk vissza az eredeti
@f
@t
+ ¹
@f
@x
+
1
2
¾2
@2f
@x2
= rf; f (T; x) = ©(x)
inhomog¶en PDE-re. Az inhomog¶en egyenlet helyett vegyÄuk a
@h
@t
+ ¹
@h
@x
+
1
2
¾2
@2h
@x2
= 0; h (T; x) = exp
Ã
¡
Z T
0
rds
!
©(x)
±
= ª(x)
homog¶en egyenletet. VezessÄuk be az
f (t; x)
±
= exp
µZ t
0
rds
¶
h (t; x)
fÄuggv¶enyt, vagyis
h (t; x) = exp
µ
¡
Z t
0
rds
¶
f (t; x) :
Mivel
@h
@t
=
@
@t
exp
µ
¡
Z t
0
r ds
¶
f (t; x) =
= ¡r (t) exp
µ
¡
Z t
0
r ds
¶
f (t; x) + exp
µ
¡
Z t
0
r ds
¶
@
@t
f (t; x) ;
49Vagyis a sztochasztikus integr¶al nemcsak lok¶alis marting¶al, hanem val¶odi marting¶al.
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ez¶ert, felhaszn¶alva, hogy az r csak a t fÄuggv¶enye
0 =
@h
@t
+ ¹
@h
@x
+
1
2
¾2
@2h
@x2
=
= exp
µ
¡
Z t
0
r ds
¶ ·
@f
@t
+ ¹
@f
@x
+
1
2
¾2
@2f
@x2
¡ r (t) f
¸
;
ami csak ¶ugy lehets¶eges, ha
@f
@t
+ ¹
@f
@x
+
1
2
¾2
@2f
@x2
= rf :
A m¶ar bemutatott m¶odon a homog¶en egyenletet megoldva
h (t; x) = M (h (T; » (T ))) = M (ª (» (T )))
±
=
±
= exp
Ã
¡
Z T
0
r ds
!
M (©(» (T ))) ;
az inhomog¶en egyenlet megold¶asa
f (t; x) = exp
Ã
¡
Z T
t
r (s) ds
!
M (©(» (T ))) :
VegyÄuk ¶eszre, hogy az M v¶arhat¶o ¶ert¶ek a sztochasztikus di®erenci¶alegyen-
lethez tartoz¶o val¶osz¶³n}us¶eg szerint ¶ertend}o. A sztochasztikus differenci¶al-
egyenlet egy matematikai seg¶edeszkÄoz, amely kÄozvetlenÄul a parci¶alis differen-
ci¶alegyenlethez tartozik ¶es ez¶ert teljesen fÄuggetlen att¶ol, hogy mik¶ent jutot-
tunk a parci¶alis di®erenci¶alegyenlethez. A derivat¶³v ¶araz¶as elm¶elet¶eben50 a
parci¶alis di®erenci¶alegyenletet egy m¶asik sztochasztikus di®erenci¶alegyenlet-
b}ol vezetjÄuk le, amely egyenlet az ¶arak mozg¶as¶at ¶³rja le ¶es amely egyenlet
a statisztikailag meg¯gyelhet}o val¶osz¶³n}us¶egi mez}o felett van ¶ertelmezve. A
parci¶alis di®erenci¶alegyenlet megold¶asakor haszn¶alt seg¶edmez}o azonban egy
m¶asik val¶osz¶³n}us¶eg,51 amelyet szok¶as kock¶azatmentes val¶osz¶³n}us¶egi mez}onek
nevezni ¶es amely elvileg semmilyen kapcsolatban sincsen az eredeti probl¶e-
m¶aban szerepl}o statisztikailag meg¯gyelt adatokra t¶amaszkod¶o val¶osz¶³n}us¶egi
mez}ovel.
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INTRODUCING STOCHASTIC ANALYSIS
In the article we present a short, intuitive introduction to stochastic analysis. Our
presentation is aimed for economist and we try to discuss only the most elementary
properties of the stochastic analysis. Instead of precise proofs we present some sim-
pli¯ed intuitive arguments. The central concept of the discussion is the quadratic
variation and the Ito^'s lemma.
