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Abstract
In this work, we make a contribution to natural speech
dialogue act detection. We focus our attention on the di-
alogue act classification using a Bayesian approach. Our
classifier is tested on two corpora, the Switchboard and
the Basurde tasks. A combination of a naive Bayes classi-
fier and n-grams is used. The impact of different smooth-
ing methods (Laplace and Witten Bell) and n-grams in
classification are studied.
With respect to the Switchboard corpus, an accuracy of
66% is achieved using a uniform naive Bayes classifier,
3-grams and Laplace smoothing to avoid zero probabil-
ities. For the Basurde corpus, our system achieves per-
formances similar to other methodologies we have previ-
ously tested. Through a combination of a naive Bayes
classifier with 2-grams and Witten Bell smoothing we
achieve the best accuracy of 89%. These results show
that a Bayesian approach is well suited for these tasks.
1 Introduction
Dialogue systems constitute an outstanding objective in
the field of language technologies. The structure of sys-
tems of this kind is usually the following: a signal goes
through a speech recognizer; the recognized text is passed
through a natural language understanding module which
gives a semantical interpretation of the utterances; a dia-
logue manager takes a decision and the user receives the
output of the answer generator through a synthesizer. Due
to the fact that there are many error sources in these mod-
ules (recognition errors, misinterpretations, unexpected
answers, etc), it could be useful to have a method to reli-
ably detect which type of sentence has been uttered. This
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problem is called dialogue act classification. To carry out
this classification, a combination of a naive Bayes classi-
fier [1, 2] and n-grams. The impact of different smooth-
ing methods (Laplace and Witten Bell) and n-grams on
classification has been studied.
We focus on the process of the user dialogue act clas-
sification with regard to the type of dialogue act; i.e., the
identification of the dialogue act type of the utterance pro-
nounced by the user. Automatic dialogue act classifica-
tion is useful in building specific models depending on
the user dialogue act type or predicting the next user di-
alogue act. This information combined with confidence
measures in each module can help the dialogue manager
to take a more correct decision and make the human-
computer communication more natural and fluent.
We have conducted all the experimentation using two
corpora: the Switchboard corpus and the Basurde corpus.
The Switchboard task [4] consists of human-to-human
spontaneous telephone conversations. These conversa-
tions are about a general topic of interest between two
people who are selected randomly and who do not know
each other from before. An example appears in Figure 1.
The Basurde task [5] consists of information retrieval
by telephone for nation wide Spanish trains. Queries are
restricted to timetables, prices and services for long dis-
tance trains. An example of a dialogue is shown in Fig-
ure 2.
2 Dialogue structure
One of the most common ways to represent the dialogue
structure is by using dialogue acts [6, 7], which represent
the successive states of a dialogue. The labels must be
specific enough to take all the different intentions of each
turn into account, but, at the same time, they have to be
general enough to be able to be adapted to different tasks.
Turn Dialogue Act Utterance
A Statement (utt1) The question was kind of interesting to me because I was just trying to put together a
long term financial plan and monthly budget.
Statement (utt2) The only thing I do now is, put the data into Quicken.
Yes No Question (utt3) I don’t know if you are familiar with that.
B Yes Answers (utt1) Yeah.
Statement (utt2) I have some friends of mine who use Quicken.
Statement (utt3) I’ve considered using it once myself.
Statement (utt4) But I decided that the amount of information that would have to go in would be a lot
of time keeping that up to date.
Figure 1: A labeled dialogue from the Switchboard corpus.
Turn Dialogue Act Utterance
M Opening Bienvenido al sistema automa´tico de informacio´n de trenes regionales y de largo recorrido,
¿que´ desea? (Welcome to the automatic system of regional and nation wide trains. How can
I help?)
U Query Hola buenos dı´as, querı´a informacio´n de trenes a Lleida el dı´a seis de noviembre. (Hello,
good morning, I would like information about trains going to Lleida on the 6th November.)
M Validation A Lleida, ¿quiere viajar desde Zaragoza? (To Lleida, do you want to travel from Zaragoza?)
U Affirmation Sı´, desde Zaragoza perdo´n. (Yes, from Zaragoza, I’m sorry.)
Figure 2: A labeled dialogue from the Basurde corpus. (The English translation is also given.)
The set of labels of the dialogue acts defined for the
Switchboard corpus are defined in [7]. The corpus is la-
beled using the DAMSL standard [8], modified for the
Switchboard task (42 labels correspond to the dialogue
acts). This new labelling is called SWBD-DAMSL and
has been defined in [9]. Each turn is composed of one or
more utterances. In order to have a one-to-one correspon-
dence between dialogue act labels and utterances, a man-
ual process to segment the turns was performed (see, for
example, that user A’s turn of the dialogue shown in Fig-
ure 1 is composed of three utterances). The Switchboard
task is human-to-human conversation, and we need to
classify the dialogue acts of the two people. The Switch-
board data is composed of 1,155 labeled dialogues and of
173,153 utterances.
The example in Figure 1 shows first the user who is
speaking (A or B), second, the type of dialogue act and
the number of the utterances in the turn, and third, the
utterance pronounced by the user. When averaged, a typ-
ical conversation has 144 turns, 271 utterances and took
28 minutes to label [7].
The Basurde task is composed of computer-to-human
dialogues, and only the user dialogue acts need to be clas-
sified. The Basurde data is composed of 226 dialogues.
The corpus is labeled by hand. The example of a dia-
logue in Figure 2 shows first, the type of turn (Machine
or User), second, the dialogue act and third, an example
of utterance. This corpus has 226 dialogues and 867 ut-
terances. There are 15 labels for the dialogue acts, but
only 10 classes of dialogue acts were frequent enough to
be considered for analysis. Each utterance has only one
label. Table 1 shows the defined labels for the Basurde
corpus.
The Basurde task has a vocabulary of 190 words af-
ter categorization and lemmatization. The categorization
consisted of grouping classes of words into categories
like CITY-NAME, TRAIN-TYPE, TRAIN-STATION,
etc. The lemmatization consisted of putting the verbs in
infinitive, transforming plurals to singular, etc.
3 Naive Bayes classifier
3.1 Dialogue act classification
Dialogue act classification is a special case of text clas-
sification where the text to be classified is the user utter-
ance.
Text classification is done to find a function f∗(·) that
maps a document di into a class ci. The range is defined
by the number of classes C.
The training of this function is done by learning from
a set of samples with the form
{(dj , cj)}Jj=1, dj ∈ D, cj ∈ C (1)
where dj is the j-th sample, J the number of samples, and
cj its corresponding class label.
In our classification task, the samples are the utter-
ances, and the attributes are the words of the utterances.
Table 1: Dialogue act types defined for the Basurde corpus and their frequencies.
Dialogue act Example # %
Close No, gracias. (No, thanks.) 208 23.99
Departure time Querı´a saber el horario del jueves por la man˜ana. (I would like to know the
timetable for Thursday morning.)
195 22.49
Affirmation Sı´. (Yes.) 146 16.84
Void Jueves dos de enero. (Thursday January the second.) 135 15.57
Price ¿Me puede decir el precio? (Could you tell me the price?) 99 11.42
Arrival time ¿A que´ hora llega a Zaragoza? (At what time does it arrive to Zaragoza?) 21 2.42
Departure time return ara la vuelta, Sevilla-Zaragoza en Talgo por la man˜ana. (For the return,
Sevilla-Zaragoza on a Talgo in the morning.)
19 2.19
Confirmation ¿Y cua´l es el precio de una plaza en ese tren? (And what is the price of a seat on
this train?)
15 1.73
Negation No. (No.) 15 1.73
Train type Quiero saber el tipo de tren. (I would like to know the train type.) 14 1.61
In our work, the function f∗(·) maps each user utter-
ance to one of the |C| = 42 dialogue acts in the Switch-
board task or to the |C| = 10 dialogue acts of the Ba-
surde task. The decision of which class is assigned to a
user utterance is made by the Bayes decision rule for min-
imizing the probability of error. The Bayesian classifier
assigns the class with maximum a posteriori probability
to the sample d:
f∗(d) = argmax
c∈C
Pr(c|d) (2)
3.2 Naive Bayes
In this work, we use the naive Bayes classifier in its mul-
timodal event model. The representation of the utterances
is a vector of word counts, which is usually called “bag
of words”. Some of these simple Bayesian classifiers
have grown in popularity lately and it has been proven
that, despite their simplicity, they give good results [2].
They use a set of labeled examples for training to esti-
mate the parameters of the generative model. Classifica-
tion of new examples is carried out by the Bayes decision
rule through a selection of the class that has produced the
largest probability.
The naive Bayes classifier assumes that all the at-
tributes are independent of each other. This is what is
called the “Naive Bayes assumption”. Although this as-
sumption is false in most real tasks, the naive Bayes clas-
sifier performs well in text classification tasks.
Text classification is a field with a large number of at-
tributes. The examples attributes to be classified are the
words, and the number of different words is really large.
While some classification tasks can be solved with a vo-
cabulary of a few hundred words, like the Basurde task,
other tasks, like the Switchboard, are more complex with
a vocabulary of thousands of words.
The naive Bayes algorithm is defined in this way:
c?= argmax
c
Pr(c|d) (3)
= argmax
c
Pr(c) Pr(d|c)
Pr(d)
(4)
= argmax
c
Pr(c) Pr(d|c) (5)
= argmax
c
Pr(c)
I∏
i=1
Pr(wi, wi−1, .., wi−n+1|c) (6)
where c is the class, Pr(d|c) is the conditional probabil-
ity given the class c and Pr(c) is the probability of the
class. In practice, we can estimate Pr(d|c) and Pr(c) in
the previous equation with the training data. It is easy
to estimate each Pr(c) by counting the frequency of each
class in the training data. For Pr(d|c), the naive Bayes
classifier is based on the conditional independence given
the goal value. We pass from equation (3) to (4) by ap-
plying the Bayes rule. Going from equation (4) to (5) is
valid because Pr(d) is independent of c.
In equation (6), wi, wi−1, .., wi−n+1 is an n-gram. We
have a naive Bayes classifier in its multinomial event
model where its features are the n-grams. With this ap-
proach, the “Naive Bayes assumption” is false because
we are considering that there are a relationship between
the words. I is the vocabulary size of the task. In the case
of 1-grams, the vocabulary size is the number of different
words in the task. If n > 1 the vocabulary size is the
number of different m-grams, where 1 <= m <= n.
We performed the experimentation with another
Bayesian classifier which do not take into account the a
priori probability; i.e, the a priori probability for all the
classes is uniform. The uniform naive Bayes classifier is
formulated as:
c? = argmax
c
∏
i
Pr(wi|c) (7)
4 Experimentation
We present experimental results on different user dia-
logue act classifications in two corpora: the Switchboard
task and the Basurde task. In the first task, we have to
classify every turn because it is a human-to-human dia-
logue. In the second task, we have to classify only the
user turns because it is a human-to-computer dialogue.
4.1 Cross-validation
To conduct the experimentation, we split the dataset into
five sets. We used the cross-validation technique with
80% of the corpus (4 sets) for the training set and 20%
of the corpus (1 set) in the test set. The basic idea is to
split the corpus into N sets, distributing the N − 1 sets
for the training and a unique partition for the test. This
set is called hold-out. This proccess is repeated N times
to use all the N sets as the hold-out set. The advantage of
this method is that the N sets are used for the test, which
leads to an efficient exploration of the dataset.
4.2 Naive Bayes classifier training
Naive Bayes classifier training was done with the statis-
tical document classification software package “RAIN-
BOW” [10]. We used the naive Bayes classifier and the
uniform naive Bayes classifier. We also studied the influ-
ence of the n-grams and the stoplist for classification.
For the Switchboard task we also estimated classifica-
tion by deleting stopwords from the utterances. The stop-
word list is the one from the “SMART” [11] information
retrieval system. Stopwords are words like prepositions
or articles that have little semantic information and that
appear frequently in the corpus.
5 Results
Tables 2 and 3, and Figure 3 show the Switchboard re-
sult. The result obtained in the Johns Hopkins LVCSR
Workshop-97 [7] was 53.9%, using 3-grams models for
each of the 42 types of dialogue acts. With our Bayesian
approach, we obtained 66% using a naive Bayes uniform
classifier, with Laplace smoothing and 3-grams.
The Laplace smoothing technique obtains better results
than the Witten Bell smoothing technique because the vo-
cabulary size is large and this technique performs well
with a large vocabulary.
The impact of the n-grams on the classification is
shown by the fact that classification is better until it
reached 3-grams and after that, despite the addition of
more context, the naive Bayes classifier has worse results.
Another interesting fact is that the best results with
the Laplace smoothing are obtained with a uniform naive
Bayes, that do not take into account the a priori proba-
bility of the classes. This is because the distribution of
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Figure 3: Dialogue act classification with the naive Bayes
classifier: Switchboard corpus.
Table 2: Results for the Switchboard corpus without us-
ing a stoplist.
WittenBell WittenBell Laplace Laplace
n Uniform Uniform
1 64.7 41.2 62.1 62.4
2 64.2 48.7 63.5 65.6
3 61.9 49.1 64.5 66.0
4 59.8 48.1 65.2 65.7
5 53.1 47.0 64.9 65.4
the data is not balanced between the classes which make
that the more frequent classes in the corpus obtain better
results than the less frequent ones.
In the Basurde corpus, we obtained 89.5% of dialogue
act classification using a naive Bayes classifier with a
Witten Bell smoothing and 2-grams (see Table 4 and Fig-
ure 4).
In the Basurde task, the Witten Bell smoothing method
obtained the best result but we cannot conclude that the
Witten Bell smoothing method performs better than the
Laplace method in this task.
Dialogue act classes in the Basurde task were more bal-
anced and for this reason the results of the uniform naive
Bayes and the regular naive Bayes were similar.
6 Conclusions and Future Work
The results show that the Bayesian approach is well-
suited for this task. The automatic detection of the user
dialogue act class in a dialogue system and the detection
of the dialogue structure are necessary to make specific
models or to predict the next user utterance. Other ap-
proaches (Neural Networks, Bernoulli classifiers) have
Table 3: Results for the Switchboard corpus using a sto-
plist.
WittenBell WittenBell Laplace Laplace
n Uniform Uniform
1 55.8 27.2 54.9 50.4
2 52.1 29.5 55.7 55.6
3 48.1 28.9 55.7 55.7
4 45.5 28.3 56.6 55.3
5 38.3 27.9 56.4 54.8
Table 4: Results for the Basurde corpus.
WittenBell WittenBell Laplace Laplace
n Uniform Uniform
1 88.6 79.7 86.5 86.3
2 89.5 81.4 86.9 87.3
3 83.4 81.2 86.2 86.1
4 80.9 78.9 84.6 85.4
5 80.6 78.0 84.2 85.0
been studied [12] and provide comparable results.
An extension to this Bayesian approach will be studied
in future work. We think that the potential of the Error
Correcting Output Codes in similar tasks (text classifica-
tion) should give good results in the automatic detection
of dialogue acts.
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