A GPU-based parallel hybrid method is proposed to accelerate the electromagnetic scattering from electrically large complex structures in high frequency. The MPO and the GRECO hybrid method can simplify the computations of the diffraction fields of the wedges by modifying the surface-normal vector of the target to redefine the surface equivalent currents. By using GPU-based reduction operation, we design a fast parallel summing method for the hybrid integrals over illuminated triangles. The hybrid method is validated by comparing the numerical results with those obtained through the serial computing program on a central processing unit, as well as through FEKO method of moments, which showed good agreement.
Introduction
With the development of the stealth technology, electromagnetic scattering of the electrically large targets in high frequency is very important for the national defense, aerospace and remote sensing, etc.. To obtain the scattered field for the complex target, the computation and memory are in high demand. Then, asymptotic methods, e.g., based on the Pyhsical Optics (PO) method, is often applied for engineering calculation of large objects. The GRECO method was introduced in the [1] for simple and fast computation of the PO surface integral. The main objective of the algorithms is obtaining results of the radar cross section (RCS)prediction in real time for arbitrary target shapes, using a graphics workstation. However, in GRECO method, it is complex to realize the wedges scattering. So we apply the unique idea of the MPO [2] to solve the problem. In the MPO, the novel surface equivalent currents can be rebuilded by using modified surface normal vector. This simple geometrical replacement of the surface normal vectors can improves the accuracy of the GRECO to a level of the geometrical theory of diffraction (GTD). In high frequency, the integral evaluation is still one of the challenging problems, especially for the electrically large complex structure. Recently, CUDA[3] from NVIDIA which has a general-purpose parallel computing architecture is introduced to apply more and more in the fields which need a great deal scientific calculation, such as image processing [4] , video decoding [5] , and cryptography [6] , etc. In the field of computational electromagnetics, GPU computing has gained attention for acceleration [7] [8] [9] [10] .
In this paper, the GPU-based MPO/GRECO hybrid method is proposed that makes the computations of the diffraction fields of the wedges to be an easy and efficient work. Then, The integral of the hybrid method over illuminated triangles can be obtained by parallel computing methods of GPU with CUDA.
Theory
The Hybrid GRECO-MPO Method. In GRECO, the induced currents on the illuminated region of the scattering surface is source. The i n  is the normal vectors of image field, and it is similarly defined between the observer and an image source. The r n  and i n  are made to take place of n  , so the surface current used in GRECO integral can be modified as follows:
(1) Where the image field im H   can be found by using the image theory [11] 2 ( ) 
Take (1)(2)into (3), the scattered magnetic fields is:
Where s k  is the observation direction, i k  is the incidence direction, we consider the monostatic condition, Fig. 1 shows the modified surface normal vectors on a triangular facet at an observation angle. so r s i
becomes a tangential vector to the surface for back scattered RCS calculation, we know
, it can be expressed as :
So we can obtain the expression of horizontal polarization and vertical polarization. Horizontal polarization: 
GPU Implementation of the Hybrid Method.
According to equation (6) and (7), the total hybrid method integral can be obtained by summing the divided unrelated triangles. The parallel hybrid algorithm integral computing contains two steps: one is the scattered fields computation of each triangle and the other is the scattered fields of all triangles integral summation. For each visible triangle, it can be assigned each thread to compute the scattered fields. The cluster of the threads is called a thread block. The shared memory of each thread block stores triangles integral summation. For the calculation of the total summation of each thread block in shared memory, it needs less time to read and write than the global memory. The parallel reduction algorithm is applied to improve efficiency, and the bank conflicts should be avoided. The integral summation of each thread block can be calculated by making the same reduction operation.
Numerical simulations and discussions
In this section, a variety of numerical examples are presented to demonstrate the accuracy and efficiency of the hybrid GRECO-MPO method based on GPU. The solutions of scattering features of the targets are realized on CPU and GPU, respectively.
Taking normal plane wave incidence with frequency 10GHz to 1 m * 1 m PEC plate (Fig. 2) , and compute the RCS of the plate. The HH-polarized monostatic radar cross section (RCS) is computed by using CPU serial program and GPU parallel programs. The results through comparison validation with the simulation of software FEKO are shown in Fig. 3 ., good agreement among them. The next testing object is the geometry of a perfectly conducting rectangular prism model in free space and the rectangular prism size is 3 m * 0.6m * 0.3m (Fig. 4) . Illuminated by a 300 GHz plane wave, for HH-polarization is shown in Fig. 5 , which shows a good agreement between the hybrid method result and FEKO-MOM result. To verify the capability and efficiency of the hybrid method, a simplified aerocraft is considered. The aerocraft (Fig. 6) , is illuminated by plane waves with frequencies of 350 GHz. From Fig.7 , it can be perceived that, the results solved by using GPU with CUDA parallel computing techniques and serial CPU program almost match perfectly. GPU time is the sum of data transfers time and kernel time. Thousands of the threads can be running simultaneously. To examine the performance improvement, the thread counts are gradually increased to achieve the parallel implementation of the solution algorithm using the GPU. Fig. 8 shows the execution times of the algorithm versus the number of threads in the model. It is found that the performance of the CUDA program is best when the thread size is increased. Table. 1 for the hybrid method with different numbers of triangle facets. It can be seen that as triangular number increases, the speed-up ratio may also increase, and it is more obvious to the speedup effect. 
Conclusion
A GRECO and MPO hybrid methods, which focuses on the diffraction fields of the target, is accelerated using GPU with the CUDA parallel programming model. The GPU-Hybrid method results are good agreement with the results of commercial software and CPU serial program. The GPU-Hybrid method has shown efficient to compute the diffraction fields. Compared with the CPU-based hybrid method, the GPU-Hybrid method can achieve great speedup with the aid of the GPU. Nevertheless, some slight discrepancies were observed, which is due to the creeping wave effects. In summary, the GPU-Based parallel hybrid method can easily be used for fast and efficient RCS prediction for the electrically large complex target.
