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Vegetation structure is one of the primary factors that drives spatial variation of snow 
accumulation in forests due to interactions between falling snow, intercepted snow, and the 
forest canopy. These processes result in spatially heterogeneous snowpacks and snowpack 
energy fluxes, driving areal snow cover depletion rates during melt periods with repercussions 
for stand- and basin-scale ablation rates and snowmelt runoff quantities and timings. While 
spatial variation of forest snowpack has been documented at scales from individual tree branches 
to forest stands, the underlying processes are not fully understood. Understanding these 
relationships is critical to understanding the combined effects of climate and vegetation changes 
on streamflow and ecology in basins with seasonal snowpacks. To better understand these 
processes, this study examined the spatial relationships between branch-scale canopy structure 
and subcanopy snow accumulation over two accumulation events in February of 2019, at an 
instrumented montane forest site in Marmot Creek Research Basin on the eastern slope of the 
Canadian Rockies. Repeated UAV lidar surveys were paired with manual snow surveys to 
produce estimates of snowpack snow water equivalent (SWE) and change in snowpack (ΔSWE) 
over each event at high spatial resolutions. Lidar observations of the forest canopy were 
combined with contemporary hemispherical photography to produce a diverse set of canopy 
metrics, including light transmittance metrics from a novel voxel ray sampling method. Results 
showed that over 75% of the spatial variance in subcanopy ΔSWE for each event was found 
within 2.0 m of horizontal distance, indicating that the spatial scale of canopy effects on snow 
interception and redistribution were primarily found at the scale of tree branches in this forest. 
Significant vertical asymmetry was seen in the relationships between snow accumulation and 
surrounding vegetation which was explained by prevailing wind directions. A descriptive 
Gaussian snowfall model that was consistent with the tight coupling observed between near-
overhead canopy characteristics and snow accumulation explained more of the spatial variation 
in observed ΔSWE than any canopy metric considered and performed better than two other 
forest snow accumulation models based on larger scale canopy characteristics found in the 
literature. These findings emphasize the importance of representing branch-scale forest 
heterogeneity in models of snow accumulation and suggest that representation of vertical 
asymmetry in parametrizations of snow-vegetation relationships may yield more physically 
realistic models.  
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Thesis body  
Chapter 1: Introduction 
1.1  Motivation and relevance 
Vegetation structure is one of the most important factors controlling the spatial and temporal 
variation of snow in forests at lengths from 1 m - 1000 m, with dominant length scales of 
variation typically observed within 40 m (Shook and Gray, 1997; Pomeroy et al., 2002; Deems et 
al., 2006; Trujillo et al., 2007; Clark et al., 2011; Zheng et al., 2015). This influence is attributed 
to the role of vegetation in altering snow accumulation, interception, and redistribution in 
combination with ablation processes (Musselman et al., 2008; Varhola et al., 2010). Spatial 
variation in snow accumulation shapes snow cover depletion curves in the melt season, driving 
ablation rates and contributing areas for snowmelt runoff (DeBeer and Pomeroy, 2010; Clark et 
al., 2011). Vegetation structure therefore influences both quality and timing of snowmelt runoff 
in forested basins with seasonal snowpack (Dickerson-Lange et al., 2017). 
 
Changes in vegetation structure have been observed to drive significant changes in hydrology 
due to the coupling of canopy structure and snow accumulation processes (Varhola et al., 2010). 
Reduced snow interception and sublimation have been shown to drive increased accumulation 
following forest loss due to fire, pest, and clearcutting, accompanied by significant increases in 
ablation rates (Pomeroy and Goodison, 1997; Musselman et al., 2008; Pomeroy et al., 2012; Ellis 
et al., 2013; Harpold et al., 2014). These findings have led to efforts to alter forest structure by 
selective thinning to maximize snow melt runoff, with mixed results (Golding and Swanson, 
1978; Troendle and Leaf, 1980; Harpold et al., 2020). Vegetation changes results in changes in 
local and downstream hydrology and influence water availability for ecosystems and human 
systems alike (Trujillo et al., 2012; Broxton et al., 2015). Land management, conservation and 
water resource decisions therefore stand to be informed by a robust understanding of snow-
vegetation interactions, particularly in the contexts of global climate change, increased 
prevalence of forest loss from fire and pest, and ongoing forest loss due to deforestation and land 
use change (Volney and Fleming, 2000; Curtis et al., 2018; Johnston et al., 2020).  
 
Efforts to explain and predict snow accumulation and interception in forests have yielded 
parameterizations of interception rates and canopy interception capacity as functions of a variety 
of canopy structure metrics (Schmidt and Gluns, 1991; Hedstrom and Pomeroy, 1998; Andreadis 
et al., 2009; Moeser, Stähli, et al., 2015; Roth and Nolin, 2019), but fundamental differences 
among models suggests that further validation is needed to determine advantages and limitations 
of model assumptions among diverse environments and conditions (Lundberg and Halldin, 2001; 
Rutter et al., 2009; Clark et al., 2011). A better understanding of the physical bases of snow 
accumulation processes in forests is important to advance snow hydrology in cold regions due 
consequences for quantity and timing of water availability in the melt season (Musselman et al., 
2008; DeBeer and Pomeroy, 2017; Dickerson-Lange et al., 2017). 
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Technological developments in airborne lidar platforms have increased lidar availability and 
utility for forestry and snow hydrology applications in recent years (Wulder et al., 2012; Deems 
et al., 2013). Airborne lidar is a compelling tool for investigating snow accumulation in forests 
due in part to simultaneous acquisition of snow depth and canopy structure observations 
(Broxton et al., 2015; Mazzotti et al., 2019). Furthermore, lidar integration with uncrewed aerial 
vehicle (UAV) platforms contributes to increased access to airborne lidar methods and 
opportunities for increased survey frequency with reduced costs and logistics (Wallace et al., 
2012; Harder et al., 2020). Combined with ground-based snow accumulation and canopy 
structure metrics, UAV-lidar has shown potential to help expand and unify existing 
understandings of snow accumulation in forests – across length scales from branches to basins, 
and across time scales from hours to seasons. 
 
1.2  Research background 
This section contains a review of the literature concerning conceptual understandings, 
measurement, and modeling of snow accumulation in forested environments. Terms are 
operationalized for use throughout this research, and a refined summary of relevant literature is 




Figure 1.1: A conceptual diagram of water mass flux processes between the atmosphere, canopy, and snowpack 
systems. Labeled arrows correspond to each process and indicate the positive direction of flux in and out of each 
system (length is not representative of flux magnitudes). Arrows are colored by water phase: solid (blue), liquid 




1.2.2  Snow accumulation in forests 
Snow accumulation in forest environments can be considered as a mass exchange of water in 
various phases between the atmosphere, the forest canopy, and the snowpack on the ground 
(Figure 1.1). Storage of intercepted snow in the canopy (𝑆𝑐𝑎𝑛,  a.k.a. intercepted snow load) and 
of the seasonal snowpack (𝑆𝑠𝑛𝑜𝑤)  represented in units of mm snow water equivalent (mm SWE) 
and depend on the cumulative sum of mass fluxes in and out of the respective systems from the 








where 𝑀can is the total mass flux to the intercepted snow load. 𝑀can can be broken into 
components corresponding to distinct mass flux processes following (Figure 1.1): 
 
 𝑀can = 𝑃 ⤒ −𝐹 − 𝑈 − 𝐷 − 𝑉𝑐𝑎𝑛 Eq. 1.2 
 
where 𝑃 ⤒ is the rate of above canopy snowfall, 𝐹 is the rate of throughfall through the canopy, 
U is the rate of unloading of intercepted snow from the canopy, D is the rate of liquid water drip 
from intercepted snow, and Vcan is the rate of sublimation of intercepted snow to the atmosphere. 










or similarly as: 
 
 Δ𝑆𝑐𝑎𝑛 = 𝑀𝑐𝑎𝑛 Δ𝑡 Eq. 1.4 
where 𝑀𝑐𝑎𝑛 is the mean mass flux to the intercepted snow load over the time interval and Δ𝑡 =







where 𝑀snow is the total mass flux to the snowpack. 𝑀snow can be broken into components 
corresponding to distinct mass flux processes following (Figure 1.1): 
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 𝑀𝑠𝑛𝑜𝑤 = 𝑃 ⤒ − 𝐼 + 𝑈 + 𝐷 + 𝑊 − 𝑄 − 𝑉𝑠𝑛𝑜𝑤 Eq. 1.6 
 
where 𝑊 is the rate of wind transport of snow into the snowpack, 𝑄 is the rate of liquid water 
discharge from the snowpack, and 𝑉𝑠𝑛𝑜𝑤 is the rate of snowpack sublimation to the atmosphere. 










or similarly as: 
 
 Δ𝑆𝑠𝑛𝑜𝑤 = 𝑀𝑠𝑛𝑜𝑤 Δ𝑡 Eq. 1.8 
 
where 𝑀𝑠𝑛𝑜𝑤 is the mean mass flux to the snowpack over the time interval. 
 
Snowfall that passes through the canopy without interception is called “throughfall”. The rate of 
throughfall (F) is sometimes expressed in terms of rates of above-canopy snowfall and 
interception and presumes active snowfall – that is, throughfall can only occur during snowfall:  
 
 𝐹 =  𝑃 ⤒  − 𝐼 Eq. 1.9 
 
Similarly, snowfall observed at the bottom of the canopy (𝑃 ⤓, a.k.a. subcanopy snowfall) is the 
combination of throughfall and unloading: 
 
 𝑃 ⤓ =  𝐹 +  𝑈 Eq. 1.10 
 
and, like unloading, can be observed outside time intervals of active snowfall. 
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1.2.3  Measuring forest snow accumulation 
Processes and rates of snow accumulation in forests differ from those in environments with low 
or sparse vegetation due primarily to the role of forest canopies in intercepting snow (Lundberg 
and Halldin, 2001; Friesen et al., 2015). Evergreen needleleaf canopies have been estimated to 
intercept as much as 60% of annual snowfall in midwinter (Hedstrom and Pomeroy, 1998). 
Intercepted snow is then preferentially sublimated compared with snow on the ground due to 
greater surface area and greater exposure to turbulent airflows (Pomeroy and Schmidt, 1993; 
Parviainen and Pomeroy, 2000; Molotch et al., 2007). As much as 40% of annual snowfall has 
been estimated to be sublimated in some forested environments, while the remaining intercepted 
snow is redistributed to the surface via unloading or melting and dripping (Pomeroy et al., 1998). 
A fundamental understanding of snow accumulation in forests therefore requires consideration of 
the role of snow interception in altering accumulation processes and rates. 
 
While similar methods are typically used for measuring snow accumulation between open and 
forested areas, forest measurements present several additional challenges over measurements in 
unvegetated areas. Generally greater spatial variance in snowpack depth and SWE observed over 
shorter length scales around vegetation results in greater error of areal estimates compared with 
open observations, for the same number of samples (Shook and Gray, 1997). While some 
methods such as snow surveys can compensate for increased uncertainty with increased 
sampling, methods which rely on placement of a single sensor (e.g., precipitation and snow depth 
gauges) are less flexible and may result in systematic bias if sensor placement is not 
representative of the area of interest (Grünewald and Lehning, 2015; Lv and Pomeroy, 2020). 
Additionally, significant covariances of snow depth and SWE with vegetation density (Sturm, 
1992) can coincide with sample bias away from dense vegetation for manual surveys, sensors, 
and even airborne lidar observations, resulting in systematic bias of areal estimates derived from 
such observations (Harding et al., 2001; Béland et al., 2019). Furthermore, direct measurement 
of above canopy precipitation (P⤒), snow interception (ΔSWEcan), and sublimation of intercepted 
snow (Vi) is often challenging to do beyond the scale of individual branches or trees due to 
difficulty accessing the upper canopy. As a result, specific methodologies have been developed 
to measure and estimate snow accumulation within forests (Lundberg and Halldin, 2001). 
 
Weighted measurement of intercepted snow mass has been implemented from the branch scale 
(Schmidt and Gluns, 1991) up through that of individual trees (Satterlund and Haupt, 1967; 
Hedstrom and Pomeroy, 1998; Storck, 2000) by various lysimeter designs, corrected for the mass 
of vegetation by taking the difference in mass between snow-on and snow-off canopy conditions. 
To calculate SWE in terms of ground surface area, intercepted snow mass is sometimes 
normalized by the projected surface area of the branch or tree (Satterlund and Haupt, 1967; 
Schmidt and Gluns, 1991). Morphological metrics of intercepted snow clumps such as surface 
area, volume, and fractal dimension have also been used to quantify storage at the branch scale 
(Pomeroy and Schmidt, 1993), though are less common in the literature. 
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Research into forest snow accumulation and interception processes conducted at the scale of 
individual branches has provided a foundational understanding of the physical processes relating 
snow interception to canopy structure. Satterlund and Haupt (1967) observed intercepted snow 
on needleleaf saplings in which there were low interception rates for snow-free branches that 
increased as snow accumulated, but which was ultimately limited to a finite interception storage.  
They inferred a sigmoidal relationship between storm precipitation and canopy storage. Schmidt 
and Gluns (1991) observed a similar sigmoidal interception response from individual branches 
for several different species. In contrast to Satterlund and Haupt (1967), however, Schmidt and 
Gluns (1991) found that meteorological conditions explained more of the observed variation in 
interception than tree species. 
 
 
Figure 1.2 – Reproduced from Schmidt and Gluns (1991): A schematic illustrating the physical processes of 
bouncing (rebounding), bending (branch compression), and snow bridging at the branch scale from various 
perspectives, and under three snow loads 
Efforts have been made to identify physical processes governing interception and unloading of 
snow by forest canopies (Pomeroy and Gray, 1995). Bridging of intercepted snow across small 
gaps in needles and branches (Figure 1.2) has been identified as a mechanism for positive 
feedback in interception, to which the initial increase in the sigmoidal relationship has been 
attributed (Schmidt and Gluns, 1991). The shape of intercepted snow clumps has been observed 
to be exhibit fractal properties, providing opportunities for relating projected circumference, 
projected surface area, and volume of snow clumps to aid in scaling assumptions and 
sublimation estimates (Pomeroy and Schmidt, 1993; Pomeroy, Gray, et al., 1998). Fractal 
dimensions of intercepted snow clumps were found to be insensitive to both perspective and 
8 
branch size, although a significant difference in fractal dimension and load was found between 
the bottom and top of the canopy. Previous research by Schmidt and Pomeroy, 1990 
demonstrated the role of branch bending due to increased intercepted load (Figure 1.2) as a 
process which limits interception storage at the branch scale and identified temperature 
dependencies of branch elasticity as a mechanism for rapid unloading of intercepted snow in 
warming conditions. 
 
Research into the collision dynamics of falling snow particles with branches and intercepted 
snow has been conducted in an effort to understand small-scale controls of interception processes 
(see Miller 1964 for a partial review). Extensive work by Kobayashi (1987) and later Pfister and 
Schneebeli (1999) examined the adhesion, cohesion, and rebound of falling snow particles on 
boards of varying widths, finding temperature dependence of interception rates and storage in 
connection with a reduction in collision elasticity above -3 °C. This work also observed an 
increase in interception efficiency (i.e., interception per unit branch area) with increased board 
width, a possible mechanism for the initial increase in interception efficiency at low snow loads 
due to bridging of snow as noted by Satterlund and Haupt (1967). 
 
Few studies have demonstrated methods for measuring intercepted snow at the scale of forest 
stands. Calder (1990) implemented near-field remote sensing of intercepted snow by active 
gamma radiation attenuation sampling across a forest stand under varying intercepted loads. This 
required the suspension of a power radioactive source on a forest tower and the raising and 
lowering of this source through the canopy by remote control. By this method Calder observed 
an exponentially limiting relationship between cumulative snowfall and intercepted snow at the 
canopy scale. While these findings are valuable for informing a stand-scale understanding of 
snow interception processes (Lundberg et al., 1998), the reliance on a powerful radioactive 
source presents modern logistical hurdles and known health risks, limiting the accessibility of 
this method. 
 
Satellite remote sensing provides many tools for snowpack and vegetation measurement, but 
none have yet been shown to serve well as a standalone method for quantifying intercepted snow 
in forest canopies. Passive visible and infrared satellite imagery is used to map snow covered 
area at relatively high spatial resolutions in open areas, but these methods face challenges in 
vegetated areas where albedos can vary greatly with slope, species, canopy structure, solar 
elevation angle, and the presence of intercepted snow (Frei et al., 2012; Hovi et al., 2016; 
Webster and Jonas, 2018). Lv and Pomeroy (2019) demonstrated the potential to detect the 
presence of intercepted snow in forest canopies using visible and infrared Landsat imagery, but 
further work is needed to develop such tools to quantify intercepted snow mass. While passive 
microwave remote sensing by satellite has been used to estimate snowpack SWE and rainfall 
interception remotely, it too faces challenges in the presence of vegetation (Sellers et al., 1997; 
Miralles et al., 2010). In addition to low spatial resolution, passive microwave and gamma 
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sensing of SWE in forests are complicated by radiation emission from exposed vegetation, and 
the segmentation of attenuation components from snowpack and intercepted snow is nontrivial 
(Frei et al., 2012). 
 
1.2.4  Modeling forest snow accumulation 
In the absence of accessible methods for direct observation of intercepted snow at the stand 
scale, methods have been developed to quantify interception rates and canopy storage indirectly. 
Snow mass budgeting estimates the change in intercepted snow storage by the residual of above-
canopy snowfall and subcanopy SWE (Friesen et al., 2015): 
 
 Δ𝑆can = P ⤒ Δt − Δ𝑆𝑠𝑛𝑜𝑤 Eq. 1.11 
 
where P ⤒ is the mean rate of above canopy snowfall over the given time interval. While 
estimates of subcanopy snowfall within a forest can be made from a variety of methods including 
snow surveys and precipitation gauges, cumulative above-canopy precipitation is often 
challenging to measure directly in absence of above-canopy precipitation gauges. A common 
practice is to estimate above-canopy precipitation by Δ𝑆𝑊𝐸 observations within a nearby 
clearing (e.g., Pomeroy et al., 2002). When using observations of Δ𝑆𝑊𝐸, differences in energy 
fluxes between forested and open sites can result in biased snowpack observations if significant 
ablation of snow on the ground has occurred between observation timesteps (Musselman et al., 
2008). Furthermore, as wind redistribution from open to forested areas can be difficult to 
distinguish from precipitation or throughfall, conditions or locations are often selected such that 
redistribution can be considered negligible (Pomeroy and Gray, 1995). The snow mass budgeting 
method is therefore simplified by observations close in time to snowfall events, cold 
environmental conditions which limit energy available for ablation, and locations where the 
redistribution of snow by wind can be considered negligible (Pomeroy et al., 2002; Lundberg and 
Koivusalo, 2003; Moeser, Stähli, et al., 2015). Additionally, due to large spatial variation of 
snow depth and density both below the canopy (Sturm, 1992; Deems and Painter, 2006) and in 
canopy gaps or clearings (Golding and Swanson, 1978; Grünewald and Lehning, 2015), care 
must be taken to ensure that accumulation or precipitation observations are not biased by factors 
such as forest edge effects or sample bias away from dense vegetation. When considering total 
accumulation over a snowfall event, it is difficult to distinguish between field observations of 
“true” throughfall (i.e., snow that does not encounter the canopy) from that which is intercepted 
and subsequently unloaded between observations. Using this method therefore requires careful 
navigation of model assumptions and sampling methods to minimize errors which are 
subsequently propagated into interception rate and canopy storage estimates (Lundberg et al., 
1998; Friesen et al., 2015). 
 
Clever navigation of these assumptions, however, has supported the development of several 
snow interception models which provide quantitative estimations of snow interception and 
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throughfall rates. Hedstrom and Pomeroy (1998) developed a physically motivated interception 
model, referred to as the “Hedstrom-Pomeroy model,” which was validated by the snow 
budgeting method and upscaled tree lysimeter observations. The model is exponentially limiting 
(Figure 1.3) consistent with the findings of Calder (1990). The Hedstrom-Pomeroy model takes 
into consideration canopy structure parameters such as fresh snow density, leaf area index (LAI) 
and canopy closure (CC) and considers post-snowfall unloading under cold weather conditions. 
Further work was done to incorporate the sublimation (Pomeroy et al., 1998) and warm weather 
unloading and drip (Ellis et al., 2010) of intercepted snow into the Hedstrom and Pomeroy 
(1998) model, allowing for the representation of canopy storage hysteresis and the estimation of 
interception storage and accumulation over many storm cycles, and further validation of the 
improved model supported the relationship between LAI and stand-scale accumulation suggested 
by Hedstrom and Pomeroy (1998). 
 
Snow accumulation observations in Norwegian pine forests in Switzerland were found to show 
stronger agreement with the sigmoidal model put forth by Satterlund and Haupt (1967), 
prompting efforts to incorporate elements of canopy structure into a model of this form (Moeser, 
Morsdorf, et al., 2015). By comparing snow budgeting interception storage estimates from 
meticulous snow surveys with a wide range of LiDAR-derived canopy structure metrics, Moeser, 
Stähli, et al. (2015) identified three canopy structure metrics sharing high covariances with 
maximum intercepted snow load, and low covariances with one another: mean distance to 
canopy (MDC), canopy closure (CC), and total gap area (TGA). A quadratic regression of the 
natural logarithm of these three metrics was then used to estimate the maximum interception 
efficiency of the sigmoidal interception model (Moeser, Stähli, et al., 2015), referred to hereafter 
as the “Moeser et al. model.” The regression coefficients in the Moeser et al. model were 
optimized from snowfall events with no previous snow in the canopy, and with minimal wind 
redistribution (Moeser, Morsdorf, et al., 2015). Among sevral differences, the Moeser et al. and 
Hedstrom-Pomeroy models differ in their assumption of the relationship between interception 
efficiency and event precipitation, highlighted in Figure 1.3. 
 
Several additional interception models have been developed over the years which differ notably 
from the Hedstrom and Pomeroy and Satterlund and Haupt models. Harestad and Bunnell (1981) 
developed an empirical formula incorporating a constant interception efficiency (I/P) for 
accumulated SWE at maximum seasonal snowpack with canopy closure based primarily on 
observations from the western United States. Storck (2000) developed an interception model for 
maritime snowpacks and forests with a piecewise temperature relationship and dependence on 
LAI, which was later validated by Andreadis et al. (2009). The combinations of Storck’s model 
for warm weather conditions with the Hedstrom-Pomeroy model for cold weather conditions has 
resulted in additional interception models (Essery et al., 2003; Gelfan et al., 2004). Roth and 
Nolin (2019) proposed a model which incorporated metrics of median gap length at different 
elevations within the canopy into an interception model to represent variation snow interception 
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with vertical canopy structure in a maritime climate. Still other snow interception models exist 
beyond those mentioned here. 
 
Figure 1.3 – Reproduced from Moeser, Stähli, et al. (2015): An example of two contradictory families of 
interception models found in the literature: the Moeser et al. sigmoidal model (black) first suggested by Satterlund 
and Haupt (1967), and the Hedstrom-Pomeroy exponential model (green). 
Discrepancies between snow interception models persist despite extensive field validation of 
each model, and with few indications of which model assumptions are most appropriate for a 
given application in unvalidated canopies and conditions (e.g., Huerta et al., 2019). Differences 
in model validation environments such as air temperature, humidity, wind regime, and 
precipitation amount, as well as site variables such as species composition, crown height, and 
sun exposure may be a source of discrepancy, although some models have been validated with 
observations from multiple sites and climates (e.g., Ellis et al., 2010; Roth and Nolin, 2019). 
While some studies have directly compared model performances for select sites and climates 
(Huerta et al., 2019; Roth and Nolin, 2019), a hydrological fourth paradigm “characterized by the 
rigorous application of large datasets towards testing hypotheses” (Peters-Lidard et al., 2017) is 
arguably not yet accessible for snow interception models due primarily to a lack of large datasets 
of snow interception observations. It follows therefore that an important step toward the fourth 
paradigm is the development of standardized and accessible methods for measuring model inputs 
and outputs such as current and maximum intercepted snow loads, and above- and below-canopy 
precipitation at the modeled scales of forest stands and hydrological basins. Furthermore, 
rigorous hypothesis testing would benefit from observations of branch-scale physical processes 
such as branch bending and snow bridging between leaves which control stand-scale interception 
rates, and which are often implicitly encoded in models but are challenging to validate across 
forest stands (Lundberg and Halldin, 2001). 
 
Snow interception has been shown to alter the structure of forest canopies. The bridging of snow 
across canopy gaps (Pomeroy and Schmidt, 1993; Satterlund and Haupt, 1967) and the bending 
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of branches due to increased intercepted load (Schmidt and Pomeroy, 1990) are two processes 
whereby intercepted snow can alter canopy structure with implications for subsequent 
interception rates. While rarely explicitly represented, such feedback mechanisms provide the 
physical justification for the asymptotic behavior of interception curves seen in Figure 1.3 
(Hedstrom and Pomeroy, 1998). Despite such implicit considerations of interception – canopy 
structure feedbacks, however, most models parameterize canopy structure by metrics derived 
from snow-off canopy conditions. A better understanding of snow interception feedbacks could 
be informed by observations of canopy structure in the presence of different intercepted loads 
and would inform model suitability and further development. 
 
1.2.5  Characterizing vegetation structure for explaining snow accumulation processes 
While there is agreement in the literature on the importance of vegetation structure for snow 
accumulation processes in and around forests, there is great diversity among methods used to 
characterize vegetation structure for parameterizing throughfall, redistribution and interception 
(Varhola et al., 2010). Accessibility of methods changes over time depending on cost, scale, 
logistics, and application, and which continue to evolve with technological developments. To 
simplify comparisons among disparate methods, canopy metrics are often established as 
quantitative benchmarks which are generally based on physical principals (Varhola and Coops, 
2013; Moeser, Morsdorf, et al., 2015). For example, leaf area index (LAI) is a canopy metric 
defined as the one-sided leaf area per unit horizontal ground surface area (Chen and Black, 1991) 
which is frequently used in hydrological modeling, among other fields. Common methods to 
estimate LAI include direct leaf measurement by leaf litter collection for deciduous trees or 
destructive sampling (e.g., Chen et al., 1997), passive optical measurement by terrestrial 
photography (e.g., Thimonier et al., 2010), satellite imagery (e.g., Zhao and Popescu, 2009) or 
other optical devices (e.g., Li-Cor, 1992), and lidar measurement by terrestrial (e.g., Grotti et al., 
2020), airborne (e.g., Alonzo et al., 2015) or spaceborne laser scanners (Béland et al., 2019; Yan 
et al., 2019). Canopy crown height (CHM), fractional cover (fCov), sky view factor (Vf) and 
hemispherical canopy closure (CC) are several additional examples from the wide body of 
canopy metrics described in the literature and commonly applied to snow accumulation and 
ablation processes (e.g., Hedstrom and Pomeroy, 1998; Varhola and Coops, 2013; Mazzotti et 
al., 2019; Helbig et al., 2020). 
 
The body of canopy metrics found in the literature and used to parameterize snow-vegetation 
interactions has seen substantial growth in recent years due to advances and increased 
accessibility of lidar methods. With this growth have come opportunities for assessing and 
selecting for canopy metrics which are most appropriate for parameterizing a given hydrological 
process. The suitability of a given metric parameterization of a hydrologic process can be 
evaluated along several bases including predictive performance, physical realism, and 
accessibility due to data and computational requirements (Clark et al., 2017). These efforts are 
ongoing in the context of snow accumulation processes. For example, Hedstrom and Pomeroy 
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(1998) used a combination of representative LAI, CC, crown height, and downwind forested 
fetch estimates in combination with environmental variables of wind speed, air temperature, and 
antecedent intercepted load to parameterize interception and unloading rates based on a 
conceptual model of forest structure. While the conceptual model of the Hedstrom-Pomeroy 
model provides a clear framework of assumptions and implications for physical processes, the 
suitability of the input metrics for explaining tree-scale variance in snow interception and 
subcanopy accumulation has been called into question (Moeser et al., 2016). Moeser, Morsdorf, 
et al. (2015) conducted an extensive analysis of common and novel canopy metrics derived from 
airborne lidar for prediction of snow interception over low-wind accumulation events, 
identifying three metrics which were both strongly correlated with snow interception and shared 
low correlation with one another: canopy closure (CC), mean distance to canopy (MDC), and 
total gap area (TGA). Log transforms of these metrics were subsequently combined through an 
empirical quadratic equation with independent variables to estimate maximum interception 
capacity for field sites in the Swiss alps (Moeser, Stähli, et al., 2015). This model showed 
improved performance at the scale of meters over the Hedstrom-Pomeroy model for the 
validating observations. However, the physical bases and implications of the empirical metric 
parameterizations in the Moeser, Stähli, et al. (2015) model remain unclear for unvalidated 
forests and environments (Huerta et al., 2019). Mazzotti et al. (2019) demonstrated the utility of 
a novel set of metrics – collectively related to distance to canopy edge (DCE) – for 
characterizing directional and nondirectional canopy structure for modeling snow depth around 
vegetation and demonstrated the relatively small data and computational requirements for these 
metrics. Roth and Nolin (2019) parameterized maritime snow interception by median gap length 
and canopy crown height using an empirical power law relationship. The development of such 
metric parametrizations is motivated by discrepancies between existing models and observations, 
and more work remains to understand the physical bases relating such canopy metrics and the 
snow-vegetation interactions that they are used to parameterize, to extend their applications to 
unvalidated forests and environments. 
 
Ray tracing of lidar for canopy characterization represents a growing field of research concerned 
with attempting to reconstruct a 3-D model of light or canopy structure properties of a portion of 
a canopy from lidar observations (Yan et al., 2019). Ray tracing of lidar has been used to 
estimate LAI, gap fraction, canopy openness (Béland et al., 2014; Hancock et al., 2017; Grotti et 
al., 2020; Westling et al., 2020), and leaf angle distribution, and light extinction coefficient (Ma 
et al., 2017). This technique takes advantage of multiple perspectives of the vegetation of interest 
from the lidar sensor, and is particularly promising for reducing the sensitivity of canopy metric 
estimates to non-uniform lidar sampling due to irregular scanning or attenuation of the lidar 
beam through dense vegetation (Béland et al., 2019). The utility of lidar ray tracing methods for 
characterizing vegetation structure for snow accumulation parameterizations is uncertain, and we 
found no previous research in this area. 
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1.2.6  Canopy light transmittance 
Among the body of methods proposed for estimating canopy metrics, those based on optical 
measurements (including photography, lidar, and other optical sensors) have seen increased 
accessibility and use over the past few decades resulting from further technological 
developments, reduced cost of sensors and platforms, and increased accessibility (Yan et al., 
2019). While optically derived metrics are quite varied across the literature, many rely on a 
similar framework and set of assumptions concerning canopy structure and canopy-light 
interaction, outlined below. 
 
Consider a beam B of finite width which follows the ray with of angle 𝜙 from vertical and θ 
clockwise from north (from above, looking down), which intersects the ground surface at 
coordinates (x, y). For notation simplicity, B(𝜙, θ, x, y,) = B(i, j) where i = (𝜙i, θi) represents the 
angle and j = (xj, yj) represents the location of the ground intercept. The fractional light 
transmittance Tb of a segment b of beam B which transects a volume of canopy v is modeled 
following the Beer-Lambert law (Ross, 1981): 
 
 Tb = e
−kv(ϕ)Lb Eq. 1.12 
 
where kv(𝜙) [m-1] is the attenuation rate as a function of beam angle from vertical 𝜙, and Lb is the 
length of the transect [m]. This assumes 1) a homogenous canopy throughout volume v with 2) 
circularly symmetric anisotropy around the vertical axis and 3) small leaves relative to the cross-
sectional area of the beam. Tb is sometimes referred to in literature as “gap fraction.” Contact 
number χb(𝜙) [-] which describes the number of times a ray along beam b contacts the canopy in 
length Lb can be expressed: 
 
 χb(ϕ)  = fv(ϕ) Lb Eq. 1.13 
 
where fv(𝜙) [m-1] is the mean contact frequency per unit length within the volume. Note that 
contact number and contact frequency are sometimes alternatively defined in the literature in 
terms of the relative canopy thickness by including a cos(𝜙) factor (e.g., Schleppi et al., 2007). 









representing the mean e-folding of radiation intensity per canopy contact, assumed here to be 
independent of 𝜙 and constant across the canopy. Substituting Eq. 1.13 and Eq. 1.14 into Eq. 
1.12 yields the following expression for fractional light transmittance: 
 
 Tb = e
−ωχb(ϕ) Eq. 1.15 
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Note that this is equivalent to the probabilistic case: 
 
 Tb = pt
χb(ϕ) Eq. 1.16 
 
where 𝑝𝑡 = 𝑒
−ω is the transmittance probability given a single contact and is related to the 
absorption probability 𝑝𝑎 = 1 − 𝑝𝑡. 
 
Canopy density can be expressed in terms of leaf area density LADv [m
-1], defined as the one-
sided leaf area per unit volume (Béland et al., 2014): 
 
 χb(ϕ) = 𝐺(ϕ)𝐿𝐴𝐷𝑣Lb Eq. 1.17 
 
where G(𝜙) is the ratio of the projected leaf area in the 𝜙 direction to one-sided leaf area 
according to an assumed leaf angle distribution (Ross, 1981). As this research concerns the 
physical structure of the entire canopy and not just the photosynthetically active parts, all 
vegetation surfaces (i.e., leaves, branches, trunks, intercepted snow) are included in this 









Light transmittance along a beam B which traverses multiple volumes {vi | i = (1, 2 … n)} can be 
expressed as a product of transmittances along each segment bi transecting volume vi, or 
equivalently as the transmittance through the sum of canopy contacts along B: 
 
 TB = ∏ Tb
b
 
                  = ∏ e−ωχb(ϕ)
b
 
           = e−ωχB(ϕ) 
Eq. 1.19 
 
where χ𝐵(ϕ) = ∑ χ𝑏(ϕ)𝑏  is the total contact number along beam B. 
 
Leaf area index LAI, defined as the one-sided leaf area per unit ground area, can be calculated 
explicitly along an arbitrary beam B as the vertical component of the integral of LAD along B: 
 
 
𝐿𝐴𝐼 = ∫ 𝐿𝐴𝐷
B
𝑑𝑧 






and which can be expressed in terms of discrete segments b of beam B by: 
 
 







LAI derived from transmittance observations is sometimes referred to in literature as “effective 
LAI”, to differentiate from LAI derived from direct measurement of leaf areas (J.M. Chen and 
Black, 1991). Substantial differences between LAI and effective LAI result from violations of the 
assumptions used for estimating effective LAI from light transmittance, including branch 
clumping, influence of stems and trunks, and the orientation of scattering elements (Pomeroy and 
Dion, 1996). 
 
1.3  Research gaps 
While horizontal length scales of variation in forest snowpacks are typically limited to within 40 
m, scaling of snow accumulation processes within this range remains a persistent research 
problem (Clark et al., 2011). Processes which determine the resting place of an individual 
snowflake falling into a forest exhibit complex behaviour, with sensitive dependence on initial 
conditions including snow crystal and vegetation structure, fall velocity, collision angle, and 
temperature which all influence particle adhesion, cohesion, and rebound probabilities 
(Kobayashi, 1987; Pfister and Schneebeli, 1999). The interactions of these physical processes 
result in emergent behaviors at the branch scale including bridging of snow across gaps between 
needles (Schmidt and Gluns, 1991) and bending of branches under intercepted loads (Schmidt 
and Pomeroy, 1990). Efforts to explicitly represent particle collision parameters or branch-scale 
emergent behaviors to scales of forest stands and precipitation events are quickly overwhelmed 
by prohibitive data requirements and uncertainty, however (Varhola et al., 2010). Instead, snow-
vegetation interactions are more-conveniently considered in terms of stand- and event-scale 
emergent behaviours, such as stand-scale interception and unloading rates, maximum and 
antecedent intercepted loads, and mean event wind speeds and directions (Hedstrom and 
Pomeroy, 1998; Moeser, Stähli, et al., 2015). Furthermore, vegetation structure is often 
conveniently described in term of stand-scale characteristics such as species composition and 
stem density, while changes in vegetation structure are commonly described by broad 
mechanisms such as logging, thinning, fire, and disease (Varhola et al., 2010; Pomeroy et al., 
2012). While stand-scale parameters and emergent behaviours are essential for a practical 
understanding of the effects of climate change and forest disturbance on stand- and basin-scale 
hydrology, models which parameterize them are only as robust as the understanding of their 
relationships from the fundamental system components of snowflakes and branches. A better 
understanding of the physical bases of emergent behaviors of snow accumulation in forests is 
needed to robustly parameterize them and assess their sensitivities to systematic changes. 
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Subcanopy upward-facing hemispherical photography analysis (“hemispherical analysis”) is a 
body of methods for estimating canopy structure and light transmittance properties in forests 
from angular variation in ambient light transmittance of the canopy across the hemispherical 
field of view (J. B. Miller, 1967; Ross, 1981). At its core, hemispherical analysis relies on binary 
(“thresholded”) canopy transmittance inputs which require aggregation across a representative 
angular region to arrive at non-binary descriptive metrics. This methodology facilitates the 
estimation of many canopy metrics from photography, including transmittance, contact number, 
leaf angle distribution, and effective leaf area index (LAI). The convenience of data collection 
and analysis for hemispherical analysis has improved greatly with the development of specific 
sensors for in-situ metric estimates (e.g., Li-Cor, 1992), software for analysis of digital 
hemispherical photos (e.g., Caneye, DHP, Hemisfer, HPEval), and methods for the synthetic 
generation of hemispherical photos from lidar point clouds (Varhola and Coops, 2013; Moeser et 
al., 2014; Webster et al., 2020). The diversity of metrics and relative convenience of these 
methods for characterizing canopy structure presents the opportunity to assess which metrics are 
most appropriate for parameterizations of specific snow-vegetation interactions. Additionally, 
methodological developments have supported more nuance in the assumptions used to 
characterize canopy structure from variations in binary transmittances (e.g., Chen and Cihlar, 
1995; Schleppi et al., 2007; Thimonier et al., 2010). Despite these advances, central assumptions 
such as a representative angular region (Miller, 1967), spatially random leaf distributions 
(Nilson, 1971) and spatially uniform photographic sampling (Thimonier et al., 2010) or lidar 
sampling (Grotti et al., 2020) continue to limit the application of these methods to higher spatial 
resolutions. As the development of these and other methods continues, there is further 
opportunity to reassess these assumptions for more-refined analyses.  
 
Sampling bias is inherent to airborne lidar measurements of subcanopy surfaces due to 
inhomogeneous occlusion of the ground from the lidar sensor by variable-density vegetation. 
The result is reduced surface sample densities below higher-density vegetation compared with in 
vegetation gaps (Broxton et al., 2015) which can vary from negligible to consequential 
depending on several factors including: the size of the lidar beam footprint relative to vegetation 
elements, beam intensity and sensor sensitivity, areal sample density, post-processing 
methodology, and the questions being asked of the data (Béland et al., 2019). Sample bias away 
from dense vegetation is particularly problematic when the subcanopy surface is related to 
canopy vegetation. This is commonly the case with snow surfaces, where shallow snowpack 
typically found below dense vegetation correspond to lower lidar point densities. Generating 
surface models from these data results in larger interpolation lengths and associated errors below 
dense vegetation, and significant bias can be introduced by interpolating over regions of dense 
vegetation using observation from surrounding gaps in vegetation (Harder et al., 2020). One 
solution is to limit interpolation lengths to less than half of the snowpack length scales of 
variation of interest (Nyquist, 1928). While this prevents large data gaps of dense vegetation 
from being masked with unrepresentative interpolations, it may nonetheless result in estimates 
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that are skewed toward the higher surface point densities found in canopy gaps. Of additional 
concern, ground validation may also be biased away from dense vegetation. Careful 
consideration must be taken therefore to ensure that estimations of areal snow depths statistics 
are representative, not biased toward lower vegetation densities. There is a need for further 
methods to assess and correct vegetation sample bias in areal estimates of snow depth from 
airborne lidar. 
 
Similarly, lidar vegetation return densities in forests and other vegetated environments are 
inherently nonuniform due to occlusion of the lidar beam by vegetation, with disproportionately 
high return densities from foreground vegetation relative to the sensor compared with those 
beyond (Harding et al., 2001; Chasmer et al., 2006; Webster, 2017; Grotti et al., 2020). This 
effect becomes more pronounced with small-footprint lidar (relative to the size of the vegetation 
elements), where a beam may be entirely occluded by a single branch or trunk (Béland et al., 
2019). Many methods for quantifying vegetation density and subcanopy snow depths from lidar 
rely on the assumption of sample uniformity, however. The validity of this assumption should be 
assessed on a case-by-case basis, and alternative methods should be developed and implemented 
for cases when this assumption is not justified. 
 
Laser penetration metrics (LPMs) are a class of methods used to estimate vegetation density in 
terms of lidar beam occlusion (Hopkinson et al., 2005; Zhao and Popescu, 2009; Musselman et 
al., 2015). While LPMs are normalized by sample density and are therefore insensitive to 
nonuniform sampling, their analyses are limited to explicit lidar beam trajectories. For parallel 
beam samples (e.g., ALS) this often necessitates assumptions of angular dependence of beam 
attenuation to generalize laser penetration to unsampled angles (e.g., Alonzo et al., 2015). Even 
for sampling methods which allow for scanning of targets from a wider set of angles and 
perspectives (e.g., TLS and UAV-lidar), sampling becomes sparse and irregular when analyzed 
over several spatial and angular dimensions and necessitates similar assumptions to generalize in 
space and across angles (Liu et al., 2018). There is a need for methods which allow for the 
combination of laser penetration observations and generalizing assumptions to develop 
generalized spatial models of vegetation that are robust to non-uniform and non exhaustive 
sampling. 
 
Voxel ray tracing of lidar is a developing set of methods which provides a general solution for 
building vegetation density models from inhomogeneous lidar sampling (Béland et al., 2014; 
Hancock et al., 2017; Grotti et al., 2020). Specifically, these methods can be used to provide 
estimates of contact number and transmittance along arbitrary, unobserved rays over much 
smaller angular footprints than are needed for hemispherical analysis. These methods are limited 
by the need for extensive validation to interpret lidar sensor observations in terms of physical 
canopy properties. There have been few applications of these methods to forest-scale plots, and 
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none to our knowledge which have been applied to understanding relationships between 
vegetation and snow. 
 
1.4  Research design 
In summary, spatial variation of snow accumulation occurs down to the scale of individual 
branches, with hydrologic ramifications at the stand and basin scales. Direct measurement of 
accumulation and interception rates is challenging to conduct at length scales greater than those 
of individual trees, however. Many models have been developed to estimate snow accumulation 
processes at the scale of forest stands, but discrepancies between models are prevalent and a lack 
of standardized observations for robust hypothesis testing across canopy and environmental 
variables is lacking. A refined understanding of the physical processes of branch-scale snow 
accumulation is needed for further model assessment and development and requires observations 
of snow accumulation spanning from the branch scale of processes to the stand scale of models. 
 
UAV lidar technology provides a unique opportunity to measure both subcanopy snow depth and 
forest canopy structure at the scale of branches, across forest stands. Assumptions of sampling 
uniformity commonly used to characterize snow depths and vegetation densities from airborne 
lidar observations may not be appropriate for higher-resolution and lower-power applications of 
UAV lidar observations and therefore require careful consideration.  
 
This research is designed to improve the current understanding of snow interception and 
accumulation processes in needleleaf forests. Novel and traditional methods are used in parallel 
to measure and analyze the relationships between canopy structure and subcanopy snow 
accumulation in needleleaf forests down to the scale of branches. Results are then discussed in 
the context of physical processes of snow-vegetation interactions. Understanding the physical 
processes relating branch-scale snow-vegetation interactions to stand-scale snow accumulation 
and interception is a fundamental component of building robust models and making informed 
land management decisions. 
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1.4.1  Research purpose 
 
The purpose of this research is to quantify the branch-scale effects of canopy on the spatial 
patterns of snow accumulation and interception within a cold region needleleaf forest. 
 
1.4.2  Research objectives and questions 
Two objectives were identified to pursue the purpose of this research: 
 
1. Assess the implications of UAV lidar beam occlusion in needleleaf canopies for branch-
scale observations of snow and vegetation in forests. 
 
This objective is guided by the following questions: 
a. To what extent does occlusion of the subcanopy surface by evergreen canopy 
vegetation result in biased areal snow depth estimates from UAV lidar? 
b. How significant are the effects of nonuniform UAV lidar sampling of vegetation 
due to beam occlusion on vegetation density and light transmittance metrics? 
 
2. Relate spatial patterns of snow accumulation and interception to branch-scale spatial 
patterns of evergreen canopy structure. 
 
 This objective is guided by the following questions: 
a. How do the spatial distributions of branch-scale snow and canopy metrics 
compare between the forest and clearing, and with previous observations in the 
literature? 
b. How do spatial distributions of subcanopy SWE and ΔSWE relate to branch-scale 
canopy structure? 
c. How can the observed relationships between subcanopy snow accumulation and 
canopy structure be explained by physical processes of snow accumulation? 
 
1.4.3  Thesis layout 
Chapter 2 describes the methodology which is fundamental to all subsequent chapters, including 
study site and study period descriptions, data collection, processing, and analysis methods. 
Chapter 3 presents methodological considerations for analysis of UAV lidar observations for 
canopy and subcanopy snow metrics, in support of Objective 1. 
Chapter 4 investigates the spatial relationships between snow and canopy metrics and the 
corresponding processes, in support of Objective 2. 
Chapter 5 summarizes the conclusions from research presented in the previous chapters and 
discusses directions for future research.  
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Chapter 2: Methodology 
2.1  Study site and period 
This research was conducted in a secondary-growth forest located within Marmot Creek 
Research Basin (MCRB) in the Kananaskis River Valley, Alberta, Canada.  MCRB forms part of 
the headwaters of the South Saskatchewan River Basin on the eastern slope of the Canadian 
Rocky Mountains (50.9570°N, -115.1760°W). The 17,144 m2 site ranges in elevation from 1815 
m – 1841 m above mean sea level (AMSL) and has an average slope of 7° to the NE. Vegetation 
consists primarily of Engelmann spruce (Picea engelmannii), subalpine fir (Abies lasiocarpa), 
and lodgepole pine (Pinus contorta var. Latifolia), patches of which were logged and cleared in 
the 1970s as part of a forest snow hydrology experiment (see Rothwell et al., 2016) and which 
have since seen partial juvenile regrowth (Figure 2.1). 
 
 
Figure 2.1: (a) Site overview from satellite imagery (Google maps). Lidar-derived snow and canopy metrics were 
calculated over the extent of the site boundary (green), which was derived from a 15 m buffer of the outermost 
UAV flight path. Canopy structure analysis considered vegetation up to 50 m away from each ground point, with 
the outermost canopy extent shown in blue. Plot-specific analysis was conducted separately for each of the forest 
(red) and clearing (yellow) plots. (b) Locations of snow survey transects and meteorological stations within the 
site, plotted over an orthomosaic of the site generated from UAV photography collected on 21 Feb. 2019 and 
compiled using structure from motion with the Pix4D software (v. 4.6.2). 
Between 2006 and 2016 the large clearing received an average of 362 mm of snowfall annually 
(Xing Fang et al., 2019). As little as 50% of seasonal snowfall at this site has been found to reach 
the forest floor, with the remainder primarily lost to interception by the canopy and subsequent 




An array of instruments has been established and maintained across the site to monitor and 
record meteorological and hydrological conditions (see Fang et al., 2019 for a full description of 
instrumentation and for published datasets). 15-minute time series from the forest and clearing 
meteorological stations were utilized in this study (Figure 2.1.b), including acoustic snow depth, 
air temperature, relative humidity, and wind speed and direction. Additionally, 15-minute time 
series from the 17 m above ground surface (AGS) clearing meteorological tower were also used, 
including air temperature, wind speed and wind direction, as was 15-minute cumulative 
precipitation from the clearing precipitation gauge (Geonore T200B with Alter shield), corrected 
for undercatch following Smith (2007).  
 
 
Figure 2.2: (top) clearing meteorological station on morning of 21 Feb. 2019, after storm 2. 
 
Figure 2.3: (bottom) aerial view of clearing meteorological station in April 2013 (photo credit: John Pomeroy). 
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A suspended tree lysimeter was established in November 2018 to continuously measure the 
weight of a suspended juvenile spruce tree plus the intercepted snow load. A Sensortronics 
60001A75-1000 s-type load cell connected to a CR10X data logger recorded the weight of the 
system every 15 minutes throughout the winter season (Figure 2.4). 
 
The study period spanned 7 days – from 14 to 21 of February 2019 – during which time two 
distinguishable accumulation events (“storms”) passed over the site (Figure 2.4). Within the 
study period three snow surveys were conducted (Table 2.1) – one each before, between, and 
after the two storms– resulting in two time intervals referred to chronologically as storm 1 and 
storm 2 (Table 2.2). Snow was observed in the canopy over the extent of the study period, 
referred to as “snow-on” canopy conditions. Air temperatures within the forest ranged from -8 ℃ 
to -23 ℃ over the study period, with relative humidity near saturation. Conditions were slightly 
cooler and calmer for storm 1 compared with storm 2, with median air temperatures of -15.5 ℃ 
and -12.6 ℃ and median wind speeds of 0.34 m s-1 and 0.45 m s-1 (Figure 2.5) at 17 m AGS for 
storms 1 and 2, respectively. The azimuths of the mean 17 m wind vectors were 136° and 125° 
clockwise from north for storms 1 and 2. Wind speeds within the forest at 2.77 m AGS reached 
maximum values of 0.205 m s-1 and 0.779 m s-1 with median values of 0.0 m s-1 and 0.108 m s-1 
for storms 1 and 2, respectively. 
 
 
Figure 2.4: Changes in cumulative precipitation, tree lysimeter mass, and snow depths in the clearing and forest 
over the study period relative to the first survey date (Feb. 14). Dashed vertical lines correspond to the three field 
visits on 14, 19, and 21 of Feb. 2019. Two storms passed over the site over the study period which were bounded 
by surveys: storm 1 between 14 Feb. and 19 Feb. surveys, and storm 2 between 19 Feb. and 21 Feb. surveys. 
Storm 1 Storm 2 
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Figure 2.5: Normalized histograms of wind speed (m s-1) and wind direction (° clockwise from north, upward 
looking) over the storm 1 (a) and storm 2 (b) observation periods. The upward-facing perspective from the ground 
(flipped east-to-west from conventional downward-facing perspective) is used for simplified visual comparison 
with hemispherical analysis in Figure 3.3 and Figure 4.12. Plots were generated using the Python windrose 
package (v.1.6.8).  
a) b) Storm 1 Storm 2 
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2.2  Data collection 
 
2.2.1  Field visits 
Eight visits to the field site at Marmot Creek Research Basin were carried out between 
November 2018 and May 2019 to establish a suspended tree lysimeter, and to conduct UAV lidar 
surveys and manual snow surveys specific to this study. All materials were transported 7 km 
from winter road access to the site and back, with over 380 m elevation gain each day. This 
involved transportation of over 40 kg of equipment on ski and on foot, and occasionally by ski 
lift and snowmobile with help from the nearby Nakiska Ski Area operations team. Field days 
took approximately 8 hours car-to-car, with approximately 4.5 hours at the field site each day. 
  
Figure 2.6: (left) Snow in the trees and on the ground at the field site and (right) view of the clearing tower 




   
Figure 2.7: Several examples of intercepted snow on vegetation observed on visits to the field site. 
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2.2.2  UAV-lidar data collection and preprocessing 
Six UAV-lidar surveys of the field site were conducted between 14 February 2019 and 29 May 
2019, comprising 5 snow surveys and 1 bare ground survey (see Table 2.1). Two surveys 
conducted outside of the study period were processed but were not included in the final analysis. 
Lidar observations were collected using a RIEGL miniVUX-1UAV lidar sensor and integrated 
Applanix APX-20 inertial measurement unit (IMU), mounted on a DJI M-600 Pro uncrewed 
aerial vehicle (UAV, see Harder 2020 for detailed platform specifications). The laser beam from 
this device has a wavelength of 905 nm with primary-axis beam divergence of 1.6 mrad and a 
beam waist of 0.34 mm. A 45° rotating mirror results in a 360° cylindrical scanning pattern, with 
the axis of rotation parallel to the flight path. Lidar samples were collected at a rate of 100 kHz 
with a mirror rotation speed of 50 Hz. The miniVUX-1UAV conducts onboard processing of the 
lidar waveforms to produce a discrete-return output with up to 5 returns per shot. The combined 
system results in a horizontal accuracy of < 0.05 m and vertical accuracy of < 0.1 m for 
individual lidar returns (Harder et al., 2020). A co-registered Sony a6000 RGB camera collected 
aerial photos of the ground every 2 seconds.  
Figure 2.8: (left) Preparation of the UAV and lidar systems at the field site on 17 April 2021. (right) UAV platform 
in operation (photo credit: Alistair Wallace). 
Six pre-programmed flight paths were paired up and executed across 3 flights for each survey, 
with each flight limited to 15 minutes due to battery capacity. The polygon created by the 
outermost flight path fully contained the forest and clearing plots, all met stations, and all ground 
survey transects. Three different classes of flight patterns were implemented to provide more 
varied perspectives of the canopy and forest floor from the sensor compared with that of a single 
elevation scanning pattern, taking advantage of the agility of the UAV platform. Flight paths 
were built and executed using the UgCS flight control software (SPH Engineering, 2020). 
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Lidar, IMU, and GNSS observations were integrated into georeferenced lidar point clouds 
following the workflow of Harder et al. (2020). Post-processed flight trajectories were generated 
by reconciling the APX-20 IMU data with GNSS observations from the UAV platform, 
georeferenced with PPP-corrected base station GNSS observations (Natural Resources Canada, 
2021) using the POSPac UAV software. Lidar return point clouds were then converted from a 
sensor-referenced to georeferenced frame using the proprietary RIEGL RiPROCESS software. 
Table 2.1: Survey dates and corresponding snow observations. Cumulative precipitation measured by the precip. 
gauge is reported from 1 October 2018. A linear snow density with depth relationship was assumed for the 
clearing plot with slope and intercept values shown, while a constant density was assumed within the forest plot, 
for each day. The final survey on 29 May 2019 was used for analysis of the snow-free ground surface. Two 





























 [kg m-3] 
2019-02-14 045 12:55 171 57.0 32.8 109   1.27 165 
2019-02-19 050 12:41 180 60.9 36.4 118 1.09 159 
2019-02-21 052 11:40 187 68.4 40.6 76.7 1.44 134 
2019-05-29 145 11:54 326 0 0 n/a n/a n/a 
 
The georeferenced lidar point cloud from each survey day was then subject to quality control 
measures and surface and vegetation return classification using the LAStools software package 
(Isenburg, 2020). Batch scripts of the quality control code can be found at 
https://github.com/jstaines/upper-clearing-lidar/tree/master/lastools. Point clouds were cropped 
to the region of interest, defined by a 15 m lateral buffer of the outermost flight path for ground 
analysis, and 65 m buffer for canopy analysis (green and blue paths in Figure 2.1.a, respectively). 
Duplicate points were dropped. Surface returns (whether ground or snowpack) were identified 
from the subset of last returns using the Lastools “lasground_new” function with a step size of 
0.5 m and an offset of 0.1 m, removing upward and downward spikes greater than 0.1 m. Each 
set of surface returns was then thinned to the finest scale of interest by selecting the surface 
return with the median elevation within each 5 cm-by-5 cm cell, to minimize the presence of 
vertical outliers from low-lying vegetation. Vegetation returns were subsequently identified as 
those with elevations within 0.05 m - 35 m above the ground surface. Returns with no neighbors 
within the surrounding 1 m x 1 m x 1 m cube were flagged as noise and removed. Processed 
point clouds yielded a mean return density of 3860 returns m-2 over the forest plot, consisting of 
3090 first returns m-2 and 839 surface returns m-2. 
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2.2.3  Snow surveys 
Ground-based snowpack observations were collected following the completion of each aerial 
survey to validate and supplement aerial surveys. Snow surveys were conducted along two 
perpendicular transects originating and terminating in the forest and traversing the clearing plot 
(Figure 2.1.b). A minimum total of 20 clearing and 20 forested snow depth samples were 
collected at regular intervals along the transects. Destructive SWE measurements were taken 
with an ESC-30 snow tube at every other snow depth point where snow depth exceeded 20 cm. 
All snow depth and SWE sample points were surveyed with a differential GPS (dGPS) rover 
where signal quality permitted for point validation of LiDAR-derived snow depth and SWE 
estimates. 
 
2.2.4  Hemispherical photography 
Upward-looking hemispherical photographs were collected with a Nikon Coolpix 4500 and EC-
F8 hemispherical lens, from 1.8 m above the ground at georeferenced points of 5 m intervals 
along the snow survey transects, following each UAV survey (n = 20). Hemispherical 
photographs were inspected for quality control, cropped to the hemispherical horizon, resized to 
1000x1000 pixels, and thresholded manually over all RGB channels to differentiate between sky 
and canopy (including any intercepted snow) pixels. In some cases, particularly when snow was 
present in the canopy, a single threshold was insufficient to differentiate the canopy from the 
sky, and manual darkening or lightening was applied to discrepant regions prior to thresholding. 
Images were then analyzed in the Hemisfer software (Version 2.2, Thimonier et al., 2010) across 
4 angle bands of 15° width spanning 0-60° from vertical to calculate average band transmittance, 
weighted by within-band solid angle (Schleppi et al., 2007). 
 
2.3  Lidar snow products 
 
2.3.1  Lidar snow depth 
Lidar-derived snow depth (HSlidar) was calculated for each day within the study period using a 
point-to-grid subtraction method (Deems et al., 2013). A triangular irregular network (TIN) was 
generated from the thinned snow-free ground returns to represent the bare ground surface. Each 
thinned snow surface return was normalized to the height above ground by subtracting the bare 
ground TIN elevation at the corresponding coordinates from the return elevation, yielding a point 
cloud of snow depths from which a snow depth TIN was generated. Each snow depth TIN was 
then rasterized to resolutions of 5 cm, omitting TIN edges which exceeded 10 cm to omit cell 
values derived from interpolation over relatively large distances, referred to as “limited 
interpolation”. Fully interpolated products (with no maximum TIN edge length) were also 
generated for comparison with the limited interpolation products. Lidar snow depths were bias-
corrected for each day with a constant offset by minimizing error with the manual snow depths 
(see Appendix B) to correct for centimeter-scale discrepancies in elevation georeferencing 
between surveys, similar to Broxton et al. (2019). The snow depth products were then cleaned by 
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excluding negative values and those which exceeded the .999th quantile, and masking regions 
where snow was trampled due to snow surveys and two remaining snow patches in the “bare 
ground” survey. 
 
2.3.2  Lidar SWE 
The spatial distribution of snow water equivalent within the forest (SWEf) and within the clearing 
(SWEc) were estimated with two independent density models derived from snow survey 
observations (see Appendix B). Within the forest the density of the shallow snowpack did not 
show a significant relationship with snow depth, consistent with the findings of Shook and Gray 
(1994) for prairie snowpacks less than 60 cm in depth. Constant density models were therefore 
used to estimate SWEf [mm] from HSlidar [m] within the forest for each survey day: 
 
 𝑆𝑊𝐸𝑓 = ρ𝑓 ⋅ 𝐻𝑆𝑙𝑖𝑑𝑎𝑟 Eq. 2.1 
 
where ⍴f  [kg m-3] is the mean snow density calculated from daily forest snow survey 
observations. In contrast, the density of the deeper snowpack found within the clearing yielded a 
significant linear relationship with snow depth for two of the three surveys within the study 
period (see Appendix B). SWEc [mm] within the clearing was therefore estimated from HSlidar for 
each day using linear models of snow density with depth: 
 
 𝑆𝑊𝐸𝑐 = ρ𝑐 ⋅ 𝐻𝑆𝑙𝑖𝑑𝑎𝑟 Eq. 2.2 
 
where ⍴c [kg m-3] is the clearing snow density calculated by: 
 
 ρ𝑐 = 𝑚𝑐 ⋅ 𝐻𝑆𝑙𝑖𝑑𝑎𝑟 + 𝑏𝑐 Eq. 2.3 
 
with snow depth coefficient mc [kg m
-2] and intercept bc [kg m
-3] calculated from linear 
regressions of daily snow survey observations within the clearing plot. 
 
2.3.3  Lidar ΔSWE 
The spatial distributions of changes in snowpack snow water equivalent over the two storms 
were estimated independently over the forest (ΔSWEf) and clearing (ΔSWEc) plots, for each 
sample interval within the study period (Table 2.2). ΔSWE values were calculated from ΔHSlidar 
rather than differences in consecutive SWEf and SWEc estimates to avoid sensitivity to noise in 
daily snowpack density models. Densities of newly fallen snow at the end of each time interval 
𝜌new were estimated from 15-minute time series of air temperature Ta and snow depth HS from 
sensors located within each corresponding plot. The HS time series were collected with SR50 
acoustic sensors were corrected for speed of sound fluctuations with air temperature (Campbell 
Scientific Canada, 2009) and smoothed using a 3.25 h moving average to minimize noise prior to 
analysis (Ryan et al., 2008).  
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Table 2.2: Interval dates and corresponding snow observations. Two additional intervals fell outside of the study 
period and were not considered in analysis (see Appendix A). 
Sample 
interval 




















2019-02-19 045-050 9.03 3.9 3.6 96.9 85.1 
Storm 2 
2019-02-19 to 
2019-02-21 050-052 6.85 7.5 4.2 83.4 72.2 
 
One distinct accumulation event was identified within each sample interval time series by the 
temporal range of minimum to maximum snow depths (HSmin to HSmax). The fresh snow density 
𝜌fresh [kg m-3] for each accumulation event was estimated from the empirical model proposed by 
Hedstrom and Pomeroy (1998): 
 
 





where the air temperature Ta is the mean air temperature over the accumulation event. Relaxation 
of the snow depth between the maximal snow depth HSmax and the snow depth at the end of the 
interval HSobs is assumed to be exclusively from densification of the new snow layer (Lv & 
Pomeroy, 2020), yielding the following estimate for 𝜌new: 
 
 






ΔSWEf (within the forest) and ΔSWEc (within the clearing) were calculated for each sample 
interval by scaling the raster-wise difference in lidar snow depths ΔHSlidar over a given interval 
by the respective new snow density 𝜌n: 
 
 Δ𝑆𝑊𝐸 = ρ𝑛𝑒𝑤 ⋅ Δ𝐻𝑆𝑙𝑖𝑑𝑎𝑟 Eq. 2.6 
 
with separate ΔSWEf and ΔSWEc estimates from 𝜌new values calculated from forest and clearing 
sensor arrays and for each respective sample interval. 
 
2.3.4  Rejection sampling of airborne lidar snow products 
Snowfall is not the only process that is spatially influenced by vegetation: airborne lidar 
observations of snow and ground surfaces are often occluded by vegetation, resulting in fewer 
observations below dense vegetation than in gaps. When sample coverage of the subcanopy is 
biased away from vegetation, significant covariance between snow depths and subcanopy return 
densities from airborne lidar observations may therefore indicate that areal distributions of 
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observed snow depths product are not representative of true snow depth distributions. At the 
same time, nonuniform sampling due to overlapping flight lines and sensor roll-pitch-yaw 
variations presents challenges to relating snow depths and ground return densities explicitly. 
With specific regard to rasterized snow depth products, there is a need to assess and correct for 
systematic bias in areal statistics calculated from observed subcanopy surface pixels to make 
them representative of all pixels within a region of interest – both observed and unobserved. 
 
To address this, rejection sampling was used to resample the set of observed pixels to 
compensate for bias with vegetation density (Bolstad, 2009). For this application a secondary 
metric related to beam occlusion by vegetation and insensitive to sample density was needed. 
The laser penetration metric considering first and last returns (LPM-L) proposed by Alonzo et al. 
(2015) was selected for this purpose, calculated from lidar returns with scanning angles within 





 Eq. 2.7 
 
where gF and gL are the counts of first and last ground returns, and cF is the count of first canopy 
returns, within a given pixel. The normalized LPM-L distribution over the set of observed pixels 
(O) was resampled by piecewise rejection sampling using the normalized LPM-L distribution 
over all pixels (E) as the target distribution. Both distributions were binned by equal quantiles of 
E (n=50). Observed pixels within each bin b were then randomly accepted into the resampled 









where Ob and Eb are the quantiles of the corresponding distributions found within bin b, and m = 
minb(Ob / Eb) is a scaling constant to ensure that the target distribution is greater than the sample 
distribution for all bins. This results in a resampled subset of observed pixels whose LPM-L 
distribution representative of all pixels, correcting for bias in areal snow depth distributions 
associated with snow depth and ground return density covariance with LPM-L. The total 









In the case of no significant sample bias with vegetation density, the normalized arial 
distributions of LPM-L for all pixels (E) and for the set of observed pixels (O) are statistically 
similar, and the rejection sampling operation results statistically in an identity relation. In 
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general, however, these distributions differ. Note that the acceptance rates rb can also be used as 
weights for importance sampling (Bolstad, 2009). 
 
2.4  Lidar canopy products 
Lidar observations were used to characterize the canopy structure over the site using a variety of 
different methods. Light transmission metrics were calculated from the lidar observations using 
two methods in parallel: point cloud reprojection and voxel ray sampling. Some elements of the 
voxel ray sampling methodology are novel, adapted voxel ray tracing methods found in the 
literature to address some of the known issues with the point cloud reprojection methods. Voxel 
ray sampling and point cloud reprojection were used in parallel to provide a comparison of the 
novel and traditional methods in both validation and application contexts. Additional metrics 
which are not conceptually rooted in light transmission of the canopy were calculated from lidar 
observations following existing methods found in the literature. 
 
2.4.1  Vegetation characterization from lidar point cloud reprojection 
Synthetic hemispherical images were generated by hemispherical reprojection of the snow-off 
lidar point cloud following methodologies by Varhola et al. (2012) and Moeser et al. (2014). The 
snow-off point cloud was transformed to a spherical reference frame with origin located at the 
reference coordinates of interest. Points coordinates were flipped east-to-west to simulate the 
upward-looking perspective. Distant points beyond 50 m from the origin were omitted due to 
reduced influence on modeled transmittance (Alexander et al., 2013) and to increase 
computational efficiency. Points were then filtered to the upper hemisphere and flattened in the 
radial dimension. The reprojected were plotted with point area weighted by the inverse-square of 
distance from origin (Moeser et al., 2014), with an optimized scalar term determined by 
minimizing the solid-angle-weighted squared error of band-wise transmittance with 
corresponding georeferenced hemispherical photography (see Appendix C). Images were output 
in 8-bit greyscale format with pixel values corresponding to fractional cover of each pixel by 
projected points, before being thresholded at a value of 127 (γ = 2.2). The point cloud 
reprojection algorithm was scripted in Python (version 3.7.9) utilizing the laspy package (version 
1.7.0) and can be found at https://github.com/jstaines/upper-clearing-
lidar/blob/master/python/libraries/laslib.py (function “hemigen”). A total of 1944 reprojected 
synthetic hemispherical images were generated over a 1 m grid across the forest plot at 25 cm 
AGS, with dimensions of 1000x1000 pixels, and with an average of 1.39x107 points per image. 
Computation time for synthetic images by point reprojection was approximately 154 seconds per 
image when generated in series using a personal computer with Intel i7-7500U processor. 
 
Reprojected synthetic hemispherical images were analyzed using the Hemisfer software (Version 
2.2, Thimonier et al., 2010), with metrics calculated from each image shown in Table 2.3. 
Transmittances and contact numbers were estimated for each of the four zenith angle bands 15° 
in width spanning 0°-60°, for each image. Angles beyond 60° were omitted from analysis due to 
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observed sensitivity to the 50 m max distance cut-off (see Appendix E). LAI2000 was calculated 
over the four angle bands by extrapolating the fourth band to the horizon (Stenberg et al., 1994; 
Thimonier et al., 2010). 
Table 2.3: Canopy metrics calculated from hemispherical analysis of synthetic hemispheres generated by 
reprojection of the lidar point cloud from snow-off canopy conditions surveyed on 27, May 2019 and are 
annotated (●) to differentiate metrics from similar metrics calculated by voxel ray sampling of lidar (▲ or △). 
Symbol Metric name Calculation 
T(a-)b● Light transmittance by angle band 
[-] 
Fraction of light pixels in thresholded hemispherical 
photograph for angle band 𝜙 ≥ a° (or 0° if not stated), 𝜙 < b°, 
corrected for within-band solid angle (Schleppi et al., 2007) 
χ(a-)b● Contact number by angle band 
[-] 
Average band-wise contact number 𝜒(a−)b
● = −𝑙𝑛(𝑇(a−)b
● ) for 
angle band 𝜙 ≥ a° (or 0° if not stated), 𝜙 < b° 
LAI2000● LICOR LAI-2000 [-] Leaf area index calculated from the weighted average of 
χa-b● · cos(𝜙) for the four angle bands {0-15°, 15-30,° 30-45°, 
45-60°} with weights {.034, .104, .160, 0.702} (LICOR), 
corrected for canopy clumping (Jing M. Chen and Cihlar, 
1995) and within-band solid angle (Schleppi et al., 2007) 





Figure 2.9: Data workflow for voxel ray sampling of lidar, with data inputs (blue), processes (white), and data 
products (green). 
 
2.4.2  Vegetation characterization from voxel ray sampling of lidar 
To quantify vegetation density at high spatial and angular resolution, a novel ray sampling 
method was developed in Python for estimating vegetation contact number along arbitrary rays 
through the canopy from discrete return lidar observations (code can be found at 
https://github.com/jstaines/upper-clearing-
lidar/tree/master/python/voxel_ray_sampling_of_lidar). This method utilizes georeferenced lidar 
sensor trajectories in combination with the point cloud of first returns to create a voxel-wise 
Bayesian model of lidar return probability over the sampled region. The voxel model is then 
resampled along rays of interest, with a scalar correction for lidar beam specifications, to arrive 
at estimates of contact number (Figure 2.9). Resampled point clouds were also generated, with 
volumetric point densities related to modeled return rates and insensitive to sample density. The 
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development of this method was motivated by the need for high resolution vegetation density 
metrics which are insensitive to the non-uniform point sampling typical of lidar sampling of 
vegetation (Webster, 2017). 
 
Voxel ray sampling of lidar is built on the consideration of the network of beam samples through 
space in addition to discrete lidar returns. Only intact beams are considered in this analysis to 
limit dependence of return probability on return number. The point cloud of first returns is 
therefore merged in time with the corresponding lidar sensor trajectory to create a dataset of 
uninterrupted lidar beams. The rays formed by each sensor-return pair are then point-sampled at 
a regular interval length LS, with a random offset from the sensor drawn from the interval [0, LS) 
for each ray to avoid synchrony between related rays, yielding a point cloud of lidar ray samples.  
 
A 3-dimensional voxel map is generated over the region of interest using uniform cubic volumes 
of side-length Lvox. The number of lidar first returns (k) and lidar samples (n) found within each 
voxel is then recorded. Note that n * LS is a computationally efficient estimate of the total length 
of lidar beam which has traversed a given voxel, avoiding explicit ray tracing which can be 
computationally expensive. 
 
The probability of a return given a beam sample pr is modeled for each voxel with a binomial 
likelihood given n trials (samples) and k successes (returns): 
 





𝑛−𝑘 Eq. 2.10 
 
In the relatively few cases where n < k, n was updated to n = k to reflect that each observed 
return requires a minimum of one unique sample within a given voxel, thereby constraining pr to 
the range [0, 1] valid for a binomial distribution. Note that, as there is no consideration of 
incident lidar beam angle in this calculation, equivalent to assuming a spherical (random) leaf 
angle distribution below the voxel scale. 
 
A beta(⍺, ꞵ) distribution was selected as the conjugate prior for a binomial likelihood (Bolstad 
and Curran, 2016) to yield an analytical posterior distribution. A beta prior with parameters 
(⍺prior, ꞵprior) was selected to match the mean μprior and variance σ2prior of return rates over the 





















where μ𝑝𝑟𝑖𝑜𝑟 = ∑ kii /𝑛𝑖 and σ𝑝𝑟𝑖𝑜𝑟
2 = ∑ (μ𝑝𝑟𝑖𝑜𝑟 − 𝑘𝑖/𝑛𝑖)
2
𝑖 , and where i is the set of voxels with 
ni > 0. The posterior distribution of a binomial likelihood with a beta prior is a beta distribution 
with posterior hyperparameters: 
 
 α𝑝𝑜𝑠𝑡 = α𝑝𝑟𝑖𝑜𝑟 + 𝑘 Eq. 2.13 
 
 






The resulting posterior distribution beta(⍺post, ꞵpost) provides a model for the likelihood of a lidar 
return given a lidar sample within each voxel. 
 
The voxel-wise Bayesian binomial return model is then resampled along rays of interest to yield 
resampled returns without beam occlusion. The expected number of returns along an arbitrary 
ray B is calculated as the sum of return probability distributions of the voxels found from 
resampling along ray B. A series of samples is generated with constant resample interval length 
LR, offset by uniform sub-step noise in phase to avoid synchrony with related rays. Each sample 
along the ray is assigned the binomial probability distribution of the voxel it is found within. The 
probability of the sum of many binomial distributions is found by their collective convolution, 
the analytical form of which is generally unknown. The cumulative distribution of returns from 
many samples along a ray is approximated by a normal distribution following central limit 
theorem, calculated parametrically as a function of the means and variances of all composite 
return distributions. The mean ⟨μ𝐵⟩ and variance ⟨σB
2 ⟩ of the cumulative expected returns for 
each sample along a given ray are found by (Bolstad and Curran, 2016): 
 

















The theoretical relationship between lidar returns and contact numbers depends on many factors 
including lidar wavelength, vegetation reflectance, discrete return threshold intensity, beam 
length, diameter, angular divergence, and occlusion by vegetation (Béland et al., 2011; Hancock 
et al., 2017; Grotti et al., 2020). These intensive calculations and validations were avoided by 
establishing an empirical correction factor cχ between the expected returns ⟨μ𝐵⟩ and contact 
number χB:  
 
 χ𝐵 = cχ⟨μ𝐵⟩ Eq. 2.17 
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with corresponding uncertainty: 
 σχB
2 = cχ⟨σB
2 ⟩ Eq. 2.18 
 
Substituting Eq. 2.17 into Eq. 1.15 yields an estimate of transmittance along ray B: 
 
 T𝐵 = e
−ω cχ ⟨μ𝐵⟩ Eq. 2.19 
 
This method results in estimates of contact number and transmittance along arbitrary rays, with 
flexible spatial and angular resolutions and limited sensitivity to nonuniform lidar sampling, 
where regions of lower sampling resulting in greater uncertainty with minimal bias of contact 
number estimates. Contact number correction factor cχ was determined by minimizing the solid-
angle-weighted squared error of band-wise transmittance with that from corresponding 
georeferenced hemispherical photography, considering the four zenith angle bands of 15°-width 
from 0° to 60° (see Appendix D). 
 
The voxel-wise Bayesian binomial return model was also used to generate a resampled point 
cloud with volumetrically uniform sampling rates. Points were iteratively generated with a 
probability of μ𝑝𝑜𝑠𝑡 = α𝑝𝑜𝑠𝑡/(α𝑝𝑜𝑠𝑡 + β𝑝𝑜𝑠𝑡) within each voxel, for the desired number of 
samples per voxel. Uniform within-voxel noise was added to all point positions to randomize 
sampling. The resultant point cloud can then be passed to standard point cloud workflows for 
calculation of vegetation density and structure metrics which are insensitive to sample bias from 
vegetation self-occlusion. 
 
Voxel ray sampling of lidar was conducted from lidar observations from both “snow-on” and 
“snow-off” canopy conditions, over the extent of the canopy boundary (Figure 2.1.a), spanning 
in elevation from the lowest to highest returns, and with a voxel length of Lvox = 25 cm and 
sample and resample lengths of LR = LS = Lvox / 𝜋. Snow-off canopy conditions were represented 
by the point cloud from 27 May 2019, while snow-on canopy conditions were represented by the 
aggregation of point clouds from the three survey dates within the February study period (see 
Table 2.1). The resulting voxel spaces contained 3.01x108 voxels (approximately 40% of which 
were below ground), comprising a total of 3.02 x 108 first returns and 3.99 x 109 samples for the 
snow-on point cloud, and 6.06 x 107 first returns and 2.32 x 109 samples for the snow-off point 
cloud. n was updated to n = k in 0.46% and 0.16% of cases where n < k, for snow-on and snow-
off cases respectively. Prior parameters μprior = 0.0104 and σ
2
prior = 0.0733 for the snow-on case 
and μprior = 0.0117 and σ
2
prior = 0.0766 for the snow-off case were calculated from the subset of 
voxels where n > 0. Optimization yielded ωcχ = 0.372 for snow-on and ωcχ = 0.387 for snow-off 
canopy conditions. Computation time for sampling of the voxel space was approximately 226 




Contact numbers were estimated at 31,123 points comprising a 25 cm grid at 25 cm AGS (above 
snow surface for the snow-on case) across the forest plot, along rays spanning the hemisphere at 
1° angular resolution for a total of 25,445 rays per point, or 7.92x108 rays for each model run. 
Resampled point clouds were also generated for each model run with sample densities of 50 
samples per voxel. Computation time for synthetic hemispheres by voxel ray sampling was 
approximately 4.27 seconds per image when generated in series using a personal computer with 
Intel i7-7500U processor. Image generation was parallelized for efficiency. 
 
Several secondary products were calculated from the contact number datasets and resampled 
point clouds and are summarized in Table 2.4. Mean band-wise contact numbers were calculated 
over the 15° zenith angle bands spanning 0°-60°. Contact number bands beyond 60° were shown 
to under-estimate contact numbers due to the max distance cut-off of 50 m (see Appendix E). 
Mean band-wide contact numbers showed negligible sensitivity to angular resolution at 1°. 
Table 2.4: Canopy metrics calculated from voxel ray sampling of lidar. All ray sampling metrics are annotated to 
distinguish between snow-off (▲) and snow-on (△) canopy conditions, and to differentiate from similar metrics 
calculated from point reprojection for snow-off canopy conditions (●). 
Symbol Metric name Calculation 
χ(a-)b▲ 
χ(a-)b△ 
Contact number by angle band 
[-] 
Average contact number χB for 𝜙B ∈ [a°, b°) (a = 0° if not 
stated), weighted by solid angle 
T(a-)b▲ 
T(a-)b△ 
Light transmittance by angle band 
[-] 
Average light transmittance 𝑇𝐵 = 𝑒
−χ𝐵  for 𝜙B ∈ [a°, b°) (a = 
0° if not stated), weighted by solid angle 
LAIb▲ 
LAIb△ 
Leaf area index by angle band 
[-] 
Average leaf area index LAIB = 2 χB cos(𝜙B) for 𝜙B ∈ [0°, b°), 
weighted by solid angle 
LAI2000▲ 
LAI2000△ 
LICOR LAI-2000 [-] Leaf area index calculated from the weighted average of  
χa-b · cos(𝜙) for angle bands {0-15°, 15-30°, 30-45°, 45-60°} 
with weights {.034, .104, .160, .702} (LICOR) 
Cc▲ 
Cc△ 
Canopy closure [-] 1 - T75 (e.g., Hedstrom and Pomeroy, 1998; Moeser, Morsdorf, 
et al., 2015) 
Vf▲ 
Vf△ 
Sky view factor [-] Vertical projection of hemispherical light transmittance 
calculated as T75 weighted by cos(𝜙B) (e.g., Essery et al., 2008; 
Helbig et al., 2020) 
MCH▲ 
MCH△ 
Mean canopy height [m AGS] Mean height above ground of canopy points in resampled 
point cloud from voxel ray sampling 
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2.4.3  Other canopy metrics 
Additional canopy metrics from the literature which are not conceptually rooted in light 
transmittance were calculated in Python for analysis with snow products and are shown in Table 
2.5 (code can be found at https://github.com/jstaines/upper-clearing-
lidar/tree/master/python/canopy_metrics). 
Table 2.5: Additional canopy metrics considered in analysis with snow products 
Symbol Metric name Calculation 
CHM Canopy crown height [m AGS] Crown height above ground (Khosravipour et al., 2016) 
DNT Distance to nearest tree [m] Horizontal Euclidean distance to nearest treetop, treetops 
classified following Khosravipour et al. (2016) 
DCE Distance to canopy edge [m] Rectilinear horizontal distance (0.1 m steps) from 2 m AGS 
canopy edge (Mazzotti et al., 2019) 
MCH Mean canopy height [m AGS] Mean height above ground of canopy points in lidar point 
cloud (e.g., Mazzotti et al., 2020) 
fCov Fractional canopy cover [-] Fraction of canopy returns to total returns (Varhola and Coops, 
2013) 
LPM-L Laser penetration metric [-] 
considering first and last returns  
Eq. 2.7 (Alonzo et al., 2015) 
MDC Mean distance to canopy [m] Mean distance to canopy calculated at 1.25 m AGS for 192 
azimuthal directions (Moeser, Morsdorf, et al., 2015) 
TGA Total gap area [m2] Area of the polygon made by distance to canopy vectors at 
1.25 m AGS for 192 azimuthal directions (Moeser, Morsdorf, 
et al., 2015) 
 
Canopy crown height was calculated and treetops were identified over the site following 
Khosravipour et al. (2016). First a triangular irregular network (TIN) of the canopy crowns was 
created from the snow-free lidar point cloud in lastools using the spike-free methodology 
presented by Khosravipour et al. with a maximum tin edge of 30 cm (Isenburg, 2020). The 
canopy TIN was then rasterized to a canopy elevation model at 10 cm spatial resolution. A 
canopy crown height model (CHM) was then calculated over the site by subtracting the snow-
free DSM from the crown elevations. 
 
Treetops were identified from the canopy crown elevation model by morphologically opening 
the crown elevations with a disk of 70 cm diameter, representing the diameter of the smallest 
trees of interest (Khosravipour et al., 2016). The opened image was then morphologically 
reconstructed using the original crown elevations as a mask. Inverted morphological 
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“watersheds” within the canopy were returned by subtracting the reconstructed image from the 
crown elevations. Distinct watersheds were identified as isolated 8-connected features, with the 
watershed maximum corresponding to the local peak and the watershed area corresponding to 
the tree crown area. Peaks with a minimum height of 2 m AGS and minimum crown area of 1 m2 
were identified as treetops, the coordinates of which were recorded with subpixel noise added. 
 
Distance from nearest tree (DNT) was calculated at 10 cm resolution across the site by 
calculating the horizontal Euclidean distance from each pixel to the nearest identified treetop. 
This assumes that trees are vertical such that bases of trees reside below their corresponding tree-
tops and neglects any vertical distance components due to hillslope. 
 
Distance from canopy edge (DCE) was calculated using the algorithm presented in Mazzotti et 
al. (2019). The 10 cm resolution CHM was thresholded at 1 m AGL yielding a binary mask of 
the canopy. The mask was then iteratively convolved with a 3 x 3-pixel kernel, and unmasked 
pixels with convolution values > 0 were identified as transition pixels in each iteration. The 
iteration (1, 2, ...) was recorded for all corresponding transition pixels, and transition pixels were 
then added to the mask for the next iteration run. By this process, the rectilinear distance (in 
pixel steps) of each open (non-canopy) pixel from the canopy edge was recorded. The process 
was repeated using the inverse canopy mask to measure the distance from the canopy edge of 
canopy pixels, with negative step values (0, -1, …) used to indicate distance from the edge away 
from open pixels. Output iterations were scaled by a factor of 0.1 m to indicate the rectilinear 
step size, equivalent to the CHM resolution. 
 
Mean canopy height (MCH) [m AGS] was calculated from the snow-free resampled point cloud 
from voxel ray sampling. The point cloud was filtered for noise by removing points with less 
than 2 neighbouring points in the surrounding 0.75 m x 0.75 m x 0.75 m cube using the 
LAStools “lasnoise” function (Isenburg, 2020). Remaining points were normalized to height 
above the ground. The mean canopy height was then calculated as the mean elevation of points 
above 1 m AGS within a given pixel. 
 
Fractional canopy cover fCov [-] was calculated as the fraction of first canopy returns over the 
total first returns within a given pixel, with counts limited to returns with scan angles within 15° 
from nadir. A laser penetration metric using first and last returns (LPM-L) [-] was also calculated 
following Alonzo et al. (2015) (see Section 2.3.4 for calculation). 
 
Two canopy metrics were calculated from the vector search algorithm put forth by Moeser, 
Morsdorf, et al. (2015). The 0.25 m resolution canopy crown height model calculated following 
Khosravipour et al. (2016) from the snow-off lidar point cloud was thresholded at 1.25 m AGS 
and subsequently smoothed using a 3 x 3 pixel kernel. Each of 192 azimuthal vectors around a 
given point was then searched for the nearest value which exceeded 0.9, considering minimum 
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and maximum distances of 0.75 m and 50.75 m and a distance search resolution of 0.125, and the 










where di is the minimum distance [m] to canopy for azimuthal angle i and n = 192 is the number 










2.5  Parameterizing canopy structure for modeling spatial variation of snow accumulation 
Three parametrizations of canopy structure were considered for comparison with spatial 
variations in snow accumulation within the forest. The “Hedstrom-Pomeroy” model (Hedstrom 
and Pomeroy, 1998) and “Moeser et al.” (Moeser, Stähli, et al., 2015) models were selected for 
analysis based on their prevalence in the literature. Both were developed to estimate snow 
accumulation on a snowfall event timescale, considering interception and unloading processes, 
and parameterize spatial variation by nonlinear combinations of canopy metrics. A third 
descriptive model – the “Gaussian snowfall” model – is a light transmittance analogue model for 
throughfall developed to explain observations from this research in terms of throughfall 
processes. 
 
For all three models, mean mass flux rates for drip (𝐷), melt (𝑀), and snowpack sublimation 
(𝑉𝑠𝑛𝑜𝑤) were assumed to be negligible over the two storm intervals compared to the mean rate 
of throughfall (𝐹) due to air temperatures well below zero and relative humidity near saturation 
over the study period. The mean rate of wind transport of snow out of each forested pixel (𝑊) 
was assumed to be negligible due to low wind speeds (< 0.3 m s-1) within the forest over the 
study period. The mean rate of unloading from the canopy (𝑈) was assumed to be negligible 
compared to the mean rate of throughfall (𝐹) for each storm. The subsequent snowpack mass 
balance for a given pixel thus yields: 
 
 Δ𝑆𝑠𝑛𝑜𝑤 = 𝐹Δ𝑡 Eq. 2.22 
 




2.5.1  Hedstrom-Pomeroy model 
Hedstrom and Pomeroy (1998) estimated the mean rate of snow interception by a forest canopy 











∗  is the maximum canopy storage, 𝑆𝑐𝑎𝑛
0  is the antecedent canopy storage, Cp is the 
maximum plan area of the canopy (plus intercepted snow) per unit area of ground, and 𝑃 ⤒ is the 











where 𝑆̅ is a species-dependent max snow load scalar taken as 𝑆̅ = 5.9 kg m-2 for spruce trees 
(Schmidt and Gluns, 1991) and ρ𝑓𝑟𝑒𝑠ℎ is the fresh snow density estimated by Eq. 2.4. 











where Cc is the hemispherical canopy closure, u is the horizontal wind velocity, w is the vertical 
snow particle fall speed, CHM is the canopy crown height, and J is the downwind forested snow 
particle fetch. 
 
For this study, the downwind forested particle fetch was assumed to be spatially homogenous 
and represented by: 
 
 J = max(CHM)
𝑢
𝑤
 Eq. 2.26 
 
where CHM is the 10 cm resolution canopy crown height. Horizontal wind speed u and particle 
fall velocity w were also assumed to be horizontally homogenous, cancelling out with the 














Throughfall is then estimated from mean interception rate 𝐼𝐻𝑃 following Eq. 2.23 by: 
 
 FHPΔ𝑡 = (𝑃 ⤒− 𝐼𝐻𝑃) Δ𝑡 Eq. 2.28 
 
2.5.2  Moeser et al. model 
Moeser, Stähli, et al. (2015) estimated the mean rate of snow interception by a forest canopy 










where 𝑃 ⤒ is the mean rate of event precipitation at the top of the canopy and 𝑆𝑐𝑎𝑛
∗  is the 
maximum intercepted load, calculated by: 
 
 𝑆𝑐𝑎𝑛
∗ = 20.819 + 2.167𝑥1 − 3.410𝑥1
2 + 55.761𝑥2 + 181.858𝑥2
2




where x1 = ln(MDC), x2 = ln(Cc), and x3 = ln(TGA). Here MDC is mean distance to canopy [m], 
CC is canopy closure [-], and TGA is total gap area [m2]. 
 
Throughfall is then estimated from mean interception rate 𝐼𝑀 following Eq. 2.29 by: 
 
 F𝑀Δ𝑡 = (𝑃 ⤒− 𝐼𝑀) Δ𝑡 Eq. 2.31 
 
2.5.3  Gaussian snowfall model 
The Gaussian snowfall model was developed to quantitatively compare relationships observed 
between ΔSWEf and transmittance over the hemisphere between events and canopies. The model 
of canopy light transmittance was adapted to describe the mean canopy snowfall transmittance 
over a given time interval (𝑇𝑖,𝑗










where 𝑃 ⤒𝒊,𝒋 is the mean rate of above-canopy snowfall over the time period along ray (i, j),  𝐹𝑖,𝑗 
is the mean rate of throughfall over the time period along ray (i, j), i = (𝜙i, θi) is the angle of the 
ray with zenith angle 𝜙i and azimuth θi, and j = (xj, yj) is the geographical coordinates of the 
point at which the ray intersects the ground surface. The mean throughfall at point j (𝐹𝑗) was 











The average precipitation above the forest over each event was assumed to be homogeneous in 
space and only a function of angle (𝑃 ⤒𝑖,𝑗→ 𝑃 ⤒𝑖), such that Eq. 2.33 becomes: 
 
 






Snow particles do not interact with a forest canopy as light does; they drift, rebound on impact, 
and on occasion adhere to (are intercepted by) the canopy, resulting in generally different 
absorption characteristics between light and snow. To estimate the mean snowfall transmittance 
𝑇𝑖,𝑗




∗𝜒𝑖,𝑗 Eq. 2.35 
 
where 𝜒𝑖,𝑗 is the contact number along ray (i, j) and ω
* is the contact absorption coefficient for 




 and corresponding interception (a.k.a. absorption) probability 𝑝𝑎
∗ = 1 − 𝑝𝑡
∗ . The light 
transmittance analogue model assumes that ω* is constant with angle and that the snow particle 
trajectories for a given event are linear in space. Next it is assumed that the relative contribution 
of snowfall across angles follows a Gaussian distribution, where the estimate of mean above-
canopy snowfall rate 𝑃 ⤒𝑖 for a given angle i is represented by: 
 
 






where 𝜎 [°] is the standard deviation of the Gaussian distribution, cn is a normalization constant, 
and ri is the central angle between a given angle (𝜙i, 𝜃i) and the angle of maximal above-canopy 
snowfall over the hemisphere (𝜙max, 𝜃max), calculated by: 
 
 𝑟𝑖 = 𝑎𝑟𝑐𝑐𝑜𝑠[𝑐𝑜𝑠(ϕ𝑚𝑎𝑥)𝑐𝑜𝑠(ϕ𝑖)
+ 𝑠𝑖𝑛(ϕ𝑚𝑎𝑥)𝑠𝑖𝑛(ϕ𝑖)𝑐𝑜𝑠(θ𝑚𝑎𝑥 − θ𝑖)] 
Eq. 2.37 
 
Substituting Eq. 2.36 into Eq. 2.34 yields an estimate of throughfall as: 
 
 











Calculating this integral for discrete samples of contact number over the hemisphere and 
multiplying by the length of the time interval results in the discrete sum: 
 
 









2.6  Conclusions 
This chapter presents the methods used to collect, process, and analyze observations of 
snowpack depth and density, and to produce a suite of canopy metrics. In several cases, multiple 
methods to estimate similar quantities were outlined using different sets of assumptions: areal 
snow depth distributions were calculated using three different interpolation schemes; and 
synthetic hemispheres and subsequent light transmittance metrics were generated using both 
lidar point cloud reprojection and voxel ray sampling of lidar methods. Chapter 3 takes a close 
look at the sensitivities of results to methodology by comparing results from parallel methods in 
pursuit of Objective 1, to inform their appropriate application for addressing Objective 2.   
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Chapter 3: Assessing the effects of beam occlusion on UAV lidar observations of snow and 
vegetation in forests 
3.1  Introduction 
Airborne lidar observations collected over vegetated environments yield spatially nonuniform 
samples of vegetation and subcanopy ground and snow surfaces due to the occlusion of lidar 
beams by vegetation (Harding et al., 2001; Chasmer et al., 2006). While the physical basis of 
beam occlusion is fairly well understood, ramifications for analysis are nontrivial and can vary 
from negligible to significant depending on physical factors (including optical transmittance and 
reflectance of vegetation, size of vegetation elements, sensor sensitivity, and lidar beam 
wavelength, power and footprint) and data collection and analysis factors (including point 
densities, discrete return classification schemes, surface interpolation methods, and vegetation 
density calculation methods) (Béland et al., 2019). In this chapter the effects and implications of 
nonuniform sampling due to lidar beam occlusion on areal snow depth statistics and vegetation 
density and light transmittance metrics are examined for the UAV lidar observations, study site, 
and methodologies specific to this study. 
 
Occlusion of the subcanopy surface from airborne sensors by vegetation is not spatially 
homogenous because vegetation densities between the ground surface and the sensor are not 
spatially homogenous (Harding et al., 2001). Complete obstruction of the lidar beam by 
vegetation for a given sample results in no information about the elevation of the subcanopy 
surface, and is more common for small footprint lidar beams typical of UAV lidar platforms 
(Béland et al., 2019). The general result is a covariance of surface point density with vegetation 
density. This can be problematic when surface elevations also covary significantly with 
vegetation density, as is common for snow surfaces (Sturm, 1992), potentially resulting in bias of 
mean areal surface elevations. Methods which omit analysis over data-poor regions can amplify 
these effects (Harpold et al., 2014; Broxton et al., 2015). Alternatively, resampling surface 
measurements has the potential to reduce bias in areal estimates without explicitly characterizing 
the covariances, if care is taken to ensure that unobserved regions are represented accurately and 
proportionately. 
 
Linear interpolation of surface points by Delaunay triangulation is a common method for 
resampling surface observations to represent an area of interest (Isenburg, 2020). This is an 
effective method for representing data gaps when local extrema are included in the set of 
observations but can perpetuate bias when local extrema are systematically omitted from 
observations (i.e., where extrapolation is needed). Limiting interpolation distances allows for 
some compromise between areal coverage and systematic interpolation bias. More elaborate 
methods such as rejection sampling and importance sampling, where points are either 
systematically dropped or weighted to account for sample bias, can be used to explicitly evaluate 
and correct for sample bias. 
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Dense vegetation does not only occlude the ground from airborne sensors; it also occludes itself. 
The attenuation of lidar beam energy with distance through vegetation is often considered 
analogous to the exponential attenuation of radiation through a solution as modeled by the Beer-
Lambert law (Solberg et al., 2006). By this model, reflected waveforms from upper (or proximal) 
vegetation carry generally greater energy than those from equivalent understory (or distal) 
vegetation (Harding et al., 2001). For discrete return lidar, this results in a higher probability of 
understory vegetation reflections with intensities below the return threshold compared with those 
from the upper canopy (Alonzo et al., 2015), such that the lower layers of canopy are commonly 
under-represented in discrete return lidar point clouds compared with upper layers. This effect 
varies spatially with vegetation structure, and its handling is complicated by the absence of Null 
values in return point cloud data such that the absence of returns in a region is ambiguous 
between unsampled space and sampled but empty space. As a result, canopy metrics calculated 
directly from return point clouds may systematically underestimate contributions from the lower 
canopy (Webster et al., 2020), with the significance of such errors depending on the metrics, 
methods, instruments, scanning patterns, and vegetation being considered. Ray tracing of lidar is 
one method to account for the effects of nonuniform lidar sampling across vegetation layers 
(Béland et al., 2011), such that returns can be considered within the context of spatial sampling 
patterns.  
 
3.2  Methods 
The significance of the effects of beam occlusion on areal snow depth distributions was assessed 
by comparing results from different resampling methods. Snow depth distributions were 
calculated over the forest and clearing plots from 5 cm resolution snow depth maps (HSlidar) 
generated for each of the three survey days within the study period using three separate methods: 
1) full interpolation of the snow surface, 2) limited interpolation (see section 2.3.1  ) of the snow 
surface up to a maximum horizontal distance of 10 cm, and 3) limited interpolation with 
rejection sampling by LPM-L (see section 2.3.4). The means of the full interpolation and limited 
interpolation distributions were tested for equivalence with those of the rejection sampled 
distribution for each respective day and plot using Student’s t-test (α = 0.05), and variances were 
compared using Levene’s test (α = 0.05). Distribution means and variances were reported 
relative to those of the corresponding rejection sampled values. Snow depth distributions were 
also compared visually. 
 
The significance of the effects of nonuniform sampling of vegetation on canopy metrics was 
assessed by comparing snow-off canopy metrics calculated over the forest plot using both 
resampling and non-resampling methods. The effects of nonuniform sampling on vegetation 
return heights [m AGS] were assessed by comparing means of the return height distributions 
between the lidar return point cloud and the resampled point cloud generated from voxel ray 
sampling of lidar (see Section 2.4.2) using Student’s t-test (α = 0.05). Variances of return heights 
were compared between methods with Levene’s test (α = 0.05). Means of light transmittance 
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over 15° zenith-angle bands were calculated from synthetic hemispheres from lidar point cloud 
reprojection (Section 2.4.1) and voxel ray sampling of lidar (Section 2.4.2), and root mean 
squared errors (RMSE) with corresponding georeferenced hemispherical photography were 
calculated and compared between methods. Canopy height, light transmittance, contact number, 
and LAI2000 distributions were also compared visually between methods.  
 
3.3  Results 
Spatial coverage of 5 cm resolution snow depth (HSlidar) products from limited interpolation 
ranged from 46.0% to 66.2% within the forest plot, and from 82.1% to 85.4% within the clearing 
plot, across days. Rejection sampling by LPM-L resulted in total acceptance rates ranging from 
28.6% to 34.8% of limited interpolation samples within the forest and 20.5% to 22.6% within the 
clearing, with resulting sample counts exceeding 1.02 x 105 within the forest and 1.62 x 105 
within the clearing for all days. 
Table 3.1: Snow depth (HSlidar) means (a) and standard deviations (b) for areal distributions over the forest and 
clearing plots and for all three survey days, calculated using rejection sampling, full interpolation, and limited 
interpolation methods. 
Date 
Snow depth means μ [m] 













2019-02-14 0.235 0.243 0.266 0.598 0.611 0.639 
2019-02-19 0.254 0.262 0.286 0.632 0.642 0.672 
2019-02-21 0.334 0.331 0.371 0.745 0.749 0.777 
 
Means of lidar snow depth (HSlidar) calculated using full interpolation and limited interpolation 
were significantly different from those of the corresponding rejection sampling method for both 
plots, for all days (p-values < .001). Within the forest, means of HSlidar calculated from full 
interpolation were between 99.2% - 103.4% of means from the rejection sampled distributions, 
while those from limited interpolation were between 111.2% - 113.4% of means from the 
rejection sampled distributions, across days (Table 3.1.a). Similarly, variances of HSlidar 
calculated using full interpolation and limited interpolation were significantly different from 
Date 
Snow depth standard deviations σ [m] 













2019-02-14 0.103 0.112 0.113 0.136 0.145 0.117 
2019-02-19 0.109 0.118 0.119 0.135 0.148 0.121 




those of the corresponding rejection sampling method for both plots, for all days (p-values < 
.001). Standard deviations of HSlidar within the forest ranged between 103.8% - 108.7% and 
109.1% - 109.5% of rejection sampled standard deviations for the full interpolation and limited 
interpolation distributions, respectively (Table 3.1.b). Within the clearing, distribution means 
from full interpolation were between 100.5% - 102.2% of those from the rejection sampled 
distributions, and between 104.3% - 106.9% for the limited interpolation distributions. 
Distribution standard deviations within the clearing ranged from 106.7% - 110.2% and 86.4% - 
89.9% of rejection sampled standard deviations for the full interpolation and limited 
interpolation distributions, respectively. 
 
Upon visual comparison, the maximum relative frequencies of the rejection sampled 
distributions were consistently greater than those of the other two methods within the forest, and 
consistently less within the clearing, across all days (Figure 3.1.a-b). Additionally, consistent 
artifacts were seen in snow depth distributions from full and limited interpolation methods that 
were not found in rejection sampled. Within the forest, full and limited interpolation products 
yielded snow depth distributions with heavier tails than were seen in distributions from rejection 
sampling (Figure 3.1.a). Within the clearing, three local peaks in relative frequency distributions 
were consistently present among full and limited interpolation products, contrasting single 
maxima among corresponding rejection sampled distributions (Figure 3.1.b). A comparison of 
laser penetration (LPM-L) distributions for observed pixels compared with all pixels showed that 
limited interpolation snow depth products were biased away from pixels with lower laser 
penetration in both the forest and clearing plots (Figure 3.1.c-d). 
 
The observed point cloud underrepresents the density of lower canopy relative to upper canopy 
due to lidar beam occlusion, compared with the resampled point cloud. Figure 3.2 shows 
normalized frequency distributions of canopy return heights [m AGS] for the observed (n = 4.69 
x 106) and resampled (n = 3.23 x 106) point clouds. Means and variances differed significantly 
between the two methods (p-values < .001), with observed point cloud yielding 115.7% of the 
resampled mean (10.7 m compared with 9.26 m) and 115.2% of the resampled variance (23.2 m 
compared with 20.2 m). Visual comparison shows observed point heights skewed toward higher 





Figure 3.1: Histograms of the lidar snow depth (HSlidar) distributions within the forest (a) and clearing (b) plots 
for 19 Feb. 2019 using three resampling methods: limited interpolation (blue), full interpolation (green), and 
rejection sampling after limited interpolation (orange). Relative frequency distributions of laser penetration metric 
LPM-L over the forest (c) and clearing (d) plots, for all pixels (orange) and for the extent of the limited 






Figure 3.2: Normalized frequency distribution of canopy return height [m AGS] over the forest plot using the 
observed lidar point cloud (blue) and a resampled point cloud (orange) generated from voxel ray sampling of 
lidar. 
Differences in assumptions of the two synthetic hemisphere methods resulted in visible 
differences among outputs (Figure 3.3), with different systematic biases when compared with 
light transmittance estimated by thresholded hemispherical photography. Light transmittance of 
synthetic hemispheres over all four 15° zenith angle bands and weighted by solid angle showed 
lower root mean squared error (WRMSE) with light transmittance from thresholded 
hemispherical photography for synthetic hemispheres from point reprojection (weighted 
WRMSE = 0.0444, n = 15) compared with those from ray sampling (WRMSE = 0.0663, n = 15). 
Root mean squared error (RMSE) values for each 15° zenith angle band were also lower for 
point reprojection outputs compared with ray sampling outputs (Table 3.2). Light transmittance 
derived from synthetic hemispheres calculated over a 1 m square grid over the forest plot showed 
different patterns of agreement and discrepancy between synthetic hemisphere methods 
depending on zenith angle (Figure 3.4.a). Furthermore, while light transmittance metrics showed 
minimal visual bias between methods, bias between contact number estimates was visually 
apparent (Figure 3.4.b) and carried over into LAI2000 estimates (Figure 3.4.c). 
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Table 3.2: Root mean squared error (RMSE) of band-wise light transmittance estimated from lidar point cloud 
reprojection (T a-b●) and from voxel ray sampling of lidar (T a-b▲), compared with corresponding values from 
thresholded hemispherical photography of the snow-off canopy (n=15). 
Zenith angle band 
(a°-b°) 
RMSE of light transmittance 
from point cloud reprojection (T a-b●) [-] 
RMSE of light transmittance 
from voxel ray sampling (T a-b▲) [-] 
  0° - 15° 0.0809 0.120 
15° - 30° 0.0483 0.0746 
30° - 45° 0.0477 0.0591 




Figure 3.3: Clockwise from top left: a) Hemispherical photograph which is subsequently thresholded (b) to 
differentiate canopy and sky pixels for estimating transmittances and contact numbers over zenith angle bands. c) 
A respective synthetic hemispherical image generated from reprojection of the lidar point cloud. d) Respective 
light transmittance estimates along hemispherical rays calculated by voxel ray sampling of lidar. All 







Figure 3.4: Comparisons of (a) light transmittance and (b) contact number estimates from synthetic hemispheres 
generated by lidar point cloud reprojection (x-axis) with those from voxel ray sampling of lidar (y-axis) for each 
of the four zenith angle analysis rings, with 1-to-1 line. (c) Comparison of leaf area index (LAI2000) between the 
two methods, with 1-to-1 line. Synthetic hemispheres used in analysis were generated over a 1 m square grid of the 






3.4  Discussion 
 
3.4.1  Effects of sample bias with vegetation on areal snow depth distributions 
Significant differences in areal snow depth distributions were observed between the three 
methods which are attributed to beam occlusion by vegetation. Mean snow depths from full 
interpolation showed better agreement with those rejection sampled in all cases compared with 
those from limited interpolation (Table 3.1.a). Standard deviations of snow depths from both full 
and limited interpolation methods showed consistent systematic bias compared with those from 
rejection sampling, however (Table 3.1.b). Additionally, complementary artifacts were seen in 
snow depth distributions from full and limited interpolation methods that were not found in 
rejection sampled distributions which are attributed to bias with vegetation density (Figure 3.1a-
b). While full interpolation may be appropriate for estimating areal snow depth means, neither 
interpolation method is recommended for estimating standard deviations or other distribution 
statistics when covariance between snow depth and vegetation density is observed. 
 
Areal snow depth distributions estimated by full and limited interpolation – which both assume 
random lidar sampling of subcanopy surfaces – consistently differed from those estimated by 
rejection sampling which implicitly corrects for sample bias with vegetation density (Figure 
3.1.a-b). If lidar beam occlusion by vegetation were negligible, or if there were no significant 
covariance between snow depth and vegetation density, gridded sampling of snow depth would 
be effectively random, and therefore all three methods would yield qualitatively and 
quantitatively similar results. The statistically significant and visually apparent differences 
between distributions among the three methods supports the contrapositive: both that beam 
occlusion is not negligible and that snow depths covary significantly with vegetation density, 
resulting in systematic bias for methods which rely on random lidar sampling of subcanopy snow 
depths. These findings challenge the assumption of random sampling when characterizing areal 
snow depth distributions below vegetation from UAV lidar and support the implicit or explicit 
handling of sample bias due to beam occlusion by vegetation to improve areal estimates. A 
discussion of the possible mechanisms for these biases follows. 
 
The observed overestimation of areal mean snow depths calculated by limited interpolation 
relative to rejection sampled values was consistent with the areal underrepresentation of densely 
vegetated pixels seen in Figure 3.1.c-d due to lidar beam occlusion, which resulted in the 
omission of ground points in regions of generally shallower snowpack. This was reinforced by 
the observed reduction of areal mean errors when considering the full interpolation estimates, 
such that regions of dense vegetation were proportionately represented. As the full and limited 
interpolation snow depth models only differed among cells which require interpolation beyond 
10 cm, this is equivalent to stating that full interpolation results in greater accuracy than simply 
padding cells beyond the 10 cm interpolation length with the mean observed values when 
estimating snow depth means in these regions. While fully interpolated areal means were found 
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to differ significantly from the corresponding rejection sampled values, observed relative errors 
within 3.4% in both the forest and clearing were within GPS base station error margins of this 
study and therefore may be functionally as accurate. 
 
Despite yielding smaller errors in mean snow depth estimates, however, distributions from full 
interpolation consistently shared artifacts with limited interpolation that were not seen in the 
rejection sampled distributions. This was qualitatively observed in the histograms of snow depths 
within the clearing (Figure 3.1.b) as the three localized peaks which were not seen in the 
rejection sampled output, and to a lesser extent in the heavy tails at greater snow depths seen 
within the forest (Figure 3.1.a). Quantitatively, areal estimates of snow depth standard deviations 
were consistently higher for full interpolation products than for rejection sampling products in 
both the forest and clearing (Table 3.1.b). This was due in part to a higher occurrence of extreme 
values – both high and low – returned by interpolating snow surfaces over distances beyond 10 
cm, inflating the set standard deviation relative to the rejection sampled distributions while 
having limited effects on the means (Table 3.1.a). 
 
Limited interpolation also yielded higher areal snow depth standard deviations within the forest, 
but lower standard deviations within the clearing, relative to rejection sampling (Table 3.1.b). 
This was explained by the differences in the skewness of the distributions observed between the 
two plots (Figure 3.1.a-b). Due to the prevalence of thin snowpacks within the forest, over-
representation of deep snowpacks shifted values away from the distribution means, yielding 
greater standard deviation. Within the clearing, however, the corresponding prevalence of deep 
snowpacks meant that over-representation shifted values closer to the distribution means, 
reducing the standard deviation of the set relative to the rejection sampled values. 
 
The effects of rejection sampling are sensitive to length scales of analysis. While sample bias 
with vegetation was evident at 5 cm resolution due to discrepancies between rejection sampling 
and limited interpolation outputs, increasing raster cells to 1 m resulted in no unobserved pixels, 
no difference between target and sample distributions for rejection sampling, and therefore no 
evidence of sample bias despite using the same observations (results not shown). It is critical 
therefore to conduct rejection sampling at or below the length scales of variation of snow depth, 
as any sample bias below the raster resolution will be masked by rasterization. 
 
Of the three methods considered for areal snow depth estimates in this study, rejection sampling 
was assumed to provide the best estimates of the areal snow depth distributions, but systematic 
differences between rejection sampled and actual snow depth distributions are possible. For 
example, metrics used as target distributions for rejection sampling (LPM-L in this study) may 
not fully parameterize the covariance of sampling with snow depth. Despite this, partial 
parameterizations nonetheless reduce the sample bias compared with the uncorrected limited 
interpolation distributions. Significant differences between rejection sampled and interpolated 
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areal distributions are therefore sufficient to demonstrate the significance of the effects of lidar 
beam occlusion on areal snow depth estimates despite the potential for residual differences 
between rejection sampled and true snow depth distributions. Further rejection sampling by 
additional metrics could be considered to make sample bias assessment and correction more 
robust, if a single metric is determined to be insufficient to characterize the sample bias. While 
rejection sampling of UAV lidar snow depths may not address all sample bias issues, it is a tool 
which complements traditional snow survey techniques which are generally more labour 
intensive for a given number of samples, more destructive of the snowpack, and often also 
subject to mechanisms for sample bias with dense vegetation. 
 
3.4.2  Sources of error in estimating canopy metrics 
Vegetation densities calculated from UAV lidar return densities were over-estimated for the 
upper canopy relative to understory vegetation across the forest plot (Figure 3.2). The consistent 
above-canopy perspective of the UAV lidar sensor resulted in significant positive bias in 
estimates of vegetation height above ground from the observed point cloud compared with 
estimates resampled estimates from voxel ray sampling of lidar. This was consistent with 
previous observations of airborne lidar beam occlusion where vegetation beyond the most 
proximal layer of vegetation to the sensor was systematically undersampled (Hopkinson and 
Chasmer, 2009; Béland et al., 2019). Resampling methods such as voxel ray sampling of lidar 
should therefore be applied in combination with the UAV lidar sampling and when analyses 
require comparison of derived vegetation densities among different heights within the canopy, to 
avoid systematic bias due to beam occlusion. 
 
Light transmittance estimates from synthetic hemispheres generated by point cloud reprojection 
showed better agreement with validating thesholded hemispherical photography across all angle 
bands than did estimates from synthetic hemispheres generated by voxel ray sampling of lidar 
(Table 3.2). Additionally, despite minimal bias of light transmittance estimates between the two 
synthetic hemisphere methods, visually apparent bias between subsequent contact number 
estimates were seen and resulted in similar discrepancies between LAI2000 estimates by the two 
methods (Figure 3.4). These results were unexpected and suggested that nonuniform sampling 
may not be the only (or even primary) source of differences in transmittance metrics between the 
two synthetic hemisphere methods. Further analysis led to the identification of two assumptions 
(Eq. 3.1 and Eq. 3.2) used in analysis of the binary synthetic hemispheres from point reprojection 
and thresholded hemispherical photography used for validation, which explain the observed 
discrepancies between methods (see Appendix E). These findings highlight some limitations of 
the utility of thresholded hemispherical photography for validation of light transmittance 
estimates. While this does not immediately inform the significance of lidar beam occlusion on 
light transmittance estimates, these findings provide insights into the strengths and limitations of 
each method with important implications for their applications to characterizing snow vegetation 
relationships. These two assumptions and the potential for associated errors are discussed below. 
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In analysis of both thresholded hemispherical photography and synthetic hemispheres from lidar 
point cloud reprojection, mean zenith-angle band-wise transmittances T𝑎−𝑏 = 𝐸[𝑇]𝑎−𝑏 are 
estimated by the mean values of the thresholded hemispherical transmittance: 
 
 T𝑎−𝑏  ≅  𝑇𝑎−𝑏
† = 𝐸[𝐻(𝑇 − 𝑇 ′ )]𝑎−𝑏 Eq. 3.1 
 
where 𝐸[𝑥]𝑎−𝑏 denotes the arithmetic mean of a variable x over the region of hemisphere within 
zenith angles a° - b°, and 𝐻(𝑥 − 𝑥′) is the unit step (or “threshold”) function centered at 𝑥′. For 
a given distribution of T within a° - b° there is a unique threshold 𝑇=
′  such that the approximation 
𝑇𝑎−𝑏  ≅  𝑇𝑎−𝑏
†
 is explicitly equal. Mean band-wise transmittance 𝐸[𝑇]𝑎−𝑏 is not known a priori, 
however, and so direct observation of 𝑇=
′  is generally not possible. Instead, a threshold value T’ 
is commonly selected to minimize error in sky-canopy binary classification under the assumption 
that all canopy pixels correspond to transmittances of T = 0 (e.g., Ridler & Calvard, 1978; Nobis 
& Hunziker, 2005). The validity of the threshold assumption (Eq. 3.1) depends on agreement 
between 𝑇’ and 𝑇=
′  which may be sensitive or insensitive to discrepancy depending on the images 
and transmittance regimes of the canopy. Resulting discrepancies between 𝑇𝑎−𝑏
†
 and 𝑇𝑎−𝑏 are 
carried over into estimates of band-wise contact number and leaf area index (see Figure E.3). 
 
Analysis of binary images from thresholded hemispherical photography and point cloud 
reprojection also relies on estimating mean zenith-angle band-wise contact numbers 𝜒𝑎−𝑏 =
𝐸[−𝑙𝑛(𝑇)]𝑎−𝑏 by: 
 
 𝜒𝑎−𝑏  ≅  𝜒𝑎−𝑏
† = −𝑙𝑛(𝐸[𝑇]𝑎−𝑏) Eq. 3.2 
 
This approximation assumes that the two operations 𝐸[𝑥]𝑎−𝑏 and −𝑙𝑛(𝑥) are commutative, 
which is only explicitly true for singular (i.e., Dirac delta) distributions of T within a given angle 
band. For non-singular distributions of T, this assumption results in 𝜒𝑎−𝑏  >  𝜒𝑎−𝑏
†  due to the 
convexity of the −𝑙𝑛(𝑥) function (see Figure E.4). 
 
Both the threshold (Eq. 3.1) and commutation (Eq. 3.2) assumptions are used in analyses of 
hemispherical photos and lidar point cloud reprojection. Point cloud reprojection results in 
binary synthetic hemispherical images and requires band-wise means to arrive at nonbinary 
values of light transmittance over the interval [0, 1]. As light transmittance analysis of 
hemispherical photography also relies on these two assumptions, resulting biases may be 
matched in the validation of reprojection estimates. In contrast, voxel ray sampling of lidar is a 
contact number model and does not rely on thresholding or band-wise means to arrive at 
estimates of light transmittance or contact number. This may explain the unexpected smaller 
errors observed for reprojection contact number estimates than for ray sampling estimates when 
60 
compared with validating photography (Table 3.2). Comparison of 𝜒𝑎−𝑏
†  values calculated from 
thresholded synthetic hemispheres from ray sampling with the corresponding known 𝜒𝑎−𝑏 values 
from ray sampling (Figure E.5) showed consistent patterns of discrepancy with those observed in 
Figure 3.4, supporting the argument that the discrepancies seen in Figure 3.4 are primarily due to 
errors from the threshold and commutation assumptions. Further comparison of 𝜒𝑎−𝑏
†
 from ray 
sampling with 𝜒𝑎−𝑏
●  from reprojection showed better agreement, with errors from the two 
assumptions represented in both point cloud reprojection and ray sample metrics (see Figure 
E.6).  
 
While there is evidence of bias in mean vegetation height estimates from return point clouds due 
to lidar beam occlusion, the effects on light transmittance estimates are somewhat opaque. In a 
horizontally homogenous forest, light transmittances derived from the integration of return point 
densities through all layers of the canopy should yield relatively accurate estimates across angles 
despite the potential for under-representation of understory vegetation. Introducing spatial 
variation in vegetation density results in spatial variation in sampling of lower vegetation, and 
underrepresentation of lower canopy layers may result in relative errors in transmittance in 
space, and across angles. This can be circumstantially observed in the comparison of individual 
synthetic hemispheres across methods (e.g., Figure 3.3) where transmittances from reprojection 
both underestimate and overestimate transmittance in various regions due to nonuniform 
sampling. It is expected therefore that transmittance from point cloud reprojection should result 
in more bias from beam occlusion in regions with greater spatial variation in vegetation density, 
such as in sparse forests or near clearing edges. Further work is required to fully explain the 
differences observed between methods, to quantify the effects of nonuniform sampling on light 
transmittance estimates. 
 
If there were no significant covariance between vegetation and lidar sampling densities, spatial 
variations in observed point cloud density should be representative of vegetation densities and 
both observational and resampling methods should yield qualitatively and quantitatively similar 
vegetation height distributions. The divergence of canopy height distributions between 
observational and resampling methods therefore supports the contrapositive: that there is 
significant covariance between vegetation and lidar sampling densities due to non-random 
sampling of vegetation with height, resulting in point cloud densities which are not spatially 
representative of vegetation densities. While the explicit effects of lidar beam occlusion on 
transmittance estimates are unclear, significant effects can be anticipated in forests and at scales 
where there is significant horizontal variation in vegetation density. Resampling methods which 
account for nonuniform sampling due to beam occlusion should be considered when analysis 
requires comparison of vegetation densities across heights, or when light transmittance analysis 
is conducted across a forest with substantial spatial heterogeneity. 
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3.5  Conclusions 
Effects of lidar beam occlusion were evident in the analysis of branch-scale snow depth and 
canopy density metrics calculated from the UAV lidar observations of this study site. Significant 
differences in areal subcanopy snow depth distributions were observed between interpolated and 
rejection-sampled products, suggesting the potential for bias in areal snow depth statistics if 
resampling methods are not used. Significant bias in mean vegetation height calculated from the 
UAV lidar return point cloud was also observed due to systematic occlusion and 
underrepresentation of understory vegetation compared with the canopy crown. Light 
transmittance estimated by voxel ray sampling of lidar showed more error with validating 
thresholded photography than did similar estimates from lidar point cloud reprojection. These 
findings may be confounded by two methodological assumptions – thresholding and 
commutation – which are utilized in analysis of both the reprojection products and thresholded 
hemispherical photography used for validation. Greater discrepancies between lidar point 
reprojection products and hemispherical photography are nonetheless anticipated in regions of 
greater spatial heterogeneity in vegetation density. These findings demonstrate significant effects 
of lidar beam occlusion by vegetation on branch-scale observations of snow and vegetation for 
the instruments, methods, and site considered in this study, with more research needed to 
understand the effects on light transmittance estimates. 
 
Resampling methods were indicated for areal snow depth statistics and vegetation height metrics. 
Rejection sampling was therefore implemented to reduce bias in areal statistics of snow depth, 
SWE, dSWE for spatial analysis in Chapter 4. Furthermore, mean canopy height (MCH) was 
calculated from the resampled point cloud, rather than directly from the lidar point cloud of 
canopy returns. Note that canopy crown height (CHM) was still calculated from the return point 
cloud as occlusion was expected to be minimal for the upper-most layer of vegetation. Due to the 
ambiguity of the effects of lidar beam occlusion on light transmittance metrics, all transmittance 
metrics were estimated using both point cloud reprojection and voxel ray sampling of lidar for 
subsequent analysis in Chapter 4.  
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Chapter 4: Relating spatial patterns of snow accumulation to branch-scale canopy 
structure 
4.1  Introduction 
Canopy structure is one of the most important factors determining spatial variation of snow 
accumulation in forests, but the physical processes that drive spatial relationships between 
canopy structure and snow accumulation are not fully understood. Substantial differences among 
snow accumulation model assumptions persists despite extensive validation of individual 
models. Further model development stands to benefit from observations of snow accumulation 
and canopy structure, made at the scale of branches and collected over the extent of forest stands, 
over a variety of conditions. To this end, this study uses observations from UAV lidar in 
combination with manual snow surveys and hemispherical photography to relate patterns of 
snow accumulation to branch scale patterns of needleleaf canopy structure over a forest stand, 
for two mid-winder storms in the Canadian Rockies.  
 
4.2  Methods 
 
4.2.1  Describing spatial distributions of snow and canopy metrics 
Descriptive statistics of high-resolution subcanopy snow products were calculated for 
comparison between the forest and canopy plots, as well as with other values reported in the 
literature. Spatial distributions of SWE and ΔSWE distributions within the forest and clearing 
plots were estimated from corresponding 5 cm-resolution products using rejection sampling 
according to the LPM-L metric. SWEf distributions within the forest plot from each day of 
measurement were fitted to lognormal distributions following (Shook and Gray, 1997), and the 
means (𝜇) and standard deviations (𝜎) were calculated. Means and coefficients of variation (cv) 
were reported for both the forest and clearing snowpacks for each day. Means and standard 
deviations of rejection-sampled ΔSWE estimates were reported for each plot and storm event. 
 
Areal statistics of a suite of canopy metrics (Table 4.1) were calculated over the forest plot to 
describe the general structure of the forest for comparison with values reported in the literature, 
to compare values between methods, and to consider the effects of intercepted snow on canopy 
structure. Canopy metrics were calculated for “snow-on” or “snow-off” canopy conditions (and 
in some cases both). Mean, median, and maximum values of canopy metrics were calculated, as 
were median values of metrics for the subset of canopy pixels (CHM ≥ 1 m). Canopy metric 
values were not reported for the clearing plot. 
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Table 4.1: Canopy metrics calculated over the forest plot for spatial analysis with SWE and ΔSWE estimates, and 
the canopy conditions and methodology sources used for their calculation. 
Symbol Metric Canopy Cond. Method 
CHM Canopy crown height [m AGS] snow-off Section 2.4.3  (Khosravipour et al., 2016) 
DNT Distance to nearest tree [m] snow-off Section 2.4.3   
DCE Distance to canopy edge [m] snow-off Section 2.4.3  (Mazzotti et al., 2019) 
MCH Mean canopy height [m AGS] snow-off Section 2.4.3   
fCov Fractional canopy cover [-] snow-off Section 2.4.3  (Varhola and Coops, 2013) 
LPM-L 
Laser penetration metric [-] considering 
first and last returns  
snow-off Eq. 2.7 (Alonzo et al., 2015) 
MDC Mean distance to canopy [m] snow-off Eq. 2.20  (Moeser, Morsdorf, et al., 2015) 
TGA Total gap area [m
2] snow-off Eq. 2.21 (Moeser, Morsdorf, et al., 2015) 
T1△ 1° (vertical) light transmittance [-] snow-on Voxel ray sampling, Section 2.4.2   
T1▲ 1° (vertical) light transmittance [-] snow-off Voxel ray sampling, Section 2.4.2   
T15△ 15° light transmittance [-] snow-on Voxel ray sampling, Section 2.4.2   
T15▲ 15° light transmittance [-] snow-off Voxel ray sampling, Section 2.4.2   
T15● 15° light transmittance [-] snow-off Point reprojection, Section 2.4.1   
T15-30△ 15°-30° light transmittance [-] snow-on Voxel ray sampling, Section 2.4.2   
T15-30▲ 15°-30° light transmittance [-] snow-off Voxel ray sampling, Section 2.4.2   
T15-30● 15°-30° light transmittance [-] snow-off Point reprojection, Section 2.4.1   
LAI60△ 60° leaf area index [-] snow-on Voxel ray sampling, Section 2.4.2   
LAI60▲ 60° leaf area index [-] snow-off Voxel ray sampling, Section 2.4.2   
LAI2000● 60° Li-Cor LAI-2000 (4 bands) [-] snow-off Point reprojection, Section 2.4.1   
Cc△ Canopy closure [-] snow-on Voxel ray sampling, Section 2.4.2   
Cc▲ Canopy closure [-] snow-off Voxel ray sampling, Section 2.4.2   
Cc● Canopy closure [-] snow-off Point reprojection, Section 2.4.1   
Vf△ Sky view factor [-] snow-on Voxel ray sampling, Section 2.4.2   
Vf▲ Sky view factor [-] snow-off Voxel ray sampling, Section 2.4.2   
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4.2.2  Quantifying spatial relationships between snow and canopy metrics 
The strengths of monotonic relationships between snow and canopy within the forest plot metrics 
were assessed using Spearman’s rank correlation coefficient (ρs, α = 0.05). Spearman’s rank was 
indicated due to generally nonparametric canopy metric distributions which displayed nonlinear 
and heteroscedastic relationships with SWE and ΔSWE estimates. As transmittance and contact 
number are related by a monotonically decreasing function, they share inversely symmetric ρs 
values with all covariates. As such, only results for transmittances were reported. 
 
Variogram analysis was conducted for all SWE and ΔSWE products within the forest plot, as 
well as for ray sampled LAI metrics calculated over 1°, 15°, 60° and LAI2000 zenith-angle 
footprints. Characteristic length scales of variation are expressed as a fraction of the mean 
variation found between points at 30 m apart for each metric. Relative subpixel variance is 
reported for each analyzed snow and canopy metric, calculated as the variance between pixels 
within the local 8-connected neighborhood as a fraction of the variance found between points 30 
m apart. 
 
4.2.3  Exploring physical processes relating snow and canopy 
Beyond quantifying relationships between snow and canopy metrics, there is a need to identify 
and distinguish the physical processes which are responsible for these relationships in the quest 
for an physical realism in conceptual and computational models (Clark et al., 2017). To better 
understand the angular dependence of the observed relationships between branch-scale 
subcanopy snow accumulation and canopy structure, the relationships between ΔSWEf and light 
transmittance were analyzed for angles across the hemisphere. Spearman’s correlation 
coefficient (ρs, α = 0.05) was calculated between 25 cm-resolution ΔSWEf estimates from each 
storm and light transmittance estimates calculated at 1°- angular resolution across the hemisphere 
from voxel ray sampling of snow-on lidar observation. 
 
To assess the ability of different interception models to explain the observed spatial variation of 
snow accumulation, the strengths of the monotonic relationships between ΔSWEf and Δ𝑆𝑠𝑛𝑜𝑤 
from throughfall estimates (Eq. 2.22) were evaluated for the Hedstrom-Pomeroy, Moeser et al., 
and Gaussian snowfall models using Spearman’s rank correlation coefficient (ρs, α = 0.05). 
 
Total storm throughfall was estimated by the Hedstrom-Pomeroy model (𝐹𝐻𝑃Δ𝑡) from Eq. 2.28 
and Eq. 2.23 using the following spatially varying products: Cc
▲, LAI▲2000, and CHM. An 
additional run with LAI estimated by LAI▲15 was also conducted. Spatially homogenous 
parameters for the Hedstrom-Pomeroy model were: 𝑃 ⤒ 𝛥𝑡  estimated from areal ΔSWE 
estimates in the clearing for each storm, ρ𝑓𝑟𝑒𝑠ℎ estimated from Eq. 2.4 for each storm, and 𝑆̅ = 
5.9 kg m-2 for spruce trees (Schmidt and Gluns, 1991). The initial snow load within the canopy 
L0 was unknown, but preliminary sensitivity analysis showed that the strongest Spearman’s rank 
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correlation values were found at L0 = 0. This value was used to provide an upper bound of the 
spatial correlation values. 
 
Total storm throughfall was estimated by the Moeser et al. model (𝐹𝑀Δ𝑡) from Eq. 2.31 using the 
following spatially varying products: MDC, Cc
▲, and TGA. Event precipitation (𝑃 ⤒ 𝛥𝑡) was 
estimated from areal ΔSWE estimates in the clearing for each storm and was assumed to be 
spatially homogenous.  
 
Total storm throughfall was estimated by the Gaussian snowfall model (𝐹𝑗Δ𝑡) from Eq. 2.39 
using voxel ray sampling estimates of contact number χB(i, j) taken at 1° angular resolution over 
the upper hemisphere and 25 cm resolution over the forest plot. The set of 31,123 spatial points 
from the 25 cm grid of the forest plot was randomly divided into training (50%) and test (50%) 
sets. The five parameters 𝑃 ⤒ 𝛥𝑡 , 𝜎, ω*/ω, 𝜙max, and 𝜃max were determined by minimizing the 
squared error between modeled total storm throughfall 𝐹𝑗Δ𝑡 and corresponding lidar estimates of 
ΔSWEf from the training set using the BFGS algorithm (Wright and Nocedal, 1999), for each of 
the two snowfall events from Feb. 14 - 19 and from Feb. 19 – 21 as well as for SWEf estimates 
for Feb. 21 . Coefficients of determination and Spearman’s rank correlation coefficients were 
calculated between optimized values of 𝐹𝑗Δ𝑡 and ΔSWEf using the test set. 
 
4.3  Results 
 
4.3.1  Spatial distributions of snow and canopy metrics 
Figure 4.1 shows a map of snow water equivalent SWEf for 19 Feb. 2019 at 5 cm spatial 
resolution over the site, calculated from lidar snow depth and a constant forest snow density 
estimated from manual observations within the forest. Similar products for February 14th and 
21st were also generated. Separate SWEc maps were calculated for all dates using linear depth-
density models from clearing observations (see Table 2.1 for snow density parameters). 
Horizontal interpolation was limited to a maximum of 10 cm from lidar snow surface returns. 
Gaps in observations (seen in grey) are due to occlusion of the ground from the perspectives of 
the lidar sensor by snow-ladened vegetation. Tracks can be seen where the snow was trampled 
for the completion of snow surveys. All trampled regions were masked prior to analysis of SWE 
as clear violations of the snow density assumptions. Figure 4.2 shows similar maps of ΔSWEf for 
each storm, with corresponding products for ΔSWEc also calculated (not shown). 
 
Mean areal SWEf over the forest plot ranged from 38.8 mm to 45.3 mm over the study period, or 
32% - 34% of that for SWEc found for the clearing plot (see Table 4.2, Figure 4.9). Forest 
snowpack coefficients of variations ranged from 0.364 to 0.443 over the study period, or 138% - 
159% of those found for the clearing snowpack. Forest SWEf distributions were well-described 
66 
by lognormal distributions for all three days (R2adj ≥ 0.992, Figure 4.10). Coefficients of variation 




Figure 4.1: Snow water equivalent SWEf using the forest snow density assumption for 19 Feb. 2019 at 5 cm spatial 
resolution over the site (closeup on right). SWE maps were generated for all three survey dates using both the 
forest and clearing density assumptions. Gaps in observations (shown in grey) correspond to regions greater than 
10 horizontal cm from lidar snow depth observations. 
Table 4.2: Areal means 𝜇 and coefficients of variation (cv) of SWE over the forest and clearing plots, calculated 
from distributions corrected for sample bias with vegetation by rejection sampling. 
Date DOY Forest SWEf Clearing SWEc 
𝜇 [mm] cv [-]  𝜇 [mm] cv [-] 
2019-02-14 045 38.8 0.443 113 0.302 
2019-02-19 050 40.4 0.431 122 0.273 
2019-02-21 052 45.3 0.364 141 0.266 
 
Mean areal ΔSWEf over the forest plot was estimated at 1.77 mm for storm 1 and 4.95 mm for 
storm 2, with respective clearing ΔSWEc estimates of 3.00 mm and 8.60 mm, resulting in 59% 
and 58% of clearing snowfall observed within the forest snowfall for each respective storm. 
Coefficients of variation were calculated at 1.38 and 0.472 for ΔSWEf within the forest and 0.997 
and 0.315 for ΔSWEc within the clearing, for storms 1 and 2 respectively. 
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Areal statistics of canopy metrics over the forest plot are shown in Table 4.3. The observed mean 
distance to nearest tree of 1.29 m corresponds to an average stem density of ~6000 stems ha-1 
within the forest (Figure 4.3). The median vegetation height was 6.88 m AGS (Figure 4.5), with 
a maximum crown height of 27.19 m AGS. Mean LAI2000 within the forest calculated from 
reprojected lidar returns of the snow-off canopy was 3.40, with a mean canopy closure of 0.816. 
Median vertical light transmittance was 63.4% for snow-off canopy conditions compared with 
67.0% for the snow-on conditions over the forest plot, calculated from voxel ray sampling of 
lidar (see Figure 4.7) and decreased to 40.3% and 37.9% respectively when limited to points 
below canopy. Standard deviation vertical light transmittance was slightly greater for the snow-
on canopy (38.1%) than for the snow-off canopy (35.5%), with spatial variation in light 
transmittance decreasing with increasing zenith angle in both cases (Figure 4.8.c).  
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Table 4.3: Aggregate statistics of canopy metrics over the forest plot. Medians are reported for both the set of all 
pixels and the set of canopy pixels only, defined by CHM ≥ 1 m. 






(canopy pixels) max 
CHM [m AGS] 7.55 6.32 7.73 10.7 27.2 
DNT [m] 1.29 0.583 1.26 1.09 3.41 
DCE [ m] -0.194 0.451 -0.200 -0.300 1.50 
MCH [m AGS] 4.87 4.47 4.59 6.88 20.7 
fCov [-] 0.604 0.399 0.765 0.889 1.00 
LPM-L [-] 0.493 0.374 0.444 0.286 1.00 
MDC [m] 22.2 11.4 19.0 15.9 84.2 
TGA [m2] 3223 4768 1641 1047 73958 
T1△ [-] 0.465 0.411 0.397 0.113 1.00 
T1▲ [-] 0.472 0.382 0.430 0.188 1.00 
T15△ [-] 0.354 0.196 0.329 0.263 1.00 
T15▲ [-] 0.384 0.177 0.362 0.307 0.992 
T15● [-] 0.402 0.159 0.377 0.344 0.985 
T15-30△ [-] 0.201 0.0983 0.181 0.169 0.642 
T15-30▲ [-] 0.258 0.0930 0.241 0.233 0.687 
T15-30● [-] 0.269 0.109 0.246 0.242 0.688 
LAI60△ [-] 8.24 1.02 8.34 8.48 12.8 
LAI60▲ [-] 4.99 0.518 4.97 5.03 7.58 
LAI2000● [-] 3.70 0.626 3.67 3.71 5.41 
Cc△ [-] 0.913 0.0380 0.921 0.927 0.993 
Cc▲ [-] 0.870 0.0379 0.876 0.880 0.971 
Cc● [-] 0.842 0.0622 0.859 0.862 0.935 
Vf△ [-] 0.112 0.0490 0.102 0.094 0.339 




Figure 4.2: Change in snow water equivalent ΔSWEf estimates for storm 1 (top) and storm 2 (bottom) calculated 
at 5 cm resolution over the siteusing the new snow density estimated for the forest. Gaps in observations are 
shown in gray. Tracks can be seen in both cases where snow was disturbed while conducting snow surveys, 
illustrating a clear violation of the snow density assumptions. All human-disturbed regions were masked prior to 





Figure 4.3: (top) Lateral distance to nearest tree (DNT) in meters calculated at 10 cm resolution across the site, 
using tree-tops to identify trees and assuming vertical trunks. Treetops were identified from the canopy crown 
height model derived from the snow-free lidar point cloud following Khosravipour et al. (2016). A close-up of the 
outlined square region is shown on the right. 
 
 
Figure 4.4: (bottom) Lateral distance to canopy edge (DCE) over the site, calculated from the lidar-derived 
canopy crown height model with 2 m AGS constituting the canopy edge following Mazzotti et al. (2019). A close-




Figure 4.5: (top) Mean canopy height (MCH) [m AGS] calculated at 10 cm resolution over the site from the snow-




Figure 4.6: (bottom) Laser penetration of canopy (LPM-L) calculated at 10 cm resolution across the site from 




Figure 4.7: Contact numbers calculated for vertical rays (left) and rays 22.5° from zenith to the southeast (right) 
across the site at 25 cm resolution, from voxel ray sampling of the snow-free lidar point cloud. Contact numbers 
were calculated for over 30,000 ground points over the Forest plot at 1° angular resolution over the upper 





Figure 4.8: Clockwise from upper-left: (a) Mean light transmittance of the forest canopy in snow-on conditions 
(i.e. including intercepted snow) over the upper hemisphere, and (b) averaged by zenith angle and direction and 
shaded by standard deviation. (c) Comparison of mean light transmittances and (d) extinction efficiencies with 







Figure 4.9: Distributions of (a) SWEf and (b) ΔSWEf within the forest plot and (c) SWEc and (d) ΔSWEc within the 
clearing plot, for all dates and intervals over the study period. All distributions were adjusted for sample bias by 










Figure 4.10: SWE distributions corrected for sample bias and fitted lognormal distributions (left) and the 
corresponding Q-Q plots with model fit (right) for each survey day. Mean and standard deviation of the modeled 
lognormal distributions correspond to the intercept and slope of the respective Q-Q plot linear regression, 
following (Shook and Gray, 1997).  
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4.3.2  Spatial relationships between snow and canopy metrics 
The strengths, directions, and significances of the monotonic relationships of canopy metrics 
with SWEf and ΔSWEf within the forest plot are reported as Spearman’s rank correlation 
coefficients (ρs) in Table 4.4. Of the individual metrics analyzed, the three 15°-light 
transmittance metrics (T15) showed the strongest relationships with each SWEf and ΔSWEf 
estimate within the forest, with T15△ from snow-on canopy conditions yielding the strongest 
relationships, followed by T15
▲ and then T15
●. T15△ shared a stronger relationship with ΔSWEf for 
storm 1 than for storm 2, while T15-30△ shared a stronger relationship with ΔSWEf for storm 2 
than for storm 1. Ray sampling metrics from snow-on canopy conditions showed stronger 
relationships with snow metrics than those of snow-off conditions. For snow-off canopy metrics, 
ray sampling products showed stronger relationships with snow metrics than reprojection 
products except for LAI and Cc for storm 2. Of the canopy metrics not related directly to light 
transmittance, DCE consistently exhibited the strongest relationship with each snow metrics. The 




Table 4.4: Spearman’s rank correlation coefficient (ρs) calculated between snow metrics (across) and select 
canopy metrics (down) over the forest plot. Canopy metric flags correspond to ray sampling under snow on (△) 
and snow-off (▲) canopy conditions, and snow-off point cloud reprojection (●) methods. Significant ρs values are 
marked with an asterisk (*). Corresponding p-values are shown in parentheses below ρs for p-value > .001 only. 
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Variogram analysis of SWEf consistently shows two distinct length scales of variation across 
days, with the greatest increase in variance found within 5 m of lag distance corresponding to 
63% - 72% of the total variance observed at 30 m (Figure 4.11.a). Variances continue to increase 
from 5 m to 30 m, but at reduced rates. The standard deviation of SWEf among neighboring 
pixels (5 cm resolution) is 4.47 mm averaged across days, with corresponding variances below 
3% of the variances seen at 30 m for all days. ΔSWEf exhibits similar length scales of variation, 
with a consistent scale break around 5 m. A standard deviation of 2.19 mm between neighboring 
ΔSWEf pixels (5 cm resolution) averaged across storms corresponds to 51.7% and 42.1% of the 
total variance observed at 30 m lag distance for storms 1 and 2, with 97% and 90% of the 30 m 
variance is observed by 5.0 m of lag distance, respectively. 88%% of the change in variance 
from 7.1 cm to 30 m is found within 2.0 m for storm 1 compared with 76% for storm 2. For 25 
cm resolution ΔSWEf estimates the standard deviation of neighboring pixels averages to 2.03 
mm, corresponding to 66% and 63% of the variance observed at 30 m for storms 1 and 2. The 
relative variance of SWEf for 21 Feb. 2019 is consistently lower than for the other days at 
distances below 15 m, and the relative variance of ΔSWEf for storm 2 remains below that for 
storm 1 up to 23 m. 
 
 
Figure 4.11: Variance with lag distance as a fraction of variance at 30 m for sets of sampled point pairs from (a) 
SWE and ΔSWE products and (b) ray sampled snow-off LAI metrics. 
Variogram analysis of LAI estimates shows a general increase in length scales of variation with 
increasing angular footprint (Figure 4.11.b). LAI1
▲ exhibits the shortest length scales of variation 
of the tested metrics, with 90% of the 30 m variance observed within 1.3 m of lag distance. 
LAI15




▲ appear to reach a sill around 15 m lag distance corresponding to 
approximately 80% of the 30 m variance, with LAI75
▲ showing slightly faster convergence than 
LAI2000
▲. Variograms of LAI15
▲, LAI75
▲, and LAI2000
▲ all show a notable up-tick in variance 





4.3.3  Physical processes relating snow and canopy 
Figure 4.12 shows Spearman’s correlation coefficients (ρs) of light transmittance on the snow-on 
canopy with ΔSWEf over the forest plot, for angles (𝜙, 𝜃) over the upper hemisphere, for storms 1 
and 2. The correlations with the greatest magnitude |ρp| within 75° from vertical were 
consistently positive, with coefficients of 0.318 at (5.0°, 126.9°) for storm 1 and 0.310 at (8.1°, 
150.3°) for storm 2. Negative correlations were generally weaker and found at greater zenith 
angles, with minimum correlation values of -0.0996 at (75.7°, 285.3°) for storm 1 and -0.209 at 
(63.8°, 283.6°) for storm 2. Figure 4.12 also shows ρs of canopy light transmittance with SWEf 
for Feb. 21. Correlations were generally much stronger than for the individual storms, with the 
strongest correlation being 0.639 at (4.24°, 135.0°). The strongest negative correlation was found 
to be -0.271 at (89.9°, 261.7°). 
 
Optimization of Gaussian snowfall model parameters with the training set differed between 
storms 1 and 2. The Gaussian distributions of above-canopy precipitation with angle were 
centered at (𝜙max, 𝜃max) = (7.1°, 139.6°) with standard deviation 𝜎 = 6.59° for storm 1, and (𝜙max, 
𝜃max) = (14.3°, 138.6°) with 𝜎 = 9.20° for storm 2. Azimuthal asymmetry shows general 
agreement with predominant wind directions from the southeast for both storms (136.3° and 
124.7°, respectively). The contact absorption coefficients for snow particles relative to light were 
optimized at ω*/ω = 0.178 for storm 1 and ω*/ω = 0.0881 for storm2. The total above canopy 
precipitation for the two storms was estimated as 𝑃 ⤒ 𝛥𝑡 = 3.22 mm for storm 1 and 𝑃 ⤒ 𝛥𝑡 = 
6.84 mm for storm 2. Overall, the Gaussian models yielded coefficients of determination of R2adj 
= 0.095 for storm 1 and R2adj = 0.106 for storm 2 when analyzed with the test set. Assuming all 
of the variance found between neighboring pixels to be a product of noise, the R2adj values are 
inflated to 0.280 and 0.287 for storms 1 and 2. Spearman’s rank correlation coefficients of ρs = 
0.378 for storm 1 and ρs = 0.370 for storm 2 (p-values < 0.001). Mean areal ΔSWEf over the 
forest plot represented 55.0% and 72.4% of estimated above-canopy precipitation for storms 1 
and 2, respectively. 
 
Optimization of Gaussian snowfall model parameters from the training set for analysis with 
SWEf for Feb. 21 resulted in (𝜙max, 𝜃max) = (6.9°, 134.0°) with 𝜎 = 9.41°. The contact absorption 
coefficients for snow particles relative to light were optimized at ω*/ω = 0.211. The total above 
canopy precipitation from the observed snowpack was estimated as 𝑃 ⤒ 𝛥𝑡 = 105 mm. Overall, 
the Gaussian model yielded coefficients of determination of R2adj = 0.707 and Spearman’s rank 





Figure 4.12: (a) Spearman’s correlation coefficient (ρs) between snow-on light transmittance of the snow-on 
canopy (T△) and ΔSWEf for storm 1 (a), ΔSWEf for storm 2 (b), and SWEf for 21 Feb. 2019 (c) for angles across 
the hemisphere. The difference in colormaps represents a scale change in ρs. T△ was calculated at 1° angular 
resolution across hemisphere, with nonsignificant values shaded in grey (α = 0.05). All plots are shown using the 
upward-facing perspective from the ground, with north to the top and east to the left.  
a) b) ΔSWE – Storm 1 ΔSWE – Storm 2 
c) SWE – 21 Feb 2019 
81 
Scatter plots ΔSWEf and modeled throughfall estimates from the three models are shown in 
Figure 4.13, with corresponding Spearman’s rank correlation coefficients (ρs) for each plot. 
Correlations of ΔSWEf with throughfall estimated by the Gaussian snowfall model (ρs = 0.378 for 
storm 1 and ρs = 0.370 for storm 2) were stronger than any other throughfall estimates for both 
storms and were stronger than any correlations found with individual canopy metrics for the 
corresponding storm in Table 4.4, and stronger than any correlations with light transmittance of 
the canopy (Figure 4.13). Comparative performance of the Hedstrom-Pomeroy (ρs = 0.249 for 
storm 1 and ρs = 0.230 for storm 2) and Moeser et al. (ρs = 0.251 for storm 1 and ρs = 0.198 for 
storm 2) models was mixed, with Moeser et al. throughfall showing stronger monotonicity with 
ΔSWEf for storm 1, and Hedstrom-Pomeroy throughfall showing stronger monotonicity for storm 
2. Using LAI▲15 instead of LAI
▲
2000 to drive Hedstrom-Pomeroy throughfall estimates resulted 





Figure 4.13: Scatter plots of observed ΔSWEf within the forest (x-axis) vs. throughfall estimates (y-axis), for storm 
1 (left) and storm 2 (right) modeled by Hedstrom-Pomeroy (top), Moeser et al. (middle), and the Gaussian 
snowfall (bottom) models. Spearman’s rank correlation coefficients (ρs) are shown in the bottom right corner for 
each plot, with all corresponding p-values < 0.001  
ρs = 0.249 ρs = 0.230 
ρs = 0.251 ρs = 0.198 
ρs = 0.378 ρs = 0.370 




































4.4  Discussion 
 
4.4.1  Physical processes driving snow-vegetation relationships 
Throughfall processes can explain the strongest, near-vertical components of snow-vegetation 
relationships observed over the sturdy period. Variation in snow accumulation within the forest 
was most strongly related to near-vertical light transmittance of the canopy with positive 
correlations indicating greater snow accumulation below near-vertical gaps in the forest canopy 
and less below dense canopy (Musselman et al., 2008). Of the canopy metrics considered, the 
strongest monotonic relationships with ΔSWEf for both storms were found with mean light 
transmittance within 15° from vertical calculated by voxel ray sampling of lidar (T15△, Table 
4.4). These correlations were slightly stronger than those with purely vertical light transmittance 
(T1△) and suggesting that the relationship is primarily, but not purely, vertical. This argument is 
further supported by the slightly weaker, positive monotonic relationships found with light 
transmittance from 15°-30° from vertical (T15-30△). Figure 4.12 illustrates the angular spread of 
relevant near-vertical angles of throughfall over each storm interval. These patterns reveal 
vertical asymmetry in the near-vertical component of the snow-transmittance relationship, with 
maximum correlations skewed toward the southeast for both storms as for the Feb. 21 snowpack. 
Correlations for storm 2 showed greater angular spread and deviation from vertical compared 
with those for storm 1 and the Feb. 21 snowpack, as seen in the optimized parameters from the 
Gaussian snowfall model. As light transmittance is nearly vertically symmetric throughout the 
forest (Figure 4.8.a-b), the observed asymmetry in snow-vegetation relationships is most likely a 
result of the predominant wind patterns observed over the study period (Figure 2.5). Differences 
in wind regimes between storms may explain differences in near-vertical snow-transmittance 
relationships, with greater observed median and maximum wind speeds coinciding with the 
greater vertical asymmetry of storm 2 compared with those of storm 1. The angular spread of the 
positive correlations observed near vertical was also greater for storm 2 is likely due to temporal 
variation of fall vectors throughout each storm down to the scale of horizontal drift of individual 
falling snowflakes. The standard deviation parameter for the Gaussian snowfall model is 
therefore representative of random angular drift of particle trajectories in time around a mean fall 
vector, found to be within 15° from vertical for the two storms in the study period. 
 
More complex relationships between snowfall and vegetation were observed at angles further 
from vertical and are evidence of the combination of several snowfall processes. Beyond 
approximately 30° from vertical, ΔSWEf showed patterns of positive correlation with light 
transmittance for southern through eastern azimuths, while showing negative correlations with 
transmittance in other azimuthal directions (Figure 4.12). This pattern is consistent across 
storms, with notably greater magnitudes of correlations for storm 2 relative to storm 1, also seen 
in analysis of the Feb. 21 snowpack. The vertical asymmetry of the positive correlations beyond 
30° from vertical is consistent with the asymmetry observed at near vertical angles and is likely 
also a result of the predominant southeasterly wind direction over the study period. The positive 
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upwind correlations are likely explained by throughfall caried by wind along non-vertical 
trajectories through the canopy, resulting in greater snowfall at locations within the forest with 
less upwind vegetation. The throughfall processes considered here are not limited to snow 
particles that do not touch vegetation, however. Particles that collide with vegetation and 
intercepted snow often rebound, and even those that are intercepted and unloaded within the time 
span of a given storm event are represented in the positive correlations observed in Figure 4.12.  
These upwind patterns may therefore include the downwind unloading of intercepted snow by 
wind gusts, which is an important example of how snow particles traveling on nonlinear 
trajectories may manifest in analysis with light transmittance along linear rays. The relatively 
stronger correlations seen upwind for storm 2 compared with storm 1 are consistent with this 
explanation. The secondary maximum near the horizon to the southeast in the hemispherical 
correlations for storm 2 (Figure 4.12.b) and for the Feb. 21 snowpack (Figure 4.12.c) may be an 
indication of blow-through effects in this forest, where the presence of nearby clearings 
combined with reduced vegetation densities within a few meters above the ground (Figure 3.2) 
can result in a secondary maximum in the wind speed profile within a few meters above the 
ground (Landsberg and James, 1971; Jiao-jun et al., 2004). The presence of blow-through effects 
may further explain the 13.9° discrepancy between the azimuth of the mean above-canopy wind 
vector and the azimuth of the observed precipitation maximum of the Gaussian snowfall model 
for storm 2. 
 
Less apparent is the origin of the negative correlations found between ΔSWEf and light 
transmittances beyond 30° from vertical and away from prevailing southeasterly winds (Figure 
4.12). Negative correlations might signify greater snow losses with greater downwind 
transmittance due to wind transport of snow, coinciding with positive correlations at upwind 
angles near the horizon signifying greater snow gains with greater upwind transmittance. There 
is no mechanism for wind blown snow under these conditions, however. The low maximum 
wind speeds observed within the forest both storms (< 0.8 m s-1) likely limited the shear stress on 
the snowpack, particularly considering the roughness of the nonerodable elements along the 
forest floor (Pomeroy and Gray, 1990). Furthermore, no obvious signs of wind erosion were 
noted within the forest while conducting snow surveys. 
 
The observed pattern of negative correlations in Figure 4.12 may alternatively be explained by 
nonlinear snow particle trajectories around vegetation, resulting in preferential deposition of 
snow at locations with greater downwind vegetation density (and therefore less downwind light 
transmittance). This can be understood as a sheltering effect, whereby linear particle trajectories 
with downwind azimuthal components are deflected toward vertical due to decreased wind 
speeds in the presence of downwind vegetation, resulting in a concentration of trajectory termini 
in these regions analogous to the concentration of light by a lens. This effect may also apply to 
entrained snow particles that have been unloaded from the canopy due to wind gusts. While 
nonlinear trajectories should be expected for all entrained snow particles falling through a 
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vertical wind speed gradient, only the spatial heterogeneity of these nonlinear effects due to 
heterogeneous vegetation is expected to contribute the negative correlations observed between 
snow on the ground and downwind light transmittance of the canopy. Preferential deposition of 
snow has been observed and modeled for wind-entrained particles around terrain barriers (e.g. 
Comola et al., 2019), and is an area for future research in the context of vegetation. 
 
The greater wind speeds seen during storm 2 may also explain the lower spatial variance of 
ΔSWEf for storm 2 compared with storm 1, and the corresponding lower spatial variance of SWEf 
for Feb. 21 (after storm 2) compared with previous days (Figure 4.11.a). Decreasing spatial 
variation of light transmittance with increasing angle from zenith was observed (Figure 4.8.c-d) 
and is an artifact of the erectophile structure typical of conifers (Eagleson, 2002). This suggests 
that greater deflection of snow particle trajectories from vertical results in less spatial variation of 
snow accumulation, consistent with observations for snow accumulation over storm 2. Such 
sensitivity of spatial variation of throughfall processes to wind patterns in forests has important 
implications for snow cover depletion in the melt season and is an area for future research. 
 
While vertical asymmetry in snow-vegetation relationships were apparent in these high-
resolution observations, the implications of asymmetry for larger-resolution and basin-scale 
models are less apparent. Models with spatial resolutions beyond several meters would overlook 
most of the spatial variation of snow accumulation found within the forest in this study. 
Representation of spatial variation of SWE is critical for estimating snow cover depletion in the 
melt season and is therefore commonly represented implicitly in such models (DeBeer and 
Pomeroy, 2017) – for example by modeling forest SWE with log-normal distributions (Shook 
and Gray, 1997). Decreasing light transmittance with increasing zenith angle within the forest 
(Figure 4.8.c) suggests that snow particle vectors further from vertical should see increased 
collisions with canopy and therefore increased interception rates and is a possible mechanism for 
reduced areal SWE and ΔSWE means from wind-driven asymmetry. Additionally, decreasing 
standard deviation of light transmittance with increasing zenith angle within the forest suggests 
that greater wind-driven asymmetry may yield reduced standard deviation of areal SWE and 
ΔSWE. Further research is needed to parameterize these relationships for use in larger scale 
models and should consider combined effects of asymmetry from both wind and slope. 
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4.4.2  Modeling spatial variation of snow accumulation in forests 
Correlations of ΔSWEf with throughfall estimated by the descriptive Gaussian snowfall model 
were stronger than those found with either the Hedstrom-Pomeroy or Moeser et al. model 
outputs (Figure 4.13), stronger than any of those found with the canopy metrics considered 
(Table 4.4), and stronger than all of those found with light transmittance of the canopy for 
individual rays across the hemisphere (Figure 4.12.a-b). Comparable (though slightly weaker) 
correlations with T15△ for storm 1 were not surprising as the Gaussian model results in a 
distribution of significant transmittance weights which are predominantly within 15° from 
zenith. The notable decrease in correlations of ΔSWEf with T15△ for storm 2 compared with storm 
1 were not reflected in Gaussian model outputs, however. This is likely a result of the increased 
asymmetry seen for storm 2, which is explicitly represented in the Gaussian model but not in the 
vertically symmetric T15△ footprint. Despite showing the strongest correlations in this study, 
R2adj values between ΔSWEf and throughfall from the Gaussian snowfall model remained below 
11% for the two storms. This attributed primarily to the high level of spatial noise in the lidar 
change in snow depth (ΔHSlidar) estimates resulting from measuring changes in snow depth in the 
range of 2 cm – 5 cm with a lidar system with 10 cm vertical accuracy for individual returns 
(accuracy is improved by analysis when there are multiple returns within a given pixel). While 
the noise in the snow depth (HSlidar) measurements is of a similar magnitude, snow depth 
measurements in the range of 15 cm – 100 cm were generally larger than storm contributions 
resulting in a much smaller noise to signal ratio (see intercepts in Figure 4.11.a). Higher 
correlations for the descriptive Gaussian snowfall model compared with the predictive 
Hedstrom-Pomeroy and Moeser et al. models were not surprising as the former was recalibrated 
using training data from each storm, while the other two were not calibrated using these 
observations. The comparison is only used for context, and to inform steps to improve such 
predictive models. 
 
Using multiple metrics in parallel to parameterize throughfall (as is done in the Hedstrom-
Pomeroy and Moeser et al. models) is an encouraging way to capture variation over multiple 
length scales but can be easily implemented at the expense of a physical understanding of 
relationships between snow and vegetation. For example, while all throughfall models predict 
better for storm 1 accumulation compared with storm 2, it is not readily apparent why the 
Moeser et al. model results in more sensitivity to the differences between the two storms than the 
Hedstrom-Pomeroy model. Differences in model performance might be explained by the length 
scales of variation of model outputs which are constant across storms, but which are found to 
differ between storms 1 and 2 (Figure 4.11.a). Any intuition regarding the length scales of 
variation of the input canopy metrics for the two models is easily lost among the 
parametrizations which are used to combine them, however. This is also seen in the improvement 
of the performance of the Hedstrom-Pomeroy model when using LAI15
▲ rather than LAI2000
▲. 
From another perspective, because the Moeser et al. model parameters were optimized from 
observations in conditions with limited winds (Moeser, Stähli, et al., 2015), it seems plausible 
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that performance may drop for higher-wind conditions. Confirming this hypothesis and 
anticipating sensitivity to other environmental conditions by inspection of the optimized model 
parameters is not intuitive, however. In this study, several individual canopy metrics showed 
stronger spatial correlations with storm ΔSWEf than either the Hedstrom-Pomeroy or Moeser et 
al. throughfall models (e.g., T15△, T15
▲ and T15
●). Improved performance combined with more 
intuitive physical implications for throughfall processes provides a strong argument for using 
such individual metrics to drive spatial variation in throughfall models in place of the complex 
parameterization employed in combined models. 
 
Above-canopy precipitation estimates for storms 1 and 2 differed among clearing precipitation 
gauge observations (9.03 mm and 6.85 mm), rejection sampled areal snowfall estimates over the 
clearing (3.00 mm and 8.60 mm) and Gaussian snowfall model estimates of above-canopy 
precipitation over the forest (3.22 mm and 6.84 mm). The large discrepancies in ΔSWE for storm 
1 between the precipitation gauge estimate and the two lidar methods suggests a potentially 
critical issue with the new snow density model, as precipitation gauge values were substantiated 
by other gauges in the area. This can subsequently be attributed to fresh snow densities which 
differed from the estimates based on air temperature (all of which were near 68.0 kg m-3; 
Hedstrom and Pomeroy, 1998), acoustic snow depth sensors which were not representative of 
plot-wise ΔHS (Lv and Pomeroy, 2020), or a combination thereof. However, error in the new 
snow density estimates results in spatially homogenous scalar errors in ΔSWE which do not 
change the results of spatial correlation analysis. There was no evidence of substantial wind 
transport between the clearing and forest plots was observed, limiting errors from this source 
(Lundberg and Halldin, 2001). Clumped unloading of intercepted snow into fresh snow below 
the forest is another possible source of error, which may have resulted in violations of the snow 
density assumptions used to estimate ΔSWE from ΔHS if unloaded clumps were not represented 
in snow density samples. Evidence of non-vertical, spatially heterogeneous, and nonlinear 
particle trajectories within the forest highlight scale limitations for estimating snow interception 
by the difference between above-canopy precipitation and throughfall (Eq. 1.9). Precipitation 
gauge, areal clearing, and modeled forest precipitation estimates show better agreement for storm 
2. 
 
Negligible ablation of snow assumed under the Gaussian snowfall model is easier to justify over 
the short time spans of the two storms as the effects of snow accumulation processes are 
expected to dominate changes in ΔSWEf in these cases. This assumption is more challenging to 
justify for the analysis of SWEf, which carries the effects of inter-storm and between-storm 
processes from the ~5-month period of preceding seasonal snow accumulation. The high R2adj 
values for the lognormal fitting of SWEf distributions indicate that the observed snowpack is 
predominantly a result of accumulation processes, rather than ablation processes, assuming that 
snow accumulation and ablation processes are spatially related (Faria et al., 2000). Despite this, 
the seasonal above-canopy precipitation of 𝑃 ⤒ 𝛥𝑡 = 105 mm estimated by the Gaussian snowfall 
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model is substantially lower than the 187 mm cumulative seasonal precipitation (from October 1, 
2018) reported by the clearing precipitation gauge. Early-season ablation from ground heat flux, 
above-freezing air temperatures, and possible rain on snow events may explain the large 
discrepancy in seasonal precipitation values and would constitute clear violations of the 
assumption of negligible ablation. The occurrence of an early, incomplete melt event may 
explain the heavy tails seen as the largest discrepancy of the SWE distributions from the 
theoretical log-normal distributions in Figure 4.10. 
 
Optimized relative snow contact absorption coefficients (ω*/ω) are less than 1 for both storms as 
well as for the Feb. 21 snowpack, satisfying the expectation that the probability of interception 
for snow particles given a contact is less than the probability of light absorption in all cases. The 
larger values for the Feb. 21 snowpack compared with the two storms – and for storm 1 
compared with storm 2 – indicate a greater chance of interception earlier in the season compared 
with later. This is consistent with the understanding of canopy storage being closer to canopy 
capacity for storm 2 due to previous interception from storm 1 than it had been during storm 1 or 
earlier in the season. Greater interception probability calculated over the whole season compared 
with the two storms is consistent with the intercepted load being near capacity for the two 
storms, as suggested by the unloading events seen in the tree lysimeter (Figure 2.4). While the 
optimized ω*/ω values are theoretically useful for estimating the probability of interception given 
a canopy contact, possible biases due to model assumptions (including linear particle trajectories, 
Gaussian above-canopy snowfall weights, and no clumped unloading from the canopy) limit the 
confidence in their explicit interpretation. Furthermore, estimates of ω*/ω may also carry 
compensation for error in the estimate of ωcχ from validation with thresholded hemispherical 
photography. In practice, therefore, these terms are useful for comparing relative probabilities of 
interception between storms but may be less robust in this application for estimating explicit 
interception probabilities. 
 
Despite the improved performance for explaining spatial variation of SWEf and ΔSWEf, 
remaining unexplained variance (even after accounting for subpixel noise in ΔSWEf) suggests 
gaps in the Gaussian snowfall model. The optimized Gaussian distributions effectively ignore 
snowfall contributions outside of 30° from vertical due to the relatively narrow, near-vertical 
Gaussian snowfall distributions fit for each storm as for the Feb. 21 snowpack. The Gaussian 
distribution was applied in this case to represent near-vertical throughfall processes with random 
drift around a central angle, but this parameterization overlooks off-vertical such as unloading 
from wind gusts or downwind sheltering by vegetation. The assumptions of homogenous above-
canopy precipitation, linear particle trajectories and no wind transport explicitly limits this model 
to representing only positive correlations between snowfall transmittance and ΔSWEf, in contrast 
to the observed positive and negative correlations with canopy transmittance in Figure 4.12. 
Furthermore, while the Gaussian snowfall model allows for some asymmetry in the selection of 
an arbitrary (𝜙max, 𝜃max), it assumes a circularly symmetric relationship about (𝜙max, 𝜃max) which 
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may be unrealistic in some conditions. Unexplained variance in an indicator of the importance of 
snow accumulation processes that are missed by these simplifying assumptions. The relatively 
narrow angular region which this model considers likely limits error from the assumption of a 
constant ω* with angle, which may need to be more closely considered in other contexts. Further 
research is needed to balance the physical relevance, explanatory power, and scalability of 
canopy metrics for parametrizing snow accumulation processes in forests. Refining 
understandings of physical processes which drive snow accumulation in forests is important for 
anticipating model suitability and limitations and is central to informing land, water, and forest 
management decisions (Varhola et al., 2010). 
 
The Gaussian snowfall model was implemented as a descriptive model in this research, but 
further work could be done to operationalize it as a predictive model. This work should involve 
parameterizing the five model parameters (𝑃 ⤒ 𝛥𝑡, 𝜙max, 𝜃max, 𝜎, and ω*) by meteorological and 
forest structure variables. Above-canopy precipitation (𝑃 ⤒ 𝛥𝑡) could be measured directly or 
estimated from clearing precipitation (Friesen et al., 2015). The azimuth of maximum throughfall 
(𝜃max) could be estimated by mean wind direction for level forests but may also be dependent on 
ground slope angle and azimuth. Zenith angle of maximum throughfall (𝜙max) might be 
parametrized by a combination of above canopy wind regimes, mean particle fall velocity, and 
either below-canopy wind regimes, or a canopy structure metric relevant for wind attenuation. 
Standard deviation of the gaussian distribution (𝜎) can be expected to depend on the standard 
deviation of wind speeds and directions within the forest, as well as aerodynamic particle factors 
(Nemes et al., 2017). And the snow particle contact absorption coefficient (ω*) can be expected 
to depend on temperature (e.g. Kobayashi, 1987) in addition to canopy capacity and maximum 
storage (e.g. Hedstrom and Pomeroy, 1998). 
 
4.4.3  Assessing canopy metrics for modeling snow accumulation 
Length scales of variation of snow accumulation are a great indicator of the appropriateness of 
canopy metrics for explaining spatial patterns of snow accumulation in forests. In this study over 
75% of the change in variance of ΔSWEf observed in the variogram analysis for the two storms 
was found among points within 2.0 m apart (Figure 4.11.a). As spatial variation in snow at these 
scales is predominantly driven by variation in vegetation (Clark et al., 2011), canopy metrics that 
vary slower than ΔSWEf are likely not representative of the most relevant canopy phenomena and 
are therefore poorly suited for linearly and independently characterizing the majority of variance 
in ΔSWEf. The relatively lower Spearman’s rank correlations between ΔSWEf and the commonly-
used wide-angle footprints LAI2000, CC, and Vf (Table 4.4) are an indication of these limitations, 
as is the improved performance of the Hedstrom-Pomeroy spatial model using the smaller-
footprint LAI15
▲ compared with LAI2000
▲. While metrics with small angular footprints are more 
appropriate for characterizing the small-scale variations in ΔSWEf, too small a footprint may miss 
relevant variation at larger length scales. This can be seen in the rapid convergence of the 
variogram of LAI1 (Figure 4.11.b) and is likely the source of the lower Spearman’s rank values 
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of T1 with ΔSWEf compared with those of T15 (Table 4.4). Additionally, light transmittance 
metrics with small angular footprints show greater sensitivity to sample anomalies than those 
from larger footprints, and therefore may benefit more from the use of resampling methods such 
as voxel ray sampling of lidar. Ultimately, angular footprints should be selected which match the 
footprint of physical snowfall processes within the forest to accurately represent spatial variation 
in snow accumulation. 
 
Correlations between ΔSWEf and light transmittance of the canopy for angles over the 
hemisphere (seen in Figure 4.12.a-b) are useful for explaining the advantages and limitations of 
parameterizing snow accumulation by other metrics in terms of transmittance. For example, 
physical drivers of the observed difference in sign of correlations between Cc and Vf can be 
understood in terms of the difference in weights of hemispherical regions corresponding to near-
vertical and off-vertical snow accumulation processes between the two metrics, which share 
different signs with vegetation when averaged over different zenith angle bands. Correlation 
coefficients over the hemisphere in Figure 4.12 are also useful for explaining differences in 
metric correlations between storms (Table 4.4), such as attributing the higher correlations found 
with T15-30 over storm 2 to greater deviation from vertical symmetry compared with storm 1. 
Figure 4.12 also is useful for identifying the significance of vertical asymmetry in snow-
vegetation relationships, which is overlooked by analysis with vertically symmetric metrics. 
 
Of the metrics considered which are not explicitly related to light transmittance, distance from 
canopy edge (DCE) and mean distance to canopy (MDC) consistently showed stronger 
correlation with SWEf and ΔSWEf metrics (Table 4.4). DCE correlations comparable to those 
found with vertical transmittance T1, combined with the ability to calculate directional DCE 
metrics, flexibility in length scale, and relatively small data and computation requirements all 
speak to the utility of DCE for modeling snow accumulation below around vegetation (Mazzotti 
et al., 2019). While slightly more computationally expensive, MDC and TGA are conceptually 
related to DCE and share many of these favorable attributes. Relationships between such 
distance-to-canopy metrics and vegetation density depend on patterns in crown shape which vary 
among species, sites, and the presence or absence of intercepted snow, and are sensitive to the 
threshold height used for metric calculation (Roth and Nolin, 2019). Further research to better 
understand relationships between distance-to-canopy and transmittance metrics across forests 
and conditions has the potential to strengthen physical interpretations and direct comparisons of 
distance-to-canopy and snow-vegetation relationships across forests and conditions. 
 
Several canopy metrics including MDC, CHM, LPM-L, and fCov show saturation values 
whereby many pixels evaluate to a single metric value. These metrics cannot be used to explain 
variation among pixels which evaluate to the same value. This is the cause of the clumping 
observed in the scatter plots for the Moeser et al. model (due to MDC) and Hedstrom-Pomeroy 
model (due to CHM) in Figure 4.13, and limits model performance in both cases. In the case of 
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MDC, singular values arise for points below the canopy with a value close to zero, which might 
be avoided by following the DCE methodology of applying negative values to below-canopy 
points (Mazzotti et al., 2019). In the case of CHM, singular values arise in canopy gaps where 
canopy height is 0 m AGS and could be mitigated for this application by smoothing in space 
with a 2-D kernel. Spatial variation of LPM-L and fCov are sensitive to spatial resolution, 
whereby smaller resolutions yield bimodal distributions with singularities at 0 and 1. In all these 
cases, singularities result in a loss of information for a given data input and should therefore be 
mitigated or avoided where possible. 
 
4.4.4  Feedbacks between snow interception and canopy structure 
Canopy structure metrics derived from lidar observations from snow-on canopy conditions (i.e., 
forest canopy plus intercepted snow) consistently shared stronger correlations with SWEf and 
ΔSWEf estimates than equivalent metrics derived from snow-off canopy conditions (Table 4.4). 
This is consistent with previous research which has shown that snow interception alters the 
structure of the canopy, such that further snow accumulation patterns are affected (Hedstrom and 
Pomeroy, 1998). While in most cases the differences in explanatory power between canopy 
metrics were slight, these findings suggest that assumptions of a static canopy may result in non-
intuitive parameterizations and reduced model performance. 
 
While voxel ray sampling of lidar does not explicitly quantify the effects of intercepted snow on 
forest structure, differences between metrics derived from observations of snow-on and snow-off 
canopy conditions over the forest plot (Table 4.3) provided an indication of which structural 
changes were implicitly captured by voxel ray sampling outputs. Reduced median vertical light 
transmittance of over canopy pixels for snow-on conditions was consistent with the bridging of 
gaps between needles and branches by snow (Schmidt and Gluns, 1991). At the same time, 
standard deviation of vertical light transmittance of the canopy was greater for snow-on 
conditions due in part to branch compression by intercepted snow (Schmidt and Pomeroy, 1990) 
such that gaps between trees are greater with snow in the canopy (Figure 4.8.c). These two 
processes combined manifested in snow-on conditions corresponding to larger gaps and denser 
trees relative to snow-off canopy conditions. 
 
4.5  Conclusions 
High resolution, rejection-sampled forest SWE distributions were well-described by theoretical 
log-normal distributions, with higher coefficients of variation compared with those found for the 
clearing consistent with the literature. Most of the spatial variation in SWE and ΔSWE within the 
forest was found within 2.0 m of horizontal distance, emphasizing the need for observations of 
snow and canopy metrics at or below this scale to inform further development of snow 
accumulation models. Spatial variation in subcanopy SWE and ΔSWE showed the strongest 
correlations with near-vertical light transmittance of the canopy under snow-on conditions, as 
calculated from voxel ray sampling of lidar. Significant vertical asymmetry in was observed in 
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correlations between ΔSWE and light transmittance over the hemisphere which coincided with 
predominant wind directions over each storm. Surrounding canopy showed a complex 
relationship with snow accumulation, with upwind vegetation associated with less snow 
accumulation and downwind vegetation associated with more snow accumulation, and which 
appears to be sensitive to wind speeds during precipitation events. 
 
Throughfall estimated from a descriptive Gaussian snowfall model explained more of the spatial 
variation in event snow accumulation than did estimates from either the predictive Hedstrom-
Pomeroy or Moeser et al. models, with the advantage of allowing for explicit asymmetry in 
snow-vegetation relationships observed in this study and explained by prevailing wind 
directions. Despite these advantages, however, the Gaussian snowfall model only represented 
near-vertical throughfall and interception while neglecting snow-vegetation relationships at 
angles further from vertical corresponding to wind transport and sheltering processes. The 
Gaussian snowfall model is descriptive as the parameters were recalibrated for each of the two 
events studied, and therefore its utility as a predictive model needs further study. Further efforts 
to observe and characterize the contributions of these and other processes to snow accumulation 
in forests will result in greater robustness in models and the decisions that are informed by them.  
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Chapter 5: Conclusions 
In this research, UAV lidar observations were combined with ground-based snowpack and 
canopy structure surveys to calculate snow and canopy metrics at the scale of branches and over 
the extent of a forest stand. Novel methods were developed and tested for improving analysis of 
lidar observations at these scales, including a novel voxel ray sampling method for modeling 
light transmittance properties of the canopy, and a rejection sampling method for addressing 
vegetation bias in areal snow depth estimates. These methods combined with others from the 
literature provided a deeper understanding of the physical processes driving branch-scale spatial 
patterns of snow accumulation in needleleaf forests. 
 
Patterns of snow accumulation on the forest floor were found to encode patterns of interactions 
between falling snow and forest vegetation, with different snowfall processes explaining 
different angular relationships between snow accumulation and surrounding vegetation. 
Significant vertical asymmetry in spatial relationships between snow and canopy structure 
metrics within the forest was observed through hemispherical analysis and was explained by 
prevailing wind directions. At near-vertical zenith angles, reduced throughfall was generally 
associated with greater overhead vegetation due to greater interception, with the strongest 
associations skewed slightly upwind from vertical. The role of surrounding vegetation at greater 
zenith angles in shaping snowfall patterns showed sensitivity to both wind speeds and directions. 
Greater upwind vegetation corresponded to less snow accumulation particularly for the windier 
of the two observed storms, consistent with preferential deposition of throughfall along off-
vertical particle trajectories. Surrounding vegetation away from prevailing winds exhibited a 
sheltering effect, whereby greater downwind vegetation was associated with greater snow 
accumulation, suggesting that preferential deposition may play an important role in shaping 
spatial heterogeneity of snow accumulation in forests. A novel, physically motivated Gaussian 
snowfall model was developed to explicitly characterized the observed asymmetry and showed 
the strongest correlations with observed forest ΔSWE of all metrics and models tested. Observed 
snow-vegetation relationships were stronger for metrics derived from snow-on canopy conditions 
than for those from snow-off conditions, emphasizing the importance of feedbacks between 
snow interception and canopy structure in accumulation processes. The physical realism of snow 
accumulation models stands to be improved by parameterizations which can represent vertical 
asymmetry and structural feedbacks in snow-vegetation relationships. 
 
Most of the spatial variability in SWE and ΔSWE within the forest stand was found between 
points with distances from 0 m to 2 m apart, with limited marginal variation observed between 
points at greater distances. Areal SWE distributions calculated from 5 cm resolution observations 
were well described by theoretical log-normal distributions, consistent with previous 
observations in the literature reported for observations at larger resolution. Efforts to characterize 
spatial variation of snow accumulation should consider variation at or below the dominant length 
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scales of variation, whether implicitly or explicitly, in the interest of physical realism. For 
explicit models, this requires consideration of canopy metrics at similar length scales. 
 
Significant covariance was observed between snow depths and ground point densities from UAV 
lidar observations resulting from lidar beam occlusion by vegetation, and which resulted in 
significant biases in areal snow depth estimates when standard interpolation methods were used 
to fill gaps in ground surface observations. Rasterization beyond the dominant length scales of 
variation of the snowpack was found to mask these biases. Similarly, vegetation height 
distributions estimated from UAV lidar return clouds were found to be skewed away from the 
lower canopy compared with resampled estimates due to occlusion of the lidar beam by 
vegetation. Resampling methods were found to reduce bias in areal snow depth, snow water 
equivalent (SWE), and vegetation height estimates and were therefore used throughout this 
study. 
 
5.1.1  Future directions 
This study was limited to two accumulation events over a single field site on the eastern slope of 
the Canadian Rockies. Confirmatory studies conducted over different environmental conditions 
for forests with different specie compositions, canopy structures, slopes, and aspects will 
facilitate a more robust understanding of relationships between snow accumulation and 
vegetation structure. Snow density assumptions represented a significant source of uncertainty 
for SWE and ΔSWE estimates which could be improved in future studies by more extensive 
manual snow surveys to accompany lidar surveys. Relationships between vegetation structure 
and snow redistribution and ablation processes were not explicitly considered in this analysis but 
are known to occur in parallel with throughfall and interception processes to shape spatial 
distributions of snow. Furthermore, while the methods used in this study were applied over forest 
stands, some may be challenging to implement at similar resolutions over the extent of 
hydrological basins due to current logistical and computational limitations. Despite these 
limitations, however, the findings from this research inform the further development of stand- 
and basin-scale models which consider the underlying physics of snow accumulation, 
redistribution, and ablation processes. 
 
While the Gaussian snowfall model presents some advantages for modeling snow accumulation 
in forests, it relies on large data inputs and is motivated by assumptions which may be 
challenging to justify in certain conditions. Correlations between forest ΔSWE and light 
transmittance demonstrate the importance of snow-vegetation relationships which manifest 
across the upper hemisphere, not just at near-vertical angles. Further work to parameterize 
processes seen at greater zenith angles will make this model more physically realistic. 
Preferential deposition effects due to nonlinear particle trajectories or trajectories with non-
uniform weights (e.g., Mazzotti et al., 2020) may be incorporated into future ray sampling 
metrics to better represent the physics of snow particles falling through forests. Furthermore, the 
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large data requirements due to the high dimensionality of ray sampling analysis over the 
hemisphere may be reduced by principal component analysis (PCA), machine learning, or other 
dimension reduction methods, ideally while preserving the physical interpretation of processes 
such as throughfall and interception which this model was developed to represent. Clever 
navigation of assumptions may also yield more convenient analytical solutions to the integral in 
Eq. 2.38, similar to those used in Nijssen and Lettenmaier (1999). Parametrizations used in 
existing models such as Hedstrom-Pomeroy and Moeser et al. could be informed by observations 
of interception processes such as those presented in this study, to improve their ability to explain 
spatial variation in snow accumulation in forests. Further research is needed to better understand 
the drivers of the patterns observed in this study, as well as what may have been overlooked by 
these observations. 
 
Canopy metrics calculated from voxel ray sampling of lidar showed consistently stronger 
relationships with SWE and ΔSWE than metrics derived from reprojection of the lidar point 
cloud. Combined with the capacity for canopy analysis at high angular resolution, this method 
shows great promise for overcoming some of the issues that come with other methods. There 
remains a great potential for further development to improve the robustness of metrics derived 
from voxel ray sampling of lidar, including the utilization of lidar return intensity information, 
incorporation of non-spherical leaf angle distributions and variable reflectance of canopy, and 
explicit consideration of beam intensity and footprint size with distance. Additionally, further 
work is needed to characterize errors in the analysis of thresholded hemispherical imagery 
associated with the thresholding and commutation assumptions discussed in this study. These 
steps will allow for voxel ray sampling of lidar to be utilized as a standalone method, to be 
applied in parallel with hemispherical photography analysis rather than in series. 
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Appendix A: Surveys beyond study period 
 
A total of six UAV surveys were collected at the field site over the 2018-2019 winter season, 
with accompanying snow surveys when snow was present on the ground. Once the field season 
was finished, the study period was established to focus on observations which would best inform 
the research questions. As a result, two of the field surveys fell outside of the study period and 
are reported in Table A.1: . Those within the study period, as well as the snow-free survey are 
reported in Table 2.1. 
 

























 [kg m-3] 
2019-04-17 107 11:02 223.52 0.263 0.326 263 0.982 263 
2019-05-03 123 11:12 280.33 0.168 0.365 255 0.735 291 
 
The additional surveys shown in Table A.1:  resulted in two additional date intervals which fell 
outside of the study period, shown in Table A.2: . The intervals within the study period are 
reported in Table 2.2. 
 
Table A.2: Interval dates and corresponding snow observations for two intervals lying outside of the study period. 
Date interval DOY interval 
UC Geonore 
ΔSWE [mm] UC SR50 ΔHS [m] UF SR50 ΔHS [m] 
2019-02-21 to 2019-04-17 052-107 36.3692 -0.421 -0.08 




Appendix B: Validation of lidar snow depth, density, and SWE estimates 
 
Lidar snow depth products (HSlidar) were compared with georeferenced manual snow depth 
samples from snow surveys to assess for systematic bias due to georeferencing of the GNSS base 
station (Figure B.1). Snow depth biases were all negative and were found to vary with the spatial 
resolution of HSlidar. All snow depth products were subsequently bias-corrected using the mean 
bias of the 5 cm resolution product for the corresponding survey day, with final errors reported in 
Figure B.2. 
 
Significant linear relationships between snow depth and density were observed among snow 
survey observations within the clearing for 19 Feb. (n = 10, p-value = 0.0122) and 21 Feb. (n = 
10, p-value = 0.00224), but was nonsignificant for 14 Feb. (n = 9, p-value = 0.112). Within the 
forest, all linear relationships between depth and density were nonsignificant: 14 Feb. (n = 0, p-
value = NA), 19 Feb. (n = 6, p-value = 0.404), and 21 Feb. (n = 7, p-value = 0.232). Linear 
depth-density models were used within the clearing for all three days, while constant density 
models were used within the forest (Figure B.3). SWE samples within the forest were limited 
due to thin snowpack which was often below the 20 cm depth cut-off used for quality control. No 
snow survey observations within the forest on 14 Feb. (19_045) passed quality-control. Instead, 
snow density for this day was estimated as 165 kg m-3 by interpolating forest snow densities in 








Figure B.2: Lidar snow depth validation with snow survey observations: (a) fractional error, (b) mean bias, and (c) 
root mean squared error (RMSE), after correction for mean bias of snow depth, for each Julian day within the study 







Figure B.3: (a) Snow depth vs. density and (b) Snow depth vs. SWE from snow survey observations for each day, 








Figure B.4: Lidar SWE estimated using the Hedstrom-Pomeroy (1998) fresh snow density assumption compared 








Appendix C: Optimization of light transmittance from lidar point cloud reprojection 
 
Synthetic hemispherical images were generated by hemispherical reprojection of the lidar return 
point cloud generated from observations of the canopy under snow-off conditions, following 
(Moeser et al., 2014). All images were produced with dimensions were 10 inches by 10 inches 
with 100 pixels per inch for a total of 1000 pixels by 1000 pixels squared. Plotted point area ap 









where c = 3937 [pixels m-1] is a unit length conversion, ⟨f⟩ = 0.15 [m] is an estimate of the 
diameter of the lidar footprint intersecting the canopy, and s is the point size scalar which is 
determined by optimization. This is equivalent to a first-order approximation of point radius 
related to the arctangent of the inverse of distance from origin, following the geometrical model 
of a 2-dimensional projection of uniform spheres in 3-dimensional space. Four light 
transmittance estimates were calculated from each synthetic hemispherical image corresponding 
to each of the 15° analysis bands ranging from 0° to 60° from zenith, with error metrics weighted 
by solid angle of the corresponding ring. Solid-angle weighted root mean squared error 
(WRMSE) and solid-angle weighted mean bias (WMB) were calculated for light transmittance 
estimates from thresholded synthetic images compared with similar values from collocated 





Figure C.1:(a) Weighted root mean squared error (WRMSE) and (b) weighted mean bias (WMB) of light 
transmittance calculated from synthetic hemispheres from lidar point cloud reprojection compared with values from 




WRMSE was minimized at s = 0.063 and showed minimal bias for this optimized value 
(WRMSE = 0.0444, WMB= -2.70 x 10-3, n=15). For this value of s, a lidar return 1 m away from 
the origin (or “viewpoint”) was plotted with a diameter of 148 pixels corresponding to a 26.6° 
angular footprint, while a point 10 m away was plotted with a diameter of 14.8 pixels 
corresponding to a 2.66° angular footprint (e.g. Figure 3.3.c). Separate RMSE values for each of 
the four zenith angle bands are reported in Table 3.2 (see Figure C.2). A total of 1944 synthetic 
hemispheres were generated by point reprojection the snow-off lidar point cloud for a 1 m square 
lattice of viewpoints over the upper forest plot, using the optimized point size scalar value. 
 
 
Figure C.2: Comparisons of band-wise light transmittance estimated from lidar point cloud reprojection (x-axis) 
with light transmittance estimated from thresholded hemispherical photography (y-axis) of the snow-off canopy, for 
the optimized point size scalar value of s = 0.063.  
112 
Appendix D: Parameter fitting of contact number correction factor 𝛚𝒄𝛘 for voxel ray 
sampling of lidar 
 
Estimates of canopy contact number (χ) along rays through the forest canopy were estimated by 
lidar return estimates from voxel ray sampling of lidar, using a correction factor ωcχ determined 
by least-squares regression with estimates from validating hemispherical photography. Contact 
number estimates were calculated separately for snow-on and snow-off canopy conditions, with 
separate validation sets of hemispherical photographs collected under each set of conditions. 𝜔𝑐𝜒 
was determined for each case by minimizing the solid-angle-weighted root mean squared error 
(WRMSE) between mean zenith-angle band-wise transmittance from ray sampling (Eq. 2.19) 





Figure D.1: Comparisons of band-wise light transmittance estimated by ray sampling (x-axis) with corresponding 
values from thresholded hemispherical photography (y-axis) for (a) snow-on and (b) snow-off canopy conditions.  
 
For snow-on canopy conditions, WRMSE was minimized at ωcχ = 0.372 and showed minimal 
bias (WRMSE = 0.0635, WMB= 7.27 x 10-3, n=57). For snow-off canopy conditions, WRMSE 
was minimized at ωcχ = 0.387 and showed minimal bias (WRMSE = 0.0663, WMB= 7.51 x 10
-4, 
n=15). The similar optimized correction factor values between snow-on and snow off conditions 
suggests that the presence of snow in the canopy does not greatly change the probability of a 
lidar return given a lidar sample which contacts the canopy. These results are generally expected 
with wavelength of the lidar laser beam, which may result in different relationships with 
reflectance of canopy and snow surfaces that were seen here. A total of 31,123 synthetic 
hemispheres with 1° angular resolution (or 25,445 angles each) were generated for each of the 
snow-on and snow-off canopy conditions over a 25 cm square lattice over the upper forest plot, 
using the optimized correction factor values.  
a) b) 
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Appendix E: Sensitivity analysis of band-wise ray sampled contact number 
Sets of synthetic hemispheres generated from voxel ray sampling of lidar under slightly different 
assumptions were compared to assess for sensitivity of zenith-angle band-wise outputs to angular 
resolution, maximum distance, light transmittance thresholding, and commutation of mean and 
natural log functions. The results informed the choice of methods used for the analysis in this 
thesis and identifies some of the sensitivities that should be considered in future applications of 
these and related methods. 
 
The sensitivity of zenith-angle band-wise contact number estimates to angular resolution of 
voxel ray sampling was assessed by comparing 181 x 181 hemispherical (or 1°) sample outputs 
with 1000 x 1000 hemispherical (or 0.18°) sample outputs, calculated separately for snow-on and 
snow-off canopy conditions using the same set of locations used for validation with 
hemispherical photography. Voxel ray sampling of lidar operates on approximately O(n) time for 
n samples within an image, such that the computation time of the 0.18° products was 
approximately 30x that of the corresponding 1° products.  
 
Outputs aggregated over zenith-angle bands showed very close agreement (Figure E.1), with 
R2adj > 0.9999 for both snow on (n = 57) and snow-off (n = 15) conditions. No visual differences 
were seen among specific angle bands. This agreement suggested that band-wise estimates from 
1° outputs were a good representation of the higher-resolutions products with a substantial 
reduction in computation time. Synthetic hemispheres from voxel ray sampling of lidar were 





Figure E.1: Comparison of contact numbers by zenith angle bands calculated by voxel ray sampling of lidar at 1° 





Methods for generating synthetic hemispheres from both voxel ray sampling of lidar and point 
reprojection of lidar employ a “maximum distance” cut-off to focus computation efforts on the 
parts of the canopy which have the greatest influence on light regimes. Points in the point cloud 
beyond the maximum distance from the origin (or “viewpoint”) are dropped prior to generating 
the synthetic hemispheres. Sensitivity of band-wise contact number values to maximum distance 
primarily depends on the height of vegetation, and therefore was assessed for both methods using 
only outputs from voxel ray sampling of lidar. Sensitivity was assessed by comparing band-wise 
contact numbers from outputs with a 50 m maximum distance cut-off with those from outputs 
with a 150 m maximum distance, calculated separately for snow-on and snow-off canopy 
conditions using the same set of locations used for the validation with hemispherical 
photography. Voxel ray sampling of lidar operates on approximately O(d2) time for maximum 
distance d, such that the computation time of the 150 m products was approximately 9x that of 
the corresponding 50 m products. Random access memory storage also becomes a limitation for 
when increasing maximum distance cut-offs.  
 
Outputs for the 60° - 75° zenith angle band showed visible bias in the 50 m products compared 
with the 150 m products for both snow-on and snow-off conditions (Figure E.1). Minimal bias 
was seen for the other four angle bands. Analysis was therefore limited to within 60° from 





Figure E.2: Comparison contact numbers by zenith angle bands calculated by voxel ray sampling of lidar for rays 
up to a maximum distance of 50 m (x-axis) vs. 150 m (y-axis) from the origin, for (a) snow-on and (b) snow-off 
canopy conditions.  
a) b) 
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The effects of the thresholding assumption (Eq. 3.1) and commutation assumption (Eq. 3.2) were 
assessed using transmittances from voxel ray sampling of lidar. This type of analysis was not 
possible for synthetic hemispheres from point reprojection or hemispherical photography 
because the estimation of transmittances in these cases relies on these assumptions. 
 
To examine the effects of the thresholding assumption on light transmittance metrics, solid-angle 
weighted band-wise means of light transmittance were calculated both directly from light 
transmittance over the hemisphere (T▲a-b) and by first thresholding transmittances (T
†
a-b) 
following Eq. 3.1, for each zenith angle band for each band a°-b°. (Schleppi et al., 2007). A 
transmittance threshold value of 𝑇 ′ = 0.772 was used, taken from the mean threshold applied to 
hemispherical photography of the snow-off canopy to match the process used for analysis of 
hemispherical photography (γ = 2.2, Thimonier et al., 2010). Band-wise contact numbers (χ▲a-b) 
and band-wise thresholded contact numbers (χ†a-b) were then calculated from corresponding 
band-wise transmittances following Eq. 1.15. Both contact number calculations use the 
commutation assumption, discussed further on, the effects of which would be cancelled out if the 
error introduced by thresholding were negligible. 
 
Visible discrepancies between band-wise contact numbers between these two methods suggests 
that the error introduced by the threshold assumption is not negligible (Figure E.3). Thresholding 
in this case results in an under-estimation of contact numbers compared with those calculated 
without thresholding. The errors are greater for angle bands with less transmittance (and greater 
contact number). These errors can be conceptually reproduced by considering a zenith-angle 
band with a homogenous transmittance less than the threshold but greater than 1. Selecting a 
different value of  𝑇 ′ could result in less error overall, but likely would not address the spread of 
values due to error from thresholding. Selection of a better value of 𝑇 ′ is also limited by not 
knowing true transmittances a priori, as is the case for analysis of binary hemispherical imagery. 
 
To examine the effects of the commutation assumption, band-wise means of contact numbers  
(χa-b) were compared with corresponding values calculated from band-wise means of 
transmittance by: 
 
 χ′𝑎−𝑏 = 𝑙𝑛(𝐸[𝑒
χ𝑎−𝑏]) Eq. 6.2 
 
Clear discrepancies between band-wise contact numbers between these two methods illustrates 
the noncommutative property of the natural logarithm (ln[x]) and mean (E[x]) functions (Figure 
E.4). The assumption of their commutativity is used when mean band-wise contact number is 
estimated as the natural logarithm of mean band-wise transmittance, as is common practice in 
analysis of binary hemispherical images. Error introduced by this assumption has ramifications 






Figure E.3: Band-wise contact numbers calculated from mean thresholded transmittance (x-axis) vs. mean 
transmittance (y-axis) for voxel ray sampling optimization products, for (a) snow-on and (b) snow-off canopy 






Figure E.4: Band-wise contact numbers calculated by the natural logarithm of mean band-wise light transmittance 
(x-axis) compared with mean band-wise contact number (y-axis), for (a) snow-on and (b) snow-off canopy 






To understand what role the thresholding and commutation effects had on the methodological 
comparison of synthetic hemispheres in Section 3.4.2   and Figure 3.4, light transmittance 
metrics which rely on these two assumptions were compared with those that did not. Both sets of 
metrics were calculated from voxel ray sampling products calculated over a 25 cm square grid 
across the forest plot, under snow-off canopy conditions. Visible discrepancies among all metrics 
show the combined effects of the thresholding and commutation assumptions (Figure E.5). 
Visual similarities between Figure E.5 and Figure 3.4 suggest that differences between synthetic 
the two lidar methods assessed in Section 3.4.2   may be heavily influences by the use of these 
two assumptions in the point reprojection methodology. These assumptions are also used in the 
analysis of the hemispherical photographs used for validation of the two methods. 
 
To provide a better comparison of the methodological differences outside of these two 
assumptions between the two lidar synthetic hemisphere methods, light transmittance metrics 
were compared from the two methods which both make use of the thresholding and commutation 
assumptions. Reduced bias was observed between all three metrics in Figure E.6, contrasting the 
disagreements shown for the unthresholded voxel ray sampling estimates in Figure 3.4. As both 
methods in this case use the threshold and commutation assumptions, the consequent errors are 
expected to be similar for both, allowing for visual comparison of additional methodological 
differences between the two methods.  
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Figure E.5: Comparisons of (a) light transmittance and (b) contact number estimates from synthetic hemispheres 
generated by thresholded voxel ray sampling of lidar (x-axis) with those from unthresholded voxel ray sampling of 
lidar (y-axis) for each of the four zenith angle analysis bands, with 1-to-1 line. (c) Comparison of leaf area index 









Figure E.6: Comparisons of (a) light transmittance and (b) contact number estimates from synthetic hemispheres 
generated by lidar point cloud reprojection (x-axis) with those from thresholded voxel ray sampling of lidar (y-axis) 
for each of the four zenith angle analysis rings, with 1-to-1 line. (c) Comparison of leaf area index (LAI2000) between 








Appendix F: Sensitivity analysis of Gaussian snowfall model parameters 
The optimization landscapes of Gaussian snowfall model parameters 𝜎 and ω* were calculated 
using one-at-a-time (OAT) analysis. This was done to visually illustrate the differences in 
parameter confidence between the two storms. Landscapes for storm 1 (Figure F.1), storm 2 
(Figure F.2) showed similar patterns, with the primary difference being a sharper curve and 
therefore greater confidence in ω* for storm 2 than for storm 1. Landscapes for SWEf for 21 Feb. 
2019 (Figure F.3) showed similar patterns to storm 1, but with much higher maximum R2 values. 
 
 
Figure F.1: Optimization landscape of (a) standard deviation (𝜎) and (b) snow contact absorption coefficient (ω*) 




Figure F.2: Optimization landscape of (a) standard deviation 𝜎 and (b) snow contact absorption coefficient ω* for 







Figure F.3: Optimization landscape of (a) standard deviation 𝜎 and (b) snow contact absorption coefficient ω* for 
SWEf for 21 Feb. 2019. 
a) b) 
