Abstract-In this paper, we develop a novel approach to conserving energy in battery-powered communication devices. There are two salient aspects to this approach. First, the battery-powered devices move through multiple, progressively deeper, sleep states in a predictable manner. Nodes in deeper sleep states consume lower energy while asleep, but incur a longer delay and higher energy cost to awaken. Second, the nodes are woken up on demand through a paging signal. To awaken nodes that are in deep sleep, the paging signal has to be decoded using very low power circuits such as those used in radio frequency tags. To accommodate this need, in a manner that scales well with the number of nodes, the number of distinct paging signals has to be much less than the number of possible nodes. This is accomplished through a group-based wakeup scheme, which initially awakens the targeted node along with a number of other similarly disposed nodes that subsequently return to their original sleep state. Tradeoffs among energy consumption, delay as well as overhead, are presented; comparisons with other protocols show the potential for 16% to 50% improvement in energy consumption.
I. INTRODUCTION

M
INIMIZING energy consumption in battery-powered devices is crucial to the design of wireless communication networks. Several protocol solutions have been proposed in the literature to reduce the energy expenditure of portable communication nodes in transmit and receive mode. In [1] , the authors present energy-aware access protocols minimizing the time period during which radio frequency (RF) identification devices need to be active. In [2] , a medium access control (MAC) scheme based on traffic scheduling and radio resource reservation is proposed, which allows a network node to enter low-power operational states when idle. A study of energy consumption of MAC protocols from the tranceiver usage perspective is presented in [3] .
A power conservation technique that has been generally recognized as effective is discontinuous reception, whereby inactive nodes power down and turn ON their receiver at some future time instant. Paging schemes based on discontinuous reception can be classified as synchronous or asynchronous. In synchronous paging protocols, the broadcast transmission from the base station (BS) and the nodes' waking-up time instants are synchronized. Examples of such protocols are the following. The POCSAG scheme [4] uses a coding format based on batches, with each batch consisting of eight frames. A node can be paged at only one of the eight frames so that it may power down during the other seven to save energy. A similar approach is used in the FLEX [5] system where data intended for a particular pager is scheduled in a predefined time slot. In the MOBITEX data system [6] and in IEEE 802.11 [7] , nodes in power saving mode wake up in time for a broadcast transmission from the BS that notifies which nodes have pending data. In high-performance radio local area network (HIPERLAN) [8] , the wireless LAN standard specified by European Telecommunications Standards Institute, radio nodes that need to save power, so-called -savers, communicate their own sleep-awake schedule to the so-called -supporter node. The p-supporter queues all the packets destined to the p-savers and transmits these packets during the p-saver's active time.
On the contrary, asynchronous paging schemes do not require system synchronization and each node is free to power ON and OFF its receiver based on the battery status. An asynchronous, in-band (IB) protocol is presented in [9] . There, as the node powers ON, it keeps listening to the radio channel for a short time period. If a paging message is received, the node sends an acknowledgment to the BS; otherwise, it switches OFF again. Paging and acknowledgment messages are transmitted in-band, i.e., within the node data flow. As shown in [9] , such a method outperforms the synchronous approach for light traffic loads.
Both synchronous and asynchronous paging schemes cause network nodes to become unavailable for reception from time to time, making any communication with them impossible. While this allows for energy saving, it raises several problems related to quality of service (QoS) provisioning. Therefore, a crucial issue in designing energy-efficient paging protocols is to optimally trade off between energy savings and QoS requirements on packet delay. To achieve this balance, we introduce a novel solution which employs discontinuous reception in combination with a power management policy at the network node. In particular, we make an asynchronous paging scheme and a power management algorithm interact and jointly operate to meet the system constraints.
We explain our approach in some detail in Section II and we introduce notations and outline some work related to power management in Section III. The proposed paging scheme is described in Section IV; the protocol analysis and performance are presented in Sections V and VI, respectively. Finally, Section VII concludes the paper. 
II. COMBINING PAGING WITH POWER MANAGEMENT
We focus on the packet data transfer between a BS, that is connected to the wired network, and mobile nodes. Other network scenarios, where a node is elected to be the master with respect to the other nodes in the vicinity, can be considered as well. Fig. 1 shows the reference network scenario where communication nodes, either mobile or fixed, access the fixed network and communicate among each other through the BS. The BS is responsible for collecting the uplink traffic generated by the nodes in the cell and for delivering the downlink data flow to the communication nodes. We focus on downlink traffic because it is envisioned that in future wireless systems the traffic pattern will be highly asymmetrical, with 50/1 or greater ratio favoring the downlink [10] .
During the idle periods, communication nodes can switch OFF parts of their circuitry (e.g., display, RF component, digital component, etc.) and enter a sleep state. Various sleep states are identified based on the associated power consumption and time to wake up; the deeper the sleep state, the less the power consumed and larger the delay overhead. In electronic systems, such as portable computers and personal digital assistants, the evolution of a device through different operational states is usually controlled by a dynamic power management (DPM) policy. A DPM technique automatically detects the system components that are idle and determine whether they have to be switched OFF [11] - [16] . The aim is to reduce power consumption without significantly degrading the device performance.
In this paper, we develop a way to tradeoff energy saving and traffic QoS degradation by exploiting the synergy between the power management policy, executed at the communication node, and the scheduling of downlink traffic at the BS. We propose a scheme where the BS tracks the power state of each node and exploits this information to adjust the transmission of downlink traffic to the node's energy constraints. If necessary, paging is delayed in order to let nodes stay in sleep state longer, and hence, increase their energy saving, provided that the required QoS is still guaranteed. Nodes do not need to power ON to see whether they have pending traffic at the BS. Instead, the BS wakes nodes when necessary. To implement this, we need RF tags technology offers good examples of low power or totally passive devices that use RF power received from the BS to drive the logic and transmission parts of the circuit [17] - [20] . RF tags have been used as transmitter-receiver devices (transponders) for remote localization and identification of animals, cars, and other items [20] - [22] . The schematic representation of a switch that can be used to remotely activate the device is shown in Fig. 2 . Whenever the communication node becomes idle, it enters a sleep state, i.e., the standard receiver-transmitter and parts of the device electronics are turned OFF. Paging signals are received and demodulated by the remotely activated switch (RAS). Then, the signal information is passed to the logic circuit that detects the bits sequence. If the received sequence matches the node's paging sequence, the device turns ON the standard receiver. Notice that the RAS receiver may be either totally passive (e.g., an amplitude demodulator) or supplied by the battery source through Connection 1.
III. PRELIMINARIES
We assume that a communication node can be in different states depending on the operational status of the system components. Each state is characterized by a certain power consumption, denoted by , such that . Every transition from state to state ( and ) has a cost in terms of power consumption, denoted by , and of delay overhead, denoted by . The cost associated with transitions from state to , with , and , is usually much lower than the cost associated with the reverse transition, and for the sake of simplicity is neglected. Now, consider a device for which the only possible operational states are ON and OFF, and moving from state ON to state OFF requires a significant amount of energy. It is clear that the device should be shut down only when its idle period can be long enough so that the saved energy compensates for the transition energy expenditure. Let us define as the minimum time that the device has to spend in state OFF to compensate for the wakeup overhead. We must have (1) In (1), the left term is the sum of the energy spent by the device while being in state OFF and the cost due to the transition from state OFF to state ON. The right term is the energy expenditure corresponding to the device being in state ON all the time. From (1), it follows that (2) The time period is defined as the minimum break-even time, i.e., the minimum length of the device's idle period to save energy [12] .
The discussion above can be easily generalized to the case . Consider a node moving from state to state ( and ); we have (3) where is the minimum time that the device has to spend in state to save energy, and is the associated minimum break-even time. Note that, since we assume to be equal to zero for , we have: for . Clearly, a device should enter a sleep state only if this allows for energy saving, i.e., if the device's idle period can be greater than the minimum break-even time associated with the sleep state. To make this happen, a DPM technique is often applied to control the device's operational state [11] - [16] . A DPM policy must take into account the cost of a transition from an operational state to another, and should be able to foresee for how long a device will remain idle. Depending on the approach that is used, DPM policies are classified as predictive or stochastic policies.
A widely used predictive technique consists in turning OFF the system components if an idle time greater than or equal to a timeout value is detected. This approach is based on the assumption that if the idle time is greater than , the system is likely to remain idle for a time period long enough to save energy. A more accurate method is proposed in [11] , where the upcoming idle time is predicted by using an exponential-average approach. If the predicted idle time is sufficiently long, the system component is switched OFF at once. However, predictive techniques have a few limitations: they assume only two states for the system (ON and OFF), they cannot provide an accurate tradeoff between energy saving and performance degradation, and they do not deal with a generic system architecture where service requests can be queued.
A stochastic policy has been proposed in [23] to overcome these limitations. The considered system can enter states with , and it is composed of a service provider, a service requester, a power manager, and a request queue. The service provider and requester are represented as Markov processes, and the power manager determines the device state of operation by issuing commands to the service provider. In this case, the optimal policy strictly depends on how the system is modeled and on the abstractions that have been made. Moreover, the amount of energy consumed by the power manager remains to be accounted for.
IV. PROPOSED SCHEME The objective of all DPM policies is to allow communication nodes to save energy by entering a sleep state while still meeting the QoS requirements on packet delay. Unlike the previous DPM policies, the proposed scheme achieves this goal by adjusting the node's idle time through an appropriate scheduling of the downlink traffic. Idle times are extended by delaying the waking-up events as long as traffic delay constraints are still satisfied. The proposed scheme combines a predictive power management technique executed at the node with a paging protocol.
A. Predictive Power Management Policy
Let us first assume , with ON The values , and are chosen in such a way that (4) holds, and the nodes' requirements on packet delay and energy savings are satisfied. For example, if a node has little battery capacity left, it will set to be small so that it quickly enters state OFF, and select a large to increase energy savings. In this case, the node saves more energy, although the delay penalty to get back to state ON may be significant. On the contrary, if a node is concerned mainly about QoS requirements on packet delay, it will use a large to rarely enter state OFF and a small to be more reactive. Moreover, the values should be selected by taking into account the traffic arrival process. For instance, in the case of bursty traffic, we may want a node to quickly enter deep sleep states as it becomes idle, since it is likely to remain so for a long time. 1 For each network node, the sleep pattern can be chosen either by the node itself or by the BS, according to the QoS requirements on packet delay of the downlink connection. An appropriate message exchange can be defined to let the BS and the network node agree on the sleep pattern to use. However, both the node and the BS should be able to renegotiate the sleep pattern if necessary.
The above discussion can be generalized for as follows.
• We denote the sleep pattern associated to service class by . The timeout values can be defined by means of a matrix, whose entries represent the time period after which a node belonging to service class and currently in state can enter state , for and . For every state , the next power state with power consumption lower than , entered by the communication device, is deterministically assessed. The values related to impossible transitions are set to infinity. We indicate with the period elapsed since the last time instant the generic node was paged. We have that transitions from state to state , with , occur when ; transitions from state to state , with , can take place anytime, provided that . We highlight that this approach leads to an extremely simple power management technique at the communication node. In fact, given the sleep pattern matrix, the node follows a deterministic pattern through the sleep states.
• Upon receiving a paging message, a device moves from its current state to a state associated with a higher power consumption. If there is only one less deep power state to which the device can move, this is uniquely determined by the sleep pattern matrix. Otherwise, it has to be specified by the BS in the paging message. For the sake of simplicity, in the following we assume that when a node is paged, it always enters state , i.e., the operational state where the node is fully working.
• Equation (4) can be easily generalized by considering a node in service class moving through power states . For any state with , the time period that the node has to spend in state before moving to state must be at least equal to , with subject to . We have (5) Observe that if is the timeout value after which the deeper sleep state, is entered from state . Instead, if , condition (5) ensures that a node exits its current power state only if its idle period has been sufficiently long to save energy. 1) An Example: Consider a sensor node consisting of a StrongARM microprocessor, a memory, an RF circuitry, and a microelectromechanical system (MEMS) with analog-digital converter. As described in [16] , by taking into account that each component can have different power modes, the useful operational states are those reported in Table I [ 16] . States with increasing correspond to a higher power consumption and a smaller delay overhead.
We consider the following sleep pattern matrix: The corresponding sleep pattern evolution is shown in Fig. 3 , where arcs connecting the sleep states to state are marked with the associated values of transition delay overhead and power consumption.
B. Paging Scheme
The objective of the proposed scheme is to page communication nodes that are following their sleep pattern at proper time instants such that the tradeoff between energy saving and delay overhead is optimized.
We assume that the BS knows the service class associated with each node, and for each node in sleep state records the last time instant at which the node was awake (i.e., in state ). The BS is, therefore, able to predict the current power state of every node under its control. Let us focus on the generic node belonging to service class . The node's current state, denoted by , is such that the time elapsed since the last time instant was in state , is greater than or equal to , but less than the timeout value corresponding to the next deeper power state in the sleep pattern evolution.
We also assume that the BS pages nodes in the same service class by using the same set of paging signals, denoted by . The reason for this is that a device in sleep state can detect a paging signal through a passive RAS receiver only if the sequence is transmitted at low rate [18] . Thus, in order to keep the signaling overhead small, paging sequences must be short (namely, 5-8 bits long depending on the technology used), and their number may be not large enough to uniquely address all the nodes in the same area. As a consequence, node wakes up whenever it has spent in state a time equal to or greater than (i.e., ) 2 and either one of these two events takes place: 1) is intentionally paged by the BS or 2) detects a paging signal destined to another node which belongs to the same service class and is in the same sleep state.
A diagram of the waking up scheme is shown in Fig. 4 , where nodes and are assumed to belong to the same service class and both may be awakened by the same paging signal . As illustrated in the diagram, node will receive data packets only if it becomes active upon the paging signal arrival and sends back to the BS an acknowledgment.
Remarks: 1) Note that nodes in the same sleep state do not necessarily all wake up at the same time, nor do they move as a group to the next sleep state although they follow the same sleep pattern. Figs. 4 and 5, one can infer that a paging signal is transmitted by the BS only if the node to be paged will save energy by waking up at that time instant. In fact, the BS pages a node that has pending 2 Recall that is the period elapsed since the last time instant j was in state L. Thus, by considering (5), the fact that j has spent in state l a time equal to or greater than Y is equivalent to having T . traffic and is currently in sleep state only if the node has been in for at least a time period equal to ; otherwise, the paging transmission is delayed. 3) Since the aim of the proposed protocol is to let the nodes be in sleep state as often as possible, the problem of tracking the nodes' location may arise. Consider for example a cellular environment where the geographic area is divided into various location areas, each of them cor-responding to a cluster of cells. Let each location area be identified by a local area ID (LAI), as in global system for mobile communication [24] . A node that is not transmitting-receiving packets can determine its current location by periodically listening to the LAI broadcast by the BS and update its position if necessary. In the proposed paging protocol, nodes that are in sleep state and enter a new location area will not update their position, thus, causing an unacceptable increase of signaling traffic and packet delay. To avoid such inefficiencies, the following solution can be implemented. Each BS can transmit an additional signal (namely, a pilot tone at a given frequency or a short bits sequence) to identify the location area to which the BS belongs. Such a signal can be detected by the node through the RAS receiver shown in Fig. 2 , so that the node does not need to wake up. All location areas in the network can be locally identified through a small number of different signals by adopting a reuse scheme. Clearly, fast nodes will not significantly benefit from the presented approach since they have to either wake up often, and therefore, they can never reach a deep sleep state, or seldom update their position, hence, suffering the inefficiencies described above. It is our opinion that the fact that fast nodes will consume more energy than slow nodes should be seen as a price to pay for accessing the network services at a higher mobility rate.
2) From the diagram in
V. PERFORMANCE ANALYSIS
Let us focus on one group of nodes belonging to the same service class and which are assigned the same set of paging sequences and the same sleep pattern. We assume that the time scale is discretized into time slots of unit duration and that the paging signal arrival at the BS is an independent identically distributed (i.i.d.) process with the same distribution for all the nodes in the group. We denote by the probability that a paging signal arrives at the BS for a certain node in a time slot; by , the time elapsed from the last time instant the generic node was awake to time instant , and by the current power state of the generic node. Also, to make the notation simpler, in the following, we indicate the timeout value after which a sleep state is entered with , and we replace with . 3 We define as the delay from the time instant when a paging signal for the generic node arrives at the BS to the time instant when the paging signal is transmitted to , conditioned on being in state .
is greater than zero if, at the time instant at which the paging signal for arrives at the BS, is less than . We compute the average value of as paging for arrives at BS when 3 The simplified notation will not cause ambiguity since the precedessor of any sleep state l (l 6 = L) is unique, and only one service class is considered here.
paging for arrives at BS when (7) From (7), we find that (8) By deconditioning on the sleep state assumed by the node and considering that the propagation time over the radio channel is negligible, the total average delay from the time instant when the paging signal has to be transmitted to the time instant when is awake is (9) In order to compute probability , we first evaluate the average number of nodes in state
. By defining as the number of nodes in state at time instant , we have no. nodes in moving to at time no. nodes in moving to at time no. nodes in waking up at time (10) In order to further understand (10), note that: 1) The term (no. nodes in moving to at time ) is equal to the number of nodes among the nodes, whose time spent in sleep state at time is equal to , provided that no node is paged in state at time ; otherwise, it is equal to zero. Similarly, for the term (no. nodes in moving to at time ).
2) The random variables have the same distribution since the paging arrival process is i.i.d. and the same for all the nodes. Thus, we can suppress the subscript .
3) The event that none is paged in state at time and that is equal to a given value are independent. Therefore, we write none paged in state at time none paged in state at time no. nodes in waking up at time (11) Equation (11) can be computed by considering that for , we have none paged in state at time (12) where node paged at time [see the Appendix for the derivation of ], and
The number of nodes in sleep state that wake up at time are the nodes among the nodes that are intentionally paged by the BS , plus among the remaining nodes that have been in state for a time period equal to or longer than . By defining (see the Appendix for the derivation of ), we have no. nodes in waking up at time (14) Then, by writing (15) we get no. nodes in waking up at time (16) where represents the probability node wakes up at time . Finally, by using (13)- (16) in (11), we obtain (17) Similarly, for , we have (18) Notice that the total number of nodes that are in the transition periods ( and ) is equal to .
From (17)- (18), we can derive the average number of nodes in state as (19) where is a sufficiently large integer number. The probability that a node is in state is (20) By using (9) and (20), we obtain the total average delay from the time instant when the paging signal has to be transmitted to the time instant when the node is awake as (21) By knowing the expression of and , we derive the channel occupation due to the transmission of paging signals as (22) where is the paging signal duration.
By considering the generic period of time , we derive the average power saving per node as power saved in time spent in power cost of transition from to power consumed in no. times node wakes up while being in power cost of transition from to power consumed in no. times node moves to while being in (23) We write no. times node wakes up while being in (24) no. times node moves from to 
VI. RESULTS
Through the analysis carried out in Section V, we derive the performance of the proposed scheme in terms of power gain (denoted by PS) average delay of the paging signals , and channel occupation due to paging.
We assume that the number of nodes is equal to ten and is equal to four; the considered sleep pattern evolution is shown in Fig. 5 . We compute the system parameter values based on the data reported in [12] . We consider that the power consumed at the node in a sleep state is normalized with respect to the power consumed while the node is in receiving mode; thus, we have:
, and for . The time to wake up from every sleep state is assumed to be constant and equal to: ms, ms, and ms. Results were obtained also for uniformly distributed delay overheads with average equal to the above constant values; in this case, was derived from (3) by using the average delay overheads. However, no significant difference was observed between the two sets of results.
The results shown in the following are derived by considering four different sleep patterns with , whose parameters are reported in Table II . The parameters can be derived from (5) by using the values in Table II . We note that sleep pattern lets nodes remain awake with high probability, while patterns with allow nodes to enter sleep states more quickly, relatively to . As the sleep patterns vary from to increases and the time spent by the nodes in deep sleep states is longer. Also, the transition times are longer for than for . The values shown in Table II were arbitrary chosen as examples of different operational conditions. The derivation of optimal sleep patterns depending on the required QoS and hardware constraints will be subject of further research. Fig. 6 presents the behavior of PS and as the arrival rate of paging signals varies, for sleep pattern and . The plot shows that power saving decreases as paging arrival rate increases because nodes characterized by a higher paging rate enter deep sleep states with lower probability. However, Fig. 6 shows that significant power gains can be achieved even for a high downlink traffic load (i.e., high values of ) if a delay in the node's reaction is allowed. On the other hand, if the node has tight delay constraints, a significant power gain can be obtained only in the case of low downlink traffic load. The plot can be used to evaluate the tradeoff between the average delay and the power saving experienced by the nodes as downlink traffic Fig. 7 , where the product between the power gain and the paging delay is plotted as a function of the arrival rate of paging signals.
Channel utilization due to paging signals transmitted by the BS is presented in Fig. 8 . The paging signal duration is assumed to be ten times less than the packet transmission time. As we vary the sleep pattern from to , we get higher values for , and nodes are forced to stay longer in the sleep states. In this case, the downlink traffic transmitted by the BS becomes more bursty and, therefore, channel occupation due to paging decreases. For a fixed sleep pattern, the number of paging signals sent by the BS and of acknowledgments sent by the paged nodes increase as the paging signal arrival rate increases. Figs. 9-11 present results obtained through simulation by assuming the same scenario as presented in [9] for comparison purposes. In [9] , the downlink packet traffic is assumed to arrive at the BS according to a Poisson distribution. The length of each packet is geometrically distributed and the time unit duration is chosen equal to the mean packet transmission time (we set the mean packet transmission time equal to 10 ms). The BS queues the downlink traffic in an infinite buffer and exhaustively serves the node that sent an acknowledgment. If more than one node sent an acknowledgment at the same time, they are served in a random order. (Please, refer to [9] for further details on the simulation scenario.)
Figs. 9 and 10 show the power gain and the mean packet delay, respectively, as the downlink traffic load varies. Packet delay is measured from the time instant when a packet arrives at the BS to the time instant when the packet is delivered to the node. The IB protocol presented in [9] gives a lower packet delay than the proposed solution; in [9] , however, the possibility to increase energy savings by entering different sleep states is not considered. (Note, in fact, that in Fig. 9 the performance in terms of power saving is not reported for the IB protocol.) For the proposed approach, we consider different sleep patterns corresponding to in- Fig. 10 . Mean packet delay due to the proposed scheme compared to the mean packet delay obtained through the IB protocol. Fig. 11 . Normalized downlink power consumption due to the proposed protocol compared to the power consumption due to the IB paging scheme. creasing timeouts and/or values of ; thus, we obtain greater power gain and higher packet delay as we pass from to . For a low value of PS (i.e., when pattern is used), we achieve a mean packet delay comparable to the results obtained for the IB paging scheme; patterns , and imply a large delay, but also a high power gain. Fig. 11 shows the average downlink power consumed by a node while being awake, i.e., the average power spent to receive downlink traffic and transmit acknowledgments back to the BS. As in [9] , the transmission power is set equal to 100, the paging signal duration is assumed to be ten times less than the mean packet transmission time, and the acknowledgment duration is set equal to . Curves are obtained for a number of nodes equal to 10 and 20. As the traffic load increases, the number of received packets increases, as well as the number of transmitted acknowledgments; thus, the power consumption grows. When the number of nodes varies from 10 to 20 while the offered traffic is held constant, performance improves since the downlink traffic load per node decreases. A comparison with the IB scheme shows that the proposed protocol gives better performance for any of the considered sleep patterns. For and an offered traffic equal to 0.9, the obtained improvement is roughly equal to 16% in the case of , and to 53% in the case of . An even greater improvement is achieved for . However, as shown in Fig. 10 , such a great reduction in power consumption with respect to the IB scheme is achieved at the cost of a much higher mean packet delay.
Finally, Fig. 12 compares the channel occupancy due to the proposed paging protocol with the performance of the IB scheme. The improvement reached with the proposed scheme with respect to the IB scheme is significant for any value of and is almost equal to one order of magnitude for taking values in the range between 0.3 and 0.8. The behavior of the channel occupancy due to paging signals in the IB protocol can be explained as follows [9] . As the offered traffic grows, the channel occupancy increases since more paging messages are delivered. However, at a critical value of offered traffic, where the BS pages several users with the same paging message, the channel occupancy starts decreasing. Moreover, paging tends to vanish as the traffic load increases.
VII. CONCLUSION AND DISCUSSION
In this paper, we have proposed a new paging scheme that allows nodes to wake up only when necessary. The paging protocol is combined with a power management policy maximizing the node power saving while still meeting the QoS requirements on packet delay. Results showing the tradeoff between power gain and traffic delay were obtained through both analysis and simulation. Compared to the IB protocol, the presented scheme performs better in terms of both power consumption and paging channel occupation.
We would like to emphasize that there are several related issues that still need to be solved. For example, with wireless devices supporting a variety of traffic, further work has to be done in order to develop a system that dynamically adapts to the applications. In particular, optimal timeout values for the sleep patterns associated with different service classes have to be defined. Also, a probability of error in the BS estimation of the nodes' operational state should be introduced. This would enable a performance study of the proposed scheme in the presence of sleep patterns with probabilistic transitions. Finally, the problem of optimally trading-off between power saving and QoS provisioning for uplink traffic has to be addressed. In this case, each network node should compute its scheduling policy for packet transmission based on the node's QoS requirements, energy constraints, and the network traffic load. The possibility to use stochastic dynamic programming for optimally solving the problem should be explored.
APPENDIX A
Recall that the arrival of paging signals at the BS is assumed to be an i.i.d. process with the same distribution for all the nodes in the group. For , we have (27) node paged at time node paged at time node paged at time node paged at time n (28)
