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1. INTRODUCTION 
The problem described here was presented to the author by Frans Saris from Amolf and 
Wang Zhong Lie (Peking University, from September 1980 to September 1982 working at Amolf). 
It arose from the research of Laser-annealing of Si or GaAs whose crystalline structure had been 
destroyed near the surface by ion-implantation [4,5]. It appears that the crystalline structure 
recovers after the amorphous layer is irradiated by a laser-beam and is heated to the point of 
melting. We consider a small piece of Si which consists of a thin amorphous layer ( 1.510-5 cm) 
at the surface and a relatively thick crystalline layer ( 1.18510-3 cm). When the surface is irradi-
ated by a laser beam of (Gaussian) intensity 
-(2.,1r1.1-toJy. 
/(1) =Joe Eo (1.1) 
with 
I o maximum intensity in Watt/cm2 
to time at which intensity reaches its peak 
Eo laser energy in Joule/cm2 
the temperature of the Si rises and after some time (relatively spoken, the process described takes 
place within tens of nanoseconds), melting sets in. The melt front (see fig. 1) moves from left to 
right, until the heating effect due to the laser pulse I (t) dies down and resolidification starts. Then 
the melt front (it should now be called resolidification front, but for convenience, we will always 
speak about melt front) moves from right to left until Si is solid again. 
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1.1. Mathematical description of the process 
In mathematical terms, the variation of the temperature is described by the heat equation 
c(T)p aa~ = fz-<IC(T) ~~) + SL(z ,t); O<z <zo; t ;;;..O; 
SL(z,t) = a(z)e-a(z)z/(t)(l-R); 
where the parameters have the following meaning: 
T temperature in K; 
time in seconds; 
z distance from irradiation surface in cm; 
z 0 thickness of irradiated Si; 
c(T) heat capacity of Si in Joule/(gram Kelvin); c(T) > 0; 
p mass density of Si in gram/cm3 ; 
K(T) heat conductivity of Si in :Watt/( cm Kelvin); ic(T) > O; 
tX(z ) absorption coefficient of Si in cm - I; a(z ) > O; 
I(t) intensity of laser pulse, defined by (1.1); 
R reflectivity of surface; depends on state of surface; 
R = R i.if no melting occurs; 
R = R 2,if melting occurs; 
R1 > R2; 
The boundary and initial conditions of T are 
ar fz"'<O,t) = O; 
T(zo.t) = T0 ( = 300K); 
T(z ,0) =To; 
where T 0 is the environment temperature. 
The two-phase state 
(l.2a) 
(l.2b) 
If Si is only in solid state, equation (l.2a) is valid on (O,z0) and IC(T) and ar / az are con-
tinuous on (O,z 0), while the forcing term SL(z ,r) may be discontinuous at some points, e.g. at the 
amorphous-crystalline interface. If melting occurs, however, these expressions are discontinuous at 
the melt front s(t), where the Stefan interface conditions hold: 
T(s(t),t) = T,. (= 1685K); 
Lops(t) = lim[ic(T)aTI - lim[IC(T)aTI 
Z j.s(I) az zf<{I) az 
with 
Lo latent heat of Si in J/g; 
s(t) ds(t)/ dt, the speed of the melt front; 
Tm melt temperature of Si; 
(l.2c) 
(l.2d) 
Discontinuities of K(1) and a(z) at melt front 
In the current model, the absorption coefficient a is supposed to be a piecewise constant 
function defined by 
{ a, (=5.0104) , if s(t) < z o;;; zo; 
a(z) = am (=7.0105) , if 0 o;;; z < s(t) 
The heat conductivity is defined by 
where K, is positive, continuous and monotonically decreasing on [To,Tml with 
1.2. Limitations of the model 
(1.3) 
(1.4) 
The above model of the heat conduction by laser-iradiated Si is a deliberate simplification, 
since only the mathematical aspects are now being discussed. The simplifications are: 
1. Evaporation of Si is not taken into account, while as a matter of fact, it evaporates if E 0 is 
large enough. 
2. a, is assumed to be constant on (s (t ),z 0), while in reality a, has a discontinuity at the 
crystalline-amorphous interface. 
3. The melt temperature of Si is assumed to be the same for amorphous and crystalline Si, 
while the amorphous melt temperature is some hundreds of degrees lower than the crystal-
line melt temperature (1373 K vs. 1685 ° K). 
4. K3 (T) is discontinuous at the amorphous-crystalline interface, while in this paper it is sup-
posed to be continuous 'on [s(t),z0]. 
2. NUMERICAL SOLUTION OF THE MOVING BOUNDARY PROBLEM 
There are some pitfalls for the numerical analyst, when he tries to solve this problem per 
computer: 
I. The appearance and disappearance of the melt front. 
Before and after the melting, the Boundary Problem is standard. It is, however, impossible to 
establish beforehand when the melting commences and terminates. Consequently, after each 
timestep, the state of the system has to be checked: 
a. Is the temperature at the surface (where it is hottest) still below Tm ? (only relevant, if 
the temperature is rising and if there is no liquid state). 
b. Is the melt front still present? 
2. The presence of a moving material interface inside (O,z 0) makes it impossible to use standard 
semi-discretization and time-integration methods. 
The use of a variable space-grid which was successfully practiced by Bonerot & Jamet [2), 
fails here because of the initial and final tininess of the liquid region (0,s(t)). 
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2.1. Transformation of the space variable 
A well known method for coping with MBPs is the use of transformations replacing variable 
domains by fixed domains. In this case, we introduce the transformations 
{xs(t) , if z o;;;s(t); 
z = xz0 + (1-x)s(t) , if z ;;;.s(t). 
Furthermore, we split T in T, and 1j by 
{T, , if z E;;s(t); 
T = T, , if z ;;>s(t). 
After some calculus, problem (1.2) is transformed to the following system of problems: 
aT, xs aT, Km a2T, 
c(T1)P[ at - 7-a;-J = ;r- ax2 + 
+ «m(I-R)J(t)e-•m"'; 
aT, ~O,t) = O; T1(1,t) =Tm; 
ar lJ--"''" · aT 1 a ar 
c(T,}p[-' - ~-'] = ---;;:--(K,(T,)-') + 
at zo-s ax (zo-s)2 ax ax 
+ a,(1-R)J(t)e -a,(xzo+(l-x)s); 
T,(O,t) = T.,; T,(1,t) = To; 
LopS = K,(T.,) aT,·(O,t) - "m aT, (l,t). 
zo-s ax s ax 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
(2.5) 
We see that by the use of (2.1), we have transformed (1.2) into a system of two transient boundary 
problems and one Ordinary Differential Equation (ODE). 
2.2. The discrete time Galerkin method 
If s(t) were always positive, problems (2.3)-(2.5) could be semi-discretized in space by some 
standard method and afterwards integrated in time by some ODE integrator. However, s(t) starts 
and ends with a zero value which makes (2.3) singular. We therefore introduce a discrete time 
method: we approximate aT1 /at and aT, /at by some difference method and hence solve the 
resulting system of ODEs. 
For the time-discretization, we choose the Backward Euler Method: 
aT, T1(x,t) - T1(x,t--r) aT, T,(x,t) - T,(x,t--r) 
-;;:-<a x ,1 ) ::::::: ; -;:;-:=-<a x ,t) ::::::: ; 
t T t T 
(2.6) 
Substitution of (2.6) in (2.3) and (2.4) leads to a system of Two Point Boundary Problems 
T1 -Ti xs· 
c(T1)p(--- - -T/] = 
T S 
Km " -a xs 
= - 2-Ti + l'i;n(l-R )/(t)e m ; 
s 
c(Ts)PIT,-T; - (1-x)sT;J = 
T zo-s 
I 2 (K,(T,)T,')' + a,(1-R)/(t)e -a,[xzo+(l-x)s); (z 0 -s) 
T.(0) = Tm; T,(I) = To; 
K,(Tm) T,'(O) - ~T/(l). 
zo-s s 
(2.7) 
(2.8) 
(2.9) 
In (2.7) and (2.8), T1, T,, Ti and r;, denote T1 (x ,t ), T, (x ,t ), T1 (x ,t - r) and T, (x ,t -r), respec-
tively. 
The problems (2.7)-(2.8) can be solved by some space discretization method. This method 
can be the Finite Difference Method (FDM) or the Finite Element Method (FEM) [6] . We 
prefer the latter method, not solely for reasons of taste but because it enables us to approximate s 
more accurately, as we will show. 
2.2.1. The Finite Element Method using piecewise linear functions 
Let 
D.= {O=xo < X1 < ... < XN=l} 
be a uniform partition of (0, I] in N segments with 
x, = hi; i = 0, ... ,N; h = I IN; 
If we put 
T1(x1 ,t) ~ U1 ; T1(x1 ,t -T) ~ u;; 
T,(x1 ,t) ~ V,; T,(x1 ,t -r) ~ v;; i = 0, · · ·, N. 
(2.10) 
(2.11) 
(2.12) 
Then, for [J and V, the following difference scheme results from application of the c 0 Galerkin 
method using piecewise linear functions on Ll.: 
h • Km U1- Vo h 
c(Uo)Pfi(Uo-Uo)/r] = 7 --h- + z:aml(t)(l-R); 
XS U -U t 
c(U;)hp((U, -u;)/T - --;- •+12h ,_ ] = 
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Km U;+i-2U; + U;-1 + haml(t)(l-R )e -amsx,; I ,,;;;; i ,,;;;,N - I; 
sz h 
UN =Tm; 
V; - V;' (I - X; )S V; + I - V; - I j 
c(V;)ph[--- - --- = 
T zo-S 2h 
(K,(Vi-1)+1e,(V;))(V;-1-V;) + (1e,(Vi+1)+1e,(V;))(V;+1-J/i) + 
2(zo-s)2h 
+ h (1- R )a,! (t )e -a,[x,zo+(l-x,)s] ; I ..;;;; i ..;;N - I; 
Vo= Tm; VN =To-
(2.!3) 
(2.14a) 
lf no melting occurs and if we apply the same discrete time Galerkin method, we obtain for V the 
linear system 
Vo-Vo' 
c(Vo)Ph 2T 
+ ~h(l-R)a,I(t); 
V; -V;' 
c(V;)ph(-,,.- = 
(K,(Vo)+.:,(V1))(V1-Vo) + 
2zo2h 
+ h(l-R)a,J(t)e-a,x,zo; l,,;;;, i ..;;N-1; 
VN =To-
(2.14b) 
Note that in (2.14b) V0 is now variable, because of the natural boundary condition (l.2b) for 
z =O. 
2.2.2. Approximation of s 
In (2.13)-(2.14) s has yet to be approximated by some difference expression. It would be 
lpting to use some finite difference formula for s like 
. K,(Vo)(Vi-Vo)- Km(UN-UN-1) 
LoPS ~ h . (2.15) 
fhis formula, however, has the disadvantage that the approximation of s is one order less accurate 
than the approximation of T, and T1, i.e. of 0 (h) vs. 0 (h2). 
In order to obtain a better approximation of s, we use a result of Wheeler [3] which consists 
of a cheap and accurate approximation of the flux at the break-points X;, once the Galerkin solu-
tion is known (see the Appendix for a more extensive treatment). If we apply their theorem to 
(2.13) and (2.14), we obtain the following approximations for T/(l,t) and T,'(O,t): 
(2.16) 
(2.17) 
+ lh[sc(Vo)p(Vo-Vi) + h(z 0 -s)a,I(t)(I-R)e -a,']; 
If we subtract (2.16) from (2.17), we easily find that 
(2.18) 
which yields an approximation of s which is not only more accurate than (2.15) but works better 
at the early stage of the melting state. 
2.3. Iteration scheme for time-integration 
As we saw in the previous section, time-integration is easy enough, if s(t)=O. If melting 
occurs, we use for the solution of (2.13)-(2.14) and (2.18) the following scheme (see also Bonerot & 
Jamet [2]): 
Make an initial guess of s by 
so(t)=s(t -T)+Tso(t); So(t)=s(t -T) 
Make an initial guess of V and V by putting 0° = 'fJ' and 
Po= v·. 
Repeat until 
some stop criterion 
is satisfied 
Perform one Newton iteration 
for the solution of (2.13)-(2.14) 
for s = s;(t), s = s;(t), to 
obtain 'fJi + 1 and Vi+ 1, 
i = 0, ... ' 
Compute 81+ 1(t) from (2.18) for 
tJi+f and v1+ 1 and put 
S;+1(t)=s(t -T)+TS1+1(t) 
Table I. Iteration scheme for time-integration 
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We see that the above iteration scheme reduces to a common Newton iteration process, if we 
delete the updating of 0, s(t) and s(t) from it. 
There is only one small problem in the iteration scheme of table 1: how to get a reasonable 
guess of s when, the melting starts? One could try to extrapolate formula (2.18) to s =O. Another 
method is the following: One can easily derive from (1.2) the ODE 
'o 
friL 0ps(t) + £T(z,t)dz) = 
'o ar 
= jSL(z,t)dz + K,(T0)~a zo,t) = 
0 z 
(2.19) 
-· , -·, -· • 0 ar 
= (1-R)J(tXl-e m +e ' -e ' ) + K,(To)az-<zo,t). 
'o 
If we cancel ~aT z o.t) in (2.19) and cancel the variation of J T (z ,t )dz , we have the approximation 
z 0 
L 0ps(t) ~ (1-R)/(t)(l-e - .. ,'°),if s(t) = 0. (2.20) 
REMARK 
Formula (2.20) is an overestimation of s but has the advantage that its order of magnitude is 
not wildly misguessed. 
2.4. Stepsize control 
In order to control the time-integration process, the following conditions were imposed to 
the stepsize 'T : 
I. The surface temperature T(O,t) is not allowed to change by more than, say, 100 K. If so, 
the time-step is rejected and, by interpolation, a new and smaller time-step is tried. 
2. The melt front is not allowed to change by more than, say, 50 Angstroem. If so, the tirne-
step is rejected and, by interpolation, a new and smaller time-step is tried. 
3. 'T has the bounds 
1.010-12 = 'Tmin ,,;;;'T ,,;;;'Tmax = 10.0(hzof 
4. 'T is not allowed to increase by more than 50 % per tirnestep. 
5. If the state of the system changes between t -'T and t, t is rejected and , by interpolation, 
replaced by a new t which is a prediction of the time at which the change takes place. For 
example, if 
Vo'< Tm< Vo; 
where P is the solution of (2.14b), then 'T is replaced by 
(Tm -Vo')'r 
,,.· = 
V0 -Vo' · 
3. NUMERICAL EXAMPLE 
In this chapter, problem ( 1.2) is numerically solved for the following input parameters: 
Parameter value or domain 
To 300 K 
Tm 1685 K 
to 25 I'S 
lo 5.0107 
zo l.210 -3 cm 
p 2.33 
£ 0 0.5,l,l.5,2,2.5 Joule 
Km 0.51 
Olm 7.0105 
a, 5.0w4 
Lo 1801 
Ks 1.38 # Ks # 0.32 
"s monotonically decreasing on ( T 0,T m) 
c(T) 0.95 .,;;; c(T) .,;;; 1.10 
c monotonically increasing on [T 0,oo) 
R R = 0.3, if no melting occurs; 
R = 0.6, if Si is melting 
From the graphs of s(t ;£0) (see fig. 2) and T(O,t ;£0) (see fig. 3) one can see that 
I. The melting starts sooner, the melt depth is larger and the melting ends later, when £ 0 is 
larger; · 
2. The surface temperature has a larger peak, if E 0 is larger. 
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Figure 2. Graph of s(t) for E 0 = 0.5,l.0,1.5,2.0,2.5 
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Figure 3. Graph of T(O,t) for £ 0 = 0.5,!.0,!.5,l.O,l.5 
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APPENDIX 
Let 
- (p(x)y')' + q(x)y' + r(x)y = f(x), x E(O,l); 
y(O) = y(I) = 0; 
(Al) 
(A2) 
be some two-point boundary problem with unique solution. Then for every <j>EC0(0,l) the relation 
(py',<j>') + (qy',<j>) + (ry,<j>) = (/,</>) + {p(x)y'(x)c/>(x)]J (A3) 
holds, where (.,.) denotes the usual L 2(1) inner product. 
Let A defined by (2.10)-(2.ll), be a partition of [0,1] and let</>;, i = 0, · · · ,N be defined 
by 
{1-x / h , if o .;;; x .;;;h; 
<Po(x) = O , elsewhere; 
l(x - X; -1) I h </>;(x) = ~X;+ 1 -x)/h , if Xj -1 ~ X ~ Xi ; , if Xj ~ X ~ X; + 1; 
, elsewhere ;i = I,·· · ,N-1; 
' if XN -I .;;; x .;;; 1; 
, elsewhere ; 
(A4) 
(A5) 
(A6) 
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Then it is standard [6] that y(x) can be approximated by 
N-1 
Y(x) = ~ C;<l>;(x); 
i=I 
where -e is the solution of the (tri-diagonal) linear system 
N-1 
~[(p<l>'i><l>'j) + (q<l>;,<l>'j) + (r<l>;,<l>j)]c1 = (j,<j>;),i = l,· · · ,N-1. 
j=I 
The pointwise error of Y is 
ly(x) - Y(x)I.;; C(y)h2,xE[O,l]; 
For the boundary tluxes, Wheeler[3] developed the approximations 
- p(O)y'(O) ~ (pY',<j>'0) + (qY',4>o) + (rY,tf>o) - (j,t/>o); 
+ p(l)y'(l) ~ (pY',<f>'N) + (qY',<l>N) + (rY,<f>N) - (j,<f>N); 
(A7) 
(AS) 
(A9) 
(AIO) 
by simply applying (A3) for tf>o and <l>N and replacing y by Y in the integrand. She could prove 
that (AIO) has an approximation error of O(h 2) instead of O(h) which would have been achieved if 
the difference formulae 
y'(O) ~ (c1-co)/h; 
y'(l) ~ (cN -cN-1)/h 
were used. 
(All) 
In (A9-Al0), integrals involving p,q,r,f are to be evaluated, which can sometimes be 
cumbersome. However, if in formulae (A9-Al0) (.,.) is approximated by the extended trapezoid 
rule [l,ch. 25.4.2], the orders of accuracy remain O(h2). 
If the above formulae are applied to (2.7)-(2.9) with use of the extended trapezoidal formula, 
equations (2.13)-(2.14) and (2.16)-(2.18) result. 
