Abstract Hu et al. (2013) proposed an approach to update complex geological facies models generated by multiple-point geostatistical simulation while keeping geological and statistical consistency. Their approach is based on mapping the facies realization onto the spatially uncorrelated uniform random numbers used by the sequential multiple-point simulation to generate the facies realization itself. The ensemble Kalman filter was then used to update the uniform random number realizations, which were then used to generate a new facies realization by multiple-point simulation. This approach has not a good performance that we attribute to the fact that, being the probabilities random and spatially uncorrelated, their correlation with the state variable (piezometric heads) is very weak, and the Kalman gain is always small. The approach is reminiscent of the probability field simulation, which also maps the conductivity realizations onto a field of uniform random numbers; although the mapping now is done using the local conditional distribution functions built based on a prior statistical model and the conditioning data. Contrary to Hu et al. (2013) approach, this field of uniform random numbers, termed a probability field, displays spatial patterns related to the conductivity spatial patterns, and, therefore, the correlation between probabilities and state variable is as strong as the correlation between conductivities and state variable could * Corresponding author. Tel: +34 963879615 Fax: +34 963879492
constructed, and then a uniform random number is generated that is used to draw a value from the conditional distribution. There is a unique relationship between the (independent) 23 uniform random numbers and the attribute values; therefore, one can envision using the ran-24 dom numbers as the parameters to be updated by the EnKF algorithm, and thus preserving 25 the non-Gaussian features that are built into the calculation of the conditional distributions.
26
The idea is very clever because once you fix all other parameters in the MPS algorithm, 27 that is, training image, size of search neighborhood to look for conditioning data, maximum 28 number of conditioning data to retain, path for the sequence in which the nodes are visited, 29 etc., you can modify locally or globally the field of uniform random numbers to generate a 30 new reservoir model.
31
The initial objective of the work by Hu et al. (2013) was to assimilate production data 32 onto binary facies models; the mapping of the uniform probability realization onto a facies 33 realization (a realization consisting of only two numbers) has the additional interest of finding 34 a mapping of a discrete field onto a continuous one, since the latter will be amenable of 35 treating by the EnKF. The method proposed by Hu et al. (2013) simply applies the standard
36
EnKF to the uniform random numbers, instead of onto the facies values.
37
We have tested the method by Hu et al. (2013) in the context of assimilating piezometric 38 heads in an aquifer and we have found that the method does not perform as well as expected,
39
at least for the case analyzed hereafter. We think that this underperformance is due to 40 the very weak cross-correlation that there is between the uniform numbers and the state which is a function of the auto-and cross-covariances of parameters and state variables.
When the parameters being updated are uniform random numbers that are uncorrelated in 49 space, the auto-covariance of the parameters and the cross-covariance are very weak, resulting 50 in a very small Kalman gain. The net effect is that during the analysis step the update of 51 the uniform random field is small and limited to a very narrow area around observation 52 locations.
53
Mapping parameters onto probabilities reminded us of the probability field approach 54 Froidevaux (1993) to generate conditional realizations of a given parameter using uncondi-55 tional (but correlated) realizations of a uniform random field. In this case, the mapping uses 56 the local conditional distribution functions of the parameter. Given a set of conditional data,
57
and a set of structural parameters, one can obtain the local conditional distribution functions 58 by simple kriging, indicator kriging, numerically from a training image, or from an ensemble 59 of realizations generated otherwise. Once the local conditional distribution functions are 60 defined at each point within the domain, there is a unique mapping from a probabilty field 61 onto a parameter field. The probability field does not have to be conditional to the parame-
62
ter values since the conditioning will happen when reading back the (Heaviside) cumulative 63 distribution function at conditioning locations; yet, it needs to be correlated, to preserve 64 the correlation structure of the parameters. The interest of the probability field approach 65 was the generation of conditional realizations (of the parameter) from unconditional realiza-66 tions (of probabilties), which were, at the time, much cheaper to generate than conditional 67 ones. The method never had a wide acceptance for the difficulty of establishing, a priori, 68 which the correlation structure of the probabilities should be. Yet, there are some interest-69 ing applications of probability fields for inverse modeling (Capilla et al., 1999; Capilla and 70 Llopis-Albert, 2009).
71
We have decided to revisit the concept of probability fields in the context of data assim-72 ilation by the EnKF. The spatial correlation of the probability fields will be determined a 73 posteriori, from the ensemble of parameter realizations, thus avoiding the main problem of 74 the original idea. We have applied the EnKF on the probability fields and found that the 75 method gives good results.
76
The paper continues by presenting an extension to the algorithm by Hu et al. (2013) for 77 the simulation of continuous variables, together with the implementation of the EnKF using 78 probability fields. Next, both algorithms are tested in a synthetic channelized aquifer with 79 a bimodal histogram of conductivities. 
Methodology

81
In this section, we will describe the two algorithms. The algorithm based on Hu et al.
82
(2013) work will be referred to as the Uncorrelated Probability Field (UPF) method, and 83 the one based on Froidevaux (1993) approach will be referred as the Correlated Probability
84
Field (CPF) method.
85
In both methods, the parameter which is updated by the EnKF is probability (which 86 should follow a uniform distribution between 0 and 1); however, given that the EnKF is 87 optimal when the parameters follow a Gaussian distribution, we will convert the uniform tion is done in two steps, in the first step a facies realization is generated using MPS (we limit 96 this analysis to two facies), and, in the second step, each facies is independently populated 97 with conductivity values using sequential Gaussian simulation (SGS) Gómez-Hernández and 98 Cassiraga (1994); Gómez-Hernández and Journel (1993) . This implies that the mapping 99 between conductivities and probabilities requires not just one random field of uncorrelated 100 uniform numbers, but three, one to generate the facies and two to generate the conductivities 101 that will be associated with each facies. Conceptually the approach is the same as the orig-102 inal one: conductivities are mapped onto uncorrelated probabilities, and these probabilities 103 are the parameters updated by the EnKF.
104 Figure 1 shows the flowchart for this method, which can be described as follows: 2. Transform the uncorrelated Gaussian deviates into uniform probability fields. 
Correlated probability field method
119
For the CPF method we need to establish first which are the local conditional probability 120 distributions given the conditioning data. When the probability field method was developed, 121 these probability distributions were obtained by kriging: simple kriging when the random can also be used to define the local conditional probability distributions. An alternative, used 126 in this work, is to infer the conditional distributions from an ensemble of realizations that 127 has been generated by whichever stochastic simulation approach.
128
Before the CPF method starts, we have to generate an initial ensemble of conductivity 
Synthetic Example
152
The performance of the two methods will be evaluated on a synthetic confined aquifer Table 1 .
163
The log-conductivities in the synthetic aquifer are built in two steps. In the first step, will be used for assimilation by the EnKF. No facies data, or log-conductivity data are used.
183
Both the UPF and the CPF begin with an ensemble of realizations that will be progres-
184
sively updated by ensemble Kalman filtering after observations are taken at each time step.
185
In this work, we generate 800 realizations, using the same two-step approach as for creating 186 the synthetic aquifer, that is, we use the same training image for the facies realizations by
187
MPS and the same parameters of Table 1 to fill in the facies with log-conductivities. These 188 realizations are unconditional since no data on facies or log-conductivity are available.
189
For the purpose of applying the UPF method, we have recorded the uniform random 190 numbers used for the generation of the fields; then, these uniform random numbers are 191 transformed into Gaussian deviates using the inverse of the standard Gaussian distribution.
192
The UPF starts from this ensemble of realizations of Gaussian deviates (see Figure 1 ).
193
For the purpose of applying the CPF method, we have computed, at each node, the local 194 conditional distribution function, which, for this case, since the realizations are uncondi-195 tional, coincides with the one derived from the global histogram of the reference (see Figure   196 4b).
197
Next, we evaluate the ability of both methods to reproduce the patterns observed in the 198 synthetic aquifer after assimilating the piezometric heads for the first 60 time steps. We will 199 also evaluate the ability of both methods to reproduce the observed piezometric heads. log-conductivity realizations used in both approaches, together with the global histogram.
203
The 800 realizations were generated unconditional and, consequently, their ensemble mean To try to explain why the dramatic difference in performance we will show the evolution It is interesting to analyze how the update in the log-conductivity field relates to the 238 update of the underlying probability fields. Figure 11 shows the update of the underlying 
256
To illustrate what we mean by chaotic behavior in the sequential simulation algorithms 257 consider two probability fields that are identical except for one pixel. Each probability 258 field will have a conductivity realization associated. If this pixel is at the beginning of the 259 random path used to generate the realizations, the change in hydraulic conductivity at that 260 location will induce changes in the nearby locations, since all conditional probabilities will be 261 influenced by this initial change. However, if the pixel at which the probability fields differ 262 is the last in the simulation path, only the conductivity at that location will be different 263 between the two conductivity fields. This is shown in Figure 14 264
Reproducing piezometric head
265 Figure 15 shows the piezometric head evolution at piezometers #1 and #2 of Figure 5 266 computed on the initial set of realizations. As expected, and given that the initial realizations 267 are unconditional, their response to the groundwater flow conditions in the synthetic aquifer 268 is quite variable among the realizations.
269 Figure 16 shows the piezometric head evolution at the same piezometers for the two 270 methods after 60 assimilation time steps. The UPF shows a minor improvement with respect 271 to the initial realizations, whereas the CPF is able to generate log-conductivity realizations 272 capable of matching almost perfectly the observed piezometric heads.
273
Again, the behavior of the UPF must be attributed to the weak correlation between the
274
Gaussian deviates and the piezometric heads in the UPF, plus the chaotic behavior of the 275 sequential simulation algorithms: a small change in a single probability value could induce 276 a very large change in the final log-conductivity map, particularly if this change happens in 277 a node that is generated early in the path that visits all nodes being simulated. idea. By modifying these probability fields and using them in a multiple-point geostatistical 283 simulation, we can assure that the final realizations will always be coherent with the training 284 image chosen. Therefore, it seemed a good idea to try to update the probability fields, instead 
292
Revisiting the probability field approach, which is based also in the mapping of conduc-293 tivities onto probabilities, and formulating the EnKF method in terms of these probabilities,
294
proves to be a powerful approach to generate conductivity realizations which display features 295 difficult to model with multiGaussian-based approaches. This is an approach that should be 296 reconsidered for data assimilation in hydrogeology and petroleum engineering.
297
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Advances in Water Resources 34, 844-864. 1 Figure 9 : Evolution of the 400th realization in both methods. Top row, uncorrelated probabilities (S1); bottom row, correlated probabilities (S2). Columnwise from left to right, initial realization (same for both approaches), after time step 9, 10, 59 and 60. Figure 10: Evolution of the 800th realization in both methods. Top row, uncorrelated probabilities (S1); bottom row, correlated probabilities (S2). Columnwise from left to right, initial realization (same for both approaches), after time step 9, 10, 59 and 60. .05000
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Figure 11: Increment of Gaussian deviates in realization 400. Top row, uncorrelated probabilities (S1); bottom row, correlated probabilities (S2). Left column, update at the 10th step; right column, update at the 60th step. .05000
Figure 12: Increment of Gaussian deviates in realization 800. Top row, uncorrelated probabilities (S1); bottom row, correlated probabilities (S2). Left column, update at the 10th step; right column, update at the 60th step. .5000
1.000 1 Figure 13 : Faces changes induced by updating the probabilities in the uncorrelated probability field method. Blue means change from sand to shale, red means change from shale to sand, and green means no change. Right column for the updates at time step 10, left column for the updates at time step 60, top row for realization 400, bottom row for realization 800. .6000
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1.000 Figure 14 : Change in lnK between two realizations generated by sequential Gaussian simulation using exactly the same parameters except for one of the probabilities used to draw from the local conditional distributions. Left: when the probability changes at the first node of the random path. Right: when the probability changes at the last node of the random path. Figure 5 by the log-conductivity fields obtained after 60 time steps. Left, piezometer #1; right, piezometer #2. The red squares correspond to the head evolution in the synthetic aquifer, the gray lines are the head evolution in the individual realizations, and the green triangles correspond to the ensemble mean. Figure 16 : Reproduction of the observed piezometric head at the piezometers #1 and #2 of Figure 5 by the log-conductivity fields obtained after 60 time steps for both methods. Top row, uncorrelated probability field method (S1); bottom row, correlated probability field method (S2). Left, piezometer #1; right, piezometer #2. Meaning of lines same as previous figure. 
