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Introduction
In this paper, we deal with two simple geometric problems: how to partition the unit square into p rectangles of given area s1 s21 . . . , sp ( angle is a square (this is not achievable in this example). As for the second objective function, we compute that all rectangles are squares, which is not achievable in this example either). Hence the partition turns out to be very satisfactory for both objective functions. The geometric interpretation for the sum of the half-perimeters is nice: it is the length of the lines drawn to make the partition. plus 2 corresponding to the right and bottom edge of the unit square. The main results of the paper are the proof of NPcompleteness and approximation algorithms for both optimization problems. Beforehand, we explain the initial motivation for this work, which arises from minimizing communications in the design of parallel algorithms targeted to heterogeneous platforms. The rest of the paper is organized as follows. In Section 2 we explain the motivation from heterogeneous parallel computing. In Section 3 we formally state the optimization problems PERI-SUM (minimize the sum of the perimeters of the rectangles) and PERI-MAX (minimize the largest perimeter), and we establish their NPcompleteness. Section 4 is devoted to the design of approximation algorithms for PERI-SUM; Section 5 is its counterpart for PERI-MAX. To demonstrate the practical usefulness of these heuristics, some MPI experi-1066-6192/01$10.00 @ 2001 IEEE ments are reported in Section 6. In Section 7 we briefly survey related optimization problems. We give some final remarks and conclusions in Section 8.
Problem Motivation
The motivation for this work is the design of parallel Matrix Multiplication (MM for short) algorithms targeted to heterogeneous platforms, such as heterogeneous clusters of workstations, or collections of such clusters. Parallel MM algorithms work as follows: let C = A x B the product to be computed, where A and B are square matrices of size n x n. First, granularity is increased: matrix blocks rather than elementary matrix coefficients are allocated to processors, as in the ScaLA-PACK library [4] . Hence, each "element" in A, B and C is a square T x T block, and the unit of computation is the updating of one block, i.e. a matrix-matrix multiplication of size T . Assume there are p processors. The three matrices A, B and C are partitioned into p (superposed) rectangles. There is a one-to-one mapping between these rectangles and the processors. Each processor is responsible for updating its rectangle: at each step, one pivot column and one pivot row are communicated to all processors, and independent updates take place; more precisely, each processor updates each block in its rectangle with one block from the pivot row and one block from the column row, as illustrated in Figure 2 . Figure 2 . The MM algorithm on a heterogeneous platform.
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Using different-speed processors, we want to balance the computing load so that each processor receives an amount of work in accordance to its computing power.
Because all C blocks require the same amount of arithmetic operations, each processor executes an amount of work which is proportional to the number of blocks that are allocated to it, hence proportional to the area of its rectangle. In Figure 2 , we have 13 different-speed computing resources. We let si the fraction of the total computing power represented by processor Pi, 1 _< i _< p .
Normalizing processor speeds, we have cy='=, si = 1. Conversely, some communications can occur in parallel, if the computing resources are linked through a dedicated high-speed network, and if parallel communication links are provided. In that context, we may want to minimize the maximal amount of communications to be performed by each processor, so that the objective function becomes A4 = maxl<i<,(h, _ _ + vi).
Once a solution to either optimization problem has been found, we derive the allocation of data elements to processor Pi by rounding up the values n x hi and n x wi. Finally, note that both optimization problems have a wide potential applicability. Forgetting about MM algorithms, consider the implementation of any application (such as a finite-difference scheme) where heterogeneous processors communicate boundary elements at each step (the communication scheme need not be nearest-neighbor, it can be anything): minimizing the total communication volume, or the maximal amount of communications performed by one processor, while load-balancing the work, amounts to solving exactly the same optimization problems. Our main result states the intrinsic difficulty of the PERI-SUM and PERI-MAX optimization problems:
NP-Completeness

Theorem 1 PERI-SUM(s, K ) and PERI-MAX(s,K) are NP-complete.
The proof is provided in [3, 1.51. More important than the proof, the theorem itself clearly demonstrates with a column-based heuristic, very simple to implement, and which appears very efficient through extensive experimental comparisons. However, we have not been able to give a tight approximation bound: the bound of Section 4.1.3 depends on the relative size of the rectangles to be used in the tiling. In Section 4.2 we move to a recursive heuristic, much more complicated to describe, but for which a nice approximation bound is provided. 
Column-Based Heuristic
Description
Since PERI-SUM(s) is NP-complete, we consider the more constrained problem COL-PERI-SUM(s) where we impose that the tiling is made up with processor columns, as illustrated in Figure 3 . In other words, COL-PERI-SUM(s) is the restriction of PERI-SUM(s) to column-based partitions. In this section, we give a polynomial solution to COL-PERI-SUM(s), which will be used as a heuristic for PERI-SUM(s).
the intrinsic difficulty of static load-balancing on heterogeneous platforms while minimizing communication r n r t Framework We describe the COL-PERI-SUM(s) problem more formally: we aim at tiling the unit square
into C columns (where C is yet to be determined) of width c1 . . . , CC. Each column Ci is partitioned itself into ki rows (to be determined too) of respective area s,,(%,~), . . . , sv(+). Of course, the final partitioning has ki = p rectangles, and all the areas SI, . . . , sp are represented once and only once. The goal is to build such a partitioning, subject to the minimization of the sum of the rectangle perimeters.
Approximation Algorithms for PERI-SUM
There are several "natural" heuristics to approximate PERI-SUM. However, proving approximation bounds turns out to be very technical. We start in Section 4.1 Algorithm The main points of the column-based tiling are the following: 6.5 17 6.5 I 5 6.8 I 
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In the example, the optimal partitioning is obtained 
Algorithm
The algorithm is outlined as follows (fcperznze te corresponds to the f c ( q ) previously used. 
Experimental Comparison with the Lower
Bound
As shown in Section 3, a lower bound for the sum C of the half-perimeters is twice the sum of the square roots of the areas, i.e. LB = 2 c&, 6 . Of course this bound cannot always be met: consider an instance of PERI-SUM(s) with only two rectangles, s1 = 1 -E and s2 = E , where E > 0 is an arbitrarily small number.
Partitioning into two rectangles requires to draw a line of length 1, hence C = 3 . However, LB = 2 n + & > 2 can be arbitrarily close to 2.
In this section, we experimentally compare, using a large number of random tests, the value C given by our partitioning against the absolute lower bound LB. Figure 4 represents two curves for a number of processors varying from I to 40. The first curve corresponds to the mean value of the ratio while the second curve gives the minimum values of this ratio. We see that in average, the optimal column-based tiling given by our algorithm gives a solution that is "almost" optimal, so that we can be satisfied with the results for all practical purposes.
Theoretical Comparison with the Lower Bound
In this section, we prove that the column-based partitioning is a good approximation, especially when the ratio between max si and min si is small: The proof can be found in [2] . It is straightforward when evaluating the cost of a very simple partitioning (with about fi columns and Jp elements per column).
If T = 1, i.e. all the processors have the same speed, the column-based partitioning is asymptotically optimal. On the other hand, if T is large, i.e. if one rectangle is much larger than another, the bound is very pessimistic.
Recursive Heuristic
We have derived a recursively defined heuristic that lead to a good approximation factor: letting C denote the sum of the half perimeters of the rectangles obtained with this heuristic, and LB = 2 E:==, 6, s . we have 5 4
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The construction of the heuristic, together with the proof of the approximation factor, are available in [3, 151.
Approximation algorithms for PERI-
MAX
In this section, we introduce a polynomial heuristic to solve the PERI-MAX problem. Again, we consider a column based partitioning of the unit square. We consider two different heuristics, according to the area of the largest rectangle. Let SI > s2 . . . >_ s p denote the given areas of the rectangles.
If s1 is greater than 4, we use a first heuristic. In this case, one column is created for each element. Therefore, the half-perimeter of one rectangle of area si is 1 + si.
In this case,
In the case where s1 is less than f , we use a second heuristic, which ensures that
The algorithm can be stated as follows: Jy -m~x z~s c o i ( c , , , ) sz
Peri-max-column-based
The configuration of one of the columns Scol is depicted in Figure 5 . The largest perimeter of the rectangles in the column Scol(c) is then the optimal solution satisfies to
Preliminary Experimental Results Using MPI
To demonstrate the practical usefulness of our heuristics, some experiments have been conducted on an heterogeneous network of workstations using MPICH. 350 MHz, 2 P-I1400 MHz, 3 P-I1500 MHz, and 2 P-I11 550 MHz) has been used. In this case, optimizing communications gets crucial and the superiority of 2D distributions over 1 D distributions becomes obvious. The PERI-SUM heuristic still leads to the best results.
Related Results
In this section, we survey results on geometric optimization problems similar to PERI-SUM or PERI-MAX:
Covering a square by small perimeter rectangles Alon and Kleitman [l] consider the tiling of the unit square into n rectangles. There is no constraint on the area of the rectangles. They show that one of the rectangle must have perimeter at [8] and Kalinov and Lastovetky [9] have proposed several heuristics for a formulation of the heterogeneous matrix-matrix multiplication problem that is very similar to the PERI-MAX problem. Both papers report several numerical simulations. However, we are not aware of any theoretical result, nor of any approximation bound stating some performance guarantee.
Conclusion
In this paper, we have dealt with two geometric problems arising from heterogeneous parallel computing.
Because both problems have been shown NP-complete, we have introduced approximation algorithms. Preliminary MPI experiments demonstrate the practical usefulness of these heuristics. The original motivation for this work is very important: the MM algorithm is the prototype of tightly-coupled kernels that need to be implemented efficiently on distributed and heterogeneous platforms: we view it as a perfect testbed before experimenting more challenging computational problems on the computational grid.
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