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1Optimal Path Following for Differentially Flat Robotic
Systems through a Geometric Problem Formulation
Wannes Van Loock, Goele Pipeleers, Moritz Diehl, Joris De
Schutter and Jan Swevers
Abstract—Path following deals with the problem of following a geomet-
ric path without any predefined timing information and constitutes an
important step in solving the motion planning problem. For differentially
flat systems, it has been shown that the projection of the dynamics
along the geometric path onto a linear single-input system leads to
a small dimensional optimal control problem. Although the projection
simplifies the problem to great extent, the resulting problem remains
difficult to solve, in particular in the case of nonlinear system dynamics
and time-optimal problems. This paper proposes a nonlinear change
of variables, using a time transformation, to arrive at a fixed end-time
optimal control problem. Numerical simulations on a robotic manipulator
and a quadrotor reveal that the proposed problem formulation is solved
efficiently without requiring an accurate initial guess.
Index Terms—Optimal Control, Differential Flatness, Nonholonomic
Motion Planning.
I. INTRODUCTION
As opposed to trajectory tracking where a reference specified in
time is tracked, path following deals with the problem of following
a geometric path without any preassigned timing information. Many
industrial tasks are in fact path following problems, such as robot path
following in e.g. welding or painting [1]–[4], control of autonomous
vehicles [5], [6], but also control of chemical reactors [7] and batch
crystallization [8]. In addition path following is often considered as the
low level stage in a decoupled motion planning problem [1], [3]. In a
first step, a high level planner determines a geometric path accounting
only for geometric path constraints. Subsequently, an (optimal) velocity
profile along the geometric path that takes into account the system
dynamics and limitations, such as actuator saturation, is determined.
Most path following methods employ the fact that motion along a
path can be described by a single coordinate, commonly denoted by
s. For differentially flat systems the dynamics are projected along the
path onto a single-input system, by applying the chainrule. Using this
projection, [9] derive a small dimensional optimal control problem for
an overhead crane. In [7] this approach is generalized for differentially
flat systems. Furthermore, the authors provide easy-to-check conditions
for determining whether a path is exactly followable. Despite its small
dimension, the optimization problem remains difficult to solve and
requires a good initialization, especially for free end-time problems.
Moreover, the optimization variables enter through the definition of
the path into the optimization problem. Hence, even for linear systems,
a nonlinear reference path quickly complicates the problem, as shown
in Section III.
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These problems are largely overcome by assuming a nonnegative
velocity along the path such that time can be eliminated from
consideration and the coordinate s can be used as independent
variable [10], thus, arriving at a geometric problem formulation.
A similar transformation is used in [2]. In their work a clever
time transformation renders the time-optimal path following problem
convex for the case of a simplified robotic manipulators. In [4], the
authors apply sequential convex programming to broaden the set
of models and constraints. The method however relies on finding a
convex-concave decomposition of the constraints, which is difficult in
many cases, hereby limiting its applicability. Our contribution presents
a generalization of the approach of [2] for differentially flat systems
using the results from [7]. Although in general the convexity of the
problem is lost, the proposed problem formulation remains appealing
since (i) the problem dimension remains small, (ii) the optimization
variables no longer enter through the definition of the path, (iii)
the problem is transformed into a fixed end-time problem and (iv)
numerical experiments reveal that the solver no longer requires an
accurate initial guess and computation times remain comparable to the
convex problem as obtained in [2]. Moreover, the proposed problem
formulation allows for an intuitive understanding of the conditions for
which a path is exactly followable. Furthermore, a software package
is released that simplifies the modeling of path following problems
and can be downloaded from http://www.kuleuven.be/optec/software/.
Section II of this paper describes the notion of differentially flat
systems. In Section III the considered problem is first presented
for general nonlinear systems. Afterwards, the problem formulation
from [7], which is based on projecting the dynamics along the path,
is briefly reviewed. Section IV details our main contribution. A time
transformation is proposed that transforms the problem into a fixed
end-time optimal control problem for which the variables no longer
enter through the definition of the path. It is shown how to cope
with singularities that arise in this new formulation. Furthermore,
conditions for which a path is exactly followable are reviewed and
an intuitive proof is presented. Numerical experiments in Section V
illustrate the efficiency of our approach on a robotic manipulator and
a quadrotor. Finally, in Section VI we discuss other applications, not
only in the field of robotics and draw conclusions.
In the following, we will use ∂kτ g(τ) to denote the k-th derivative
of g(τ) with respect to τ . For k = 1 we will simply write ∂τg(τ).
We will use the shorthand notation g˙, g¨ to denote the first and second
derivative with respect to time. In denotes the n× n identity matrix.
II. DIFFERENTIAL FLATNESS
Before addressing the problem statement, let us first recall the
notion of differential flatness, which was initially introduced in [11].
A system is said to be differentially flat if there exists a set of
variables, commonly referred to as flat output, such that every other
system variable is a function of the flat output and a finite number of
its time derivatives. More precisely, the system
x˙ = f(x, u) (1)
with x ∈ Rn and u ∈ Rm is differentially flat if there exists a set of
variables y ∈ Rm, such that
y = g(x, u, . . . , ∂ltu)
and
x = Φ(y, . . . , ∂k−1t y)
u = Ψ(y, . . . , ∂kt y),
(2)
for some l, k ∈ N.
The flat output characterizes all the state space motions and
corresponding input history. It is a powerful concept in motion
2planning as it avoids having to integrate the nonlinear differential
equations. The interested reader is invited to refer to [12]–[18] for
further readings concerning flatness and motion planning.
III. PROBLEM STATEMENT
Consider a geometric reference yr(s) ∈ Ck, a parametrized curve
as a function of a scalar path coordinate s, for the flat output. The time
dependency follows from s(t). Without loss of generality, it is assumed
that the trajectory starts at t = 0, ends at t = T and s(0) = 0 ≤
s(t) ≤ s(T ) = 1. Furthermore, it is assumed that the velocity along
the path is non-negative, i.e. s˙(t) ≥ 0, that the system performs a rest-
to-rest motion and that the boundary conditions x0, xT are consistent
with the reference path, such that x0 = Φ(yr(s(0)), 0, . . . , 0) and
xT = Φ(yr(s(T )), 0, . . . , 0).
In this paper, the goal is to determine an input signal u(t) such
that (i) the geometric reference is followed exactly by the flat output,
i.e.
y(t) = yr(s(t)), (3a)
(ii) constraints on states and inputs
x(t) ∈ X and u(t) ∈ U , (3b)
are respected and (iii) the cost function
J = T +
∫ T
0
F (x(τ), u(τ))dτ (3c)
is minimized, where the duration T is weighed against a performance
criterion F (·), e.g. energy consumption or other regularization terms.
For an arbitrary nonlinear system this problem is challenging to
solve as it requires integrating a nonlinear state space model and
imposing the algebraic equations y(t) = yr(s(t)). However, when
considering differentially flat systems, the system dynamics can be
projected along the path onto a linear single-input system that is
trivial to integrate [7]. By applying the chainrule, we find the time
derivatives of yr(s(t))
y˙r = ∂syr s˙,
y¨r = ∂
2
syr s˙
2 + ∂syr s¨,
(4)
and so on. Then by substituting (4) into (2) we rewrite the states and
inputs of the system as
x = Φs(s, s˙, . . . , ∂
k−1
t s) = Φs(σ)
u = Ψs(s, s˙, . . . , ∂
k
t s) = Ψs(σ, v),
where σ(t) = (σ0, . . . , σk−1)T = (s, s˙, . . . , ∂k−1t s)
T and v(t) =
∂kt s. The rest-to-rest path following problem can now be reformulated
as the smaller dimensional optimal control problem with states σ and
control v
minimize
σ(·),v(·),T
T +
∫ T
0
Fs(σ(τ), v(τ))dτ
subject to σ˙(t) =
(
0 Ik−1
0 0
)
σ(t) + (0, . . . , 0, 1)T v(t)
σ(0) = (0, . . . , 0)T , σ(T ) = (1, 0 . . . , 0)T
T ≥ 0
σ1(t) ≥ 0,∀t ∈ [0, T ]
Φs(σ(t)) ∈ X , ∀t ∈ [0, T ]
Ψs(σ(t), v(t)) ∈ U , ∀t ∈ [0, T ],
(5)
Although the projection simplifies the problem (3) to a great extent,
it suffers from some important drawbacks.
1) The variable σ0 = s enters the optimization problem through
yr(s(t)). Problems with nonlinear paths will introduce more
nonlinearity into the problem.
2) The problem is a free end-time optimal control problem for
which the solution can vary quite nonlinearly with changes in
T , which usually results in slower convergence compared to
fixed end-time problems.
3) Due to the above two reasons, an accurate initial guess is often
needed to ensure convergence.
The following section, in which we show how to overcome these diffi-
culties by a transformation of variables, details our main contribution.
IV. TIME TRANSFORMATION
The key idea is to transform the problem such that, instead of the
time t, the path coordinate s becomes the independent variable. In
this way, the problem is transformed into a fixed end-time optimal
control problem. Moreover, the optimization variables no longer enter
the problem through the reference path yr(s). The transformation,
proposed in [2], consists of parameterizing the velocity along the path
as a function of the path coordinate:
b(s) := s˙2. (6)
By taking the time derivative on both sides of (6), we obtain ∂sb(s)s˙ =
2s¨s˙ or
s¨ =
∂sb(s)
2
.
We also require derivatives of higher order, which are obtained by
repeatedly applying the chainrule
∂3t s =
∂2sb(s)s˙
2
=
∂2sb(s)
√
b(s)
2
,
∂4t s =
∂2sb(s)s¨
2
+
∂3sb(s)s˙
2
2
=
∂2sb(s)∂sb(s)
4
+
∂3sb(s)b(s)
2
,
and so on.
States and inputs can now be reformulated as a function of s and
b(s) and its derivatives:
x = Φb(s, b, ∂sb, . . . , ∂
k−2
s b) = Φb(s, β)
u = Ψb(s, b, ∂sb, . . . , ∂
k−1
s b) = Ψb(s, β, w),
where β(s) = (β0, . . . , βk−2)T = (b, ∂sb, . . . , ∂k−2s b)T and w(s) =
∂k−1s b. Furthermore, using dt = dss˙ =
ds√
b
, the objective function is
reformulated as
J =
∫ T
0
1 + F (x(τ), u(τ))dτ =
∫ 1
0
1 + Fb(s, β(s), w(s))√
β0(s)
ds.
(7)
With the transformation (6), problem (5) is reformulated as the
optimal control problem with pseudotime s, differential states β and
control w
minimize
β(·),w(·)
∫ 1
0
1 + Fb(s, β(s), w(s))√
β0(s)
ds
subject to ∂sβ(s) =
(
0 Ik−2
0 0
)
β(s) + (0, . . . , 0, 1)Tw(s)
β0(s) ≥ 0,∀s ∈ [0, 1]
Φb(s, β(s)) ∈ X , ∀s ∈ [0, 1]
Ψb(s, β(s), w(s)) ∈ U , ∀s ∈ [0, 1].
(8)
The initial and terminal values for β are omitted deliberately. Instead,
a rest-to-rest motion is imposed by requiring ∂isyr(0) = 0 for i =
1, . . . , k − 1. This will be discussed in more detail in Section IV-A.
Our problem formulation holds several advantages over (5). First,
note that (8) has one differential state fewer than (5). Therefore, it
3contains fewer optimization variables. Second, the optimal control
problem has a fixed (pseudo) end-time, namely s = 1, which simplifies
the problem to great extent. Third, because s is the independent
variable, the optimization variables no longer enter the problem
through yr(s). Instead, only the coefficients of the terms in Φb and
Ψb depend on the reference path. Therefore, yr(s) will have a much
smaller influence on the geometry of the feasible set compared to
formulation (5).
Problem formulation (8) can be seen as a generalization of the
path following problem for robotic manipulators, described in [2]. In
their formulation, k = 2, Φb and Ψb are linear in the optimization
variables, X and U are convex and only F (β,w) that result in a
convex objective are allowed. For this specific case, the optimization
problem is convex and is solved globally and efficiently. As we will
illustrate in Section V, the more general problem can also be solved
efficiently but global optimality cannot be guaranteed in general.
A. Singularities
In order for the system to perform a rest-to-rest transition, the initial
and terminal states must be set to zero. This could be accomplished
by imposing zero initial and terminal values for β in (8). However,
these constraints will likely result in the integral (7) being undefined,
as shown in the proposition below.
Proposition 1. If b(0) = 0, ∂sb(0) = 0 and ∂2sb(0) = c <∞ then
the integral ∫ 1
0
1√
b(s)
ds
is undefined.
Proof: Consider b(s) near 0. Since ∂2sb(0) = c, there always
exists an η such that b(s) ≤ cs2 on [0, η] or, equivalently
1√
b(s)
≥ 1√
cs
for s ∈ [0, η].
Consequently ∫ η
0
1√
b(s)
ds ≥
∫ η
0
1√
cs
ds =∞,
when c <∞. Hence the integral ∫ 1
0
1√
b(s)
ds is undefined.
In other words, from k ≥ 3 onwards, zero initial or terminal values
for β render (7) undefined and hence cannot be imposed. Therefore,
rest-to-rest transitions are imposed indirectly by choosing a suitable
parametrization for yr(s). Indeed, by ensuring ∂isyr(0) = 0 for
i = 1, . . . , k − 1, we can impose ∂ityr(s(0)) = 0 regardless of the
value of β(0) (cf. (4)). Any path yr(s) can easily be reparameterized
by yr(p(s)) with p(·) an odd degree polynomial of sufficient degree
such that p(0) = 0, p(1) = 1, ∂sp(s) ≥ 0 for s ∈ [0, 1] and
∂isp(0) = ∂
i
sp(1) = 0 for i = 1, . . . , k − 1. In the following section
we use this reparameterization to prove under which conditions a
given reference is exactly followable.
B. Path followability
Sufficient conditions to determine whether a given geometric refer-
ence is exactly followable are already derived in [7]. However, by using
the proposed time transformation and a suitable reparameterization
of the path these conditions allow for an intuitive understanding and
a simplification of the proof. Therefore, we repeat them here.
Theorem 1 (Exact path followability). Assume that the system (1)
starts and stops in steady state and the maps Φb and Ψb are
continuous. If for all s ∈ [0, 1]
Φb(s, 0, . . . , 0) ∈ int(X ) and Ψb(s, 0, . . . , 0) ∈ int(U), (9)
then yr(s) can be followed exactly by the flat system (1). Furthermore,
the minimal transition time is finite for the time-optimal case.
Proof: The proof relies on finding a feasible solution to (8). First,
the path is reparameterized such that the system starts and stops in
steady state, as described in the previous section.
Now choose b(s) =  > 0, where the constant  is chosen small
enough such that for all s ∈ [0, 1], due to (9) and the continuity of
the maps Φb and Ψb,
Φb(s, , 0, . . . , 0) ∈ X
and
Ψb(s, , 0, . . . , 0) ∈ U .
Hence, b(s) =  yields a feasible solution to (8). Moreover, when
considering the time-optimal case, i.e. F (·) = 0, the minimal transition
time T ∗ ≤ 1/√ is finite.
Intuitively, the theorem states that yr(s) is exactly followable if
each point of the reference path can be visited in steady state while
staying in the interior of the constraint set. The proof shows this can
be accomplished by traveling with very low constant speed b(s) = 
along the path.
V. EXAMPLES
The robotic manipulator and the quadrotor serve as illustration for
our framework. We consider a robotic manipulator with and without
viscous friction in the joints. In the latter case the optimization problem
is convex. We show that calculation times remain comparable for both
cases. For highly nonlinear systems as the quadrotor, solutions are also
calculated efficiently without requiring an accurate user-defined initial
guess. In all presented simulations, we rely on automatic initialization
of the solver.
The problems are discretized using direct transcription and are
modeled in CasADi [19]. Ipopt [20] is used as solver, using exact
Hessians and auto initialization. The problems are solved on a
2.66 GHz PC with 4 GB of RAM memory. The computation times
are reported as the sum of the time spent in Ipopt and in nonlinear
functions calls. By using C code generation, the latter could be sped
up to a factor ten. To simplify the definition of the problems, a
software package, released under LGPL, is developed and can be
downloaded from http://www.kuleuven.be/optec/software/. For future
benchmarking, the code used to solve the presented examples is
included.
A. Path following for a robotic manipulator
The equations of motion of an n-DOF robotic manipulator with
joint angles q ∈ Rn, can be written as a function of the applied joint
torques τ ∈ Rn [21]
τ = D(q)q¨ + C(q, q˙)q˙ + g(q),
where D(q) is a positive definite mass matrix, C(q, q˙) is a matrix
accounting for Coriolis and centrifugal effects and g(q) denotes the
gravity vector. Verscheure et al. [2] make the critical assumption that
C(q, q˙) is linear in the joint velocities, which renders their problem
convex. However, when a matrix B(q) containing viscous terms is
added, we find
τ = D(q)q¨ + (C(q, q˙) +B(q))q˙ + g(q).
Now C(q, q˙)+B(q) is affine in q˙ and convexity of the path following
problem is destroyed.
In this example, we consider a two-link planar elbow manipulator
in a vertical plane, as in Fig. 1, with and without a diagonal viscous
friction matrix B(q), which allows us to compare the convergence of
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Fig. 1. Planar elbow manipulator with joint q1 and q2
Fig. 2. Optimized torques (τ1: solid, τ2: dashed) for a planar elbow
manipulator with (bottom) and without (top) viscous friction in the joints
following the reference (10)
both the convex and nonconvex problem for the same problem size.
Obviously, the joint angles (q1, q2)T are a flat output for this system.
We consider the geometric reference for both joints
yr(s) =
(pi
2
s,−pis
)T
, (10)
such that for a robot with equal link lengths the end-effector traces
a line along the x-axis. In order to start with zero joint velocity the
reference is reparameterized as described in Section IV-A. The joint
torques are constrained to
τ ∈ [−20, 20] N m× [−10, 10] N m.
Furthermore, a time-optimal, i.e. F = 0, is determined.
The discretized problem contains 400 variables, 199 equality and
400 inequality constraints. The solutions of both the convex and
nonconvex problem are obtained in 24 iterations or 0.12 s. For the
convex problem 0.036 s are spent in Ipopt and 0.084 s in nonlinear
function calls, whereas for the nonconvex problem the computation
times are 0.032 s and 0.088 s respectively. In our approach there
is little difference in computation times whereas in [4], where a
sequential convex programming approach is followed, the cost for
solving the nonconvex problem is approximately four times the cost
of the convex problem.
The optimal actuator torques are shown in Fig. 2. Both for the
convex (top) and nonconvex (bottom) problem, at least one of the
constraints is active at each time step, which is a typical property
for time-optimal solutions. Also note that the execution time for the
nonconvex problem is slightly larger due to the viscous friction in
the joints.
The convergence of problem (8) is compared to (5) by increasing
the nonlinearity of the reference path for the case without viscous
friction. To this end, we define a nonlinear recursive function
ri(s) =
1
1 + ecospiri−1(s)
, (11)
with r0(s) = s and the reference path yr(s) = (ri(s),−2ri(s)).
Table I compares the number of iterations for different values of i for
i Problem (5) Problem (8)
1 97 28
2 38 32
3 78 30
4 79 32
5 91 31
6 94 32
7 64 34
8 – 32
9 105 32
10 189 34
TABLE I
NUMBER OF ITERATIONS FOR FORMULATIONS (5) AND (8) OF THE PATH
FOLLOWING PROBLEM WITH PATH yr(s) = (ri(s),−2ri(s)) AND ri(s) AS
DEFINED IN (11)
both problem formulations. It is clear that our approach consistently
outperforms (5). Moreover, the number of required iterations hardly
changes, whereas for (5) it varies strongly with an increasing trend
for increasing i, though with some outliers. For i = 8, the solver was
unable to converge for formulation (5). These findings confirm that,
contrary to [7], in our approach the nonlinearity of the path has little
influence on the convergence.
B. Path following for a quadrotor
Aggressive, time-optimal maneuvers for quadrotors along a prede-
termined path can be calculated efficiently in our framework, as
illustrated in this example. Fig. 3 shows the notation used. The
coordinate (x, y, z)T represents the coordinate of the quadrotor’s
center of gravity with respect to a world frame and the XYZ Euler
angles (φ, θ, ψ)T denote the roll, pitch and yaw angle. A flat output
for the quadrotor is (x, y, z, ψ)T . The reader is referred to [22],
for further information concerning flatness. The control input of the
quadrotor u = (u1, u2, u3, u4)T consists of the net body force u4
and the three body moments u1, u2, u3 and can also be related to the
angular velocities of the rotors [22].
A geometric reference trajectory is usually planned only in
(x, y, z)T and therefore allows some freedom in the reference
trajectory for the yaw angle ψ. One possibility is to align one of the
quadrotor’s arm with the tangent dy/dx, i.e. ψ = arctan ∂sy(s)
∂sx(s)
. In
this example we consider following reference
yr(s) = (cos(2pis), sin(2pis),
(0.9(es − 1) + 0.1 sin(2pis))2 , 2pis)T (12)
The reference is reparameterized as described in Section IV-A such
that the quadrotor’s initial and terminal states are zero. The inputs
are constrained to
u ∈ [−8, 8] N m× [−8, 8] N m× [−8, 8] N m× [1, 32] N.
A time-optimal, i.e. F = 0, solution is obtained in 22 iterations or
1.348 s, of which 0.416 s in Ipopt and 0.932 s in nonlinear function
calls for a problem with 750 variables, 600 inequality and 596 equality
constraints. The optimized control inputs are shown in Fig. 4. Note that
at each time instant one of the constraints is active. Fig. 5 illustrates
the position and orientation of the quadrotor for 20 equidistant time
steps.
Subsequently, a term is added to the objective function that penalizes
the energy consumed by the thrust force. The objective function is
formulated as
J =
T
T ∗
+
γ
E∗
∫ T
0
u4(t)v(t) dt, (13)
5ψ
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Fig. 3. The quadrotor with coordinates (x, y, z) of the center of gravity and
roll, pitch, yaw angles (θ, φ, ψ)
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Fig. 4. Time-optimal control inputs for a quadrotor following (12)
where T ∗ denotes the minimal motion time and E∗ is the correspond-
ing energy consumed by the thrust force, γ determines the trade-off
between time optimality and energy optimality and v(t) is the absolute
velocity of the quadrotor. Figure 6 illustrates the time-energy trade-off
by varying γ from 0 to 10. As expected, an increase in execution
time results in a decreased energy consumption. Figure 7 illustrates
the control forces and torques for increasing γ as a function of the
path coordinate s. The higher γ the smoother the control signals are,
resulting in higher energy efficiency and less wear of the actuators.
The calculation times remain comparable to the time-optimal problem:
23 iterations or 1.648 s of which 0.676 s spent in Ipopt and 0.972 s
in nonlinear function calls. Note the slight increase in the solver time
x
y
z
Fig. 5. Quadrotor’s position and orientation in 20 equidistant time steps
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Fig. 6. The time-energy trade-off by varying γ in (13) from 0 to 10
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Fig. 7. Time-energy optimal control inputs for varying γ for a quadrotor
following (12)
due to the increased nonlinearity of the objective function.
VI. DISCUSSION
The applications in robotics surpass the two examples of a robotic
manipulator and a quadrotor. Assuming a no-slip condition, most
mobile vehicles are differentially flat, with a physical coordinate
of the vehicle as flat output (see for example [11], [23]), making
them excellent candidates for the proposed framework. Also the
overhead crane, consisting of a variable length pendulum attached
to a trolley that can move horizontally, is a classical example of
differentially flat systems [11]. Its flat output is the coordinate of the
load. Again, this system is ideally suited for path following of the flat
output. These examples illustrate our method’s relevance for robotic
applications. Moreover, many systems from other research domains
are also differentially flat, for example the continuous stirred tank
and fed-batch reactors [7], [15], [24], [25] in chemical applications
and an induction motor in electrical applications [15], [26].
Both numerical examples illustrate that solutions are obtained
efficiently within a few CPU seconds, making the method practical in
academic and industrial practice. Moreover, we rely on the automatic
initialization of Ipopt and the user is not required to supply an initial
guess, as opposed to [27] where for quadrotors a time-consuming
genetic algorithm is used to generate an initial guess. The proposed
problem formulation (8) also allows for other objectives than time,
such as energy consumption, and arbitrary constraints, such as torque
rate constraints in robotic applications, which cannot be included in
the framework of [2].
Compared to the problem formulation (5) from [7], we believe our
geometric problem formulation has to two important advantages. First,
the problem is transformed into a fixed end-time problem, hereby
6simplifying the problem to a large extent. Second, the optimization
variables no longer enter the problem through yr(s), as the path
coordinate s becomes the independent variable instead of the time.
Numerical experiments illustrate that our formulation shows little
dependence on the reference path as opposed to [7].
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