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1. Contexto
Esta propuesta de trabajo se lleva a cabo den-
tro del proyecto de investigacio´n “Nuevas Tec-
nolog´ıas para el Tratamiento Integral de Datos
Multimedia” abarcando las l´ıneas de investiga-
cio´n “Computacio´n de Alto Desempen˜o”, “Pro-
cesamiento de Informacio´n Multimedia” y “ Re-
cuperacio´n de Datos e Informacio´n Multimedia”.
Dicho proyecto se desarrolla en el marco del La-
boratorio de Investigacio´n y Desarrollo en Inte-
ligencia Computacional (LIDIC), de la Facultad
de Ciencias F´ısico, Matema´ticas y Naturales de la
Universidad Nacional de San Luis.
2. Resumen
Este trabajo presenta las distintas l´ıneas de
trabajo abordadas considerando la GPU como
computadora masivamente paralela de propo´sito
general. Los problemas a tratar esta´n relacionados
a las Bases de Datos Me´tricas, en este momento
nos enfocamos en la optimizacio´n de la resolucio´n
de distintos tipos de consultas.
Palabras Claves: Computacio´n de alta perfo-
mance, Espacios me´tricos, Recuperacio´n de Infor-
macio´n.
3. Introduccio´n
Una de las principales herramientas que las
computadoras ofrecen es almacenar grandes canti-
dades de datos organizados, siguiendo un determi-
nado esquema o un modelo de datos que facilite
su almacenamiento, recuperacio´n y modificacio´n
de una forma ra´pida y ordenada.
Cualquier conjunto de datos pertenecientes a
un mismo contexto y almacenados sistema´tica-
mente para su posterior uso constituye una base
de datos tradicional, en las cuales se busca so´lo
a partir de una clave. Las bases de datos y repo-
sitorios de informacio´n multimedia (audio, ima-
gen, video y texto) no pueden ser trabajadas tan
eficientemente como en las bases de datos tradi-
cionales debido a que la informacio´n multimedia
debe ser recuperada por similitud; mientras que
en las bases de datos tradicionales esta bu´squeda
es exacta.
Las consultas que pueden ser de intere´s en
bases de datos no estructuradas se denominan
bu´squedas por similitud o bu´squedas por proximi-
dad. La bu´squeda por proximidad es la bu´squeda
en Bases de Datos de elementos que sean simila-
res o cercanos a un elemento consultado. La simi-
litud es modelada con la funcio´n de distancia, la
cual satisface entre otras propiedades la desigual-
dad triangular. El conjunto de elementos u objetos
sobre los que se define la funcio´n de distancia es
llamado espacio me´trico [3].
El costo computacional de resolver consultas
en espacios me´tricos se mide en la cantidad de
evaluaciones de funciones de distancia necesarias
para responder a la consulta. Existen diferentes al-
ternativas de optimizacio´n, una de ellas es el desa-
rrollo de las soluciones computacionales aplicando
te´cnicas de computacio´n de alto desempen˜o para
tecnologa´s emergentes como son las GPUs.
El poder computacional asociado a las GPUs
(Unidad de Procesamiento Gra´fico), el constan-
te avance asociado a su hardware y software, y
bajo costo, han constituido una alternativa va´li-
da a las supercomputadoras paralelas [1, 17]. Pa-
ra cierto tipo de aplicaciones, una tarjeta de video
puede proporcionar mucho ma´s poder de co´mputo
que la computadora hue´sped [14]. Entre las carac-
ter´ısticas destacadas se encuentran la arquitectura
de computacio´n de alto rendimiento, el alto band-
with de memoria, los numerosos chips dedicados
al procesamiento de datos y la administracio´n de
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las unidades de procesamiento.
Si consideramos el desarrollo de software para
GPUs, no todo tipo de problemas puede ser re-
sueltos en la GPU, los problemas ma´s adecuados
son aquellos que pueden ser implementados con
procesamiento de stream y usando memoria limi-
tada. Las aplicaciones ma´s adecuadas son aquellas
con cuantioso paralelismo de datos. El uso de la
GPU para computaciones de propo´sito general se
conoce como GPGPU (GPU de propo´sito general)
[11, 19, 22].
La programacio´n paralela de aplicaciones en
la GPU debe considerar varias diferencias con la
programacio´n paralela en computadoras paralelas
t´ıpicas, las ma´s relevantes son: El nu´mero de uni-
dades de procesamiento, Estructura de la memoria
CPU-GPU y Nu´mero de threads paralelos. Res-
pecto al nu´mero de unidades de procesamiento,
a diferencia de las soluciones para computadoras
masivamente paralelas donde el nu´mero de unida-
des de proceso coincide con el nu´mero de unidades
de procesamiento (Procesadores o cores), en GPG-
PU esto no es considerado (Es posible la ejecucio´n
de cientos o miles de unidades de proceso en un
nu´mero inferior de cores). En el caso de la estruc-
tura de la memoria del sistema CPU-GPU, existen
dos espacios de memoria diferentes: la memoria del
host (Compartida por todos los hilos de la CPU
durante la aplicacio´n) y la memoria de la GPU.
Como los hilos o threads de la GPU ejecutan en
un espacio de memoria separado a los threads del
host en la aplicacio´n, las transferencias de co´digo
y datos son necesarios entre el host. Finalmente, la
programacio´n de las GPU tiene la posibilidad de
iniciar un gran nu´mero de threads con poca sobre-
carga. Toda GPU tiene mecanismos transparentes
y de bajo costo para la creacio´n y administracio´n
de threads.
Existen diferentes alternativas para procesa-
miento de aplicaciones de propo´sito general en
la GPU, la ma´s ampliamente utilizada es la tar-
jeta Nvidia, para la cual se ha desarrollado un
kit de programacio´n en C, con un modelo de co-
municacio´n de datos y de control de hilos pro-
porcionado por un driver, quien provee una in-
terfaz GPU-CPU [10]. Este ambiente de desarro-
llo llamado Compute Unified Device Architectu-
re (CUDA) propone un modelo de programacio´n
SIMD(Simple Instruccio´n, Mu´ltiples Datos) con
funcionalidades de procesamiento de vector [5].
Las l´ıneas de investigacio´n proponen utilizar
la GPU como computadora masivamente paralela
para resolver mediante te´cnicas de alto desempen˜o
problemas relacionados a la adminsitracio´n de ba-
se de datos me´tricas.
4. L´ıneas de Investigacio´n y
Desarrollo
Actualmente ha surgido la necesidad de crear
bases de datos de informacio´n no estructurada,
como por ejemplo ima´genes, texto, sonido y vi-
deo. Muchas aplicaciones computacionales necesi-
tan buscar eficientemente informacio´n sobre estas
bases de datos. Para realizar consultas en este tipo
de bases de datos se han creado nuevos modelos y
algoritmos de bu´squeda ma´s generales que los co-
rrespondientes a bases de datos tradicionales [3].
A estas nuevas bases de datos se las deno-
mina base de batos me´tricas y las consultas se
realizan segu´n bu´squedas por similitud o proximi-
dad. La bu´squeda por proximidad es la bu´squeda
en bases de datos de elementos similares o cerca-
nos al elemento consultado. La similitud es mo-
delada con una funcio´n de distancia, la cual sa-
tisface las siguientes propiedades. Si X denota el
universo de objetos va´lidos. Un subconjunto fini-
to de e´l U, de taman˜o n, es el conjunto de ob-
jetos o base de datos en donde se realizan las
bu´squedas. La funcio´n d : X ∗ X −→ R+ deno-
ta la medida de distancia entre los objetos. Es-
ta funcio´n de distancia debe cumplir las propie-
dades de positividad ∀x, y ∈ X, d(x, y) ≥ 0, si-
metr´ıa (∀x, y ∈ X, d(x, y) = d(y, x)), reflexivi-
dad (∀x ∈ X, d(x, x) = 0), desigualdad triangu-
lar ∀x, y, z ∈ X, d(x, y) ≤ d(x, y) + (d(y, z) y en
la mayor´ıa de los casos la positividad es estricta
(∀x, y ∈ X,x 6= y ⇒ d(x, y) > 0). El conjunto de
elementos u objetos sobre los que se define la fun-
cio´n de distancia es llamado espacio me´trico [3].
Mientras ma´s pequen˜a sea la distancia entre
los objetos ma´s similares son dichos objetos. Exis-
ten tres tipos ba´sicos de consultas por proximidad
en espacios me´tricos:
Consulta por rango(q, r)d: recupera los ele-
mentos que esta´n a lo ma´s a distancia r de
q.
Consulta por vecino ma´s cercano NN(q): re-
cupera el vecino ma´s cercano a q en U.
Consulta por k vecinos ma´s cercanos
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NNk(q): recupera los k vecinos ma´s cerca-
nos a q en U.
Las l´ıneas de investigacio´n y desarrollo que ac-
tualmente se siguen esta´n realacionadas a la reso-
lucio´n de consultas en espacios me´tricos. Para ello
nos enfocamos en distintas a´reas, ellas son:
Algoritmos de Ordenamiento
Cuando se trabaja con datos multimedia se
utilizan Base de Datos me´tricas. En situa-
ciones donde se quiere responder a consul-
tas de estas bases de datos, no tiene sentido
la bu´squeda por exactitud, la idea es medir
la similitud (o diferencia) entre el elemento
de consulta dado y cada uno de los objetos
de la base de datos. Para determinar la si-
milaridad entre los objetos se deben obtener
las distancias entre un elemento particular
(consulta) y cada objeto de la base de da-
tos. Existen diferentes funciones de distan-
cia, una de ellas es la Distancia de Edicio´n,
la cual computa el nu´mero mı´nimo de ope-
raciones requeridas para transformar un ob-
jeto en otro.
Cuando se deben responder a cualquiera de
las consultas planteadas en estas bases de
datos es necesario, en la mayor´ıa de los ca-
sos, ordenar resultados intermedios o finales.
Dicha operacio´n debe ser realizada en for-
ma eficiente, por ello es de vital importancia
lograr algoritmos con buen desempen˜o. He-
mos considerado tres algoritmos de ordena-
miento: Quicksort [9], QuickSelect [12] y Pa-
rallel Sort Regular Sampling (PSRS ) [13],
todos con diferentes caracter´ısticas y cono-
cidos por su buen desempen˜o en a´mbitos se-
cuenciales y paralelos.
Existen bibliotecas esta´ndares incluidas den-
tro de los repositorios de CUDA, las cuales
implementan varios de estos me´todos de or-
denamiento, una de ellas es Thrust [8]. Th-
rust ofrece una coleccio´n de algoritmos pa-
ralelos tales como scan, sort, reduction, en-
tre otros. En ella, los desarrolladores reali-
zan su computacio´n usando una coleccio´n
de algoritmos de alto nivel y delegan com-
pletamente la decisio´n de co´mo implementar
la computacio´n a la biblioteca. Esta inter-
faz abstracta le permite a los programadores
describir que´ computar sin colocar ninguna
restriccio´n adicional sobre co´mo llevar a ca-
bo la computacio´n.
Una desventaja de Thrust es la exposicio´n
de so´lo un subconjunto de capacidades del
hardware debido a las absracciones para los
desarrolladores. Ante esto y el bajo desem-
pen˜o obtenido en las consultas implementa-
das, se decidio´ buscar e implementar alter-
nativas que lograran un mejor rendimiento.
En ambas propuestas se tiene en cuenta la
naturaleza paralela de la GPU y todas sus
caracter´ısticas para lograr o´ptimos resulta-
dos. Actualmente se ha desarrollado y eva-
luado Quicksort y QuickSelect, mientras que
el PSRS esta´ en las etapas finales de desa-
rrollo.
Consultas en Espacios Me´tricos
En este punto estamos trabajando en dos
direcciones, una se corresponde con la reso-
lucio´n de cada tipo de consulta aplicando el
me´todo de resolucio´n de fuerza bruta y dife-
rentes te´cnicas algor´ıtmicas de computacio´n
de alto desempen˜o en la GPU. Esta l´ınea se
nutre de la l´ınea anterior, donde es necesa-
rio contar con buenos algoritmos de ordena-
miento para resolver las consultas.
La otra l´ınea de investigacio´n dentro de esta
a´rea esta´ la optimizacio´n a trave´s del uso de
ı´ndices.
Si tenemos una base de datos de cardinali-
dad n, todas estas consultas pueden ser re-
sueltas ejecutando n evaluaciones de distan-
cia. Generalmente el nu´mero de evaluacio-
nes de distancias ejecutadas es la medida de
complejidad de los algoritmos. El desaf´ıo es
disen˜ar un algoritmo de indexacio´n eficiente
que reduzca el nu´mero de las evaluaciones
de distancia [3, 4, 6, 7, 18, 20, 21, 23].
Los algoritmos de indexacio´n permiten cons-
truir a priori un ı´ndice, una estructura de da-
tos capaz de ahorrar computaciones de dis-
tancias al responder consultas por proximi-
dad.
En general todos los algoritmos de indexa-
cio´n particionan el conjunto X en subcon-
juntos Xi. Se construye un ı´ndice para per-
mitir determinar una lista de subconjuntos
Xi de candidatos potenciales a contener ob-
jetos relevantes para la consulta.
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Actualmente se esta´ trabajando con el ı´ndice
de Permutantes, el cual permite acelerar las
consultas y responderlas por aproximacio´n.
La inclusio´n de te´cnicas de computacio´n de
alto desempen˜o nos permite optimizar au´n
ma´s, no so´lo el proceso de indexacio´n sino
tambie´n la obtencio´n de las respuestas a las
consultas.
En ambas l´ıneas de investigacio´n, las imple-
mentaciones han mostrado muy buenos resulta-
dos, algunos de los cuales han sido publicados en
congresos nacionales e internacionales [15, 16].
5. Resultados obtenidos / espe-
rados
En todas las l´ıneas de investigacio´n se han eva-
luado las soluciones en la GPU y comparado con
otras existentes en la literatura. Los resultados ob-
tenidos han mostrado una mejora sustancial en las
velocidadas para resolver el problema. Adema´s, las
mejoras no so´lo se reflejaron respecto a los para´me-
tros de evaluacio´n t´ıpicos de los sistemas de alto
desempen˜o, sino tambie´n en la confiabilidad de las
respuestas. Actualmente, se esta´n desarrollando y
evaluando otras soluciones y me´todos de indexa-
cio´n.
6. Formacio´n de Recursos Hu-
manos
Los resultados esperados respecto a la forma-
cio´n de recursos humanos son hasta el momento
una tesis de maestr´ıa y dos tesis de doctorado en
desarrollo y otra en definicio´n.
Adema´s la finalizacio´n de beca de postgrado
tipo II otorgada por el Consejo Nacional de In-
vestigaciones Cient´ıficas (CONICET), obtenida el
01/04/11.
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