This paper investigate the problem of estimating sparse channels in massive MIMO systems. Most wireless channel are sparse with large delay spread, while some channels can be observed have common support within a certain area of the antenna array. This common support property is attractive when it comes to the estimation of large number of channels in massive MIMO systems. In this paper, we proposed a novel channel estimation approach which utilize the common support by exerting a Dirichlet process (DP) prior over the sparse Bayesian learning (SBL) model. In addition, this Dirichlet process is modeled based on factor graph and combined BP-MF message passing. Compared to the variational Bayesian (VB) method in literature, the message passing based method proposed in this paper can improve the performance while significantly reduce the complexity. Simulation results demonstrate that the proposed algorithm outperform other reported ones in both performance and complexity.
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I. INTRODUCTION
The deployment of multiple antennas in a wireless communication system offers key advantages to its performance in terms of power gain, channel robustness, diversity and partial multiplexing. As a result, multiple-input-multiple-output (MIMO) technology has gained much interest in the research community. However, critical to realizing the full potential of MIMO systems is the need for accurate channel estimation. As the number of transmit antennas is increased, the receiver must estimate proportionally more channels, which in turn increases the pilot overhead and tends to reduce the overall MIMO throughput gains [1] . Hence the development of efficient channel estimation technology for massive MIMO that are computational less complex and require less number of pilots is a challenge that needs to be thoroughly addressed [2] .
To reduce the channel estimation overhead, some work have been made to exploit the approximately sparse common support (SCS) in massive MIMO systems [3] , [2] . It is reasonable to assume that closely arranged antennas will observe almost the same echoes form different scatterers, and therefore the corresponding channels will have common support. For the wireless system, the signal bandwidth, operating frequency and antenna separation controls the supports commonality across the large array [3] . Authors in [3] suggest that two channel taps are resolvable if the time difference of arrival is larger than 1 10Bw , where Bw is the signal bandwidth. Thus let d max = C 10Bw be the maximum distance for two antennas have the SCS. But in the presence of highly diffusive multipaths, this SCS is not hold [4] .
In this paper we assume a more general scenario for SCS, each antenna may have common support with its neighbor with a certain probability. With such assumption the antenna array may be grouped into several clusters, while the channel taps have the same sparsity pattern within each cluster. But the number of clusters and the elements of each cluster is unknown for the receiver. Pertaining to the aforementioned scenario, a novel sparse channel estimation algorithm is proposed in this paper, which take advantage of the clustering information by leveraging the cluster property of the Dirichlet process (DP). The unknown cluster information can be automatically learned by imposing a DP prior [5] , [6] on the sparse Bayesian learning (SBL) model [7] . With such clustering information, the sparse channels with SCS can be estimated jointly.
In summary, we proposed a algorithms for channel estimation in massive MIMO in this paper. Specially, we consider a base station (BS) equipped with a large number of antennas serving several single-antenna user-equipments (UE). Our approach has the following distinctive features:
(1) It utilize the sparsity of the channel impulse response (CIR), and the feature that antenna array can be grouped into clusters according to the support of channel taps.
(2) A Dirichlet prior is imposed on the SBL model, then the group information can be automatically learned. With such information the channels within a cluster can be estimated jointly.
(3) The hierarchical Dirichlet process (HDP) is modeled and derived based on the factor graph and combined message passing, which can significantly reduce the complexity compared to the variational Bayesian (VB) method in literature.
The remainder of this paper is organized as follow. The system model based on Dirichlet process is described in Section II. In Section III, the message passing based combined BP-MF for the hierarchical Dirichlet process is detailed. Numerical results and complexity comparisons are provided in Section IV.
Notation-Boldface lower-case and upper-case letters denote vectors and matrices, respectively. Superscripts (·) * and (·) T represent conjugation and transposition, respectively. The expectation operator with respect to a density g(x) is expressed by f (x) g(x) = f (x)g(x)dx/ g(x )dx . The probability density function (pdf) of a complex Gaussian distribution with meanx and variance ν x is represented by CN (x;x, ν x ). The pdf of gamma distribution with shape parameter a and scale parameter b is denoted as Gama(x; a, b), and beta distribution with shape parameter a, b is denoted as Beta(x; a, b). The gamma and digamma function are represented by Γ(x) and Ψ(x) respectively. The relation f (x) = cg(x) for some positive constant c is written as f (x) ∝ g(x).
II. SYSTEM MODEL

A. Problem Formulation
Consider the uplink of a multiuser massive MIMO-OFDM system which consists of a receiver equipped with M antennas and U users, each equipped with one antenna. To combat the inter symbol interference, OFDM with K subcarriers is adopted by the users. The transmitted symbols by the uth user in frequency domain are denoted by x u = [x u (1); ...; x u (K)] T . Among the K subcarriers, N uniformly spaced subcarriers are selected for the users to transmit pilot signals, and the set of pilot-subcarriers of user u is denoted by P u . As in [8] , we assumes that ∪P u = ∅, and when a pilotsubcarrier is employed by a user, the remaining users do not transmit signals at the pilot-subcarrier. The received signal by the mth receive antenna in the pilot subset P u can be written as
where y (m) (P u ) ∈ C N ×1 denotes the received signal at the mth antenna in the pilot subset P u , x u (P u ) ∈ C N ×1 represents the randomly generated pilot symbols by uth user, F (P u ) ∈ C N ×L represents the truncated Fourier matrix of size N × L, formed by select the P u rows and the first L columns of the discrete Fourier transform (DFT) matrix with size K. Vector α (m,u) ∈ C L×1 denotes the L-tap sparse channel between the uth user and mth receive antenna, ω (m) ∈ C N ×1 represents the additive white Gaussian noise (AWGN) with zero mean and variance λ −1 I. Since users are independent to each other, here we consider only one user without loss of generality. For notational convenience, we will drop the script u and the symbol P u , hence (2) becomes 
B. Channel Model
Due to the physical properties of outdoor electromagnetic propagation, wireless are often modeled as having a CIR that is sparse in the sense that they contain few significant paths [9] . With multiple antennas, the CIR measured at different antennas share a common support, i.e., the time of arrival (DoA) at different antennas are similar while the paths amplitudes and phases are distinct. This common support assumption reduces the overall number of degrees of freedom to estimate, which can in turn be used to reduce the pilot overhead or improve the channel estimate [3] .
It is important to note that, the sparsity and common support assumption only hold with respect to the channel bandwidth Bw and the signal noise ratio (SNR) of the channel. At medium to low SNR, 1 10Bw is a reasonable resolution of channel path. So one can assume that antennas with distance less than c 10Bw share a common support. But in the presence of highly diffusive multipaths, this sparsity model dose not hold as outlined by [4] . Furthermore, one can easily find some contradictions exist in such assumption, e.g., assume antennas a 1 , a 2 , a 3 are arranged with distances d 1,2 < d max , d 2,3 < d max and d 1,3 > d max . According to such SCS assumption, antennas {a 1 , a 2 } and {a 2 , a 3 } have the same sparsity pattern, thus antennas {a 1 , a 3 } will have common support too. But it is contradict to the original assumption. Therefore, care shall be taken when applying this model [3] .
Since there are no conclusive method about the support pattern in massive MIMO, in this paper we set the channel of massive MIMO using a simple assumption: an antenna may have common support with its neighbors in probability p. As shown in Fig. 1 , we firstly set the antenna a 1,1 has support pattern S a , then the following antennas share the same sparse pattern with its left and upper neighbor with probability p independently.
C. Hierarchical Dirichlet Process
The Dirichlet process, denoted as DP (η, G 0 ), is a measure on measure, and is parameterized by a positive scaling parameter η and the base distribution G 0 . Assume G is a random measure drawn form DP (η, G 0 ), i.e., G ∼ DP (η, G 0 ). Since the explicit formulation of G is unattainable, a definition of G in terms of a stick-breaking construction was provided in [10] , reads
with
Note that, the details of the stick-breaking model mentioned above can be found in [11, eq. 8] .
The infinite number of components in (3) will inevitably result in an intractable complexity. In practice, the number of components is truncated to a relatively large number K. In our paper, K is set to be the number of antennas M without loss of generality [12] .
D. Probabilistic Model
From the massive MIMO system presented above and the hierarchical Dirichlet process model listed in (4), the joint pdf of the collection of observed and unknown variables can be factorized as and α (m) . Following the stick-breaking construction in [5] , we introduce the assignment variables z ; 0, 1/γ
Using the hierarchical Dirichlet process presented in [6, Eq. (20) ], we can further define the following conditional distribution
with vectors π = [π 1 , ..., π K ] T and z = [z 
Following the definition in [7] , we define the prior of noise precision as
The aforementioned factorization can be expressed in factor graph as depicted in Fig.(2) .
III. COMPUTATIONS OF MESSAGES
For clarity, we partition the factor graph into three blocks, labeled by Blocks (i) − (iii). With block (i) include messages relate to factor nodes f 
where
with intermediate variableŝ 
Note that, the derivation of equations (20), (7) and (10) can be found in our prior work [7] , and will not be detailed here. 
denotes the mean value of hyper prior γ
Adopting MF rule, we compute the message
, with its value updated at (19).
With the belief of b(π), later defined in (14), message
where log π k and log(1 − π i ) represents the expectation of log π k and log(1 − π i ) with respect of the belief of b(π k ), and are updated in (15) 
. After normalization, the expectation of
k ] can be updated as
(13)
B. Messages updating in Block (ii)
With the stick-breaking model constructed in hierarchical Dirichlet process (HDP), the definition of factor node f (m) z (z (m) , π) in (6) can equivalently re-defined as
The above equation is hold due to the fact that π K = 1 [5] .
Then the message m f (m) z →π (π) is updated by the re-defined factor node and MF rule, which reads
With the prior distribution of variable π, f π (π) = k Beta(π k ; 1, η), message m fπ→π (π) can be get by MF rule, i.e., m fπ→π (π) = exp (η − 1)
Then the belief of b(π) can be get by
where τ 1 k = m φ mk + 1 and τ 2 k = m K i=k+1 φ mi +η. So the expectation of log π k and log(1 − π k ) can be get by [11] log π k = Ψ(τ 1
Where Ψ denotes the digamma function, with definition
Then the message m fπ→η (η) from factor node f π to variable node η is updated by MF rule, which reads
With its prior f η = Gama(η; e, h), here we calculate the belief of b(η) as
, and the expectation of η can be updated
. 
A. Performance Comparison of Various Estimator
We consider a MIMO-OFDM system with the simulation parameters given in Table. I. Fig. 3 depicts MSE performance with an SNR of 10 versus the number of pilots. It shows that the "Dirichlet-VB" and "Dirichlet-MP" have similar performance when employ large number of pilots (N ). However, with the decrease of N , the "Dirichlet-VB" and "Separate" exhibit considerable performance loss compared to the proposed algorithms.
In Fig. 4 , the MSE performance of the various algorithms is shown over the signal-to-noise ratios (SNRs), where all algorithms run 30 iterations and the number of pilots employed fixed at 28. We observe that the proposed estimator performs best while the "Separate" performs worst, since the information from correlated antennas has not been exploited. Fig.5 illustrates the MSE performance of the algorithms, operating at SNR = 8dB and N = 26, versus iteration index. It can be seen that our proposed algorithms have similar convergence speed with others.
In Fig. 6 shows MSE performance with an SNR of 10 and the number of pilots is 26 with different probability (p) employed in the creating of channel model. It shows that the performance of "Separate" is fixed with different p, since no group information is considered. "GivenCluster" exhibits better performance with the increasement of p, since larger p indicates larger cluster size. The "Dirichlet-VB" and the proposed "Dirichlet-MP" also show better performance with larger p, but their performance deteriorate with the decrease of p, even slightly poor than "Separate" when p < 0.3, which can be explained as follows. Small p indicates more clusters and less antennas in each cluster, which may lead to errors in the grouping of antennas for the Dirichlet-based algorithms. 
B. Comparison of Computational Complexity
For the "Separate" and "GivenCluster", there are only O(M N L) messages to be updated for each iteration, and only several basic operations are needed for each updating, so the complexity of this two methods is O(M N L). As the message computations for updating b(γ (m) ), b(z (m) ), b(π) and b(η) are the same for "Dirichlet-MP" and "Dirichlet-VB", which require a complexity of O(M KL), we only analyze the com- 
V. CONCLUSION
Massive MIMO systems provide substantial performance gains as compared to the traditional MIMO systems. However, these gains come with a huge requirement of estimating a large number of channels. In this paper we proposed a novel channel estimation algorithm, which utilize the fact that channels in a large antenna array may be grouped according to the sparsity pattern. By the adoption of DP prior into SBL model, the proposed algorithm can automatically get the group information, thus the channels with the same sparsity pattern can be estimated jointly. Furthermore, the combined message passing is used to derive the hierarchical Dirichlet process, which significantly reduced the complexity. Simulations show that, the proposed algorithm shows significant performance gain compared to methods in literature.
