A key assumption of traditional machine learning is that both the training and test data share the same distribution. However, this assumption does not hold in many real-world scenarios. For example, in facial expression recognition, the appearance of an expression may vary significantly for different people. Previous work has shown that learning from adequate person-specific data can improve facial expression recognition results. However, because of the difficulties of data collection and labeling, person-specific data is usually very sparse in real-world applications. Learning from the sparse data may suffer from serious over-fitting. In this paper, we propose to learn a person-specific facial expression model through transfer learning. By transferring the informative knowledge from other people, it allows us to learn an accurate person-specific model for a new subject with only a small amount of his/her specific data.
INTRODUCTION
In recent years, machine learning approaches have been successfully applied to the field of automatic facial expression recognition. However, many machine learning algorithms work well only under the assumption that the training and test data are drawn from the same distribution. In facial expression recognition, this assumption may hold for some prototypical and posed expressions, such as the "smiling" faces from the Cohn-Kanade DFAT database [6] (Figure 1(a) ). Because the posed smile is quite consistent across subjects, current smile detection systems can easily achieve an accuracy of 97% [13] on the DFAT database (leave-one-subject-out cross validation). However, the identical-distribution assumption does not hold for complex and spontaneous expressions, like the "pain" expressions in the PAINFUL database [8] (Figure  1(b) ). This database contains the spontaneous pain expressions of patients with shoulder injuries during their shoulder movement. We can observe large variation of the pain expressions across different subjects, such as eyes open or closed, mouth open or closed, etc. Because the training and test data may not share the same distribution, the performance of pain detection is worse than that of posed smile detection.
When the appearance of the facial expression changes across the subjects, learning a person-specific model is likely to achieve better performance than a generic model. However, in many real-world applications, it is expensive to collect and The spontaneous pain expressions from PAINFUL database [8] . Pain expression has large variation across subjects.
label a large amount of data for a specific new person. Thus, how to learn the person-specific model with limited personspecific data becomes a critical problem.
In this paper, we exploit a new promising way to learn a person-specific model for expression recognition: transfer learning. Transfer learning represents a family of algorithms that transfer the informative knowledge from the source data to the new target domain. In our application, we take the pain expressions of other subjects as the source data and learn a person-specific model for a new target subject. We consider two transfer learning scenarios: inductive transfer learning (Sec. 3.1) and transductive transfer learning (Sec. 3.2). For the former, only a small amount of labeled target data are required to learn the robust target model without over-fitting. For the latter, the target data does not need to be labeled hence the data labeling work is entirely avoided. Finally, we compare various transfer learning algorithms and traditional learning algorithms in the PAINFUL database, and show significant improvement of the inductive transfer learning (Sec. 4).
RELATED WORK
Facial expression recognition has made considerable progress in recent years. A comprehensive review can be found in [16] . However, most of the current expression recognition research has focused on the posed expression under tightly controlled laboratory condition. There have been very little work on detecting natural spontaneous facial expression [11, 2] which may vary significantly across subjects.
An application of spontaneous facial expression recognition that would be of great benefit is pain/no-pain detection [7] . For instance, in intensive care units (ICU) [5] , the improvement in patient outcomes has been achieved by pain monitoring. Lucey et al. [7] collected the spontaneous pain database from patients with shoulder injuries. Their pain detection system achieved 0.751 area under the ROC curve (AUC) using only appearance features, and achieved the best performance of 0.839 AUC by combining the shape and appearance features. In this paper, we propose to further improve this result through a person-specific pain detector.
Previous work [3, 12] has shown that a person-specific model out-performs a person-independent model in expression recognition when adequate person-specific data is available. However, if only a small number of training images for a new subject are available, learning a person-specific model increases the risk of over-fitting. In this paper, we propose to address this problem through transfer learning.
Transfer learning aims to extract knowledge from one or more source domains and improve the learning in the target domain. It has been applied to a wide variety of applications, such as object recognition [14] , sign language recognition and text classification. For more details we refer the reader to the survey [9] . In this paper, we apply transfer learning algorithms to the task of person-specific facial expression recognition.
PERSON-SPECIFIC FACIAL EXPRESSION RECOGNITION
We first introduce the notation used for the transfer learning problem we intend to approach. Let's denote the training data of a new subject as target data
.NT and the training data of other subjects as source data
.NS , where x ∈ X is in the feature space and y ∈ {1, +1} is the binary label representing expression presence/absence. For person-specific facial expression recognition, the goal is to learn a classifier f T : x T → y T from the target data D T . However, since the size of target data (N T ) is very small, learning from D T only would suffer serious overfitting problems. Transfer learning can improve the learning of f T by transferring knowledge from the abundant source data D S .
Inductive Transfer Learning Algorithm
In this section, we use the boosting-based inductive transfer learning in [14] to learn the person-specific model. This framework consists of two phases. In the first phase, the knowledge of the source data is represented by a large collection of weak classifiers. In the second phase, some of the weak classifiers are selected to boost the target classifier on the target data.
This algorithm is summarized in Algorithm 1. Notice that it transfers the knowledge from multiple sources. The total number of the source data is m that minimizes the weighted classification error ε over the data set Dm.
H ← H h 
Normalize the weight vector wT to 1. Select one weak classifier h
from H that minimizes the weighted classification error ε over the data set DT .
Compute the weighted error
to the transfer learning from a single source [4] , this multisource transfer learning can identify and take advantage of the sources that closely related to the target, making it less vulnerable to negative transfer from unrelated sources.
Phase-I is the standard Adaboost algorithm run for each of the source data. The Adaboost classifier includes the weak classifiers that best discriminate the positive and negative data for that source. All the weak classifiers learned from source data constitute a large classifier set H. Phase-II is a variation of Adaboost on the target D T . In contrast to the traditional Adaboost which learns weak classifiers from the target data, we pick the weak classifiers from the source classifier set H. Since only the classifiers with the lowest classification rate on D T are selected, it can ensure the positive transfer of the knowledge from source to target.
Transductive Transfer Learning Algorithm
In this section, we apply the transductive transfer learning algorithm in [10] to the facial expression recognition. This approach is attractive because it can learn the target classifier without knowing the target labels {y T,1 , ..., y T,NT }, so that the labeling work for a new subject can be entirely avoided.
The basic idea of transfer learning is to re-use the source data that is close to the target. Given the labeled source data D S = {(x S,i , y S,i )} i=1...NS and the unlabeled target data D T = {x T,j } j=1...NT , transductive transfer learning reweights every sample (x S,i , y S,i ) in the source data using the probability ratio w(x S,i ) = pS (xS,i) pT (xS,i) , where p S (x) and p T (x) are the marginal distributions of the source and the target, and then the reweighted source data are used to train the target model.
Here, the sample weight w(x) is approximated by a linear modelŵ(x) = b l=1 α l φ l (x), where φ l (x) is a basis function such that φ l (x) ≥ 0 for all x. α l is the parameter to be estimated.
Thus, the target distribution can be approximated by the weighted source distribution:p T (x) =ŵ(x)p S (x). Transductive transfer learning minimizes the KL divergence betweenp T (x) and p T (x):
. Given the training data, the first term is a constant, we just need to maximize the second term with respect toŵ(x). (For more details of this algorithm please refer to [10] ).
Finally, we use the weighted source data to train an Adaboost classifier for the target subject, i.e. the sample weights of the source data are initialized as {ŵ(x S,i ) i=1...NS } in the AdaBoost learning algorithm.
EXPERIMENTAL RESULTS
We tested the transfer learning algorithms on the PAINFUL database [8] , which contains video sequences (totally 48,398 frames) of 25 subjects with shoulder injuries.
Local Binary Pattern (LBP) is used as the facial image feature in our experiments. We first use the eye locations provided in the PAINFUL database to crop and warp the face region to a 128×128 image. Following the method in [1] , this face image is divided into 8×8 small regions and a 59-dimensional LBP Similar to [8] , we perform a leave-one-subject-out evaluation on 25 subjects. For the target subject, we use the first N T frames of his/her video sequence to learn the person-specific model via transfer learning and test on the second half of the sequence. The number of frames in the sequence varies from 518 to 3360.
We compare the generic model and four different personspecific models as follows. Generic model is the Adaboost classifier learned from the source data of 24 subjects. This is our baseline algorithm. Traditional person-specific Model-A is a Adaboost classifier learned only from the target data without transfer learning. Traditional person-specific Model-B is a Adaboost classifier learned from a combined dataset of both the source data and the target data. Inductive transfer model is learned using Algorithm 1. Transductive transfer model is learned using the algorithm in Sec. 3.2. Each of the above models consists of 50 weak classifiers. When the number of training samples is 50, the ROCs of these models are shown in Figure 3 . The results with different number of training samples are summarized in Table 1 .
For the traditional person-specific Model-A, we learn the Adaboost classifier only from the person-specific target data. This model suffers serious over-fitting when the target data is limited (AUC is 0.557 when the number of target data is 10). Its performance can be improved by adding more training data, but it is always worse than inductive transfer learning. When using adequate training data (i.e. half of the target data), its performance is close to inductive transfer learning.
For the traditional person-specific Model-B, the classifier is learned from a combined data-set that consists of both the source and the target data. Because we have a large amount of training data, over-fitting problem can be avoided. However, because this classifier focuses on the combined data-set, its performance on the target data is not as good as Model-A when the target data is sufficient. Furthermore, since the training data size is very large, the learning process is very time consuming. We list the average training time for personspecific models in Table 2 .
The inductive transfer learning achieves the best perfor- Table  2 , which makes it suitable for rapid retraining for a new target. For the transductive transfer learning, we didn't observe any improvement even with adequate training data. A possible reason is that the boosting classifier is not sensitive to the marginal distribution change. In [15] , the classifiers are grouped into two categories: local classifiers, which depend only on P (y|x), and global classifiers, which depend on both P (y|x) and P (x). In our transductive transfer learning, we only reweight the source data to approximate the target marginal distribution P T (x). Since the AdaBoost classifier tends to be a local learner, this tranductive transfer may not work.
The training and testing time of an Adaboost classifier is proportional to its number of weak classifiers. An efficient algorithm can learn a good AdaBoost classifier with fewer weak classifiers. Figure 4 depicts the performance of different algorithms with different number of weak classifiers. It shows that inductive transfer learning can achieve good performance (AUC=0.818) with only five weak classifiers, which further confirms its efficacy.
CONCLUSION
This work exploits the idea of learning a person-specific model to improve facial expression recognition. In order to learn a robust person-specific model with minimal new data input, we propose to use the transfer learning, which can mitigate the overfitting in the target domain by transferring the informative knowledge from similar source domains. We de- 
