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In the last decade, the interest in microarray technology has exponentially increased due to its 
ability to monitor the expression of thousands of genes simultaneously. The reconstruction of gene 
association networks from gene expression proﬁles is a relevant task and several statistical 
techniques have been proposed to build them. The problem lies in the process to discover which 
genes are more relevant and to identify the direct regulatory relationships among them. We 
developed a multi-objective evolutionary algorithm for mining quantitative association rules to deal 
with this problem. We applied our methodology named GarNet to a well-known microarray data of 
yeast cell cycle. The performance analysis of GarNet was organized in three steps similarly to the 
study performed by Gallo et al. GarNet outperformed the benchmark methods in most cases in terms 
of quality metrics of the networks, such as accuracy and precision, which were measured using 
YeastNet database as true network. Furthermore, the results were consistent with previous 
biological knowledge.
1.Introduction
Since late 1990s, the interest in microarray technology has exponentially increased due to its ability to monitor the
expression of thousands of genes simultaneously. Microarray technology has revolutionized the biological research because
it allows to study thousand of genes or even whole genomes [1].
As molecular biology is rapidly evolving into a quantitative science, it increasingly relies on computational algorithms to
make sense of high-throughput data. One of the main goals in Microarray analysis is the reconstruction of gene regulatory
processes and a key task is the inference of regulatory interactions among genes from gene expression data [2]. Our  aim is to
infer the relationships between genes from an organism in a particular biological process. This relationships can be modeled in
several levels of abstraction, these levels range from the detailed gene regulatory processes (where a chain of intracellular
reaction activates a regulatory molecule, transcription factors until a protein is synthesized) to the high models of abstraction
named gene association networks. In the reconstruction of gene regulatory processes, building gene association networks has
been proven to provide useful insights for such task, the reconstruction of gene regulatory processes. A gene association network
can be deﬁned as a graph in which nodes represent genes and edges represent the inﬂuence between them. Our goal in this work
is the inference of gene association networks from Microarray datasets.
There are several statistical methods to infer gene association networks from Microarray data. A microarray dataset is
a bidimensional data structure where conditions are experiments or sources and the columns are gene expression values.
In our problem the conditions will be the instances and the gene expression values will be the attributes or features.
These methods range from relatively straightforward correlation-based methods to more sophisticated methods based on
the concept of conditional independence. In general, these methods based on pairwise similarity measures are very useful
to determine whether two genes have a strong global similarity under all conditions in the dataset. However, there could
be strong local similarities over a subset of conditions, which could not be detected by them [3]. In this context, the
discovery of Association Rules (AR), and particularly of Quantitative Association Rules (QAR), is a popular methodology
that allows the discovery of signiﬁcant and apparently hidden relations among attributes in a subspace of the instances
from the dataset. Therefore, we developed a multi-objective evolutionary algorithm for mining QAR to favor the detection
of localized similarities over a more global similarity. Furthermore, as it can be observed in the review of the state-of-
the-art [4], methods based on the discovery of QAR have not been used to infer gene associations from microarray data.
However, qualitative AR have been used to infer gene association networks but this approach needs a discretization step
that our proposal avoids.
Our proposal, henceforth named GarNet (Gene–gene associations from Association Rules for inferring gene NETworks),
is based on the well-known multi-objective evolutionary approach NSGA-II [5] to discover QAR with adaptive intervals
without performing a previous discretization. NSGA-II algorithm has been selected instead of SPEA-II [6] algorithm because
it performs better than SPEA-II due to the powerful crowding operator that keeps diversity in the population and generates
a more uniform Pareto front. Furthermore, NSGA-II is considered as the paradigm within the MOEA research community [7].
GarNet carries out an inference process based on an iterative rule learning to extract gene–gene associations and builds
gene networks by the intersection of the gene–gene associations retrieved from the QAR found in several input microarray
datasets. To summarize, our proposal presents mainly two improvements: it favors the detection of localized similarities
and avoids the discretization step of other approaches based on the discovery of AR [8].
In this work, we focus on the analysis of a set of genes that encode proteins important for cell-cycle regulation.
We applied GarNet to a well-known microarray data of yeast cell cycle and we compared our approach against several
benchmark methods focused on the same biological problem. For performance analysis we applied as benchmark methods
a decision-tree-based method [9], a regression-tree based method [3], a probabilistic graphical model [10] and combinatorial
optimization algorithm [11,12]. The performance analysis was organized in three steps similarly to the study performed by
Gallo et al. [12]. GarNet outperformed the benchmark methods in most cases in terms of quality metrics of the networks,
such as accuracy and precision, which were measured using YeastNet database as a true network. Furthermore, the results
were consistent with previous biological knowledge.
The remainder of the paper is organized as follows. In Section 2, a summary of the benchmark methods to infer gene
networks and to extract AR is presented. In Section 3, a detailed explanation of the methodology and the algorithm are pre-
sented. Section 4 reports the performance analysis, parameter settings and comparison analysis together with the biological
relevance of the experiments. Finally, Section 5 summarizes the most relevant conclusions and future works.
2. Related work
The related work is divided into two parts: the ﬁrst one describes the methods to infer gene networks from microarray
data in the literature and the second one describes data mining techniques to build AR.
2.1. Inferring gene networks: a review
There are several methods to infer gene–gene association networks from gene expression data. These methods range
from rather straightforward correlation-based methods to more sophisticated models, such as Bayesian network models.
One of the ﬁrst approaches to the problem was clustering algorithms [13,14]. These approaches are based on a simple
assumption, which is still used in functional genomic, called the guilt-by association heuristic. This assumption suppose that
co-expression means co-regulation, i.e. if two genes show similar expression proﬁles, they are supposed to follow the same
regulatory programme.
In order to formalize the idea of similar expression behavior, several statistical measures have been proposed in the
literature. In correlation-based methods, gene–gene associations are built using correlation as a pairwise similarity measure
between gene expression proﬁles over all the conditions in the dataset. In standard correlation-based methods, the Pearson
or Spellman’s coeﬃcient has been used to identify gene–gene associations [15]. In this kind of methods, if the correlation
between gene pairs is higher than a threshold value (usually 0.95), then it is assumed that these gene pairs interact directly
in a relevant biological process or in a signaling pathway [16,17]. As shown in [18], the results provided by these methods
are a framework for assigning biological functions to group of genes. In the literature, gene co-expression networks are also
known as gene relevance, gene association or gene interaction networks. Different versions of the standard correlation-based
method exist, such as one by Obayashi and Kinoshita in [19] that instead of correlation values uses correlation ranks.
Correlation-based methods are very useful to determine strong global similarity between two genes over all conditions in
the dataset. This is a relevant constraint due to there might exist a strong local similarity over a subset of conditions which
could not be detected with correlation measure. This constraint is taken into account in the model tree-based method
proposed by Nepomuceno-Chamorro et al. [3], where they used regression trees as a way to detect linear dependencies
localized over a subset of conditions. Similar to this approach, another rule-based method is presented in [9] in which
the authors used decision trees as a way to extract dependencies. Inspired in these two techniques, the model tree-based
method and the rule-based method, this work proposed a method to favor the detection of localized similarities over a more
global similarity. We proposed a multi-objective evolutionary algorithm to extract AR which describe associations between
genes.
Correlation measure is extensively used as an indicator of association measure between two random attributes, genes in
our case, but cannot be seen as a causal measure between them. However, correlation is still informative about the under-
lying structure in the network [20], although correlation cannot provide the regulatory mechanisms. In order to explain the
regulatory mechanism we can use full conditional models (also known Markow networks), where the correlation between
two genes is explained by means of all other genes. As a drawback of these methods, this kind of relationships between
genes can only be calculated if the number of samples is larger than the number of attributes, i.e. if the number of genes
exceeded the number of distinct gene expression proﬁles. Full conditional models become especially simple in a Gaussian
setting [21], therefore Gaussian graphical models (GGM) are a popular tool to infer gene association networks. In the GGM
instead of full conditional models, ﬁrst-order dependencies are extracted. In [20], authors use Partial Pearson’s correlation
to extract associations between pairs of genes when this association cannot be explained by means of a third gene. In [22],
authors use conditional mutual information to test for ﬁrst-order dependencies and they presented the algorithm named
ARACNE that was applied to expression proﬁles of human B cells. Finally, the probabilistic model called Bayesian networks
extracted dependencies between genes if no subset of the other genes can explain the correlation. In the literature, one of
the most signiﬁcant works in Bayesian methods is [10].
2.2. Mining association rules: a review
In data mining, learning a network structure from data became a main focus of attention in the last two decades [23]. In
this context, we present the result of applying a data mining technique, speciﬁcally, AR, to infer gene association networks
from microarray data. An AR stands for existing relationships among the attributes, genes in our case.
In the ﬁeld of data mining, the learning of AR is a popular and well-known method for discovering interesting relations
among variables in large databases [24–26]. The discovery of AR is a non-supervised learning tool since AR is descriptive,
unlike classiﬁcation. Descriptive mining tasks identify patterns that explain or summarize the data, that means, they are
used to explore the properties of the data, instead of predicting the class of new data [27].
The classical example of AR is the well-known market basket analysis, where the purchase behavior of customers is
analyzed in order to discover regularities among products purchased in a supermarket [28]. AR are widely used in many
other ﬁelds such as the healthcare environment to identify risk factors in the onset or complications of diseases [29–31]. In
addition, AR have been applied in visualization area where interactive visual analysis approaches have been developed to
represent them [32].
This form of knowledge extraction is based on statistical techniques such as correlation analysis and variance. One of the
most used and cited algorithms is Apriori [24]. When the domain is continuous, the AR are known as QAR. In this context,
let F = {F1, . . . , Fn} be a set of features or attributes, with values in R. Let A and C be two disjoint subsets of F , that is,
A ⊂ F , C ⊂ F , and A ∩ C = ∅. A QAR is a rule X ⇒ Y , in which features in A belong to the antecedent X , and features in B
belong to the consequent Y , such that X and Y are formed by a conjunction of multiple boolean expressions of the form
Fi ∈ [v1, v2] (with v1, v2 ∈ R). Thus, in a QAR, the features or attributes of the antecedent are related with the features of
the consequent, establishing an interval of membership values for each attribute involved in the rule. The consequent Y is
usually a single expression.
For instance, a QAR could be numerically expressed as
CLB1 ∈ [−0.68,0.05] ∧ CLN2 ∈ [−0.85,0.1] ⇒ CLB5 ∈ [−1.11,0]
where CLB1 and CLN2 constitute the features appearing in the antecedent and CLB5 the one in the consequent.
It is important to measure the quality of the rules to select the best rules and evaluate the results obtained by the
proposed algorithm. There are several probability-based measures proposed in the literature to evaluate the generality and
reliability of AR obtained in the mining process [33,34]. However, the real value of a rule, in terms of usefulness and
actionability is subjective and depends heavily on the particular domain and objectives of the problem at hand.
A review of the published literature for mining rules reveals that there exist many algorithms to ﬁnd them, most of
them based on classical methods such as AIS [28], Apriori [24] or SETM [35]. However, many of these tools discretize
the attributes by using a speciﬁc strategy and deal with them as if they were discrete [36], obtaining poor results in real
continuous datasets. Afterwards, some researchers were focused on discover AR from continuous datasets as [37]. To deal
with continuous datasets, [38] presented a classiﬁer with the aim of extracting QAR over unlabeled data streams. The main
novelty of this approach lied on its adaptability to on-line gathered data. In [39], an optimization metaheuristic based on
rough particle swarm techniques was presented. In this case, the singularity was that this technique determines the intervals
for the AR. Finally, an interval clustering-based method is presented in [40] and it is especially useful to mining complex
information.
Many algorithms are based on evolutionary algorithms (EA) [41] which have been extensively used for the optimization
and adjustment of models in data mining tasks. EA are search algorithms that generate solutions for optimization problems
using techniques inspired by natural evolution. Evolutionary computation is usually used to discover AR in both EA [42,43]
and Genetic Programming [44,45] due to they offer a set of advantages for knowledge extraction and speciﬁcally for rule
induction processes [46].
In the last two decades an increasing interest has been developed in the use of EA for multi-objective optimization [47].
The mining process of AR can be modeled as a multi-objective problem in which the measures used for evaluating a rule are
different objectives to be maximized [48]. Nevertheless, the majority of the proposed algorithms for mining AR considered as
multi-objective approaches are based on a combination of weighted objectives in a single ﬁtness function. Therefore, some
problems might be presented since a weighted scheme could be solved by a single-objective optimization. Hence, methods
based on concept of Pareto optimal such as SPEA-II [6] (Strength Pareto Evolutionary Algorithm) or NSGA-II [5] (Non-Dominated
Sorting Genetic Algorithm) are better to optimize the AR extraction process because weights and previous information on the
problem at hand are not required. Besides the above advantages, these methods are based on populations of non-dominated
solutions.
A multi-objective Pareto-based EA was presented in [49] where the ﬁtness function was formed by four different objec-
tives: support, conﬁdence, comprehensibility of the rule (aimed to be maximized) and the amplitude of the intervals that
forms the rule (intended to be minimized). Other multi-objective EA to mining AR is proposed in [50]. In this case, the
algorithm doesn’t take the minimum support and conﬁdence into account and apply the FP-tree algorithm. The objective of
ﬁtness function is maximizing the correlation between support and conﬁdence.
The main motivation of this paper is to extend preliminary works such as the proposed algorithms called QARGA [51,
52] and EQAR [53], to a multi-objective approach based on the NSGA-II algorithm able to deal with biological problems.
In particular, a non-dominated multi-objective evolutionary algorithm is proposed in this work which is able to ﬁnd QAR
in databases with continuous attributes avoiding the discretization step. Likewise, the proposed algorithm has also been
enhanced to include a mechanism for building networks from AR, henceforth called GarNet (Gene–gene associations from
Association Rules for inferring gene NETworks).
3. GarNet: gene–gene associations from Association Rules for inferring gene NETworks
The main features of the proposed algorithm are described in this section. First, the method is presented in Section 3.1
as a multi-objective approach named GarNet that extends previous proposals (QARGA and EQAR) into a multi-objective
approach, with the aim to discover QAR from continuous datasets. Afterward, the adaptation to deal with a biological
problem and the process to build gene association networks from the rules is explained in detail in Section 3.2.
3.1. Evolutionary process of GarNet
As we mentioned before, we proposed in this work a multi-objective evolutionary algorithm to ﬁnd QAR in continu-
ous datasets avoiding the discretization step. In continuous domains, rules identify subgroups of samples whose features
share certain sets of values. Therefore, it is required to express the samples covered by a rule using the range of values
allowed, then adaptive intervals instead of ﬁxed ranges are chosen to represent them. The search for the most appropriate
intervals has been carried out by means of the GarNet algorithm. Thus, the intervals are adjusted to ﬁnd QAR with high
interpretability, generality, quality and precision.
The proposed algorithm extends the main features of QARGA [51,52] and EQAR [53] adding new features to improve the
AR mining task. The most important improvement achieved in GarNet is related with solving the main drawbacks caused
by the weighted objective scheme existing in the ﬁtness function.
A multi-objective approach is the best way to perform the best trade-off among all the measures, hence our proposal
GarNet is based on the well-known NSGA-II algorithm [5]. Its main purpose is to evolve the population based on the non-
dominated sort of the solutions in fronts of dominance. The ﬁrst front is composed of the non-dominated solutions of the
population (the Pareto front), the second is composed of the solutions dominated by one solution, the third of solutions
dominated by two, and so on. The evolutionary scheme of the proposed algorithm is described in Fig. 1.
In the population, each individual constitutes a rule. These rules are then subjected to an evolutionary process, in which
the mutation and crossover operators are applied. IRL process (Iterative Rule Learning) [55] is performed to penalize in-
stances already covered by rules found by GarNet, in order to emphasize the covering of instances still not covered. The IRL
affects the generation of initial population in each evolutionary process which is described in Section 3.1.2. The evolutionary
process ends when the number of generations is reached. Thenceforth, the algorithm returns the rule that belongs in the
ﬁrst Pareto front (PF1) with higher support value (Eq. (3)). The whole evolutionary process is repeated until the desired
number of rules is achieved.
The main parts of the evolutionary process of GarNet are deﬁned in the following subsections.
3.1.1. Individuals codiﬁcation
The lower and upper limits of the intervals of each attribute will be represented by the different genes of an individual.
Because the attributes are continuous, individuals are represented by a real coding. An individual consists of a ﬁxed number
of attributes n, which represents the number of attribute in the database. The representation of an individual consists in two
data structures. The upper structure includes the intervals bounds of all the attributes of the dataset. The bottom structure
indicates the membership of an attribute to the rule represented by an individual. The type of each attribute can have three
values: 0 when the attribute does not belong to the rule and 1 or 2 if it belongs to the antecedent or the consequent of the
Inputs: Maximum number of rules (MaxNumRules), Maximum number of generations (MaxNumGen)
Output: MaxNumRules best rules found
Multi-objective Evolutionary Process(MaxNumRules, MaxNumGen)
Initialize the rule counter r = 0.
Repeat // The IRL loop starts here
1. Initialize the generation counter t = 0.
2. Initialize parent population Pt=0 based on instances covered by fewer rules.
3. Evaluate the individuals of Pt=0 based on the measures selected as objectives.
4. Pt=0 is ranked using the Fast Non-dominated Sort [5] that consists in sorting the individuals of a population in different Pareto fronts (PF)
according to their non-dominance.
Repeat // Generations of EA loop
(a) An offspring population Qt of same size as Pt is generated using crossover and mutation operators over the individuals of Pt selected using
binary Tournament selection-based method [54].
(b) The individuals of Pt and Qt are merged into Rt and the Fast Non-dominated Sort is carried out.
(c) The next population Pt+1 consists of the N best individuals of Rt .
Initialize the front counter i = 0.
Repeat // Loop to generate the next population Pt+1
If the current level of Rt (PFi , ith Pareto front) has less than or equal to N individuals, the individuals of PFi are added to the popula-
tion Pt+1.
In other case,
if the current level of Rt (PFi , ith Pareto front) has more than N individuals, the best individuals are used to ﬁll the population of
the next generation (Pt+1), and for that purpose, the Crowding distance assignment [5] is used in order to sort the population of the
current level and to select the best individuals that represent the best rules.
Increment the front counter (i = i + 1).
While the next population Pt+1 is not completed.
(d) Increment the generation counter (t = t + 1).
While the maximum number of generations is not reached.
5. Return best individual, thus, the rule in the ﬁrst Pareto front (PF1) which reaches a higher support value.
6. Penalize the instances covered by the best rule found.
7. Increment the rule counter (r = r + 1).
While the number of desired rules is not achieved.
Return the best rules found.
Fig. 1. General scheme of the algorithm.
Fig. 2. Example of an individual of the population.
rule, respectively. If an attribute is wanted to be retrieved for a speciﬁc rule, it can be done by modifying the value equal
to 0 of the type by a value equal to 1 or 2 depending on the antecedent or consequent.
An illustrative example of an individual codiﬁcation is depicted in Fig. 2. We suppose that the input dataset has 4
attributes. In particular, the rule CLB1 ∈ [−0.68,0.05] ∧ CLN2 ∈ [−0.85,0.1] ⇒ CLB5 ∈ [−1.11,0] is represented. Note that
attributes CLB1 and CLN2 appear in the antecedent, CLB5 in the consequent and CLN1 is not involved in the rule.
3.1.2. Initial population
The generation of the initial population in the proposed algorithm was carried out at the beginning of each evolutionary
process and is performed such that at least one chosen sample or instance of the dataset was covered. The samples of the
dataset are selected based on their level of hierarchy. The hierarchy is organized according to the number of rules which
cover a sample. Thus, the records are sorted by the number of rules that are covered and the samples covered by a few
rules have a higher priority.
A sample is selected according to the inverse of the number of rules which cover such sample. Intuitively, the process is
similar to roulette selection method where the parents are selected depending on their ﬁtness.
Thus, the samples covered by a few rules have a greater portion of roulette and, therefore, they will be more likely
selected. In the ﬁrst evolutionary process, all samples have the same probability to be selected. Constraints to generate
individuals are given by the number of attributes that belong to rule represented by an individual, the maximum and
minimum number of attributes in the antecedents and consequents and the structure of the rule (attributes ﬁxed or not
ﬁxed in consequent).
3.1.3. Genetic operators
The genetic operators implemented in our proposal are Crossover and Mutation and they are described in [51]. The
Crossover operator is applied over all individuals generated as offspring. After applying the crossover operator, these in-
dividuals are mutated with a given probability. In addition, a new directional Mutation operator has been added in order
to introduce diversity in the population. This mutation operator works as follows: If the selected attribute belongs to the
antecedent of the rule, i.e. its type is 1, then the type of this attribute is changed to belong to the consequent of the rule
and now the type is 2. On the other hand, if the selected attribute belongs to the consequent, i.e. its type is 2, then the
type of this attribute is changed to the antecedent and now the type is 1.
3.2. Adapting the AR mining process for modeling biological problems
One of the motivations of this work has been to extend previous algorithms such as QARGA and EQAR into a multi-
objective approach based on Pareto optimal as discussed before. Nevertheless, the main challenge proposed in this work is
how to adapt these evolutionary algorithms to discover QAR to deal with a biological problem: the inference of gene–gene
associations from gene expression proﬁles provided by microarray technology. Besides the evolutionary features described
above in Section 3.1, new one has been added in order to improve the performance of the obtained QAR for this speciﬁc
biological problem. Furthermore, a mechanism to build gene–gene associations from QAR has been included. These new
functionalities are detailed in the following subsections.
3.2.1. Building gene networks from gene–gene associations
GarNet is a rule-based method to infer gene networks from microarray datasets. The general scheme is outlined in Fig. 3.
The proposed GarNet carry out an inference process to build a gene network from the QAR obtained in each microarray
dataset.
The best QAR are obtained by the evolutionary process described in Section 3.1 and the best individual of each iteration
is the rule with higher support value from the ﬁrst Pareto front of the last generation. In addition, as can be seen in Fig. 3
and described in Fig. 1, an IRL process until reaching the maximum number of rules, is applied to lead the search process
towards rules satisfying instances which have not yet been covered or are covered by few rules.
In general terms, the outer loop of GarNet depicted in Fig. 3 is based on others rule-based approaches to infer gene
network. GarNet applies an inference process from K microarray datasets. This process is performed in [12] to evaluate
automatically the gene–gene associations obtained by different datasets, therefore improving the degree of evidence required
for the potential associations to be returned.
The gene–gene associations of the gene network are inferred from the obtained QAR by GarNet for each microarray
dataset. The set of best QAR obtained by each microarray is decomposed into sets of attribute pairs as follows:
• First, the attributes belonging to the antecedent and attributes belonging to the consequent for each resulting QAR are
identiﬁed.
• Afterwards, combinations between the attributes of the antecedent and attributes of the consequent of each rule are
performed obtaining pairs of attributes.
• For instance, let the following QAR be:
CLB1 ∈ [−0.68,0.05] ∧ CLN2 ∈ [−0.85,0.1] ⇒ CLB5 ∈ [−1.11,0]
The resulting attribute pairs (associations) that can be extracted from this rule are:
CLB1 ⇒ CLB5
CLN2 ⇒ CLB5
After completing the inference process from datasets, the intersection among the attribute pairs found for each input
dataset is performed to ﬁnd the most frequent gene–gene associations, hence, potential and relevant associations. Let K be
the number of input datasets used in the inference process. Let Π be the set of attribute pairs obtained from kth-dataset.
The output of the inference process is deﬁned as:
Π = Π1 ∩ Π2 ∩ · · · ∩ ΠK (1)
where Πk , k = 1..K , is the set of attribute pairs obtained from the kth-dataset.
The ﬁnal step involves the inference of the resulting gene network from the intersection of the results obtained for the
K datasets. Finally, a gene network can be deﬁned as a graph where nodes are attributes and edges link pairs of attributes
extracted from rules. An example of how the decomposition process of a set of QAR into attribute pairs is carried out to
build the gene network is deﬁned as follows.
Fig. 3. General scheme of GarNet algorithm.
Let the following set of QAR obtained for 2 datasets be:
1. Gene–gene associations extraction (See Fig. 3.)
• Dataset 1:
– CLB1 ∈ [−0.68,0.05] ∧ CLN2 ∈ [−0.85,0.1] ⇒ CLB5 ∈ [−1.11,0].
– CLN1 ∈ [0.1,0.45] ⇒ CLB5 ∈ [0.05,0.5].
Fig. 4. Example of gene network from the attribute pairs reported by the inference process.
– CLB1 ∈ [−0.68,0.05] ⇒ SWI5 ∈ [−0.5,−0.01].
– CLN1 ∈ [0.02,0.41] ⇒ CLB2 ∈ [0.1,0.56] ∧ CLN2 ∈ [0.03,0.4].
Π1 = {CLB1− CLB5,CLN2− CLB5,CLN1− CLB5,CLB1− SWI5,CLN1− CLB2,CLN1− CLN2}.
• Dataset 2:
– CLB2 ∈ [0.05,0.5] ⇒ CLB6 ∈ [0.1,0.62] ∧ CLN1 ∈ [0.06,0.33].
– CLN1 ∈ [−0.43,0.03] ⇒ CLN2 ∈ [−0.85,0.1].
– CLN1 ∈ [0,0.43] ⇒ CLB5 ∈ [0.02,0.45].
– CLB1 ∈ [0.1,0.45] ⇒ CLB5 ∈ [0,0.51].
– CLB5 ∈ [−1.11,0] ⇒ CLN2 ∈ [−0.85,0.1].
Π2 = {CLB2− CLB6,CLB2− CLN1,CLN1− CLN2,CLN1− CLB5,CLB1− CLB5,CLB5− CLN2}.
 Output Π = Π1 ∩ Π2 = {CLB1− CLB5,CLB5− CLN2,CLN1− CLB5,CLN1− CLB2,CLN1− CLN2}.
2. Gene network inference
• Graph nodes are: CLB1, CLB5, CLN2, CLB2, CLN1, CLN2.
• Graph edges from attribute pairs are:
– CLB1 ⇒ CLB5.
– CLB5⇒ CLN2.
– CLN1 ⇒ CLB5.
– CLN1 ⇒ CLB2.
– CLN1 ⇒ CLN2.
• The resulting Gene network is shown in Fig. 4.
In an ideal scenario for potential interactions between pairs of attributes, all the combinations between the attributes
belonging to the antecedent and the attributes belonging to the consequent are strongly correlated, and therefore, the gene–
gene associations derived from the rules present a high statistical dependence. However, in a real scenario all the attributes
of the rules might be correlated but when the QAR are split in pair of attributes, they could be present low statistical
dependence or be independents. To avoid this drawback, comprehensible and general QAR with high precision and accuracy
are desirables, thus, GarNet will try to ﬁnd QAR with the minimum number of attributes possible, covering a high number
of attributes and presenting a high quality. To this aim, GarNet optimizes several measures that are shown in the next
section.
3.2.2. QAR quality measures used by GarNet
Probability-based measures [33] have been selected as objectives to be optimized with the aim of selecting the best rules
for the biological problem to deal with in this work. Speciﬁcally, the support of the rule and accuracy measure are selected
to be optimized, respectively, to obtain general and reliable rules. In addition to accuracy and support measures, conﬁdence
measure has been considered as a threshold to ﬁlter the set of resulting rules.
The description and the mathematical deﬁnition of these measures are described as follows:
• Support(X ): The support of an itemset X is deﬁned as the ratio of instances in the dataset that satisfy X . Usually, the
support of X is named as the probability of X .
sup(X) = P (X) = n(X)
N
(2)
where n(X) is the number of occurrences of the itemset X in the dataset, and N is the number of instances forming
such dataset.
• Support(X ⇒ Y ): The support of the rule X ⇒ Y is the percentage of instances in the dataset that satisfy X and Y
simultaneously.
sup(X ⇒ Y ) = P (Y ∩ X) = n(XY ) (3)
N
where n(XY ) is the number of instances that satisfy the conditions for the antecedent X and consequent Y simultane-
ously.
• Accuracy(X ⇒ Y ): Accuracy measures the degree of veracity of the rules, i.e., the matching degree between the obtained
values and the actual data. An accuracy of 100% means that the measured values are exactly the same as the real
values. In the AR mining context, the accuracy measures the total percentage of instances in the dataset that satisfy
the antecedent and the consequent, and the total percentage of instances in the dataset that do not satisfy neither the
antecedent nor the consequent. Accuracy takes values in [0, 1] and values near 1 are expected for a high quality and
high veracity rule.
acc(X ⇒ Y ) = sup(X ⇒ Y ) + sup(¬X ⇒ ¬Y ) (4)
where ¬ means negation, therefore sup(¬X ⇒ ¬Y ) is the percentage of instances in the dataset that do not satisfy X
and Y simultaneously.
• Conﬁdence(X ⇒ Y ): The conﬁdence is the probability that instances satisfying X , also satisfy Y . In other words, it is the
support of the rule divided by the support of the antecedent.
conf (X ⇒ Y ) = P (Y | X) = sup(X ⇒ Y )
sup(X)
(5)
3.2.3. Performance assessment of gene networks
Several well-known measures, such as accuracy, precision, sensitivity and speciﬁcity are usually used to evaluate the
quality of the networks obtained by a gene–gene associations-based method. Deﬁnitions of these measures are described as
follows:
• Deﬁnition 1. Network Accuracy: The accuracy of a gene network is the proportion of true results (both true positives
and true negatives) over the total number of sample cases.
Accuracy = TP + TN
TP + FP + FN + TN (6)
where:
– TP is the number of gene–gene associations obtained by the method that also appear in the gene networks used as
test.
– TN is the number of gene–gene associations not obtained by the method that do not appear in the gene networks
used as test.
– FP is the number of gene–gene associations obtained by the method that also do not appear in the gene networks
used as test.
– FN is the number of gene–gene associations not obtained by the method that appear in the gene networks used as
test.
• Deﬁnition 2. Network Precision: The precision of a gene network is deﬁned as the proportion of the true positives against
all the positive results (both true positives and false positives)
Precision = TP
TP + FP (7)
• Deﬁnition 3. Network Sensitivity: The sensitivity of a gene network measures the proportion of true positives which are
correctly identiﬁed.
Sensitivity = TP
TP + FN (8)
• Deﬁnition 4. Network Speciﬁcity: The speciﬁcity of a gene network measures the proportion of true negative which are
correctly identiﬁed.
Speciﬁcity = TN
TN + FP (9)
• Deﬁnition 5. Network Score: Different databases for the yeast organism include a score value for each gene–gene asso-
ciation that measures the probability of an interaction representing a true functional linkage between two genes (with
stronger associations scoring higher) [56]. In gene networks, the score is measured as the average score values of the
rules found by the method assessed.
• Deﬁnition 6. Number of associations: Number of associations of a gene network is the number of edges of the graph
which models the gene network, that is the number of gene–gene interactions of the gene network.
Table 1
List of genes analyzed in the dataset.
ORF name Common name Description
YMR199W CLN1 Cyclin, G1/S-speciﬁc
YPL256C CLN2 Cyclin, G1/S-speciﬁc
YAL040C CLN3 Cyclin, G1/S-speciﬁc
YGR108W CLB1 Cyclin, G2/M-speciﬁc
YPR119W CLB2 Cyclin, G2/M-speciﬁc
YLR210W CLB4 Cyclin, G2/M-speciﬁc
YPR120C CLB5 Cyclin, B-type
YGR109C CLB6 Cyclin, B-type
YMR043W MCM1 Transcription factor of the MADS box family
YLR079W SIC1 Inhibitor of Cdc28p-Clb protein kinase complex
YLR182W SWI6 Transcription factor, subunit of SBF and MBF factors
YBR160W CDC28 Cyclin-dependent protein kinase
YDL132W CDC53 Controls G1/S transition, component of SCF-ubiquitin ligase complexes
YDL056W MBP1 Transcription factor, subunit of the MBF factor
YDR054C CDC34 E2 ubiquitin-conjugating enzyme
YDR146C SWI5 Transcription factor
YDR328C SKP1 Core component of SCF-ubiquitin ligase complexes
YER111C SWI4 Transcription factor, subunit of SBF factor
YGL116W CDC20 Cell division control protein
YGL003C HCT1 Substrate-speciﬁc activator of APC-dependent proteolysis
In the next Section 4 the results obtained by GarNet are presented and discussed. The assessment of the resulting gene
networks is performed in terms of the quality measures such as accuracy, precision, sensitivity, speciﬁcity, score and number
of associations previously described.
4. Experimental results
Several studies have been carried out to assess the performance of GarNet in order to realize a fair comparison with other
studies published in the literature. The experimental design is described in Section 4.1. In this subsection, we describe the
training datasets (Section 4.1.1), the benchmark methods with which GarNet is compared (Section 4.1.2) and the parameter
settings (Section 4.1.3). Furthermore, in Section 4.1.2 we report on the database used as a true network for the automatic
assessment of the quality of the results obtained by GarNet and the benchmark methods measuring several metrics, such
as accuracy and precision.
Results and discussion are presented in Section 4.2. We present the performance of GarNet and the comparison of GarNet
against other approaches. The comparative study is organized similar to the study achieved in [12], where it was performed
in three different stages due to the availability of the methods and the results reported in the literature. First, we discuss in
Section 4.2.1 the performance of GarNet using different parameter thresholds to show the robustness of our approach and
identify the most inﬂuent metrics in the results. Afterward, we present in Section 4.2.2 the performance of GarNet versus
GRNCOP [11] and GRNCOP2 [12]. We compared average values obtaining from modifying several input parameters. Finally,
we set the input parameters and we present in Section 4.2.3 the performance of GarNet versus other benchmark methods
reported in the literature [3,9–11].
Finally, the biological relevance and a Gene Ontology analysis are presented in Section 4.3.
4.1. Experimental design
4.1.1. Datasets description
We used the microarray dataset of Spellman [13] and Cho et al. [57] for the budding yeast (Saccharomyces cerevisiae) cell-
cycle. The datasets cdc15, cdc28 and alpha-factors were obtained for yeast cell cultures that were synchronized by three
different methods and the datasets were deﬁned as statistically independent [58]. GarNet has been trained using a subset of
20 well-described genes which encode important proteins for cell-cycle regulation. These 20 genes are described in Table 1.
GarNet has been applied to cdc15, cdc28 and alpha-factors datasets. 500 QAR has been generated for each dataset, but
only the QAR exceeding a minimum threshold of accuracy (Eq. (4)), conﬁdence (Eq. (5)) and support (Eq. (3)) have been
returned. Thereafter, the intersection among the attribute pairs retrieved from the QAR obtained by all datasets is performed
to infer the resulting network.
4.1.2. Benchmark methods and description of the true network
The comparative analysis is performed similar to [12] and we compared our approach to other published techniques
on the basis of being rule-based method. Consequently, to compare the inference capability of our approach against other
methods we selected as benchmark methods: a decision-tree-based method [9], a regression-tree-based method [3] called
RegNet, a probabilistic graphical model [10] and combinatorial optimization algorithms named GRNCOP [11] and GRN-
COP2 [12].
Furthermore, we report on the database used as a true network for the automatic assessment of the quality of the results
obtained by GarNet and the benchmark methods measuring several metrics, such as accuracy and precision.
For the assessment of the quality of the networks obtained by GarNet and the benchmark methods we used YeastNet
database [56] as a true network. We used YeastNet as a blind performance test to compare our approach against the
benchmark methods measuring several metrics: accuracy, precision, sensitivity and speciﬁcity. Regarding YeastNet, this is a
network structure report with 102803 potential gene–gene associations among 5483 yeast genes. This network is reported
with a score value for each association. This network was build mainly from two resources. The Gene Ontology (GO) anno-
tation downloaded from the Saccharomyces cerevisiae Genome Database (SGD) [59] and the literature [60], using more that
29000 Medline abstract that included the word Saccharomyces cerevisiae for perfect matches to the gene pairs.
Furthermore, we analyzed the biological coherence of the results by means of an enrichment analysis using GO and
literature mining.
4.1.3. Parameter settings
The values for the main parameters of GarNet are described in this section. It is noteworthy that these values have been
used for each analysis carried out to assess the performance of GarNet.
The main parameters of GarNet are: 50 for the size of the population, 50 for the number of generations, 0.1 for the
mutation probability pmut of the individuals, 0.2 for the mutation probability pmutgen of each gene in the individual and 50%
over the full domain of each attribute for the minimum amplitude of each gene in the individual. The maximum number
of attributes which could include both the antecedent and consequent are 10 and 2, respectively. These values are not
important since the rules obtained in the experimentation never include more than 5 attributes in total. Note that both the
antecedent and consequent have to contain one attribute at least. GarNet has obtained 500 QAR for each dataset described
in Section 4.1.1.
Besides these parameters, different ones have been used for each type of analysis. The speciﬁc parameters will be de-
scribed in the corresponding sections.
4.2. Results and discussion
4.2.1. Performance of GarNet using different minimum thresholds of goodness of the QAR
It is well known that one of the shortcomings of the EA is the parameterization of them. The strength of a parametric
algorithm depends on a good adaptation to the characteristics of the problem. It is also necessary seeking such adjustments
on the parameters according what we are looking for, i.e., a high accuracy or high eﬃciency.
A parametric sensitivity analysis and a detailed study of some parameters are discussed in this section to ascertain
the relative inﬂuence of each parameter on the ﬁnal results obtained by GarNet. The aim of this study is to analyze the
applicability and the behavior of GarNet to achieve the most optimal solutions for the problem at hand in this work.
Our goal is to know the minimum quality thresholds of QAR to obtain the best values for the quality metrics in gene
networks. Therefore, different conﬁgurations of GarNet have been executed by modifying the minimum thresholds of good-
ness of the QAR obtained in the ﬁrst phase. Thus, it has been discovered which measures and threshold values for those
are needed to be satisﬁed by a QAR in order to include the relationship between genes deﬁned by such QAR in the net-
work that models the yeast organism. To this aim, we applied GarNet following two phases. In the ﬁrst phase, we set the
parameterization of the algorithm to obtain QAR. Hence, several threshold values have been established for each considered
interesting measure in order to obtain the rules that achieve a score greater than the speciﬁc value of the measure. Specif-
ically, minimum thresholds for the two objectives (rule accuracy (Eq. (4)) and rule support (Eq. (3))) optimized by GarNet,
and also the conﬁdence quality measure (Eq. (5)) of the rule, have been used. Finally, in the second phase, networks are
built from the rules and we use three known networks as blind tests to measure several performance metrics. The three
networks were YeastNet [56], GO [59] and Co-citation [60] and the performance metrics were precision (Deﬁnition 2), sensi-
tivity (Deﬁnition 3), speciﬁcity (Deﬁnition 4), score metrics (Deﬁnition 5) and number of associations (Deﬁnition 6) deﬁned
in Section 3.2.3.
As we mentioned before, the main motivation to carry out this sensitivity study is analyzed such that the behavior
of GarNet and these experiments were carried out in a similar way reported in [12], where authors provide the results
obtained through the variations of the minimum parameter thresholds. Analogously to that study, the parameters of the
ﬁrst phase were varied. The minimum values for the accuracy and conﬁdence measures to be achieved by the rules vary
from 0.6 to 0.9 with increments of 0.05 (7 variations for both), and the minimum values for the support measure vary from
0 to 0.5 with increments of 0.05 (11 variations). That means, GarNet were run 539 (7×7×11) times in total. The parametric
sensitivity study of the 539 runs performed by GarNet is carried out three times, one for each known network structure
used as a blind performance test. In each of these three experiments, the performance metrics of the networks mentioned
before are calculated. It is noteworthy that all the metrics have been calculated following the similar idea of Gallo et al.
in [12], where the precision, speciﬁcity and sensitivity were calculated regarding the reduced search space determined by
the 20 genes, which consists of 190 possible gene–gene associations among them. The precision of the 190 possible gene
pair-wise combinations was calculated in [12] for each known structure used as test in order to have a reference to validate
the results. It is important that the results from each approach should exceed at least these values. The precision of this
gene subset reaches the 51.58%, 43.68% and 45.25% values for YeastNet, GO annotations and Co-citation respectively.
Table 2
Average values for the gene networks metrics achieved by GarNet modifying the minimum thresholds of goodness of the 
QAR and tested in YeastNet.
ID Accuracy Conﬁdence Support Precision Sensitivity Speciﬁcity Score Number of associations
0 0.6 [0.6–0.9] [0–0.5] 72.37% 25.36% 83.64% 3.03 39.91
1 0.65 [0.6–0.9] [0–0.5] 72.84% 25.60% 83.71% 3.05 40.08
2 0.7 [0.6–0.9] [0–0.5] 75.08% 25.56% 84.57% 3.03 39.25
3 0.75 [0.6–0.9] [0–0.5] 76.20% 25.59% 85.01% 2.98 38.87
4 0.8 [0.6–0.9] [0–0.5] 76.09% 24.04% 85.25% 3.08 37.13
5 0.85 [0.6–0.9] [0–0.5] 76.87% 22.21% 87.03% 3.05 33.70
6 0.9 [0.6–0.9] [0–0.5] 77.00% 20.73% 87.87% 3.10 31.47
7 [0.6–0.9] 0.6 [0–0.5] 73.28% 27.43% 82.51% 3.03 42.97
8 [0.6–0.9] 0.65 [0–0.5] 73.16% 26.84% 82.39% 3.01 42.50
9 [0.6–0.9] 0.7 [0–0.5] 74.15% 26.03% 83.88% 3.04 40.34
10 [0.6–0.9] 0.75 [0–0.5] 73.45% 25.71% 83.74% 3.03 40.16
11 [0.6–0.9] 0.8 [0–0.5] 76.41% 23.55% 85.87% 3.04 36.08
12 [0.6–0.9] 0.85 [0–0.5] 76.18% 21.98% 87.66% 3.06 32.89
13 [0.6–0.9] 0.9 [0–0.5] 79.65% 17.87% 90.79% 3.12 25.99
14 [0.6–0.9] [0.6–0.9] 0 58.18% 44.88% 65.02% 2.94 76.16
15 [0.6–0.9] [0.6–0.9] 0.05 59.18% 45.00% 66.50% 2.91 74.92
16 [0.6–0.9] [0.6–0.9] 0.1 58.77% 40.69% 69.14% 2.92 68.27
17 [0.6–0.9] [0.6–0.9] 0.15 61.11% 36.15% 74.80% 2.96 58.61
18 [0.6–0.9] [0.6–0.9] 0.2 65.95% 29.36% 83.47% 2.94 43.98
19 [0.6–0.9] [0.6–0.9] 0.25 69.35% 23.80% 88.35% 2.98 34.04
20 [0.6–0.9] [0.6–0.9] 0.3 82.44% 16.93% 95.63% 2.98 20.61
21 [0.6–0.9] [0.6–0.9] 0.35 89.03% 11.89% 98.14% 3.05 13.37
22 [0.6–0.9] [0.6–0.9] 0.4 93.49% 7.75% 99.25% 3.15 8.29
23 [0.6–0.9] [0.6–0.9] 0.45 98.21% 4.02% 99.91% 3.32 4.02
24 [0.6–0.9] [0.6–0.9] 0.5 94.28% 2.77% 99.76% 3.41 2.93
Table 3
Average values for the gene networks metrics achieved by GarNet modifying the minimum thresholds of goodness of the
QAR and tested in Co-citation.
ID Accuracy Conﬁdence Support Precision Sensitivity Speciﬁcity Score Number of associations
0 0.6 [0.6–0.9] [0–0.5] 69.24% 27.73% 84.21% 3.21 39.91
1 0.65 [0.6–0.9] [0–0.5] 69.24% 27.98% 84.25% 3.23 40.08
2 0.7 [0.6–0.9] [0–0.5] 72.05% 28.15% 85.16% 3.24 39.25
3 0.75 [0.6–0.9] [0–0.5] 73.23% 27.95% 85.35% 3.19 38.87
4 0.8 [0.6–0.9] [0–0.5] 73.18% 26.41% 85.79% 3.28 37.13
5 0.85 [0.6–0.9] [0–0.5] 73.99% 24.47% 87.49% 3.27 33.70
6 0.9 [0.6–0.9] [0–0.5] 68.43% 19.59% 85.78% 3.32 31.47
7 [0.6–0.9] 0.6 [0–0.5] 69.37% 29.60% 82.80% 3.23 42.97
8 [0.6–0.9] 0.65 [0–0.5] 69.54% 28.77% 82.60% 3.21 42.50
9 [0.6–0.9] 0.7 [0–0.5] 70.50% 28.09% 84.09% 3.26 40.34
10 [0.6–0.9] 0.75 [0–0.5] 69.48% 27.58% 83.87% 3.23 40.16
11 [0.6–0.9] 0.8 [0–0.5] 72.57% 25.33% 85.93% 3.24 36.08
12 [0.6–0.9] 0.85 [0–0.5] 71.98% 23.83% 87.74% 3.26 32.89
13 [0.6–0.9] 0.9 [0–0.5] 76.19% 19.66% 90.96% 3.31 25.99
14 [0.6–0.9] [0.6–0.9] 0 51.08% 46.62% 64.98% 3.13 76.16
15 [0.6–0.9] [0.6–0.9] 0.05 52.14% 46.82% 66.30% 3.10 74.92
16 [0.6–0.9] [0.6–0.9] 0.1 52.03% 42.66% 69.29% 3.11 68.27
17 [0.6–0.9] [0.6–0.9] 0.15 56.86% 39.61% 75.95% 3.18 58.61
18 [0.6–0.9] [0.6–0.9] 0.2 59.68% 31.96% 83.69% 3.16 43.98
19 [0.6–0.9] [0.6–0.9] 0.25 65.57% 26.56% 88.79% 3.20 34.04
20 [0.6–0.9] [0.6–0.9] 0.3 79.27% 19.15% 95.59% 3.22 20.61
21 [0.6–0.9] [0.6–0.9] 0.35 87.38% 13.77% 98.19% 3.28 13.37
22 [0.6–0.9] [0.6–0.9] 0.4 92.85% 9.07% 99.29% 3.35 8.29
23 [0.6–0.9] [0.6–0.9] 0.45 97.46% 4.69% 99.88% 3.50 4.02
24 [0.6–0.9] [0.6–0.9] 0.5 94.28% 3.27% 99.79% 3.55 2.93
The average results of the 539 runs are organized in three parts for each test network which are reported in Tables 2, 3
and 4 respectively. Note that each run is the resulting network after performing the intersection among the attribute pairs
derived from the QAR obtained for each input dataset that exceed the minimum thresholds established in each case. The
details of each part are described as follows:
• In the ﬁrst part (rows from 0 to 6), each row represents the average values of the considered performance metrics
for the gene networks obtained from executions which have a ﬁxed value in the rules for the minimum accuracy, the
Table 4
Average values for the gene networks metrics achieved by GarNet modifying the minimum thresholds of 
goodness of the QAR and tested in GO.
ID Accuracy Conﬁdence Support Precision Sensitivity Speciﬁcity Number of associations
0 0.6 [0.6–0.9] [0–0.5] 57.24% 21.03% 79.02% 39.91
1 0.65 [0.6–0.9] [0–0.5] 57.59% 21.15% 78.97% 40.08
2 0.7 [0.6–0.9] [0–0.5] 60.56% 21.31% 80.04% 39.25
3 0.75 [0.6–0.9] [0–0.5] 60.33% 21.17% 79.78% 39.36
4 0.8 [0.6–0.9] [0–0.5] 61.22% 19.75% 80.67% 37.13
5 0.85 [0.6–0.9] [0–0.5] 58.17% 18.31% 82.41% 34.13
6 0.9 [0.6–0.9] [0–0.5] 61.27% 16.58% 82.97% 31.91
7 [0.6–0.9] 0.6 [0–0.5] 58.90% 22.72% 77.49% 42.97
8 [0.6–0.9] 0.65 [0–0.5] 58.72% 22.73% 77.42% 43.05
9 [0.6–0.9] 0.7 [0–0.5] 58.39% 21.32% 78.86% 40.34
10 [0.6–0.9] 0.75 [0–0.5] 58.76% 21.16% 78.89% 40.16
11 [0.6–0.9] 0.8 [0–0.5] 59.81% 19.40% 80.94% 36.55
12 [0.6–0.9] 0.85 [0–0.5] 59.55% 18.20% 83.19% 33.31
13 [0.6–0.9] 0.9 [0–0.5] 62.07% 14.12% 86.80% 25.99
14 [0.6–0.9] [0.6–0.9] 0 47.56% 36.82% 56.43% 76.16
15 [0.6–0.9] [0.6–0.9] 0.05 49.45% 37.67% 58.70% 74.92
16 [0.6–0.9] [0.6–0.9] 0.1 49.28% 34.40% 62.44% 68.27
17 [0.6–0.9] [0.6–0.9] 0.15 51.40% 30.67% 68.97% 58.61
18 [0.6–0.9] [0.6–0.9] 0.2 53.59% 23.95% 77.71% 43.98
19 [0.6–0.9] [0.6–0.9] 0.25 56.00% 19.30% 83.56% 34.04
20 [0.6–0.9] [0.6–0.9] 0.3 64.58% 13.35% 91.81% 20.61
21 [0.6–0.9] [0.6–0.9] 0.35 68.14% 9.10% 95.16% 13.37
22 [0.6–0.9] [0.6–0.9] 0.4 66.42% 5.55% 96.74% 8.44
23 [0.6–0.9] [0.6–0.9] 0.45 68.22% 2.77% 98.53% 4.07
24 [0.6–0.9] [0.6–0.9] 0.5 82.59% 2.39% 99.31% 2.98
minimum conﬁdence varies from 0.6 to 0.9 and the minimum support from 0 to 0.5 summing up 77 runs for each row.
Thus, the average results of the row identiﬁed by 0 belong to the runs that return the rules that achieve an accuracy
value above 0.6, a conﬁdence value above 0.6, 0.65, 0.7, 0.75 and so on until 0.9 and ﬁnally, a support value above 0,
0.05, 0.1 and so on until 0.5. The rest of the rows of the ﬁrst part correspond to each minimum value for the accuracy
to be achieved by the rules. The next two blocks follow a similar idea.
• Regarding the second part (rows from 7 to 13), each row indicates the average values of the considered performance
metrics for the gene networks obtained from the runs in which the minimum conﬁdence has a ﬁxed value and the
minimum accuracy varies from 0.6 to 0.9 and the minimum support varies from 0 to 0.5, adding up 77 runs for each
row.
• Finally, the last part (rows from 14 to 24) contains the executions in which the minimum support has a ﬁxed value and
the minimum accuracy and the minimum conﬁdence vary from 0.6 to 0.9, adding up 49 runs for each row.
Table 2 shows the average values in terms of precision, sensitivity, speciﬁcity, score and number of associations of the
gene networks obtained when GarNet are tested using YeastNet network structure [56] as a true network. It can be observed
that the average precision of the ﬁrst part (rows from 0 to 6) reaches values between 72% and 77%. At low values of the
accuracy measure (over 60%), GarNet provides at least the 72% of all possible gene–gene combinations which implies that
GarNet obtains high quality gene networks although the allowable minimum accuracy in the rules provided by our approach
in the ﬁrst phase is low.
The precision value of the network increases when the minimum accuracy considered in the rules is higher. The average
sensitivity takes values from 20% to 26% which are related with the number of gene–gene associations obtained. Contrary to
precision, at low values of the accuracy measure, the average sensitivity is higher. This statement makes sense since when
the accuracy is higher, the dimensionality of the gene networks increases. The score metric follows a similar behavior to
precision. When the minimum accuracy to achieve for the rules is higher, the dimensionality of the network decreases, the
precision increases, and therefore, the gene–gene associations are stronger and more relevant.
Similar conclusions can be observed in the second part of Table 2 when runs with a ﬁxed value for the minimum
conﬁdence are considered. Nevertheless, we can observe in the ﬁrst part and the second one respectively that there are
no signiﬁcant variations in the values of the performance metrics regarding to the minimum thresholds for accuracy and
conﬁdence. The few changes between the results obtained when low or high values for the minimum of accuracy and
conﬁdence are set, imply the high robustness of GarNet in presence of variations of the minimum parameter thresholds.
The third part of Table 2 reports the average result when parameter settings have a ﬁxed minimum support to achieve
by the rules and all the possible values for the minimum conﬁdence and minimum accuracy are taken into account. Like-
wise, when the minimum threshold for the support measure increases, average precision, speciﬁcity and score of the gene
networks are higher, against the sensitivity and the number of associations obtained whose values are decreasing. Moreover,
some other interesting conclusions can be drawn from these results. The precision reaches values above 80% when GarNet
Table 5
Average values for the gene networks metrics achieved by GarNet using the best minimum thresholds of 
good-ness of the QAR against GRNCOP2 and GRNCOP.
GarNet
Min Sup 0.3
GarNet
Min Sup 0.35
GRNCOP2 GRNCOP RANDOM
YeastNet Average precision 82.44% 89.03% 84.50% 76.69% 51.58%
Average sensitivity 16.93% 11.89% 16.25% 28.13% –
Average speciﬁcity 95.63% 98.14% 94.66% 82.43% –
Average score 2.98 3.05 2.79 2.49 1.53033843
Co-citation Average precision 79.27% 87.38% 84.13% 76.48% 43.68%
Average sensitivity 19.15% 13.77% 19.02% 30.46% –
Average speciﬁcity 95.59% 98.19% 95.28% 82.76% –
Average score 3.22 3.28 2.91 2.50 1.3487118
GO Average precision 64.58% 68.14% 70.73% 52.25% 45.26%
Average sensitivity 13.35% 9.10% 13.93% 22.55% –
Average speciﬁcity 91.81% 95.16% 91.48% 76.60% –
Average number of associations 20.61 13.37 20.84 43.73 –
provides the rules with at least 30% of support. Although the sensitivity decreases until 16% due to the reduction of the
dimensionality of the gene networks, the average score of the gene–gene associations exceeds the 3 value. It is noteworthy
that the support measure is more inﬂuential in the results against to the accuracy and conﬁdence measures. Furthermore,
most optimal solutions are obtained when the minimum support of the rules increases.
Tables 3 and 4 provide the average values in terms of precision, sensitivity, speciﬁcity, score and number of association
of the gene networks obtained when GarNet are tested using Co-citation network and GO as a true networks. Note that
Table 4 does not contain the average score of the gene networks obtained since GO repository does not provide the score
of gene–gene interactions. Besides the results obtained by GarNet, this table reports similar behavior to Table 2 described
above. Better results are obtained when the minimum support is higher. Precision values close to 95% are reached for GO
network and 85% regarding Co-citation when the minimum support achieves the 50%.
To summarize, Tables 2, 3 and 4 show that results in the third part overcome the results included in the ﬁrst and second
ones. It is due to the support measure has more inﬂuence on the results than the conﬁdence and accuracy and also implies
getting more optimum results for the yeast organism. It can be concluded from these results that they are more sensitive
regarding the support measure instead of accuracy and conﬁdence measures. Furthermore, it is worth mentioned that the
most executions performed by our approach obtained high quality results regardless of the minimum values setting for the
parameters used, which demonstrates the high robustness of GarNet. Finally, the average results for the precision overcome
in all cases the results obtained if the pairs of gene–gene associations were chosen randomly.
In the next subsection, a fair comparative study of GarNet against several benchmark methods is presented in a similar
way of the comparative analysis reported in [12].
4.2.2. Performance of GarNet versus GRNCOP2 and GRNCOP
Once the sensitivity study of parameters has been performed, a comparative analysis similar to that presented in [12] is
described. To this aim, the best parameter settings have been selected to compare the results obtained by GarNet against
other well-known approaches such as the GRNCOP2 [12] which extends the previous version GRNCOP [11]. The selected
parameter settings are those identiﬁed by rows 22 and 23 in Tables 2, 3 and 4 since the average precision values are higher
than 80% without unduly reducing the dimensionality of the gene networks obtained.
As we mentioned before, the comparative study follows the same scheme used in [12] where the improvements of
GRNCOP2 were analyzed over GRNCOP. Both algorithms performed several runs varying the accuracy parameter and other
speciﬁc parameter from 0.6 to 0.9 with increments of 0.05 for the same subset of 20 genes. A total of 56 runs were carried
out for each method and the set of associations, i.e. the networks obtained in each case were measured in terms of the
precision, sensitivity, speciﬁcity and score metrics previously deﬁned.
In this subsection, a fair comparative analysis of GarNet against GRNCOP and GRNCOP2 is performed. To this aim, both
best settings from the previous subsection have been selected. Therefore, instead of varying three parameters, the minimum
support threshold is ﬁxed at 0.3 and 0.35 and the minimum accuracy and conﬁdence to achieve by the rules is modiﬁed
similarly to the accuracy parameter and the other speciﬁc parameter used by GRNCOP2 and GRNCOP, i.e. from 0.6 to 0.9
with increments of 0.05. Its experiments imply 49 executions.
Table 5 summarizes the average results obtained by our approach compared against GRNCOP and GRNCOP2. The ﬁrst
and second columns show the average results obtained by GarNet in 49 runs when it is applied using a minimum support
threshold of 30% and 35%, respectively. The third column describes the average results achieved by GRNCOP2 in 56 runs. The
fourth column displays the average results drawn by GRNCOP in also 56 runs. The average results of last column would be
the expected values if random sets (uniformly distributed) of gene-pairs were selected (see [12]). Henceforth, GarNet using
a minimum support threshold of 0.3 or 0.35 to achieve by the rules is denoted as GarNet0.3 and GarNet0.35, respectively.
In this table, the average results are presented for each method trained by the cdc15, cdc28 and alpha-factors datasets
for the budding yeast organism and tested using YeastNet, GO and Co-citation network according to average precision,
sensitivity, speciﬁcity, score metrics and average number of associations obtained by each method. The best results for each
performance metric have been highlighted but also, when both settings of GarNet overcome GRNCOP and GRNCOP2 are also
highlighted although some setting is better than the other in some case.
It can be observed that GarNet presents generally better results than the other approaches in terms of average precision,
speciﬁcity and score. In the case of GarNet0.3, the average number of associations is quite similar to GRNCOP2. The average
sensitivity is always higher in GRNCOP but the precision is lower (around 76%), thus, this approach obtains gene networks
with higher dimensionality but fewer known associations.
Regarding GarNet0.3 tested using YeastNet network structure, it reaches higher values of average sensitivity, speci-
ﬁcity and score than GRNCOP2 and GRNCOP. Only the average precision is slightly lower than GRNCOP2, but surpasses
GRNCOP. Regarding GarNet0.35 also obtains better results for average speciﬁcity and average score values against GRNCOP
and GRNCOP2. Although the sensitivity is worst compared with GarNet0.3, GRNCOP2 and GRNCOP, the average precision
overcomes all the other approaches.
The average metric values achieved in the case of Co-citation present the same behavior than YeastNet network structure.
Once again, GarNet0.3 overcomes GRNCOP in terms of average precision, speciﬁcity and score, and also, it reaches better
values than GRNCOP2 regarding average sensitivity, speciﬁcity and score. In the case of GarNet0.35, similar conclusions to
YeastNet can be extended for the results obtained in the case of Co-citation.
Respecting GO annotations, both GarNet0.3 and GarNet0.35 obtain better values according to the average speciﬁcity. The
average sensitivity is higher for the GRNCOP approach. The average precision presents high values for the GRNCOP2 approach
against GarNet0.3 and GarNet0.35, however, not high differences are detected between them.
It can be observed that when the minimum support is higher, GarNet obtains gene networks more accurate with less
the number of associations. GarNet is able to obtain gene networks with size and average precision values similar to
GRNCOP2. Moreover, although the average number of associations is similar, the proportion of true negative correctly iden-
tiﬁed achieved by GarNet is higher and the strength of the associations of the network is also better in contrast to GRNCOP
and GRNCOP2. In general terms, the average results obtained by GarNet are successful and also overcome GRNCOP and
GRNCOP2 in many cases. Therefore, it can be concluded that GarNet is a valid tool to work on biological problems inferring
gene networks, since results are similar and comparable to obtained by other approaches.
With the aim to perform a more detailed comparison analysis, the best gene network of each parameter setting (ex-
plained before) has been selected and has been also compared against the best gene network obtained by GRNCOP2 and
GRNCOP. Other gene networks obtained by other algorithms dealing with the same biological dataset are also contrasted.
The results obtained are discussed in the following Section 4.2.3.
4.2.3. Performance of GarNet versus other benchmark methods
In this section, the inference capability of the best gene networks from each parameter settings is compared against
several rule-based methods from the literature. Speciﬁcally, a decision-tree-based method [9], a regression-tree-based
method [3], a probabilistic graphical model [10] and combinatorial optimization algorithm [12] are contrasted with the
best ones inferred by GarNet.
It is noteworthy that the results of every benchmark method were obtained from the original papers and the study
proposed in [12]. In this study, only the rules which achieved an accuracy of at least 0.75 on cdc15, cdc28 and alpha-
factor were selected. In order to carry out a fair comparative, the same minimum accuracy value has been considered to
select the rules obtained by GarNet0.3 and GarNet0.35. It can be noted that the gene networks obtained by GarNet0.3 and
GarNet0.35, henceforth, are denoted as GarNet1 and GarNet2 respectively. To summarize the parameter setting, both GarNet1
and GarNet2 have been executed on the three datasets with an accuracy threshold of 0.75, a conﬁdence threshold of 0.8,
and a support of the rule threshold of 0.3 and 0.35 respectively.
Table 6 presents the comparison of GarNet against the benchmark methods. We can observe the results achieved by
the gene networks in terms of precision, sensitivity, speciﬁcity, accuracy and score tested with YeastNet network structure,
Co-citation and GO annotations. Analogously to Table 5, the best results have been highlighted considering GarNet1 and
GarNet2 against the other proposals.
It can be observed that higher number of associations have been obtained in each gene network from GarNet1 and
GarNet2 against the other proposals. Although GarNet0.35 overcomes GarNet0.3 in many cases according the average metrics
except in the average sensitivity, GarNet1 presents better values than GarNet2 in most metrics. Only the average score values
of GarNet1 are slightly lower than GarNet2 since the size of the gene network of GarNet1 is higher. It could be that both
GarNet1 and GarNet2 have the same associations, but because GarNet1 has a higher dimensionality, it might contain other
less relevant associations involving a decrease in the average score. Nevertheless, in Table 7 the associations found for each
are contrasted to identify similarities and differences among them.
Regarding GarNet1 against the other approaches for the YeastNet structure, GarNet1 presents better results except the
average score values due to the dimensionality of gene network as described before. In the case of Co-citation, only the
speciﬁcity and precision of RegNet are slightly higher than GarNet1 and GarNet2 but minor differences between precision
values (93.75% or 95% against 100%) and speciﬁcity values (99.07% against 100%) are presented. Furthermore, RegNet achieve
a precision of 100% by obtaining a network with a low number of associations (RegNet obtains 7 associations which implies
Table 6
Values for the gene networks metrics achieved by the best settings of GarNet against GRNCOP2, RegNet, Soinov et al. and 
Bula-shevska and Eils.
GarNet1 GarNet2 GRNCOP2 RegNet Soinov et al. Bulashevska and Eils RANDOM
YeastNet Precision 100 93.75 93.33 100 50.00 88.89 51.58
Sensitivity 20.40 15.31 14.29 7.14 3.06 8.16 –
Speciﬁcity 100 98.91 98.91 100 96.74 98.91 –
Accuracy 58.94 55.79 55.27 52.11 48.41 52.09 –
Score 2.89 2.82 3.04 3.24 1.84 2.77 1.53
Co-citation Precision 95.00 93.75 93.33 100 50.00 88.89 43.68
Sensitivity 22.89 18.07 16.87 8.13 3.61 9.64 –
Speciﬁcity 99.07 99.07 99.07 100 97.20 99.07 –
Accuracy 65.79 63.68 63.16 58.42 56.29 60.00 –
Score 2.92 3.09 3.26 3.51 1.85 2.84 1.35
GO Precision 70.00 75.00 73.33 71.43 50.00 55.56 45.26
Sensitivity 16.28 13.95 12.79 5.81 3.49 5.81 –
Speciﬁcity 94.23 96.15 96.15 98.08 97.12 96.15 –
Accuracy 58.96 58.95 58.42 56.32 54.75 55.24 –
Number of associations 20 16 15 7 6 9
Table 7
Associations inferred by GarNet1 and GarNet2.
Id Gene–gene associations
inferred by GarNet
GRNCOP
(8/20)
GRNCOP2
(9/15)
RegNet
(5/7)
Soinov et al.
(3/6)
Bulashevska and Eils
(5/9)
Common gene–gene
associations
1 CLN3 CLB4
√
2 CDC34 CDC53
3 SWI5 CLB1
√ √ √
4 SWI5 CLB2
√ √ √
5 CLB1 CLB6
√ √ √
6 CLB1 CLN2
√ √
7 CLB1 CLB2
√ √ √ √ √
8 CLB6 CDC53
9 CLN1 CLB6
√ √
10 CLN1 CLN2
√ √ √ √
11 CLN2 CLB5
√ √ √
12 CLB2 CLN1
√
GarNet1 gene–gene
associations
20 CLB5 CLB6
√ √ √
13 MBP1 CLB2
14 CDC53 CLN2
15 CDC53 CLB5
16 SWI4 CLN1
17 CLB6 CLB2
18 CLN2 HCT1
19 CLB5 CLB1
GarNet2 gene–gene
associations
21 CLB1 CLN1
√
22 CLN1 SWI5
23 HCT1 CLB2
24 CLN1 CLN3
less than half of the associations of GarNet1). According to GO annotations, GarNet1 and GarNet2 overcome the other ap-
proaches in terms of precision, sensitivity and accuracy. Once again RegNet achieve a higher speciﬁcity value. The GarNet2
precision values are the best from the table in this case, and the GarNet1 precision values are higher than the Soinov et al.
and Bulashevska and Eils proposals and quite similar to the precision values of GRNCOP2 and RegNet.
It is important to remark that YeastNet was built from several resources such as GO annotations and Co-citation which
are association subsets within YeastNet. Therefore, all the associations retrieved in YeastNet could not be present in GO or
Co-citation. Hence, if GarNet does not achieve the 100% in Co-citation or GO Annotations is not worrying since it gets this
mark in YeastNet structure network.
From the results it can be clearly drawn that GarNet is a tool capable of inferring relevant associations with high pre-
cision values that those other methods proposed in the literature. Hence, our goal to adapt an EA to discover QAR dealing
with biological problems has been successful achieved.
Furthermore, in Table 7 we can observe the gene–gene associations provided by GarNet. In the ﬁrst part we can see the
associations in common, in the second and third parts we can observe the association obtained in GarNet1 and GarNet2,
respectively. Finally, the associations inferred by the benchmark methods are marked. The next Section 4.3 describes the
biological relevance of the associations found by GarNet.
Fig. 5. Gene association network obtained by GarNet1 from the yeast cell cycle datasets.
4.3. Biological relevance of the results
In this section, the biological relevance of the gene network inferred by our proposal using the GarNet2 setting is pre-
sented. The set of 16 genes from this network and the set of 20 genes from the input microarray data were analyzed in the
context of Gene Ontology with the FuncAssociate tool [61]. The idea is to detect whether a loss of information is presented
in the results when the number of genes is reduced. Detection of statistically overrepresented GO terms was done with the
hypergeometric test, multiple-testing adjustments with the Westfall and Young false discovery rate and a signiﬁcance level
α = 0.001. The goal of this analysis is to check that there is no loss of biological information in the genes of the network,
because the input dataset is a set of well-known genes in several biological processes (using the speciﬁed statistical test
and corrections). These 20 genes are involved in 32 GO biological process terms as signiﬁcantly overrepresented with a p-
value less than 0.001 and the network inferred using GarNet2 setting identiﬁed by 30 of these 32 GO terms with a p-value
less than 0.001. However, there is no loss of information because the 2 different GO terms represent general biological
processes: regulation of S phase (GO:0033261) and regulation of cell-cycle process (GO:0010564). Furthermore, the set of
genes in the network has speciﬁc GO terms involved by the mentioned before, as for example the regulation of S phase of
mitotic cell cycle (GO:0007090) and positive regulation of cell0cycle process (GO:0090068).
On the other hand, the biological relevance of the associations inferred by our approach (see Fig. 5) was veriﬁed by
analyzing whether such associations reﬂect functional properties relating to the different cell-cycle phases G1, S , G2, M and
M \ G1. These different cell-cycle phases are usually used in the literature.
The association CLB5–CLB6 in GarNet1 is consistent with the knowledge that the maximum of CLB2 transcription is in
G2 phase, whereas CLN1, CLN2, CLB5 and CLB6 all have their expression maximum in G1 [62]. The association CLB1–CLB2
is in agreement with CLB2 and CLB1 being expressed simultaneously in G2 [63]. The rules CLB2–SWI5, CLB1–SWI5 are in
agreement with the literature: transcription of SWI5 and CLB1 is G2/M speciﬁc and activated in late S phase; the expression
pattern of SWI5 is similar to that of CLB1 and CLB2 and the peak of mRNA concentration of SWI5 is in G2 [64] and [65]. The
association CLN2–CLN1 is consistent with the knowledge that CLN2 and CLN1 have their transcription maximum in G1 [9]
whereas CDC20 is transcribed in late S/G2 phase. Finally, the associations CLN1–CLN2 and CLN2–CLB5 are not inferred by
the benchmark method [9], but they are consistent with observations on the partial functional redundancy existing among
CLB5, CLN1 and CLN2, which have been reported in [66] and [67].
The rules which are not supported by the literature are new hypothesis to analyze in the laboratory. Furthermore, these
rules reﬂect the high complexity of the biological process and the regulatory relationships between pairs of genes.
5. Conclusions
In this work, a multi-objective evolutionary algorithm to discover QAR has been proposed to infer gene association
networks. The approach named GarNet is based on the well-known NSGA-II and determines the attribute intervals of the
rules avoiding the discretization of the attributes as a ﬁrst step of the process.
GarNet generates new hypothesis of associations among genes, and differs from statistical-based methods as for example
correlation-based method such that the dependency is manly detected in a localized region of the space. As a ﬁrst im-
provement, our approach strongly favors localized similarities over more global similarity. As a second improvement, our
approach avoids the discretization step applied by other approaches for the inference of gene networks based on mining
qualitative AR [8].
GarNet mainly performs two steps to deal with the generation of the gene association networks. First, GarNet carries
out an inference process based on an IRL to extract gene–gene associations. Then, GarNet builds gene networks by the
intersection of the gene–gene associations retrieved from the QAR found in several input microarray datasets.
To evaluate the robustness of our approach, the performance of GarNet was organized in three steps similarly to the
study performed by Gallo et al. First, the parameterization of the algorithm was analyzed to show the high robustness of
GarNet in terms of the minimum thresholds to be satisﬁed by the QAR obtained. Second, we applied GarNet to a well-known
set of genes from a microarray data of yeast cell cycle and we compared our approach against several benchmark methods.
For performance analysis we applied as benchmark methods a decision-tree-based method [9], a regression-tree-based
method [3], a probabilistic graphical model [10] and combinatorial optimization algorithm [11,12]. GarNet outperformed
the benchmark methods in most cases in terms of quality metrics of the networks (precision, accuracy and others), which
were measured using YeastNet database as a true network. The results have shown that the rules obtained have been able
to successfully characterize the underlying information, grouping relevant genes for the problem under studied and agreeing
with prior biological knowledge. The biological relevance has been analyzed using an enrichment analysis and the literature.
GarNet has proved a valuable tool to infer networks successfully. As a conclusion, an advantage of network reconstruction
using GarNet is that the method is able to construct a network correctly, i.e. reproducing the logic of a network consistent
with the data. The network reconstructed from cell-cycle yeast datasets is consistent with the knowledge stored in the lit-
erature. Furthermore, as future research directions, the method could be improved by adding prior knowledge and different
types of molecular data.
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