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Abstract--In this paper a new method for computing the solution of a linear system having a symmetric 
circulant tridiagonal matrix is presented. This special kind of system appears in many applications. After 
an appropriate partition of the system and the elimination of the last unknown, we apply the Woodbury 
formula to arrive at a very efficient and stable method, which is quite competitive with Gaussian 
elimination and with the modified ouble sweep method. 
1. INTRODUCTION 
Linear systems of equations having circulant coefficient matrices appear in many applications [1-3]. 
In particular, they occur in finite difference solution of one-dimensional elliptic equations subject 
to periodic boundary conditions [4, 5] and the approximation of periodic functions using splines 
[1]. In some multi-dimensional problems the matrices of the resulting linear systems are block 
circulant matrices [4, 5]. These block circulant matrices, can be transformed to block diagonal 
matrices with circulant blocks on the diagonal [4, 6]. Thus, the problems are reduced to the solution 
of circulant linear systems of lower order, which can be performed in parallel. In very important 
applications the matrices of coefficients of these resulting systems are symmetric irculant 
tridiagonal matrices. An example is the finite difference approximate solution of elliptic equations 
over a rectangle with periodic boundary conditions. In this paper we present a new method for 
computing the solution of this type of linear system. An appropiate partition of the system and 
the elimination of the last unknown lead to a system which can be solved using the Woodbury 
formula [7]. We arrive at a very efficient and stable method, which is quite competitive with 
Gaussian elimination and with the modified double sweep method [6, 8]. 
Consider the system of linear equations 
Mx =f,  (1.1) 
where M is a symmetric circulant ridiagonal matrix, 
M = 
C a 
a C 
© 
a 
© a c a 
a a c 
a # 0. (1.2) 
We assume that the matrix M is strictly diagonal dominant, that is, 
Icl>21al 
It is easily seen that equation (1.1) is equivalent to the system 
Ax = b, 
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(1.4) 
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where 
A = 
3. -1  --1 
-1  3. -1  
0 
0 -I 3. -1 
-1  -1  3. 
-1  -1  
, b= f, 3.= c. a a 
Condition (1.3) implies that 13.[ > 2. In order to derive our method for computing the solution of 
equation (1.4) we begin by considering the case in which the matrix of  coefficients i tridiagonal. 
2. SYMMETRIC TR ID IAGONAL SYSTEMS 
Consider the m by m tridiagonal linear system 
By = c, 
B = 
3. -1  
-1  2 -1  
O 
where 
, 1 1>2. 
0 -1  3. -1  
-1  3. 
To solve equation (2.1) we first change B(1, 1) to # and solve the system 
Cz =c,  
# -1  
-1  3. -1  
0 
0 -1 ~ -1 
-1 
where 
C = 
This matrix C admits the following LU-factorization: 
# -1  
-1  ;l -1  
--1 
I 1 
-a-' I 0 
0 l 
_#-i l 
# 
A -1  
-1  3. 
-1  
# -1  0 
0 
(2.1) 
(2.2) 
(2.3) 
=LU, 
-1  
# 
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where 
1 2 
/~+---2,/~ p - -~+ /~- -1 .  
With this factorization the modified system (2.2) decomposes into two triangular systems, 
Lw = c (2.4) 
and 
Uz = w, (2.5) 
where L and U are given in equation (2.3). 
Then, we can solve system (2.4) by forward substitution to obtain, 
f WI ~ C 1, i = 1, 2 . . . . .  m -- 1, (2.6) 
Wi+ 1 Ci+ l "~ Wi/]'L, 
and system (2.5) by back substitution, 
Zm=Wm/l~' i=  1 ,2 , . . . ,m- -  1. (2.7) 
Zm- i  : (Wm- i  dl- Zm- i+ I)/#, 
From systems (2.6) and (2.7) we see that the plus sign for/z should be chosen if2 > 0 and the minus 
sign if 2 < 0, 
f 2 2 2 /~=~+ /~-1 ,  i f2>0,  v"  
(2.8) 
g=~-  -1 ,  i f2<0,  
because we then have ]#l > I and numerical stability of the process of solving equation (2.2) follows. 
The change in B(1, l) is accounted for by use of the Sherman-Morrison formula: if B = C + uv T, 
with u and v column vectors then 
B- I  = C-1 _ C-Zu(1 + v ' rC - 'u ) - ' vTC  -I. 
In our case, 
1 
u = (2 -/~)el /z el, 
v = el = (1,0 . . . . .  0) T, 
and the solution of the linear system (2.1) becomes 
y = B- ' c  = C- l c  -- I~-~C-le~(1 + l~- IeTC-~eO-~e~C-~c.  
We can find the column vector C-~e,,  the first column of C -~, by the use of recursion formulas 
(2.6) and (2.7) with c~ = I and c2 = c3 . . . . .  Cm = 0. We get, 
~t2(,~ + 1-0 _ 1 
(C-~e,) i=(-~S- l~-~-~,  i = 1 ,2 , . . . ,m.  (2.9) 
We write 
d = #-1(1 + #-leTC-le0-1(1 - ~-2) - I .  
We use formula (2.9) with i = 1 and the expression for d becomes 
d = # -'(1 - /~ -2tin+ 1))-1 
and the components of the solution of system (2.1) are given by 
Yi = Zi - -  (],t - i  ~i- 2m-2) dgl, (2.10) 
where 
z=C- lc ,  i= I ,2  . . . . .  m. 
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We note that/~-i and #~-z~-2 should be computed recursively for increasing and decreasing values 
of i respectively to assure numerical stability. 
The algorithm to solve the symmetric tridiagonal system (2.1) may be formulated as follows: 
1. Compute # given by system (2.8). 
2. Compute the column vectors w and z via the recursion formulas (2.6) and (2.7). 
3. Compute the solution of the system via equation (2.10). 
3• DERIVAT ION OF AN ALGORITHMIC  SOLUTION OF SYMMETRIC  
C IRCULANT TR ID IAGONAL SYSTEMS 
We observe that the Sherman-Morrison formula has a block version [7], the Woodbury formula: 
if D = C + UV r, where D and C are m by m matrices and U and V are m by k matrices and irk 
denotes the k by k identity matrix, then 
D-t  = C- I  _ C- IU( Ik  + VTC- IU) - IVTC - I .  (3.1) 
We now consider system (1.4)• We begin the derivation of the algorithm considering the 
following partition of the system, 
/, --1 
-1  ~ -1  0 
0 
-1  2 
--1 0 0 --1 
-1  xl "] 
0 x~ I 
.I 0 . 
- -  1 X . _  l [ 
I 2 x. a 
b,] 
b2 I 
b,_l  I 
b, I 
From this partition we obtain, 
2 - I  
--I 2 --I 
O 
O 
--1 
--1 ~. 
Xl 
X2 
Xn- 1 
X n 
1 I 
I 0 
I 
! 
I 
• J ! 
, o [ I 
I 1 .a 
, bl 7 
b2 
[ (3.2) 
! 
# 
bn- -  I ..a 
and 
-[1 1] 
x l7  
X2 
Xn - I 
+ ;tx, = b,. (3.3) 
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We premultiply equation (3.3) by A-t[1 0 . . . 0 1] T and adding this result to equation (3.2) 
we have 
2 --1 
--1 2 --1 
0 
0 --1 
--1 2 
X I 
X2 
X 
. Xn- I  
_~. -1  
b l+g- tb , "  
b2 
bn ~ 2 
b,~ _ l + 2-1bn 
[1 0...0 1] I 
(3.4) 
We define D, ~ and c as the matrix of coefficients, the unknown and the right-hand side of system 
(3.4), respectively. We can write 
D = 
/z -1 
--1 ~. --1 
© 
0 --1 
--1 2 
+ 
]./-I __~-I 
0 0 
0 
0 -g-i 
[:°°  100  
where # is as in Section 2, that is, 
- l .  
Thus, using the Woodbury formula, we have 
D- '  = C -I - C-IU(12 + VTC- IU)  -j VTC -m. 
where 
C __ 
/z --1 
--1 2 --1 
- I  
) 
- I  
2 
U = 
~-I __~-I 
0 0 
0 0 
0 
0 -2-' 
V= 
1 1 
0 0 
0 0 
0 0 
0 1 
and the solution of the linear system (3.4) becomes 
= D - Ic = C- l c  - C -  i U(I2 + vTc -  I U)- t  VTC-Ic. (3.6) 
We need the first and last columns of C- I. We already have the first one from equation (2.9), that 
is, 
g2(~- o _ I 
(C- le , ) i= 2_ l ) / z~,_ ) )_  p i=1,2  . . . . .  n - - l .  (3.7) 
66 O. Ro~o 
The last column of C -I can also be found using the recursion formulas (2.6) and (2.7) with 
ct =c2  . . . . .  c~_2 = 0 and c._t = 1. We get 
(C- le,_ i), = # -("- 0, i = 1, 2 . . . . .  n - 1, (3.8) 
where e,_, denotes the (n - 1)-vector (0, 0 . . . . .  1) T. Let 
E = (12 + VrC-~ U) 
and 
F=C- IU .  
Using the equality ~-1=/~(/a2 + 1)-i and formulas (3.7) and (3.8) we obtain 
1 l g,,+2_ 2#"--  #2 #20x"-2 + 1) q 
e = (g,, _ l)Ox 2 _ 1) L - (g,,-2 + 1)(p2 + 1) (gn + 1)(~2 + 1)] i (3.9) 
and 
l ~2(n - 0 
F(i, 1)=/z Oz 2 -  1)/~ 2(n - l ) - / '  
,) (. 
F(i, , -g2+l~(g2_ l ) / z2 ( , - l ) - i  , i=1 ,2  . . . . .  n -1 .  (3.10) 
Before writing the final expression for ~ we let z = C- lc  and observe that 
21 vTC-Ic~[zI.jI_Zn_I]. (3.11) 
Now, using equations (3.9), (3.10) and (3.11), we finally get 
xj = $~= zi+ (1 -- #-.)-I(g2 _ 1 ) -1#-1( (#2 _ 1)#i-.zi 
+(#-~+2+#~-("-2))z._ 0, for i=  1,2 . . . . .  n - -  1. (3.12) 
Thus, we have the following algorithm for the solution of the n by n linear system (1.1): 
1. Compute 
and 
2. Compute/z, where 
and 
3. Compute 
b i=~al f~,  i=1 ,2  . . . . .  n 
--C 
2=- -  
O 
g=~+ -1 ,  if 2 >0,  
/~=~-  -1 ,  if 2 <0.  
w I = b I + b./2, 
w~+ l = b~+ I + wil#, i = 1, 2 , . . . ,  n - 3, 
w,_ 1 = b,_ 1 + b, /2 + w~_ 2/1~. 
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4. Compute 
z ._ i  = w._ l l# 
Z._ l _ i=(Wn_ i_ i+Z._ i ) / lX ,  i=1 ,2  . . . . .  n - -2 .  
5. Finally for i = 1, 2 . . . .  , n -- 1 compute 
x~ = z~ + (1 -- # -")-I(JZ2 - l ) - I /z -  l[(/z 2 -- l)/t;-"zi + ~ -i+2 +/zi-<,-2~)zn_ ,) 
and 
x. = (b. + x, + x._  0/,~. 
As in Section 2 we observe that the power o f /~-  i should be computed reeursively for increasing 
values o f  i to assure numerical stability. We note that each component of  the vectors b, w and z 
is used once and need not be saved. Only a few words of  memory are needed for the w, z reeursions. 
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