Age of Information (AoI) has gained importance as a Key Performance Indicator (KPI) for characterizing the freshness of information in information-update systems and timecritical applications. Recent theoretical research on the topic has generated significant understanding of how various algorithms perform in terms of this metric on various system models and networking scenarios. In this paper, we study AoI behavior on experimental implementations of packet flows among IoT nodes and over the Internet. AoI measurements are taken for several transport protocols such as TCP, UDP and web-socket, on wired and wireless links. Practical issues such as synchronization and selection of hardware along with transport protocol, and their effects on AoI are discussed. The results provide insight toward application and transport layer mechanisms for optimizing AoI in real-life networks.
I. INTRODUCTION
In status updating, as opposed to classical data communication, packets are not equally important: An old (out of order) packet may be discarded, if only the newest update is relevant. Often, the IoT applications require sufficiently timely information to use in computation or actuation at the end node. Providing sufficiently timely data to a growing number of IoT devices is currently a challenge depending on communication protocols to be re-thought completely. However, to tackle this challenge the concepts of timeliness should be quantified. A useful metric that emerged in recent years is Age of Information [1] , which refers to the time elapsed since the most recent update is received at the destination. Time average age, peak age, and the distribution of age (e.g., Age Violation Probability) have been analyzed for various service policies and optimized under various assumptions for the packet generation process (see [2] and references therein). It has been shown that in networked control and situational awareness, end-to-end performance is captured by a penalty function that is age itself or an increasing function of age [3] .
In the literature, many works have investigated average age in queuing system models. [1] , [4] , [5] . In [4] , the advantages of LCFS over FCFS is investigated for preemptive and non-preemptive LCFS service disciplines. A comprehensive overview can be found in [5] , which provides bounds and closed-form expressions for average age under various queuing disciplines. However, few works have discussed age characteristics in realistic systems. An exception is [6] , providing AoI measurements on a TCP/IP testbed with links served by different interfaces. The experimental results in [6] exhibit U-shaped age vs arrival rate curves akin to those of FCFS systems with Poisson or Gamma distributed arrivals [7] . This suggests that age-optimized service policies are needed in real-life networks. Service or age-control policies suggested in the literature (e.g. [8] , [9] ) have shown the importance of knowledge of network delay statistics. Such information is not available in practice, in a large scale network with many connections. This is where machine learning can be very useful in generating decision policies adaptively. There have been studies applying machine learning techniques for AoI-aware scheduling and sampling. The idea of waiting before sampling proposed in [8] is combined with reinforcement learning in [9] , [10] to perform smart sampling without having any prior knowledge about network. Similarly, in [11] , [12] age-aware scheduling is studied using RL methods.
In this work, while interpreting the age measurements obtained on our testbeds using TCP and UDP protocols, we benefit from the theoretical results provided for FCFS systems. Additionally, general issues arising while using age metrics in realistic setups such as the age bias caused by synchronization errors, are explored. To the best of our knowledge, this paper presents the first reported investigation of AoI on real IoT testbeds. The ideas and results provided in [6] , [13] are explored in more depth in this work.
The rest is organized as follows: Section II introduces Age of Information. Effect of synchronization error is investigated in Section III, and AoI measurements on real-life systems and their results are demonstrated in Section IV. Finally, conclusions and future work are discussed in Section V.
II. AGE OF INFORMATION: DEFINITION
Age of information is a metric quantifying the timeliness of a status update process transmitted from a source to a destination. The status age ∆(t) is defined as the time that has elapsed since the newest data packet available at the destination at time t was generated at the source. More precisely, ∆(t) = t−U (t), where U (t) is the generation time (i.e. time stamp) of the newest data that the destination has received by time t. This definition leads age to follow a sawtooth pattern as in the sample path given in Fig. 1 . The example in Fig. 1 assumes a case where the observation begins at t = 0 with an empty queue at the destination and ∆(0) = ∆ 0 > 0. The source generates status updates at s 1 , s 2 , · · · , s n , which are received at r 1 , r 2 , · · · , r n , respectively. In the absence of any updates, the status age increases linearly in time and decreases just after an update is received.
As such, AoI is a measure of the packet flow, and not of the individual packets. In this it strictly differs from delay (or latency); and allows us to analyze and optimize the timeliness of the transmission process. The behavior of delay and age significantly differ. While delay tends to increase with the increase in load in FCFS systems, time average AoI follows a U-shaped characteristics. Notably, there is a certain nonzero load that results in the minimum average AoI [4] . Moreover, in many scenarios (e.g. tracking a stochastic process transmitted through a network [14] , stabilizing a control system [15] ), the performance criterion of interest (e.g., the mean-square-error) is a function of age. Thus, AoI provides a promising guideline for optimizing future network architectures.
We now discuss time average AoI and its computation considering practical aspects. The area under the age graph normalized by time T gives the time average of AoI:
For n transmitted packets, the area under the age process is composed of the polygon Q 1 , isosceles trapezoids Q i 's for 2 ≤ i ≤ n and the triangle of length Y n positioned at the bottom of Q n . The geometry of Q i 's can be seen in Figure 1 .
where,
and N (T ) = max{n|r n ≤ T }, the number of updates by time T . Note that,
the inter-arrival time between successfully transmitted packets.
The average AoI is expressed in terms of H i 's, as:
The AoI-aware scheduling and control algorithms require the calculation of AoI on receiver or transmitter, depending on the capabilities of the devices or according to where control decisions will be made. For example, if it is required to measure average AoI of a connection between a simple sensor and a server, AoI can be calculated on the receiver. On the other hand, if the transmitter is adaptively changing the sampling rate to achieve the minimum average AoI possible, then the transmitter needs to know the AoI, so in this case the AoI is measured at the transmitter side.
Another metric investigated in the AoI literature is the time average peak age of information.
The time average peak age can be calculated using arrival and departure instances of packets
In the following section, we analyze the effect of synchronization error on average age for general age penalty functions [8] , [16] . For this analysis, a more general formulation of average age is made using integral of f (∆(t)).
This notation can be simplified using Definition II.1.
Definition II.1. For a measurable, non-negative and nondecreasing age penalty function f (∆(t)) : [0, ∞] → [0, ∞], the time average age penalty is
where F (t) = t 0 f (τ )dτ , and s i 's and r i 's are packet generation and receiving times, respectively.
III. EFFECT OF SYNCHRONIZATION ERROR ON AOI
As mentioned in the previous sections, for AoI computation we need to get time stamps from both receiver and transmitter. If the receiver and transmitter have their own system clocks, they may have a synchronization issue. There are several synchronization methods for networked systems, like Network Time Protocol and methods using GPS as reference, but none of these are perfect, and the synchronization error induces an error in age measurements. In this section, the effect of the synchronization error on age computation is investigated.
If we neglect the time shift in the TX and RX clocks during the observation period, it can be assumed that the difference between two clocks is only a constant bias. With this assumption, there is a constant difference B between the transmitter and receiver clocks.
In the rest, the time stamp sampled with respect to distant time reference is shown with an apostrophe.
When Definition II.1 is used, the age bias occurred due to synchronization error appears to be 
Next, we compute the age biases for the linear, exponential and logarithmic penalty functions, respectively. These penalty functions are commonly used in literature [3] , [16] .
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where β = r i−1 − s i−1 and θ = r i − s i−1 . Naturally, in case of a linear age penalty function (15) , the age bias observed is constant and proportional to the α. To illustrate the analytical results, we simulated an M/M/1 queue by adding an artificial synchronization error of B. As seen in Figure 2 , the synchronization error of B = 1000 causes a constant bias on time average age. Note that, since the age bias is constant, the throughputs resulting in the minimum average AoI penalty are equal with and without age bias.
However, in case of nonlinear age penalty functions, the average age penalty measurements are distorted by the synchro-nization error. This can lead control algorithms to operating on a suboptimal point with respect to AoI.
In the literature there are several works reporting how sampling, remote control and tracking problems benefit from non-linear age penalty functions [3] , [16] , [17] . Therefore, the result regarding non-linear age penalty functions is crucial, and while using non-linear penalty functions the synchronization issue should be taken into consideration.
In the next section, the AoI measurements taken from real experimental setups are provided. Because of the issues about the nonlinear age penalty functions, we used linear penalty functions (with α = 1).
In our measurements, we used RTT information to bound the synchronization error in the following way: Before taking measurements, the RTT is estimated by sending several packets and receiving the ACKs. As the ACK packets are very small, it is assumed that the transmission time of a packet equals to the estimated RTT. Then, using this assumption we estimated the synchronization error. This method is not the best way to synchronize the transmitter and the receiver, but it is ensured that the age bias is bounded by the RTT. Note that, according to (15) , a constant bias exists due to the synchronization error. Hence it is unavoidable that our measurements contain an error, which is upper bounded by the value of the RTT. Hence, the values plotted represent absolute AoI up to a constant offset, the variation of the values within themselves being correct.
IV. AOI MEASUREMENTS ON REAL-LIFE SYSTEMS
In this section, the AoI measurement results taken from two experimental setups are discussed. The first setup investigates the age behavior of TCP and UDP flows over the Internet. The second setup examines a local, one-hop IoT connection. On a local IP network, we investigated the age behavior of TCP and UDP transmissions between IoT nodes. The second setup is more isolated, but mainly focuses on the effect of lowperformance IoT devices on AoI.
Both TCP and UDP are commonly used today. TCP has many mechanisms such as congestion control, adaptive window size, and re-transmission of lost packets to transmit data at high speed without loss. However, these mechanisms make TCP computationally more intense, and decrease its achievable rate. In terms of AoI, the adaptive congestion control mechanism of TCP is an advantage but re-transmission mechanism is useless, as lost packets get old.
A. AoI Behavior induced by the FCFS Service Policy
As observed in [1] , [4] , [5] , in FCFS systems without any strict buffer management or limitation, at low throughput, the average age tends to decrease as throughput increases. Once the queuing delay becomes dominant, i.e. the communication system has difficulty to service the high throughput, the average age increases with throughput. This results in the U-shaped average age versus throughput curve. In today's network infrastructures FCFS buffers are kept in routers, switches and access points. Therefore, the similar age characteristics on the Internet or IoT networks may be expected.
Nonetheless, the experimental results of this study show that the properties of transport protocol and the TX/RX capabilities, The effects of device capabilities in achieving low AoI can be discussed in two steps. Firstly, the CPU should be able to generate a sufficient number of packets per second. Secondly, the communication module of the TX and RX should be able to process the generated packets. If one of these is not powerful enough, it becomes an age bottleneck. For example, if the CPU is not fast enough to achieve the full rate of the communication transceiver or channel, the increase in average AoI at high rates is not observed. This factor is especially significant for lowpower IoT devices. With common transport protocols, such as TCP and UDP, IoT devices have problems in terms of AoI. This indicates the necessity of a new age-aware transport protocol.
B. Experiment Setups
To compare the performance and understand the limitations, we used two test setups, we refer to the "Internet Testbed", and the "IoT Testbed". In the Internet Testbed, we set up a connection between high power desktop PCs to send TCP/UDP packets through regular Internet/IP infrastructure. Three PCs are located at Istanbul (Anatolian side), Istanbul (European side), and Ankara to test different paths with different path delays. The PC in Istanbul/Europe is the receiver node, and the other PCs send packets to it. The path between PCs in Istanbul/Anatolia and Istanbul/Europe contains approximately 7 hops and 6 ms RTT. The path between Ankara and Istanbul/Europe contains approximately 12 hops and 80 ms RTT. In the second testbed, we built a local wireless IP network using a Wi-Fi router as the central node. In this setup, IoT devices (one is TX, the other is RX) send TCP/UDP packets to each other through central router node using 802.11n. The IoT devices we used are NodeMCU ESP32 with Xtensa R LX6 (600 MIPS). Since these devices are not capable of running any operating system, the TCP/UDP operations are performed by Lightweight IP-Stack (LWIP), which is an open-source software and commonly used by different IoT devices.
C. AoI on Internet
In case of UDP, rather than delays incurred in transport layer queues, the increasing rate of packet loss at high load is the main factor increasing the average AoI. According to the experiment results, queuing delay is observed to be minor. In Figures 3 and 4 , the results of UDP transmission tests on the Internet testbed are shown. In Figure 3 , the delays of successfully transmitted packets and packet losses occurring between the consecutive successful packets are shown. In this figure, although the horizontal axis indicates the Packet IDs, as the sample generation rate is increased in time, it also illustrates the sample generation rate. In Figure 4 , the calculated average age values for the same experiments are shown. In this figure, the rate increase can be seen clearly. To make the connection between these figures, the operating regions are marked.
When we look at the UDP tests on the Internet testbed, the operation can be divided into three regions, that we name, Relaxed, Busy and Panicked. These regions are specified by the packet loss characteristics. In the Relaxed region, due to low load, the network is not congested. While operating in this region, increasing rate results in reduced average age. When the network begins to be congested the intermediate nodes along the transmission path randomly drop packets. As you can see in the Figure 3 , in this region the number of packets lost is generally less than 3 packets. In the Busy region, the intermediate nodes still manage to compensate for the high traffic. Note that, the packet delays in the Relaxed and Busy regions are at similar values. When the packet generation rate is increased further, the network is not able to tolerate the traffic anymore and eventually, packet losses increase. Interestingly, in the Panicked region, the packet delays jump to a higher value and stay constant as rate increases. Consequently, while the rate increases further, the packet losses also increase in a way that the average age stays at a constant level. This occurs only in the case of UDP, as UDP does not re-transmit the failed packets.
In the case of TCP, to ensure that all transmitted packets are successfully transmitted, the re-transmission mechanism is used. However, the re-transmitting failed packets is costly in terms of AoI at high rates. In the Figure 5 , the average age under increasing packet generation rate is shown. Note that, the y-axis is in log-scale. Unlike UDP, in the case of TCP, due to re-transmissions, the increasing rate results in increased delay. Consequently, we get a plot similar to the U-shaped agethroughput graph of FCFS queues.
D. AoI on IoT
In our setup, a local Wi-Fi network is built using a router, and the ESP32 nodes communicate with each other using TCP and UDP. The TCP/UDP compatibility is supplied to the IoT According to our test results, AoI behavior on IoT devices is limited by device's memory and computational power. The maximum packet generation rate is significantly lower than regular PCs and the available TX/RX buffer size is too small to observe the queueing delay occurring at high rates. As seen in the Figure 6 , due to the device's limitations, there Ushaped AoI behavior is not observed, for neither UDP nor TCP. Specific to our device, the Wi-Fi module integrated to ESP32 has higher throughput than the processing unit itself. Therefore, especially in the case of TCP, the device is able to generate fewer packets than it can transmit. With other IoT devices like those using the LoRa protocol, the U-shaped behavior may be observed to the bandwidth bottleneck.
Another interesting result is the 300 ms jitter observed while using UDP with LWIP, which is excessive. In case of TCP tests, the delay was around 1-2 ms. We think that this nonideal operation is caused by an error in the buffer management in the UDP implementation of the LWIP Stack. Therefore, until the bug is fixed, we suggest the use of TCP rather than UDP with LWIP.
V. CONCLUSION AND FUTURE WORK
In this work, age behaviour in real-life connections including an IoT access link, and end-to-end UDP and TCP flows has been investigated. Practical computation of age and the bias arising due to synchronization error between transmitter and receiver have been discussed. Results provide guidance for developing an AoI-aware transmission protocols.
For IoT based systems, energy is a limiting factor that influences the fidelity of node operation. Energy has a direct effect on transmission rate, duty cycle and etc. Consequently, the AoI is affected by the available energy. As a future work the impact of energy on AoI in a real life IoT devices and AoI-optimal scheduling problems will be investigated. In real life scenarios, as the network topology and network delay distribution are unknown, formulating the AoI minimization as a reinforcement learning problem is a promising approach to make control decisions. Our ultimate goal is providing a proof of concept to illustrate these learning-based methods on keeping data fresh with minimal traffic creation on communication networks.
