Abstract. In this article we explore to what extend the techniques of Piunikhin, Salamon and Schwarz in [PSS96] can be carried over to Lagrangian Floer homology. In [PSS96] the authors establish an isomorphism between Hamiltonian Floer homology and singular homology of the underlying symplectic manifold. In general, Lagrangian Floer homology is not isomorphic to the singular homology of the Lagrangian submanifold. Depending on the minimal Maslov number of the Lagrangian submanifold we construct two homomorphisms between Lagrangian Floer homology and singular homology in certain degrees. In degrees where both maps are defined we prove them to be inverse to each other. Examples show that this statement is sharp. We derive various applications.
Theorem 1.1. We consider a 2n-dimensional closed symplectic manifold (M, ω) and a closed monotone Lagrangian submanifold L ⊂ M of minimal Maslov number N L ≥ 2. Then there exist homomorphisms Remark 1.2. Singular homology will be modeled by Morse homology, see [Sch93] . Both maps ϕ H k and ρ H k are defined on chain level, that is on CF k (L, φ H (L)) and on CM n−k (f ) for some Morse function f : L → R. Furthermore, they are natural with respect to the continuation homomorphisms induced by changing the Hamiltonian respectively the Morse function. Definition 1.3. A Lagrangian submanifold L of the symplectic manifolds (M, ω) is called monotone, if there exists a constant λ > 0, such that ω| π 2 (M,L) = λ · µ Maslov | π 2 (M,L) , where µ Maslov : π 2 (M, L) −→ Z is the Maslov index. This implies that also the symplectic manifolds (M, ω) is monotone, that is, ω| π 2 (M ) =λ · c 1 | π 2 (M ) , whereλ > 0 and c 1 is the first Chern class.
We define the minimal Maslov number N L of L as the positive generator of the image µ Maslov (π 2 (M, L)) ⊂ Z of the Maslov index µ Maslov . Since L is assumed to be monotone we set N L = +∞ in case µ Maslov vanishes. The minimal Chern number is defined analogously.
Remark 1.4. We note that the maps ϕ H k and ρ H k in theorem 1.1 vanish for k < 0 respectively k > n by construction. As we mentioned above the grading of Lagrangian Floer homology is modulo the minimal Maslov number N L . Since there is exactly one k between 0 and N L − 2 respectively between n − N L + 2 and n modulo N L , the statement of theorem 1.1 is unambiguous.
The statement of theorem 1.1 is sharp in general. In section 2 we give applications of theorem 1.1. Moreover, we recall examples provided by Polterovich, where theorem 1.1 fails precisely beyond the specified range of degrees. In particular, this shows that in general there exist holomorphic disks, see section 2 for precise statements. More importantly, the proof of theorem 1.1 shows that it is not possible to argue in the same spirit as Hofer and Salamon did in the case of Hamiltonian Floer homology [HS95] . Namely, if we could assume that the moduli spaces of holomorphic disks are smooth manifolds of the expected dimension, the construction of the maps ϕ H and ρ H would extend to all degrees.
Section 3 contains the proofs. In section 3.1 we briefly recall the construction of Lagrangian Floer homology, mainly to fix the notation. In sections 3.2.1 and 3.2.2 the maps ϕ H k and ρ H K are constructed. Finally, in section 3.3 we prove the claimed isomorphism property.
The standard energy computations in Floer homology, which we collect in appendix A, inspired a new approach to local Floer homology of a Lagrangian submanifolds which we work out in section 4. Local Floer homology was developed in [Flo89, Oh96] . For a sufficiently small Hamiltonian function and for a sufficiently standard almost complex structure it is possible to distinguish two different kinds of holomorphic strips. Counting only one kind leads to the definition of local Floer homology, which is isomorphic to the singular homology of the Lagrangian submanifold. In [Flo89, Oh96] the required smallness is not quantified. We give a precise criterion for the Hofer norm of the Hamiltonian function H, namely ||H|| < A L , where A L is the smallest energy of a holomorphic disk or sphere. If this criterion is satisfied we can single out a subset of the generators of the Floer complex generating a version of local Floer homology. This approach has the advantage that, apart from the criterion being easily checked, we can use any almost complex structure. The isomorphism of the local Floer homology to the singular homology is provided by the homomorphisms ϕ H * and ρ H * from theorem 1.1 which become well-defined and chain maps for all degrees.
An immediate corollary of this approach is Chekanov's main theorem in [Che98] asserting that the displacement energy e(L) (see definition 2.4) is at least as big as the minimal energy A L of a holomorphic disk or sphere: e(L) ≥ A L . Moreover, Chekanov proves that in case ||H|| < A L the number of intersection points L ⋔ φ H (L) is at least the sum of the Betti numbers of L. Chekanov's main result (and therefore all subsequent results in [Che98] ) is easily recovered from our approach to local Floer homology. We add upper and lower bounds on the values of the action functional for the intersections points found, see corollary 4.16.
Finally, we point out that the idea of applying the ideas of Piunikhin, Salamon and Schwarz from [PSS96] to Lagrangian Floer homology is certainly not original. When writing this article was nearly finished the author learned about the recent work of Katić and Milinković [KM05] where the special case of zero-sections in cotangent bundles is treated. Since the zero-section L is exact, i.e. the symplectic form on cotangent bundles T * L is exact, ω = dλ, and furthermore λ| L = 0, neither holomorphic disks nor holomorphic spheres are present. In particular, the core part of this paper, namely dealing with bubbling-off of holomorphic disks and holomorphic spheres, is void for the case considered in [KM05] .
Another appearance of the techniques of Piunikhin, Salamon and Schwarz can be found in the article of Cornea and Lalonde [CL] , where the framework for Lagrangian Floer homology is extended to deal with bubbling by using cluster homology, cf. remark 3.11.
for all n − N L + 2 ≤ k ≤ N L − 2, since of course the bounds on the degree are symmetric with respect to the change k → n − k. We use this freedom in the next statements.
Corollary 2.3. Under the assumption of theorem 1.1 we consider a Hamiltonian diffeomorphism φ H . Then Moreover, we have the following testing cases.
Remark 2.7. Following an construction by Audin, in [Pol91] Polterovich provides embeddings of products of spheres S k divided by the action of the antipodal map τ k . More precisely, for r = 2, . . . , n the manifolds
embed as monotone Lagrangian submanifolds L r into C n and have minimal Maslov number N Lr = r. For r ≥ n 2 + 1 they satisfy
Since any Lagrangian submanifold of C n is displaceable, this shows that the isomorphism statement in theorem 1.1 is sharp.
Theorem 1.1 implies new restrictions for Lagrangian submanifolds to be displaceable. We recall Oh's result [Oh96] asserting that the minimal Maslov number of a monotone displaceable Lagrangian submanifolds has to satisfy N L ≤ n + 1, where n = dim L. Theorem 1.1 provides this result immediately, see corollary 2.1. Moreover, it enables us to use knowledge about the topology, more precisely the singular homology of the Lagrangian submanifold L, to give a more precise statement.
Remark 2.11. The corollary can be phrased as follows. Displaceable Lagrangian submanifold with "a lot of homology" have to have small minimal Maslov number.
As examples we consider tori, L = T n . According to Audin's conjecture the minimal Maslov number of all (not just monotone) Lagrangian embeddings of tori into C n is 2. Oh verified the conjecture for monotone Lagrangian embeddings up to n ≤ 24, see [Oh96] . Although not overly restrictive, the above corollary is the first global result, i.e. valid for all dimensions, in this direction (besides N L ≤ n + 1 which holds for any monotone Lagrangian submanifold).
A sample result where corollary 2.10 yields an improvement to known result is as follows.
Example 2.13. If the product Σ g × Σg of two orientable surfaces of genus g resp.g embeds
Since N L is even it has to equal 2.
A closer inspection of the proof of theorem 1.1 yield that the above mentioned results for the minimal Maslov number N L can be strengthened as follows. The assertion that N L = r implies (by definition) that there exists a disk d : D 2 −→ M with boundary on L such that µ Maslov (d) = r. In all above cases this disk can be chosen to be a holomorphic disk. Moreover, we the energy ω(d) of these holomorphic curves is smaller than the displacement energy e(L) of the Lagrangian submanifold L (cf. definition 2.4).
We recall that theorem 1.1 asserts
This is complemented by
Proposition 2.14. We assume that we are in the situation of theorem 1.1 and that
If there exists no holomorphic disk of minimal Maslov number N L the isomorphism in theorem 1.1 holds for all degrees n − 2N L + 2 ≤ k ≤ 2N L − 2. Moreover, the homomorphism ϕ H k and ρ H k are defined for k ≤ 2N L − 2 and k ≥ n − 2N L + 2, respectively. Remark 2.15. This of course can be iterated. Namely, if there exists no holomorphic disk of minimal Maslov number jN L then we obtain isomorphisms for all degrees n − jN
In particular, if L is displaceable we cannot have an isomorphism in the top and bottom degree. This leads to the existence of a holomorphic disk of Maslov index less than n + 1. This already follows from Oh's paper [Oh96] . Much more general results in this direction are known. Indeed, if L is displaceable and monotone then through each point of L passes a holomorphic disk of Maslov index less than n + 1, cf. [Alb05, CL] . Moreover, in [CL] a very similar result is given for general (i.e. possibly non-monotone) Lagrangian submanifolds.
Let us come back to the example from above.
Example 2.16. If the product Σ g × Σg of two orientable surfaces of genus g resp.g embeds as a displaceable monotone Lagrangian submanifold L then there exists a holomorphic disk d with µ Maslov (d) = 2.
We end this section with another sample example.
Example 2.17. We consider a 3-dimensional monotone Lagrangian submanifold L in a symplectic manifold (M, ω). If HF * (L) ∼ = 0 then either L is a Z/2-homology sphere or there exists a holomorphic disk with Maslov index = 2.
Proofs

Recollection of Lagrangian Floer homology.
We briefly recall the construction of the Floer complex (CF i (L, φ H (L)), ∂ F ). It is generated over Z/2 by the set
Let us explain some notions. First, X H is the (time dependent) Hamiltonian vector field generated by the Hamiltonian function H : S 1 ×M −→ R, which is defined by ω(X H (t, ·), · ) = −dH(t, ·). In other words, P L (H) consists out of cords along the vector field X H which start and end on the Lagrangian submanifold L. Furthermore, we want such a cord x to be homotopic to the constant path in π 1 (M, L). This is indicated by x ≃ * .
Often the intersection points L ∩ φ H (L) are taken to generate the chain complex. There is an one-to-one correspondence between both sets, indeed by applying the flow φ 1 H to an intersection point we obtain a cord. Furthermore, in both definitions the Hamiltonian function H is required to be generic meaning that L ⋔ φ H (L).
The Maslov index defines a grading on P L (H), which is only defined mod the minimal Maslov number N L up to an overall shifting. Let us briefly recall the construction of the grading, cf. [Flo88b] .
Given two elements x, y ∈ P L (H) we choose a map u :
In [Vit87, Flo88b] it is described how to assign a Maslov index to the map u. Namely, since the symplectic vector bundle u * T M is trivial, following the Lagrangian subspaces of T L along the two u(τ, 0/1)-sides of the strip and transport them by the Hamiltonian flow along the u(0/1, t)-sides (and flipping them by 90 degrees at the corners) defines a loop of Lagrangian subspaces in R 2n to which then the classical Maslov index is assigned.
This gives rise to a relative Maslov index for x and y, which certainly depends (up to homotopy) on the choice of u. Let us choose another map v : [0, 1] 2 → M connecting x and y and furthermore a half-disk h : D 2 + → M realizing a homotopy of the cord x to a constant path. The half-disks h exists by definition of P L (H). We define the disk d := h#u#v#h with boundary on L, where # denotes concatenation. If the relative Maslov index of x and y is computed with help of either u or v, the difference is given by the Maslov index µ Maslov (d). We note that the Maslov index of d does not depend on the choice of the half-disk h.
Thus, we can assign a number µ(x, y) ∈ Z/N L to each pair x, y ∈ P L (H). Again by construction, this number satisfies µ(x, z) = µ(x, y)+µ(y, z) for all x, y, z ∈ P L (H). Therefore, we artificially set µ(x) := 0 for a fixed x ∈ P(H) and define the degree µ(y) := µ(y, x) ∈ Z/N L for all other y ∈ P L (H). Assigning index zero to another element in P L (H) leads to an shift of the degree. By this procedure we define a mod N L grading on P L (H) up to an overall shift.
In what follows we fix the shifting ambiguity by requiring that the dimension of the moduli spaces M(H; x) as set in definition 3.5 is given by µ(x) mod N L . Equivalently we could demand that the space M(x; H) (see definition 3.12) has dimension n − µ(x) mod N L . This convention is consistent by a gluing argument and additivity of the Fredholm index and by the monotonicity assumption on L.
In the case that all moduli spaces M(H; x) and M(x; H) are empty then the maps ϕ H k and ρ H k will vanish by construction for all degrees k. In particular, theorem 1.1 is empty and there is no need to fix the shifting ambiguity. This is for instance the case, when the Lagrangian L is displaceable, where even the set P L (H) might be empty.
The Floer differential ∂ F is defined by counting perturbed holomorphic strips (or semitubes or Floer strips) in M with both boundary components mapped to L and which are asymptotic to two cords in P L (H), see figure 1. For x, y ∈ P L (H) we define the moduli spaces
where J(t, ·) is an S 1 -family of compatible almost complex structures on (M, ω). If we would
use the intersection point L ⋔ φ H (L) to generate the Floer complex then the differential would be defined by counting holomorphic strips without Hamiltonian term having one boundary component on L and the other on φ H (L). Again the flow of the Hamiltonian vector field provides a one-to-one correspondence between perturbed and unperturbed strips.
Theorem 3.1 (Floer) . For a generic family J, the moduli spaces
We note that the dimension of the moduli spaces is given by the Maslov index only modulo the minimal Maslov number. In other words, if we fix the asymptotic data to be x, y ∈ P L (H), the moduli space M L (x, y; J, H) consists out of many connected components each of which has dimension ≡ µ(y) − µ(x) mod N L .
Convention 3.2. We set M L (x, y; J, H) [d] to be the union of the d-dimensional components.
Theorem 3.3 (Floer, Oh) . If the minimal Maslov number satisfies N L ≥ 2 then for all x, z ∈ P L (H) the moduli space
is compact if d = 1 and compact up to simple splitting if d = 2, i.e. it admit a compactification (denoted by the same symbol) such that the boundary decomposes as
The boundary operator ∂ F in the Floer complex is defined on generators y ∈ P L (H) as
and is extended linearly to CF
. The two theorems above justify this definition of ∂ F , namely the sum is finite and
Formally, Floer theory is a (relative) Morse theory for the action functional A H defined on the space of paths in M which start and end on L and are homotopic (relative L) to a constant path in L. That is, paths of the kind as in P L (H) but they do not necessarily follow the flow of X H . By definition the action functional is
wherex : D 2 + → M realizes a homotopy from a constant path to the paths x. The value of the action functional depends on the homotopy. That is, it takes values in R/ω π 2 (M, L) . In other words, if we lift the action functional to a suitable cover of the space of all paths it becomes real-valued. Another viewpoint is that the action functional needs a cord and a homotopy of the cord to a constant path as argument.
We close with a brief remark about the coefficient ring Z/2. In certain cases it is possible to choose Z as coefficient ring, e.g. if the Lagrangian submanifold is relative spin, cf. [FOOO] . We will not pursue this direction is the present version of this article.
Construction of the Lagrangian PSS morphisms.
We will describe the construction of the maps
on the Floer resp. Morse chain complex and will show that they are well-defined and chain maps whenever k
These maps are analogs of the Piunikhin-Salamon-Schwarz isomorphism (cf. [PSS96] ), which is an isomorphism PSS H : H * (M ) −→ HF 1 2 dim(M )− * (H) between Hamiltonian Floer homology and ordinary homology and is defined for semi-positive symplectic manifolds (M, ω). Due to transversality problems for moduli spaces of holomorphic disks Lagrangian Floer homology, as we presented it here, is only defined for monotone Lagrangian submanifolds L with minimal Maslov number N L ≥ 2 , see [Oh93] . Furthermore, a complete analogue of the PSS isomorphism cannot exist since Lagrangian Floer homology is not isomorphic to the singular homology in general, as for instance it has to vanish for displaceable Lagrangian submanifolds.
3.2.1. Construction of ϕ H * . The definition of the map ϕ H k is of the same flavor as the definition of PSS H , but it is only valid for certain degrees. This is due to bubbling-off of holomorphic disks. We point out that this is not a mere technical shortcoming of the construction but bubbling actually occurs as we will point out later (see also section 2).
We define the moduli space M ϕ (q, x; J, H, f, g) to consist of pairs (γ, u) of maps (see figure 2)
where β : R → [0, 1] is a smooth cut-off function satisfying β(s) = 0 for s ≤ 0 and β(s) = 1 for s ≥ 1. The function f : L → R is a Morse function on L and ∇ g is the gradient with respect to a Riemannian metric g on L. Again J(t, ·) is an S 1 -family of compatible almost complex structures. The pair (γ, u) is required to satisfy boundary conditions
where q ∈ Crit(f ) is a critical point of f and x ∈ P L (H). Due to the cut-off function β the strip u is holomorphic for s ≤ 0 and has by assumption finite energy. In particular, u admits a continuous extension u(−∞), see [MS04] . In other words, topologically u forms a half disk {z ∈ C : |z| ≤ 1 , ℜ(z) ≥ 0} such that the boundary part {|z| = 1} is mapped to L and {ℜ(z) = 0} is mapped to the cord x. For brevity we denote this moduli space by
Theorem 3.4. For generic choices of all data, the moduli spaces M ϕ (q, x) are smooth manifolds of dimension
where n = dim L. Again, we denote by
Proof. This is a straightforward adaptation of the methods used in [Flo88a] and [PSS96] . The main point is to prove that the moduli space M(H; x) from definition 3.5 below is a smooth manifold and that the evaluation map
Compactness properties are a more subtle issue due to the transversality problems concerning holomorphic disks. We employ an index argument to rule out bubbling. We will argue at the end of this section that a transversality argument for moduli spaces of holomorphic curves cannot hold in general.
Since the bubbling occurs for the perturbed strips we give the following
Remark 3.6. A part of the proof of theorem 3.4, is to show that for generic choices, M (H; x) is a smooth manifold. By our convention, it has has dimension µ(x) mod N L . As usual
Theorem 3.7. Let L be a closed monotone Lagrangian submanifold of minimal Maslov number N L . Then for all d < N L the moduli spaces M(H; x) [d] are compact up to adding broken strips.
Proof. Using Floer's equation the following inequality is easily derived for an element
The value A H (x) is only well-defined up to some period of ω : π 2 (M, L) → R, that is, it depends on a homotopy of x to a constant path. But the solution u itself provides a suitable the homotopy, which gives rise the above inequality. We note that for each two elements u, v ∈ M(H; x) [d] the Maslov index of u#v equals zero, µ Maslov (u#v) = 0. Otherwise, u and v could not lie in components of the same dimension. Since L is monotone this implies ω(u) = ω(v) and thus the value of the action functional can be computed with any element in M(H; x) [d] .
We obtain a uniform bound on the energy for elements in the moduli space M(H; x) [d] . Hence, we can apply Gromov's compactness theorem. In particular, sequences converge up to breaking and bubbling. We claim that, under the assumption d < N L , only breaking occurs.
Indeed, if a sequence (u n ) ⊂ M(H; x) [d] converges in the Gromov-Hausdorff topology,
, where x γ ∈ P(H) and x Γ = x,
• {s σ } are holomorphic spheres,
• {d δ } are holomorphic disks, then the Fredholm index of the linearized Cauchy-Riemann operator F behaves as follows, see [Flo89] :
We know by transversality that ind
as long as the maps s σ and d δ are non-constant. By assumption, we have
Since ind F u∞ ≥ 0 the theorem follows.
Theorem 3.7 implies that the moduli space M ϕ (q, x) is compact up to breaking as long as the space M(H; x) is compact up to breaking, i.e. if dim M(H; x) < N L .
Moreover, the standard gluing techniques (see for instance [MS04] ) imply that the moduli spaces M ϕ (q, x) can be compactified by adding broken Morse trajectories or Floer strips, as long as no bubbling occurs. In particular, we can compactify the moduli space M ϕ (q, x) [1] by adding either a Morse trajectory or a Floer strip, i.e.
Here, M(q, p; f, g) is the moduli space of (negative) gradient trajectories of the Morse function f on L which run from q to p. The gradient is taken with respect to the metric g. See figure 3.
Theorem 3.7 enables us to define the map ϕ H k for certain degrees. Definition 3.9. For k ≤ N L − 2 we define on generators
which extends by linearity.
) and d = 0, 1. In particular, the sum in the definition of ϕ H k is finite and the map is therefore well-defined. That ϕ H k is a chain morphism is encoded precisely in equation (3.17) in corollary 3.8.
In particular, we obtain homomorphisms in homology
Before we define the map ρ H k we want to give a more geometric picture of the problems arising due the bubbling phenomenon. The most serious issue arises when bubbling occurs at the continuous extension u(−∞) for u ∈ M(H; x). Let us assume that we have sequence (γ n , u n ) ⊂ M ϕ (q, x) such that this special bubbling occurs. Then we obtain as limit object (see figure 4) a gradient half-trajectory γ ∞ , an element u ∞ ∈ M(H; x) and a holomorphic i.e. we assume that we could prove that the space of holomorphic disks with boundary on L is a smooth manifold of expected dimension. Then we could argue that, since a disk with two marked points allows for a one dimensional automorphism group, the moduli space of this just described type of bubbling would at least one dimensional. But it would appear as boundary of a zero or one-dimensional space, which cannot be. In other words such configurations would generically not appear.
In particular, we could extend the above construction and would obtain a full isomorphism between Floer homology and singular homology, which is nonsense. This shows that holomorphic disk appear.
Remark 3.11. We just pointed out that in general there is no way around dealing with the bubbling-off phenomenon. The cluster complex approach by Cornea and Lalonde (cf. [CL] ) is build exactly to incorporate this phenomenon. As outlined in [CL] , the Piunikhin-SalamonSchwarz approach fits perfectly into their framework. Namely, the above described bubbling effect is taken care off by an enlarged coefficient ring. Cornea and Lalonde think of the above configuration (γ ∞ , d, u ∞ ) not as an boundary point but as an interior point, where the "other side" consists out of a configuration (γ ∞ , d, δ, u ∞ ), where δ : [0, R] −→ L is a finite length gradient flow line, such that d(z 1 ) = δ(0) and δ(R) = u(−∞).
where f, g, J are as above but β(s) in changed into β(−s). The pair (γ, u) is required to satisfy boundary conditions
where q ∈ Crit(f ) is a critical point of f and x ∈ P(H). Because of the change of the sign in the cut-off function the strip u is holomorphic for s ≥ 0 and thus, u admits a continuous extension u(+∞), see figure 5.
Definition 3.12. Analogously to M(H; x) (see definition 3.5) we set for x ∈ P L (H)
As M(H; x) these moduli spaces are smooth manifolds (for generic choices). Their dimension is uniquely determined by knowing the dimension of M(H; x), namely
Further, we note that M ρ (x, q) is the intersection of M(x; H) with the stable manifold W s (x) of the critical point x ∈ Crit(f ). In particular, we obtain Theorem 3.13. For generic choices of all data, the moduli spaces
As before a subscript [d] denotes the union of the d-dimensional components. The compactness properties of M(x; H) are controlled in exactly the same way as for M(H; x) in theorem 3.7.
Theorem 3.14. Let L be a closed monotone Lagrangian submanifold of minimal Maslov number N L . Then for all d < N L the moduli spaces M(x; H) [d] are compact up to adding broken strips.
Proof. The proof of theorem 3.14 and of the following corollary is literally the same as for theorem 3.7 up to one slight change, namely the uniform energy estimate for a solution u ∈ M(x; H) is (according to appendix A)
(3.27)
This leads to
which then is extended by linearity.
The following theorem is proved in exactly the same way as theorem 3.10.
Theorem 3.17. For k ≥ n − N L + 2 the homomorphism ρ H k is well-defined and a chain morphism.
In total we obtain homomorphisms
As remarked at the beginning, for trivial reasons the map ϕ H k vanishes for k < 0 and ρ H k vanishes for k > n. For these degrees the corresponding moduli spaces are empty, since there are no critical points of Morse index less than 0 or larger than n.
The isomorphism property.
In this section we will prove that, whenever both homomorphisms ϕ H k and ρ H k are defined simultaneously, they are inverse to each other. In particular, they are isomorphisms. This only occurs when
we will describe cobordisms which relate the counting defining the composition to the counting defining the identity map.
. Geometrically, the cobordism relating the composition to the identity is given by the following steps, see figure 6 .
(1) The composition ρ H k • ϕ H k is a map from Floer homology to Floer homology. If we ask for the coefficient of to y. Since we count zero dimensional configurations (and are not dividing out the R-action), this is only non-zero if y = x, in which case there is exactly one such strip, namely the constant. In other words, up to a cobordism (i.e. in homology), the coefficient in front of x is zero or one depending on whether x = y. This is exactly the identity map.
We realize step (1) to (3) of the above geometric picture by the moduli space M ρ•ϕ (x, y), which consists out of quadruples (R, u + , Γ, u − ), where
The moduli space M ρ•ϕ (x, y) depends of course on further data, such as the Morse function f on L, the metric g, the (family of) compatible almost complex structures J and the Hamiltonian function H. We suppress this in the notation. 
Theorem 3.18. For a generic choice of data the moduli spaces M ρ•ϕ (x, y) are smooth manifolds and
where the "+1" accounts for the parameter R. We denote by
Proof. This is proved in the same way as for the other moduli spaces. 
Proof. As explained in section 3.2.1 respectively 3.2.2 the only source of non-compactness apart from breaking is bubbling-off. In theorems 3.7 respectively 3.14 we used that the Fredholm index drops at least by the minimal Maslov number N L when a bubble appears. From this we concluded that no bubbling occurs for sequences in the moduli spaces M(H; x) respectively M(x; H). The very same argument holds true for the moduli spaces M ρ•ϕ (x, y) [d] for d = 0, 1, but now we have to exclude bubbling for both moduli space M(H; y) and M(x; H). This is guaranteed exactly by the assumptions µ CZ (y) ≤ N L − 1 and µ CZ (x) ≥ n − N L + 1. Due to the term +1 in the dimension formula the bounds are less restrictive, e.g.
Since no bubbling occurs, the only non-compactness is due to breaking. The usual gluing arguments show that we can compactify the moduli spaces by adding broken trajectories.
The formula for the boundary of (the compactification) of the one dimensional moduli space encodes the following. First, R = 0 is an obvious boundary point. Second, for a sequence (R n , u
− breaks, creating an perturbed holomorphic strip and another solution in M ρ•ϕ (x ′ , y) or M ρ•ϕ (x, y ′ ). This are the unions in line two and three. In the latter case the finite length gradient trajectories (Γ n ) break into two gradient half-trajectories, creating a solution in M ρ (y, q) and M ϕ (q, y) which both connect to the same critical point q ∈ Crit(f ). This is encapsulated in the last union.
Theorem 3.19 leads itself to the following definition of a chain homotopy.
is extended linearly.
Before we prove that Θ ρ•ϕ k is a chain homotopy we define
and note that the set (R,
is zero dimensional and compact by the same argument as in theorem 3.19. Since this set is a boundary, ϑ descends to homology, which also follows immediately from the next corollary.
The assertion of theorem 3.19 implies
is well-defined and the following equality holds (where sign are arbitrary as we use Z/2-coefficients).
Proof. The definition of Θ
For the rest of this section we will prove the Claim 3.23. In homology the following holds
This is realized by the remaining steps (4) and (5) of our geometric picture from above.
First, we note that the set (R,
In [MS04] is proved that this set is cobordant to the following set
where α is a cut-off function such that α(s) = 0 for |s| ≤ 1 and α(s) = 1 for |s| ≥ 2. In other words we almost obtained the space M L (x, y; J, H), namely up to the compact perturbation introduced by α. Choosing a one parameter family of Hamiltonian terms from α(s)X H (t, ·) to X H (t, ·) gives rise to another chain homotopy relating ϑ k to the map defined by counting elements in M L (x, y; J, H) [0] . But this space carries a free R-action as long as x = y. In particular, the zero dimensional components are empty in case x = y and consist out of exactly the constant solution x else. Thus, ϑ k equals in homology the identity id
The compactness issue is addressed in the same way as before, that is, no bubbling can occur as long as
We will not write down explicit moduli spaces for the last chain homotopy but refer the reader to the original work of Piunikhin, Salamon and Schwarz [PSS96] as well as to the book [MS04] .
This proves the claim and therefore we conclude that if
. To prove that this composition equals the identity is a little bit different since here we will glue together two perturbed holomorphic strips along a common cord. The glued object is then different from the objects we studied so far. We will have to argue differently to establish compactness. It should be noted that this is also the more delicate issue in the original approach of Piunikhin, Salamon and Schwarz in [PSS96] .
Let us start again with the geometric picture.
(1) The coefficient in ϕ H k • ρ H k (q) in front of p ∈ Crit(f ) is defined by counting zero dimensional configurations (γ − , u − ; u + , γ + ) such that (γ − , u − ) ∈ M ϕ (q, x) and (u + , γ + ) ∈ M ρ (x, p) for some x ∈ P L (H), see figure 7.
(2) We glue these two strips at the cord x ∈ P L (H) and obtain a single strip U : R × Furthermore, we note that the Morse indices of q and p are equal. The set of triples (γ − , U, γ + ) as described above is obtained by intersecting the space of maps U with the unstable manifold of q and the stable manifold of p. In particular, the space formed by the maps U has to be of dimension n = dim L. This implies that the (relative) homotopy class of all maps U equals zero: [U ] = 0 ∈ π 2 (M, L). At this point the monotonicity of the Lagrangian submanifold L is essential. (3) The compact perturbation by the Hamiltonian term can be removed and we end up with triples (γ − , U, γ + ), where U is a holomorphic map U : R × [0, 1] −→ M (of finite energy) satisfying γ − (0) = U (−∞) and U (+∞) = γ + (0). In particular, U is a holomorphic disk with boundary on the Lagrangian submanifold L. (4) The holomorphic disk U has vanishing homotopy class and thus, it has to be constant.
Thus, γ − and γ + form an honest gradient flow line from q to p. Again we are interested in zero dimensional configuration and we are not dividing out the R-action. In other words, we obtain the identity id
We note that we do not use that the set of holomorphic disks forms a smooth moduli space. We do use that the set of perturbed holomorphic disks forms a smooth moduli space and furthermore that it is compact in the given range of degrees, although this is not apparent in the above description. It will be in the cobordism we will give just now. For q, p ∈ Crit(f ) we define the moduli space M ϕ•ρ (q, p) to be the set of quadruples (R, γ − , U, γ + ), where
Finally, we demand that the relative homotopy class of the map U vanishes, where we think of U as a map defined on a disk,
The mapα R is a cut-off function such that for R ≥ 1 we haveα R (s) = 1 for |s| ≤ R and α R (s) = 0 for |s| ≥ R + 1. Furthermore, we require for its slope that −1 ≤α ′ R (s) ≤ 1. For R ≤ 1 we setα R (s) = Rα 1 (s). In particular, for R = 0 the cut-off function vanishes identicallyα 0 ≡ 0.
As usual we suppress the dependency on further data such as the Hamiltonian function, etc. in the notation for the moduli space.
Theorem 3.24. For a generic choice of data the moduli spaces M ϕ•ρ (q, p) are smooth manifolds and
Remark 3.25. We note that the dimension formula for the moduli spaces M ϕ•ρ (q, p) is absolute, i.e. not modulo the minimal Maslov number.
Proof. For R > 0 transversality can be achieved by standard methods since the Hamiltonian term is non-constant. That is, perturbing the Hamiltonian term and the (compatible family of) almost complex structures is sufficient to achieve transversality. Seemingly, R = 0 is a problem since the Hamiltonian term is constant and we have to deal with holomorphic disks. But since the homotopy class is zero these disks are all constant and we obtain two gradient half trajectories matching up. In particular, transversality is achieved by pure Morse-theoretic means.
The dimension formula is derived from the fact that for fixed R the space of maps U has dimension n + µ Maslov ([U ]) = n. The moduli space M ϕ•ρ (q, p) is the intersection of this space with the unstable manifold W u (q) and the stable manifold W s (p). This implies that for fixed R the dimension is given by n − (n − µ Morse (q)) − µ Morse (p) = µ Morse (q) − µ Morse (p). The variable R adds +1 to the dimension.
Remark 3.26. It should be noted that transversality for spaces of holomorphic disks can be achieved by using time-dependent almost complex structures. But these spaces are usually not compact. If bubbling occurs a bubble will be holomorphic with respect to a time-independent almost complex structure, namely the one of the tangent space where the bubble connects to the remaining solution. That is, even if the moduli space itself is smooth due to transversality, the pieces we would need to add in the compactification would not be transversal in general.
We need to face this issue if we analyze the compactness properties of the moduli spaces M ϕ•ρ (q, p), since bubbling might occur. But we will be saved by the assumption on the homotopy class of the maps U and the restrictions on the degrees. 
The proof will be very different from the proof of theorem 3.19.
Proof. We begin by noting that uniform energy bounds on the energy of solutions U , where
, are easily derived. For the convenience of the reader we included the computation in appendix A. The following is estimate holds:
where ||H|| is the Hofer norm of H. In particular, we know that sequences (R n , γ
+ ) converge modulo breaking of the gradient trajectories or the Floer strip and bubbling-off. We claim, that no bubbling occurs given n − N L + 1 ≤ k, l ≤ N L − 1, where k and l are the Morse indices of q and p.
We will prove this in two steps. In the first step, we will describe exactly what type of bubbling can occur. In the second step, we then conclude that this will (generically) not affect the moduli spaces M ϕ•ρ (q, p) [d] .
Step 1: For R > 0 we define the moduli space M(R, H; a) to contain on [−2R, 2R] × [0, 1] perturbed holomorphic disks in the homotopy class a ∈ π 2 (M, L). That is, M(R, H; a) consists out of maps
55) where the cut-off functionα R is as above (see lines after equation (3.50)). Furthermore, we require
(3.56) In particular, for a fixed value of R the elements in M ϕ•ρ (q, p) are given by the intersection of M(R, H; 0) with the unstable manifold W u (q) and the stable manifold W s (p). The proof that M ϕ•ρ (q, p) is a smooth manifold carries over unchanged to the spaces M(R, H; a) since the non-zero homotopy class only matters for the dimension formula which now becomes dim M(R, H; a) = n + µ Maslov (a). We note that R > 0. Let us assume that the map U ∈ M(R ∞ , H; −a) is non-constant. In particular, R ∞ = 0. Then there might be a non-constant holomorphic disk d bubbling off. We can distinguish three different possibilities how U and d connect,
(1) at −∞: there exists z 1 ∈ S 1 such that U (−∞) = d(z 1 ), (2) at +∞: there exists z 2 ∈ S 1 such that U (+∞) = d(z 2 ), (3) in between: there exists z 3 ∈ S 1 and (s, t) ∈ R × {0, 1} such that U (s, t) = d(z 3 ).
In step 2 we will argue why this does not harm the moduli spaces M ϕ•ρ (q, p).
(II) R n −→ ∞ : In this case, U n has to break. Again we stick to the combinatorially easiest case first: we assume that the strips break once and one holomorphic disk bubbles off:
That is, V 1 ∈ M(H; x) and V 2 ∈ M(x; H) for some x ∈ P L (H). The moduli spaces M(H; x) and M(x; H) appear in definition 3.5 and 3.12.
The homotopy classes add up to zero, that is [
. Again, if both maps V 1 and V 2 are constant then so is the holomorphic disk d and we conclude that no bubbling occurred. If either V 1 or V 2 is non-constant so is the other because they converge to some element x ∈ P L (H) and are holomorphic at ±∞, so that the constant map x is no solution.
We are left with the case that all maps V 1 , V 2 and d are non-constant and again we distinguish the places where the bubbling occurred.
(4) at −∞: there exists z 4 ∈ S 1 such that V 1 (−∞) = d(z 4 ). (5) at +∞: there exists z 5 ∈ S 1 such that V 2 (+∞) = d(z 5 ). (6) in between: there exists z 6 ∈ S 1 and (s, t) ∈ R × {0, 1} such that
there exists z 7 ∈ S 1 and t ∈ {0, 1} such that x(t) = d(z 7 ).
What we did not mention in the cases (4) - (7) is that multiple breaking might occur, i.e. U n ⇀ (V 1 , V 2 , . . . , V r , d). The maps V 2 , . . . , V r−1 are perturbed holomorphic strips, i.e. elements in moduli spaces M L (y, z; H, J), which define the boundary operator in Floer homology. For this case we refer the reader to the end of step 2.
Before we proceed to step 2 we note that cases (1) - (7) are in fact the only cases which we have to consider, that is non multiple bubbling can occur. Indeed, in the above cases the homotopy class a ∈ π 2 (M, L), in which the bubble d lies, has to satisfy µ Maslov (a) = N L by the following reason. Recall that the remaining solutions U respectively V 1 , V 2 are elements of a smooth moduli space of dimension n+µ Maslov (−a). Since N L ≥ n 2 +2 (otherwise the statement of the theorem is empty) the dimension of these moduli space satisfy dim = n − k · N L ≤ n − k( n 2 + 2). In particular, for k ≥ 2 these spaces are empty. We are left with either k = 0, in which case there is no bubbling (due to monotonicity of L), or k = 1 which corresponds to
This shows, bubbling-off of more than one bubble is impossible, since multiple bubbling would reduce the dimension by at least 2N L . That is, either a disk or a sphere bubbles off and a sphere is a special disk.
We conclude step 1 by the following two remarks.
• If N L ≥ n + 2 not even k = 1 is admissible and we are immediately done. In particular, Oh's result that HF * (L) ∼ = H * (L) for N L ≥ n + 2 follows immediately.
• We point our that the case R ∞ = 0 is completely settled. That is, for R ∞ = 0 no bubbling occurs (see (I)).
Step 2: In step 1 we described the various types of bubbling we have to deal with. We start with case (1): U n ⇀ (U, d) and ∃z 1 ∈ S 1 such that U (−∞) = d(z 1 ). The map U is a non-constant element in the space M(R ∞ , H; −a) with µ Maslov (a) = N L and a = 0 ∈ π 2 (M, L) and
As mentioned above, for fixed R the moduli space M ϕ•ρ (q, p) is the intersection of the space M(R, H; a = 0) with the unstable manifold W u (q) and the stable manifold W s (p). If case (1) occurs, the moduli space we are interested in, namely M ϕ•ρ (q, p), is only affected if the following type of configuration exists (see figure 8 ): (γ − , d, U, γ + ), where γ ± are gradient half-lines as before and (U, d) are the limit objects. All these objects have to be connect to each other as follows. W s (p) has to be non-empty. We recall that for the Morse indices k = µ Morse (q) and
This implies that the intersection M(R ∞ , H; −a) ⋔ W s (p) = ∅ by transversality. In other words, case (1) does not affect the moduli spaces M ϕ•ρ (q, p), whenever this intersections are transverse. But this we have to assume anyway to have smooth moduli spaces to begin with, cf. theorem 3.4. That is, generically case (1) can be excluded. We again stress that we employ only transversality for space of perturbed holomorphic disks. Recall that R ∞ > 0! This shows that case (1) does not affect the moduli spaces
Before we handle the other cases we want to make the following remark. Though figure 8 looks similar to figure 4 on page 13 there is a major difference. Namely, in the present configuration no cord is involved. In other words, in the limit R N −→ ∞ the sequence of strips (u n ) breaks and we have no control about which cord appears. In particular, we cannot apply any argument as in sections 3.2.1, 3.2.2 or 3.3.1, where we imposed bounds on the Maslov indices.
The same type of arguments settle the other cases. In case (2) we need to consider the intersection
For case (3) we can apply the argument for case (1) or (2).
It remains to deal with cases (4) -(7). We apply the same type of argument to the space
which replaces M(R ∞ , H; −a), more precisely equals M(∞, H; −a). It has dimension n + µ Maslov (−a) and has to has a non-empty intersection with W u (q) in case (4) and with W s (p) in case (5). The same dimension considerations apply. Cases (6) and (7) are then treated as case (3) is.
At the end of step 1 we mentioned the case of multiple breaking
Step 2 is easily adapted, namely the space
is replaced by the set containing r-tuples (V 1 , V 2 , . . . , V r−1 , V r ) in the set
with the property
Now we can argue exactly as above since the set of these special r-tuples again has dimension n + µ Maslov (−a).
This concludes the proof of theorem 3.27.
Remark 3.28. We want to mention that it is absolutely crucial that we prescribed the homotopy to be zero. Otherwise, the above proof does not work in any of the cases considered.
In the beginning of this section we defined the moduli spaces M ϕ•ρ (q, p) to prove that the composition ϕ H k • ρ H k equals the identity id H n−k (L;Z/2) in homology. An element in the moduli space is a quadruple (R, γ − , U, γ + ). The half gradient flow line γ − connects the critical point q to the (on width 2R) perturbed holomorphic strip U from which the half gradient flow line γ + runs to the critical point p. Since the relative homotopy class of U vanishes by assumption, [U ] = 0 ∈ π 2 (M, L), the moduli space has dimension dim M ϕ•ρ (q, p) = µ Morse (q)−µ Morse (p)+ 1, cf. theorem 3.24. The last few pages where devoted to the compactness properties and we proved that the moduli spaces M ϕ•ρ (q, p) are compact, off course only up to breaking, as long as the Morse indices of q and p are within the correct range. That is, the zero dimensional components M ϕ•ρ (q, p) [0] are compact are the one dimensional components M ϕ•ρ (q, p) [1] can be compactified according to the statement in theorem 3.27. Now we are in the same position as in the preceding section 3.3.1 where we proved ρ H k •ϕ H k = id H n−k (L;Z/2) with help of a chain homotopy Θ ρ•ϕ . We follow the same scheme and define another chain homotopy Θ ϕ•ρ .
and extend it linearly.
Remark 3.30. We want to keep the same degrees as in the introduction, therefore Θ ϕ•ρ k maps from CM n−k (L; Z/2) to itself. This is consistent with theorem 3.27, since the assumption n − N L + 2 ≤ k ≤ N L − 2 on the Morse indices is invariant under the change k → n − k.
Before we prove that Θ ϕ•ρ k is a chain homotopy we (re-)define
is zero dimensional and compact by the same argument as in theorem 3.27. The compactness statement in theorem 3.27 for one dimensional components immediately implies
and in homology
In section 3.3.1 the compactness theorem 3.19 was an straightforward generalization of the corresponding theorems 3.7 and 3.14 which proved well-definedness of the maps ϕ H k and ρ H k . But then we had to argue that the map ϑ from section 3.3.1 is in homology nothing but the identity id HF(L,φ H (L)) . This uses a highly non-trivial gluing theorem for holomorphic curves, which we luckily can cite.
In this section the compactness theorem 3.27 needed a finer analysis of the bubbling phenomenon. But now it is obvious that
is the identity, even on chain level. Indeed, we count the elements in the set
Since R = 0, the map U is a holomorphic disk having homotopy class [U ] = 0, i.e. it is constant. In particular, the two gradient half trajectories match up: γ − (0) = γ + (0). In other words, we count single gradient trajectories γ : R −→ M from q to p. Moreover, we are interested in zero-dimensional families without dividing out the R-action, that is
This shows that ϑ k = id CM n−k (L;Z/2) and concludes the section. In particular, we finally proved the full statement of theorem 1.1.
We end this section with the following Remark 3.32. The homomorphisms ϕ H * and ρ H * are natural with respect to the change of the Hamiltonian function. For example, for two different Hamiltonian function H, K : S 1 ×M −→ R the two homomorphisms ϕ H * and ϕ K * are intertwined by the continuation homomorphisms
(3.69)
The same holds true for changing the Morse function. This is proved again by a suitable cobordism. We leave this to the reader.
Local Floer homology
In this section we develop a new approach to local Floer homology. Let us very briefly sketch the construction of local Floer homology, cf. [Flo89, Oh96] . In the cited articles it is proved that for sufficiently small Hamiltonian perturbations of a Lagrangian submanifold L there exists an so-called isolating neighborhood U , which gives a clear distinction of the set of perturbed holomorphic strips. We recall that counting zero-dimensional families of such strips defines the boundary operator ∂ F in the Floer complex. This distinction is based on the fact that either strips stay inside a compact subset of U or they leaveŪ . This leads then to a definition of a new boundary operator by counting only those perturbed strips which lie inside the neighborhood U of L. The homology of this new complex is then proved to equal the singular homology of L.
The construction of local Floer homology of a Lagrangian submanifold L relies on the existence of an isolated neighborhood. The existence of such an neighborhood is proved in the above mentioned articles for sufficient small Hamiltonian function and for compatible almost structures which are sufficient close to the Levi-Civita almost complex structure in a Weinstein neighborhood of L. Under these conditions local Floer homology is well-defined and isomorphic to the singular homology of L.
In what follows we give a different approach which works (as does the one sketched above) for any Lagrangian submanifold L. In particular, in this section we drop the assumption that L is monotone. The crucial criterion is that the Hofer norm of the Hamiltonian function H is less than the minimal energy A L of a holomorphic disk or sphere, that is,
(4.1)
In this case we specify a subset P ess L (H) ⊂ P(H) of the set of Hamiltonian cords such that all moduli spaces M L (x, y; J, H), defining the Floer differential ∂ F (cf. section 3.1), are compact (up to breaking) as long as x, y ∈ P ess L (H). We note that the almost complex structure J is not required to satisfy any conditions apart from being compatible. Moreover, it is not clear to us that a priori the set P ess L (H) is non-empty. The set P ess L (H) of essential cords then defines a complex (CF ess * (L, φ H (L)), ∂ F ) in exactly the same way as in the usual construction of the Floer complex, namely we define CF
and the definition of the differential ∂ F is unchanged. A justification of the fact that (CF ess * (L, φ H (L)), ∂ F ) is a complex, that is, that ∂ F is well-defined and ∂ 2 F = 0 together with precise definitions is given below. We need no assumptions on the Lagrangian submanifold L since all moduli spaces defining the differential are compact up to breaking, in particular, we obtain a well-defined homology HF ess * (L, φ H (L)). We recall that this might vanish completely because P ess L (H) might be empty.
The construction of ϕ H k and ρ H k from section 3.2 works without changes for the complex CF ess * (L, φ H (L)). Moreover, the key observation is that, as for the differential ∂ F , all moduli spaces are compact up to breaking. Therefore, the homomorphisms ϕ H k and ρ H k are defined for all degrees. Finally, the main theorem asserts that they remain isomorphisms, thus proving
In particular, a posteriori we proved #P ess
. This immediately recovers Chekanov's theorem [Che98] asserting that the displacement energy e(L) (see definition 2.4) of the Lagrangian submanifold is at least as big as the minimal energy of a holomorphic disk or sphere
Indeed, if we assume that ||H|| < A L , then we know by the above result that P ess L (H) = ∅. In particular, we conclude that the time-one map φ H of the Hamiltonian function H does not displace L. In particular, the displacement energy e(L) has to be larger or equal than A L .
Moreover, we obtain the full result of Chekanov. Namely, not only is the intersection
In fact, we obtain the following slight strengthening of Chekanov's result. The action functional is bounded on the cords we detect as follows:
The idea, how to define the set P ess L (H), comes from the observation that the isomorphism ϕ H maps the cord x ∈ P L (H) to zero whenever the moduli space M(H; x) is empty. An analogous statement hold for the homomorphism ρ H when M(x; H) is empty. Furthermore, the energy estimates in appendix A show that the condition ||H|| < A L propagates into appropriate energy bounds which ultimately prevent bubbling-off.
Definition 4.1. For a non-degenerate Hamiltonian function H :
where the moduli spaces M(H; x) and M(x; H) are defined in 3.5 and 3.12. We call P ess L (H) the set of (homologically) essential cords. Proof. We splice together remark A.3 and lemma A.1
and obtain the claimed inequality.
Proposition 4.4. Let y ∈ P L (H) be any cord. If there exists essential cords x, z ∈ P ess L (H) such that the moduli spaces M L (x, y; J, H) and M L (y, z; J, H) both are non-empty, then y is an essential cord as well: y ∈ P ess L (H). Proof. We pick an element u ∈ M L (x, y; J, H) and by assumption we can choose an element v ∈ M(H; x). By a standard gluing argument we can glue v and u at the (essential) cord x. Thus, we obtain an element v#u ∈ M(H; y) and conclude that the moduli space M(H; y) is not empty. Similarly, it follows that M(y; H) = ∅. In particular, y is essential.
These two propositions enable us to define the complex (CF where A L denotes the minimal energy of a holomorphic disk with boundary on L or holomorphic sphere in M , we set
Lemma 4.6. So far the grading of CF ess * (L, φ H (L)) is as described in section 3.1. That is, a Z/N L -grading plus an overall shifting ambiguity. In the situation of definition 4.5 this can be improved to Z-grading (still with shifting ambiguity) under the additional assumption that L is monotone.
Proof. The grading on the Floer complex is defined by assigning a Maslov index to pairs of cords x, y ∈ P L (H). For this a map u : [0, 1] 2 −→ M with the properties u(0, t) = x(t), u(1, t) = y(t) and u(τ, 0), u(τ, 1) ∈ L is chosen. Different homotopy classes of such maps change the Maslov index by multiples of the minimal Maslov number. Thus, a Z/N L -grading is obtained.
If we restrict to essential cords x, y ∈ P ess L (H) for a Hamiltonian function H satisfying ||H|| < A L there is a preferred choice of the maps u, namely elements in the moduli spaces M L (x, y; J, H) [0] defining the boundary operator. In the proof of the next proposition 4.7 we show that the elements u ∈ M L (x, y; J, H) [0] have energy E(u) < A L .
Because of the monotonicity of L we claim that all choices of elements in the moduli spaces M L (x, y; J, H) [0] to compute the Maslov index for the pair x, y ∈ P ess L (H) give rise to the same value. Indeed, let us assume that we can find u, v ∈ M L (x, y; J, H) [0] such that the value of the Maslov index computed with either map differs by N L , say. This means, that after fixing a homotopy h of the cord x to the constant path, the Maslov index of the disk d := h#u#v#h is non-zero (it does not depend ont the choice of h). That is µ Maslov (d) = 0. Since L is monotone this implies that ω(d) = 0.
(4.9)
The proof of lemma A.1 implies that 0 = E(u) − E(v). On the other hand we have E(u) = A H (y) − A H (x) mod A L and the same for E(v). Therefore, the difference E(u) − E(v) is at least A L which contradicts the fact that 0 ≤ E(u), E(v) < A L .
The lemma implies that if L is monotone we obtain a Z-grading for local Floer homology, but in general only Z/N L -grading. All subsequent statements have to be read accordingly. That is in general the grading of the singular homology has to be reduced to a Z/N L -grading.
Proposition 4.7. In the situation of definition 4.5 the restriction of the boundary operator ∂ F to the space CF ess k (H) is well-defined and satisfies ∂ F • ∂ F = 0. Proof. We claim that the moduli spaces M L (x, y; J, H) are compact up to breaking whenever x, y ∈ P ess L (H). Indeed, proposition 4.3 together with the assumption ||H|| < A L imply for an element u ∈ M(x, y; J, H)
(4.10)
Let us assume that a sequence (u n ) ⊂ M(x, y; J, H) develops a bubble, for instance
This immediately implies that E(d) < A L and the holomorphic disk is constant. This obviously generalizes to multiple bubbling of disks and/or spheres. In particular, the moduli spaces are compact up to breaking. This shows that ∂ F is well-defined when restricted to essential cords. We point out, that we proved much more. Namely, the moduli spaces M L (x, z; J, H) are compact (up to breaking) regardless of their dimension. For the differential to be well-defined we would only need this statement for the zero-dimensional components and, furthermore for the one-dimensional components, to prove that its square vanishes. This is what we do next.
It remains to prove that ∂ F • ∂ F = 0, when restricted to essential cords. This relies on the compactification of the one-dimensional moduli spaces M L (x, z; J, H). We recall theorem 3.3, which asserts
(4.12)
In theorem 3.3 this is stated for monotone Lagrangian submanifolds with minimal Maslov number N L ≥ 2. The point of the monotonicity assumption is, of course, to exclude bubbling. Then the decomposition of the boundary is obtained by a gluing result. As we pointed out above, bubbling does not occur for sequences in M L (x, z; J, H) as long as x, z ∈ P ess L (H). In particular, the statement of theorem 3.3 holds true. This is not quite enough to prove ∂ F • ∂ F = 0, since we restrict ∂ F to essential cords. What might happen is in the decomposition of the boundary of M L (x, z; J, H) [1] a cord y ∈ P L (H) appears which is not essential. This would spoil the whole construction. Here proposition 4.4 saves us. Indeed, any cord y appearing in the above decomposition satisfies the assumption of proposition 4.4 and thus is essential.
We conclude that we can apply the usual argument in Floer theory and conclude that the restriction of the boundary operator ∂ F to CF ess * (H) satisfies ∂ F • ∂ F = 0. Proposition 4.7 enables us to define the local version of Floer homology.
Definition 4.8. In the situation of definition 4.5 we set
We call HF ess * (L, φ H (L)) local Floer homology. Remark 4.9. The crucial property of local Floer homology in the articles [Flo89, Oh96] is that it is isomorphic to the singular homology of the Lagrangian submanifold. We will prove this below. Nevertheless, by the notation HF ess * (L, φ H (L)) we want to stress that the version of local Floer homology given here relies on the new idea of using essential Hamiltonian cords.
Proposition 4.10. Let H 0 and H 1 be Hamiltonian functions which both satisfy the assumption in definition 4.5, that is
(4.14) If we can choose a homotopy H s from H 0 to H 1 such that all Hamiltonian functions H s satisfy
15) then the usual continuation homomorphisms are well-defined and provide isomorphism between the local Floer homologies of H 0 and H 1 .
Proof. The argument of proposition 4.7 carry over unchanged to the standard construction of the continuation homomorphisms. Therefore, the compactness issue is taken care of. We leave the details to the reader, cf. [Sal99] .
Remark 4.11. In the construction of the articles [Flo89, Oh96] the above proposition is proved as well but again under the assumption that the Hamiltonian is sufficiently small and the almost complex structure is sufficiently close to the Levi-Civita almost complex structure.
Moreover, in the mentioned articles the proposition is crucial for proving that the local Floer homology is isomorphic to the singular homology of the Lagrangian submanifold L. Namely, choosing a small Morse function on L and the Levi-Civita almost complex structure, the local Floer complex reduces to the Morse complex of the Morse function f .
The advantage of the approach we present here is that we are able to use the maps ϕ H and ρ H from section 3.2 to provide an isomorphism. This again enables us to choose any (compatible) almost complex structure and give a precise value how small the Hamiltonian function has to be.
Proposition 4.12. In the situation of definition 4.5 the moduli spaces M(H; x) and M(x; H) (defined in 3.5 and 3.12) are compact (up to breaking) for all x ∈ P ess L (H). Proof. Since x is essential both moduli spaces, M(H; x) and M(x; H), are non-empty and lemma A. by proposition 4.12 for essential cords and Hamiltonian functions H with ||H|| < A L , this carries over immediately. The more delicate composition to handle is ϕ H * • ρ H * . In section 3.3.2 the crucial step is to prove that bubbling for sequences in the moduli spaces M(R, H; 0), which is defined in equations (3.54) -(3.56), does not affect the moduli spaces M ϕ•ρ (q, p) (see beginning of section 3.3.2) which in turn define the composition ϕ H * • ρ H * . In short, M(R, H; 0) contains maps from the disk with boundary on the Lagrangian submanifold L which satisfy Floer's equation with a Hamiltonian term which is zero outside a compact subset of the disk. Moreover, they have relative homotopy class 0. We recall that the compactness statement is only true for the moduli spaces M(R, H; 0) and not for the more general space M(R, H; a) where the homotopy class of the disks is prescribed to be a ∈ π 2 (M, L).
Since we assume ||H|| < A L the situation is slightly easier. Namely, we obtain compactness (up to breaking) for all moduli spaces M(R, H; 0), whereas in section 3.3.2 we could only prove that bubbling does not affect the moduli spaces M ϕ•ρ (q, p). To prove compactness up to breaking for the moduli spaces M(R, H; 0) we recall lemma A.4 from the appendix asserting that for U ∈ M(R, H; a) we have the energy estimate E(U ) ≤ ω(a) + ||H||. In particular, for U ∈ M(R, H; 0) and under the assumption ||H|| < A L we obtain E(U ) < A L . Arguing as in the prove of proposition 4.7 we conclude that the moduli spaces M(R, H; 0) are compact up to breaking. We note that this argument uses the homotopy class is zero.
Since we established compactness up to breaking the remaining arguments of section 3.3.2 carry over unchanged. This proves the theorem.
As an immediate corollary we obtain Chekanov's result. The computation for an element u ∈ M(x; H) is the same up to the fact, that β(s) becomes replaced by β(−s). Furthermore, the map u is not a homotopy from a constant path to x but the other way round, that is we need to reverse the orientation of u. We denote this map bȳ u. These two changes lead to the following changes in the above computation. Finally, we give the uniform energy estimate for elements in the moduli spaces M(R, H; a), which are defined in equations (3.54) -(3.56). 
