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Abstract
In this thesis, mathematical models are used to investigate potential drivers of pop-
ulation cycles. Population cycles are a common ecological phenomenon, yet the
mechanisms underpinning these oscillations are not always known. We focus on two
distinct systems, and evaluate potential causes of cyclic dynamics.
In the first part of the thesis, we develop and analyse a host–pathogen model,
incorporating density-dependent prophylaxis (DDP). DDP describes when individ-
uals invest more in immunity at high population densities, due to the increased risk
of becoming infected by a pathogen. The implications of this for the population
dynamics of both host and pathogen are examined. We find that the delay in the
onset of DDP is critical in determining whether DDP increases or decreases the
likelihood of population cycles.
Secondly, we focus on a particular cyclic vole population, that of Kielder Forest,
Northern UK. We construct a model to test the hypothesis that the population
oscillations observed in this location are caused by the interaction between the voles
and the silica in the grass they consume. We extend our model by including seasonal
forcing, and study the effects of this on the population dynamics.
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Chapter 1
Introduction
This thesis explores the population dynamics of ecological systems. In natural sys-
tems, any one species is subject to many different influences and this can lead to a
variety of often complex population dynamical behaviours. A broad aim of popula-
tion dynamical studies is to document the empirical patterns of population change
and attempt to uncover the mechanisms driving the observed patterns (Turchin,
2003). Practically no animal population remains the same for any great length of
time, and the numbers of most species are subject to fluctuations (Elton, 1927). In
some cases the fluctuations in numbers are extraordinarily regular; periodic fluctu-
ations in numbers, or population cycles, are well-documented.
1.1 Population cycles
Population cycles are regular and repeated oscillations in population density. Cy-
cling is a common example of a dynamic behaviour seen in natural systems (Gurney
and Nisbet, 1998), and cyclic patterns in animal populations have long been a fo-
cus of interest (Turchin, 2003). Fluctuations in the numbers of any one species
inevitably causes changes in those of others associated with it. The scientific study
of population cycles commenced with the work of Charles Elton, who described the
widespread existence of such periodic fluctuations in animal numbers (Elton, 1924).
Cyclic populations have been well studied, and there are many empirically re-
ported cases. One example is the ten-year cycle of the Canada lynx, which has
been studied by looking at fur catches of the Hudson’s Bay Company. There are
remarkably regular oscillations in numbers over a long time period (from 1821 to
1913) (Elton and Nicholson, 1942), as illustrated in Figure 1.1. Some of the best-
known cases of cyclic populations are among rodents (Elton, 1927). For instance, the
Norwegian lemming (Lemmus lemmus) population exhibits striking periodic fluctu-
ations, with vast numbers at the population peak. The lemming cycle has been
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studied extensively (Stenseth and Ims, 1993).
Figure 1.1: Canada lynx fur returns from the Northern Department of the Hudson’s
Bay Company. (The Northern Department occupied most of western Canada.) The
cyclic period for these data averages 9.6 years. Figure reproduced from Krebs et al.
(2001), published by the University of California Press, with permission. Copyright
2001 by the American Institute of Biological Sciences. Data are from Elton and
Nicholson (1942).
In addition to empirical studies, mathematics has been used to investigate pop-
ulation oscillations. Starting with the work of Lotka (1925) and Volterra (1926),
mathematical modelling has been employed in attempts to explain the causes of
population cycles in animal populations.
Despite extensive research, the mechanisms involved in driving these multi-year
population cycles are a subject of much debate. Elton (1924) attributed the cycles
in animal abundance to climatic variations. Since then, a plethora of competing
hypotheses on the factors determining the cycles have been developed (Berryman,
2002), using both empirical evidence and modelling predictions.
The hypothesis that cycles are caused by trophic interactions has received much
attention (Berryman, 2002). Lotka (1924) and Volterra (1926) demonstrated that
cyclic dynamics are inherent in simple predator–prey models; this led to the idea
that predator effects are the cause of population oscillations. An increase in prey
density results in an increase in predator density as there is plenty for the predators
to eat. This then causes the prey numbers to fall. This leads to a subsequent
2
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decline in predator numbers, allowing prey density to increase once again. Thus
the relationship between prey and predator densities has the potential to cause
population cycles. Similar processes can arise through other interactions. There
is evidence to suggest that the interaction between herbivores and the plants they
consume can generate cycles of the herbivore population (e.g. Fox and Bryant, 1989;
Underwood, 1999). The interaction with pathogens has also been demonstrated as a
potential driver of population cycles; Anderson and May (1981) showed that, under
certain conditions, simple models of infectious disease transmission can produce host
and pathogen population cycles.
In addition, it has been proposed that intrinsic factors may drive population
cycles (as opposed to environmental influences). The maternal effects hypothe-
sis argues that cycles can be caused by qualitative changes in individuals due to
stress experienced by the maternal generation (Christian, 1950; Wellington, 1960).
There is some theoretical evidence for this: for instance, the maternal effects model
of Ginzburg and Taneyhill (1994) produces population oscillations resembling those
exhibited by forest Lepidoptera. The theory that genetic effects cause cycles was pro-
posed by Chitty (1967). This postulates that cycles result from density-dependent
changes in genetic traits affecting survival and/or reproduction of individual organ-
isms. Natural selection should favour those individuals with the ‘fitness’ advantage
in the particular environment. This changes as density changes, and according to
this argument, could promote cycles.
1.2 Density-dependent prophylaxis
In this thesis, there is a focus on two distinct cyclic systems. In the first part of the
thesis, we consider the dynamical implications of density-dependent prophylaxis for
an insect–pathogen system. The risk of becoming infected by a pathogen increases
at high population densities. As immunity can be costly to maintain, the most ef-
ficient strategy to adopt is to tailor investment in resistance mechanisms to match
the perceived risk of infection. Therefore, individuals invest more in immunity at
high population densities; this phenomenon is termed density-dependent prophy-
laxis (DDP). DDP has been experimentally demonstrated in several insect species
(e.g. Barnes and Siva-Jothy, 2000; Reeson et al., 1998; Wilson et al., 2002). We
incorporate DDP into a model of an insect–pathogen system, and use this model to
predict the impact of DDP on the likelihood of population cycles. The background
details of this system are given in the introduction to Chapter 2.
3
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1.3 Cyclic vole populations
The second topic of the thesis is an investigation into the potential drivers of cycles
of vole populations. The cyclic dynamics of vole populations have been well docu-
mented and studied for a long time; indeed Elton empirically studied the fluctuations
in numbers of British voles (Microtus and Clethrionomys) (Crowcroft, 1991). Our
particular focus is the field vole (Microtus agrestis) populations of Kielder Forest,
Northern UK. The voles here undergo regular population cycles of period 3–5 years,
and a possible explanation for these cycles is the interaction between the voles and
the grass they consume. The grass responds to herbivory by voles by increasing the
silica content of its leaves. This defence mechanism reduces the nutritional quality of
the grass, and therefore causes vole numbers to fall. A reduction in vole density, and
hence in grazing intensity, leads to the grass silica defences relaxing. This system is
discussed in more detail in Chapters 4 and 5.
Cyclic vole populations occur in a wide range of ecosystems. The population dy-
namics can be variable among species and geographic localities; this argues against a
universal explanation of cyclicity that applies to all species at all locations (Turchin,
2003; Hanski and Henttonen, 2002). In addition to our study site at Kielder Forest,
detailed studies have been performed on cyclic vole populations in Fennoscandia
(e.g. Henttonen et al., 1987) and in Hokkaido, Japan (e.g. Stenseth et al., 2003).
Not all vole populations oscillate (Turchin, 2003). Empirical data shows that the
period of population cycles typically lengthens at higher latitudes and altitudes
(Mackin-Rogalska and Nabaglo, 1990).
Possible factors for shaping the dynamics of fluctuating vole populations can
work either separately or in combination. These are reviewed by Boonstra et al.
(1998), Klemola et al. (2003), Turchin (2003) and Hanski and Henttonen (2002),
and a brief outline is given here.
Firstly, there are several theories relating to the idea that intrinsic mechanisms
cause vole population cycles. Intrinsic explanations assume that population dynam-
ics are self-regulated within the population. These hypotheses consider physiological
and behavioural characteristics, either of individual animals or within populations.
Examples include senescence (Boonstra, 1994) and maternal effects (Inchausti and
Ginzburg, 1998), and social organisation and dispersal (Krebs et al., 1973). Much
research has focused on the genetic changes during the vole population cycle (Krebs
and Myers, 1974; Charnov and Finerty, 1980). For instance, the Chitty hypothe-
sis, also known as the polymorphic-behaviour hypothesis, postulates that microtine
cycles are mediated by natural selection operating on the genetic composition of
the population (Chitty, 1967; Boonstra and Boag, 1987). However, the idea that
genetic effects cause population cycles has received little empirical support and is
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widely considered to be refuted (Stenseth, 1999), and intrinsic explanations in gen-
eral are commonly unsupported (Akc¸akaya, 1992; Klemola et al., 2000a; Ergon et
al., 2001).
Additionally, many investigations have tested the plausibility that extrinsic fac-
tors contribute to microtine population oscillations. One such theory is interactions
with pathogens (Stenseth, 1985; Soveri et al., 2000). For instance, the model of
Smith et al. (2008), parameterised for cowpox virus and field vole populations of
Kielder Forest, predicts disease-induced vole population cycles. Pathogen interac-
tions are one of the least studied of the factors that could influence cyclic populations
(Boonstra et al., 1998).
Much data seems to suggest that trophic interactions are the major determinants
of cyclic dynamics (Stenseth, 1999; Klemola et al., 2003; Turchin, 2003). Vole cycles
have traditionally been thought to reflect interactions with predators (Akc¸akaya,
1992; Korpima¨ki and Krebs, 1996; Klemola et al., 2003), and many studies have
focused on predation as the determinant of vole cycles, particularly in Fennoscandia
where the theory that specialist predation causes cycles has been well developed
and is richly supported (e.g. Henttonen et al., 1987; Hanski et al., 1993, 2001;
Hanski and Henttonen, 1996, 2002). However, in other areas less of a consensus
exists: for example, results of experiments conducted by Graham and Lambin (2002)
indicate that predation is not sufficient to drive population cycles of field voles
in the Kielder Forest. In addition, several influential reviews have concluded that
predation is not driving vole oscillations (Chitty, 1960; Krebs and Myers, 1974; Taitt
and Krebs, 1985). In Chapter 6 we will discuss the possibility that the difference
in the mechanism causing the cycles in Kielder Forest and in Fennoscandia might
have important consequences for the robustness of the cycling dynamics to climate
change.
Several authors have considered the idea that interactions with food resources
may play a contributing role in driving vole population processes (Lack, 1954; Hans-
son, 1971; Batzli, 1985, 1992; Agrell et al., 1995; Ho¨gstedt et al., 2005). There are
two main distinct ways in which herbivore populations can be affected by interac-
tions with the food plants. Firstly, the consumption of plant tissue may limit the
quantity of food available to later-feeding herbivores. Secondly, herbivore damage
may elicit inducible resistance in the plant that reduces the nutritional quality of
the unconsumed tissue (Karban and Baldwin, 1997). Both of these pathways could
play important roles in the long-term population dynamics of herbivores (Abbott et
al., 2008). If changes in food quality have significant effects on vole growth rates and
reproduction output, they may impact on individual fitness and potentially popula-
tion dynamics (Turchin and Batzli, 2001). Food quality is especially important for
voles due to their relatively high metabolic rates, and because they have a limited
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capacity to increase food consumption to compensate for poor quality diets (Zynel
and Wunder, 2002). In addition, their growth rates early in development are highly
dependent upon nutrient intake. Therefore, food quality has the potential to dictate
the time taken to reach sexual maturity and the onset of breeding each year in voles
(Krebs and Myers, 1974; Ergon et al., 2001).
The significance of plant-based factors on vole populations has been examined
with differing results. Agrell et al. (1995) conducted a manipulation of field vole
(M. agrestis) densities within enclosed areas and it was shown that reproduction,
recruitment and growth rates in introduced populations were negatively affected by
previous high density. Chemical analysis of a dominating food plant indicated that
herbivory at high vole density had delayed negative effects on food quality. These
results are in accordance with the hypothesis that food resources are negatively
affected by previous high densities (Ostfeld, 1985). However, these results are in
apparent disagreement with other experiments. For instance, in a study by Ostfeld
et al. (1993) in North America, populations of meadow voles (Microtus pennsylva-
nius) introduced to enclosures that had previously experienced high vole density and
significant exploitation of the food supply, grew well and showed no negative effects.
These results concur with later experimental studies on Microtus voles in Western
Finland by Klemola et al. (2000a,b); there was no evidence of detrimental effects
of previous grazing on population growth, reproduction or body condition of voles.
Therefore, the impact of plant-based factors on the dynamics of vole populations
has been the subject of some debate in ecology.
1.4 Application of delay differential equations in
population dynamics
A common strand through both systems examined in this thesis is the use of delay
differential equations (DDEs) to model the population dynamics. Delays are inher-
ent in many biological processes, and hence many population models include a delay
(Kuang, 1993; Smith, 2010). As an example, a simple DDE model in population
dynamics is the delayed logistic (Hutchinson, 1948):
dN(t)
dt
= r0N(t)
[
1− N(t− τ)
k
]
where τ is the delay. In this model, the birth and death rates are not clearly
distinguished. A more realistic model is
dN
dt
= B(N(t− τ))−D(N(t)) (1.1)
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(Nisbet and Gurney, 1982). The death rate is a function of current population
density. To represent developmental delays, the birth rate depends on the population
density some time in the past. This general model is used in the investigation of
Nicholson’s blowflies. Nicholson’s (1954, 1957) data from laboratory cultures of
the sheep blowfly Lucillia cuprina shows population fluctuations. Model (1.1) with
biologically plausible functions and parameter values predicts population cycles that
are very similar to those observed by Nicholson: for instance, the ‘double-peak’
form of the observed cycles is captured. This example demonstrates the use of
DDE models in population biology, and shows how they can realistically represent
ecological systems.
1.5 Outline of thesis
Chapter 2 describes the host–pathogen model developed to determine the dynami-
cal consequences of density-dependent prophylaxis (DDP). We examine the effects
of DDP on the tendency of the system to undergo population cycles. Our results
demonstrate that the delay in the onset of DDP determines its impact on the popu-
lation dynamics. This chapter closes with a discussion of the biological implications
of our theoretical findings. Details of the numerical method used to produce the
results presented in Chapter 2 are given in Chapter 3. In addition, Chapter 3 ex-
plores the interesting dynamical behaviours that occur when the length of the delay
is increased.
Chapter 4 introduces the field vole population of Kielder Forest, and the hypoth-
esis that silica is contributing to the cyclic dynamics of the voles. This chapter is
a combination of experimental and mathematical modelling work: we use the em-
pirical findings to construct and parameterise a model for this system. Using this
model, we predict cycles of a similar period to those seen in the field. We extend our
model of this system to include seasonal forcing of the vole birth rate. In Chapter 5
we explore the effects of different seasonal mechanisms; specifically, we compare the
impact of a variable breeding season length with a fixed birth rate within the season,
with a fixed breeding season length and a variable birth rate within the season. We
find that the variable season length is the more powerful driver of multi-year cycles.
In Chapter 6 we look at a vole–predator model, and examine the relative signif-
icance of a variable season length and predation in causing multi-year cycles. Our
findings indicate that in this case, predation is the more significant factor.
The final chapter is a discussion that summarizes the main findings of this study
and describes possible directions for future work.
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Chapter 2
The population dynamical
consequences of density-dependent
prophylaxis
This chapter is based largely on material published in the Journal of Theoretical
Biology (Reynolds et al., 2011). This paper is a collaboration between Jennifer
Reynolds, Andrew White, Jonathan Sherratt and Mike Boots. The model was de-
veloped by Jennifer Reynolds, Andrew White and Jonathan Sherratt, with biological
input from Mike Boots. Jennifer Reynolds and Jonathan Sherratt worked together
on the writing of the continuation code used to determine stability boundaries (de-
tails of which are given in Chapter 3). Jennifer Reynolds performed the model
simulations and numerical analysis and wrote the paper, with comments from all
co-authors.
When infectious disease transmission is density-dependent, the risk of infection
will tend to increase with host population density. Since host defence mechanisms
can be costly, individual hosts may benefit from increasing their investment in immu-
nity in response to increasing population density. Such “density-dependent prophy-
laxis” (DDP) has now indeed been demonstrated experimentally in several species.
However, it remains unclear how DDP will affect the population dynamics of the
host–pathogen interaction, with previous theoretical work making conflicting pre-
dictions. We develop a general host–pathogen model and assess the role of DDP on
the population dynamics. The ability of DDP to drive population cycles is critically
dependent on the time delay between the change in density and the subsequent
phenotypic change in the level of resistance. When the delay is absent or short,
DDP destabilises the system. As the delay increases, its destabilising effect first
diminishes and then DDP becomes increasingly stabilising. Our work highlights the
significance of the time delay and suggests that it must be estimated experimentally
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or varied in theoretical investigations in order to understand the implications of
DDP for the population dynamics of particular systems.
2.1 Introduction
Given the ubiquity of parasites and pathogens in nature, and the fitness costs asso-
ciated with disease, there is a clear advantage to the host in investment in defence.
However, it is well established that the activation and deployment of the immune
system may be costly (e.g. McKean et al., 2008; Schmid-Hempel, 2003) and in-
deed a significant part of the disease that many infectious agents cause results from
immuno-pathology (Graham et al., 2005; Long et al., 2008; Moret and Schmid-
Hempel, 2000; Sadd and Siva-Jothy, 2006). In addition, there is good evidence that
there are evolutionary costs to the maintenance of defence in the absence of parasites
and pathogens (e.g. Boots and Begon, 1993; Kraaijeveld and Godfray, 1997). Hence,
we would expect natural selection to favour individuals that invest more when there
is the greatest threat of disease. Individuals should benefit from tailoring their al-
location of resources to immunity in order to match the perceived risk of exposure
to disease.
If transmission is positively density-dependent (Anderson and May, 1979; Ryder
et al., 2005, 2007), the risk of infection may increase at high density leading to
the idea that it may be optimal to invest more in defence in crowded conditions
(Barnes and Siva-Jothy, 2000; Wilson and Reeson, 1998; Wilson et al., 2002). There
is now experimental evidence of such “density-dependent prophylaxis” (DDP) in a
number of systems, with further evidence coming from comparative studies of social
and solitary species (Barnes and Siva-Jothy, 2000; Cotter et al., 2004; Hochberg,
1991a; Reeson et al., 1998; Wilson and Reeson, 1998; Wilson et al., 2002). For
example, larvae of both the Oriental armyworm Mythimna separata and the African
armyworm Spodoptera exempta show increased viral resistance when reared at high
population densities (Kunimi and Yamada, 1990; Reeson et al., 1998). Mealworm
beetles (Tenebrio molitor) reared at high larval densities show lower mortality when
exposed to a generalist entomopathogenic fungus, compared to those reared singly
(Barnes and Siva-Jothy, 2000). Similarly, Wilson et al. (2002) found that desert
locusts (Schistocerca gregaria) reared under crowded conditions were significantly
more resistant to an entomopathogenic fungus than solitary locusts. Furthermore, a
recent study on adult bumble-bee workers (Bombus terrestris) concluded that there
is rapid plasticity in immunity levels dependent on social context (Ruiz-Gonza´lez
et al., 2009). This demonstration of DDP in adults suggests that it may be a
widespread phenomenon, and considerably broadens its potential significance. It is
therefore important to examine the impact that DDP may have on the population
9
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dynamics of both the host and the parasite.
There has been some theoretical examination of the effect of DDP on host–
parasite population dynamics. White and Wilson (1999) used a discrete-time model,
representing non-overlapping insect generations, and found that if the density-de-
pendent effect is sufficiently small, it stabilises the dynamics. Reilly and Hajek
(2008) developed a framework with a continuous-time model for host and pathogen
within the season and a discrete-time map between seasons with a model structure
related to gypsy moth–virus interactions. In contrast to White and Wilson (1999),
they reported that DDP has a destabilising effect on the population. Here, we
present a general continuous-time model framework that allows the effects of DDP
to be understood in more detail. There is a well established literature on continuous
models (e.g. Anderson and May, 1981; Bowers et al., 1993; White et al., 1996), so
a continuous framework is used here to ensure that comparisons can be drawn with
other studies. Our model enables us to produce specific and widely applicable con-
clusions. The aim is to thoroughly examine the implications of DDP for population
dynamics and reconcile the current differences in the predictions of the theoretical
studies.
2.2 The model
Our aim is to produce a general theoretical framework and we therefore choose a
classic model framework for representing hosts infected by free-living stages. Much
of the evidence for DDP has been found in invertebrate systems and therefore we
use a baseline model without acquired immunity. We examine the effects of DDP
on the stability of the system by examining the likelihood of population cycles. Our
framework is an extension of Anderson and May’s (1981) Model G that includes
self-regulation of the host (Bowers et al., 1993). The Bowers et al. (1993) model
was developed to investigate the possible role of pathogens in the cyclic dynamics of
forest insect pests. We consider a system in which the host population is composed
of susceptibles, with density X, and infecteds, with density Y (total density H =
X + Y ), and with a free-living pathogen with density of infective stages W . The
dynamics are represented by the following system of differential equations:
dH
dt
= rH
(
1− H
K
)
− αY (2.1)
dY
dt
= βW (H − Y )− (α+ b)Y (2.2)
dW
dt
= λY − µW. (2.3)
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Here we choose to use the differential equation for total host density (equation (2.1)),
but we could interchange this with one for the susceptible host density (equation
(2.4) below). For clarity, the model in terms of X, Y and W consists of equations
(2.2) and (2.3) together with:
dX
dt
= (r + b)(X + Y )− bX − r (X + Y )
2
K
− βWX. (2.4)
The model assumes that host self-regulation acts on birth rate and that both
susceptible and infected hosts can die naturally. Susceptible hosts can become in-
fected through contact with free-living infective stages of the pathogen, and once
infected experience additional mortality due to the disease. Infected hosts also re-
lease infective stages at a constant rate and these stages are lost through natural
decay. Descriptions of the parameters in the model are given in Table 2.1. We
have used as our reference parameter values those from Bowers et al. (1993). The
effective rate of production of infective stages, λ, is large in relation to the other
rate parameters because pathogens are typically highly productive (Anderson and
May, 1981). Throughout this study, units of time are years and units of abundance
are individuals per unit area.
Parameter Meaning
r Intrinsic rate of net increase of the host (birth rate − death rate b)
K Host carrying capacity
α Rate of disease-induced mortality
β Transmission coefficient of the disease
b Natural host death rate
γ Recovery rate of the host (included in an extension of the model: see Discussion)
λ Rate at which an infected host produces infective stages of the pathogen
µ Decay rate of the infective stages of the pathogen
p Measure of the reduction in β caused by DDP
β0 Transmission coefficient of the disease when there is no DDP
τ Delay in onset of DDP, as a proportion of the average host lifespan (1/b)
Table 2.1: Model parameter definitions. Values of the parameters that remain
unchanged for all figures are: r = 1, K = 1 and β0 = 0.0001. Units of time are
years and units of abundance are individuals per unit area; see Bowers et al. (1993)
for details.
Under DDP, when host density H is high, individuals invest more in resistance
mechanisms, and therefore the transmission rate of the disease is reduced. To rep-
resent this density-dependent response, we modify the above model by changing β
11
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from a constant parameter to a density-dependent term. For simplicity, we take β
to be a simple linear function that decreases as H(t) increases:
β = β0
(
1− p
100K
H(t)
)
. (2.5)
Here β0 is a constant and p represents the percentage reduction in β caused by the
prophylactic response when H(t) = K. For example, when p = 20, there is a 20%
reduction in β at H(t) = K (see Figure 2.1). Note that as H(t) ≤ K, the function
β is always non-negative.
0 K/2 K0
0.5
1
1.5 x 10
−4
H(t)
β
p=0
p=20
p=40
p=60
p=80
Figure 2.1: The disease transmission rate β is a function of H(t). This figure shows
β for DDP of varying strengths, i.e. different p values. The horizontal line (p = 0)
represents no prophylactic response.
2.3 Population dynamics
The model framework (equations (2.1)–(2.3)) has three steady states: the trivial
state (H = 0, Y = 0, W = 0), which is always unstable since we assume r > 0,
the disease-free state (H = K, Y = 0, W = 0) and an infected state (H∗, Y ∗, W ∗)
where
Y ∗ =
r
α
H∗
(
1− H
∗
K
)
W ∗ =
λ
µ
Y ∗
12
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and H∗ is a solution to the cubic equation
(H∗)3
( pr
100αK2
)
− (H∗)2
( r
αK
+
pr
100αK
− p
100K
)
+H∗
( r
α
− 1
)
+
µ(α + b)
λβ0
= 0.
(2.6)
This cubic equation always has one negative root, which is not ecologically relevant.
The two roots that remain can both be complex, in which case there is pathogen
extinction. Otherwise there are two positive, real roots. In most cases, one is less
than K and one is greater than K, the latter not being relevant. Both can be
greater than K, so neither is relevant: in this case pathogen extinction occurs. For
some parameters, both roots are less than K. This means that both are potentially
relevant to ecological applications. However, the larger root corresponds to a steady
state that is always unstable. We focus on the smaller of the two roots when this
case arises (see Appendix A for further discussion).
The basic reproduction rate of the pathogen is
R(X) =
λβ0
(
1− p
100
X
K
)
X
µ(α+ b)
.
The maximum of this, denoted by Rmax, depends on the strength of DDP as follows:
Rmax =
{
R(X=K) for p < 50
R(X=50K/p) for p ≥ 50.
Pathogen extinction occurs for Rmax < 1. Rmax decreases as p increases, so DDP
makes it more difficult for the disease to persist. (See Appendix A for further
details.)
For certain parameter values the infected state is unstable, and then one expects
population cycles of host and pathogen to occur (Anderson and May, 1981; Bowers
et al., 1993; White et al., 1996). To investigate the effect of DDP on the population
dynamics, we explore the boundary in parameter space between the occurrence of
cycles and the endemic equilibrium being stable.
2.4 Results
We examine how DDP affects the propensity of cycles in disease parameter space.
Figure 2.2(a) shows α−λ parameter space partitioned into the regions where cycles
and no cycles occur. Parameters α and λ are key to the characterisation of the
disease, since α is the disease-induced mortality rate, and λ is the rate at which
an infected host produces infective stages of the disease. When there is no DDP
(p = 0), the boundary is equivalent to that calculated in Bowers et al. (1993).
13
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As the strength of the prophylactic response increases (p increases), the parameter
region giving cycles becomes larger, and so the system is destabilised. We therefore
conclude that DDP that depends on current host density acts to induce cycles.
2.4.1 Delay in onset of DDP
Thus far we have incorporated DDP by setting the transmission rate of the disease
to be a function of current host density. In reality, there is likely to be a delay
between the assessment of density and the subsequent adjustment in the investment
in defence. Experimental evidence indicates that this delay may be short, with DDP
being elicited rapidly in adults (Ruiz-Gonza´lez et al., 2009), or relatively long, with
early instar density determining the level of defence in later instars or adults (e.g.
Reeson et al., 1998). Previous theoretical studies (White and Wilson, 1999; Reilly
and Hajek, 2008) include a delay (implicitly or explicitly), but only consider a single
fixed delay length. Our aim is to examine in detail how the delay may affect the
population dynamics. To include the delay in DDP in our model, we change the
dependence on H(t) in equation (2.5) to a dependence on H(t−τ/b), with delay τ/b.
Here, the parameter τ represents the delay as a proportion of the average lifespan
of the host (1/b), and is therefore between 0 and 1.
Figure 2.2(b) shows the results when the proportional time delay τ = 0.99.
At this time delay, increases in the strength of DDP act to reduce the size of the
region of parameter space that gives rise to population cycles, and therefore DDP
stabilises the system. As the time delay is increased there is a transition from the
situation where DDP has a destabilising effect (Figure 2.2(a)) to one where DDP
has a stabilising effect (Figure 2.2(b)). A change in the time delay can cause the
effect of DDP to be reversed. Therefore a key new result is that the effect of DDP
depends critically on the length of the delay.
In order to examine the effects of changing the time delay in more detail, we
look at the interactions between τ and other parameters in the model. Non-
dimensionalisation reveals that there are only three independent parameter group-
ings, in addition to p and τ . Variations in these parameter groupings can be consid-
ered via changes in α, µ and λ (see Appendix B for mathematical details). Figures
2.3 and 2.4 show the boundaries in parameter space between regions of cycles and
no cycles, for different parameter combinations and different strengths of the DDP
response. Cycles occur for low values of the pathogen decay rate (Figure 2.3(a))
and for high values of the rate at which infected hosts produce infective stages of
the pathogen (Figure 2.3(b)). These results support previous findings that did not
involve a prophylactic response or a time delay (Anderson and May, 1981; Bowers
et al., 1993; White et al., 1996), but also emphasize how the region of parameter
14
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Figure 2.2: The divisions in α − λ parameter space between cyclic behaviour and
no cycling, for a series of p values. In (a) there is no delay (τ = 0); in (b) there
is a within generational delay (τ = 0.99). For the p = 0 case, as we have no
delay term, we can find the boundary between the two regions by consideration of
the Routh–Hurwitz stability criteria. (With the characteristic equation in the form
z3 + Az2 + Bz + C = 0, cycles occur when AB − C < 0; this partitions parameter
space.) However, with p 6= 0, the model comprises delay differential equations, and
the characteristic equation can no longer be solved algebraically. Instead, we take a
point on the p = 0 curve and use this as a starting point for numerical continuation
in p up to a particular value of p, for instance p = 20, tracking the passing of
eigenvalues across the imaginary axis. Once a point on the p = 20 boundary curve
is obtained, we change to numerical continuation in α, keeping p fixed. In this way,
we can trace the stability boundary curves through parameter space. In this figure,
b = 3.3 and µ = 3.
space giving rise to cycles is modified by DDP. Additionally, intermediate values of
disease-induced mortality favour cycles, provided the time delay before the onset of
DDP is not large (Figure 2.4).
Figures 2.3 and 2.4 additionally allow an examination of the effects of the delay
τ on the population dynamics. There is a consistent trend that as the time delay
τ increases, the parameter region in which cycles are produced diminishes. Thus
increasing the delay stabilises the system. These figures also clarify the effects of
increasing the strength of DDP (increasing p). The value of the delay at which the
lines where p = 20 and p = 80 intersect is significant. When τ is below this value,
an increase in the DDP strength p destabilises the population; when τ is above the
intersection value, an increase in p stabilises the population. This corresponds to a
transition from a pattern such as that seen in Figure 2.2(a) to that in Figure 2.2(b).
The delay at which the curves intersect does have a very slight dependence on the
p values chosen, but this is negligible for practical purposes (less than 0.2%).
In summary, for short delays, an increase in the strength of DDP is destabilising,
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Figure 2.3: The effects of the parameters (a) µ and (b) λ on the transition to cyclic
dynamics. For each figure, one parameter is varied and others are fixed. Reference
values: λ = 8 × 106, µ = 3, α = 15.5 and b = 3.3. In each plot, the curves for
two values of p are depicted, plus the curve for p = 0. In this way, the effects of
changing both p and τ are shown, so that conclusions can be drawn about how both
the strength of prophylaxis and the length of delay affect the population dynamics.
In (a), there are cycles below each line and no cycles above; in (b), there are cycles
above each line and no cycles below. The time delay τ is expressed as a proportion
of the average lifespan of the host, (1/b).
and can significantly expand the parameter region over which population cycles are
exhibited. As the delay increases, this destabilising effect of DDP is reduced, until a
critical delay is reached. For delays longer than this critical value, an increase in the
strength of DDP is stabilising. As the delay increases, the extent of this stabilising
effect increases.
Figure 2.4 indicates how the dynamics are affected by changing underlying model
parameters. As pathogen production λ increases, the parameter region giving cy-
cles becomes larger, for both p values (compare Figure 2.4 (a)–(c)). In contrast,
as pathogen decay µ increases, the region giving cycles becomes smaller (compare
Figure 2.4 (d), (b) and (f)). Therefore, increasing the rate at which an infected
host produces infective stages of the pathogen destabilises the dynamics, whereas
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Figure 2.4: The effects of parameter α on the transition to cyclic dynamics, and
how these change when other parameters are varied. For (b) the fixed parameters
are µ = 3, λ = 8 × 106 and b = 1.65. The remaining panels show the results
of changing each of these parameters in turn from this reference parameter set.
Parameter values: (a) λ = 5 × 106; (c) λ = 10 × 106; (d) µ = 2; (e) b = 3.3; (f)
µ = 4. Note that the value of b in (e) is the value used in previous figures. The time
delay τ is expressed as a proportion of the average lifespan of the host, (1/b). The
regions of cycles for p = 20 are dotted black and the regions of cycles for p = 80 are
shaded grey.
increasing the pathogen decay rate is stabilising. In addition to studying the effects
of changing the disease parameters, we also look at changing the natural host death
rate b. Increasing b reduces the average lifespan of the host. As the host death rate
increases, the region of cycles becomes smaller, and therefore the system is stabilised
(compare Figure 2.4 (b) and (e)). This figure shows that the critical point where
the p = 20 and p = 80 lines intersect is parameter-dependent: it increases as b gets
larger and as µ gets smaller. However, it is relatively insensitive to changes in λ.
The implication of this is that for high pathogen decay rates and small host death
rates (i.e. long lifespan), the effect of increasing the strength of DDP reverses at
time delays that are relatively short as a proportion of the average host lifespan.
Typical population dynamics for parameters in the cycling region are shown in
Figure 2.5. Cycles arise because as host density increases, an epidemic is triggered,
and there is a rapid increase in pathogen numbers. This causes an increase in
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infection, and a subsequent fall in host density. This leads to a decline in pathogen
numbers, allowing host density to increase once again. For a fixed parameter set,
an increase in the level of DDP can change the nature of the cycles generated
(Figure 2.5). For all other parameters fixed, changing the DDP strength p moves
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Figure 2.5: Cyclic dynamics at equilibrium. Parameter values: τ = 0.33, α = 14,
λ = 1 × 107, b = 3.3, µ = 3 and (a) p = 20, (b) p = 80. The cycles in (b) are
of higher amplitude and have a longer period. These simulations are produced by
MATLAB using the delay differential equation solver dde23. Solutions are shown
after running for 200 time units to ensure decay of transients. The initial conditions
were H = 0.2, Y = 0.01 and W = 1 × 102, but the long-term dynamics shown are
not sensitive to initial conditions.
the boundary of cycles. Changing the boundary so the point in parameter spaces
lies deeper within the cycle region tends to increase both the period and amplitude
of the cycles (Anderson and May, 1981).
2.5 Discussion
Density-dependent prophylaxis (DDP) is hypothesised to be a widespread phe-
nomenon in natural systems (Wilson and Reeson, 1998). However, the impact of
DDP on the population behaviour of outbreaking species is yet to be critically eval-
uated (Klemola et al., 2007). In this study we develop a theoretical framework to
explore the population dynamical impact of DDP. We have shown that increasing
the strength of the prophylactic response can be either stabilising and destabilis-
ing, depending on the delay between the assessment of density and the adjustment
in resistance. When the delay is absent or short, DDP is destabilising; as the de-
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lay increases, its destabilising effect diminishes and, once a threshold in the delay
is exceeded, it becomes increasingly stabilising. This highlights the importance of
the delay and indicates that it is essential to either estimate the delay in natural
/ laboratory systems or vary the delay in mathematical models to understand the
influence of DDP on population dynamics in any given system.
Previous theoretical studies that have examined DDP have (implicitly or explic-
itly) considered a single fixed delay for the onset of DDP (White and Wilson, 1999;
Reilly and Hajek, 2008). These studies report conflicting findings for the impact
of DDP, with it either stabilising (White and Wilson, 1999) or destabilising (Reilly
and Hajek, 2008) the population behaviour. Our analysis shows that the dynamical
outcomes depend critically on the delay length and this could explain the apparent
contradiction between these studies.
DDP is most commonly reported in insect–pathogen systems in which the in-
fection is often lethal and therefore in the above analysis we considered a model
without recovery from infection. However, to test the generality of our findings, we
also studied an extension of our model framework that includes recovery (γ) (see
legend to Figure 2.6 for details). Our conclusions are unaffected by the inclusion
of recovery: there is a parameter-dependent delay value below which an increase
in the strength of DDP is destabilising, and above which such an increase is sta-
bilising (Figure 2.6). Recovery decreases the size of the region of α − λ parameter
space where cycles arise (Figure 2.6) and therefore increasing recovery is generally
stabilising. This agrees with our intuition and is consistent with previous findings
that indicate that recovery, in the absence of DDP effects, reduces the likelihood of
cycles (Norman et al., 1994).
It has been postulated that DDP is likely to be manifested particularly in insect
species exhibiting population cycles and / or outbreaks (Wilson and Reeson, 1998).
Indeed, several of the species for which DDP has been experimentally demonstrated
are prone to outbreaks which can cause widespread damage to natural vegetation
and crops, for example the desert locust Schistocerca gregaria (Wilson et al., 2002),
the African armyworm Spodoptera exempta (Reeson et al., 1998) and the Oriental
armyworm Mythimna separata (Kunimi and Yamada, 1990). Changes in disease-
transmission rate due to density-dependence are known to strongly influence popu-
lation dynamics (Hochberg, 1991b), and it has been predicted that the lower rates
of transmission among high-density populations caused by DDP may destabilise
host–pathogen interactions and contribute to the large outbreaks characteristic of
the insect populations concerned (Reeson et al., 1998). Our findings confirm that
DDP does have a significant impact on the population dynamics, and could be a key
factor driving outbreaks and cycles, providing the delay in its onset is sufficiently
small. When the time until the onset of DDP is short, individuals can rapidly in-
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Figure 2.6: Recovery γ stabilises the disease dynamics. (a) shows the results for
delay τ = 0.33 and (b) for τ = 0.99. To add recovery to the model, we add a −γY
term to equation (2.2), giving dY/dt = βW (H − Y ) − (α + b + γ)Y . Curves are
shown for two non-zero values of recovery: γ = 3.3 and γ = 6.6, and for a range of
p values. As γ increases, the cycling region is reduced. Increasing p gives the same
trends for γ > 0 as for γ = 0. In this figure, b = 3.3 and µ = 3 and the time delay
τ is expressed as a proportion of the average lifespan of the host, (1/b).
crease resistance at high host densities, resulting in lower than expected rates of
transmission and reducing the capacity for the pathogen to regulate the population.
This destabilises the host–pathogen interaction and may contribute to the boom-
and-bust nature of the population dynamics (Reeson et al., 1998). Furthermore, our
results indicate that the peak and period of population cycles are affected by the
extent of DDP. Therefore, DDP may have important implications for the duration
and size of outbreaks and will need to be considered when developing biological
control strategies to manage pest species.
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Pathogens are important agents in the regulation of host populations and there
has been extensive debate into their role in driving and modulating host outbreaks
(e.g. Berryman, 1996; Klemola et al., 2007; Sherratt and Smith, 2008). For cyclic
insect populations it has been suggested that although pathogens may promote
population oscillations they are unlikely to be the sole driver of cycles since in model
systems the population density at the peak of the oscillations is well below outbreak
levels (Bowers et al., 1993; White et al., 1996). Extensions to these models that
include a time delay in host self-regulation or include additional model complexity
to better represent insect–pathogen systems show an increased propensity to cycle
(Bonsall et al., 1999, Xiao et al., 2009). Our findings show that the inclusion of DDP
could operate in a similar manner. In particular, provided the delay before the onset
of DDP is short, we predict an increase in the parameter regions over which cycles
are exhibited and an increase in the amplitude of population oscillations.
Our key result is that the time delay between the assessment of population
density and the change in host defence is critical in determining the influence of
DDP on population dynamics. It would be relatively straightforward to design
laboratory experiments to estimate this delay. We propose a possible experimental
protocol with a population of an insect species and an appropriate virus. Prior to
the experiment, the insect population is kept at low density. At the start of the
experiment, half of the population is transferred to high density conditions and half
kept at low density. At regular time intervals, a number of individuals from each
set are challenged with the virus and the proportion of those that become infected
is recorded. Initially the proportion infected in the low and high regimes should be
similar, but once the DDP effect is induced (after the delay τ/b) the individuals in
the high regime will have an increased level of resistance and therefore a decreased
prevalence of infection should be observed (see Figure 2.7). This would allow the
delay parameter to be estimated and could feedback to theoretical assessments of
population dynamics. This would be highly informative: quantitative predictions
could be made about the impact of DDP and this would further inform the debate
on the role of pathogens in driving population cycles.
Outbreak pest species continue to cause major economic problems and one of the
best studied examples of DDP is in a classic outbreak pest species, the locust (Wilson
et al., 2002). It is of great importance to understand whether their natural parasites
through processes such as DDP help to generate their unstable population dynamics.
Furthermore, pathogens are increasingly proposed as control agents for insect pests
where there is the need for stable control. What our work emphasises is that it is
the delay between increases in density and increased investment in immunity that is
critical. Where it is not possible to measure this delay experimentally, any models
built to assess the role of parasites and pathogenic control agents in specific systems
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need to assess the role of the delay. We have found that DDP can be stabilising or
destabilising. Short-lived host species faced with long-lived free-living parasites are
most likely to be destabilised by DDP, but the delay is critical to the outcome.
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Figure 2.7: Expected outcome of the experimental procedure outlined in the Dis-
cussion. The delay τ/b could be read off from experimental data as indicated.
2.6 Appendix A
In this appendix we explain the conditions under which there is pathogen extinction.
For the model without DDP, the basic reproductive rate, R, of the pathogen is
R(X) =
λβX
µ(α+ b)
where β is constant. When R < 1 the disease cannot persist (the disease-free steady
state is stable). In the absence of DDP, disease persistence is determined by assessing
R in a disease-free population at the host carrying capacity, R0 = R(K). Disease
extinction occurs if R0 < 1.
For our model, with density-dependent β, R can be written
R(X) =
λβ0
(
1− p
100
X
K
)
X
µ(α+ b)
.
To determine when R < 1 holds, we seek the largest value of R(X), which we denote
Rmax. In the absence of DDP this occurred when X = K, however with a density-
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dependent β the maximum need not occur at the carrying capacity. We differentiate
R with respect to X and set to zero to give
X =
50K
p
.
For p ≥ 50, 50K/p is on X = [0, K]. So
Rmax = R(X=50K/p) for p ≥ 50.
(Note for p = 50, 50K/p = K.) For p < 50, 50K/p > K, which is not relevant. The
maximum on X = [0, K] is at X = K (see Figure 2.8), so
Rmax = R(X=K) for p < 50.
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Figure 2.8: The basic reproductive rate of the infection (R) needs to be calculated
at different values of the density of susceptible hosts (X) depending on the strength
of DDP (i.e. the value of p). This figure shows function R(X) for different values
of p, for representative parameter values, which are λ = 8 × 106, µ = 3, α = 15.5
and b = 3.3. For p < 50, the maximum of R(X) occurs for X > K, which is not
relevant. So we take Rmax = R(K) as this is the maximum within X = [0, K]. For
p ≥ 50, the maximum of R(X) lies within X = [0, K] at X = 50K/p. The Rmax
value for each p is indicated with a dot.
Figure 2.8 shows that for any given X, R(X) decreases as p increases, making
pathogen extinction more likely. Thus DDP acts to make disease persistence more
difficult.
For sufficiently large p, and for appropriate values of the other parameters, a
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stable disease-free steady state coexists with an ecologically relevant infected steady
state. This links to the roots of cubic equation (2.6): this case occurs when there
are two positive roots less than K. The cubic equation always has one negative
root; Figure 2.9 illustrates all possible cases for the two remaining roots. In the
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Figure 2.9: Division of p−α parameter space into three coloured regions depending
on the nature of the roots of the cubic equation (2.6). The cubic always has one
negative root. The remaining roots can either be both complex or both real and
positive. When both are real and positive, there are distinct cases: both roots
greater than K; one greater than K and one less than K; both less than K. When
complex or greater than K, a root is not ecologically relevant. Above and to the
right of the solid black line, the disease-free steady state (H = K, Y = 0,W = 0)
is stable. Below and to the left of the solid black line, this steady state is unstable.
Between the dashed black lines, the infected steady state is unstable (cycles are
produced). We use p − α parameter space in which all three regions are clearly
depicted.
yellow region of Figure 2.9, pathogen extinction occurs; there is no other relevant
steady state and the disease-free steady state is stable. In the blue region, there
is just one relevant infected equilibrium, the stability of which is discussed as the
main topic of this chapter. The disease-free steady state is unstable here. Further
analysis is required in the case where there are two potentially relevant infected
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steady states, i.e. two roots less than K. This occurs for parameter values in the
red region. The larger of the two roots corresponds to a steady state which is
always unstable, while the equilibrium corresponding to the smaller root can be
either stable or unstable (giving cycles). The disease-free steady state is stable in
this region, and for certain initial population densities, the population tends to the
disease-free steady state. Numerical studies suggest that there is a separatrix in
phase space, passing through the (unstable) steady state which corresponds to the
larger cubic root. This separatrix divides phase space and determines the basins of
attraction for the two steady states. We are interested in the dynamics when disease
is present, so we focus on this region of phase space, rather than on behaviour in
the basin of attraction of the disease-free steady state.
2.7 Appendix B
In this appendix, mathematical details of the non-dimensionalisation of the model
(equations (2.1)–(2.3)) are given. This non-dimensionalisation is used to determine
which parameters should be varied when undertaking a sensitivity analysis of the
findings.
We first set the following dimensionless variables:
H ′ = H/Hs, Y
′ = Y/Ys, W
′ =W/Ws and t
′ = t/ts.
So
dH
dt
=
d(H ′Hs)
d(t′ts)
=
Hs
ts
dH ′
dt′
= rH ′Hs(1− H
′Hs
K
)− αY ′Ys
and multiplying by ts/Hs gives
dH ′
dt′
= rH ′ts
(
1− H
′Hs
K
)
− αY
′Ysts
Hs
.
Similarly,
dY
dt
=
d(Y ′Ys)
d(t′ts)
=
Ys
ts
dY ′
dt′
= βW ′Ws(H
′Hs − Y ′Ys)− (α + b)Y ′Ys
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and multiplying by ts/Ys gives
dY ′
dt′
=
βW ′Wsts
Ys
(H ′Hs − Y ′Ys)− (α + b)Y ′ts.
Also,
dW
dt
=
d(W ′Ws)
d(t′ts)
=
Ws
ts
dW ′
dt′
= λY ′Ys − µW ′Ws
and multiplying by ts/Ws gives
dW ′
dt′
=
λY ′Ysts
Ws
− µW ′ts.
We can thus re-express the model equations.
Parameters can be eliminated by an appropriate selection of ts, Hs, Ys and Ws.
Choosing
ts = 1/r, Hs = Ys = K and Ws = r/β
gives
dH ′
dt
= H ′(1−H ′)− α
r
Y ′
dY ′
dt′
= W ′(H ′ − Y ′)− (α + b)
r
Y ′
dW ′
dt′
=
λKβ
r2
Y ′ − µ
r
W ′.
This dimensionless form shows that there are four independent parameter groupings:
α/r, b/r, µ/r and λKβ/r2.
To cover all cases, it is therefore enough to consider variations in α, b, µ and λ. Note
that in the Discussion, we comment on an extended model which includes recovery
γ. Changing γ is akin to changing b and keeping r constant. Thus, since we look at
the effects of changing γ, we are left with only three other parameters that we need
to vary: α, λ and µ.
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Further exploration of the
density-dependent prophylaxis
model
This chapter gives further details on the host–pathogen model developed in Chapter
2 to represent density-dependent prophylaxis (DDP). The first section describes the
numerical method used to determine the stability boundaries presented in Chapter
2, and gives some background information on delay differential equations. In Section
3.2 we explore the population dynamical consequences of increasing the delay term
in the model. The complex structure of the parameter space giving cycles for long
delays is described and discussed.
3.1 Details of the continuation method
In this section, details are given of the numerical technique used in Chapter 2. The
model developed in Chapter 2 to represent DDP is as follows:
dH(t)
dt
= rH(t)
(
1− H(t)
K
)
− αY (t) (3.1)
dY (t)
dt
= β0
(
1− p
100K
H(t− τ/b)
)
W (t)(H(t)− Y (t))− (α + b)Y (t) (3.2)
dW (t)
dt
= λY (t)− µW (t). (3.3)
HereH is the total host population density, within which Y is the density of suscepti-
ble individuals, andW is the density of free-living stages of the pathogen population.
The parameters in the model are all positive, and τ/b is the delay. We aim to assess
the stability of the non-trivial steady state (H∗, Y ∗,W ∗), given in Chapter 2. (Note
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that the equilibrium value H∗ is a solution of a cubic equation (2.6).) A continua-
tion method is used to trace stability boundaries in parameter space, coded using
the mathematical software Maple.
We commence with some background information on delay differential equations
(DDEs). As with ordinary differential equations (ODEs), stability properties of
linear DDEs can be characterised and analysed by studying their characteristic
equations. However, with DDEs this is more complicated, as the characteristic
equations typically have infinitely many roots. As a simple example, consider the
DDE
dy(t)
dt
= y(t− T ) + 2y(t).
We want to determine the stability of the steady state at the origin (y = 0). We
seek solutions of the form y(t) = eEt. Substituting this into the DDE gives first
EeEt = eEt−ET + 2eEt,
which leads to the characteristic equation
e−ET + 2− E = 0.
Note that the eigenvalue E appears in the exponent of the first term, causing the
characteristic equation to possess an infinite number of roots.
In general, for a linear DDE of the form
dx(t)
dt
= A0x(t) + A1x(t− T ),
where A0 and A1 are matrices, the associated characteristic equation is
det(−EI + A0 + A1e−TE) = 0 (3.4)
where I is the identity matrix. The roots E of the characteristic equation (3.4) are
called characteristic roots.
An important point to note is that while there are an infinite number of char-
acteristic roots, there are only a finite number of roots located to the right of any
vertical line in the complex plane. Formally, given σ ∈ R, there are at most finitely
many characteristic roots satisfying Re(E) > σ. (See Smith (2010, p46) for a proof.)
For a non-linear system of DDEs, like equations (3.1)–(3.3) above, one can deter-
mine linear stability by firstly linearizing the system about the equilibrium, and then
analyzing the characteristic equation of the associated linear system. If all charac-
teristic roots have negative real parts, i.e. if all roots satisfy Re(E) ≤ δ < 0, then
the equilibrium is a linearly stable steady state of the original DDE; if Re(E) > 0 for
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some characteristic root, then the equilibrium is unstable. (See Hale and Verduyn
Lunel (1993) for the proof.)
We employ a numerical method to determine regions in parameter space where
the equilibrium of our DDP model (equations (3.1)–(3.3)) is unstable, in which case
the solutions are cyclic, and the regions where it is stable. We consider perturbations
away from the infected equilibrium such that H(t) = H∗+ǫHˆeEt, Y (t) = Y ∗+ǫYˆ eEt
and W (t) = W ∗ + ǫWˆ eEt, where ǫ is small. We linearise about the steady state
(H∗, Y ∗,W ∗). We are interested in tracking the point in parameter space where E
cross the imaginary axis, i.e. when Re(E) = 0. We therefore substitute E = iω
into the Jacobian matrix, and then take the determinant, in order to find points in
parameter space at which there is a change of stability.
The following equations need to be solved together:
 real part of the determinant = 0;
 imaginary part of the determinant = 0;
 cubic equation (2.6) (to give H∗).
An appropriate starting guess is required for this calculation: we can use the case
when p = 0 (no DDP and no delay), as the stability boundary can be determined
algebraically for this case. In the first instance, we aim to find the stability boundary
for some p, say p = 20 for example, in α − λ parameter space. We fix α and look
for the λ value for a point on the stability boundary. We start at p = 0 and, using
sufficiently small step sizes, we perform numerical continuation in parameter p, to
locate a point on the boundary for p = 20. In this computation, at each step the
solution for the previous step is used as the starting guess. Once a point on the
stability boundary is located, one then fixes p and varies the parameter α. Using
sufficiently small step sizes in α, one can trace through parameter space along the
stability boundary.
In this continuation calculation, one needs to provide starting guesses for H∗,
λ and ω. We can easily find starting guesses for H∗ and λ from the p = 0 case.
A starting guess for ω when p = 0 can also be obtained. In this case, there is no
delay, and so the characteristic equation can be written E3 + AE2 + BE + C = 0.
Substituting E = iω gives −iω3A − Bω2 + Ciω + D = 0 and hence ω = √D/B.
Explicit formulae for the constants B and D can easily be found.
The stability boundary can also be determined in different parameter spaces,
using the same numerical continuation procedure.
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3.2 Extending the range of delays considered
In Chapter 2 we explored the implications of density-dependent prophylaxis (DDP)
for the population dynamics of a host–pathogen system. We found that the delay
was critical in determining whether DDP is stabilising or destabilising. We looked
specifically at delays within the average host lifespan (0 < τ/b < 1/b). In this
section, we explore what happens when we extend the delay to values higher than
1/b. We find that complex and interesting dynamics occur with this lengthened
delay.
Note that 1/b is only the average host lifespan, and therefore could be exceeded
to some extent in real systems. However, our exploration of this extended parameter
space is motivated by mathematical rather than biological interest.
We focus on the model of host–pathogen densities described in Chapter 2 (equa-
tions (3.1)–(3.3)). Recall that parameter τ represents the delay as a proportion of
the average lifespan of the host (1/b), and so in this section we consider values of τ
above 1.
In Chapter 2 we found that increasing the delay reduces the region in parameter
space where the solutions are cyclic, and thus stabilises the system. However, when
extending the delay to τ > 1, increasing the delay is not always stabilising (Figure
3.1). An increase in the delay can lead to an expansion of the parameter region
where solutions are cyclic. Therefore, an increase in the delay can destabilise the
dynamics.
To illustrate this behaviour more clearly, we look at λ − τ parameter space,
with a fixed value of α. Figure 3.2 shows the stability boundary for p = 20: the
boundary between the stable and unstable regions oscillates as the delay increases.
Increasing the delay changes between being stabilising and destabilising. In addition,
comparison of the p = 0 line (black) with the p = 20 curve (red) shows that the effect
of DDP switches between being stabilising and destabilising as the delay changes.
The pattern becomes more complex as the strength of the prophylactic response
(p) increases (Figure 3.3); the oscillatory pattern of the stability curves becomes
more irregular, and there are increasingly elongated extensions of the lower part
of the stability boundary. The population dynamics of the system become more
complicated with a longer delay and with a stronger prophylactic response.
Next, for completeness, we look at α − τ parameter space, with fixed λ. The
results depend on the value of λ. For relatively large λ, the stability boundaries are
as shown in Figure 3.4: there are two boundary curves, with the parameter region
giving cycles between them. In this figure, λ = 5 × 107. If extended, the stability
boundary curves of Figure 3.1 would cross the line λ = 5 × 107 twice. These two
crossings correspond to the two stability boundary curves in Figure 3.4. In contrast,
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Figure 3.1: Stability boundary curves for different τ values, for a fixed p (p =
20), showing that increasing the delay is not consistently stabilising when extended
beyond the average host lifespan. Delay values are τ = 0 : 0.825 : 8.25, and an
increasing τ is represented by a change in colour from red to black. Values of τ
above 1 represent those that are longer than the average host lifespan. As the delay
increases, firstly the cycling parameter region diminishes, and then it expands.
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Figure 3.2: Stability boundary curve for p = 20 (red) in λ − τ parameter space,
showing an oscillatory pattern. The curve for p = 0 (black) is also shown for
comparison. Below the lines, there are no cycles; above the lines, there are cycles.
In this figure, α = 15.5.
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Figure 3.3: Stability boundary curves for p = 20 (red), p = 40 (green) and p = 60
(blue) in λ − τ parameter space. The curve for p = 0 (black) is also shown for
comparison. Below the lines, there are no cycles; above the lines, there are cycles.
In this figure, α = 15.5. Note that the oscillations are not periodic.
Figure 3.4: Stability boundary curves for p = 20 in α−τ parameter space, for ‘large’
λ. In this figure, λ = 5 × 107. There are two curves, and cycles are generated for
parameters lying between them. Note that for clarity, a log scale is used for the
vertical axis.
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for relatively small λ, the boundaries are as shown in Figure 3.5. Here we find that
there are a series of distinct regions in parameter space in which cycles are generated.
The value of λ here is 0.8×107. To understand this behaviour, one can observe that
in Figure 3.1, some stability boundary curves cross the line λ = 0.8 × 107, while
others do not. So for some delays, there are no cycles for any value of α.
Figure 3.5: Stability boundary curves for p = 20 in α−τ parameter space, for ‘small’
λ. In this figure, λ = 0.8 × 107. In this case, the curves form ‘islands’, and cycles
are generated for parameters within these islands.
It can be seen from Figures 3.2 and 3.3 that for certain values of λ there are
multiple stability switches as the time delay increases. These are illustrated by the
simulations shown in Figure 3.6; as the delay increases, the long-term dynamical
behaviour switches between non-cyclic and cyclic. There are also stability switches
for certain values of α as the delay increases (Figures 3.4 and 3.5). Multiple stability
switches as the delay increases are also reported by Xiao et al. (2009), who extend
Model G of Anderson and May (1981) by including delayed host self-regulation.
It is possible to analytically confirm the switches of stability shown by our nu-
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Figure 3.6: Numerical simulations of equations (3.1)–(3.3) to illustrate the stability
switches as the delay τ increases. Times series are shown for 5 different values of
τ . All other parameter values are the same for all plots, and are as follows: r = 1,
K = 1, α = 15.5, b = 3.3, µ = 3, λ = 1 × 107, p = 20 and β0 = 0.0001. The
dynamical behaviour at equilibrium switches between cyclic and non-cyclic. These
simulations are produced by MATLAB using the delay differential equation solver
dde23, which is based on an explicit Runge-Kutta (2, 3) pair. Solutions are shown
after running for 400 time units to ensure decay of transients.
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merical method. The characteristic equation of equations (3.1)–(3.3) can be written
C0 + C1E + C2E
2 + E3 − α(µ+ E)Υe−τ/bE = 0 (3.5)
where Υ , C0, C1 and C2 depend on the model parameters as follows:
Υ =
β0p
100K
W ∗(H∗ − Y ∗),
C0 = αµΓ + r
(
2H∗
K
− 1
)(
Γµ+ αµ+ bµ− λΓ (H
∗ − Y ∗)
W ∗
)
,
C1 = r
(
2H∗
K
− 1
)
(µ+ Γ + α + b) + Γα + Γµ+ αµ+ bµ − λΓ (H
∗ − Y ∗)
W ∗
,
C2 = r
(
2H∗
K
− 1
)
+ µ+ Γ + α + b,
with
Γ = β0
(
1− p
100K
H∗
)
W ∗.
At a stability change, an eigenvalue E has zero real part. This corresponds to an
eigenvalue crossing the imaginary axis. Setting E = iω (with ω real) and equating
real and imaginary parts of equation (3.5) gives
C0 − C2ω2 = −Υα
[
µ cos
(τ
b
ω
)
+ ω sin
(τ
b
ω
)]
(3.6)
C1ω − ω3 = −Υα
[
ω cos
(τ
b
ω
)
− µ sin
(τ
b
ω
)]
. (3.7)
It can be seen that for any solution ω of equations (3.6) and (3.7), −ω also satisfies
the equations: if any eigenvalue crosses the imaginary axis, so too does its conjugate.
Moreover, ω = 0 cannot satisfy (3.6), so that the origin cannot be an eigenvalue.
Thus at a stability change, two eigenvalues (a complex conjugate pair) cross the
imaginary axis.
Writing θ = ω τ
b
and defining a new parameter φ by setting µ√
µ2+ω2
= cosφ and
hence ω√
µ2+ω2
= sinφ, where φ ∈ [0, 2π), gives
C0 − C2ω2 = −Υα
√
µ2 + ω2 cos(φ− θ) (3.8)
C1ω − ω3 = −Υα
√
µ2 + ω2 sin(φ− θ). (3.9)
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We seek values of the delay for which these equations hold. We have
cos(φ− θ) = − C0 − C2ω
2
Υα
√
µ2 + ω2
⇒ θ = φ− cos−1
(
C2ω
2 − C0
Υα
√
µ2 + ω2
)
⇒ τ = b
ω
φ− b
ω
cos−1
(
C2ω
2 − C0
Υα
√
µ2 + ω2
)
.
Using the definition of φ, this leads to the following expression for the delay τ :
τ =
b
ω
cos−1
(
µ√
µ2 + ω2
)
− b
ω
cos−1
(
C2ω
2 − C0
Υα
√
µ2 + ω2
)
. (3.10)
It follows from equation (3.10) that for each real value of ω, the corresponding
eigenvalue crosses the imaginary axis an infinite number of times as τ increases. It
also follows that the difference in τ between each crossing is
∆τ = 2π
(
b
ω
)
. (3.11)
This is verified by the stability boundary curves generated numerically.
There may be multiple values of ω for any given parameter set. The values of ω
can be found from:
(C0 − C2ω2)2 + ω2(C1 − ω2)2
Υ 2α2(µ2 + ω2)
= 1, (3.12)
which follows from equations (3.8) and (3.9). This is a cubic equation in ω2, and
there are hence six possible values of ω. However, only real values are relevant. In
addition, since a stability change involves a complex conjugate pair of eigenvalues
crossing the imaginary axis, we can restrict our attention without loss of generality
to cases where ω > 0.
In order to determine the type of stability changes (if any) that occur when an
eigenvalue pair crosses the imaginary axis, one can determine the direction of the
crossing. For this, we use parts of a proof by Cooke and van den Driessche (1986)
(also given in Kuang (1993)), with added steps for clarity. Firstly, the characteristic
equation (3.5) can be written in the form
P (E) +Q(E)e−ET = 0 (3.13)
(where P (E) = C0 + C1E + C2E
2 + E3, Q(E) = −α(µ + E)Υ and T = τ/b). We
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regard the characteristic root E(T ) = x(T ) + iω(T ) as a function of T , and we try
to determine the direction of motion of x(T ) as T is varied, i.e. we determine
S = sign
(
d
dT
(ReE(T ))|E=iω
)
= sign
[
Re
(
dE(T )
dT
∣∣∣
E=iω
)]
.
Differentiating (3.13) with respect to T yields
dE
dT
=
EQ(E)
P ′(E)eET +Q′(E)− TQ(E) (3.14)
and, since from (3.13) e−ET = −P (E)/Q(E), then we obtain
(
dE
dT
)
−1
= − P
′(E)
EP (E)
+
Q′(E)
EQ(E)
− T
E
, (3.15)
which holds at any simple root of (3.13). Hence,
S = sign
(
Re
(
dE
dT
)
−1 ∣∣∣
E=iω
)
= sign Re
[
− P
′(iω)
iωP (iω)
+
Q′(iω)
iωQ(iω)
− T
iω
]
= sign Re
[
− P
′(iω)
iωP (iω)
+
Q′(iω)
iωQ(iω)
]
= − sign Im
[
P ′(iω)
ωP (iω)
− Q
′(iω)
ωQ(iω)
]
. (3.16)
From this, we can see that the sign depends on ω, and is independent of the delay
value. It can be shown that the crossing at two adjacent ω values are in opposite
directions (Kuang, 1993). One will correspond to a crossing of the imaginary axis
from left to right; the next will correspond to a crossing from right to left.
To demonstrate this, let us take as an example case λ = 0.6× 107 with p = 40,
and all other parameters as for Figure 3.3. For τ = 0, there are three eigenvalues:
one negative and a complex conjugate pair with negative real parts; the dynamics
are stable. We aim to determine what happens with τ > 0. Values of ω can be
calculated using equation (3.12), and this gives four real values: ±1.485 and ±1.547
(correct to three decimal places). Without loss of generality, we can just consider
positive ω, and we write ω1 = 1.485 and ω2 = 1.547. From equation (3.16), ω1
corresponds to a crossing of the imaginary axis from right to left, and ω2 to a
crossing in the opposite direction. As the delay increases from zero, the dynamics
will switch between unstable (with one pair of eigenvalues with positive real part)
and stable (with all eigenvalues with negative real part), as eigenvalues cross back
and forth. As a result, there are stability switches as the delay increases, shown in
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our figure.
However, there is only a finite number of these stability switches. The difference
in τ between switches is dependent on ω (from equation (3.10)). The difference in τ
between switches with ω = ω1 is larger than the difference with ω = ω2 (see Figure
3.7). Thus, as τ increases, eventually there will be two consecutive switches with
ω = ω2, leading to two pairs of eigenvalues with positive real parts. For all values
of τ above this, the equilibrium is unstable; there will always be eigenvalues with
positive real parts.
This underlying behaviour causes the shapes shown in Figure 3.3. The ω values
depend on λ and other parameters. Values of ω1 and ω2 become further apart as
parameter p increases, so there will be fewer stability switches before the dynamics
become unstable.
We conclude with a comment about numerical continuation of the stability
boundary. Our basic method for this calculation is described in Section 3.1. How-
ever, the procedure has been slightly modified in order to cope with the additional
complexity of these new patterns. In earlier figures, it was possible to perform nu-
merical continuation in one parameter only. For instance, the curves of Figure 2.6
are produced through parameter continuation in α, i.e. α is either decreased or in-
creased, and if the step sizes are sufficiently small, this can be continued through all
required values of α. However, with a larger delay, this cannot be achieved in some
cases. Figure 3.8 shows an example. In this case, the curve is not always monotonic
in τ , and as a result, numerical continuation via increasing τ will fail. When this
occurs, we switch to numerical continuation in λ (results shown in red), in order to
continue the curve. A more sophisticated approach would be to use arclength contin-
uation (Doedel, 1981) but in practice the simpler method of parameter continuation
with parameter switching works well.
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Figure 3.7: Stability boundary curve for p = 40: an example to demonstrate proper-
ties of the stability switches. For λ = 0.6× 107, there are stability switches between
unstable (cycles) and stable (no cycles). The switches from unstable to stable cor-
respond to a crossing of a pair of eigenvalues across the imaginary axis from right to
left. The value of ω for these switches is ω1. The switches from stable to unstable
correspond to a crossing of a pair of eigenvalues from left to right. The value of ω for
these switches is ω2. From result (3.11), for ω1, the difference in τ between crossings
of the imaginary axis is ∆τ1 = 2π(
b
ω1
) = 13.963. Similarly, for ω2, the difference is
∆τ2 = 2π(
b
ω2
) = 13.403. These agree with measurements on the numerically calcu-
lated stability boundary illustrated in this figure. Since ω1 < ω2, ∆τ1 > ∆τ2, and
therefore as τ increases, there will eventually be two consecutive switches with ω2.
For values of the delay above this, the dynamics will be unstable, as there will always
be eigenvalues with positive real part. One can calculate the number of oscillations
that occur before this. For this example case, there will be 15 oscillations before the
equilibrium becomes unstable for all larger τ ; this is dependent on the value of λ.
39
Chapter 3: Further exploration of the density-dependent prophylaxis model
0 5 10 15 20 25 30 35 40 45
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
τ
λ 
(x1
07
)
Figure 3.8: An example stability boundary curve to demonstrate the need to switch
from continuation in τ to continuation in λ. The section shown in red has been
produced by continuation in λ. During the continuation process, if the loop fails
prematurely, a smaller parameter step size is attempted first. If this does not work,
then the continuation is switched to the alternative parameter in order to continue
the curve. Note that the oscillations presented here are not periodic.
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Chapter 4
Delayed induced silica defences in
grasses and their potential for
destabilising herbivore population
dynamics
This chapter is based on material submitted as a manuscript to be published (Rey-
nolds et al., submitted, a), which is a collaboration between Jennifer Reynolds, Fer-
gus Massey, Xavier Lambin, Stefan Reidinger, Jonathan Sherratt, Matthew Smith,
Andrew White and Sue Hartley. Fergus Massey, Xavier Lambin and Sue Hartley
conceived and designed the greenhouse experiment, and Fergus Massey and Stefan
Reidinger performed the experimental work; much of the experimental detail in-
cluded in the manuscript has been omitted in this thesis. Fergus Massey, Xavier
Lambin, Jennifer Reynolds, Jonathan Sherratt and Andrew White analysed the
data. Jennifer Reynolds, Jonathan Sherratt, Andrew White and Matthew Smith
developed the mathematical models. Jennifer Reynolds performed the model sim-
ulations and conducted the statistical work and sensitivity analysis. All authors
contributed to writing and editing the manuscript.
Some grass species mount a defensive response to grazing by increasing their
rate of uptake of silica from the soil and depositing it as abrasive granules in their
leaves. Increased plant silica levels reduce food quality for herbivores that feed on
these grasses. Here we provide empirical evidence that a principal food species of
an herbivorous rodent exhibits a delayed defensive response to grazing by increasing
silica content, and present theoretical modelling that predicts that such a response
alone could lead to the population cycles observed in some herbivore populations.
Experiments under greenhouse conditions revealed that the rate of deposition
of silica defences in the grass Deschampsia caespitosa is a time-lagged, nonlinear
Chapter 4: Delayed induced silica defences in grasses and their potential for destabilising
herbivore population dynamics
function of grazing intensity and that, upon cessation of grazing, these defences
take around 1 year to decay to within 5% of control levels. Simple coupled grass–
herbivore population models incorporating this functional response, and parame-
terized with empirical data, consistently predict population cycles for a wide range
of realistic parameter values for a (Microtus) vole–grass system. Our results sup-
port the hypothesis that induced silica defences have the potential to strongly affect
the population dynamics of their herbivores. Specifically, the feedback response we
observed could be a driving mechanism behind the observed population cycles in
graminivorous herbivores, in cases where grazing levels in the field become suffi-
ciently large and sustained to trigger an induced silica defence response.
4.1 Introduction
Unstable consumer–resource interactions are hypothesized to drive multi-year pop-
ulation cycles (Turchin, 2003), such as those observed in some populations of moths,
hares and rodents (Turchin and Batzli, 2001). The general consensus is that, un-
like predator–prey or host–parasite interactions, plant–herbivore interactions alone
are unlikely to be the cause of the delayed density dependence that characterizes
such cycles. A sufficiently strong and time-lagged negative feedback is required for
coupled trophic interactions alone to generate population cycles (Berryman, 2002;
Turchin, 2003) and, to date, there has been a general lack of empirical support
to suggest that the negative feedback between density-dependent grazing intensity
and grazing-dependent food availability meets this requirement (Turchin and Bat-
zli, 2001). Previous studies examining whether grazing-induced changes in food
quantity provide a potential negative feedback mechanism have rarely observed a
sufficient depletion of plant biomass and many plant species regrow rapidly following
grazing (e.g. Krebs and Myers, 1974; Ostfeld and Canham, 1993), although there
are some possible exceptions, such as studies of Norwegian and brown lemmings in
colder climates feeding on slow growing mosses (Turchin et al., 2000; Krebs et al.,
2010). Hence the quantity of food available is currently believed to play a secondary
role in shaping the population cycles of herbivores, being limited to interactions with
other destabilizing mechanisms, such as physiological condition or susceptibility to
predators or pathogens (Huitu et al., 2003; Boonstra and Krebs, 2006).
However, a decrease in plant biomass is not the only way food can become
limiting for herbivores (Batzli, 1992): in addition, the availability of high quality
food can be reduced by the production of grazing-induced plant defences. Increases
in the levels of plant defences following grazing have been demonstrated in many
plant species (Karban and Baldwin, 1997). There are also a substantial number
of theoretical studies suggesting that grazing-induced plant defences may provide a
42
Chapter 4: Delayed induced silica defences in grasses and their potential for destabilising
herbivore population dynamics
sufficient negative feedback to drive population cycles. These mostly involve generic
models (Edelstein-Keshet and Rausher, 1989; Lundberg et al., 1994; Underwood,
1999; Turchin, 2003), although a few have been parameterized for particular insect
systems (Haukioja, 1980; Underwood and Rausher, 2002). This theoretical work has
highlighted the characteristics of a negative feedback between grazing intensity and
levels of induced defences that could potentially generate population cycles. These
include: (a) the time elapsing between herbivore damage and the onset of induction
relative to the potential rate of increase of the herbivore population in that time
(Haukioja, 1980; Bryant, 1981; Myers and Williams, 1984; Haukioja, 1991a) and (b)
the magnitude (in terms of demographic impact on the herbivore) and persistence
of the induced response (in terms of decay rate or ‘relaxation’) (Edelstein-Keshet
and Rausher, 1989; Turchin and Taylor, 1992; Lundberg et al., 1994; Underwood,
1999; Underwood and Rausher, 2002). Several inducible defence mechanisms of a
magnitude and persistence that is appropriate to give them the potential to generate
cycles have been considered (Karban and Baldwin, 1997), some of which, known as
delayed inducible resistance mechanisms, can occur over timescales of months or
even years (Haukioja, 1991a). Despite this, it has proven difficult to demonstrate
empirically that induced defences affect herbivore population cycles (e.g. Haukioja,
1980; Underwood, 1999; Klemola et al., 2000a; Ruohomaki et al., 2000; Turchin,
2003; Huitu et al., 2003; Kent et al., 2005).
Current explanations for population cycles of voles in Fennoscandia invoke a
predator–prey interaction between voles of the genus Microtus and their specialist
predators, with other small mammal species, including Myodes folivorous voles, be-
ing entrained by ‘spill over’ predation (Hanski and Henttonen, 2002; Oksanen et
al., 2000). In these systems, induced plant defences do not seem to play a role
in driving the cycles of folivorous voles. Indeed several studies have provided con-
vincing evidence against the induction of plant defences in response to grazing by
those rodents. For example, ericaceous plants subjected to grazing by Myodes voles
in northern Fennoscandia (Oksanen et al., 1987; Rammul et al., 2007) showed no
inducible defences, and the sedge Carex bigelowii showed no induced defensive re-
sponse to simulated grazing by lemmings (Lemmus lemmus) (Lindgren et al., 2007).
However, there may be important contrasts between populations in Fennoscandia
and other regions, and between forb and grass-feeding species. Although no popula-
tions of forb-eating Myodes voles display cyclic dynamics outside Fennoscandia and
in allopatry with graminivorous Microtus voles (Oksanen et al., 2000), numerous
grass-eating Microtus vole populations display cyclic dynamics outside Fennoscan-
dia (Lambin et al., 2006; Lambin et al., 2000; Mackin-Rogalska and Nabaglo, 1990;
Tkadlec and Stenseth, 2001).
Grasses are the main food for several herbivores exhibiting cyclic populations,
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including Microtus vole populations across much of Europe. Unlike the Myodes
vole populations mentioned above, some of the Microtus vole populations reach
sufficiently high densities to significantly damage grasses through sustained graz-
ing, especially in winter (Jedrzejewska and Jedrzejewski, 1998; Lambin et al., 2006;
Lambin et al., 2000; Myllyma¨ki, 1977; Tkadlec and Stenseth, 2001). Despite using
similar experimental designs, three previous studies using Microtus voles reached
contradictory conclusions on the impact of past grazing on herbivore population
performance. Through manipulation of vole densities within enclosed wet meadow
areas, Agrell et al. (1995) observed that reproduction, recruitment, and body growth
rate in introduced Microtus agrestis populations were negatively affected by high
previous density. In contrast, working with the same species in abandoned farmland
colonised by grasses, Klemola et al. (2000b) only found weak delayed effects of past
overgrazing on vole reproduction and no effect on population growth rates. A third
study with meadow voles (Microtus pennsylvanicus) in old fields, detected effects of
past density on adult survival rates but not on other traits (Ostfeld and Canham,
1995). The indices of plant quality (sugar, fibre and protein content) measured in
the two former studies were also inconclusive.
Traditionally, it has been thought unlikely that induced defences in grasses would
affect population growth rates of grazing herbivores, because, particularly in com-
parison to woody plants (Bryant et al., 1983), grasses were thought to respond to
herbivory by rapid regrowth from their basal meristems rather than investing in
chemical defence (McNaughton, 1979). Many of the plant defences involved in de-
layed induced resistance in trees, such as some types of phenolic compounds, resins
and tannins (Bryant et al., 1983; Kaitaniemi et al., 1998), are not present in grasses.
However, it has long been suggested that grasses may in fact ‘fight back’ (Vicari
and Bazely, 1993). Grasses contain silica-based physical defences, which have been
shown to be an effective deterrent against mammalian herbivores (Gali-Muhtasib et
al., 1992; Cotterill et al., 2007; but see Vicari and Bazely, 1993). Silica (SiO2) is
taken up from the soil as silicic acid and deposited in the leaves as hard granules
known as phytoliths, which make grasses abrasive. Concentrations of silica are re-
lated to previous grazing history (McNaughton et al., 1985; Brizuela et al., 1986),
and so are potentially inducible.
Recent empirical studies in greenhouse conditions have demonstrated silica in-
duction experimentally (Massey et al., 2007a) and suggested that inducible silica-
based defences in grasses could have important consequences for the dynamics of
herbivore populations. The presence of silica in plants can alter both the preference
and performance of mammalian herbivores (Massey and Hartley, 2006; Massey et
al., 2007b; Massey et al., 2009). For example, silica-enriched grass has been shown
to be poorly digested by field voles (Microtus agrestis), leading to a decline in the
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growth rate of both adults and juveniles, particularly on winter forage (Massey and
Hartley, 2006; Massey et al., 2008). In addition, there is both laboratory and field
evidence that grasses vary their uptake of silica in response to sustained grazing,
indicating the potential for reciprocal feedback between herbivores and their food
(Massey et al., 2007a; Massey et al., 2008). Despite this, we still lack sufficient
data on the nature of the response to test whether inducible silica defences could
play a role in generating the population cycles observed in some herbivore popula-
tions. Specifically, previous work has only generated a relatively imprecise estimate
(between 3 and 14 months) of the rate of silica induction in grasses in response to
grazing (Massey et al., 2007a), and to date we have no knowledge about whether,
and for how long, such a response persists once grazing is removed.
The effect that inducible silica-based defences in grasses have on the population
dynamics of herbivores is therefore akin to a jigsaw puzzle in which some of the pieces
are already in place: silica is an inducible defence; grazing can trigger this induction;
and the silica level in grass does affect the performance of mammalian herbivores.
However, two vital pieces of this jigsaw puzzle are currently missing, both related
to the timescale of silica-based defences, which is crucial to their potential to cause
cycles. Firstly, what is the time scale of silica induction after grazing in grasses and
how quickly do these defences ‘relax’ once grazing has stopped? And secondly, is the
time scale of induction and relaxation compatible with the generation of herbivore
population cycles?
In this chapter we answer the first of these questions by a greenhouse experiment
that yields, for the first time, specific data on silica induction and relaxation in a
grass species (tufted hair grass, Deschampsia caespitosa (L.) P. Beauv.). We then
address the second question by using our data to parameterize models for the specific
case of field voles (Microtus agrestis) in Kielder Forest (Northern UK), whose diet
is dominated by D. caespitosa (Stenseth et al., 1977; Klemola et al., 2000a). Like
many other Microtus voles, populations of M. agrestis are renowned for exhibiting
large amplitude cycles in abundance (Lambin et al., 2000) and in some cases these
cycles can occur in the absence of obvious top down regulation (Ergon et al., 2001;
Graham and Lambin, 2002). Our results suggest that silica-based defences in grasses
may be a key causal factor for the cycles in such cases.
4.2 Materials and methods
Note: Much of the experimental detail included in the submitted manuscript has been
omitted in this thesis as I did not perform the experiments: only a summary is given
here.
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4.2.1 Timing and nature of silica defence induction and re-
laxation
Seeds of D. caespitosa were grown under greenhouse conditions and watered ad
libitum for six months prior to the experiment. Plants were then randomly allocated
to one of three damage treatments: 1) approximately 5% of leaves eaten by voles per
month; 2) approximately 20% of leaves eaten by voles per month; 3) undamaged
control. Damage levels were achieved by placing wire mesh exclosures over each
plant, then pulling the desired proportion of the total number of leaves through the
mesh so that they were exposed to voles. Control plants were treated in the same
manner; however, no foliage was pulled through the mesh.
The experiment was conducted in two parts: defence induction and then defence
relaxation. For the defence induction phase, each plant was damaged monthly by
voles in accordance with the specific damage treatment for six months. Following
this, all damage events were stopped but each plant retained its treatment identity.
Plants were grown for a further six months to test for a defence relaxation phase:
the time required following the last damage event for a plant to cease producing
elevated levels of silica. During both phases, samples of newly expanded leaves from
plants of each treatment were removed at monthly intervals.
4.2.2 Calibration procedure
The silica concentration of the plant samples was measured. To account for seasonal
variation in silica levels which was unrelated to damage treatments (see control data
in Figure 4.1(a),(b)) we subtracted the mean silica concentration of control plants
from both other treatments at each time point, prior to analysis. The resulting silica
concentrations (Figure 4.1(c)) were thus those resulting directly from the damage
treatments imposed, rather than the date in the growing season.
4.3 Experimental results
Concentrations of silica in young D. caespitosa leaves exposed to the high grazing
treatment (20% leaf area removed per month) increased non-linearly with time (Fig-
ure 4.1). In contrast, the low grazing treatment (5% leaf area removed per month)
did not induce a persistent increase in silica over the 6 month period, although the
data imply that there might have been an initial small increase in silica concentra-
tions by month 4, relative to the control (Figure 4.1), which subsequently ceased.
Following the cessation of the grazing treatments, silica concentrations in the newly
expanded leaves from plants in the high damage treatment decreased over the sub-
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sequent 7 month period. However, even after 7 months without damage, the higher
silica concentrations in new leaves in the high grazing treatment imply that the
relaxation of past induction was not complete (Figure 4.1). Silica concentrations in
the low grazing treatments remained at control levels over the same period.
4.4 Theoretical modelling of silica dynamics
We developed a simple mechanistic model of grazing-induced silica defences, with
relaxation in the absence of grazing, and fitted it to our empirical data. We as-
sumed that silica induction is an increasing saturating function of damage (implied
from Figure 4.1), but that there is some time delay in this response (Figure 4.1),
presumably related to the time required for leaf re-growth, between damage and the
occurrence of elevated silica levels in new leaves. We also assumed that after cessa-
tion of damage, silica concentrations decay exponentially back to their pre-treatment
levels (strongly suggested by Figure 4.1). To enable us to later combine this model
with a model of vole population dynamics, we made the simple assumption that the
levels of damage by voles in a given area are directly proportional to vole density,
and used vole density to represent grazing rate. Denoting by V (t) and S(t) the vole
density (voles per hectare) and silica concentration (% dry mass) at time t (years),
respectively, our model is
dS
dt
= induction− decay
=
KV (t− T )n
V n0 + V (t− T )n
− c(S(t)− Scontrol) (4.1)
where Scontrol is the mean silica concentration in the absence of damage, (cScontrol+
K) is the maximum possible rate of silica production (yr−1), n (the Hill coefficient,
unitless) scales the shape of the functional response of silica induction rate to vole
density (grazing intensity), V0 is the vole density at which damage-induced produc-
tion is half of the maximum possible (ha−1), T is the time delay in silica induction
(years), and c scales the background exponential decay rate of silica (yr−1).
4.4.1 Parameterising the model
Our measurements of the silica concentrations in control plants (see Figure 4.1(a),(b))
were used to estimate Scontrol = 2.54% dry mass. We assumed that the two damage
treatments corresponded to two different values of V in the first 5 months of the
experiment; specifically, we assume a direct proportionality between vole density
and grazing intensity. Equation (4.1) is linear in S, and so it can easily be rewritten
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Figure 4.1: (a,b) Silica concentrations (mean ± SE) in D. caespitosa leaves from
plants under three damage treatments (low: 5% leaf area removed per month; high:
20% leaf area removed per month; undamaged controls) plotted against (a) time
since starting monthly damage events (defence induction phase), and (b) time since
cessation of monthly damage events (defence relaxation phase). Note that the data
at 6 months in the induction phase are the same as those at 1 month of the relaxation
phase. (c) Silica concentrations of individual D. caespitosa leaves under the same
treatments (after subtracting control means from each data point) compared to our
fitted solutions of equation (4.1) for the two damage regimes, with parameter values
as given in the main text. Note, the ‘Induction phase’ and the ‘Relaxation phase’ are
shown together here. In the grey shaded region the leaves were exposed to monthly
damage events. We assessed the fit between the model and the data by analyzing
the standardized residuals (one for each data point). Visual inspection of residuals
plotted against time indicated no bias, making a chi-squared goodness of fit test
appropriate. With 20 goodness of fit bins, this gave a significance probability of
0.33.
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in terms of S∗(t) = S(t)− Scontrol:
dS∗
dt
= −cS∗(t) + 0, 0 < t < T and t > T + 5 months (4.2a)
dS∗
dt
= −cS∗(t) + Plow, T < t < T + 5 months, low damage (low V) (4.2b)
dS∗
dt
= −cS∗(t) + Phigh, T < t < T + 5 months, high damage (high V).(4.2c)
Here Plow and Phigh are the production rates of silica at low and high levels of vole
damage respectively; they depend on K, V0, n, and the two damage levels. To fit the
four parameters c, T , Plow and Phigh, we minimized the sum of the squared differences
between the numerical solution of (4.2a–4.2c) and the empirical data: both the model
solutions and the minimization were done using the software package MATLAB
(www.mathworks.com). This gives c = 3.0 per year, T = 1.7 months, Plow = 1.6%
dry mass per year, Phigh = 18.4% dry mass per year. From the fitted values of Plow
and Phigh, we must determine K, V0 and n. Positivity of K and V0 requires n > 1.8,
implying that silica induction is fundamentally a threshold phenomenon. However,
beyond this constraint there are insufficient data to independently determine all
three parameters, and we fix n = 2 (but examine the sensitivity of the results to
changes in n later); this allows us to obtain values for K and V0, in terms of the
effective vole densities in the two treatment regimes.
4.4.2 Model solutions
We superimposed the solution of equation (4.1) on the empirical data (Figure 4.1(c))
using parameters obtained from our experiments via non-linear least squares regres-
sion, with vole densities corresponding to the experimental damage treatments. We
assessed the fit between the model and the data using statistical analysis. Inspec-
tion of the standardized residuals showed no evidence of bias, making a chi-squared
goodness of fit test appropriate. With 20 goodness of fit bins, this gave a signifi-
cance probability of 0.33. The predictions of this fitted model are consistent with
the empirical data. Overall, this model clearly captures the qualitative dynamics
of the induction and decay phases of the silica dynamics under both high and low
grazing treatments. The fitted parameters imply that there is a time lag of around
1.7 months in the response of silica to grazing, that the silica induction response
is a saturating (sigmoidal) function of cumulative vole grazing intensity and that
there is a background exponential decay rate of induced defences of 3 yr−1, which
translates to a decay of around 22% per month, or 95% per year.
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4.4.3 Model extension: Incorporating vole dynamics
The next stage in our study was to couple the silica induction and decay model,
fitted to our experimental results, with a simple model of M. agrestis population
dynamics, to investigate whether the feedback between the functional response and
the rodent population dynamics is sufficient to generate population cycles, if silica
affects vole reproductive rate only. We modelled the vole population dynamics using
dV
dt
= birth− death
= [Bmin + (Bmax −Bmin)F (S(t))]V (t)− dV (t) (4.3)
where d is the vole death rate, assumed constant and independent of silica, and
Bmin and Bmax are the minimum and maximum vole birth rates. In the absence
of relevant data, we took Bmin = 0.1Bmax, but the precise scaling between the
minimum and the maximum birth rates only affects the quantitative details of the
results. The function F (S(t)) is the functional response of vole birth rates to silica
concentrations. Caged voles fed on a controlled diet start to lose weight rather
than gain it at a silica level of 6.6% dry mass (Massey et al., 2008). Therefore
we took F = 0 for S > 6.6% dry mass, with F = 1 for S < Scontrol and with
a linear decrease between these two levels (see Figure 4.2(a)). We parameterized
d and Bmax for the M. agrestis populations in Kielder Forest, the site of our long
term field studies on vole populations in Northern UK. At this upland site voles
show 3–5 year population cycles and live in grass dominated clear cuts within large
stands of spruce plantation. In a previous study at Kielder, an association between
silica concentrations in D. caespitosa plants and the rate of change of the rodent
populations was detected (Massey et al., 2008) and it has also been demonstrated
that changes in the timing of reproduction, rather than survival, co-vary strongly
with past vole density (Ergon et al., 2011). Monthly survival probabilities implied
by field data (Graham and Lambin, 2002; Burthe et al., 2008) led us to estimate a
death rate of d = 2.7 per year (Smith et al., 2006). The maximum per capita birth
rate of voles, Bmax, is a more difficult parameter to estimate. Time series data from
Kielder imply a maximum per capita birth rate of at least 4.1 per year (Smith et
al., 2006), whereas trapping data implies a figure of 10.6 (Smith et al., 2008) and
studies of similar rodent taxa have suggested values of 13.8, or even as high as 16
(Turchin and Ostfeld, 1997). We therefore regarded the maximum birth rate as a
free parameter and investigated the form of model solutions as it was varied. With
a value of 4.1 per year, the model predicts constant population levels. However, at
maximum birth rates above 8.4 per year, population cycles occur (Figure 4.3).
The key driver for these cycles is the delayed nonlinear induction of silica due
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Figure 4.2: The relationship between (a) the birth rate, which equals [Bmin+(Bmax−
Bmin)F (S(t))], and silica concentration for the non-seasonal model: coupling equa-
tions (4.1) and (4.3) and (b) the season length, which equals [Lmin + (Lmax −
Lmin)F (S(t
∗))], and silica concentration for the seasonal model: coupling equations
(4.1) and (4.4).
to grazing (see equation (4.1)). Figure 4.4 illustrates the sensitivity of the vole
dynamics to changes in the four parameters that determine this induction term
and also to the silica decay rate. We varied each parameter by +/−70% of the
values used in Figure 4.3, with the other parameters fixed. Throughout this range,
changes in the parameter values mainly have quantitative effects on the amplitude
of the population cycles, with changes in the value of the delay parameter, T , and
the Hill coefficient, n, having the largest effects. In addition, a qualitative difference
in the dynamics is predicted for sufficiently small values of T , n, and K, which is
proportional to the maximum rate of silica production. Specifically, the dynamics
change from cyclic to non-cyclic when T , n and K are decreased by 41%, 40%
and 69% of their reference values, respectively. Cyclic behaviour is lost when c is
increased by 192% of its reference value; we have never found non-cyclic behaviour
when changing V0.
4.4.4 Further model extension: Incorporating seasonality
Given the known destabilizing role of seasonality on trophic interactions (Hanski and
Korpima¨ki, 1995; Altizer et al., 2006), we investigated coupling our silica induction
and decay model to an alternative model of vole population dynamics in which
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Figure 4.3: Vole population cycles driven by silica induction in grass, as predicted
by the non-seasonal model: coupling equations (4.1) and (4.3). We assumed a
maximum birth rate of 12.0 yr−1; other parameters are as given in the main text.
Solutions are shown after 50 years, which removes the effects of our initial conditions
(S = 5% dry mass, V = 25 ha−1 for t ≤ 0). In order to label the vole density axis, it
is necessary to assign a value to Vhigh, the effective vole density corresponding to the
high damage level, and we use Vhigh = 50 ha
−1. This implies that the effective vole
density corresponding to the low damage level is Vlow = 50/4 = 12.5 ha
−1. (These
values of Vhigh and Vlow give parameter values K = 65.0 yr
−1 and V0 = 79.8 ha
−1.)
each year was divided into a reproductive and non-reproductive season, with plant
silica concentration determining the relative lengths of those seasons. Field studies
have shown that the timing of seasonal reproduction in over-wintered female rodents
can vary in a delayed density-dependent manner in some cyclic populations (Ergon
et al., 2011) and theoretical studies have provided evidence that the phenomenon
of delayed density-dependent reproductive timing can generate population cycles
(Smith et al., 2006). Thus, it is hypothesized that, rather than the birth rate being
modified by silica levels, it is the onset of reproduction that is delayed as a result
of a high silica diet and this affects the total births in a season by reducing the
breeding season length (Smith et al., 2006). We therefore explored whether making
the onset of the reproductive season a function of past silica concentrations could
lead to cyclic dynamics. To do this we replaced the silica-dependent birth rate
with a rate that is constant over a breeding season and incorporated seasonality by
setting the breeding season length (in months) to be a function of the silica level in
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Figure 4.4: Sensitivity of vole population cycles to changes in the parameters in the
silica equation (4.1). The five parameters are T , n, K, V0 and c. In each panel we
fix four of the five parameters at the values used in Figure 4.3, and vary the fifth
by +/−70% (chosen arbitrarily). For a sequence of values of the varying parameter,
we solved the non-seasonal model equations (4.1) and (4.3) for 500 years starting
from initial conditions as in Figure 4.3, and then recorded the maxima and minima
of the solutions over the next 100 years. Cases for which these two curves coincide
correspond to non-cyclic dynamics. The dashed lines indicate the reference values
of the five parameters, i.e. the values used in Figure 4.3.
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the early spring. Therefore we modelled the vole population dynamics as
dV
dt
= BmaxV (t)− dV (t) in the breeding season (4.4a)
dV
dt
= −dV (t) in the non-breeding season. (4.4b)
We assumed that the date of onset of the breeding season is a simple function of
the plant silica concentration at the beginning of spring, of the form season length
= Lmin + (Lmax − Lmin)F (S(t∗)), where Lmin = 4 months and Lmax = 10 months
are the shortest and longest possible breeding seasons respectively (Smith et al.,
2006; Ergon et al., 2011). We assumed F = 1 when S < Scontrol, and F = 0 when
S > 6.6% dry mass, with F decreasing linearly as a function of silica between these
two levels (see Figure 4.2(b)). Here t∗ is a fixed ‘census point’, and represents the
earliest possible start to breeding (in spring). Thus the breeding season starts at
time t∗ + (Lmax − Lmin)[1− F (S(t∗))] and ends at time t∗ + Lmax.
The non-seasonal model framework and sensitivity analysis outlined above high-
lights the potential for silica effects on reproduction to drive cycles in natural sys-
tems. The seasonal model, more reflective of our particular vole system, predicts
multi-year population cycles for lower and more realistic birth rates than the pre-
vious model (above 5.2 per year) and emphasises that the results are robust to the
manner in which the silica effect is represented. The model solutions show intervals
of irregular cycles separating periodic behaviour (Figure 4.5); dynamics of this type
are characteristic of systems on the edge of chaos. The cycle periods are typically 3
or 4 years, with the breeding season lengths implied by the silica solutions varying
between 4 and 7.5 months. Both of these properties and also the overall form of the
simulated dynamics are highly reminiscent of field data on vole population cycles in
general, and of the M. agrestis populations in Kielder Forest in particular (Lambin
et al., 2000).
4.5 Discussion
In this study we have empirically characterized the induction of silica-based de-
fences in Deschampsia caespitosa following grazing. Furthermore, we have provided
theoretical evidence that if this response alone is driving vole population dynamics
through its impact on reproduction, then it could generate multi-year cycles in their
populations. We restricted ourselves to a minimalist model grounded in empirical
evidence: a variety of other factors are also likely to influence the delayed-density
dependence even if induced silica defences are found to be a key mechanism driving
cycles in some herbivore populations. For example, silica induced reductions in the
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Figure 4.5: Vole population cycles driven by silica induction in grass, as predicted
by the seasonal model: coupling equations (4.1) and (4.4). We assumed a birth rate
of 6.42 yr−1 in (a) and 6.48 yr−1 in (b); other parameters are as given in the main
text. Solutions are shown after 960 years, which removes the effects of our initial
conditions. The initial conditions, and the assumed value of Vhigh, are as for Figure
4.3. In both (a) and (b), the breeding season length varies between 4 months and
7.5 months, in line with field data (Ergon et al., 2011).
assimilation of nutrients by voles, which we hypothesize would delay reproduction
further, could also reduce survivorship, fecundity, immune responses (Kapari et al.,
2006) and/or susceptibility to predators. It is important to note that silica defence
induced cycles, if they do occur, are likely to be restricted to herbivores in which
grasses form an important component of their diet, either as a dominant source of
nutrition in general, or at specific time periods (e.g. over the winter). There is little
empirical evidence for such induced plant defences operating in forb-eating cyclic
Myodes vole populations in Fennoscandia. However, in the specific field study sys-
tem modelled here, and in a wide range of other herbivore populations, grasses form
a major component of the diet and may become the only source of nutrition during
the winter. For example, Hansson (1971) found that grasses and graminoids were
the dominant food source (together between 44 and 60% of the annual intake) for
Microtus agrestis voles in Sweden. Whilst we have characterised the induced sil-
ica responses of just one grass species, itself an important food source for Microtus
voles, Massey et al. (2007a, 2007b) demonstrated that several other grasses eaten by
voles, e.g. Festuca, induce silica in response to vole grazing and that silica level was
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the most important determinant of vole preference in experiments using 18 different
grass species. Therefore, even if several different grasses are eaten in the field, as
reported by Hansson (1971), we believe it is highly likely that silica defences are
present in many of them and will be induced if herbivory is sustained.
While our model predictions are general, when parameterized by empirical data
they are similar to multi-annual cyclic population trajectories observed at least in the
southern European cyclic Microtus vole populations (where both peak and trough
densities are higher than in Fennoscandia). Similarities include cycle period length,
the variable breeding season length, and associated summer declines in density fol-
lowing extended non-breeding seasons, a feature shared by virtually all cyclic vole
populations (Hansson and Henttonen, 1985). Moreover, both in model predictions
and in field data from Kielder Forest, vole abundance in the trough of the cycles
is relatively high, a feature that makes vole cycles in this location unlikely to be
caused by predator–prey interactions.
There are four features of the observed functional response of D. caespitosa to
grazing that we predict would contribute to it having a destabilizing effect on ro-
dent population dynamics: (i) the time lag between initial damage and an induced
response; (ii) the nonlinear response of the rate of silica induction to grazing inten-
sity; (iii) the relatively slow relaxation rate of the response in the absence of grazing;
(iv) the overall magnitude of the silica response and the assumed associated impact
on vole reproduction. Our sensitivity analysis (Figure 4.4) describes how variation
in each of these features might influence the interaction and also suggests that the
cycles predicted by our models are not restricted to narrow, nor unrealistic, ranges
of parameter values.
The time lag between initial damage and the observed induced response in our
experiments is within the (wide) range of induced physical responses seen in other
plant species (e.g. Molano-Flores, 2001; Dalin and Bjorkman, 2003), but is slow
relative to the induction of many chemical defences (e.g. Hartley and Firn, 1989;
Underwood, 1998). On that basis we predict that induced physical defences are
more likely to have a destabilizing effect on herbivore populations than most types
of chemical defences. The shape of the functional response of silica induction to
grazing intensity implies some mechanism through which, above a threshold level
of cumulative grazing, plants rapidly increase silica uptake and deposition. This is
consistent with a previous study using two other grass species, in which repeated
damage was required for silica induction and a single high damage event had no
detectable effects on silica concentration in re-growth tissues (Massey et al., 2007a).
Overall, this finding implies that the grazing-induced silica defence mechanism is an
active response which can be ‘switched on’ by some stimulus induced by sufficient
grazing. Our theoretical findings confirm that the existence of this threshold-like
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induced silica response significantly increases the likelihood of an unstable plant–
herbivore interaction (Figure 4.4).
The observed relaxation of silica defences after the cessation of grazing occurs
over a relatively long period of time, being predicted to take around a year to decline
to within 5% of control levels. This rate is likely to be significantly slower under
colder field conditions because the rate of silica uptake is affected by temperature (as
are many other transport processes in plants; Tamai and Ma, 2003); also leaf lifetime
is likely to be longer in the field than under greenhouse conditions. Once silica is
deposited as phytoliths within the leaves it is highly immobile and likely to remain
there for the lifetime of the leaf (Epstein, 1999). Furthermore, in perennial grasses
like D. caespitosa, which have relatively slow leaf turnover, much of the standing leaf
biomass will retain the ‘memory’ of past induction, although old leaves may only be
eaten by voles at times of acute food stress. Similar slow relaxation rates in physical
defences have been observed in other systems (Bryant et al., 1985; but see Sinclair et
al., 1988, Huntzinger et al., 2004). We only measured silica concentration in regrowth
tissue so we do not know whether silica deposition also takes place in extant leaves
that survive herbivore damage events, or whether induction is restricted to the plant
growing season. Further, the mechanistic links between silica induction responses
and population dynamics in field conditions remain untested.
Although silica has long been thought to be a potentially inducible defence mech-
anism in grasses (McNaughton and Tarrants, 1983), the main mechanism by which
silica was thought to deter herbivores was a constitutive one, namely increased
abrasion and physical resistance by phytoliths (Reynolds et al., 2009). Attempts to
demonstrate that silica is inducible by experimental damage have produced conflict-
ing results (Kindomihou et al., 2006), possibly because many studies use artificial
defoliation which does not cause the same defence induction response as real her-
bivory (Massey et al., 2007a). This distinction between plant responses to real and
artificial herbivory is long established (e.g. Hartley and Firn, 1989) and the mecha-
nisms responsible are now elucidated (Halitschke et al., 2001). Here we demonstrate
a more dynamic aspect of silica defences, whereby herbivory itself is shown to alter
the rate of silica uptake by the plant and this response decays once herbivory stops.
Our work clearly indicates that physical defences should no longer be viewed as
static and unresponsive. Rather, it adds to a growing body of evidence that plants
may adapt their physical defences in response to external stimuli in a similar way
to many inducible chemical ones, adding a new dimension to our understanding of
the evolution of plant defences.
In conclusion, our study provides clear evidence that a principal food species of
an herbivorous rodent exhibits a delayed defensive response to grazing, and provides
the first empirical data on the details of this induction and of the subsequent relax-
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ation. Our modelling further predicts that this induction–relaxation response alone
is sufficient to drive the population cycles both in the specific system of M. agrestis
voles in Kielder Forest, and more generally in other graminivorous rodent popu-
lations in which populations reach sufficiently high densities so as to induce silica
defences in their food supply. These results argue strongly for a more widespread
assessment of the extent and role of silica defences in natural communities, in par-
ticular those with cyclic populations of herbivores.
58
Chapter 5
A comparison of the dynamical
impact of seasonal mechanisms in
a herbivore–plant defence system
This chapter largely contains material submitted for publication (Reynolds et al.,
submitted, b). This is a collaboration between Jennifer Reynolds, Jonathan Sher-
ratt, Andrew White and Xavier Lambin. Jennifer Reynolds, Jonathan Sherratt and
Andrew White developed the mathematical models, and Xavier Lambin provided
biological insights. Jennifer Reynolds performed the model simulations and analysis.
Jennifer Reynolds wrote the paper, with comments from all co-authors.
Plant defences can reduce herbivore fitness and may promote population cycles
in some herbivore systems. In this study, we model the interaction between plant
defences and herbivores, and include seasonal forcing, a ubiquitous environmental
influence in natural systems. We compare the impacts of two different seasonal mech-
anisms on the dynamics of the herbivore–plant defence model. The first mechanism
involves a fixed breeding season length and a variable birth rate within the breed-
ing season; the second involves a variable breeding season length and a fixed birth
rate within the breeding season. When parameterised for a specific cyclic system,
namely field voles and silica, our model predicts that a variable season length gives
multi-year cycles for a larger region in parameter space than a variable birth rate.
Our results highlight the complexity of the dynamical effects of seasonal forcing,
and that these effects are strongly dependent on the type of seasonal mechanism.
5.1 Introduction
Cyclic patterns in animal populations have long been a focus of scientific interest
(Elton, 1924; Turchin, 2003). Despite extensive research, the mechanisms under-
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pinning these multi-year population cycles are a subject of much debate (Krebs,
1996; Turchin, 2003). Elton (1924) described the widespread existence of periodic
fluctuations in animal abundance and attributed this to climatic variations. Since
then, many hypotheses concerning the factors determining population cycles have
been developed. However, firm evidence for causality is rare and the elucidation
of the processes driving population cycles is a key topic of interest in population
ecology. Also, it is becoming increasingly recognised that different and/or multiple
mechanisms may operate in different systems (Turchin, 2003).
One hypothesis is that interactions with food resources can cause population
cycles (Lack, 1954). This includes classical studies that focus on predator–prey in-
teractions (Lotka, 1925; Volterra, 1926; May, 1972) but also includes plant–herbivore
interactions. There are two main distinct ways in which herbivore populations can
be affected by interactions with the food plants. Firstly, the consumption of plant
tissue may limit the quantity of food available to later-feeding herbivores; secondly,
herbivore damage may elicit inducible resistance in the plant, thereby reducing the
nutritional quality of the plant tissue (Karban and Baldwin, 1997). Both of these
pathways could play important roles in the long-term population dynamics of herbi-
vores (Abbott et al., 2008). Changes in the abundance of food is thought unlikely to
cause cycling, because a sufficient depletion of plant biomass is rarely observed, with
many plant species recovering rapidly after grazing (e.g. Krebs et al., 1986; Desy
and Batzli, 1989; Boonstra et al., 1998). However, there is significant evidence that
in some systems, population cycles are related to the deterioration in the quality
of food due to induced defences of the plant in response to intense grazing at the
population peak.
In many plants, damage by herbivory induces changes in the composition of the
foliage (Fowler and Lawton, 1985). Many plant characteristics, ranging from sec-
ondary chemistry to physical features such as thorn density, can change in response
to herbivore damage (Karban and Baldwin, 1997). These inducible defences have
been shown to adversely affect herbivore growth and/or reproduction (e.g. Bryant,
1981; Schultz and Baldwin, 1982; Karban and Carey, 1984; Massey et al., 2006;
Massey and Hartley, 2006). As a result, inducible defences are predicted to signifi-
cantly influence the dynamics of herbivore populations. Indeed it has been argued
that inducible defences contribute to driving cyclic fluctuations in a number of her-
bivore populations (Benz, 1974; Haukioja, 1980; Fox and Bryant, 1984; Haukioja,
1991b). For example, Fox and Bryant (1984) demonstrate that the responses of
Alaskan woody plants could account for the oscillatory nature of the snowshoe hare
population. Benz (1974) shows that the larch tree responds to high levels of feeding
by the larch budmoth by growing short needles of reduced nutritional quality. This
causes a decrease in budmoth population density. This interaction is claimed to con-
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tribute to the population cycles of the larch budmoth. It should be noted that there
is also evidence contrary to the hypothesis that inducible defences cause cycles; for
example, the findings of Sinclair et al. (1988) suggest that inducible changes in the
levels of plant secondary compounds do not cause the cyclic population dynamics
of the snowshoe hare.
There is also a growing body of theoretical evidence that grazing-induced plant
defences contribute to cyclicity (Lundberg et al., 1994; Underwood, 1999). Under-
wood (1999) developed a model framework that focuses on the impact of induced
resistance due to herbivorous insect populations. Lundberg et al. (1994) model her-
bivore population density and the plant population, stratified into discrete classes
to represent the different plant defence levels that result from the grazing intensity
the plant has been subject to. The model is applied to understand the changes in
abundance observed in lemmings. These studies provide theoretical support for the
idea that inducible defences in plants can cause fluctuations. In contrast, Edelstein-
Keshet and Rausher (1989) develop a general mathematical framework and find
that inducible defences cause persistent fluctuations only under unusual conditions.
Lundberg et al. (1994) conclude that inducible defence may be an important fac-
tor for explaining the cyclic dynamics of herbivore populations, but their model
does not generate stable limit cycles. They believe that seasonal perturbations may
maintain the cycles, although no evidence for this is given. The aim of this chapter
is to investigate in detail the way in which seasonal forcing affects the dynamics of
a herbivore population regulated by inducible plant defences. We develop a simple
model to represent the herbivore–plant interaction, and examine the effects on the
population dynamics of adding seasonality.
Understanding seasonality in ecological systems is of great importance since nat-
ural populations are embedded in periodically varying environments. Imposing peri-
odic forcing on a biological system can lead to major changes in system behaviour: it
has long been established that unforced systems with simple dynamic behaviour can
become very complex when periodically forced (Guckenheimer and Holmes, 1986).
Identifying the role played by seasonal forcing in driving dynamical behaviours is
therefore a key issue.
Despite the ubiquitous nature of seasonality, exploring its consequences for pop-
ulation dynamics poses a challenge. Seasonal mechanisms can be difficult to pin-
point empirically and can give rise to complex population fluctuations (Altizer et
al., 2006). One area where the effects of seasonality on population dynamics has
been relatively well explored is in infectious diseases. Seasonality has been incor-
porated into epidemiological models in the areas of childhood diseases (Dietz, 1982;
Schwartz and Smith, 1983; Keeling et al., 2001) and wildlife diseases (Roberts and
Kao, 1998; Ireland et al., 2004; Smith et al., 2008). If the underlying non-seasonal
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model has periodic solutions, then the dynamics once seasonal forcing is imposed
can become more complex; the seasonality can interact with underlying oscillations,
resonate, and result in a range of complex behaviours including chaos (Ireland et al.,
2007). If the non-seasonal model does not have periodic solutions, the application
of seasonality can, in some cases, cause oscillations with period an integer multiple
of the forcing period (Schwartz and Smith, 1983; Greenman et al., 2004). In addi-
tion, there have been a number of studies on seasonality in predator–prey systems
(Kuznetsov et al., 1992; Rinaldi et al., 1993; Gakkhar et al., 2009). These models
show a rich variety of behaviour, including stable and unstable periodic solutions
of various periods, quasi-periodicity and chaos. Moreover, the behaviours can be
transitory, for example windows of periodicity can be observed. This confirms that
seasonality has the power to transform simple ecosystems into complex ones. These
examples illustrate the complexity of the role of seasonality in shaping population
dynamics. Adding seasonality can lead to interesting and biologically important
dynamics, and can help to explain complex empirical data.
In strategic theoretical studies, seasonal forcing is typically incorporated by set-
ting a specific model life history parameter to periodically vary in time, for instance
by simple sinusoidal variation of the parameter (e.g. Rinaldi et al., 1993; Greenman
et al., 2004; Greenman and Norman, 2007; Ireland et al., 2007). Alternatively, sea-
sonal variation is incorporated in a manner motivated by the biological reality of the
specific system being studied: for example, models of childhood diseases incorpo-
rate seasonal variation in contact rates by imposing an increased rate during school
terms compared to school holidays (Keeling et al., 2001). Many natural systems
have defined breeding seasons and therefore seasonality can be applied to the birth
rate by defining a distinct reproductive and non-reproductive season (Smith et al.,
2008).
In this chapter, we apply seasonal forcing to the herbivore birth rate in a simple
plant defence–herbivore model. We examine the effects of two different seasonal
mechanisms to explore the role of seasonality in driving population fluctuations.
The first seasonal mechanism involves a birth rate dependent on the level of plant
defence, with a fixed breeding season length. The second involves a breeding season
length dependent on the plant defence, with a constant birth rate in the breeding
season. We undertake a comparison of these two types of seasonal forcing and their
effects on the herbivore population dynamics. In order for a full investigation to
be carried out, we choose a specific system as a case study, namely the interaction
between voles and the silica content of the grass they consume.
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5.2 Model
We use a general model framework to represent the interaction between herbivores
and an inducible plant defence:
dH
dt
= a(S(t), t)H(t)− bH(t) (5.1)
dS
dt
=
K(H(t− τ))2
H20 + (H(t− τ))2
+ cS0 − cS(t) (5.2)
where H(t) is the herbivore density and S(t) the level of plant defence at time t.
Inducible plant defences have been shown to affect growth or reproduction in indi-
vidual herbivores adversely (e.g. Bryant, 1981; Schultz and Baldwin, 1982; Karban
and Carey, 1984; Massey et al., 2006; Massey and Hartley, 2006); in line with this
evidence, we take the herbivore birth rate a to be a function of the level of the
inducible factor. Parameter b is the herbivore death rate. We denote by cS0 the
background level of plant defence production; here S0 is the background level of
the inducible factor, i.e. its level in the absence of herbivory. The induction rate
depends on the herbivore density, with a sigmoidal functional form. By definition,
the induction level drops to zero in the absence of herbivores, and physiological
constraints mean that its production must saturate at high levels of herbivory. H0
is the herbivore density at which induction is half of the maximum possible, and
K + cS0 is the maximum possible rate of production of the inducible factor. The
time delay τ represents the time taken for the inducible factor to be produced af-
ter herbivory occurs. Parameter c is the decay rate of the inducible factor. The
plant defences decay when herbivory diminishes; Rhoades (1983) argues that this is
because inducible defences are costly to a plant and are therefore not likely to be
maintained unless a need for them exists.
We denote by amax and amin the maximum and minimum birth rates respectively.
We make the assumption that for S < S0 there is no effect of the plant defence on
the herbivore, so the birth rate is at its maximum. Above inducible factor levels of
S0, the birth rate decreases linearly with concentration.
In reality, many animal species have seasonal birth rates, so we impose a season-
ally forced herbivore birth rate by introducing a breeding season and non-breeding
season each year. This is typical of the life-history of many herbivore species in
temperate climates. We let the length of the breeding season be denoted by l. In
the non-breeding season, the herbivore birth rate a is taken to be zero.
We consider two different seasonal mechanisms, both affecting the herbivore birth
rate. Firstly, the birth rate a in the breeding season is dependent on the concen-
tration of inducible factor, and secondly, the breeding season length l is dependent
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on the concentration of inducible factor. We denote by lmax the maximum breed-
ing season length, and by lmin the minimum breeding season length. The addition
of seasonal forcing typically complicates and potentially destabilises the population
dynamics of a system. By examining two different mechanisms, we intend to test
whether the way seasonality is manifested influences its effects on the population
dynamics.
5.3 Case study
In order to analyse this model, we focus on a specific case study. Our aim is to
compare two different seasonal mechanisms operating on the herbivore birth rate.
We therefore focus on a particular ecological system where both mechanisms can
potentially operate, namely the interaction between voles and the silica content of
the grass they consume. The choice of voles as the herbivore species is a natural one
due to the abundance of literature on the potential causes of vole population cycles.
Silica (silicon dioxide, SiO2) in the tissues of grasses acts as an antiherbivore
defence strategy to reduce levels of grazing by both vertebrate (McNaughton and
Tarrants, 1983; Gali-Muhtasib et al., 1992; Massey and Hartley, 2006) and inver-
tebrate herbivores (O’Reagain and Mentis, 1989; Vicari and Bazely, 1993; Massey
et al., 2006). Silicification is the most widespread characteristic of grasses thought
to play a role in herbivore resistance. For plants that cannot respond to grazing
damage by compensatory shoot growth, production of toxins can have an adap-
tive advantage at the individual level, by reducing the depletion of plant tissue by
herbivory.
Silica has been proposed as the primary defence in many grasses (Massey et al.,
2007b). There is evidence that it has a range of detrimental effects on herbivores
that ingest it (Jones and Handreck, 1967). Silica reduces foliage digestibility, leading
to reductions in herbivore growth rates (Massey et al., 2006; Massey and Hartley,
2006; Massey et al., 2008). In addition, silica increases the abrasiveness of grass,
deterring feeding by herbivores (Massey et al., 2006; Massey and Hartley, 2006;
Massey et al., 2007b). Therefore silica acts to reduce the quality of the plant as
food for herbivores. Food quality is especially important for voles due to their
relatively high metabolic rates, and because they have a limited capacity to increase
food consumption to compensate for poor quality diets (Zynel and Wunder, 2002).
In addition, their growth rates early in development are highly dependent upon
nutrient intake. Therefore, vole food quality has the potential to dictate the time
taken to reach sexual maturity and the onset of breeding each year (Krebs and
Myers, 1974; Ergon et al., 2001).
Silica defences in grasses are induced by herbivore grazing (McNaughton and
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Tarrants, 1983; Massey et al., 2007a). The induction of defences in response to her-
bivore damage is widely recognized as an effective plant defence strategy, particularly
in cases where defences are costly or the threat of herbivore attack is intermittent
(Karban and Baldwin, 1997). It has been shown that silica can be induced by
vole grazing to levels sufficient to deter further feeding and also affect herbivore
performance (Massey and Hartley, 2006).
To parameterise this model, we use the particular case of field voles (Microtus
agrestis) in Kielder Forest, Northern UK. This vole population fluctuates cyclically
over a range of about 20–700 voles/hectare in optimal habitats with a characteristic
period of 3–5 years (see Lambin et al. (2000) for details). There are long term data
sets on vole populations, and intensive studies on the field vole, its predators and
its food plants have been conducted. The roles of predation by the common weasel,
a vole specialist, and intrinsic mechanisms (e.g. maternal effects) have been tested
and rejected as causal mechanisms for vole population cycles in this area (Ergon et
al., 2001; Graham and Lambin, 2002). In contrast, grazing induced changes in plant
quality, affecting vole nutrition and their ability to reach reproductive status in the
spring, could offer a plausible explanation.
In Kielder Forest, the grass species Deschampsia caespitosa is the dominant food
plant for voles, and in winter and early spring, when energetic demands for voles
are at their highest, there is no significant alternative food source. There is growing
evidence that, in this area, silica levels in the grass may be a determinant of cyclic
population patterns. A correlation between vole population density, and therefore
grazing intensity, and grass silica content has been noted in the field (Massey et al.,
2008): in sites where vole population density was high, silica levels in grass leaves
collected several months later were also high, and vole populations subsequently
declined; in sites where vole population density was low, silica levels were low and
population density subsequently increased. These findings highlight the potential
importance of interactions between silica defences and vole abundance, and sug-
gest that, for this specific population, silica-based defences in grasses may play an
important role in driving vole population cycles.
We take the inducible factor S in equations (5.1) and (5.2) to be silica (% dry
mass), and the herbivore density H to be the density of field voles (per hectare).
Using a least squares method, we have previously derived parameter estimates for
K, H0, S0, c and τ using greenhouse data (Reynolds et al., submitted, a). Field
data (Graham and Lambin, 2002; Burthe, 2005) give monthly survival probabilities,
which lead to an estimate for the vole death rate of b = 0.22 per month (correspond-
ing to a monthly survival of about 80%) (Smith et al., 2006). These parameter values
are shown in Table 5.1. (Note that the estimates of parameters K and H0 are chosen
in order to set an absolute scale for the population densities.)
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Parameter Value
K 5.42 per month
H0 79.77 per hectare
S0 2.54% dry mass
c 0.25 per month
b 0.22 per month
τ 1.7 months
Table 5.1: Parameter estimates for the case study.
We assume that the birth rate is at its minimum value (i.e. silica has its maximum
effect) for silica levels of 6.6 and above. This value is taken from experimental data
of Massey et al. (2008): a vole growth rate of 0 corresponds to a silica content of
6.6% dry mass. Between silica levels of 2.54 (the background level of silica, S0) and
6.6, we assume the birth rate decreases linearly with silica. Figure 5.1(a) illustrates
the vole birth rate function used in our model.
Figure 5.1: (a) Vole birth rate a and (b) vole breeding season length l as functions
of silica S. For (a), the birth rate is dependent on silica at the present time, whereas
for (b), the breeding season length is dependent on silica at the “census date”.
There is a significant variation in the available estimates for the maximum birth
rate of voles, amax. Time series data from Kielder Forest imply a value of at least 0.3
per month (Smith et al., 2006), whereas trapping data imply a figure of 0.9 (Smith
et al., 2008). Studies of similar rodent taxa have suggested values of 1.2 and 1.3
(Turchin and Ostfeld, 1997). We therefore regard this parameter as variable, and
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investigate the effects on the model solutions of changing amax.
5.4 Seasonal models
We consider two different seasonal models.
Seasonal model 1: The breeding season length is fixed; we denote it by lmax.
During this part of the year, the birth rate is given by the function a(S(t)) (illus-
trated in Figure 5.1(a)), and in the remainder of the year the birth rate is set to zero.
The timing of spring reproduction shows substantial variation in Kielder Forest (Er-
gon et al., 2011); the onset of the breeding season varies from mid-March to early
June in different years. To test the possible effects of this on the population dynam-
ics, we develop a second seasonal model. In this model, silica affects vole breeding
through the regulation of the season length:
Seasonal model 2: The breeding season length l depends on silica as depicted in
Figure 5.1(b). We assign a “census date” at the earliest possible time in the year
at which the breeding season can start, and it is the silica level at this date that
determines the breeding season length for that year. The birth rate in the breeding
season is always fixed at its maximum value amax. The birth rate is zero in the
non-breeding season.
The underlying silica-dependent functional form is the same for both models
(Figure 5.1); the season length in model 2 depends on silica in the same way as the
birth rate depends on silica in the first seasonal model. For low silica levels (i.e.
less than or equal to 2.54% dry mass) the two models become equivalent: there is
a birth rate of amax for lmax months. We impose these conditions to allow us to
compare the two models in an effective way.
5.5 Results
Our aim is to compare the effects of the two different seasonal mechanisms on the
population dynamics. There are two steady states: the trivial (H,S) = (0, S0)
and another with non-zero H . We can determine for which parameter values the
trivial steady state is stable using Floquet theory (see Appendix A). When the trivial
steady state is unstable, the non-trivial steady state is relevant. The seasonal forcing
means that any solution will be cyclic, displaying either annual or multi-year cycles.
The annual cyclic behaviour is due simply to the dynamics being entrained to the
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annual seasonal forcing. Our focus is an investigation of the causes of multi-year
cycles, which here refer to repeated oscillations in abundance with a cycle period
longer than one year.
To compare the two seasonal models, we initially set amin = lmin = 0. The
maximum reproductive season length for field voles in Kielder Forest is 10 months
(Ergon et al., 2001), so we set lmax = 10 here. Figure 5.2 shows the cycles generated
for both models for three different values of the maximum herbivore birth rate,
amax. This figure shows that as amax increases, cycles change from annual to multi-
year. We find that seasonal model 2 gives multi-year cycles for lower values of the
maximum herbivore birth rate than seasonal model 1. Specifically, model 1 generates
multi-year cycles for amax values of 0.73 per month and above; model 2 generates
multi-year cycles for values of 0.44 per month and above. So model 2 has the largest
region in parameter space where there are multi-year cycles.
We can compare the results of these seasonal models with the results of the
model without seasonality. By definition, the non-seasonal model does not have
distinct non-breeding and breeding seasons; rather, breeding occurs throughout the
year, with the birth rate depending on silica as shown in Figure 5.1(a). Due to the
absence of seasonality, there is no underlying annual cycling for this non-seasonal
framework. The non-seasonal model predicts cycles for amax values of 0.70 per month
and above. Below this value, the solutions are non-cyclic. Therefore, the seasonality
mechanism in model 1 actually slightly reduces the region in parameter space where
there are multi-year cycles. In contrast, this parameter region is significantly larger
for seasonal model 2. Note that in order to make a comparison between the seasonal
and non-seasonal models, we scale the birth rate for the non-seasonal model, so that
over one year the birth rate is equivalent to that of the seasonal models.
A delay term is known to be a potentially destabilising factor (Haberman, 1977).
The data used to parameterise the model for the vole–silica system clearly indicates a
short delay (of 1.7 months) between herbivore damage and plant response (Reynolds
et al., submitted, a). Moreover, other theoretical studies modelling herbivore–plant
defence interactions also include a delay term (Underwood, 1999). However, from
the viewpoint of generality to other systems, it is important to explore the effects
of changing the delay length τ , including the particular case of no delay. Figure 5.3
shows the lowest maximum birth rates for which multi-year cycles are generated (as
opposed to annual cycles) for both seasonal models, for a range of τ values, including
τ = 0. Seasonal model 2 consistently predicts multi-year cycling for a larger region
in parameter space. Therefore our main conclusion remains the same regardless of
the value of the delay term: seasonal model 2 generates multi-year cycles for lower
values of amax than seasonal model 1. For τ = 0, values above 0.47 per month give
multi-year cycles for model 2; the corresponding threshold value is 3.76 per month
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Figure 5.2: Cycles generated for seasonal model 1 and seasonal model 2 for three
different values of amax, the maximum birth rate. amax = 0.3 (per month) for (a)
and (d); amax = 0.6 for (b) and (e); amax = 1.2 for (c) and (f). Here amin = lmin = 0,
and lmax = 10 as explained in the main text. These simulations are produced by
MATLAB using the delay differential equation solver dde23. Initial conditions are:
S = 5% dry mass and H = 25 per hectare for t ≤ 0. Solutions are shown after 450
years. Note that in order for the cycles to be seen clearly, the scales on the y-axes
are not all the same. Seasonal model 2 has a greater tendency to produce multi-year
cycles.
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for model 1. It can be seen from these results that the delay plays an important
role in the generation of multi-year cycles for seasonal model 1; the value of the
maximum birth rate has to be increased significantly to give multi-year cycles in
the case with no delay. However, for seasonal model 2, the delay has relatively little
effect on the population dynamics.
Figure 5.3 also shows the lowest maximum birth rate values for which the cor-
responding non-seasonal model generates cycles. For this model, below the line the
solutions are non-cyclic. This line is above that for seasonal model 2 for all values of
the delay considered, but its relation to the line for seasonal model 1 is dependent
on the delay value. The non-seasonal model does not produce cycles without the
delay.
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Figure 5.3: The lowest maximum birth rates for which there are multi-year cycles,
for varying values of the delay τ . Results are shown for both seasonal models
and also for the non-seasonal framework as explained in the main text. Blue line:
seasonal model 1; red line: seasonal model 2; green line: non-seasonal model. For
the seasonal models, below the lines there are annual cycles. For the non-seasonal
model, below the line the solutions are non-cyclic.
We can conclude that the seasonal mechanism of model 2 drives multi-year cycles
more strongly than that of model 1. That is, a variable season length produces multi-
year cycles for a larger range of parameters than a variable birth rate. This result
holds irrespective of the value of the delay. Therefore, within the context of our
model framework, a variable season length is more powerfully destabilising than a
variable birth rate. One mechanism causes a significantly greater tendency to cycle
than the other, indicating that the way seasonality is incorporated into a model
is highly important. This emphasises that the way seasonality operates can have
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important implications for the population dynamics.
5.5.1 Combining seasonal mechanisms
Above we study the two seasonal mechanisms in isolation. We now consider a model
where a combination of both seasonal mechanisms is possible. We introduce two new
parameters in order to characterise the combination of the seasonal mechanisms:
pbirth and plength defined such that
amin = amax(1− pbirth)
lmin = lmax(1− plength).
Parameter pbirth denotes the strength of the silica effect on birth rate. Similarly,
plength denotes the strength of the silica effect on the season length. Both parameters
take values in the range [0, 1]. For low silica levels, the breeding season length
and birth rate are both at their maximum values, independent of pbirth and plength.
(Seasonal model 1 of the above analysis is recovered when pbirth = 1 and plength = 0.
Similarly, seasonal model 2 is recovered when pbirth = 0 and plength = 1.)
In our model framework we assume that any regulation of the birth rate and
breeding season is due entirely to silica. This is because we want to examine the
silica effect alone. A consequence of this is that for low values of plength and pbirth
(i.e. weak silica effects), there is insufficient control on the population, leading to
an unbounded increase in vole density. (This is an obviously unrealistic outcome;
see Appendix B for more details.) In practice, population pressure is manifested
in many different ways, and other forms of regulation will limit growth at high
densities.
Our aim is to assess the role of different types of seasonal forcing in driving multi-
year cycles. We therefore look at the division in parameter space between annual
and non-annual cycles, and also the behaviour of the non-annual cycles. Figure 5.4
shows the dominant periods of the cycles generated for a range of amax and lmax
values. It can be concluded that an increase in the maximum birth rate or the
maximum breeding season length induces multi-year cycles in general: as amax or
lmax is increased, there are fewer annual cycles (dark blue dots) and more multi-
year cycles, and greater cycle periods are attained. In addition, the cycles with the
longest periods are for high plength and low pbirth, i.e. when the silica has a strong
effect on the season length and a weak effect on the birth rate. Parameter plength
is more likely to promote multi-year cycles than pbirth. Combining the two seasonal
mechanisms has confirmed that variability in the season length is a more powerful
driver of cycles than variability in the birth rate.
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Figure 5.4: Dominant periods of the population cycles, for different parameter com-
binations. The uncoloured dots denote when the vole density increases without
bound (due to lack of regulation by silica; see Appendix B). After 490 years, the
densities are assessed at yearly intervals over 10 years. The difference between the
maximum and minimum densities is compared to 5% (chosen arbitrarily) of the
mean density. If the difference is smaller, then the cycles are deemed annual (dark
blue dots); if larger, they are non-annual. For the non-annual cycles, fast Fourier
transform is used to generate power spectra, from which the dominant period is
established. The periods considered are restricted to those that are factors of the
length of the time series data set processed. Therefore, in order to accurately cap-
ture the cyclic nature of the time series, we consider a range of different lengths of
data. We record the period with the largest associated power value for each data
length. These power values are scaled so that they can be compared, and the period
corresponding to the largest power value (after scaling) across all the range is said
to be the dominant period. Initial conditions are as for Figure 5.2.
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In order to establish the dominant period of the multi-year time series predicted
by the model, we use fast Fourier transform (this procedure is described in the legend
to Figure 5.4). Some examples of the cycles generated by the model are shown in
Figure 5.5. Each corresponds to a specific point from the grids of Figure 5.4. Figure
5.5(a) shows typical annual cycles (period = 1), and the other plots show multi-year
cycles of various periods. The fast Fourier transform procedure gives non-integer
periods for certain points, because it assigns an ‘average’ period. An example of
this is shown in 5.5(d). In this case there is a repeating pattern of a cycle of period
2 followed by a cycle of period 3. The repeating pattern is not exact, and so the
cycles are not of period 5. The average period of 2.5 represents / quantifies the
cyclic behaviour generated in this instance.
5.5.2 Extensions to the model
From the results described above we can conclude that variability in the breeding
season length (controlled by parameter plength) is a more significant driver of cycles
than variability in the herbivore birth rate (controlled by parameter pbirth). The
season length is dependent on S at a given “census date”, and the birth rate is
dependent on S at the present time. In an attempt to elucidate the reasons be-
hind our results, we consider an alternative seasonal model, where we set the birth
rate to depend on the inducible defence level S at the “census date”. Note that
this modification is not motivated by biological realism, but is done to further our
understanding of the model. Parameters pbirth and plength are defined in the same
manner as for the original seasonal model.
With this new framework, parameter pbirth has a similar effect to that of param-
eter plength. Figure 5.6 displays the dynamical predictions of this amended model in
plength−pbirth parameter space. Comparing this figure to the corresponding (bottom
middle) panel of Figure 5.4, one can see that the pattern is more symmetric for the
new model: there is a similar variation in both directions. To compare the effects
of the seasonal mechanisms in isolation, we compare the results of the model with
pbirth = 0 and plength = 1 to those with plength = 0 and pbirth = 1. Both cases give
multi-year cycles for similar values of the maximum birth rate, amax. This confirms
that in this new model set-up, a variable season length and a variable birth rate
have a similar impact on the cyclic behaviour of the system; parameter plength is no
longer the dominant driver of multi-year cycles.
These findings suggest that the mechanism by which the season length is deter-
mined is the important destabilising factor. The season length is dependent on the
inducible factor at a specific date, and is fixed for that year. When the birth rate is
defined in the same way, then it becomes a similarly powerful driver of multi-year
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(a) Annual cycles. Parameters: pbirth = 0.6,
plength = 0.7, amax = 0.5 and lmax = 10.
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(b) Average period: 3. Parameters: pbirth =
0.1, plength = 0.9, amax = 0.5 and lmax = 10.
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(c) Average period: 2. Parameters: pbirth =
0.8, plength = 0.7, amax = 0.8 and lmax = 6.
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(d) Average period: 2.5. Parameters: pbirth =
0.8, plength = 0.7, amax = 0.8 and lmax = 10.
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(e) Average period: 5. Parameters: pbirth =
0.1, plength = 0.9, amax = 1.1 and lmax = 10.
Figure 5.5: Examples of cyclic behaviour predicted by the model for different values
of the parameters pbirth and plength (characterising the strength of the silica effect),
amax (the maximum herbivore birth rate) and lmax (the maximum breeding season
length). Each example corresponds to a particular point on the grids of Figure 5.4.
Initial conditions are as for Figure 5.2 and solutions are shown after 450 years.
74
Chapter 5: A comparison of the dynamical impact of seasonal mechanisms in a
herbivore–plant defence system
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
plength
p b
irt
h
 
 
0 2 4 6
dominant period (years)
Figure 5.6: Dominant periods of the cycles produced in plength − pbirth parameter
space, with the vole birth rate dependent on the level of silica S at the “census
date” (as well as the breeding season length). In this figure, the maximum birth
rate amax = 1.1, and the maximum season length lmax = 8. The uncoloured dots
denote when the vole density increases unbounded (due to lack of regulation by
silica; see Appendix B). The numerical method used to determine the periods is
the same as is used in Figure 5.4, and the same initial conditions are used. This
figure should be compared to the bottom middle plot of Figure 5.4, which shows the
corresponding results for the original model set-up. In this figure, there is a more
symmetrical pattern; parameters plength and pbirth have more similar effects.
cycles.
The significance of the underlying mechanism has motivated a further extension
to our model. In order to make the model more realistic, we additionally experiment
with setting the vole birth rate and breeding season length to depend on the silica
S averaged over the previous month, as opposed to the silica level at one time
point only. The resulting patterns are similar to those in Figure 5.4 but periods are
generally lower. The overall conclusions are unaffected by this modification.
5.6 Discussion
In this study we explore and compare the effects of plant defence strategies in combi-
nation with seasonality on the population dynamics of a herbivore. We examine two
different mechanisms: firstly, with the herbivore birth rate dependent on the level
of plant defence; secondly, with the length of the breeding season dependent on the
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level of plant defence. Our results indicate that the means by which seasonality is
implemented is crucial. When the plant defence affects the breeding season length,
there is a significantly higher likelihood of multi-year cycles compared to when it
affects the birth rate.
We have parameterised our model for a specific system, namely field voles (Mi-
crotus agrestis) in Kielder Forest, Northern UK, and the silica content in the grass
(Deschampsia caespitosa) they feed on. The implication of our findings is that a
regulatory factor, silica in this instance, is important for the occurrence of multi-year
cycles if it affects the season length, but less significant if it affects the birth rate.
Our model includes a delay term representing the time taken for the inducible
plant defence to be produced after herbivory has occurred, in concurrence with both
experimental (Reynolds et al., submitted, a) and theoretical (Underwood, 1999)
studies. A delay is known to be a potentially destabilising factor (Haberman, 1977;
Underwood, 1999), and as a result we additionally considered the effects of changing
the delay length, and also the effect of removing this delay. We demonstrated that
our main conclusion, that a variable breeding season length is a more powerful driver
of multi-year cycles than a variable birth rate, holds irrespective of the delay in the
production of the inducible plant defence.
Seasonal variations are ubiquitous in natural systems, and can exert strong pres-
sures on population dynamics. Our findings highlight the complexity of the interac-
tion between seasonal forcing and the unforced dynamics. This has also been shown
in models of disease systems (Schwartz and Smith, 1983) and in predator–prey mod-
els (e.g. Kuznetsov et al., 1992; Rinaldi et al., 1993). Here we demonstrate that the
way in which seasonality is incorporated makes a significant difference to its effect
on the dynamics, and that it is therefore crucial in seasonal models to incorporate
patterns of forcing that most closely correspond to biologically realistic assumptions.
Changes in the length and intensity of the breeding season have been claimed
by some authors to be an epiphenomenon of rodent cycles, with little demographic
importance (Norrdahl and Korpima¨ki, 2002). In contrast, Smith et al. (2006) found
that variation in the breeding season length, with the length a function of past pop-
ulation densities, can give rise to realistic population cycles, demonstrating that a
variable breeding season length may have important implications for the population
dynamics of a system. Our model, with the additional effect of a plant defence mech-
anism, also predicts such population cycles and suggests that the breeding season
length can have a significant effect on population behaviour. In addition, seasonal-
ity is shown to be important in shaping the population dynamics of the grey-sided
vole (Clethrionomys rufocanus) in Hokkaido, Japan (Stenseth et al., 2003). In that
study, using both data and models, it is demonstrated that the length of winter
plays a key role in driving population cycles. Our findings, concerning a different
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vole species in a different location, are in agreement with this.
We have parameterised our model using empirical data on a specific herbivore–
plant defence system, and found that multi-year cycles can be generated for realistic
parameters. In particular, we have shown that seasonality can give rise to cycles of
similar periodicity to those seen in the field (Lambin et al., 2000). This result lends
support to the hypothesis that inducible plant defences may contribute to cyclic
fluctuations, and is consistent with previous theoretical studies on other systems
(Lundberg et al., 1994; Underwood, 1999). The model of Lundberg et al. (1994)
typically generates damped oscillations, and they speculate that seasonal perturba-
tions may play a significant role in the maintenance of population cycles. Our work
confirms the importance of seasonality in achieving population cycles resembling
those seen in nature.
It should be noted that we have used data from greenhouse experiments to
parameterise some components of this model. An important next step is to use field
data to obtain parameter values, once this becomes available. In addition, a possible
extension is to take the same model framework and reparameterize for a different
herbivore–plant defence system.
Our work highlights the complexity of the role seasonal forcing plays in shaping
population dynamics. We have found that seasonality can have dramatic dynamical
effects, and that this is strongly dependent on the type of seasonal mechanism. For a
given ecological system, the elucidation of the seasonal mechanism involved is critical
in order for the seasonal effects to be determined. The prospect that global climate
change will rapidly modify current seasonal patterns provides further motivation for
research into seasonality and its effects.
5.7 Appendix A
In this appendix we determine the parameter values for which the trivial steady
state (H,S) = (0, S0) is stable, using Floquet theory. At the trivial steady state the
herbivore birth rate will be at its maximum amax in the breeding season. Let a(t)
represent the seasonal birth rate in this case. Then
a(t) =
{
amax in the breeding season
0 in the non-breeding season.
(5.3)
Thus a(t) is periodic with period 12 months.
Firstly, linearising the system (5.1) and (5.2) with (5.3) about the trivial steady
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state gives
dH
dt
= (a(t)− b)H(t) (5.4)
dS∗
dt
= −cS∗(t) (5.5)
where S∗(t) = S(t)− S0. The solution of equation (5.4) depends on the season:
H(t) =
{
m1e
(amax−b)t in the breeding season
m2e
−bt in the non-breeding season
where m1 and m2 are constants. The solution of equation (5.5) is
S∗(t) = m3e
−ct
in both seasons, where m3 is a constant.
We now seek a fundamental matrix for this system. To be specific, consider the
solution over 12 months starting at the beginning of the non-breeding season. Initial
conditions (H(0), S∗(0)) = (0, 1) give m3 = 1 and S
∗(12) = e−12c. Also, m2 = 0
so H = 0 at the end of the non-breeding season, which is the start of the breeding
season also. Therefore m1 = 0 and H(12) = 0.
Starting at (1, 0) gives m3 = 0 and S
∗(12) = 0. Also, m2 = 1 so H(t) = e
−bt in
the non-breeding season. At the end of the non-breeding season, and the start of
the breeding season, t = 12−l. At the trivial equilibrium, the season length l will
be at its maximum, lmax. So
H(12− l) = e−b(12−lmax) = m1e(amax−b)(12−lmax)
⇒ m1 = e
−b(12−lmax)
e(amax−b)(12−lmax)
= e−amax(12−lmax)
and
H(12) = e−amax(12−lmax)e12(amax−b) = eamaxlmax−12b.
A fundamental matrix, denoted here by M , is therefore
M =
[
0 1
1 0
]
−1 [
0 eamaxlmax−12b
e−12c 0
]
=
[
e−12c 0
0 eamaxlmax−12b
]
with eigenvalues
µ1 = e
−12c and µ2 = e
amaxlmax−12b.
Floquet theory implies that the condition for the trivial steady state to be stable
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is that both | µ1 |< 1 and | µ2 |< 1. Since µ1 < 1 always holds, the condition for
stability is
µ2 < 1, i.e. amaxlmax − 12b < 0, i.e. amaxlmax < 12b.
This is the required condition.
5.8 Appendix B
In this appendix we determine the parameter values for which the vole density
H →∞. For large H , the equations become, to leading order,
dH
dt
= (a(t)− b)H(t) (5.6)
dS
dt
= K + cS0 − cS(t). (5.7)
The silica level will be at its maximum to leading order for large H , so the breeding
season length and birth rate will be at their minimum values. Therefore
a(t) =
{
amax(1− pbirth) in the breeding season
0 in the non-breeding season
and the breeding season length is lmax(1− plength). The solution of equation (5.6) is
then
H(t) =
{
m4e
(amax(1−pbirth)−b)t in the breeding season
m5e
−bt in the non-breeding season
where m4 and m5 are constants. Therefore, the solutions of equation (5.6) will tend
to infinity if and only if
(amax(1− pbirth)− b) lmax(1− plength)
12
− b(12− lmax(1− plength))
12
≥ 0
⇔ lmax(1− plength)amax(1− pbirth) ≥ 12b.
When this inequality holds the silica effects are too weak to self-regulate; there
is not enough control on the herbivore population by silica. In real systems, other
factors will regulate the herbivore population, for example the spread of disease may
increase and resources may become limited at very high population densities.
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A comparison between seasonal
forcing in a herbivore–plant and a
predator–prey model
In the preceding chapter, we considered a herbivore–plant defence system, giving
voles and silica as a specific example. Our findings indicate that a variable breeding
season length is a more powerful driver of multi-year cycles than a variable herbivore
birth rate. In this chapter, we aim to determine whether a variable season length is
important when other factors can affect population density.
In the first section of this chapter, we consider the vole–silica model of Chapter
5 with a modified method of representing a variable season length: we change the
model so that the breeding season length is no longer dependent on silica. We
next examine a vole–predator model, and compare the influences of predation and
variability of season length on the dynamical behaviour. Our objective is to assess
the relative impact of a variable season length in these two different systems.
There has been much debate in the literature over the relative importance of food
resources and predation in the regulation of herbivore populations. Much data seems
to suggest that trophic interactions are the major determinants of cyclic dynamics
(Stenseth, 1999; Turchin, 2003), yet there are conflicting views on whether predation
or food resources is the significant factor. Vole population cycles have traditionally
been thought to reflect interactions with predators (Korpima¨ki and Krebs, 1996),
and many studies have supported the idea that predation causes vole cycles, and
argued against the importance of food resources in cycling (e.g. Henttonen et al.,
1987, Klemola et al., 2000a; Klemola et al., 2003). In contrast, other studies have
concluded that predation is not the cause of vole cycles (Graham and Lambin, 2002),
and instead it is the interaction between the voles and their food that is the key
driver (e.g. Agrell et al., 1995; Massey et al., 2008). In view of this debate, it seems
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appropriate to consider predation as the second factor / regulatory influence in this
chapter.
Our findings indicate that while in the modified vole–silica model a variable
season length promotes multi-year cycles more significantly than a variable birth
rate, in the vole–predator system, the predation effect is a more powerful driver of
multi-year cycles than a variable season length.
6.1 Herbivore–plant defence model
In the first instance, we look at the vole–silica model as described and analysed
in Chapter 5, but change what determines the breeding season length. We amend
the model set-up in this way to enable a comparison of the impacts of different
population interactions in a consistent framework; this modification allows us to
study the dynamical effects of silica and also of an alternative factor. The vole–
silica model was developed to represent the interaction between vole density and
the silica in the grass they consume, and was motivated by empirical evidence that
this interaction has the potential to drive vole population oscillations (Massey and
Hartley, 2006; Massey et al., 2008). Grass produces an elevated level of silica in
response to herbivory by voles (Massey et al., 2007a). Silica has been proposed as
the primary defence in many grasses (Massey et al., 2007b).
Vole reproduction can be negatively affected by previous high population density
(Agrell et al., 1995). Recall that the vole–silica model of Chapter 5 is parameterised
for the particular case of field voles (Microtus agrestis) in Kielder Forest, Northern
UK. There is evidence from Kielder that the timing of the onset of the vole repro-
ductive season is correlated with the population density at the start of the previous
season (Ergon et al., 2011), and, furthermore, that this relationship is important
in the generation of vole population cycles (Smith et al., 2006). In light of this,
we set the breeding season length to be dependent on vole density at the start of
the previous breeding season. Note that in the previous chapter we were testing
the hypothesis that silica was the mechanism behind the correlation between past
vole density and breeding season length, but here we model directly the (delayed)
density-dependence.
This modified vole–silica model is as follows:
dV
dt
= a(S(t), t)V (t)− bV (t) (6.1)
dS
dt
=
K(V (t− τ))2
V 20 + (V (t− τ))2
+ cS0 − cS(t) (6.2)
where V represents the vole density and S the silica level. The parameters in the
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model remain the same as in the model described in Chapter 5 (equations (5.1) and
(5.2)), with V0 = H0. During the breeding season, the vole birth rate is dependent
on S (as shown in Figure 6.1(a), and as in the model described in Chapter 5); in the
non-breeding season, the birth rate a = 0. The breeding season length is dependent
on V at the start of the previous breeding season (Figure 6.1(b)). We denote by
amax and amin the maximum and minimum birth rates respectively. Similarly, lmax
and lmin are the maximum and minimum breeding season lengths respectively.
Figure 6.1: (a) Vole birth rate a as a function of silica S and (b) vole breeding season
length l as a function of the vole population density V at the start of the previous
breeding season.
Thus in this model, silica affects the vole birth rate during the breeding season,
and the length of the breeding season is determined by past vole density. We use
two parameters, plength and pbirth, to characterise the seasonal effects, both taking
values in [0, 1], where pbirth is the strength of the silica effect on the vole birth rate
and plength the extent of the variability in the season length. These parameters are
defined such that
amin = amax(1− pbirth)
lmin = lmax(1− plength).
For the other parameters in the model, we use the same estimates as described in
Chapter 5. Recall that these estimates are based on a combination of greenhouse
and field data.
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6.1.1 Results
We solve equations (6.1) and (6.2) numerically across a range of values of pbirth
and plength. Due to the seasonal forcing, the solutions are cyclic, with either annual
or multi-year cyclicity. (Note that multi-year cyclicity can include quasi-periodic
or chaotic solutions.) The dominant period of these cycles is determined, and the
results for three values of the maximum birth rate amax are illustrated in Figure
6.2. The unfilled dots indicate when there is unbounded increase of vole population
density. This occurs for low values of pbirth and plength, as in this case there is a lack
of sufficient regulation of the population (see Subsection 5.5.1 and Section 5.8 for
further details). The axes of these plots are significant: along these, only one effect
is influencing the dynamics.
When amax = 0.5, there are annual cycles (dark blue dots) for the majority of
parameter space. Multi-year cycles are generated for high values of plength and low
values of pbirth. In the plots for amax = 1 and 1.5, the cycles with the longest periods
occur for high plength and low pbirth. In general, an increase in the variability of the
season length leads to a greater likelihood of multi-year cycles, and a lengthening
of the period of the cycles; an increase in the variability of the birth rate has the
opposite effect. Therefore a variable season length is a more powerful driver of
multi-year behaviour. These results, with this modified method of representing a
variable season length, are consistent with those of the previous chapter.
In this modified model, the breeding season is not linked to silica content. The
advantage of this is that we can assess, in a consistent manner, the impact of a
variable breeding season when a different factor affects the vole population dynamics.
Above we explored the impact of a plant defence (silica) on vole dynamics, and next
we consider the impact of predation.
6.2 Predator–prey system
To test whether our findings hold more widely, we now move on to exploring seasonal
mechanisms in a different system. We consider a predator–prey model, and assess
the relative importance of the predation effect and the variability of breeding season
length in driving multi-year cycles.
Predation is an established cause of population cycling in prey species. There is
substantial evidence that the interaction between voles and their mustelid predators
drives the vole population oscillations observed in Fennoscandia (e.g. Henttonen et
al., 1987; Hanski et al., 1993, 2001; Hanski and Henttonen, 1996, 2002). However, in
other geographical areas less of a consensus exists, and also there have been influen-
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Figure 6.2: Dominant periods of the cycles produced by the vole–silica model (equa-
tions (6.1) and (6.2)), for different parameter combinations. The uncoloured dots
denote when the vole density increases unbounded (due to lack of regulation). After
490 years, the densities are assessed at yearly intervals over 10 years. The difference
between the maximum and minimum densities is compared to 5% (chosen arbitrar-
ily) of the mean density. If the difference is smaller, then the cycles are deemed
annual (dark blue dots); if larger, they are non-annual. For the non-annual cycles,
fast Fourier transform is used to generate power spectra, from which the dominant
period is established. For more details of this method, see the legend to Figure 5.4.
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tial reviews that have concluded that predation is not driving the oscillations in some
cases (Chitty, 1960; Krebs and Myers, 1974; Taitt and Krebs, 1985). Additionally,
results of experiments conducted by Graham and Lambin (2002), involving the ex-
perimental reduction of weasel (Mustela nivalis) density through trapping, indicate
that predation is not sufficient to drive population cycles of field voles in Kielder
Forest. Therefore, although predation is not believed to be universally important
in causing population cycles, it nonetheless has the potential to significantly impact
the dynamics of vole populations.
We model a predator–prey system as follows:
dV
dt
= A(t)V (t)− ppred V (t)
V (t) + V0
P (t)− dV (t) (6.3)
dP
dt
= δppred
V (t)
V (t) + V0
P (t)− cP (t) (6.4)
where V is the prey density and P the predator density. A(t) is the seasonal prey
birth rate (0 in the non-breeding season and taking a constant value a in the breeding
season). The season length is defined in the same way as for the vole–silica model
described in Section 6.1: the season length is dependent on V at the start of the
previous season, as shown in Figure 6.1(b). Parameter plength characterises the
variability of the season length. The natural death rate for the prey is d, and for the
predator is c, and δ is the conversion rate of predation to new births. The predation
term
ppred
V (t) + V0
is the functional response of the predators to changes in the prey density. The
parameter ppred is a measure of the extent to which the prey are affected by predation,
i.e. the strength of the predation effect.
In the previous section, silica affected the vole birth rate. Here, predation affects
the vole death rate. Using this model we intend to examine and compare the dy-
namic effects of predation and of a variable breeding season length on cyclic voles.
Our previous findings show that a variable breeding season length gives a greater
likelihood of multi-year cycles than a variable birth rate. Our objective here is to
determine whether a variable season length is a more important driver of multi-year
cycles than predation.
We choose parameter values based on the field vole (M. agrestis)–weasel (M.
nivalis) interaction. The estimate for the vole death rate is chosen to be the same as
in the previous section, and as given in Chapter 5: 0.22 per month. We also choose
to use the same value for V0 as used previously. Annual mortality for weasels is
77.5% (King, 1989), so e−c = 0.225, which gives an estimate of the predator death
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rate of c = 1.49 per year or c = 0.12 per month. When prey are abundant, female
weasels can have two litters per season; there is an average of six young per litter,
and the average of three females in the first litter can breed themselves in the same
season (King, 1989). This gives a maximum per capita productivity of 15 per year,
so that the maximum per capita predator birth rate (δppred) is 0.23 per month. We
look at a range of ppred values and choose the value of δ to ensure δppred is equal to
0.23 for a ppred value within the range covered. We fix δ = 0.52 in this study.
6.2.1 Region in parameter space where V →∞
In a similar manner to the vole–silica model (Chapter 5; Section 6.1), we do not
include a carrying capacity / crowding effect in the predator–prey model (equations
(6.3) and (6.4)). We assume that any regulation on the prey population is by preda-
tion (controlled by ppred) or by a change in the season length (controlled by plength),
and this allows an assessment of the relative impact of these factors. Additionally,
the vole carrying capacity is notoriously difficult to estimate empirically (O’Mahony
et al., 1999). As a result, there are instances when the vole density increases without
bound. We seek the region in parameter space for which this occurs, in order to
exclude it from our analysis. (This is less straightforward than for the model in
Chapter 5, due to the nonlinearity of the vole equation.) For large V , the model
equations become, to leading order:
dV
dt
= (A(t)− d)V (t)− ppredP (t) (6.5)
dP
dt
= δppredP (t)− cP (t) (6.6)
where A(t) = a in the breeding season and 0 otherwise. As V is large, the leading
order breeding season length is the minimum possible value, lmax(1−plength). There
are two cases to consider: δppred < c and δppred > c.
δppred < c:
δppred < c ⇒ P → 0, and so V → ∞ if and only if almax(1 − plength) ≥ 12d (by a
similar calculation to that in Section 5.8).
δppred > c:
δppred > c ⇒ P → ∞. So if a < d then V remains finite. However, more work is
required if a > d.
To determine the outcome when a > d and δppred > c, let us consider the solutions of
equations (6.5) and (6.6) over 12 months, starting at the beginning of the breeding
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season. Let t∗ be the end of the breeding season (and the start of the non-breeding
season). Then t∗ = lmax(1− plength).
The solution of equation (6.6) is P (t) = P (0)e(δppred−c)t. So
dV
dt
= (A(t)− d)V (t)− ppredP (0)e(δppred−c)t.
Between t = 0 and t = t∗, A(t) = a, and therefore
V (t) =
ppredP (0)
a− d− δppred + ce
(δppred−c)t − ppredP (0)C1e(a−d)t
where C1 is a constant of integration. Between t
∗ and t = 12 months, A(t) = 0, and
thus
V (t) =
ppredP (0)
d− δppred + ce
(δppred−c)t − ppredP (0)C2e(−d)t.
Using the above solutions and applying continuity at t = t∗ gives
V (12)
P (0)
− e
−12d+at∗V (0)
P (0)
= ppredΦ (6.7)
where
Φ =
e12(δppred−c)
−d − δppred + c − e
−12de(δppred−c+d)t
∗
(
1
−d− δppred + c −
1
a− d− δppred + c
)
− e
−12d+at∗
a− d− δppred + c
(this is always negative for relevant parameter values). We seek the region in pa-
rameter space where ratio V (12)/V (0) ≥ 1 (⇒ V (12) ≥ V (0) ⇒ V →∞).
The two terms on the left hand side of equation (6.7) are large. Therefore to
leading order as V → ∞, V (12) − e−12d+at∗V (0) = 0, which gives V (12)/V (0) =
e−12d+at
∗
. Therefore
V (12)/V (0) ≥ 1⇒ e−12d+at∗ ≥ 1⇒ −12d+ at∗ ≥ 0
⇒ −12d+ almax(1− plength) ≥ 0. (6.8)
Note that this inequality is dependent on a and plength, but not ppred. If a < d, then
(6.8) never holds (as lmax ≤ 12 and plength ≤ 1), so this one condition defines the
region to be excluded for all cases.
We can also numerically analyse equation (6.7). The ratio V (12)/V (0) can be
calculated for a range of parameter values, and the region in parameter space where
V (12)/V (0) ≥ 1 can be determined. This region is independent of the strength
87
Chapter 6: A comparison between seasonal forcing in a herbivore–plant and a
predator–prey model
of predation, ppred, in agreement with the above calculation. Due to this indepen-
dence, we can focus on plength − a parameter space. Figure 6.3 shows numerical
results plotted in this parameter plane, with the line −12d+ almax(1− plength) = 0
superimposed. Thus the derived result (6.8) is confirmed by numerical testing. The
vole density will tend to infinity for large a and small plength.
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Figure 6.3: Isolating the region in plength−a parameter space where vole density tends
to ∞, for representative values of other parameters. The coloured squares indicate
the value of the ratio V (12)/V (0), as calculated from equation (6.7): blue denotes
that V (12)/V (0) ≥ 1; orange denotes that V (12)/V (0) < 1. When V (12)/V (0) ≥ 1,
then the vole density tends to ∞. The red line is −12d + almax(1 − plength) = 0,
correctly separating the region to be excluded.
To summarize, the condition for population density remaining finite is almax(1−
plength) < 12d, and we exclude other parameter combinations from our considera-
tions. Vole density tending to infinity is an obviously unrealistic outcome, and thus
we are excluding an unrealistic parameter regime.
6.2.2 Results: Determinant of multi-year cycles
We now examine whether variability of season length or variability of prey removal
by predation is the more likely cause of multi-year cycles. Equations (6.3) and (6.4)
are solved across a range of values of plength and ppred, for three different values of
the vole birth rate a; the results are illustrated in Figure 6.4. As previously, the
unfilled dots correspond to solutions where vole density increases without bound,
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due to lack of regulation, and are thus excluded (as explained in Subsection 6.2.1).
Note that while our aim is to compare this system to that described in the last
section, the values of a used in Figure 6.4 are different from the amax values used
in Figure 6.2. For this predator–prey model, the vole density will increase without
bound (i.e. there will be unfilled dots) for more than half of the parameter space,
for values of a above 0.528. We therefore use lower values of a than the amax values
used in Figure 6.2, so that non-excluded solutions are well represented. In other
ways, we have attempted to set up this model framework so that it can be fairly
compared to that of the vole–silica system, for example by using the same values
for parameters V0 and the natural vole death rate.
As the season length variability increases (i.e. plength increases), there is in general
a shortening of cycle periods. For this system, plength is not driving multi-year cycles.
Indeed, for a = 0.3 and a = 0.35, the parameter plength has little effect on the
transition from annual cycles (dark blue dots) to multi-year cycles. In contrast, as
the predation strength increases (i.e. ppred increases), the cycle periods consistently
get longer. Any annual cycles become multi-year cycles with an increase in ppred.
Hence our model predicts that a variable breeding season length is not the important
driver of multi-year cycles in all systems; in this case, it is the predation strength
that most powerfully promotes multi-year cyclic behaviour.
When the predation effect is strong, the cycles predicted by the model have
relatively long periods. These cycles feature intervals of very low vole density sepa-
rated by peaks in population density (Figure 6.5). Both predator and prey densities
drop to low values, and then there is a gradual build up of prey density before the
next crash in population numbers. These cycles show behaviour very different to
those produced by the vole–silica model; for example, compare Figure 6.5 with the
vole–silica cycles illustrated in Figure 5.5: the vole–silica cycles do not show such
extended intervals of very low vole density, nor such sharp decreases in vole num-
bers. This result highlights that predation can have a powerful impact on the prey
dynamics.
6.3 Discussion
For the vole–silica interaction, our results suggest that a variable season length
is a significant driver of multi-year cycles in population density. This model was
parameterised for the field vole population in Kielder Forest. From our results we
can therefore predict that the vole population cycles in Kielder Forest are sensitive
to changes in the season length. Field evidence from Kielder Forest is consistent with
this prediction: changes in the vole population cycles over time have been noted,
and attributed to climatic changes that have caused shorter winters (Bierman et
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Figure 6.4: Dominant periods of the cycles produced by the vole–weasel model
(equations (6.3) and (6.4)), for different parameter combinations. The uncoloured
dots denote when the vole density increases unbounded (due to lack of regulation).
After 490 years, the densities are assessed at yearly intervals over 10 years. The
difference between the maximum and minimum densities is compared to 5% (chosen
arbitrarily) of the mean density. If the difference is smaller, then the cycles are
deemed annual (dark blue dots); if larger, they are non-annual. For the non-annual
cycles, fast Fourier transform is used to generate power spectra, from which the
dominant period is established. For more details of this method, see the legend to
Figure 5.4. Parameter values are as given in the main text.
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Figure 6.5: Population densities of vole and predator with a strong predation effect
(‘high’ ppred). Parameters are: a = 0.35, plength = 0.3, ppred = 1, and other parame-
ters as given in the main text. Initial conditions are: V = 30 and P = 3 per hectare
for t = 0. Solutions are shown after 400 years. Note the intervals of very low vole
density.
al., 2006). Changes are reported to have taken place in the amplitude, periodicity,
and synchrony of the cycles over the study period (1984–2004). Population density
estimates indicate that the variability in vole densities in the spring has decreased,
whereas the variability in autumn densities has remained relatively constant. The
vole dynamics appear to have become less strongly cyclic over time; in the early part
of the study period, there is clear multi-year cycling, but towards the end annual
cyclicity is the more dominant pattern (Figure 6.6). Over the same time period,
the number of days with ground snow cover over the winter in Kielder decreased
significantly. Shorter winters correspond to a reduction in the value of the parameter
plength in our model. Our theoretical results indicate that this leads to a decreased
likelihood of multi-year cycles, consistent with the observation of the change in
periodicity in the field.
The second model described in this chapter has predicted that in a vole–weasel
system, the interaction with the predator has a stronger influence on the population
dynamics than a variable season length. Many studies have investigated predation
as a mechanism for vole cycles, particularly for the regular and pronounced multi-
year vole cycles in Fennoscandia. Vole populations in this region often show cycles
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Figure 6.6: Estimated seasonal log densities (mean ± SE) (voles per hectare) of
the field vole population in Kielder Forest from 1984 to 2004. Triangles show the
summer densities, squares show autumn densities, and circles show spring densi-
ties. Reproduced with permission of The University of Chicago from Bierman et al.
(2006). Copyright 2006 by The University of Chicago.
of three to five years (Korpima¨ki and Krebs, 1996). There is strong seasonal forcing
in boreal and arctic regions. Our results suggest that even for such pronounced
seasonality, it will be the interaction with the predator that is the main driver of
multi-year cycles. In Fennoscandia, the view that specialist predation causes cycles
has been well developed and is richly supported (e.g. Henttonen et al., 1987; Hanski
et al., 1993, 2001; Hanski and Henttonen, 1996, 2002). For instance, predator
exclusion experiments (Klemola et al., 2000a and references therein) support the
idea that predation is a key contributor to cycles. Our findings imply that climate
change should not have a strong effect on Fennoscandian vole cycles; the empirical
data on this is inconclusive (Ims et al., 2008; Brommer et al., 2010). The least weasel
(M. nivalis) and the field vole (M. agrestis) are considered to be the key specialist
predator and the key prey species in the multispecies communities in the boreal
forest region in Fennoscandia (Hanski et al., 2001), and are the species studied in
this chapter.
The predation exclusion experiments mentioned above show that predator re-
moval disrupts the multi-year cyclic pattern. In our model, the removal of predators
can be modelled by setting the strength of predation ppred = 0. For certain param-
eter values, our model predictions support the experimental findings. For example,
in Figure 6.4, for a = 0.35 there are multi-year cycles, of a similar period to those
seen in Fennoscandia, for large ppred values, but only annual cycles for ppred = 0.
However, this result does not apply for all parameters: for instance, for a = 0.4
multi-year cycles are seen for most values of plength when ppred = 0.
We can conclude that the relative impact of a variable season length on vole
population dynamics is not the same in all cases; in particular, a variable season
length is not always the dominant regulator of cycles. For a vole–silica system, we
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find that a variable season length is an important driver of multi-year cycles, and has
a greater effect than a variable birth rate dependent on silica. In contrast, in a vole–
predator system, our results indicate that a variable season length is not a driver of
multi-year cycles, and the strength of the predation effect is more significant.
In the vole–silica model, the parameter pbirth only has an effect during the breed-
ing season. It controls the strength of the silica effect on the birth rate within the
breeding season. As a result, its influence is contingent on the parameter plength,
which controls the variability of the breeding season length. Thus plength determines
when pbirth has its effect. This is a possible explanation as to why plength is the most
powerful parameter in terms of driving multi-year cycles in the vole–silica model.
In the vole–predator model, the parameter ppred, the strength of predation, has an
effect throughout the year, and is therefore not contingent on parameter plength in
the same way. As an experiment, we set the predation term of the vole–predator
model (in equation (6.3)) to be seasonal, i.e. the term
−ppred V (t)
V (t) + V0
P (t)
is set to 0 in the non-breeding season. This is not intended to be representative
of a real system, but an artificial set-up to test a hypothesis. The results for vole
birth rate a = 0.4 are shown in Figure 6.7; the longest period here is for high plength
and high ppred. This figure should be compared to the bottom panel of Figure 6.4,
which is the corresponding figure with non-seasonal predation; all parameters are
the same in these figures, and the only difference is the addition of seasonality in
the predation term for Figure 6.7. When the extent of the influence of parameter
ppred is dependent on the breeding season length, which is controlled by parameter
plength, then plength has a more significant effect.
6.3.1 Future work
Our predator–prey model assumes that the predator is a specialist, and so only
feeds on voles. To extend this work, one could consider a generalist predator, having
alternative food sources, either instead of or as well as the specialist. Small mustelids
like the least weasel are examples of specialists, while avian predators are examples
of generalists. Both types of predator operate in Kielder Forest and in Fennoscandia,
and so considering a generalist predator would be an appropriate addition to the
model. In Kielder Forest, avian predators include kestrels, short-eared owls and
tawny owls. Predation by these is significant: for example, tawny owls, the most
abundant vole-eating raptor in this area, have the potential to remove around 11%
of the standing population of voles in low vole years, and 14% in high vole years
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Figure 6.7: Dominant periods of the cycles produced by the vole–weasel model
with a seasonal predation term, for different values of plength and ppred. The same
procedure is used to determine period length as is used for Figure 6.4, and the same
parameter values are used. This figure should be compared with the bottom panel
of Figure 6.4, which is the corresponding result with a non-seasonal predation term.
(Petty et al., 2000).
We have looked at two different systems, namely herbivore–plant defence and
predator–prey, and have concluded that a variable breeding season length has dif-
ferent effects on population dynamics in the two cases. An interesting extension
would be to look at a disease model (host–parasite), and examine the relative in-
fluence of seasonality mechanisms in that framework. A wide variety of pathogens
have been detected in vole populations (e.g. Fichet-Calvet et al., 2003; Bown et
al., 2004), and there is evidence that interactions with disease can contribute to
vole population oscillations (Soveri et al., 2000; Cavanagh et al., 2004). Smith et al.
(2008) model disease effects on vole population dynamics, with a seasonal birth rate,
and parameterize for cowpox virus in the cyclic field vole (M. agrestis) populations
of Kielder Forest. Their model predictions suggest that disease has the potential
to cause multi-year cyclicity. Further analysis that examines the interplay between
infectious disease and seasonality would therefore be warranted.
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Discussion
In this thesis, mathematical modelling is used to examine potential drivers of pop-
ulation dynamical behaviours. There is a focus on population cycles, a term used
to describe periodic fluctuations in abundance. Population cycles are commonly
observed in nature, and yet their causes are not always clear. Examples of impor-
tant cycling systems that are prominent in the literature include microtine rodents
(e.g. Hanski and Henttonen, 2002), and forest insects (e.g. Berryman, 1996). A wide
range of factors have been attributed to promoting such cyclic dynamics (Berryman,
2002; Turchin, 2003), including trophic interactions, disease, and maternal effects.
In this study, we consider several mechanisms that may contribute to population
cycles in natural systems; broadly, these are changes to resistance due to infection
risk and the interplay between trophic interactions and seasonality.
Comprehensive discussions of the findings of this thesis are presented in previous
chapters. Here we provide a general overview of the work and highlight potential
areas for future research.
7.1 Density-dependent effects on disease resistance
Chapter 2 explores the implications of density-dependent prophylaxis (DDP) for
the population dynamics of a host–pathogen system. DDP describes an increase
in the level of pathogen resistance with host population density, in response to the
increased risk of infection. We show that DDP can either reduce or increase the
tendency of the populations to cycle, depending on the delay in the onset of DDP.
Thus this delay is critical. Our result indicates that it is essential to either estimate
the delay in biological systems or vary the delay in mathematical models in order
to understand the dynamical influence of DDP.
The results presented in Chapter 3 show that a time delay can cause complex
patterns in parameter space. The destabilising influence of a delay is well known
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(e.g. Haberman, 1977). However, in some cases a delay can be stabilising (e.g.
Beddington and May, 1975). In our system, we find that a delay can be both
destabilising and stabilising.
The modelling philosophy used in the work on DDP could be modified to con-
sider a different mechanism in which density affects host resistance to infectious
disease; by extending our work we could examine the population dynamical conse-
quences of maternal effects. This is when the environment of the mother influences
the characteristics of the offspring. Maternal effects have been identified in a wide
range of organisms, including several species of forest Lepidoptera (Ginzburg and
Taneyhill, 1994 and references therein). There is evidence that maternal effects may
contribute to population fluctuations, for example in microtine rodents (Inchausti
and Ginzburg, 1998). A model could be constructed to assess the impact of maternal
effects acting on offspring disease resistance. In this case the level of disease resis-
tance is determined not by the environment that the individual itself experiences
(as with DDP), but by the environment experienced by the mother. If born into
a high density environment, the offspring will have an increased level of resistance,
which remains constant throughout its life. This is in contrast to the DDP case,
where resistance is plastic throughout the life of the host. It would be interesting to
compare the population dynamical consequences of these two scenarios.
7.2 Seasonality and trophic interactions
In the latter part of the thesis, we develop and analyse a model representing the
interaction between herbivores and a plant defence mechanism. We focus on a
specific population of herbivores, namely field voles (Microtus agrestis) in Kielder
Forest, Northern UK. These voles undergo regular multi-year population cycles.
The main food of this vole population is the grass species Deschampsia caespitosa.
This grass responds to herbivory by increasing its levels of silica. Our modelling
aims to test the hypothesis that the interaction between voles and silica contributes
to the oscillatory nature of the vole dynamics. The work presented in Chapter 4
highlights how evidence gained from empirical experiments can be combined with
theoretical modelling techniques to formulate hypotheses on the determinants of
population behaviour. In particular, laboratory experiments on the silica induction
response are used to fit the response of silica to herbivores in model systems. This
can be combined with data from field measurements to produce best fit parameters,
and the resulting theoretical analysis indicates that silica production in response to
herbivory could cause cycles similar to those observed in the field. This highlights
how interdisciplinary work that generates theory based on empirical evidence can
increase our understanding of key population drivers of natural systems. The silica–
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vole interaction is the focus of current field experiments and future work would
modify the model structure and parameters to reflect new information generated by
these studies.
A key environmental factor that is experienced by vole populations is that they
are subject to seasonal forcing with a defined breeding and non-breeding season.
The manner in which seasonality impacts on vole life-history is uncertain, and so in
Chapter 5 we examine the relative importance of different seasonal mechanisms. We
conclude that in this system, a variable breeding season is a more significant driver
of multi-year cycles than a variable birth rate. Hence we demonstrate that the way
in which seasonality is incorporated makes a significant difference to its effect on
the dynamics. It is therefore crucial in seasonal models to incorporate patterns of
forcing that most closely correspond to biologically realistic assumptions.
In Chapter 6, we develop a vole–predator model, and compare the impact of a
variable breeding season and predation. We conclude that in this case predation
is the more important driver of multi-year population cycles. Thus our findings
demonstrate that a variable season length is not always the dominant regulator of
cycles.
The seasonal model of vole populations could be extended in several ways. We
consider a specialist predator in this model framework, meaning that the predator
feeds only on the voles. An interesting extension to this work would be to consider
instead a generalist predator, i.e. one with alternative food sources. (For an example
of a model incorporating the action of generalist predators see Turchin and Hanski
(1997).) Voles are also known to be hosts for many infectious diseases (e.g. Fichet-
Calvet et al., 2003; Bown et al., 2004) and studies have indicated that infectious
disease may promote population cycles by delaying reproduction (Smith et al., 2008).
This effect could be incorporated into a similar framework to that used for silica
and predation to provide a comprehensive view of the interplay between seasonality
and other potential drivers of population cycles.
Our work highlights the complexity of the role played by seasonal forcing in
shaping population dynamics. Our study has been motivated by specific systems
but the findings produce hypotheses that are relevant in general. We find that sea-
sonality can have dramatic dynamical effects, and that this is strongly dependent
on both the type of seasonal mechanism and the particular system modelled. With
the prospect that global climate change will modify current patterns of seasonality,
it is critical to understand the impact of seasonal forcing on population dynamics.
Climate change is projected to have dramatic effects on species abundance and dis-
tribution (IPCC, 2007). In particular, climatic changes have already had an impact
on population cycles and outbreaks, and this is predicted to continue (IPCC, 2007).
One example is the massive outbreak of spruce bark beetles (a serious insect pest) in
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Alaska, which caused significant mortality of trees. Also, fluctuations in fish abun-
dance are increasingly regarded as a biological response to climatic effects on the
ocean. As discussed in Chapter 6, changes over time in the vole population cycles
in Kielder are attributed to climatic changes (Bierman et al., 2006). Using seasonal
models such as those described in this thesis, it may be possible to predict the future
effects of climatic changes.
In conclusion, our study of the populations described in this thesis has provided
important insights into the mechanisms driving population cycles in nature. It is
vital that these underlying mechanisms are understood if we are to manage and
control future population levels.
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