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ABSTRACT
We consider answering queries on data available through access
methods, that provide lookup access to the tuples matching a given
binding. Such interfaces are common on the Web; further, they of-
ten have bounds on howmany results they can return, e.g., because
of pagination or rate limits. We thus study result-bounded methods,
which may return only a limited number of tuples. We study how
to decide if a query is answerable using result-bounded methods,
i.e., how to compute a plan that returns all answers to the query us-
ing the methods, assuming that the underlying data satisfies some
integrity constraints.We first show how to reduce answerability to
a query containment problem with constraints. Second, we show
“schema simplification” theorems describing when and how result
bounded services can be used. Finally, we use these theorems to
give decidability and complexity results about answerability for
common constraint classes.
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1 INTRODUCTION
Web services expose programmatic interfaces to data.Many of these
services can be modeled as an access method: given a set of ar-
guments for some attributes of a relation, the method returns all
matching tuples for the relation.
Example 1.1. Consider a Web service that exposes university em-
ployee information. The schema has a relation Prof(id, name, salary)
and an access method pr on this relation: the input to pr is the id of a
professor, and an access to thismethod returns the name and salary of
the professor. The schema also has a relation Udirectory(id, address,
phone), and an access method ud: it has no input and returns the id,
address, and phone number of all university employees.
Our goal is to answer queries using such services. In the setting
of Example 1.1, the user queries are posed on the relations Prof
and Udirectory, and we wish to answer them using the methods
pr and ud. To do so, we can exploit integrity constraints that the
data is known to satisfy: for instance, the referential constraint τ
that says that the id of every tuple in Prof is also in Udirectory.
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Example 1.2. Consider Q1(n) : ∃i Prof(i,n, 10000), the query
that asks for the names of professors with salary 10000. If we assume
the integrity constraint τ , we can implementQ1 as the following plan:
first access ud to get the set of all ids, and then access pr with each id
to obtain the salary, filtering the results to return only the names with
salary 10000. This plan reformulates Q1 over the access methods: it
is equivalent to Q1 on all instances satisfying τ , and it only uses pr
and ud to access Prof and Udirectory.
Prior work (e.g., [14, 25]) has formalized this reformulation task
as an answerability problem: given a schema with access methods
and integrity constraints, and given a query, determine if we can
answer the query using themethods. The query has to be answered
in a completeway, i.e., withoutmissing any results. This prior work
has led to implementations (e.g. [10–12]) that can determine how
to evaluate a conjunctive query using a collection of Web services,
by generating a plan that makes calls to the services.
However, all these works assume that whenever we access a
Web service, we will always obtain all tuples that match the access.
This is not a realistic assumption: to avoid wasting resources and
bandwidth, virtually all Web services impose a limit on how many
results they will return. For instance, the ChEBI service (chemical
entities of biological interest, see [12]) limits the output of lookup
methods to 5000 entries, while IMDb’s web interfaces impose a
limit of 10000 [33]. Some services make it possible to request more
results beyond the limit, e.g., using pagination or continuation to-
kens, but there is often a rate limitation on how many requests can
be made [27, 30, 43], which also limits the total number of obtain-
able results. Thus, formanyWeb services, beyond a certain number
of results, we cannot assume that all matching tuples are returned.
In this work, we introduce result-bounded methods to reason on
these services.
Example 1.3. The ud method in Example 1.1 may have a result
bound, e.g., it may return at most 100 entries. If this is the case, then
the plan of Example 1.2 is not equivalent to Q1 as it may miss some
result tuples.
Result-bounded methods make it very challenging to reformu-
late queries. Indeed, they are nondeterministic: if the number of
results is more than the result bound, then the Web service only
returns a subset of results, usually according to unknown criteria.
For this reason, it is not even clear whether result-bounded meth-
ods can be useful at all to answer queries in a complete way. How-
ever, this may be the case:
Example 1.4. Consider the schema of Example 1.1 and assume
that ud has a result bound of 100 as in Example 1.3. Consider the
query Q2 : ∃i a p Udirectory(i,a,p) asking if there is some univer-
sity employee. We can answer Q2 with a plan that accesses the ud
method and returns true if the output is non-empty. It is not a problem
that ud may omit some result tuples, because we only want to know
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if it returns something. This gives a first intuition: result-bounded
methods are useful to check for the existence of matching tuples.
Further, result-bounded methods can also help under integrity
constraints such as keys or functional dependencies:
Example 1.5. Consider the schema of Example 1.1 and the access
method ud2 on Udirectory that takes an id as input and returns the
address and phone number of tuples with this id. Assume that ud2
has a result bound of 1, i.e., returns at most one answer when given an
id. Further assume the functional dependencyϕ: each employee id has
exactly one address (but possiblymany phone numbers). Consider the
query Q3 asking for the address of the employee with id 12345. We
can answer Q3 by calling ud2 with 12345 and projecting onto the
address field. Thanks to ϕ, we know that the result will contain the
employee’s address, even though only one of the phone numbers will
be returned. This gives a second intuition: result-bounded methods
are useful when there is a functional dependency that guarantees that
some projection of the output is complete.
In this paper,we studyhow andwhenwe can use result-bounded
methods to reformulate queries and obtain complete answers, for-
malizing in particular the intuition of Examples 1.4 and 1.5. We
then show decidability and complexity results for the answerabil-
ity problem. We focus on two common classes of integrity con-
straints on databases: inclusion dependencies (IDs), as in Example 1.4,
and functional dependencies (FDs), as in Example 1.5. But we also
show results for more expressive constraints: see Table 1 for a sum-
mary.
The first step of our study (Section 3) is to reduce the answerabil-
ity problem to query containment under constraints. Such a reduc-
tion is well-known in the context of reformulation of queries over
views [40], and in answering queries with access methods with-
out result bounds [13]. However, the nondeterminism of result-
bounded methods means that we cannot apply these results di-
rectly.We nevertheless show that this reduction technique can still
be applied in the presence of result bounds. However, the result-
ing query containment problem involves complex cardinality con-
straints, so it does not immediately lead to decidability results.
Our second step (Section 4) is to show schema simplification
results, which explain why some of the result bounds can be ig-
nored for the answerability problem. These results characterize
how result-bounded methods are useful: they capture and general-
ize the examples above. For instance, we show that for constraints
given as IDs, result-bounded methods are only useful as an exis-
tence check as in Example 1.4.We also show that, for FD constraints,
result-bounded methods are only useful to access the functionally-
determined part of the output, as in Example 1.5. The proofs intro-
duce a technique of blowing up models, i.e., we enlarge them to
increase the number of outputs of an access, without violating con-
straints or changing query answers.
Third, in Section 5, we use the simplification results to deduce
that answerability is decidable for these constraint classes, and
show tight complexity bounds: we show that the problem is NP-
complete for FDs, and EXPTIME-complete for IDs. We refine the
latter result to show that answerability isNP-complete for bounded-
width IDs, which export only a constant number of variables. This
refinement is proved using ideas of Johnson and Klug [34], along
with a linearization technique of potentially independent interest:
we show how the constraints used to reason about answerability
can be “simulated” with restricted inclusion dependencies.
In Section 6, we study more expressive constraint classes, be-
yond IDs and FDs. We do so using a weaker form of simplification,
called choice simplification, which replaces all result bounds by 1:
this intuitively implies that the number of results does not matter.
We show that it suffices to consider the choice simplification for a
huge class of constraints, including all TGDs, and also constraints
consisting of FDs and UIDs. In Section 7, we use this technique to
show that decidability of answerability holds much more broadly:
in particular it holds for a wide range of classes where query con-
tainment is decidable. We conclude the paper by giving some lim-
its to schema simplification and decidability of answerability (Sec-
tion 8), followed by conclusions (Section 9).
This is the full version of the conference paper [5]. Most proofs
are deferred to the appendix.
Related work. Our paper relates to a line of work about finding
plans to answer queries using access methods. The initial line of
work considered finding equivalent “executable rewritings” — con-
junctive queries where the atoms are ordered in a way compatible
with the access patterns. This was studied first without integrity
constraints [37, 38], and then with disjunctive TGD constraints
[25]. Later [13, 14] formulated the problem of finding a plan that
answers the query over the access patterns, distinguishing two no-
tions of plans with access methods: one with arbitrary relational
operators in middleware and another without the difference op-
erator. They studied the problem of getting plans of both types
in the presence of integrity constraints: following [25], they re-
duced the search for executable rewritings to query containment
under constraints. Further, [13, 14] also related the reduction to
a semantic notion of determinacy, originating from the work of
Nash, Segoufin, and Vianu [40] in the context of views. Our pa-
per extends the reduction to query containment in the presence of
result bounds, relying heavily on the techniques of [13, 14, 25, 40].
Non-determinism in query languages has been studied in other
contexts [2, 3]. However, the topic of this work, namely, using non-
deterministicWeb services to implement deterministic queries, has
not been studied. Result bounds are reminiscent of cardinality con-
straints, for which the answerability problem has been studied [29].
However, the two are different: whereas cardinality constraints re-
strict the underlyingdata, result bounds concern the access methods
to the data, and makes them non-deterministic: this has not been
studied in the past. In fact, surprisingly, our schema simplification
results (in Sections 4 and 6) imply that answerability with result
bounds can be decided without reasoning about cardinality con-
straints at all.
To study our new setting with result-bounded methods, we in-
troduce several specific techniques to reduce to a decidable query
containment problem, e.g., we give determinacy notions for non-
deterministic services and present the technique of “blowing up
models”. The additional technical tools needed for the complexity
analysis revolve around analysis of the chase. While many compo-
nents of this analysis are specific to the constraints produced by
our problem, the analysis includes a linearization method, which
we believe may be more generally applicable. This method relates
to the Datalog± agenda of getting bounds for query answering
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with restricted classes of constraints [16, 20, 35], because our own
method deals with guarded rules as in [16]. Linearization can thus
be understood as a refinement of a technique from [31]: we isolate
classes that can be reduced to well-behaved classes of linear TGDs,
where more specialized bounds [34] can be applied.
2 PRELIMINARIES
Data and queries. We consider a relational signature S that con-
sists of a set of relations with an associated arity (a positive inte-
ger). The positions of a relation R of S are 1, . . . ,n where n is the
arity of R. An instance of R is a set of n-tuples (finite or infinite),
and an instance I of S consists of instances for each relation of S.
We equivalently see I as a set of facts R(a1 . . . an) for each tuple
(a1 . . . an) in the instance of each relation R. A subinstance I
′ of I
is an instance that contains a subset of the facts of I . The active
domain of I , denoted Adom(I ), is the set of all the values that occur
in facts of I .
We study conjunctive queries (CQs) which are expressions of
the form ∃x1 . . . xk (A1 ∧ · · · ∧ Am), where the Ai are relational
atoms of the form R(x1 . . . xn ), with R being a relation of arity n
and x1 . . . xn being variables or constants. A CQ is Boolean if it has
no free variables. A Boolean CQ Q holds in an instance I exactly
when there is a homomorphism of Q to I : a mapping h from the
variables and constants of Q to Adom(I ) which is the identity on
constants and which ensures that, for every atom R(x1 . . . xn ) inQ ,
the atom R(h(x1) . . .h(xn)) is a fact of I . We let Q(I ) be the output
of Q on I , defined in the usual way: if Q is Boolean, the output is
true if the query holds and false otherwise. A union of conjunctive
queries (UCQ) is a disjunction of CQs.
Integrity constraints. To express restrictions on instances, we
will use fragments of first-order logic (FO), with the active-domain
semantics, and where we disallow constants. We will focus on de-
pendencies, especially on tuple-generating dependencies (TGDs) and
on functional dependencies (FDs).
A tuple-generating dependency (TGD) is an FO sentence τ of
the form: ∀®x (ϕ(®x ) → ∃®y ψ (®x, ®y)) where ϕ and ψ are conjunc-
tions of relational atoms: ϕ is the body of τ while ψ is the head.
For brevity, in the sequel, we will omit outermost universal quan-
tifications in TGDs. The exported variables of τ are the variables
of ®x which occur in the head. A full TGD is one with no existential
quantifiers in the head. A guarded TGD (GTGD) is a TGD where
ϕ is of the form A(®x) ∧ ϕ′(®x) where A is a relational atom con-
taining all free variables of ϕ′. An inclusion dependency (ID) is a
GTGD where both ϕ and ψ consist of a single atom with no re-
peated variables. The width of an ID is the number of exported
variables, and an ID is unary (written UID) if it has width 1. For
example, R(x,y) → ∃zw S(z,y,w) is a UID.
A functional dependency (FD) is an FO sentence ϕ written as
∀®x ®x ′ (R(x1 . . . xn ) ∧ R(x
′
1 . . . x
′
n ) ∧
(∧
i ∈D xi = x
′
i
)
→ xj = x
′
j ),
with D ⊆ {1 . . .n} and j ∈ {1 . . .n}, Intuitively, ϕ asserts that
position j is determined by the positions of D, i.e., when two R-
facts match on the positions of D, they must match on position j
as well. We write ϕ as D → j for brevity.
Query and access model. We model a collection of Web services
as a service schema Sch, which we simply call a schema. It consists
of (1.) a relational signature S; (2.) a set of integrity constraints Σ
given as FO sentences; and (3.) a set of access methods (or simply
methods). Each access method mt is associated with a relation R
and a subset of positions of R called the input positions ofmt. The
other positions of R are called output positions of mt.
In this work, we allow each access method to have an optional
result bound. Ifmt has a result bound, thenmt is further associated
to a positive integer k ∈ N; we callmt a result-bounded method. In-
formally, the result bound on mt asserts two things: (i)mt returns
at most k matching tuples; (ii) if there are no more than k match-
ing tuples, then mt returns all of them, otherwise it returns some
subset of k matching tuples. We also allow access methods to have
a result lower bound, which only imposes point (ii).
An access on an instance I consists of a method mt on some re-
lation R and of a binding AccBind for I : the binding is a mapping
from the input positions ofmt to values in Adom(I ). Thematching
tuples M of the access (mt,AccBind) are the tuples for relation R
in I that match AccBind on the input positions of R, and an output
of the access is a subset J ⊆ M . If there is no result bound or result
lower bound on mt, then there is only one valid output to the ac-
cess, namely, the output J := M that contains all matching tuples
of I . If there is a result bound k on mt, then a valid output to the
access is any subset J ⊆ M such that:
(i) J has size at most k
(ii) for any j ≤ k , if I has ≥ j matching tuples, then J has size ≥ j.
Formally, if |M | ≥ j then |J | ≥ j.
If there is a result lower bound of k on mt, then a valid output is
any subset J ⊆ M satisfying point (ii) above.
We give specific names to two kinds of methods. First, a method
is input-free if it has no input positions. Second, amethod is Boolean
if all positions are input positions. Note that accessing a Boolean
method with a binding AccBind just checks if AccBind is in the re-
lation associated to the method (and result bounds have no effect).
Plans. We use plans to describe programs that use the access
methods, formalizing them using the terminology of [13, 14]. A
monotone plan PL is a sequence of commands that produce tempo-
rary tables. There are two types of commands:
• Query middleware commands, of the form T := E, with T
a temporary table and E a monotone relational algebra ex-
pression over the temporary tables produced by previous
commands. By monotone, we mean that E does not use the
relational difference operator; equivalently, it is expressed
in monotone first-order logic.
• Access commands, of the form T ⇐OutMap mt ⇐InMap E,
where E is a monotone relational algebra expression over
previously-produced temporary tables, InMap is an input
mapping from the output attributes of E to the input posi-
tions of mt, mt is a method on some relation R, OutMap
is an output mapping from the positions of R to those of T ,
andT is a temporary table. We often omit the mappings for
brevity.
The output tableT0 ofPL is indicated by a special commandReturnT0
at the end, withT0 being a temporary table.
We must now define the semantics of PL on an instance I . Be-
cause of the non-determinism of result-bounded methods, we will
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do so relative to an access selection for Sch on I , i.e., a function
σ mapping each access (mt,AccBind) on I to a set of facts J :=
σ (mt,AccBind) that match the access. We say that the access se-
lection is valid if it maps every access to a valid output: intuitively,
the access selection describes which valid output is chosen when
an access to a result-bounded method matches more tuples than
the bound. Note that the definition implies that performing the
same access twice must return the same result; however, all our re-
sults still hold without this assumption (see Appendix A for details).
For every valid access selectionσ , we can now define the seman-
tics of each command of PL for σ by considering them in order. For
an access command T ⇐OutMap mt ⇐InMap E in PL, we evaluate
E to get a collectionC of tuples. For each tuple ®t ofC , we use InMap
to turn it into a binding AccBind, and we perform the access onmt
to obtain J®t := σ (mt,AccBind). We then take the union
⋃
®t ∈C J®t of
all outputs, rename it according to OutMap, and write it in T . For
a middleware query commandT := E, we evaluate E and write the
result in T . The output of PL on σ is then the set of tuples that are
written to the output tableT0.
The possible outputs of PL on I are the outputs that can be ob-
tained with some valid access selection σ . Intuitively, when we
evaluate PL, we can obtain any of these outputs, depending on
which valid access selection σ is used.
Example 2.1. The plan PL of Example 1.4 is as follows:
T ⇐ ud⇐ ∅; T0 := π∅T ; Return T0;
The first command runs the relational algebra expression E = ∅ re-
turning the empty set, giving a trivial binding for ud. The result of
accessing ud is stored in a temporary table T . The second command
projects T to the empty set of attributes, and the third command re-
turns the result. For every instance I , the plan PL has only one possi-
ble output (no matter the access selection), describing if Udirectory
is empty. We will say that PL answers the query Q2 of Example 1.4.
Answerability. Let Sch be a schema consisting of a relational sig-
nature, integrity constraints, and accessmethods, and letQ be a CQ
over the relational signature of Sch. Amonotone planPL answersQ
under Sch if the following holds: for all instances I satisfying the
constraints, PL on I has exactly one possible output, which is the
query output Q(I ). In other words, no matter which valid access
selection σ is used to return tuples, the output of PL evaluated un-
der σ on I is equal toQ(I ). Of course, PL can have a single possible
output (and answer Q) even if some intermediate command of PL
has multiple possible outputs.
We say thatQ ismonotone answerable under schema Sch if there
is a monotone plan that answers it. Monotone answerability gen-
eralizes notions of reformulation that have been previously stud-
ied. In particular, in the absence of constraints and result bounds,
it reduces to the notion of a query having an executable rewriting
with respect to access methods, studied in work on access-restricted
querying [37, 38]. In the setting where the limited interfaces sim-
ply expose views, monotone answerability corresponds to the well-
known notion of UCQ rewriting with respect to views [36].
Query containment and chase proofs. Wewill reduce answerabil-
ity to query containment under constraints, i.e., checking whether
a Boolean CQ Q ′ follows from another Boolean CQ Q and some
constraints Σ. Formally, the problem asks if any instance that sat-
isfiesQ and Σ also satisfiesQ ′, which we denote asQ ⊆Σ Q
′. There
arewell-known reductions between query containment with TGDs
and the problem of certain answers [16, 28] under TGDs. We will
not need the definition of certain answers, but we will use some
existing upper and lower bounds from this line of work (e.g., from
[6, 16]), rephrased to query containment under constraints.
When Σ consists of dependencies, query containment under con-
straints can be solved by searching for a chase proof [28]. Such a
proof starts with an instance called the canonical database ofQ and
denoted CanonDB(Q): it consists of facts for each atom of Q , and
its elements are the variables and constants of Q . The proof then
proceeds by firing dependencies, as we explain next.
A homomorphism τ from the body of a dependency δ into an
instance I is called a trigger for δ . We say that τ is an active trigger
if τ cannot be extended to a homomorphism from the head of δ
to I . In other words, an active trigger τ witnesses the fact that δ
does not hold in I . We can solve this by firing the dependency δ on
the active trigger τ , which we also call performing a chase step, in
the following way. If δ is a TGD, the result of the chase step on τ
for δ in I is the superinstance I ′ of I obtained by adding new facts
corresponding to an extension of τ to the head of δ , using fresh
elements to instantiate the existentially quantified variables of the
head: we call these elements nulls. If δ is an FD with xi = xj in the
head, then a chase step yields I ′ which is the result of identifying
τ (xi ) and τ (xj ) in I . A chase sequence is a sequence of chase steps,
and it is a chase proof ofQ ⊆Σ Q
′ if it produces an instance where
Q ′ holds.
It can be shown [28] that whenever Q ⊆Σ Q
′ there is a chase
proof that witnesses this. If all chase sequences are finite we say
the chase with Σ onQ terminates. In this case, we can use the chase
to decide containment under constraints.
Variations of answerability. So far, we have defined monotone
answerability. An alternative notion is RA-answerability, defined
using RA-plans that allow arbitrary relational algebra expressions
in commands. In the body of the paper we focus on monotone an-
swerability, because we think it is the more natural notion for CQs
and for the class of constraints that we consider. Indeed, CQs are
monotone: if facts are added to an instance, the output of a CQ can-
not decrease. Thus the bulk of prior work on implementing CQs
over restricted limited interfaces, both in theory [25, 36–38] and in
practice [26, 32], has focused onmonotone implementations. How-
ever, many of our results extend to answerability with RA-plans (see
Appendix I). Indeed, we can sometimes show that monotone an-
swerability and RA-answerability coincide.
As a second variation, note that we have defined monotone an-
swerability by requiring that the query and plan agree on all in-
stances, finite and infinite. An alternative is to consider equiva-
lence over finite instances only. We say that a plan PL finitely an-
swers Q , if for any finite instance I satisfying the integrity con-
straints of PL, the only possible output of PLs is Q(I ); the notion
of a query being finitely monotone answerable is defined in the ob-
vious way. Both finite and unrestricted answerability have been
studied in past work on access methods [13, 14], just as finite and
unrestricted variants of other static analysis problems (e.g., query
containment) have long been investigated in database theory (e.g.,
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[34]). The unrestricted variants usually provide a cleaner theory,
while the finite variants can be more precise. In this work our goal
is to investigate both variants, leaving a discussion of the trade-off
between finite and unrestricted answerability for futurework. As it
turns out, for the database-style dependencies thatwe consider, the
finite variant can be reduced to the unrestricted one. In particular,
this reduction holds for constraints Σ that are finitely controllable,
by which we mean that for all Boolean UCQs Q and Q ′, the con-
tainment Q ⊆Σ Q
′ holds if and only if, whenever a finite instance
I satisfies Q , then it also satisfies Q ′. For such constraints Σ, there
is no distinction between the finite and unrestricted versions:
Proposition 2.2. If Sch is a schemawhose constraints are finitely
controllable, then any CQ Q that is finitely monotone answerable
with respect to Sch is monotone answerable with respect to Sch.
Proof. If Q is finitely monotone answerable there is a mono-
tone plan PL that is equivalent to Q over all finite instances. PL
can be rewritten as a UCQ. Thus finite controllability implies that
PL is equivalent to Q over all instances, and thus Q is monotone
answerable. 
Many of the well-studied classes of dependencies with decidable
static analysis problems are finitely controllable. An exception are
dependencies consisting of a mix of UIDs and FDs. However, these
are known to be finitely controllable once certain dependencies
are added, and thus the finite controllability technique can also be
applied in this case (see Section 7).
Finally, for simplicity we also look only at Boolean CQs from here
on. But our results extend straightforwardly to the non-Boolean
case.
3 REDUCING TO QUERY CONTAINMENT
We start our study of the monotone answerability problem by re-
ducing it to query containment under constraints, defined in the pre-
vious section.We explain in this section how this reduction is done.
It extends the approach of [13, 14, 25] to result bounds, and fol-
lows the connection between answerability and determinacy no-
tions of [13, 40].
The query containment problem corresponding to monotone
answerability will capture the idea that if an instance I1 satisfies a
query Q and another instance I2 has more “accessible data” than I1,
then I2 should satisfy Q as well. We will first define accessible data
via the notion of accessible part. We use this to formalize the pre-
vious idea as the property of access monotonic-determinacy, and
show it to be equivalent to monotone answerability. Using access
monotonic-determinacy we show that we can simplify the result
bounds of arbitrary schemas, and restrict to result lower bounds
throughout this work. Last, we close the section by showing how to
rephrase access monotonic-determinacy with result lower bounds
to query containment under constraints.
Accessible parts. Wefirst formalize the notion of “accessible data”.
Given a schema Schwith result-boundedmethods and an instance I ,
an accessible part of I is any subinstance obtained by iteratively
making accesses until we reach a fixpoint. Formally, we define
an accessible part by choosing a valid access selection σ and in-
ductively defining sets of facts AccParti (σ , I ) and sets of values
accessiblei (σ , I ) by:
AccPart0(σ , I ) := ∅ and accessible0(σ , I ) := ∅
AccParti+1(σ , I ) :=
⋃
mt method,
AccBind binding with values in accessiblei (σ , I )
σ (mt,AccBind)
accessiblei+1(σ , I ) := Adom(AccParti+1(σ , I ))
Above we abuse notation by considering σ (mt,AccBind) as a set of
facts, rather than a set of tuples. These equations define by mutual
induction the set of values (accessible) that we can retrieve by it-
erating accesses and the set of facts (AccPart) that we can retrieve
using those values.
The accessible part under σ , written AccPart(σ , I ), is then de-
fined as
⋃
i AccParti (σ , I ). As the equations are monotone, this fix-
point is reached after finitely many iterations if I is finite, or as
the union of all finite iterations if I is infinite. When there are no
result bounds, there is only one valid access selection σ , so only
one accessible part: it intuitively corresponds to the data that can
be accessed using the methods. In the presence of result bounds,
there can be many accessible parts, depending on σ .
Accessmonotonic-determinacy. Wenow formalize the idea that a
queryQ is “monotone under accessible parts”. Let Σ be the integrity
constraints of Sch.We callQ accessmonotonically-determined in Sch
(or AMonDet, for short), if for any two instances I1, I2 satisfying Σ,
if there is an accessible part of I1 that is a subset of an accessible
part of I2, then Q(I1) ⊆ Q(I2). Note that when there are no re-
sult bounds, there is a unique accessible part of I1 and of I2, and
AMonDet says that when the accessible part grows, thenQ grows.
The definition of AMonDet is justified by the following result:
Theorem 3.1. Q is monotone answerable w.r.t. Sch if and only if
Q is AMonDet over Sch.
Without result bounds, this equivalence of monotone answer-
ability and access monotone determinacy is proven in [13, 14], us-
ing a variant of Craig’s interpolation theorem. Theorem 3.1 shows
that the equivalence extends to schemas with result bounds (see
Appendix C.2 for the proof).
In the sequel, it will be more convenient to use an alternative
definition of AMonDet, based on the notion of access-valid subin-
stances. A subinstance IAccessed of I1 is access-valid in I1 for Sch if,
for any access (mt,AccBind) performed with a method mt of Sch
and with a binding AccBind whose values are in IAccessed, there is
a set J of matching tuples in IAccessed such that J is a valid output
to the access (mt,AccBind) in I1. In other words, for any access
performed on IAccessed, we can choose an output in IAccessed which is
also valid in I1. We can use this notion to rephrase the definition
of AMonDet to talk about a common subinstance of I1 and I2 that
is access-valid:
Proposition 3.2. For any schema Sch with constraints Σ and
result-bounded methods, a CQ Q is AMonDet if and only if the fol-
lowing implication holds: for any two instances I1, I2 satisfying Σ, if
I1 and I2 have a common subinstance IAccessed that is access-valid in I1,
then Q(I1) ⊆ Q(I2).
The proof, given in Appendix C.1, follows from the definitions.
The alternative definition ofAMonDet is more convenient, because
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it only deals with a subinstance of I1 and not with accessible parts.
Thus, we will use this characterization of monotone answerability in
the rest of this paper.
Elimination of result upper bounds. The characterization ofmono-
tone answerability in terms of AMonDet allows us to prove a key
simplification in the analysis of result bounds. Recall that a result
bound of k declares both an upper bound of k on the number of
returned results, and a lower bound on them: for all j ≤ k , if there
are j matches, then j must be returned. We can show that the up-
per bound makes no difference for monotone answerability. For-
mally, for a schema Schwith integrity constraints and access meth-
ods, some of which may be result-bounded, we define the schema
ElimUB(Sch). It has the same vocabulary, constraints, and access
methods as in Sch. For each access method mt in Sch with result
bound ofk ,mt has instead a result lower bound ofk in ElimUB(Sch),
i.e., mt does not impose the upper bound. We can then show:
Proposition 3.3. Let Sch be a schema with arbitrary constraints
and with access methods which may be result-bounded. A CQ Q is
monotone answerable in Sch if and only if it is monotone answerable
in ElimUB(Sch).
Proof. We show the result for AMonDet instead of monotone
answerability, thanks to Theorem 3.1, and use Proposition 3.2. Con-
sider arbitrary instances I1 and I2 that satisfy the constraints, and
let us show that any common subinstance IAccessed of I1 and I2 is
access-valid in I1 for Sch iff it is access-valid in I1 for ElimUB(Sch):
this implies the claimed result.
In the forward direction, if IAccessed is access-valid in I1 for Sch,
then clearly it is access-valid in I1 for ElimUB(Sch), as any output
of an access on IAccessed which is valid in I1 for Sch is also valid
for ElimUB(Sch).
In the backward direction, assume IAccessed is access-valid in I1
for ElimUB(Sch), and consider an access (mt,AccBind)with values
of IAccessed. If mt has no result lower bound, then there is only one
possible output for the access, and it is also valid for Sch. Likewise,
if mt has a result lower bound of k and there are ≤ k matching
tuples for the access, then the definition of a result lower bound
ensures that there is only one possible output, which is again valid
for Sch. Last, if there are > k matching tuples for the access, we let
J be a set of tuples in IAccessed which is is a valid output to the access
in (Sch), and take any subset J ′ of J with k tuples; it is clearly a
valid output to the access for Sch. This establishes the backward
direction, concluding the proof. 
Thanks to this, in our study of monotone answerability in the
rest of the paper, we only consider result lower bounds.
Reducing to query containment. Now that we have reduced our
monotone answerability problem to AMonDet, and eliminated re-
sult upper bounds, we explain how to restate AMonDet as a query
containment problem. To do so, we will expand the relational sig-
nature: we let accessible be a new unary predicate, and for each re-
lation R of the original signature, we introduce two copies RAccessed
and R′ with the same arity as R. Letting Σ be the integrity con-
straints in the original schema, we let Σ′ be formed by replacing
every relation R with R′. For any CQ Q , we define Q ′ from Q in
the same way. The AMonDet containment for Q and Sch is then
the CQ containment Q ⊆Γ Q
′ where the constraints Γ are defined
as follows: they include the original constraints Σ, the constraints
Σ
′ on the relations R′, and the following accessibility axioms (with
implicit universal quantification):
• For each methodmt that is not result-bounded, letting R be
the relation accessed by mt:( ∧
i
accessible(xi )
)
∧ R(®x, ®y) → RAccessed(®x, ®y)
where ®x denotes the input positions of mt in R.
• For each method mt with a result lower bound of k , letting
R be the relation accessed by mt, for all j ≤ k :( ∧
i
accessible(xi )
)
∧ ∃≥j ®y R(®x, ®y) → ∃≥j ®z RAccessed(®x, ®z)
where ®x denotes the input positions of mt in R. Note that
we write ∃≥j ®y ϕ(®x , ®y) for a subformulaϕ to mean that there
exist at least j different values of ®y such that ϕ(®x , ®y) holds.
• For every relation R of the original signature:
RAccessed( ®w) → R( ®w) ∧ R
′( ®w) ∧
∧
i
accessible(wi )
The AMonDet containment above simply formalizes the definition
of AMonDet, via Proposition 3.2. Intuitively, R and R′ represent
the interpretations of the relation R in I1 and I2; RAccessed repre-
sents the interpretation of R in IAccessed; and accessible represents
the active domain of IAccessed. The constraints Γ include Σ and Σ
′,
which means that I1 and I2 both satisfy Σ. The first two accessibil-
ity axioms enforce that IAccessed is access-valid in I1: for non-result-
bounded methods, accesses to a method mt on a relation R return
all the results, while for result-bounded methods it respects the
lower bounds. The last accessibility axiom enforces that IAccessed is
a common subinstance of I1 and I2 and that accessible includes the
active domain of IAccessed. Hence, from the definitions, we have:
Proposition 3.4. Q is monotone answerable with respect to a
schema Sch iff the AMonDet containment for Q and Sch holds.
Note that, for a schema without result bounds, the accessibility
axioms above can be rewritten as follows (as in [13, 14]): for each
method mt, letting R be the relation accessed by mt and ®x be the
input positions of mt in R, we have the axiom:( ∧
i
accessible(xi )
)
∧ R(®x, ®y) → R′(®x, ®y) ∧
∧
i
accessible(yi )
Example 3.5. Let us apply the reduction above to the schema of
Example 1.1 with the result bound of 100 from Example 1.3. We see
that monotone answerability of a CQ Q is equivalent to Q ⊆Γ Q
′,
for Γ containing:
• the referential constraint from Udirectory into Prof and from
Udirectory′ into Prof′
• accessible(i) ∧ Prof(i,n, s) → ProfAccessed(i,n, s),
• for all 1 ≤ j ≤ 100:
∃®y1 · · · ®yj (
∧
1≤p<q≤j ®yp , ®yq ∧ Udirectory(®yp ))
→ ∃®y′1 · · · ®y
′
j (
∧
1≤p<q≤j ®y
′
p , ®y
′
q ∧ UdirectoryAccessed(®y
′
p ))
• ProfAccessed( ®w)→Prof( ®w) ∧ Prof
′( ®w) ∧
∧
i accessible(wi ) and
similarly for Udirectory.
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Note that the constraint in the third item is quite complex; it contains
inequalities and also disjunction, since we write ®y , ®z to abbreviate
a disjunction
∨
i≤ | ®y | yi , zi . This makes it challenging to decide if
Q ⊆Γ Q
′ holds. Hence, our goal in the next section will be to simplify
result bounds to avoid such complex constraints.
4 SIMPLIFYING RESULT BOUNDS
The results in Section 3 allow us to reduce the monotone answer-
ability problem to a query containment problem. However, for re-
sult bounds greater than 1, the containment problem involves com-
plex cardinality constraints, as illustrated in Example 3.5, and thus
we cannot apply standard results or algorithms on query contain-
ment under constraints to get decidability “out of the box”. To ad-
dress this difficulty, we must simplify result-bounded schemas, i.e.,
change or remove the result bounds. We do so in this section, with
simplification results of the following form: if we can find a plan
for a query on a result-bounded schema, then we can find a plan
in a simplification of the schema, i.e., a schema with simpler result
bounds or no result bounds at all.
These simplification results have two benefits. First, they give
insight about the use of result bounds, following the examples in
the introduction. For instance, our results will show that for most
common classes of constraints used in databases, the actual num-
bers in the result bounds never matter for answerability. Secondly,
they help us to show the decidability of monotone answerability.
Existence-check simplification. The simplest way to use result-
boundedmethods is to check if some tuples exist, as in Example 1.4.
We will formalize this as the existence-check simplification, where
we replace result-bounded methods by Boolean methods that can
only do such existence checks.
Given a schema Schwith result-bounded methods, its existence-
check simplification Sch′ is formed as follows:
• The signature of Sch′ is that of Sch plus some new relations:
for each result-boundedmethodmt, letting R be the relation
accessed by mt, we add a relation Rmt whose arity is the
number of input positions ofmt.
• The integrity constraints of Sch′ are those of Sch plus, for
each result-bounded method mt of Sch, a new constraint
(expressible as two IDs): Rmt(®x) ↔ ∃®y R(®x, ®y),
where ®x denotes the input positions of mt in R.
• The methods of Sch′ are the methods of Sch that have no
result bounds, plus one new Boolean method mt′ on each
new relation Rmt, that has no result bounds either.
Example 4.1. Recall the schema Sch of Example 1.1 having the
method pr and the result-bounded method ud2 of Example 1.5. The
existence-check simplification of Sch has a signature with relations
Udirectory, Prof, and a new relation Udirectoryud2 of arity 1. It has
two access methods without result bounds: the method pr on Prof like
in Sch, and a Boolean method ud′2 on Udirectoryud2 . Its constraints
are those of Sch, plus the following IDs:
• Udirectory(i,a,p) → Udirectoryud2 (i); and
• Udirectoryud2 (i) → ∃ap Udirectory(i,a,p).
Clearly, every plan that uses the existence-check simplification
Sch′ of a schema Sch can be converted into a plan using Sch, by
simply replacing the accesses on the Boolean method of Rmt to
non-deterministic accesses with mt, and only checking whether
the result of these accesses is empty. We want to understand when
the converse is true. That is, when a plan on Sch can be converted
to a plan on Sch′. For instance, recalling the plan of Example 1.4
that tests whether Udirectory is empty, we could implement it in
the existence-check simplification of this schema. More generally,
we want to identify schemas Sch for which any CQ having amono-
tone plan over Sch has a plan on the existence-check simplifica-
tion Sch′. We say that Sch is existence-check simplifiablewhen this
holds: this intuitively means that “result bounded methods of Sch
are only useful for existence checks”.
Showing existence-check simplifiability. We first show that this
notion of existence-check simplifiability holds for schemas like Ex-
ample 1.2 whose constraints consist of inclusion dependencies:
Theorem 4.2. Let Sch be a schema whose constraints are IDs, and
let Q be a CQ that is monotone answerable in Sch. Then Q is mono-
tone answerable in the existence-check simplification of Sch.
This existence-check simplifiability result implies in particular
that for schemas with IDs, monotone answerability is decidable even
with result bounds. This is because the existence-check simplifica-
tion of the schema features only IDs and no result bounds, so the
query containment problem for AMonDet only features guarded
TGDs, which implies decidability. We will show a finer complexity
bound in the next section.
To prove Theorem 4.2, we show that if Q is not AMonDet in
the existence-check simplification Sch′ of Sch, then it cannot be
AMonDet in Sch. This suffices to prove the contrapositive of the
result, because AMonDet is equivalent to monotone answerability
(Theorem 3.1). This claim is shown with a general method of blow-
ing up models that we will reuse in all subsequent simplifiability
results. We assume that AMonDet does not hold in the simplifi-
cation Sch′, and consider a counterexample to AMonDet for Sch′:
two instances I1, I2 both satisfying the schema constraints, such
that I1 satisfies Q while I2 satisfies ¬Q , and I1 and I2 have a com-
mon subinstance IAccessed which is access-valid in I1. We use them to
build a counterexample to AMonDet for the original schema Sch:
we will always do so by adding more facts to I1 and I2 and then
restricting to the relations of Sch. We formalize this method in the
following immediate lemma:
Lemma 4.3. Let Sch and Sch′ be schemas and Q a CQ on the
common relations of Sch and Sch′ such that Q is not AMonDet
in Sch′. Suppose that for some counterexample I1, I2 to AMonDet
for Q in Sch′ we can build instances I+1 and I
+
2 that satisfy the con-
straints of Schwith a common subinstance IAccessed that is access-valid
in I+1 for Sch, and such that for each p ∈ {1, 2}, the instance I
+
p has a
homomorphism to Ip , and the restriction of Ip to the relations of Sch
is a subinstance of I+p . Then Q is not AMonDet in Sch.
Let us sketch how the blowing-up process of the lemma is used
to prove our existence-check simplification result:
Proof sketch for Theorem 4.2. Assumewe have a counterex-
ample I1, I2 to AMonDet for Q in the simplification Sch
′. We will
“blow up” I1 and I2 to I
+
1 and I
+
2 as explained in Lemma 4.3, en-
suring that I+1 and I
+
2 have a common subinstance I
+
Accessed that is
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Table 1: Summary of results on simplifiability and complexity of monotone answerability
Fragment Simplification Complexity
IDs Existence-check (Theorem 4.2) EXPTIME-complete (Theorem 5.3)
Bounded-width IDs Existence-check (see above) NP-complete (Theorem 5.4)
FDs FD (Theorem 4.5) NP-complete (Theorem 5.2)
FDs and UIDs Choice (Theorem 6.4) NP-hard (see above) and in EXPTIME (Theorem 7.2)
Equality-free FO Choice (Theorem 6.3) Undecidable (Proposition 8.2)
Frontier-guarded TGDs Choice (see above) 2EXPTIME-complete (Theorem 7.1)
access-valid in I+1 for the original schema Sch. For this, we must
ensure that each access in I+Accessed to a result-bounded method re-
turns either no tuples or more tuples than the bound.
Intuitively, we form I+
Accessed
in two steps. First, we consider all
IDs of the form Rmt(®x) → ∃®y R(®x, ®y) in Sch
′, and we chase them
“obliviously”; i.e., for every method mt and value for ®x , we create
infinitely many facts to instantiate the head, with infinitely many
nulls for ®y. We even do this when the trigger is not active, i.e., when
witnesses for the head already exist. Let I ∗
Accessed
be the result of this.
In a second step, we solve the constraint violations that may
have been added by creating these new facts. We do so by applying
the chase to I ∗
Accessed
in the usual way with all ID constraints of Σ.
This yields I+
Accessed
, from which we remove all relations not in Sch,
i.e., all Rmt facts.
We form I+1 by unioning I
+
Accessed
with I1 and restricting again to
the relations of Sch. We similarly form I+2 from I
+
Accessed
and I2. As
the constraints are IDs, we can argue that I+1 and I
+
2 satisfy Σ, be-
cause I1, I2, and I
+
Accessed
do. We can also construct homomorphisms
of I+1 back to I1 and I
+
2 back to I2, and we can use I
+
Accessed as the
common access-valid subinstance. This proves Theorem 4.2. 
FD simplification. When our constraints include functional de-
pendencies, we can hope for another kind of simplification, gen-
eralizing the idea of Example 1.5: an FD can force the output of a
result-bounded method to be deterministic on a projection of the
output positions. We will define the FD simplification to formalize
this intuition.
Given a set of constraints Σ, a relation R that occurs in Σ, and a
subset P of the positions of R, we write DetBy(R, P) for the set of
positions determined by P , i.e., the set of positions i ofR such that Σ
implies the FD P → i . In particular, we have P ⊆ DetBy(R, P). For
any access method mt, letting R be the relation that it accesses,
we let DetBy(mt) denote DetBy(R, P) where P is the set of input
positions ofmt. Given a schema Schwith result-boundedmethods,
we can now define its FD simplification Sch′ as follows:
• The signature of Sch′ is that of Sch plus some new relations:
for each result-bounded method mt, letting R be the rela-
tion accessed by mt, we add a relation Rmt whose arity is
|DetBy(mt)|.
• The integrity constraints of Sch′ are those of Sch plus, for
each result-bounded method mt of Sch, a new constraint
(expressible as two IDs): Rmt(®x, ®y)↔∃®z R(®x , ®y, ®z),
where ®x denotes the input positions ofmt and ®y denotes the
other positions of DetBy(mt).
• The methods of Sch′ are the methods of Sch that have no
result bounds, plus the following: for each result-bounded
method mt on relation R in Sch, a method mt′ on Rmt that
has no result bounds and whose input positions are the po-
sitions of Rmt corresponding to input positions ofmt.
Note that the FD simplification is the same as the existence check
simplification when the integrity constraints Σ do not imply any
FD. Further observe that, even though the methods of Sch′ have
no result bounds, any access to a new method mt′ of Sch′ is guar-
anteed to return at most one result. This is thanks to the FD on the
corresponding relation R, and thanks to the constraints that relate
Rmt and R.
Example 4.4. Recall the schema Sch of Example 1.5 and the FD
ϕ on Udirectory. In the FD simplification of Sch, we add a rela-
tion Udirectoryud2(id, address), we replace ud2 by a method ud2
on Udirectoryud2 whose input attribute is id, and we add the IDs
Udirectory(i,a,p) → Udirectoryud2(i,a) andUdirectoryud2(i,a) →
∃p Udirectory(i,a,p). The method ud′2 has no result bound, but the
IDs above and the FD ϕ ensure that it always returns at most one
result.
Since the FD simplification has no result-bounded methods, the
query containment problem for the simplification will not use any
complex cardinality constraints, in contrast to Example 3.5.
A schema Sch is FD simplifiable if every CQ having a mono-
tone plan over Sch has one over the FD simplification of Sch. As
for existence-check, if a schema is FD simplifiable, we can decide
monotone answerability by reducing to the same problem in a
schema without result bounds.
We use a variant of our “blowing-up process” to show that all
schemas with only FD constraints are FD simplifiable:
Theorem 4.5. Let Sch be a schema whose constraints are FDs,
and let Q be a CQ that is monotone answerable in Sch. Then Q is
monotone answerable in the FD simplification of Sch.
Proof sketch. We start by considering a counterexample I1, I2
to AMonDet for the FD simplification of Sch, i.e., Q holds in I1 but
not in I2, and I1 and I2 have a common subinstance IAccessed which
is access-valid in I1. We blow up the accesses on I1 one after the
other, to enlarge I1 and I2 to I
+
1 and I
+
2 satisfying the requirements
of Lemma 4.3.
We blow up each access by adding tuples to I1 and I2, to ensure
that the access has enough commonmatching tuples in I1 and I2 to
define a valid output. It suffices to do this for accesses with result-
boundedmethodsmt,in the case where some matching tuples in I1
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are not in I2. In this case, the definition of DetBy(mt) ensures that
matching tuples in I1 and I2 agree on positions of DetBy(mt). But
the assumption that there are some matching tuples in I1 that are
not in I2 implies that not all positions are in DetBy(mt). Thus, we
can add enough tuples to I1 and I2 by defining them on DetBy(mt)
like the existing tuples, and putting fresh values in the other po-
sitions. This can be shown to satisfy the FD constraints of Sch.
By performing this blow-up process on each access, we obtain I+1
and I+2 with the access-valid subinstance I
+
Accessed
, we restrict to the
relations of Sch, and we conclude using Lemma 4.3. 
5 DECIDABILITY OF MONOTONE
ANSWERABILITY
Thus far we have seen a general way to reduce monotone answer-
ability problems with result bounds to query containment prob-
lems (Section 3). We have also seen schema simplification results
for both FDs and IDs, which give us insight into how result-bounded
methods can be used (Section 4). We now show that for these two
classes of constraints, the reduction to containment and simplifica-
tion results combine to give decidability results, along with tight
complexity bounds. Note that both of these classes are well-known
to be finitely controllable [24, 42]; hence, thanks to Proposition 2.2,
all bounds on monotone answerability in this section also apply to fi-
nite monotone answerability.
Decidability for FDs. We first consider schemas in which all the
integrity constraints are FDs. We start with an analysis of mono-
tone answerability in the case without result bounds:
Proposition 5.1. We can decide whether a CQ is monotone an-
swerable with respect to a schema without result bounds whose con-
straints are FDs. The problem is NP-complete.
Proof sketch. The lower bound already holds without result
bounds or constraints [37], so we show the upper bound. By Theo-
rem 3.1 and Proposition 3.4, the problem reduces to the AMonDet
query containment problemQ ⊆Γ Q
′ for Sch. As Sch has no result
bounds, we can define Γ using the rewriting of the accessibility
axioms given after Proposition 3.4. This ensures that Γ only con-
tains FDs and full TGDs from R and accessible to R′ and accessible.
We can then show that the chase with Γ terminates in polynomi-
ally many rounds. Hence, we can decide containment by checking
in NP if Q ′ holds on the chase result, which concludes. 
We now return to the situationwith result bounds.We know that
schemas with FDs are FD simplifiable. From this we get a reduction
to query containment with no result bounds, but introducing new
axioms.We can show that the additional axioms involving Rmt and
R do not harm chase termination, so that AMonDet is decidable; in
fact, it is NP-complete, i.e., no harder than CQ evaluation:
Theorem 5.2. We can decide whether a CQ is monotone answer-
able with respect to a schema with result bounds whose constraints
are FDs. The problem is NP-complete.
Decidability for IDs. Second, we consider schemas whose con-
straints consist of IDs. As we already mentioned, Theorem 4.2 im-
plies decidability for such schemas. We now give the precise com-
plexity bound:
Theorem 5.3. We can decide whether a CQ is monotone answer-
able with respect to a schema with result bounds whose constraints
are IDs. Further, the problem is EXPTIME-complete.
Proof. Hardness already holdswithout result bounds [7], sowe
focus on the upper bound. By Theorem 4.2, we can equivalently re-
place the schema Sch with its existence-check simplification Sch′,
and Sch′ does not have result bounds. Further, we can check that
Sch′ consists only of IDs, namely, those of Sch plus the IDs added
in the simplification. Note that the resulting query containment
problem only involves guarded TGDs, and thus we can conclude
that the problem is in 2EXPTIME from [19]. However, we can do
better: [7] showed that the monotone answerability problem for
schemas where the constraints are IDs is in EXPTIME, and thus
we conclude the proof. Note that the result in [7] is based on a
finer analysis of the query containment problems associated with
answerability. We will refine this analysis in obtaining bounds for
more restrictive classes of constraints. 
Complexity for bounded-width IDs. An important practical case
for IDs are those whose width — the number of exported vari-
ables — is bounded by a constant. This includes UIDs. For bounded-
width IDs, it was shown by Johnson and Klug [34] that query con-
tainment under constraints is NP-complete. A natural question is
whether the same holds for monotone answerability. We accord-
ingly conclude the section by showing the following, which is new
even in the setting without result bounds:
Theorem 5.4. It is NP-complete to decide whether a CQ is mono-
tone answerable with respect to a schema with result bounds whose
constraints are bounded-width IDs.
To show this result, wewill again use the fact that ID constraints
are existence-check simplifiable (Theorem 4.2). Using Proposition
3.4 we reduce to a query containment problemwith guarded TGDs.
But this is not enough to get an NP bound. The reason is that the
query containment problem includes accessibility axioms, which
are not IDs. So we cannot hope to conclude directly using [34]. In
the rest of this section, we sketch the proof of Theorem 5.4 in the
case without result bounds, explaining in particular how we handle
this problem. See Appendix E.5 for the complete proof of Theo-
rem 5.4.
In the absence of result bounds, the AMonDet query contain-
ment problemQ ⊆Γ Q
′ can be expressed as follows: Γ contains the
bounded-width IDs Σ of the schema, their primed copy Σ′, and for
each access methodmt accessing relation R with input positions ®x
there is an accessibility axiom:( ∧
i
accessible(xi )
)
∧ R(®x, ®y) → R′(®x, ®y) ∧
∧
i
accessible(yi )
For each method mt, we can rewrite the axiom above by splitting
its head, and obtain the following pair of axioms:
• (Truncated Accessibility):
(
∧
i accessible(xi )) ∧ R(®x, ®y) →
∧
i accessible(yi )
• (Transfer): (
∧
i accessible(xi )) ∧ R(®x, ®y) → R
′(®x, ®y)
We let ∆ be the set of the TruncatedAccessibility axioms and Trans-
fer axioms that we obtain for all the methodsmt.
The constraints of ∆ are TGDs but not IDs. However, we will
explain how we can take advantage of their structure to linearize
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∆ together with Σ, i.e., construct a set ΣLin of IDs that “simulate”
the chase by Σ and ∆. To define ΣLin formally, we will change the
signature. Let S be the signature of the relations used in Σ, not
including the special unary relation accessible used in ∆; and let
w ∈ N be the constant bound on the width of the IDs in Σ. We
expand S to the signature SLin as follows. For each relation R of
arity n in S, we consider each subset P of the positions of R of
size at most w . For each such subset P , we add a relation RP of
arity n to SLin. Intuitively, an RP -fact denotes an R-fact where the
elements in the positions of P are accessible.
Remember that our goal is to linearize Σ and ∆ to a set of IDs
Σ
Lin which emulates the chase by Σ and ∆. If we could ensure that
Σ
Lin has bounded width, we could then conclude using the result
of [34]. We will not be able to enforce this, but ΣLin will instead
satisfy a notion of bounded semi-width that we now define. The
basic position graph of ΣLin is the directed graph whose nodes are
the positions of relations in ΣLin with an edge from position i of
a relation T to position j of a relation U if and only if the follow-
ing is true: there is an ID δ ∈ Σ whose body atom A uses relation
T , whose head atom A′ uses relation U , and there is an exported
variable x that occurs at position i of A and at position j of A′. We
say that ΣLin has semi-width bounded byw if it can be decomposed
into ΣLin1 ∪ Σ
Lin
2 where Σ
Lin
1 has width bounded byw and the posi-
tion graph of ΣLin2 is acyclic.
We can now state our linearization result:
Proposition 5.5. Given the set Σ of IDs of width w and the set
∆ of Truncated Accessibility and Transfer axioms, and given a set of
facts I0, we can compute in PTIME a set of IDs Σ
Lin of semi-widthw
and a set of facts ILin0 satisfying the following: for any set of primed
facts I derivable from I0 by chasing with Σ and ∆, we can derive the
same set of primed facts from ILin0 by chasing with Σ
Lin .
Proof sketch. We can easily translate each of the truncated
axioms into IDs on the expanded signature, but we also need to ac-
count for the propagation of accessibility facts via IDs in the chase.
We do this by incorporating to ΣLin some new IDs in the extended
signature SLin that are implied by Σ and ∆. A saturation algorithm
can compute them in polynomial time, thanks to the polynomial
bound on the number of subsets P considered in SLin. 
The bound on the semi-width of ΣLin then implies an NP bound
on query containment, thanks to the following easy generalization
of the result of Johnson and Klug [34]:
Proposition 5.6. For any fixedw ∈ N, there is an NP algorithm
for containment under IDs of semi-width at mostw .
This allows us to conclude the proof of Theorem 5.4:
Proof sketch of Theorem 5.4. NP-hardness already holds in
the case without constraints or result bounds [37], so we focus
on NP-membership. In the case without result bounds, we have
explained how to reduce to a query containment problemQ ⊆Γ Q
′
with Γ = Σ∪Σ′∪∆. Now, we have shown in Proposition 5.5 how Σ
and ∆ can be simulated by a set ΣLin of IDs of bounded semi-width.
Further, Σ′ consists of bounded-width IDs, so we can modify ΣLin
to incorporate Σ′. This allows us to decide the problem Q ⊆Γ Q
′
in NP using Proposition 5.6. The details of this argument, and its
extension to the case with result bounds, are in Appendix E.5. 
6 SCHEMA SIMPLIFICATION FOR
EXPRESSIVE CONSTRAINTS
We have presented in Section 4 the two kinds of simplifications an-
ticipated in the introduction: existence-check simplification (using
result-bounded methods to check for the existence of tuples, as in
Example 1.4); and FD simplification (using them to retrieve func-
tionally determined information, as in in Example 1.5). A natural
question is then to understand whether these simplifications cap-
ture all the ways in which result-bounded methods can be useful,
for integrity constraints expressed in more general constraint lan-
guages. It turns out that this is not the case when we move even
slightly beyond IDs:
Example 6.1. Consider a schema Schwith TGD constraintsT (y)∧
S(x) → T (x) and T (y) → ∃x S(x). We have an input-free access
method mtS on S with result bound 1 and a Boolean access method
mtT onT . Consider the queryQ = ∃y T (y). The following monotone
plan answers Q :
T1 ⇐ mtS ⇐ ∅; T2 ⇐ mtT ⇐ T1; T3 := π∅T2; Return T3;
That is, we access S and return true if the result is in T .
On the other hand, consider the existence-check simplificationSch′
of Sch. It has an existence-check method on S , but we can only test
if S is non-empty, giving no indication whether Q holds. So Q is not
answerable in Sch′. The same holds for the FD simplification Sch′′
of Sch, because Sch implies no FDs, so Sch′ and Sch′′ are the same.
Thus, existence-check simplification and FD simplification no
longer suffice for more expressive constraints. In this section, we
introduce a new notion of simplification, called choice simplifica-
tion. We will show that it allows us to simplify schemas with very
general constraint classes, in particular TGDs as in Example 6.1. In
the next section, we will combine this with our query containment
reduction (Proposition 3.4) to show that monotone answerability is
decidable for much more expressive constraints. Intuitively, choice
simplification changes the value of all result bounds, replacing them
by one; this means that the number of tuples returned by result-
boundedmethods is not important, provided that we obtain at least
one if some exist. We formalize the definition in this section, and
show choice simplifiability for two constraint classes: equality-free
first-order logics (which includes in particular TGDs), and UIDs
and FDs. We study the decidability and complexity consequences
of these results in the next section.
Choice simplification. Given a schema Sch with result-bounded
methods, its choice simplification Sch′ is defined by keeping the re-
lations and constraints of Sch, but changing every result-bounded
method to have bound 1. That is, every result-bounded method
of Sch′ returns ∅ if there are no matching tuples for the access,
and otherwise selects and returns one matching tuple. We call Sch
choice simplifiable if any CQ having a monotone plan over Sch
has one over Sch′. This implies that the value of the result bounds
never matters.
Choice simplifiability is weaker than existence check or FD sim-
plifiability, but it still has a dramatic impact on the resulting query
containment problem:
Example 6.2. Consider the schema Sch in Example 1.1 and its
naïve axiomatization in Example 3.5. As Sch is choice simplifiable,
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we can axiomatize its choice simplification instead, and the problem-
atic axiom in the third bullet item becomes a simple ID, namely the
following: Udirectory(®y) → ∃®y′ UdirectoryAccessed(®y
′).
Showing choice simplifiability. We now give a result showing
that choice simplification holds for a huge class of constraints: all
first-order constraints that do not involve equality. This result im-
plies, for instance, that choice simplification holds for integrity
constraints expressed as TGDs:
Theorem 6.3. Let Sch be a schema with constraints in equality-
free first-order logic (e.g., TGDs), and letQ be a CQ that is monotone
answerable in Sch. ThenQ is monotone answerable in the choice sim-
plification of Sch.
Proof sketch. The result is shown using a simpler variant of
the “blow-up” method of Theorem 4.2. We start with counterex-
ample models to AMonDet in the choice simplification, and blow
them up by cloning the output tuples of each result-bounded ac-
cess, including all facts that hold about these output tuples. 
Choice simplifiability with UIDs and FDs. The previous result
does not cover FDs. However, we can also show a choice simpli-
fiability result for FDs and UIDs:
Theorem 6.4. Let Sch be a schema whose constraints are UIDs
and arbitrary FDs, andQ be a CQ that ismonotone answerable in Sch.
Then Q is monotone answerable in the choice simplification of Sch.
Proof sketch. We use a strengthening of the enlargement pro-
cess of Lemma 4.3 which constructs I+1 and I
+
2 from I1 and I2 in suc-
cessive steps, to fix accesses one after the other. The construction
that performs the blow-up is more complex (see Appendix F.2): it
involves copying access outputs and chasing with UIDs in such a
way as to avoid violating the FDs. 
7 DECIDABILITY USING CHOICE
SIMPLIFICATION
In this section, we present the consequences of the choice simpli-
fiability results of the previous section, in terms of decidability for
expressive constraint languages. Again, these will apply to both
monotone answerability and finite monotone answerability.
Decidable equality-free constraints. Thanks to Theorem 6.3, we
know that monotone answerability is decidable for a wide variety
of schemas. The approach applies to constraints that do not involve
equality and have decidable query containment. We state here one
complexity result for the class of frontier-guarded TGDs. These are
TGDs whose body contains a single atom including all exported
variables. But the same approach applies to extensions of FGTGDs
with disjunction and negation [8, 15].
Theorem 7.1. We can decide whether a CQ is monotone answer-
able with respect to a schema with result bounds whose constraints
are frontier-guarded TGDs. The problem is 2EXPTIME-complete.
Proof. Hardness already holds by a reduction from query con-
tainment with frontier-guarded TGDs (see, e.g., Prop. 3.16 in [13]),
already in the absence of result bounds, so we will only show on
2EXPTIME-membership. By Theorem 6.3 we can assume that all
result bounds are one, and by Proposition 3.3 we can replace the
schema with the relaxed version that contains only result lower
bounds. Now, a result lower bound of 1 can be expressed as an ID.
Thus, Proposition 3.4 allows us to reduce monotone answerability
to a query containment problem with additional frontier-guarded
TGDs, and this is decidable in 2EXPTIME (see, e.g., [9]). 
Complexity with UIDs and FDs. We now turn to constraints that
consist of UIDs and FDs, and use the choice simplifiability result
of Theorem 6.4 to derive complexity results for monotone answer-
ability with result-bounded access methods:
Theorem 7.2. We can decide monotone answerability with re-
spect to a schema with result bounds whose constraints are UIDs and
FDs. The problem is in EXPTIME.
Compared to Theorem 5.4, this result restricts to UIDs rather
than IDs, and has a higher complexity, but it allows FD constraints.
To the best of our knowledge, this result is new even in the setting
without result bounds.
Proof sketch of Theorem 7.2. We prove only decidability in
2EXPTIME. The finer bound is in Appendix G.2, and uses a more
involved variant of our linearization method.
We use choice simplifiability (Theorem 6.4) to assume that all
result bounds are one, use Proposition 3.3 to replace them by re-
sult lower bounds, and use Proposition 3.4 to reduce to a query
containment problem Q ⊆Γ Q
′. The constraints Γ include Σ, its
copy Σ′, and accessibility axioms:
• (
∧
i accessible(xi )) ∧ R(®x, ®y) → RAccessed(®x, ®y) for each non-
result-bounded method mt accessing relation R and having
input positions ®x ;
• (
∧
i accessible(xi )) ∧ ∃®y R(®x, ®y) → ∃®z RAccessed(®x, ®z) for each
result-bounded method mt accessing relation R and having
input positions ®x ;
• RAccessed( ®w) → R( ®w) ∧ R
′( ®w) ∧
∧
i accessible(wi ) for each
relation R.
Note that Γ includes FDs and non-unary IDs; containment for these
in general is undecidable [39]. To show decidability,wewill explain
how to rewrite these axioms in a way that makes Γ separable [22].
That is, we will be able to drop the FDs of Σ and Σ′ without im-
pacting containment. First, by inlining RAccessed, we can rewrite the
axioms as follows:
• for each non-result-bounded method mt accessing relation
R with input positions ®x , (
∧
i accessible(xi )) ∧ R(®x, ®y) →
R′(®x, ®y) ∧
∧
i accessible(yi )
• for each result-boundedmethodmt accessing relationRwith
input positions ®x , (
∧
i accessible(xi ))∧R(®x, ®y) → ∃®z R(®x, ®z)∧
R′(®x, ®z) ∧
∧
i accessible(zi )
We then modify the second type of axiom so that, in addition to
the variables ®x at input positions of mt in R, they also export the
variables at positions of R that are determined by the input posi-
tions. This rewriting does not impact the soundness of the chase,
because each chase step with a rewritten axiom can be mimicked
by a step with an original axiom followed by FD applications.
After this rewriting, a simple induction on proof length (see Ap-
pendix G.2) shows that firing TGD triggers in the chase never cre-
ates a violation on R or R′ of the FDs of Σ and Σ′. Hence, after
having applied these FDs to Q , we know that we can drop them
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without impacting query containment. LetQ∗ be the minimization
of Q under the FDs, and let ΓSep denote the rewritten constraints
without the FDs. We have shown that monotone answerability is
equivalent to Q∗ ⊆ΓSep Q
′. As ΓSep contains only GTGDs, we can
infer decidability in 2EXPTIME using [16], which concludes. 
Extending to finite monotone answerability. Our decidability re-
sults for choice simplifiable constraints extend to monotone an-
swerability over finite instances. For Theorem 7.1, we simply use
Proposition 2.2. As for Theorem 7.2, we can also show that it ex-
tends to the finite variant:
Corollary 7.3. We can decide whether a CQ is finitely mono-
tone answerable with respect to a schema with result bounds whose
constraints are UIDs and FDs. The problem is in EXPTIME.
However, constraints that mix UIDs and FDs are not finitely con-
trollable, so we cannot simply use Proposition 2.2. Instead, we will
consider the finite closure of the set of UIDs and FDs Σ. This is the
set Σ∗ of FDs and UIDs that are implied by Σ over finite instances.
The finite closure of Σ is computable (see [24]), and query contain-
ment over finite instances with Σ is equivalent to query contain-
ment over all instances with Σ∗ :
Theorem 7.4 ([4]). For any Boolean UCQs Q and Q ′, the follow-
ing are equivalent: (i.) for any finite instance I satisfying Σ, ifQ holds
on I thenQ ′ holds on I ; (ii.) for any instance I satisfying Σ∗ , ifQ holds
on I then Q ′ holds on I .
This allows us to prove Corollary 7.3:
Proof sketch of Corollary 7.3. We argue only for decidabil-
ity: the details and EXPTIME bound are in Appendix G.3. Let Sch
be a schema whose constraints Σ are UIDs and FDs, and let Sch∗
be the same schema as Sch but with constraints Σ∗ . We will show
that any CQ Q is finitely monotone answerable over Sch iff Q is
monotone answerable over Sch∗. We can decide the latter by The-
orem 7.2, so it suffices to show the equivalence. For the forward
direction, given a monotone plan PL that answers Q over finite in-
stances satisfying Σ, we can convert it to a UCQQPL. Now, sinceQ
and QPL are equivalent over finite instances satisfying Σ, they are
equivalent over all instances satisfying Σ∗, by Theorem 7.4. ThusQ
is monotone answerable over Sch∗. Conversely, if Q is monotone
answerable over Sch∗, it is finitely monotone answerable over all
finite instances satisfying Σ∗ , but Theorem 7.4 says that finite in-
stances that satisfy Σ also satisfy Σ∗, which concludes. 
8 GENERAL FO CONSTRAINTS
We have shown that, for many expressive constraint classes, the
value of result bounds does not matter, and monotone answerabil-
ity is decidable. A natural question is to understand what happens
with schema simplification and decidability for general FO con-
straints. In this case, choice simplifiability no longer holds:
Example 8.1. Consider a schema Sch with two relations P and U
of arity 1. There is an input-freemethodmtP on P with result bound 5,
and an input-free methodmtU on U with no result bound. The first-
order constraints Σ say that P has exactly 7 tuples, and if one of the
tuples is inU , then 4 of these tuples must be inU . Consider the query
Q : ∃x P(x) ∧U (x). The query is monotone answerable on Sch: the
plan simply accesses P with mtP and intersects the result with U
using mtU . Thanks to Σ, this will always return the correct result.
In the choice simplification Sch′ of Sch, all we can do is access
mtU , returning all of U , and access mtP , returning a single tuple. If
this tuple is not in U , we have no information on whether or not Q
holds. Hence, we can easily see that Q is not answerable on Sch′.
The constraints in the previous example still lie in a decidable
language, namely, two-variable logicwith counting quantifiers [41].
We can still decide monotone answerability for this language even
without any schema simplification; see Appendix H.1. Unsurpris-
ingly, if we move to constraints where containment is undecid-
able, then themonotone answerability problem is also undecidable,
even in cases such as equality-free FO which are choice simplifi-
able:
Proposition 8.2. It is undecidable to check if Q is monotone an-
swerable with respect to equality-free FO constraints.
The same holds for other constraint languages where query con-
tainment is undecidable, such as general TGDs.
9 SUMMARY AND CONCLUSION
We formalized the problem of answering queries in a completeway
by accessing Web services that only return a bounded number of
answers to each access, assuming integrity constraints on the data.
We showed how to reduce this to a standard reasoning problem,
query containment with constraints. We have further shown sim-
plification results formany classes of constraints, limiting theways
in which a query can be answered using result-bounded plans,
thus simplifying the corresponding query containment problem.
By coupling these results with an analysis of query containment,
we have derived complexity bounds for monotone answerability
under several classes of constraints. Table 1 summarizes which
simplifiability result holds for each constraint class, as well as the
decidability and complexity results. We leave open the complexity
of monotone answerability with result bounds for some important
cases: Full TGDs, and more generally weakly-acyclic TGDs. Our
choice approximation result applies here, but we do not know how
to analyze the chase even for the simplified containment problem.
We have restricted tomonotone plans throughout the paper. As
explained in Appendix I, the reduction to query containment still
applies to plans that can use negation. Our schema simplification
results also extend easily to answerability with such plans, but lead
to a more involved query containment problem. Hence, we do not
know how to show decidability of the answerability problem for
UIDs and FDs with such plans. We also leave open the question of
whether choice simplifiability holds for general FDs and IDs.
In our study of the answerability problem, we have also intro-
duced technical toolswhich could be useful in awider context. One
example is the blowing-up method that we use in schema simpli-
fication results; a second example is linearization, for which we
intend to study further applications.
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A DETAILS FOR SECTION 2: PRELIMINARIES
In the body of the paper we defined a semantics for plans using
valid access selections, which assumed that multiple accesses with
a result-bounded method always return the same output. We also
claimed that all our results held without this assumption. We now
show the alternative semantics where this assumption does not
hold, and show that indeed the choice of semantics makes no dif-
ference. We will call idempotent semantics in this appendix the one
that we use in the main body of the paper, and non-idempotent se-
mantics the one that we now define.
Intuitively, the idempotent semantics, as used in the body, as-
sumes that the access selection function is chosen for the entire
plan, so that all calls with the same input to the same accessmethod
return the same output. The non-idempotent semantics makes no
such assumption, and can choose a different valid access selection
for each access. In both cases, the semantics is a function taking
an instance I for the input schema and the input tables of the plan,
returning as output a set of possible outputs for each output table
of the plan.
Formally, given a schema Sch and instance I , an access selection
is a functionmapping each access on I to an output to the access, as
defined in the main text, and it is valid if every output returned by
the access selection is a valid output to the corresponding access.
Given a valid access selection σ , we can associate to each instance
I and each plan PL an output by induction on the number of com-
mands. The general scheme for both semantics is the same: for an
access commandT ⇐OutMap mt ⇐InMap E the output is obtained
by evaluating E to get a collection of tuples and then performing
an access withmt using each tuple, putting the union of the corre-
sponding output selected byσ intoT . The semantics ofmiddleware
query commands is the usual semantics for relational algebra. The
semantics of concatenation of plans is via composition.
The difference between the two semantics is: for the idempotent
semantics, given I we take the union over all valid access selec-
tions σ of the output of the entire plan for I and σ ; for the non-
idempotent semantics, we calculate the possible outputs of each in-
dividual access command as the union of the outputs for all σ , we
calculate the output of a query middleware command as usual, and
then we calculate the possible outputs for a plan via composition.
Example A.1. Consider a schemawith a input-free access method
mt with result bound 5 on relation R. Let PL be the plan that accesses
mt twice and then determines whether the intersection of the results
is non-empty:
T1 ⇐ mt ⇐ ∅; T2 ⇐ mt ⇐ ∅; T0 := π∅(T1 ∩T2); Return T0
As T1 and T2 are identical under the idempotent semantics, PL just
tests if R is non-empty. Under the non-idempotent semantics, PL is
non-deterministic, since it can return empty or non-empty when R
contains at least 10 tuples.
Note that, in both semantics, when we use multiple access meth-
ods on the same relation, there is no requirement that an access
selection be “consistent”: if an instance I includes a fact R(a,b) and
we have result-bounded access methods mt1 on the first position
of R and mt2 on the second position of R, then an access to mt1
on a might return (a,b) even if an access to mt2 on b does not
return (a,b). This captures the typical situation where distinct ac-
cess methods use unrelated criteria to determine which tuples to
return.
It is clear that if a query that has a plan that answers it under the
non-idempotent semantics, then the same plan works under the
idempotent semantics. Conversely, Example A.1 shows that that a
given plan may answer a query under the idempotent semantics,
while it does not answer any query under the non-idempotent se-
mantics. However, if a queryQ has some plan that answers it under
the idempotent semantics, we can show that it also does under the
non-idempotent semantics:
Proposition A.2. For any CQ Q over schema Sch, there is a
monotone plan that answers Q under the idempotent semantics with
respect to Sch iff there is a monotone plan that answers Q under
the non-idempotent semantics. Likewise, there is an RA-plan that an-
swersQ under the idempotent semantics with respect to Sch iff there
is an RA-plan that answers Q under the non-idempotent semantics.
We first give the argument for RA-plans (i.e., non-monotone
plans, which allow arbitrary relational algebra expressions). If there
is a plan PL that answers Q under the non-idempotent semantics,
then clearly PL also answers Q under the idempotent semantics,
because there are less possible outputs.
In the other direction, suppose PL answers Q under the idem-
potent semantics. Let cached(PL) be the function that executes PL,
butwhenever it encounters an accessmt on a binding AccBind that
has already been performed in a previous command, it uses the
values output by the prior command rather than making a new ac-
cess, i.e., it uses “cached values”. Executing cached(PL) under the
non-idempotent semantics gives exactly the same outputs as ex-
ecuting PL under the idempotent semantics, because cached(PL)
never performs the same access twice. Further we can implement
cached(PL) as an RA-plan PL′: for each access command T ⇐
mt ⇐ E in PL, we pre-process it in PL′ by removing from the
output of E any tuples previously accessed in mt, using a middle-
ware query command with the relational difference operator. We
then perform an access tomt with the remaining tuples, cache the
output for further accesses, and post-process the outputwith amid-
dleware query command to add back the output tuples cached from
previous accesses. Thus PL′ answers Q under the idempotent se-
mantics as required.
Let us now give the argument for monotone plans (i.e., USPJ-
plans), which are the plans used throughout the body of the pa-
per. Of course the forward direction is proven in the same way, so
we focus on the backward direction. Contrary to plans that can
use negation, we can no longer avoid making accesses that were
previously performed, because we can no longer remove input tu-
ples that we do not wish to query. However, we can still cache the
output of each access, and union it back when performing further
accesses.
Let PL be a plan that answers Q under the idempotent seman-
tics. We use Proposition 3.3 about the elimination of result up-
per bounds to assume without loss of generality that PL answers
the query Q on the schema ElimUB(Sch), where all result bounds
of Sch are replaced with result lower bounds only.
We define the plan PL′ from PL, where access commands are
modified in the following way: whenever we perform an access for
a methodmt in an access command i , we cache the input of access
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command i in a special intermediate table Inpmt,i and its output
in another table Outmt,i , and then we add to the output of access
command i the result of unioning, over all previously performed
accesses withmt for j < i , the intersection Inpmt,i ∩ Inpmt, j joined
with Outmt, j . Informally, whenever we perform an access with a
set of input tuples, we add to its output the previous outputs of
the accesses with the same tuples on the same methods earlier in
the plan. This can be implemented using USPJ operators. For each
table defined on the left-hand side of an access or middleware com-
mand in PL, we define its corresponding table as the table in PL′
where the same result is defined: for middleware commands, the
correspondence is obvious because they are not changed from PL
to PL′; for access commands, the corresponding table is the one
where we have performed the postprocessing to incorporate the
previous tuple results.
We now make the following claim:
Claim A.3. Every possible output of PL′ in the non-idempotent
semantics is a subset of a possible output of PL in the idempotent se-
mantics, and is a superset of a possible output of PL in the idempotent
semantics.
This suffices to establish that PL′ answers the query Q in the
non-idempotent semantics, because, as PL answers Q in the idem-
potent semantics, its only possible output on an instance I in the
idempotent semantics is Q(I ), so Claim A.3 implies that the only
possible output of PL′ on I is also Q(I ), so PL′ answers Q under
the non-idempotent semantics, concluding the proof. So it suffices
to prove Claim A.3. We now do so:
Proof. Letting O be a result of PL′ under the non-idempotent
semantics on an instance I , and letting σ1, . . . ,σn be the choice
of valid access selections used for each access command of PL′
to obtainO , we first show thatO is a superset of a possible output
of PL in the idempotent semantics, and then show thatO is a subset
of a possible output of PL in the idempotent semantics.
To show the first inclusion, let us first consider the access selec-
tion σ− on I defined in the following way: for each access binding
AccBind on a method mt, letting σi be the access selection for the
first access command of PL where the access on AccBind is per-
formed on mt, we define σ−(mt,AccBind) := σi (mt,AccBind); if
the access is never performed, define σ according to one of the σi
(chosen arbitrarily). We see that σ− is a valid access selection for I ,
because each σi is a valid access selection for i , and for each access
σ− returns the output of one of the σi , which is valid. Now, by in-
duction on the length of the plan, it is clear that for every table in
the execution of PL on I with σ− , its contents are a subset of the
contents of the corresponding table in the execution of PL′ on I
with σ1, . . . ,σn . Indeed, the base case is trivial. The induction case
for middleware commands is by monotonicity of the USPJ oper-
ators. The induction case on access commands is simply because
we perform an access with a subset of bindings: for each binding
AccBind, if this is the first time we perform the access for this
method on AccBind, we obtain the same output in PL as in PL′,
and if this is not the first time, in PL we obtain the output as we
did the first time, and in PL′ we still obtain it because we retrieve it
from the cached copy. The conclusion of the induction is that the
output of PL on I under σ− is a subset of the outputO of PL′ on I
under σ1, . . . ,σn .
Let us now show the second inclusion by considering the access
selection σ+ on I defined in the following way: for each access
binding AccBind and method mt, we define σ+(mt,AccBind) :=⋃
1≤i≤n σi (mt,AccBind). That is, σ
+ returns all outputs that are
returned in the execution of PL′ on I in the non-idempotent se-
mantics with σ1, . . . ,σn . This is a valid access selection, because
for each access and binding it returns a superset of a valid out-
put, so we are still obeying the result lower bounds, and there
are no result upper bounds because we we are working with the
schema ElimUB(Sch) where result upper bounds have been elimi-
nated. Now, by induction on the length of the plan, analogously to
the case above, we see that for every table in the execution of PL
on I with σ+, its contents are a superset of that of the correspond-
ing table in the execution of PL′ on I with σ1, . . . ,σn : the induction
case is because each access on a binding in PL′ cannot return more
than the outputs of this access in all the σi , and this is the output
obtained with σ+. So we have shown that O is a subset of a possi-
ble output of PL, and that it is a superset of a possible output of PL,
concluding the proof of the claim. 
This concludes the proof of Proposition A.2.
B FINITE CONTROLLABILITY OF COMMON
CLASSES OF CONSTRAINTS
Recall that we defined a set of constraints Σ to be finitely control-
lable if for every Boolean UCQ Q and Q ′, the following are equiv-
alent:
• Q ⊆Σ Q
′
• if a finite instance I satisfies Q , then it also satisfies Q ′
That is, the finite and unrestricted versions of query containment
coincide. Note that the first item necessarily implies the second.
In the body we claimed that common classes of constraints are
finitely controllable. For frontier-guarded TGDs, this follows im-
mediately from [8] which shows that the guarded negation frag-
ment of first-order logic has the finite model property. Indeed,GNF
can express any sentence of the formQ ∧ Σ∧¬Q ′ where Σ is a set
of frontier-guarded TGDs andQ,Q ′ are Boolean UCQs. Hence, we
can express in GNF that there is a counterexample to the query
containment problem Q ⊆Σ Q
′. Now, the finite model property
ofGNF implies that there is a counterexample toQ ⊆Σ Q
′ iff there
is a finite counterexample, and this is precisely what finite control-
lability says. The same argument applies to disjunctive Guarded
TGDs [15].
For classes of constraints where the chase terminates, which in-
cludes FDs as well as weakly-acyclic TGDs, finite controllability in
the sense above is also easy to see. Suppose the first item fails for
some Q ′, then there is an instance I satisfying the constraints Σ,
and satisfying Q ∧ ¬Q ′, so that I satisfies some disjunct Qi of Q .
Thus the containment problem Qi ⊆Σ Q
′ fails. Letting Ii be the
chase ofQi by the constraints Σ, we know that each disjunctQ
′
j of
Q ′ must fail to hold in Ii , since the chase is universal for contain-
ment. But then, because the chase by Σ terminates, we know that
Ii is finite, so it contradicts the second item.
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C PROOFS FOR SECTION 3: REDUCING TO
QUERY CONTAINMENT
C.1 Proof of Proposition 3.2: Equivalence
Between Accessible Part Notions
Recall the statement of Proposition 3.2:
For any schema Sch with constraints Σ and result-
bounded methods, a CQ Q is AMonDet if and only
if the following implication holds: for any two in-
stances I1, I2 satisfying Σ, if I1 and I2 have a common
subinstance IAccessed that is access-valid in I1, thenQ(I1) ⊆
Q(I2).
Proof. It suffices to show that the two definitions of “having
more accessible data” agree. That is, we show that the following
are equivalent:
(i) I1 and I2 have a common subinstance IAccessed that is access-
valid in I1.
(ii) There are A1 ⊆ A2 such that A1 is an accessible part for I1
and A2 is an accessible part for I2.
Suppose I1 and I2 have a common subinstance IAccessed that is
access-valid in I1. This means that we can define a valid access se-
lection σ1 that takes any access performed with values of IAccessed
and amethod of Sch, andmaps it to a set ofmatching tuples in IAccessed
that is valid in I1. We can extend σ1 to a function σ2 which re-
turns a superset of the tuples returned by σ1 for accesses with val-
ues of IAccessed, and returns an arbitrary set of tuples from I2 oth-
erwise, such that this output to the access is valid in I2. We have
AccPart(σ1, I1) ⊆ AccPart(σ2, I2), and thus the first item implies
the second.
Conversely, suppose there areA1 ⊆ A2 such thatA1 is an acces-
sible part for I1 and A2 is an accessible part for I2. Let σ1 and σ2 be
the valid access selections used to define A1 and A2, so that that
AccPart(σ1, I1) ⊆ AccPart(σ2, I2). Let IAccessed := AccPart(σ1, I1),
and let us show that IAccessed is a common subinstance of I1 and I2
that is access-valid in I1. By definition, we know that IAccessed is a
subinstance of I1, and by assumption we have IAccessed ⊆ A2 ⊆ I2,
so indeed IAccessed is a common subinstance of I1 and I2. Now, to
show that it is access-valid in I1, consider any access AccBind,mt
with values in IAccessed. We know that there is i such that AccBind is
in AccParti (σ1, I1), so by definition of the fixpoint process and of
the access selection σ1 there is a valid output in AccParti+1(σ1, I1),
hence in IAccessed. Thus, IAccessed is access-valid. This shows the con-
verse implication, and concludes the proof. 
C.2 Proof of Theorem 3.1: Equivalence
Between Answerability and AMonDet
Recall the statement of the theorem:
Q is monotone answerable w.r.t. Sch if and only if Q
is AMonDet over Sch.
As in our other results involving AMonDet, we will use the def-
inition in terms of access-valid subinstances, i.e., we use Proposi-
tion 3.2.
We first prove the “easy direction”:
Proposition C.1. If Q has a (monotone) plan PL that answers it
w.r.t. Sch, then Q is AMonDet over Sch.
Proof. We use the definition of AMonDet given in Proposi-
tion 3.2. Assume that there are two instances I1, I2 satisfy the con-
straints of Sch and that there is a common subinstance IAccessed that
is access-valid in I1. Let us show that Q(I1) ⊆ Q(I2). As IAccessed is
access-valid, let σ1 be a valid access selection for IAccessed: for any ac-
cess with values in IAccessed, the access selectionσ1 returns an output
which is valid in IAccessed. We extend σ1 to a valid access selection
for I2 as in the proof of Proposition 3.2: for accesses in IAccessed, the
access selection σ2 returns a superset of σ1, which is possible be-
cause IAccessed ⊆ I2, and for other accesses it returns some valid sub-
set of tuples of I2. We argue that for each temporary table of PL, its
value when evaluated on I1 with σ1, is contained in its value when
evaluated on I2 with σ2. We prove this by induction on PL. As the
plan is monotone, the property is preserved by query middleware
commands, so inductively it suffices to look at an access command
T ⇐ mt ⇐ E with mt an access method on some relation. Let E1
be the value of E when evaluated on I1 with σ1, and let E2 be the
value when evaluated on I2 with σ2. Then by the monotonicity of
the query E and the induction hypothesis, we have E1 ⊆ E2. Now,
given a tuple ®t in E1, letM
1
®t
be the set of “matching tuples” (tuples
for the relation R extending ®t ) in I1 selected by σ1. Similarly let
M2
®t
be the set selected by σ2 in I2. By construction of σ2, we have
M1
®t
⊆ M2
®t
, and thus
⋃
®t ∈E1
M1
®t
⊆
⋃
®t ∈E1
M2
®t
, which completes the
induction. Thanks to our induction proof, we know that the output
of PL on I1 with σ1 is a subset of the output of PL on I2 with σ2.
As we have assumed that PL answers Q on Sch, this means that
Q(I1) ⊆ Q(I2), which is what we wanted to show. 
For the other direction, we first use the corresponding result in
the case without result bounds:
Theorem C.2 ([13, 14]). For any CQ Q and schema Sch (with no
result bounds) whose constraints Σ are expressible in active-domain
first-order logic, the following are equivalent:
(1) Q has a monotone plan that answers it over Sch
(2) Q is AMonDet over Sch.
Thus, for schemas without result-bounded methods, existence
of a monotone plan is the same as AMonDet, and both can be ex-
pressed as a query containment problem. It is further shown in [14]
that a monotone plan can be extracted from any proof of the query
containment forAMonDet. This reduction to query containment is
what we will now extend to the setting with result-bounded meth-
ods in the main text.
We adapt the above result to the setting of result-boundedmeth-
ods with a simple construction that allows us to rewrite away the
result-bounded methods (expressing them in the constraints):
Axiomatization of result-bounded methods. Given a schema Sch
with constraints and access methods, possibly with result bounds,
we will define an auxiliary schema AxiomRB(Sch) without result
bounds. In the schema AxiomRB(Sch), for every method mt with
result bound k on relation R we have a new relation Rmt whose ar-
ity agrees with that of R. Informally, Rmt stores only up to k result
tuples for each input. The constraints include all the constraints
of Sch (on the original relation names). In addition, we have for
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every methodmtwith input positions i1 . . . im and result bound k ,
the following axioms:
• A soundness of selection axiom stating that Rmt is a subset of
R.
• An axiom stating that for any binding of the input positions,
Rmt has at most k distinct matching tuples
• For each 1 ≤ j ≤ k , a result lower bound axiom stating that,
for any values ci1 . . . cim , if R contains at least j matching tu-
ples (i.e., tuples ®c that extend ci1 . . . cim ), then Rmt contains
at least j such tuples.
In this schema we have the same access methods, except that
any mt with a result bound over R is removed, and in its place we
add an access method with no result bound over Rmt.
Given a query Q over Sch, we can consider it as a query over
AxiomRB(Sch) instances by simply ignoring the additional rela-
tions.
We claim that, in consideringQ over AxiomRB(Sch) rather than
Sch, we do not change monotone answerability.
Proposition C.3. For any queryQ over Sch, there is a monotone
plan that answers Q over Sch iff there is a monotone plan that an-
swers Q over AxiomRB(Sch).
PropositionC.3 thus shows thatwe can axiomatize result bounds,
at the cost of including new constraints.
Proof. Suppose that there is a monotone plan PL over Sch that
answers Q . Let PL′ be formed from PL by replacing every access
with methodmt on relation R with an access to Rmt with the corre-
spondingmethod.We claim thatPL′ answersQ overAxiomRB(Sch).
Indeed, given an instance I ′ for AxiomRB(Sch), we can drop the re-
lations Rmt to get an instance I for Q , and use the relations Rmt to
define a valid access selection σ for each method of Sch, and we
can show that PL evaluated with σ over I gives the same output as
PL′ over I . Since the former evaluates to Q(I ), so must the latter.
Conversely, suppose that there is a monotone plan PL′ that an-
swers Q over AxiomRB(Sch). Construct PL from PL′ by replacing
accesses to Rmt with accesses to R. We claim that PL answers Q
over Sch. To show this, consider an instance I for Sch, and a par-
ticular valid access selection σ , and let us show that the evaluation
of PL on I following σ correctly answers Q . We build an instance
I ′ of AxiomRB(Sch) by interpreting Rmt as follows: for each tuple
®t such that R(®t ) holds in I , project ®t on the input positions i1 . . . im
of mt, and include all of the outputs of this access according to σ
in Rmt. As the outputs of accesses according to σ are must be, I
′
must satisfy the constraints of AxiomRB(Sch). We define a valid
access selection σ ′ from σ so that every access on Rmt returns the
output of the corresponding access on R according to σ . Since PL′
answers Q , we know that evaluating PL′ on I ′ with σ ′ yields the
outputQ(I ′) of Q on I ′. Now, the definition of σ ′ ensures that the
accesses made by PL′ on I ′ under σ ′ are exactly the same as those
made by PL on I under σ , and that the output of these accesses
are the same. Thus PL evaluated on I under σ gives the same re-
sult as PL′ does on I ′ under σ ′, namely, Q(I ′). Now, Q only uses
the original relations of Sch, so the definition of I ′ clearly implies
that Q(I ′) = Q(I ), so indeed the evaluation of PL on I under σ re-
turns Q(I ). As this holds for any valid access selection σ , we have
shown that PL answers Q over Sch, the desired result. 
The equivalence of a schema Schwith result bounds and its vari-
ant AxiomRB(Sch) easily extends to AMonDet.
Proposition C.4. For any query Q over Sch, the corresponding
query is AMonDet over AxiomRB(Sch) if and only ifQ is AMonDet
over Sch.
Proof. For the forward direction, assume Q that is AMonDet
over AxiomRB(Sch), and let us show that Q is AMonDet over Sch.
We use the characterization of AMonDet in terms of access-valid
subinstances given in Proposition 3.2. Let I1 and I2 be instances sat-
isfying the constraints of Sch, and let IAccessed be a common subin-
stance of I1 and I2 which is access-valid in I1 for Sch. Let σ1 be
a valid access selection for IAccessed. We can extend it to an access
selection σ2 for I2 that ensures that every access with σ2 returns
a superset of the tuples obtained with σ1. We now extend I1 into
an instance I ′1 for AxiomRB(Sch) by interpreting each Rmt as the
union of the outputsgiven byσ1 over every possible accesswithmt
on IAccessed. We define I
′
2 from I2 and σ2 in the same way. As the ac-
cess outputs given by σ1 and σ2 must be valid, we know that I
′
1 and
I ′2 satisfy the new constraints of AxiomRB(Sch), and clearly they
still satisfy the constraints of Sch. Now extend IAccessed to I
′
Accessed
by
adding all Rmt-facts of I
′
1 for allmt. Clearly I
′
Accessed
is a subinstance
of I ′1. It is access-valid because IAccessed was access-valid. It is a subin-
stance of I ′2 because IAccessed is a subinstance of I
′
2 and because the
Rmt-facts in I
′
1 also occur in I
′
2 by construction of σ2. Thus, because
Q is AMonDet over AxiomRB(Sch), we know that Q(I ′1) ⊆ Q(I
′
2).
Now, asQ only uses the relations in Sch, we haveQ(I1) = Q(I
′
1) and
Q(I2) = Q
′(I ′2), so we have shown that Q(I1) ⊆ Q(I2), concluding
the forward direction.
Conversely, suppose Q is AMonDet over Sch and consider in-
stances I ′1 and I
′
2 for AxiomRB(Sch) with valid access selections σ
′
1
and σ ′2 giving accessible parts A
′
1 ⊆ A
′
2. We create an instance I1
for Sch from I ′1 by dropping the relations Rmt, and similarly create
I2 from I
′
2. Clearly both satisfy the constraints of Sch. We modify
σ ′1 to obtain an access selection σ1 for I1: for every access on I1
with a method mt, the output is that of the corresponding access
with σ ′1 on Rmt; we do the same to build σ2 from σ
′
2 . It is clear that
these access selections are valid, i.e., that they return valid outputs
to any access; and letting A1 and A2 be the corresponding acces-
sible parts of I1 and I2, it is clear that A1 ⊆ A2. Thus, because Q
is AMonDet over Sch, we know that Q(I1) ⊆ Q(I2), and again we
have Q(I1) = Q(I
′
1) and Q(I2) = Q(I
′
2) so we have Q(I
′
1) ⊆ Q(I
′
2),
which concludes. 
Putting together Proposition C.3, Proposition C.4 and Theorem
C.2, we complete the proof of Theorem 3.1.
D PROOFS FOR SECTION 4: SIMPLIFYING
RESULT BOUNDS
D.1 Proof of Theorem 4.2: Existence-Check
Simplification for IDs
In this appendix, we show Theorem 4.2. Recall its statement:
Let Sch be a schema whose constraints are IDs, and
let Q be a CQ that is monotone answerable in Sch.
ThenQ is monotone answerable in the existence-check
simplification of Sch.
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Wewill show the contrapositive of this statement. Let us assume
that Q does not have a monotone plan in the existence-check sim-
plification Sch′ of Sch. We will show that this implies that Q is
not AMonDet in Sch: this allows us to conclude because, by Theo-
rem 3.1, this implies thatQ has no monotone plan in Sch. Through-
out the proof, we will use the definition of AMonDet given by
Proposition 3.2.
Thus it suffices to show:
Consider a schema Sch whose constraints are IDs,
and letQ be aCQ that isAMonDetwith respect to Sch.
Then Q is also AMonDet in the existence-check sim-
plification of Sch.
We now prove the theorem, using Lemma 4.3:
Proof. Let Sch be the original schema and Sch′ be the existence-
check simplification. Notice that the query Q is indeed posed on
the common relations of Sch and Sch′, i.e., it does not involve the
Rmt relations added in Sch
′. To use Lemma 4.3, suppose that we
have a counterexample (I1, I2) to AMonDet for Q and the simplifi-
cation Sch′, i.e., the instances I1 and I2 satisfy the constraints Σ
′
of Sch′, the instance I1 satisfies Q and the instance I2 violates Q ,
and I1 and I2 have a common subinstance IAccessed that is access-
valid in I1. As mentioned in the main text of the paper, we will
show how to “blow up” each instance to I+1 and I
+
2 which have
a common subinstance which is access-valid in I+1 , i.e., we must
ensure that each access to a result-bounded method with a result
bound in I+1 returns either no tuples or more tuples than the bound.
In the blowing-up process we will preserve the constraints Σ′ and
the properties of the Ii with respect to the CQ Q .
We now explain how I+1 and I
+
2 are formed. The first step is
“obliviously chasing with the existence-check constraints”: for any
existence-check constraint δ of the form
∀x1 . . . xm Rmt(®x) → ∃y1 . . .yn R(®x, ®y)
and any homomorphism h of the variables x1 . . . xn to IAccessed, we
extend the mapping by choosing infinitely many fresh witnesses
for y1 . . .yn , naming the j
th value for yi in some canonical way
depending on (h(x1), . . .h(xm),δ , j, i), and creating the correspond-
ing facts. We let I ∗
Accessed
be IAccessed extended with these facts.
The second step is “standard chasing with the original depen-
dencies”: we chase I ∗
Accessed
in a standard way in rounds with all
dependencies of Σ, yielding a possibly infinite result. We let I+
Accessed
be the result of extending I ∗Accessed by this chasing process. Note
that I+
Accessed
then satisfies Σ by definition of the chase.
We now construct I+1 := I1 ∪ I
+
Accessed
and similarly define I+2 :=
I2 ∪ I
∗
Accessed. First observe that, for all p ∈ {1, 2}, we have Ip ⊆ I
+
p ,
so that I+1 still satisfies Q . Further, we argue that for all p ∈ {1, 2},
the instance I+p satisfies Σ. As Σ consists only of IDs, its triggers
consist of single facts, so it suffices to check this on Ip and on I
+
Accessed
separately. For I+
Accessed
, we know that it satisfies Σ by definition of
the chase. For Ip , we know it satisfies Σ
′, which is a superset of Σ,
hence it satisfies Σ.
We must now justify that, for all p ∈ {1, 2}, the instance I+p has
a homomorphism h to Ip , which will imply that I
+
2 still does not
satisfy Q . We first define h to be the identify on Ip . It then suffices
to define h as a homomorphism from I+
Accessed
to Ip which is the
identity on IAccessed, because I
+
Accessed ∩ Ip = IAccessed. We next define
h on I ∗
Accessed
\ IAccessed. Consider a fact F = R(®a) of I
∗
Accessed
\ IAccessed
created by obliviously chasing a trigger on an existence-check con-
straint δ on IAccessed. Let F
′
= S(®b) be the fact of IAccessed in the image
of the trigger: that is, the fact that matches the body of δ . We know
that δ holds in Ip and thus there is some fact F
′′ := R(®c) in Ip that
serves as a witness for this. Writing Arity(R) to denote the arity
of R, we define h(ai ) for each 1 ≤ i ≤ Arity(R) as h(ai ) := ci .
In this way, the image of the fact F under h is F ′′. This is consis-
tent with the stipulation that h is the identity on IAccessed, because
whenever ai ∈ IAccessed then it must be exported between F
′ and F ,
hence ai is also exported between F
′ and F ′′ so we have ci = ai .
Further, all these assignments are consistent across the facts of
I ∗
Accessed
\ IAccessed because all elements of I
∗
Accessed
\ IAccessed which do
not occur in Adom(IAccessed) occur at exactly one position in one fact
of I ∗
Accessed
\ IAccessed.
We now define h on facts of I+
Accessed
\ I ∗
Accessed
by extending it on
the new elements introduced throughout the chase. Whenever we
create a fact F = R(®a) in I+
Accessed
for a trigger mapping to F ′ = S(®b)
for an ID δ in I+
Accessed
, we explain how to extend h to the nulls in-
troduced in F . Consider the fact h(F ′) = S(h(®b)) in Ip . The body
of δ also matches this fact, and as Ip satisfies ΣID there must be
a fact F ′′ = R(®c) in Ip which extends this match to the head of δ ,
since δ holds in Ip . We define h(ai ) := ci for all 1 ≤ i ≤ Arity(R).
We show that this is consistent with the current definition of h.
Whenever an element ai of ®a already occurred in I
+
Accessed, it must
have been exported between F ′ and F , so h(ai) was also exported
between h(F ′) and F ′′, so we already have h(ai ) = ci . Further, this
assignment is well-defined for the nulls introduced in F , because
each null occurs only at one position. The resulting h is a homo-
morphism because the image of previous facts is unchanged, and
because the fact R(h(®a)) = F ′′ is a fact of Ip as required.
This concludes the proof of the fact that there is a homomor-
phism from I+
Accessed
to IAccessed which is the identity on Ip .
It remains to justify that the common subinstance I+
Accessed
in I+1
and I+2 is access-valid in I
+
1 . Consider one access in I
+
1 performed
with some method mt of a relation R, with a binding AccBind of
values in I+
Accessed
, and let us show that we can define a valid output
to this access in I+Accessed. It is clear by definition of I
+
Accessed that, if
some value of AccBind is not in the domain of IAccessed, it must be a
null introduced in the chase to create I+
Accessed
, in the first or in the
second step. In this case the only possible matching facts in I+1 are
in I+
Accessed
\ IAccessed and there is nothing to show. Hence, we focus
on the case when all values of AccBind are in IAccessed. Ifmt is not a
result-bounded access, then we can simply use the fact that IAccessed
is access-valid in I1 to know that all matching tuples in I1 were
in IAccessed, so the matching tuples in I
+
1 must be in IAccessed∪(I
+
1 \ I1),
hence in I+
Accessed
. Ifmt is a bounded access, then consider the access
onmt′with the same binding. Either this access returns nothing or
it tells us that there is a fact Rmt containing the values of AccBind.
In the first case, as IAccessed is access-valid in I1, we know that I1
contains no matching tuple, hence the constraints of Sch′ imply
that I1 does not contain any R-fact which matches AccBind in the
input positions of mt. This means that any matching tuple in I+1
for the access on mt must be in I+1 \ I1, so they are in I
+
Accessed
and
we can define a valid output to the access in I+Accessed. This covers
the first case.
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In the second case, the Rmt fact of I1 implies by construction
that I ∗Accessed, hence I
+
Accessed, contains infinitely many suitable facts
R(®x , ®y) with ®x = ®y. Letting k be the bound ofmt, we choose k facts
among those, and obtain a valid output to the access with AccBind
onmt in I+1 . Hence, we have shown that I
+
Accessed is access-valid in I
+
1 .
The only remaining difficulty is that I+1 , I
+
2 , and I
+
Accessed
are not in-
stances on the relational signature of Sch, because they still contain
Rmt-facts. We simply build the final counterexample superinstance
by removing all facts that are not on a relation of Sch. The con-
straints of Σ still hold, because they only mention relations of Sch.
There is still a homomorphism from I+p to Ip for every p ∈ {1, 2}
as we are removing facts from the left-hand side of the homomor-
phism. Further, it is now the case that for all p ∈ {1, 2}, the restric-
tion of Ip to the relations of Sch is a subinstance of I
+
p , as claimed
in the lemma statement. Last, it is still the case that I+
Accessed
is a com-
mon subinstance of I+1 and I
+
2 which is access-valid in I
+
1 for Sch,
as Sch only has accesses on relations of its signature. Hence, the
result of thismodification satisfies the conditions of Lemma 4.3. Us-
ing this lemma, we have completed the proof of Theorem 4.2. 
D.2 Proof of Theorem 4.5: FD Simplification
for FDs
In this appendix, we show Theorem 4.5. Recall its statement:
Let Sch be a schema whose constraints are FDs, and
let Q be a CQ that is monotone answerable in Sch.
ThenQ is monotone answerable in the FD simplifica-
tion of Sch.
We will again show the contrapositive of the statement. Assume
that we have a counterexample I1, I2 to AMonDet for the FD sim-
plification of Sch, with Q holding in I1, with Q not holding in I2,
and with I1 and I2 having a common subinstance IAccessed that is
access-valid in I1 under the FD simplification of Sch. We will up-
grade these to I+1 , I
+
2 , I
+
Accessed
having the same property for Sch, by
blowing up accesses one after the other. To do so, we initially set
I+1 := I1, set I
+
2
:= I2, set I
+
Accessed
:= IAccessed, and then we consider
accesses one after the other.
Consider each access (mt,AccBind) using a method mt on rela-
tion R with binding AccBind having values in IAccessed. Let M1 be
the matching tuples for (mt,AccBind) in I1, and M2 the matching
tuples in I2. The definition of IAccessed and the constraints added in
the FD simplification ensure thatM1 andM2 must either intersect
or be both empty. IfM1 andM2 are both empty or ifM1 is a single-
ton, then we do nothing for the access (mt,AccBind): intuitively,
we can already define a valid output to this access in I1 for Sch.
Otherwise, we know that M1 and M2 are both non-empty. Let k
be the result bound ofmt. Recall that DetBy(mt) denotes the posi-
tions determined under the FDs by the input positions of mt: the
tuples of M1 and of M2 must agree on DetBy(mt). Let X be the
other positions of R that are not in DetBy(mt): the set X must be
non-empty, since otherwiseM1 and M2 would both be singletons,
contradicting our assumption.
Let us blow up the output of (mt,AccBind) in I1 and I2 by con-
structing k tuples with all positions in DetBy(mt) agreeing with
the common value of the tuples of M1 and M2, and with all po-
sitions in X filled using fresh values that are disjoint from each
other and from other values in I1 ∪ I2. We then add these k tuples
to I+1 , to I
+
2 , and to I
+
Accessed
. Performing this process for all accesses
in IAccessed defines the final I
+
1 , I
+
2 , and I
+
Accessed
.
It is clear that I1 ⊆ I
+
1 and that I2 ⊆ I
+
2 . We see that I
+
Accessed
⊆ I+1
and I+
Accessed
⊆ I+2 , because these two last inclusions are true initially
and all tuples added to I+
Accessed
are also added to I+1 and I
+
2 . Further,
for every p ∈ {1, 2}, we see that I+p has a homomorphism back to Ip ,
by defining it as the identity on I2, and mapping the fresh elements
of every new tuple of I+p \Ip to the corresponding elements in some
tuple of the (non-empty) setMp considered at the point where the
new tuple was added. This defines a homomorphism because the
new tuple matches the tuples ofM2 at the positions of DetBy(mt),
and at other positions the new tuple contains fresh values occur-
ring only at one position.
We must justify that I1 and I2 still satisfy the FD constraints
of Sch. To do so, it suffices to consider each FD ϕ on relation R, and
to consider violations of ϕ that involve the new tuples. If the left-
hand-side of ϕ contains a position of X , then the freshness of the
new values ensures that we have not added a violation of ϕ. Oth-
erwise, the left-hand-side of ϕ is contained in DetBy(mt), and the
new tuples agree on these positions with existing tuples from M1
and M2, so we cannot have introduced a violation either. Hence,
the FD constraints of Sch still hold after adding the new tuples.
We then explain why I+
Accessed
is access-valid in I+1 . To do so, we
will first define the notion of an access (mt′,AccBind′) extending
another access (mt,AccBind) if DetBy(mt′) is a superset of the in-
put positions of mt, and if the restriction on AccBind′ to the posi-
tions of mt is exactly AccBind. We make two claims:
ClaimD.1. Assume that, in the construction, we blow up an access
(mt′,AccBind′) that extends an access (mt,AccBind). Then we also
blow up the access (mt,AccBind) in the construction.
Proof. If we blew up (mt′,AccBind′) then it hadmore than one
matching tuple in I1, and they are easily seen to bematching tuples
for (mt,AccBind) as well, so we also blow up (mt,AccBind). 
Claim D.2. Assume that, in the construction, when blowing up
an access (mt′,AccBind′), we add to I+1 or to I
+
2 some tuples that are
also matching tuples for a different access (mt,AccBind). Then the
access (mt′,AccBind′) extends the access (mt,AccBind).
Proof. Consider a matching tuple ®t for (mt′,AccBind′) in I1:
one must exist, because we are blowing up this access. The new
tuples added in the blowupmatch ®t on the positions ofDetBy(mt′),
and they contain fresh values at the other positions. Hence, for
these tuples to be matching tuples for (mt,AccBind) in I+1 or in I
+
2 ,
then the input positions ofmt must be a subset of DetBy(mt), and
AccBind must be the restriction of AccBind′ to the input positions
ofmt, establishing the result. 
We can now prove that I+
Accessed
is access-valid in I+1 . Let us con-
sider a method mt and binding AccBind. If AccBind contains val-
ues from Adom(I+Accessed) \Adom(IAccessed). Thus we know that these
values occur only in tuples from I+
Accessed
\ IAccessed, so we know that
the matching tuples in I+1 are all in I
+
Accessed
and there is nothing
to show. Hence, we focus on the case where AccBind consists of
values of Adom(IAccessed). In this case, when we considered the ac-
cess (mt,AccBind) in the blow-up process above, letting M1 and
M2 be the matching tuples for the access in I1 and I2, either we did
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not perform the blowup or we did. If we performed the blowup,
then we can define a valid result to the access in I+Accessed using
the k tuples that we added in the blowup. If we did not, then by
Claim D.1, the construction has not blown up any access that ex-
tends (mt,AccBind) either, so by the contrapositive of Claim D.2
we know that the matching tuplesM+1 for (mt,AccBind) in I
+
1 are
exactlyM1, and likewiseM
+
2 = M2 when definingM
+
2 analogously.
Now, if we did not perform the blowup for (mt,AccBind), then ei-
therM1 andM2 are both empty, orM1 is a singleton. We now know
that the same is true ofM+1 andM
+
2 . If bothM1 andM2 are empty,
then there are no matching tuples and the empty set is a valid out-
put to the access. If M+1 is a singleton, then the single matching
tuple is also a matching tuple in I1 for the access, so it must be part
of IAccessed because IAccessed is access-valid in I1, and this defines a
valid output to the access in I+1 . Hence, we have shown that I
+
Accessed
is access-valid in I1 for Sch.
The last step is to remove from I+1 , I
+
2 , and I
+
Accessed all facts of re-
lations that are not in Sch, i.e., the Rmt relations. It is still the case
that I+p has a homomorphism to Ip for all p ∈ {1, 2}, it is now the
case that the restriction of Ip to relations of Sch is a subinstance
of I+p for all p ∈ {1, 2}, the constraints of Sch are still satisfied be-
cause they do not mention the Rmt relations, and I
+
Accessed is still a
common subinstance which is access-valid. Thus, Lemma 4.3 im-
plies that Q is not AMonDet in Sch, concluding the proof.
E PROOFS FOR SECTION 5: DECIDABILITY
OF MONOTONE ANSWERABILITY
E.1 Proof of Proposition 5.1
Recall the statement of Proposition 5.1:
We can decide whether a CQ is monotone answer-
able with respect to a schema without result bounds
whose constraints are FDs. The problem isNP-complete.
As mentioned in the body of the paper, the lower bound al-
ready holds without result bounds or constraints [37], so it suf-
fices to show the upper bound. We also mentioned in the paper
that by Theorem 3.1 and Proposition 3.4, the problem reduces to
theAMonDet query containment problemQ ⊆Γ Q
′ for Sch. As Sch
has no result bounds, we can define Γ using the rewriting of the
accessibility axioms given after Proposition 3.4. The constraints Γ
thus consist of FDs and of full TGDs of the form:(∧
i
accessible(xi )
)
∧ R(®x, ®y) → R′(®x, ®y) ∧
∧
i
accessible(yi )
As the TGDs are full, we know that we do not create fresh values
when chasing. Further, because there are no TGD constraints with
primed relations in their body, once accessible does not change
within a chase round, the entire chase process has terminated. Be-
sides, when adding values to accessible we must reach a fixpoint
in linearly many rounds, since accessible is unary. Thus chasing
with Γ terminates in linearly many rounds. Thus, we can decide
containment by checking in NP whether Q ′ holds on the chase
result, concluding the proof.
E.2 Proof of Theorem 5.2: Complexity of
Monotone Answerability for FDs
Recall the statement of Theorem 5.2:
We can decidewhether a CQ ismonotone answerable
with respect to a schema with result bounds whose
constraints are FDs. The problem is NP-complete.
By Theorem 4.5 it suffices to deal with the FD-simplification,
meaning that we can reduce to a schema of the following form:
• The signature of Sch′ is that of Sch plus some new relations:
for each result-bounded method mt, letting R be the rela-
tion accessed by mt, we add a relation Rmt whose arity is
|DetBy(mt)|.
• The integrity constraints of Sch′ are those of Sch plus, for
each result-bounded method mt of Sch, a new constraint
(expressible as two IDs): Rmt(®x, ®y)↔∃®z R(®x, ®y, ®z),
where ®x denotes the input positions ofmt and ®y denotes the
other positions of DetBy(mt).
• The methods of Sch′ are the methods of Sch that have no
result bounds, plus the following: for each result-bounded
method mt on relation R in Sch, a method mt′ on Rmt that
has no result bounds and whose input positions are the po-
sitions of Rmt corresponding to input positions ofmt.
By Proposition 3.4, we then reduce AMonDet to query contain-
ment. The resulting query containment problem involves two copies
of the constraints above, on primed and unprimed copies of the
schema, along with accessibility axioms for each access method
(including the new methods Rmt). We can observe a few obvious
simplifications of these constraints:
• In the chase, the constraint Rmt(®x, ®y) → ∃®z R(®x, ®y, ®z) will
never fire, since a fact Rmt(®a, ®b) is always generated by a
corresponding fact R(®a, ®b, ®c).
• In the chase, constraints of the form R′(®x, ®y, ®z) → R′mt(®x, ®y)
can fire, since it is possible that an R′-fact is created by one
access method mt1 (result-bounded or not), but then an ax-
iom of the above form is fired by a different access method
mt2 on the same relation. However, such an R
′
mt-fact will
not generate any further rule firings, and will not help make
the query true (as it does not mention relations of the form
R′mt), so we can disregard these constraints.
If we consider the chase with the remaining constraints, we can see
that the only non-full TGDs are the primed copies of constraints
in the first bullet point above, namely constraints of the form:
R′mt(®x, ®y) → ∃®z R
′(®x, ®y, ®z)
Hence, these are the only rules that create new values, and these
values will never propagate back to the unprimed relations. Fur-
ther, whenever a primed fact F is created containing a null using
the rule above, the only further chase steps that can apply to F are
FDs, and these will only merge elements in F . Thus the chase will
terminate in polynomially many parallel rounds as in the proof of
Proposition 5.1 in Appendix E.1, which establishes the NP upper
bound and concludes the proof for unrestricted monotone answer-
ability.
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E.3 Proof of Proposition 5.5: Linearization for
Bounded-Width IDs and Truncated
Accessibility Axioms
In this appendix, we prove Proposition 5.5. Recall the statement:
Given the set Σ of IDs of width w and the set ∆ of
TruncatedAccessibility and Transfer axioms, and given
a set of facts I0, we can compute in PTIME a set of
IDs ΣLin of semi-width w and a set of facts ILin0 sat-
isfying the following: for any set of primed facts I
derivable from I0 by chasing with Σ and ∆, we can
derive the same set of primed facts from ILin0 by chas-
ing with ΣLin .
To prove this, we will need to introduce some technical tools.
First, we will need some details about truncated accessibility ax-
ioms, and give a PTIME implication algorithm for them assum-
ing bounded breadth. Second, we will present a notion of trun-
cated chase proof, which studies more closely the structure of the
chase by bounded-width IDs and truncated accessibility axioms,
and show that we can enforce a well-orderedness property that
specifies in which order the dependencies are fired. Third, we will
present short-cut chase proofs, where these dependencies are fired
in an even more specific order, and show that this definition of
the chase is still complete. Last, we will use these tools to prove
Proposition 5.5.
E.3.1 Details about TruncatedAccessibility Axioms. Wecall trun-
cated accessibility axiom any TGD of the following form on S ∪
{accessible}:(∧
i ∈P
accessible(xi )
)
∧ R(®x ) → accessible(xj )
where R is a relation and P is a subset of the positions of R. Notice
the similarity with axioms of the form (Truncated Accessibility) as
introduced in the main text: the only difference is that we have
rewritten them further to ensure that the head always contains a
single accessibility fact.
Intuitively, such an axiom tells us that, when a subset of the ele-
ments of an R-fact are accessible, then another element of the fact
becomes accessible (by performing an access). An original trun-
cated accessibility axiom is a truncated accessibility axiom which
is in the set ∆ that we obtained in the reduction to query contain-
ment. For these axioms, the set P is the set of input positions of
some method mt on R. We will study truncated accessibility ax-
ioms that are implied by the original truncated accessibility axioms
in ∆ and by the constraints in Σ. We call them the derived truncated
accessibility axioms.
There can be exponentiallymany truncated accessibility axioms,
but we will not need to compute all of them: it will suffice to com-
pute those of small breadth. Formally, the breadth of a truncated
accessibility axiom is the size of P . Note that the number of possi-
ble truncated accessibility axioms of breadth b is at most r · ab+1,
where r is the number of relations in the signature and a is the
maximal arity of a relation. We show that we can efficiently com-
pute the derived truncated accessibility axioms of a given breadth,
by introducing a truncated accessibility axiom saturation algorithm.
The algorithm iteratively builds up a set O of triples (R, ®p, j)
with ®p a set of positions of R of size at most w and j a position
of R. Each such triple represents the following truncated accessi-
bility axiom of breadth ≤ w :
©­«
∧
i ∈®p
accessible(xi )
ª®¬ ∧ R(®x) → accessible(xj )
We first set O := {(R, ®p, j) | j ∈ ®p}, representing trivial axioms.
We then repeat the steps below:
• (ID): If we have an ID fromR(®x) to S(®y), that exports the vari-
ables xj1 , . . . ,xjm′ ,xj to yk1 , . . . ,ykm′ ,yk , and if we have
(S, (k1 . . .km′),k) ∈ O for some k1 . . . km′ then we add the
tuple (R, (j1 . . . jm′), j) to O .
• (Transitivity): If there exists a relation R, a set of positions ®p
of R, and a set of positions {t1 . . . tm} of R withm ≤ w such
that we have (R, ®p, ti ) ∈ O for all 1 ≤ i ≤ m, and we have
(R, ®r , t ′) ∈ O with ®r ⊆ ®p ∪ {t1 . . . tm}, then we add (R, ®p, t
′)
to O .
• (Access): If we have a method mt on R with input positions
j1 . . . jm and a set ®p of at mostw positions such that (R, ®p, ji ) ∈
O for all 1 ≤ i ≤ m, then we add (R, ®p, j) to O for all j be-
tween 1 and the arity of R.
We continue until we reach a fixpoint.
Note that a fixpointmust occur after atmost r ·aw+1 steps, with r
the number of relations in the schema and a the maximal arity of a
relation. It is clear that the algorithm runs in polynomial time in Σ
and in the set of access methods. We will show that this correctly
computes all derived truncated accessibility axioms satisfying the
breadth bound:
Proposition E.1. For any fixed w ∈ N, the truncated accessibil-
ity saturation algorithm computes all derived truncated accessibility
axioms of breadth at most w , when given as input a set of IDs of
widthw and a set of truncated accessibility axioms.
We defer the proof of this result until we establish some results
about the chase with these axioms.
E.3.2 Truncated Chase Proofs and Well-Orderedness. Towards
our goal of showing the correctness of the saturation algorithm,
we now present an ordering result about truncated chase proofs,
that is, proofs using IDs and truncated accessibility axioms. In any
such proof, we can arrange the facts that we create in a tree. Each
node n of the tree corresponds to a fact F that is generated by an
ID, and the parent of n is the node associated to the fact contained
in the trigger that was fired to generate F . During the proof, we
also generate additional accessibility facts A by firing truncated
accessibility axioms, and the trigger for the firing involves a fact
F over the original schema (i.e., not an accessibility fact), as well
as other accessibility facts. We then call F the birth fact of the ac-
cessibility fact A, and the birth constants of A are all constants d
such that accessible(d) is a hypothesis of the truncated accessibil-
ity axiom creating A. Our main goal will be to normalize proofs
so that the creation of accessibility facts is “compatible with the
tree structure”. Consider a truncated chase proof that results in a
chase instance I . Such a proof is well-ordered if it has the following
property:
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For any fact F = R(®c) generated in I by firing a trig-
ger τ for an ID, if accessible(ci ) is generated in I with
birth fact in the subtree of F , and all the birth con-
stants cm1 . . . cmk of ci were exported when firing
τ , then each fact accessible(cm1 ) . . . accessible(cmk )
must already have been present in the chase at the
time F was generated.
We now show:
Lemma E.2. For any chase proof from the canonical database ofQ
using truncated accessibility axioms and IDs, producing instance I ,
there is a well-ordered chase proof from the canonical database of Q
that generates a set of facts isomorphic to those of I .
Proof. Note that, in an arbitrary proof, it couldwell be thatAj =
accessible(cmj ) is generated after the generation of F . The idea of
the proof is that we can “re-generate F ”, re-firing the rules gener-
ating F and its subtree after all such facts Aj are created.
Formally, we proceed by induction on the number of counterex-
ample firings. In the inductive step, consider a non-well-ordered
proof and the subproof f1 . . . fk up through the first violation of
well-orderedness. That is, there is a fact F = R(®c) generated by
a rule firing fi using an ID δ from its parent fact E, a fact Aj =
accessible(cmj ) that was not present in the chase when F was gen-
erated, and fk is an accessibility axiom using accessible(cmj ) (and
possibly other accessibility facts) to generate accessible(ci ) with
birth fact FB in the subtree of F . We create a new proof that begins
with f1 . . . fk−1 and then continues by “copying fi ”, generating a
copy F ′ from E via δ . Doing this cannot introduce a violation of
well-orderedness, because it does not generate an accessibility fact,
and there are no accessibility facts in the subtree of the new fact F ′.
We now continue the proof with a copy of the firings fi+1 . . .
fk−1, but the firings that were performed in the subtree of F are
now performed instead on the corresponding node in the subtree
of F ′. When we perform the copy of these firings, we know that we
do not cause any violation of well-orderedness, because the origi-
nal firings fi+1 . . . fk−1 did not cause such a violation (by minimal-
ity of fk ).
Last, instead of firing fk on the fact FB in the subtree of F , we
fire it on the corresponding fact F ′
B
in the subtree of F ′: we call
this rule firing f ′
k
. We argue that all the necessary accessibility
hypotheses for f ′
k
have been generated, so that we can indeed
fire f ′
k
. Indeed, for the accessibility hypotheses of fk that have
been created in the subtree of F , we know that these hypotheses
had been generated by firing fi+1 . . . fk−1, so these the correspond-
ing hypotheses of f ′
k
have also been generated in the subtree of F ′.
Now, for the accessibility hypotheses of fk that are on exported ele-
ments between E and F , they had been generated already when we
wanted to fire fk , so they are generated when we want to fire f
′
k
. In
fact, our construction has ensured that these accessibility hypothe-
ses had already been generated when creating F ′, which ensures
that we can fire f ′
k
and not cause a violation of well-orderedness.
Hence, the proof that we have obtained by this process generates
accessible(ci ) in a well-ordered way, and the number of violations
of well-orderedness has decreased. 
E.3.3 Proof of Proposition E.1. Using the well-ordered chase,
we are now ready to complete the proof of Proposition E.1, which
stated that the Truncated accessibility axiom saturation algorithm
generates exactly the derived truncated axioms of a given breadth:
Proof. For one direction, it is straightforward to see that all
rules obtained by this process are in fact derived truncated accessi-
bility axioms. Conversely, we claim that, for all derived truncated
accessibility axioms of breadth ≤ w
accessible(cs1 ) ∧ . . . ∧ accessible(csl ) ∧ R(®x) → accessible(ci ),
then the corresponding triple (R, (s1 . . . sl ), i) is added to O .
We prove this by induction on the length of a chase proof of the
accessibility fact accessible(ci ) from the hypotheses R(®c) and the
accessibility facts accessible(csj ) for 1 ≤ j ≤ l (with l ≤ w). Note
that by Lemma E.2 we can assume that the proof is well-ordered.
If the proof is trivial, then clearly (R, ®p, i) ∈ O by the initializa-
tion of O . If it is non-trivial then some accessibility axiom fired
to produce accessible(ci ), and we can fix a guard atom F and ac-
cessibility facts F1 . . . Fl that were hypotheses of the firing: fol-
lowing our earlier terminology, F is the birth fact of accessible(ci )
and the constants occurring in the F1 . . . Fl are the birth constants
of accessible(ci ). If F = S(®c
′)with ®c ′ a subset of ®c , then each Fi is of
the form accessible(csi ), and by induction (R, ®p, csi ) ∈ O for each i .
Now by (Transitivity) and (Access) we complete the argument.
Otherwise, the guard F = S(®a, ®d) of the accessibility axiom fir-
ing was generated by firing an ID δ to some fact E1 = T1(®a, ®b),
with ®a the subset of the values in E1 that were exported when fir-
ing δ . By well-orderedness, we know that each accessibility fact
used in the firing that mentions a value in ®a was present when δ
was fired on E1: as the width of the IDs is w , this set has width
at most w . Now, we see that there is a subproof of shorter length
proving accessible(ci ) from F and this subset of F1 . . . Fl . Therefore
by induction we have (S, ®p ′, i ′) ∈ O for ®p ′ corresponding to the
subset above (of size at most w , so matching the breadth bound)
and i ′ corresponding to ci in F . Applying the rule (ID) we have
(T1, ®s
′′
, i ′′) ∈ O for i ′′ corresponding to ci in E1 and ®p
′′ correspond-
ing to the subset in E1. The fact E1 may itself have been generated
by a non-full ID applied to some E2, and hence may contain val-
ues that are not in the original set of constants ®c . But if so we can
iterate the above process on the ID from E2 to E1, noting that E2
also must contain ci . Hence, by iterating this process, we arrive at
a triple (Tn , ®pn , in)which is inO , where in corresponds to the posi-
tion of ci in a fact Fn that occurs in the original proof with no appli-
cation of an ID. In other words, we must have Fn = R(®c), and hence
Tn = R and in = i . By induction again, we have (R, ®p, j) ∈ O for
each j ∈ ®pn . Applying (Transitivity) completes the argument. 
We have shown that we can compute in PTIME the implication
closure of truncated accessibility axioms of bounded breadth un-
der bounded-width IDs. We will use this implication closure in the
construction of ΣLin to show Proposition 5.5, but we first need to
introduce the notion of short-cut chase.
E.3.4 Short-Cut Chase and Completeness. We now state a fur-
ther proof normalization result: instead of chasing with truncated
accessibility axioms, we can create the same facts by firing derived
axioms of small breadth in a “greedy fashion”. Recall that Σ con-
sists of IDs of widthw , and let us write ∆′ for the set of truncated
accessibility axioms that we consider. Remember that we can use
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Proposition E.1 to compute in PTIME all derived truncated acces-
sibility axioms from ∆′ and Σ of breath at mostw .
A short-cut chase proof on an initial instance I0 with Σ and ∆
′
uses two alternating kinds of steps:
• ID steps, where we fire an ID on a trigger τ to generate a fact
F : we put F in a new node n which is a child of the node n′
containing the fact of τ ; and we copy in n all facts of the
form accessible(c) that held in n′ about any element c that
was exported when firing τ .
• Breadth-bounded saturation steps, where we consider a newly
created node n and apply all derived truncated accessibility
axioms of breadth at mostw on that node until we reach a
fixpoint and there are no more violations of these axioms
on n.
We continue this process until a fixpoint is reached. The atoms
in the proof are thus associated with a tree structure: it is a tree
of nodes that correspond to the application of IDs, and each node
also contains accessibility facts that occur in the node where they
were generated and in the descendants of those nodes that contain
facts to which the elements are exported. The name “short-cut” in-
tuitively indicates that we short-cut certain derivations that could
have been performed by moving up and down in the chase tree:
instead, we apply a derived truncated accessibility axiom.
Lemma E.3. For any set Σ of IDs of width w , given a set of facts
I0 and a chase proof using Σ that produces I , letting I
+
0 be the closure
of I0 under the original and derived truncated accessibility axioms
in ∆′, there is I ′ produced by a short-cut chase proof from I+0 with Σ
and ∆′ such that there is a homomorphism from I to I ′.
To prove this lemma, we start with an observation about the
closure properties of short-cut chase proofs.
Lemma E.4. Let I+0 be an initial instance closed under the derived
and original truncated accessibility axioms, and suppose that a short-
cut chase proof has a breadth-bounded saturation step producing a
factG = accessible(ci ). Then ci is not an element of I
+
0 , and the node
associated with the breath-bounded saturation step was created by
the ID-step where ci is generated.
Proof. We first consider the case where ci is not in I
+
0 , so it
is a null introduced in a fact E = R(®c) that was created by an ID
trigger τ . Let n be the node of E, and let S = accessible(cj1 ) . . .
accessible(cjl ) be the set of accessibility facts that were true of
the ci when firing τ : the facts of S are present in E. Note that S has
size at mostw , since all butw elements were fresh in E when the
ID was fired. The node n must be an ancestor of the node where
accessible(ci ) is generated, because n is an ancestor of all nodes
where ci appears. Thus G = accessible(ci ) is a consequence of E
and the hypotheses S under the constraints, since it is generated
via derived truncated accessibility axioms or constraints in Σ. But
then we know that
R(®x) ∧
(∧
k≤l
accessible(xjk )
)
→ accessible(xi )
is a derived truncated accessibility axiom and it has breadth at
mostw . Hence, this axiom applied to generateG from {E}∪S when
applying the breadth-bounded saturation step to E, and indeed G
was created in the node n where ci was generated.
We now argue that ci cannot be in I
+
0 . Assuming to the contrary
that it is, we know that the saturation step that produced G must
have applied to a node which is not the root, as I+0 is closed under
the derived and original truncated accessibility axioms. We can as-
sume that the depth of the node n whereG is generated is minimal
among all such counterexamples. Then G is generated at a node n
corresponding to the firing of an ID from a node E to a node F .
But then arguing as above, G must already follow from E and the
accessibility hypotheses that were present when the ID was fired,
of which there are at mostw . ThusG would have been derived in
the breadth-bounded saturation step that followed E, which con-
tradicts the minimality of n. 
We now are ready to complete the proof of Lemma E.3:
Proof of Lemma E.3. We can extend I to a full chase instance
(possibly infinite), denoted I∞. Likewise, we can continue the short-
cut chase process indefinitely, letting I ′∞ be the resulting facts. It is
clear that I ′∞ satisfies the constraints of Σ, andwe claim that I
′
∞ also
satisfies the constraints of ∆′. Assume by contradiction that there
is an active trigger in I ′∞: it is a trigger for an original truncated
accessibility axiom in ∆′, with facts
(∧
accessible(cmj )
)
∧ R(®c),
whose firingwould have produced fact accessible(ci ). Consider the
node n where R(®c) occurs in the short-cut chase proof. If n is the
root node corresponding to I+0 , then we know by Lemma E.4 that
any accessibility facts on elements of I+0 must have been generated
in I+0 , i.e., must have been already present there, because I
+
0 is al-
ready saturated; hence, we conclude that the trigger is in I+0 , hence
it is not active because I+0 is closed under the original truncated ac-
cessibility axioms. Hence, n is not the root node.
Now, if the node n is not the root, then by Lemma E.4, each
fact accessible(cmj ) must have been present at the time R(®c) was
generated Hence, the breadth-bounded saturation step at n should
have resolved the trigger, so we have a contradiction.
Since instance I ′∞ satisfies the constraints, there is a homomor-
phism h from the full infinite chase I∞ to that instance, by univer-
sality of the chase [28]. Letting I ′ be the image of I , we get the
desired conclusion. 
E.3.5 Concluding the Proof of Proposition 5.5. We now present
our definition of the set of IDs ΣLin that will simulate the chase
by Σ and ∆. Thanks to what precedes (Lemma E.3), we know that
it suffices to simulate the short-cut chase.
We start by calling ∆+ the set of derived truncated accessibil-
ity axioms calculated using Proposition E.1 on Σ and ∆. To define
these axioms, when considering a relation R, a subset P of the po-
sitions of R, and a position j of R, we will say that P transfers j if
∆
+ contains the following derived truncated accessibility axiom:(∧
i ∈P
accessible(xi )
)
∧ R(®x) → accessible(xj ).
The set of positions P ′ of R transferred by P is then the set of po-
sitions j such that P transfers j. In particular, note that we always
have P ′ ⊇ P .
We now define ΣLin as follows:
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• (Transfer): Consider a relation R, and a subset P of positions
of R of size at most w . Let P ′ be the set of positions trans-
ferred by P . If P ′ contains the set of input positions of some
access method on R, then we add the full ID:
RP (®x) → R
′(®x)
• (Lift): Consider an ID δ of Σ,
R(®u) → ∃®z S(®z, ®u),
For every subset P of positions of R of size at most P , we let
P ′ be the set of positions transferred by P . We let P ′′ be the
intersection of P ′ with the exported positions in the body
of δ , and we let P ′′′ be the subset of the exported positions
in the head of δ that corresponds to P ′′. Then we add the
dependency:
RP (®u) → ∃®z SP ′′(®z, ®u)
We also need to describe the effect of Σ and ∆ when we start the
chase. We recall that S denotes the signature of the schema, and
that the constraints of Σ are expressed on S, that the constraints
Σ
′ are expressed on a primed copy S′ ofS, and that ∆ is expressed
on S, S′, and the unary relation accessible. Given a CQQ , let I0 :=
CanonDB(Q) be its canonical database, and let ILin0 be formed by
adding atoms to I0 as follows.
• Apply all of the truncated accessibility axioms of ∆+ to I0
to obtain I ′0.
• For any relation R of the signature S, and for every fact
R(a1 . . . an) of I
′
0, let P be the set of the i ∈ {1 . . .n} such
that accessible(ai ) holds in I
′
0. For every P
′ ⊆ P of size at
most w , add to ILin0 the fact RP ′(a1 . . . an). Further, in the
case where accessible(ai ) holds for each 1 ≤ i ≤ n, then we
add the fact R′(a1 . . . an).
It is now easy to see that ΣLin and ILin0 satisfy the required con-
ditions: for every set of primed facts I derivable from I0 by chasing
with Σ and ∆, we can derive the same set of primed facts from ILin0
by chasing with ΣLin . Indeed, chasing with the Lift rules creates
a tree of facts that corresponds exactly to a short-cut chase proof:
when we create an RP -fact, the P subscript denotes exactly the set
of positions of the new facts that contains exported elements that
are accessible. It is then easy to see that the (Transfer) rules creates
primed facts exactly for facts that can be transferred by applying
some method.
The only thing left to do is to notice that ΣLin has bounded semi-
width, but this is because the rules (Lift) have bounded width and
the rules (Transfer) clearly have an acyclic position graph. This
concludes the proof.
E.4 Proof of Proposition 5.6: Containment
under IDs of Bounded Semi-Width
We recall the statement of Proposition 5.6.
For any fixedw ∈ N, there is an NP algorithm for containment
under IDs of semi-width at mostw .
We recall the definition of semi-width from the body, generaliz-
ing it slightly from IDs. The basic position graph of a set of TGDs
Σ is the directed graph whose nodes are the positions of relations
in Σ, with an edge from R[i] to S[j] if and only if there is a depen-
dency δ ∈ Σ with exported variable x occurring in position i of R
in the body of δ and position j of S in the head of δ . We say that
a collection of TGDs Σ has semi-width bounded by w if it can be
decomposed into Σ1 ∪ Σ2 where Σ1 has width bounded by w and
the position graph of Σ2 is acyclic.
Consider a chase sequence based on the canonical database I0 of
a conjunctive queryQ , using a collection of IDs Σ. The collection of
facts generated by this sequence can be given the structure of a tree,
where there is a root node associated with I0, and one node nF for
each generated fact F . If performing a chase step on fact F produces
fact F ′ in the sequence, then the node nF ′ is a child of the node nF .
We refer to this as the chase tree of the sequence.
Consider nodes n and n′ in the chase tree, with n a strict an-
cestor of n′. We say they n and n′ are far apart if there are distinct
generated facts F1 and F2 such that the noden1 corresponding to F1
and the node n2 corresponding to F2 are both ancestors of n
′ and
descendants of n, if n1 is an ancestor of n2, if F1 and F2 were gen-
erated by the same rule of Σ, and if any value of F1 which occurs
in F2 occurs in the same positions within F2 as in F1. If such an n
and n′ are not far apart, we say that are near.
Given a match h of Q in the chase tree, its augmented image is
the closure of its image under least common ancestors. IfQ has size
k then this has size ≤ 2k . For nodes n1 and n2 in the augmented
image, we call n1 the image parent of n2 if n1 is the lowest ancestor
of n2 in the augmented image.
The analysis of Johnson and Klug is based on the following
lemma:
Lemma E.5. If Q has a match in the chase, then there is a match
h with the property that if n1 is the image parent of n2 then n1 and
n2 are near.
Proof. We prove this by induction on the number of violating
n2’s and the sum of the depths of the violations in the tree. If n1
is far apart from n2, then there are witnesses F1 and F2 to this.
We eliminate the interval between F1 and F2 (along with the sub-
trees hanging off of them, which by assumption do not contain any
match elements). We adjust h accordingly. In doing this we reduce
the sum of the depths, while no new violations are created, since
the image parent relationships are preserved. Iterating this opera-
tion we must achieve a tree where the nodes corresponding to n1
and n2 are near and thus the number of violations decreases. 
Call a match h ofQ in the chase tight if it has the property given
in the lemma above. The depth of the match is the depth of the
lowest node in its image. The next observation, also due to Johnson
and Klug, is that when the width is bounded, tight matches can not
occur far down in the tree:
Lemma E.6. If Σ is a set of IDs of width w and the schema has
arity bounded bym, then a tight match of size k has depth at most
k · |Σ| ·mw+1.
Proof. We claim that the length of the path between a match
element h(x) and its image parent h(x ′)must be at most |Σ| ·mw+1.
At most w values from h(x ′) are present in any fact on the path,
and thus the number of configurations that can occur is at most
mw+1. Thus after |Σ| ·mw+1 there will be two elements which re-
peat both the rule and the configuration of the values, which would
contradict tightness. 
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Johnson and Klug’s result follows from combining the previous
two lemmas:
Proposition E.7 ([34]). For any fixed w ∈ N, there is an NP
algorithm for query containment under IDs of width at mostw .
Proof. We guess k branches of depth at most k · |Σ| ·mw+1 in
the chase and a match in them. 
We now give the extension of this calculation for bounded semi-
width.
Recall from the body that a collection of IDs Σ has semi-width
bounded byw if it can be decomposed into Σ1 ∪ Σ2 where Σ1 has
width bounded byw and the position graph of Σ2 is acyclic.
An easymodification of PropositionE.7 now completes the proof
of Proposition 5.6:
Proof. We revisit the argument of Lemma E.6. As in that ar-
gument, it suffices to show that the length of the path between a
match elementh(x) and its closest ancestorh(x ′) in the image must
be at most |Σ| ·mw+1. As soon as we apply a rule of Σ1 along the
path, at mostw values are exported, and so the remaining path is
bounded as before. Since Σ2 has an acyclic position graph, a value
inh(x ′) can propagate for at most |Σ2 | steps when using rules of Σ2
only. Thus after at most |Σ2 | edges in a path we will either have
no values propagated (if we used only rules from Σ2) or at most
w values (if we used a rule from Σ1). Thus we can bound the path
size by the previous bound plus a factor of |Σ2 |. 
We will need a slight strengthening of this result in Appen-
dix G.2.1, which works with linear TGDs rather than IDs: these
are TGDs with a single atom in the body, but allowing repetition
of variables in either body or head.
Our strengthened result is:
Proposition E.8. For fixedw , there is anNP algorithm for query
containment under linear TGDs of semi-width at mostw .
The proposition is proven exactly as in the case of IDs, defining
the chase tree for linear TGDs analogously as how we defined it
for IDs.
E.5 Proof of Theorem 5.4: Complexity of
Monotone Answerability for
Bounded-Width IDs
We now prove Theorem 5.4. Recall the statement:
It is NP-complete to decide whether a CQ is mono-
tone answerable with respect to a schema with result
bounds whose constraints are bounded-width IDs.
In the main text, we have only sketched the proof in the case
without result bounds.We first complete the proof in the case with-
out result bounds, and then extend it to support result bounds.
E.5.1 Proving Theorem 5.4 without Result Bounds. Recall from
the body of the paper that, in the absence of result bounds, the
containment for AMonDet is Q ⊆Γ Q
′, where Γ consists of the
bounded-width IDs Σ, their primed copy Σ′, and ∆which includes,
for each access method mt on a relation R with input positions ®x :
• (Truncated Accessibility): (
∧
i accessible(xi )) ∧ R(®x, ®y) →∧
i accessible(yi )
• (Transfer): (
∧
i accessible(xi )) ∧ R(®x, ®y) → R
′(®x, ®y)
Recall the proof of Proposition 5.5, and the definition of ΣLin,
which consists of IDs created by bullet point (Lift) and of IDs cre-
ated by bullet point (Transfer) in Appendix E.3.5. Let ΓBounded con-
sist of Σ′ and of the IDs of ΣLin created by bullet point (Lift), and let
ΓAcyclic consist of the rules of Σ created by bullet point (Transfer).
We now claim the following:
Claim E.9. AMonDet is equivalent to checking whether the chase
of ILin0 by ΓBounded ∪ ΓAcyclic satisfies Q
′, where the instance ILin0 is
obtained from I0 := CanonDB(Q) by applying derived truncated
accessibility axioms and the original axioms.
Proof. We know that AMonDet is equivalent to the contain-
ment under Γ = Σ ∪ Σ′ ∪ ∆.
It is easy to see that proofs formed from ILin0 using ΓBounded ∪
ΓAcyclic can be simulated by a proof formed from I0 using Γ, so we
focus on showing the converse. We can observe that it suffices to
consider chase proofs where we first fire rules of Σ, (Truncated Ac-
cessibility) axioms, and (Transfer) axioms to get a set of primed
facts I1, and we then fire rules of Σ
′ to get I2. From Proposition 5.5
we know that using the axioms of the linearization, which are
in ΓBounded ∪ ΓAcyclic , we can derive a set of primed facts I
′
1 = I1
Now we can apply the rules of Σ′ to I ′1 to get a set I
′
2 that is a ho-
momorphic image of I2. We conclude that I
′
2 also has a match ofQ
′
as required. 
Now, the semi-width of ΓBounded∪ΓAcyclic is thenw , since ΓBounded
consists of IDs of widthw and ΓAcyclic of acyclic IDs. We can there-
fore answer the problem in NP using Proposition 5.6. This con-
cludes the proof of Theorem 5.4 in the case without result bounds.
E.5.2 Proving Theorem 5.4 with Result Bounds. We now con-
clude the proof of Theorem 5.4 by handling the case with result
bounds. By Theorem 4.2, for any schema Sch whose constraints
Σ are IDs, we can reduce the monotone answerability problem to
the same problem for the existence-check simplification Sch′ with
no result bounds, by replacing each result-bounded methodmt on
a relation R with a non-result bounded access method mt1 on a
new relation Rmt, and expanding Σ to a larger set of constraints
Σ1, adding additional constraints capturing the semantics of the
“existence-check views” Rmt:
∀®x ®y R(®x, ®y) → Rmt(®x)
∀®x Rmt(®x) → ∃®y R(®x , ®y)
Let us denote IDs of the first form as “relation-to-view” and of the
second form as “view-to-relation”. Note that these IDs do not have
bounded width, hence we cannot simply reduce to the case with-
out result bounds that we have just proved. We will explain how
to adapt the proof to handle these IDs, namely, linearizing using
Proposition 5.5, and then partitioning the results into two subsets,
one of bounded width and the other acyclic.
Let us consider the query containment problem for the mono-
tone answerability problem of Σ1. This problem is of the form
Q ⊆Γ Q
′, where Γ contains Σ1, its copy Σ
′
1, and the accessibil-
ity axioms. These axioms can again be rephrased: for each access
method mt on a relation S , letting ®x denote the input positions
ofmt, we have the following two axioms:
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• (Truncated Accessibility): (
∧
i accessible(xi )) ∧ S(®x, ®y) →∧
i accessible(yi )
• (Transfer): (
∧
i accessible(xi )) ∧ S(®x, ®y) → S
′(®x, ®y)
In the above, the relation S can be any of the relations of Σ1, includ-
ing relations R of the original signature and relations Rmt. In the
first case, this means that mt is an access method of Sch that did
not have a result bound. In the second case, this means that mt is
a method of the form mt1 introduced in the existence-check sim-
plification Sch′ for a result-bounded method of Sch, so mt1 has
no input positions: this means that, in this case, the (Truncated
Accessibility) axiom is vacuous and the (Transfer) axiom further
simplifies to:
(Simpler Transfer): Rmt(®y) → R
′
mt(®y)
We first observe that in Γ we do not need to include the view-to-
relation constraints of Σ1 : in the chase, they will never fire, since
facts over Rmt can only be formed from the corresponding R-fact,
and we only fire active triggers. Similarly, we do not need to in-
clude the relation-to-view constraints of Σ′1 . These rules could fire
to produce a new fact R′mt(®y), but such a fact could only trigger
the corresponding view-to-relation constraint of Σ′1, resulting in a
state of the chase that has a homomorphism to the one before the
firing of the relation-to-view constraint. Thus such firings can not
lead to newmatches. Thus, Γ consists now of Σ, of Σ′, of (Truncated
Accessibility) and (Transfer) axioms for each methodmt having no
result bound in Sch, and for each method mt with a result bound
in Sch we have a relation-to-view constraint from R to Rmt that
comes from Σ1, a view-to-relation constraint from R
′
mt to R
′ that
comes from Σ′1, and a (Simpler Transfer) axiom.
We next note that we can normalize chase proofs with Γ so that
the relation-to-view constraints are applied only prior to (Simple
Transfer). Thus, for each result-bounded method mt of Sch′, we
can merge the relation-to-view rule from R to Rmt, the (Simpler
Transfer) axiom from Rmt to R
′
mt, and the view-to-relation rules
from R′mt to R
′, into an axiom of the following form, where ®x de-
notes the input positions ofmt:
(Result-bounded Fact Transfer) R(®x, ®y) → ∃®z R′(®x, ®z)
To summarize, the resulting axioms Γ′ consist of:
• The original constraints Σ of the schema.
• Their primed copy Σ′
• The (TruncatedAccessibility) and (Transfer) axioms for each
access method without result bounds
• The (Result-bounded Fact Transfer) axioms for access meth-
ods with result bounds
In other words, the only difference with the setting without result
bounds is the last bullet point corresponding to (Result-bounded
Fact Transfer). We can then conclude with exactly the same proof
as for the case without result bounds, but modifying the proof of
Proposition 5.5 to add the following axiom:
• (Result-bounded Fact Transfer): For each relation R and sub-
set P of positions of R of size at most w , for each access
method mt on R with a result bound, we add the ID:
RP (®x, ®y) → ∃®z R
′(®x, ®z)
where ®x denotes the input positions of mt.
It is clear that adding this axiom ensures that the same primed
facts are generated than in the short-cut chase, and the resulting
axioms still have bounded semi-width: the (Result-bounded Fact
Transfer) axioms are grouped in the acyclic part together with the
Transfer axioms, and they still have an acyclic position graph. This
completes the proof of Theorem 5.4.
F PROOFS FOR SECTION 6: SCHEMA
SIMPLIFICATION FOR EXPRESSIVE
CONSTRAINTS
F.1 Proof of Theorem 6.3: Choice
Simplification for Equality-Free FO
Recall the statement of Theorem 6.3.
Let Sch be a schema with constraints in equality-free
first-order logic (e.g., TGDs), and let Q be a CQ that
is monotone answerable in Sch. ThenQ is monotone
answerable in the choice simplification of Sch.
Using our equivalence with AMonDet, we see that it suffices to
show:
Let schema Sch have constraints given by equality-
free first-order constraints, and Q be a CQ that is
AMonDet in Sch. Then Q is also AMonDet in the
choice simplification of Sch.
We will again use the “blowing-up” construction of Lemma 4.3.
Note that, this time, the schema of Sch and Sch′ is the same, so
we simply need to show that Ip is a subinstance of I
+
p for each
p ∈ {1, 2}.
Consider a counterexample I1, I2 toAMonDet forQ in the choice
simplification: we know that I1 satisfies Q , that I2 violates Q , that
I1 and I2 satisfy the equality-free first order constraints of Sch, and
that I1 and I2 have a common subinstance IAccessed which is access-
valid in I1 in the choice simplification of Sch. We will expand them
to I+1 and I
+
2 that have a common subinstance which is access-valid
in I+1 for Sch.
For each element a in the domain of I1, introduce infinitelymany
fresh elements aj for j ∈ N>0, and identify a0 := a. Now, de-
fine I+1 := Blowup(I1), where Blowup(I1) is the instance with facts
{R(a1i1
. . . anin
) | R(®a) ∈ I1, ®i ∈ N
n}. Define I+2 from I2 in the same
way.
We will now show correctness of this construction. We claim
that I1 and I
+
1 agree on all equality-free first-order constraints, which
we show using a variant of the standard Ehrenfeucht-Fraïssé game
without equality [23]. In this game there are pebbles on both struc-
tures; play proceeds by Spoiler placing a new pebble on some ele-
ment in one structure, and Duplicator must respond by placing a
pebble with the same name in the other structure. Duplicator loses
if the mapping given by the pebbles does not preserve all relations
of the signature. If Duplicator has a strategy that never loses, then
one can show by induction that the two structures agree on all
equality-free first-order sentences.
Duplicator’s strategy will maintain the following invariants:
(1) if a pebble is on some element aj ∈ I
+
1 , then the correspond-
ing pebble in I1 is on a;
(2) if a pebble is on some element in I1, then the corresponding
pebble in I+1 is on some element aj for j ∈ N.
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These invariants will guarantee that the strategy is winning. Du-
plicator’s response to a move by Spoiler in I+1 is determined by the
strategy above. In response to a move by Spoiler placing a pebble
on b in I1, Duplicator places the corresponding pebble on b0 = b
in I+1 .
Clearly the same claim can be shown for I2 and I
+
2 . In particular
this shows that I1 still satisfies Q and I2 still violatesQ .
All that remains is to construct the common subinstance. Let
I+
Accessed
:= Blowup(IAccessed). As IAccessed is a common subinstance of I1
and I2, clearly I
+
Accessed
is a common subinstance of I+1 and I
+
2 . To see
why I+
Accessed
is access-valid in I1, given an input tuple ®t
′ in I+
Accessed
,
let ®t be the corresponding tuple in IAccessed. If ®t had no matching
tuples in I1, then clearly the same is true in I
+
1 . If ®t had at least one
matching tuple ®u in I1, then such a tuple exists in IAccessed because
it is access-valid in I1, and hence sufficiently many copies exist
in I+Accessed to satisfy the original result bounds, so that we can find
a valid output for the access in I+
Accessed
. Hence I+
Accessed
is access-valid
in I+1 , which completes the proof.
F.2 Proof of Theorem 6.4: Choice
Simplification for UIDs and FDs
Recall the statement of Theorem 6.4:
Let Sch be a schema whose constraints are UIDs and
arbitrary FDs, and Q be a CQ that is monotone an-
swerable in Sch. Then Q is monotone answerable in
the choice simplification of Sch.
Our high-level strategy to prove Theorem 6.4 is to use a “pro-
gressive” variant of the process of Lemma 4.3, a variant where we
“fix” one access at a time. Remember that Lemma 4.3 said that, if a
counterexample to AMonDet in Sch′ can be expanded to a coun-
terexample in Sch, thenQ being AMonDet in Sch implies the same
in Sch′. The next lemma makes a weaker hypothesis: it assumes
that for any counterexample in Sch′ and for any choice of access,
we can expand to a counterexample in Sch′ in which there is an
output to this access which is valid for Sch. To ensure that we make
progress, we must also require that, for every choice of access to
which there was previously a valid output for Sch, then there is
still such an output to the access. In other words, the assumption
is that we can repair the counterexample from Sch′ to Sch bywork-
ing one access at a time. We show that this is sufficient to reach the
same conclusion:
Lemma F.1. Let Sch be a schema and Sch′ be its choice simplifi-
cation, and let Σ be the constraints.
Assume that, for any CQ Q not AMonDet in Sch′, for any coun-
terexample I1, I2 of AMonDet for Q and Sch
′ with a common subin-
stance IAccessed which is access-valid in I1 for Sch
′, for any access
mt,AccBind in IAccessed, the following holds: we can construct a coun-
terexample I+1 , I
+
2 of AMonDet forQ and Sch
′, i.e., I+1 and I
+
2 satisfy
Σ, I1 ⊆ I
+
1 , I2 ⊆ I
+
2 , I
+
1 has a homomorphism to I1, I
+
2 has a homo-
morphism to I2, and I
+
1 and I
+
2 have a common subinstance I
+
Accessed
which is access-valid in I+1 for Sch
′, and we can further impose that:
(1) I+
Accessed
is a superset of IAccessed;
(2) there is an output to the access mt,AccBind in I+
Accessed
which
is valid in I1 for Sch;
(3) for any access in IAccessed having an output in IAccessed which is
valid for Sch in I1, there is an output to this access in I
+
Accessed
which is valid for Sch in I+1 ;
(4) for any access in I+Accessed which is not an access in IAccessed, there
is an output in I+
Accessed
which is valid for Sch in I+1 ;
Then any query which is AMonDet in Sch is also AMonDet in Sch′.
Proof. Wewill again prove the contrapositive. LetQ be a query
which is not AMonDet in Sch′, and let I1, I2 be a counterexam-
ple, with IAccessed the common subinstance of I1 and I2 which is
access-valid in I1 for Sch
′. Enumerate the accesses in IAccessed as a
sequence (mt1,AccBind1), . . . , (mtn ,AccBindn), . . .: by definition
of IAccessed, all of them have an output in IAccessed which is valid in I1
for Sch′, but initially we do not assume that any of these out-
puts are valid for Sch as well. We then build an infinite sequence
(I 11 , I
1
2 ), . . . , (I
n
1 , I
n
2 ), . . . along with all the corresponding common
subinstances I 1
Accessed
, . . . , In
Accessed
, . . ., with each I i
Accessed
being a com-
mon subinstance of I i1 and I
i
2 which is access-valid in I
i
1, by ap-
plying the process of the hypothesis of the lemma in succession
to the accesses (mt1,AccBind1), . . . , (mtn ,AccBindn), . . .. In par-
ticular, note that whenever (mti ,AccBindi ) already has an output
in I i
Accessed
which is valid in I i1 for Sch, then we can simply take I
i+1
1 ,
I i+1
2
, I i+1
Accessed
to be respectively equal to I i
1
, I i
2
, I i
Accessed
, without even
having to rely on the hypothesis of the lemma.
It is now obvious by induction that, for all i ∈ N, I i
1
and I i
2
satisfy the constraints Σ, we have I1 ⊆ I
i
1
, we have that I i
2
has a
homomorphism to I2, and I
i
Accessed
is a common subinstance of I i1
and I i
2
which is access-valid in I i
1
for Sch′, where the accesses
(mt1,AccBind1), . . . , (mti ,AccBindi ) additionally have an output
in I i
Accessed
which is valid in I i1 for Sch, and where all the accesses
in I i
Accessed
which are not accesses of IAccessed also have an output
in I i
Accessed
which is valid in I i1 for Sch. Hence, considering, the in-
finite result (I∞1 , I
∞
2 ), I
∞
Accessed
of this process, we know that all ac-
cesses in I∞
Accessed
have an output in I∞
Accessed
which is valid in I∞1
for Sch. Hence, I∞Accessed is actually a common subinstance of I
∞
1 and
I∞2 which is access-valid in I
∞
1 for Sch, so I
∞
1 , I
∞
2 is a counterexam-
ple to AMonDet ofQ in Sch, which concludes the proof. 
Thanks to Lemma F.1, we can now prove Theorem 6.4 by argu-
ing that we can fix each individual access. Let Sch be the schema,
let Sch′ be its choice simplification, and let Σ be the constraints.
We now explain how we fulfill the requirements of Lemma F.1.
Let Q be a CQ and assume that it is not AMonDet in Sch′, and let
I1, I2, be a counterexample to AMonDet, with IAccessed being a com-
mon subinstance of I1 and I2 which is access-valid in I1 for Sch
′. Let
(mt,AccBind) be an access on relation R in IAccessed: we know that
there is an output to the access in IAccessed which is valid for Sch
′
in I1, but this output is not necessarily valid for Sch. Our goal is
to build I+1 and I
+
2 such that I
+
1 is a superinstance of I1 and I
+
2 ho-
momorphically maps to I2,; we want both I
+
1 and I
+
2 to satisfy Σ,
and want I+1 and I
+
2 to have a common subinstance I
+
Accessed which
is access-valid in I+1 , where AccBind now has an output which is
valid for Sch (i.e., not only for the choice simplification), all new
accesses also have an output which is valid for Sch, and no other
accesses are affected. At a high level, we will do the same blow-up
as in the proof of Theorem 4.5, except that we will need to chase
afterwards to argue that the UIDs are true.
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First observe that, if there are no matching tuples in I1 for the ac-
cess (mt,AccBind), then the empty set is already an output in IAccessed
to the access which is valid in I1 for Sch so there is nothing to
do, i.e., we can just take I+1 := I1, I
+
2
:= I2, and I
+
Accessed
:= IAccessed.
Further, note that if there is only one matching tuple in I1 for the
access, as IAccessed is access-valid for the choice simplification, then
this tuple is necessarily in IAccessed also, so again there is nothing to
do. Hence, we know that there is strictly more than one matching
tuple in I1 for the access (mt,AccBind); as IAccessed is access-valid
for Sch′, then it contains at least one of these tuples, say ®t1, and
as IAccessed ⊆ I2, then I2 also contains ®t1. Let ®t2 be a second match-
ing tuple in I1 which is different from ®t1. Let C be the non-empty
set of positions of R where ®t1 and ®t2 disagree. Note that, since I1
satisfies the constraints, the constraints cannot imply an FD from
the complement of C to a position j ∈ C , as otherwise ®t1 and ®t2
would witness that I1 violates this FD.
We form an infinite collection of facts R(®oi ) where ®oi is con-
structed from ®t1 by replacing the values at positions in C by fresh
values (in particular distinct from values in other positions in R
and in other ®oj ’s). Let N := {R(®o1) . . .R(®on), . . .}. We claim that
I1 ∪ N does not violate any FDs implied by the schema. If there
were a violation of a FD ϕ, the violation F1, F2 must involve some
new fact R(®oi ), as I1 on its own satisfies the constraints. We know
that the left-hand-side ofϕ cannot include a position ofC , as all ele-
ments in the new facts R(®oi ) at these positions are fresh. Hence, the
left-hand-side of ϕ is included in the complement of C , but recall
that we argued above that then the right-hand-side of ϕ cannot be
in C . Hence, both the left-hand-side and right-hand-side of ϕ are
in the complement of C . But on this set of positions the facts of
the violation F1 and F2 agree with the existing fact ®t1 and ®t2 of I1,
a contradiction. So we know that I1 ∪ N does not violate the FDs.
The same argument shows that I2 ∪ N does not violate the FDs.
So far, the argument was essentially the same as in the proof
of Theorem 4.5, but now we explain the additional chasing step.
LetW be formed from chasing N with the UIDs, ignoring triggers
whose exported element occurs in ®t1. We have argued that I1 ∪ N
and I2∪N satisfy the FDs.We want to show that both the UIDs and
FDs hold of I1∪W and I2∪W . Note that as we have ®t1 in I1 and in I2
we know that any element of the domain of N which also occurs
in I1 or in I2 must be an element of ®t1. Also note that any such
element that occurs at a certain position (R, i) in N , then it also
occurs at (R, i) in I1. We then conclude that that I1 ∪W and I2 ∪W
satisfy the constraints, thanks to the following general lemma:
Lemma F.2. Let ΣID be a set of UIDs and let ΣFD be a set of FDs.
Let I and N be instances, and let ∆ := Adom(I ) ∩Adom(N ). Assume
that I satisfies ΣFD∪ΣID, that I ∪N satisfies ΣFD , and that whenever
a ∈ ∆ occurs at a position (R, i) in N then it also occurs at (R, i) in I .
LetW denote the chase of N by ΣID where we do not fire any triggers
which map an exported variable to an element of ∆. Then I ∪W
satisfies ΣID ∪ ΣFD .
Intuitively, the lemma applies to any instance I satisfying the
constraints (UIDs and FDs), to which we want to add a set N of
new facts, in a way which still satisfies the constraints. We assume
that the elements of I that occur in N never do so at new positions
relative to where they occur in I , and we assume that I ∪ N sat-
isfies the FDs. We then claim that we can make I ∪ N satisfy the
UIDs simply by chasing N by the UIDs in a way which ignores
some triggers, i.e., by addingW . (The triggers that we ignore are
unnecessary in terms of satisfying the UIDs, and in fact we would
possibly be introducing FD violations by firing them, so it is im-
portant that we do not fire them.)
We now prove the lemma:
Proof. We assume without loss of generality that the UIDs are
closed under implication [24]. This allows us to assume that, when-
ever we chase by the UIDs, after each round of the chase, all remain-
ing violations of the UIDs are on facts involving some null created
in the last round. In particular, inW , all remaining violations of ΣID
are on facts of N .
We first show that I ∪W satisfies ΣID . Assume by way of con-
tradiction that it has an active trigger τ for a UID δ . The range of τ
is either in I or inW . The first case is impossible because I satisfies
ΣID so it cannot have an active trigger for δ . The second case is
impossible also by definition of the chase, unless the active trigger
maps an exported variable to an element of ∆, i.e., it is a trigger
which we did not fire inW . Let R(®a) be the fact ofW in the image
of τ . By the above, as the IDs are closed under implication, R(®a) is
necessarily a fact ofN . Let ai be the image of the exported variable
in ®a, with ai ∈ ∆. Hence, ai occurs at position (R, i) in N , so by our
assumption on N it also occurs at position (R, i) in I . Let R(®b) be
a fact of I such that bi = ai . As I satisfies ΣID, for the match of
the body of δ to R(®b) there is a corresponding fact F in I extending
the match to the head of δ . But F also serves as a witness in I ∪W
for the match of the body of δ , so we have reached a contradiction.
Hence, we have shown satisfaction of ΣID .
We now show that I ∪W satisfies ΣFD . We begin by arguing
thatW satisfies ΣFD. This is because N satisfies ΣFD ; it is easy to
show (and is proven in [22]) that performing the chase with active
triggers of UIDs never creates violations of FDs, so this is also true
ofW as it is a subset of the facts of the actual chase of N by ΣID .
Now, assume by way of contradiction that there is an FD viola-
tion {F , F ′} in I ∪W . As I andW satisfy ΣFD in isolation, it must
be the case that one fact of the violation is in I and one is inW :
without loss of generality, assume that we have F ∈ I and F ′ ∈W .
There are three possibilities: F ′ is a fact of N , F ′ is a fact created
in the first round of the chase (so one of its elements, the exported
element, is in Adom(N ), and the others are not), or F ′ is a fact cre-
ated in later rounds of the chase. The first case is ruled out by the
hypothesis that I∪N satisfies ΣFD . In the second case, by definition
ofW , the element fromAdom(N ) in F ′ cannot be from Adom(I ), as
otherwise we would not have exported this element (i.e., it would
be a trigger that we would not have fired); hence F ′ contains only
fresh elements and one element in Adom(N )\Adom(I ), so F and F ′
are on disjoint elements so they cannot be a violation. In the third
case, F ′ contains only fresh elements, so again F and F ′ cannot
form an FD violation as they have no common element. 
So we now know that I+1 := I1 ∪W and I
+
2
:= I2 ∪W satisfy the
constraints. Let us then conclude our proof of Theorem 6.4 using
the process of Lemma F.1. We first show that (I+1 , I
+
2 ) is a counterex-
ample of AMonDet for Q and Sch′:
• We have just shown that I+1 and I
+
2 satisfy the constraints.
• We clearly have I1 ⊆ I
+
1 and I2 ⊆ I
+
2 .
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• We now argue that I+1 has a homomorphism to I1 (the proof
for I+2 and I2 is analogous). This point is reminiscent of the
proof of Theorem 4.2. We first define the homomorphism
from I1 ∪N to I1 by mapping I1 to itself, and mapping each
fact of N to R(®t1) (which is consistent with what precedes);
it is clear that this is a homomorphism. We then extend this
homomorphism inductively on each fact created inW in the
following way. Whenever a fact S(®b) is created by firing an
active trigger R(®a) for a UID R(®x) → S(®y) where xp = yq
is the exported variable, (so we have ap = bq ), consider the
fact R(h(®a)) of I1 (with h defined on ®a by induction hypothe-
sis). As I1 satisfies Σ, we can find a fact S(®c)with cq = h(ap),
so we can define h(®b) to be ®c , and this is consistent with the
existing image of ap .
• We can define I+
Accessed
:= IAccessed ∪W as a common subin-
stance of I+1 and I
+
2 . We now show that I
+
Accessed is access-
valid for I+1 and Sch
′. Let (mt′,AccBind′) be an access in
I+Accessed. The first case is when (mt
′
,AccBind′) includes an
element of Adom(I+Accessed) \ Adom(IAccessed), namely, an ele-
ment of Adom(W )\Adom(I1). In this case, clearly all match-
ing facts must be facts that were created in the chase, i.e.,
they are facts ofW . Hence, we can construct a valid output
fromW ⊆ I+
Accessed
. The second case is when (mt′,AccBind′)
is only on elements of Adom(IAccessed), then it is actually an
access on IAccessed, so, lettingU ⊆ IAccessed be the set of match-
ing tuples which is the valid output to (mt′,AccBind′) in I1,
we can construct a valid output to (mt′,AccBind′) in I+1
fromU ∪W ⊆ I+
Accessed
, because any matching tuples for this
access in I+1 must clearly be either matching tuples of I1 or
they must be matching tuples ofW .
We now show the four additional conditions:
(1) It is clear by definition that I+
Accessed
⊇ IAccessed.
(2) We must show that the access (mt,AccBind) is valid for Sch
in I+Accessed. Indeed, there are now infinitely many matching
tuples in I+
Accessed
, namely, those ofN . Thus this access is valid
for Sch in I1: we can choose as many tuples as the value of
the bound to obtain an output which is valid in I1.
(3) Wemust verify that, for any access (mt′,AccBind′) of IAccessed
that has an output which is valid in I1 for Sch, then we
can construct such an output in I+Accessed which is valid in I
+
1
for Sch. The argument is the same as in the second case of
the fourth bullet point above: from the valid output to the
access (mt′,AccBind′) in I1 for Sch, we construct a valid
output to (mt′,AccBind′) in I+1 for Sch.
(4) Let us consider any access in I+Accessed which is not an access
in IAccessed. The binding for this access must include some
element of Adom(W ), so its matching tuples must be inW ,
which are all in I+Accessed. Hence, by construction any such
accesses are valid for Sch.
So we conclude the proof of Theorem 6.4 using Lemma F.1, fixing
each access according to the above process.
G PROOFS FOR SECTION 7: DECIDABILITY
USING CHOICE SIMPLIFICATION
G.1 Further example of decidability using
choice simplification
In the body of the paper we proved decidability for monotone an-
swerability with FGTGDs. We claimed that it applies to extensions
with disjunction and negation. We now substantiate this. We will
use the Guarded Negation Fragment (GNF) of [8]. We will need to
know only that GNF satisfiability is decidable, and that GNF con-
tains CQs, contains extensions of frontier-guarded TGDs with dis-
junction and negation, and is closed under Boolean combinations
of sentences.
Theorem G.1. We can decide whether a CQ is monotone answer-
able with respect to a schema having result bounds, with equality-
free constraints that are in the Guarded Negation Fragment. In par-
ticular, this holds when constraints are extensions of FGTGDs with
disjunction and negation [8, 15].
Proof. Again, by Theorem 6.3 we can assume that all result
bounds are one, and by Proposition 3.3 we can replace the schema
with the relaxed version containing only result lower bounds. Now,
a result lower bound of 1 can be expressed as an ID. Thus, Propo-
sition 3.4 allows us to reduce monotone answerability to a query
containment problem with constraints Γ consisting of Σ, a copy Σ′
on primed relations, and additional frontier-guarded TGDs. The
constraints Γ are still in GNF. The resulting containment problem
Q ⊆Γ Q
′ can be restated as satisfiability of Q ∧ Γ ∧ ¬Q ′, which
is a GNF satisfiability problem. Hence, we conclude because GNF
satisfiability is decidable. 
G.2 Proof of Theorem 7.2: Complexity of
Monotone Answerability for UIDs and FDs
In this appendix, we show Theorem 7.2 with the EXPTIME com-
plexity bound. Recall the statement:
We can decide monotone answerability with respect
to a schema with result boundswhose constraints are
UIDs and FDs. The problem is in EXPTIME.
To show this theorem, we will introduce a general linearization
result that extends Proposition 5.5. The result will reduce query
containment under IDs and full GTGDs to query containment un-
der linear TGDs, that is, TGDs whose body and head consist of
one single atom (but allowing variable repetitions). IDs and full
GTGDs can simulate arbitrary GTGDs, for which containment is
2EXPTIME-complete, and EXPTIME-complete for constant signa-
ture arity [16]. However, we will be able to show an EXPTIME
bound without assuming constant signature arity, by just bound-
ing the arity of the signature used in side atoms (i.e., non-guard
atoms): this can handle, e.g., accessibility facts in truncated acces-
sibility axioms. We will also show an NP bound under some addi-
tional assumptions: this bound is not used in the main text, but we
state it for completeness because it generalizes Proposition 5.5. Our
linearization technique will resemble that of [31], but their results
only apply when bounding the arity and number of relations in the
whole signature, whereas we do not make such assumptions.
In this appendix, we first state the generalized linearization re-
sult and its consequences in Appendix G.2.1. We then prove Theo-
rem 7.2 using this result, in Appendix G.2.2. Last, we give the proof
of the generalized linearization result, which is somewhat techni-
cal, in Appendix G.2.3.
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G.2.1 Statement of Generalized Linearization Result. We con-
sider constraints that consist of non-full IDs and full GTGDs on
a specific side signature, and measure the arity of head relations:
Definition G.2. Let γ be a full GTGD on signature S. The head
arity of γ is the number of variables used in the head of γ . Given a
sub-signature S′ ⊆ S, we say that γ has side signature S′ if there
is a choice of guard atom in the body of γ such that all other body
atoms are relations of S′.
The result below uses the notion of semi-width, defined in Ap-
pendix E.4. For a set of constraints Σ, we write |Σ| for their size
(e.g. in a string representation), and extend the notions of head ar-
ity and side signature in the expected way.
Theorem G.3. For any a′ ∈ N, there are polynomials P1, P2 such
that the following is true. Given:
• A signature S of arity a;
• A subsignature S′ ⊆ S with n′ relations and arity ≤ a′;
• A CQ Q on S;
• A set Σ of non-full IDs of width w and full GTGDs with side
signature S′ and head arity h;
We can compute the following:
• A set Σ′ of linear TGDs of semi-width ≤ w and arity ≤ a, in
time P1(|Σ| , 2
P2(w,h,n
′)), independently from Q ;
• A CQ QLin, in time P1(|Σ| , |Q |
P2(w,h,n
′)).
The constraints Σ′ and the CQ QLin ensure that for any CQ Q ′, we
have Q ⊆Σ Q
′ iff QLin ⊆Σ′ Q
′.
Note that we assume that IDs are non-full, i.e., they must create
at least one null. Of course, full IDs can be seen as full GTGDs
with empty side signature, so they are also covered by this result,
but they may make the head arity increase if included in the full
GTGDs.
Theorem G.3 is proven in Appendix G.2.3 by generalizing the
linearization argument of Proposition 5.5. We compute derived ax-
ioms of a limited breadth (generalizing the notion of Appendix E.3),
and then use them in a short-cut chase, which avoids passing facts
up and down. We then show how to simulate the short-cut chase
by linear TGDs. Themain difference with [31] is thatwe exploit the
width and side signature arity bounds to compute only a portion
of the derived axioms, without bounding the overall signature.
We can use Theorem G.3 by fixing the head arity h, the widthw ,
and the entire side signature S′, to deduce the following. This re-
sult is only given for completeness, as we do not use it in the main
text; but it is the result that one would use to generalize Proposi-
tion 5.5:
Corollary G.4. There is anNP algorithm for query containment
under bounded-width non-full IDs and full GTGDs of bounded head
arity on a fixed side signature.
While the side signature S′ is constant, the arity of S is not
constant above; however, relations in S \ S′ can only be used in
the bounded-width IDs and as guards in the full GTGDs.
Proof of Corollary G.4. Apply the reduction of TheoremG.3,
which computes in PTIME an equivalent set of linear TGDs of con-
stant semi-width and a rewriting of the left-hand-side query. Then,
conclude by Proposition E.8. 
The result also implies an EXPTIME bound for query contain-
ment with a more general language of IDs and GTGDs, which we
will use to prove Theorem 7.2:
Corollary G.5. There is an EXPTIME algorithm for query con-
tainment under IDs and GTGDs on a bounded arity side signature.
Proof. One can simulate GTGDs by IDs and full GTGDs, via
additional relations. Thus we can assume the GTGDs are full. Like-
wise, we can assume that the IDs are non-full, by making the full
IDs part of the full GTGDs.
Now, apply the reduction of Theorem G.3, which computes in
EXPTIME an equivalent set of linear TGDs and computes a rewrit-
ing of the left-hand-side query. Consider each one of the exponen-
tially many possible first-order rewritings of the right-hand-side
query under these linear TGDs (see [18, 21]), and for each of them,
check whether it holds in the closure. 
G.2.2 Proving Theorem 7.2 using Generalized Linearization. We
can now complete the proof of Theorem 7.2 from the proof given
in the body. We must first explain why FD violations do not hap-
pen, and second explain how to obtain the EXPTIME bound from
Corollary G.5.
FD violations. Recall that, in the proof, we had to argue that af-
ter applying the FDs to the canonical database and pre-processing
the constraints slightly, we could drop the FDs in Σ and in Σ′ with-
out impacting the entailment. We argued in the body that the con-
straints for AMonDet would consist of Σ, Σ′, and the following:
• for each non-result-bounded method mt accessing relation
R with input positions ®x , (
∧
i accessible(xi )) ∧ R(®x, ®y) →
R′(®x, ®y) ∧
∧
i accessible(yi )
• for each result-boundedmethodmt accessing relationRwith
input positions ®x , (
∧
i accessible(xi ))∧R(®x, ®y) → ∃®z R(®x, ®z)∧
R′(®x, ®z) ∧
∧
i accessible(zi )
We then modified the second set of axioms so that, in going from R
to R′, they preserve not only the input positions of mt, but also
the positions of R that are determined by input positions of mt
(i.e., appear as the right-hand-side of an FDwhose left-hand-side is
included in the input positions). As mentioned in the body, the use
of these “expanded result-bounded constraints” does not impact
the soundness of the chase, since chase step with these constraints
can be mimicked by a step with an original constraint followed by
FD applications.
We now complete the argument to show that after this rewrit-
ing, and after applying the FDs to the initial instance, we can apply
the TGD constraints while ignoring the FDs.
To argue this, we note that it suffices to consider chase proofs
where the primed copies of the UIDs in Σ′ are never fired prior to
constraints in Σ or prior to expanded result-bounded constraints.
This is because the primed copies of UIDs can not create triggers
for any of those constraints.
We show that in a chase with this additional property, the FDs
will never fire. We prove this by induction on the rule firing in the
chase.
Observe that the UIDs ofΣ cannot introduce FD violationswhen
we perform the chase, because we fire only active triggers. The
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same is true of the UIDs of Σ′ when we apply them. So it suffices
to consider the expanded result-bounded constraints. Assume by
contradiction that firing these rules creates a violation, and con-
sider the first violation that is created. Either the violation is on
a primed relation, or it is on an unprimed relation. If it is on a
primed relation, it consists of a first fact F ′1 = R
′(®c, ®d), and of a
second fact F ′2 = R
′( ®f , ®д) which was just generated by firing an ex-
panded result-bounded constraint on some fact F2 = R( ®f , ®h). The
constraint may be of the form of the first bullet point above, in
which case ®д and ®h are empty tuples; or it may be of the form of
the second bullet point above, modified to also export determined
positions as we explained, in which case all values in ®д are fresh.
Our additional property on the chase ensures that we do not fire Σ′,
so F1 must also have been generated by firing an expanded result-
bounded constraint on some fact F1 = R(®c, ®e), and again ®d is either
empty or only consists of fresh values. Now, we know that the de-
terminer of the violated FD must be within the intersection of the
positions of ®c and of ®f , because it cannot contain fresh values in
any of the two facts F ′1 and F
′
2. Hence, by the modification that
we did on the axioms, the determined position of the violated FD
must also be within the intersection of the positions of ®c and of ®f .
This means that F1 and F2 are already a violation of the FD, which
contradicts minimality of the violation.
Now, if the violation is on an unprimed relation, it consists of
a first fact F ′1 = R(®c,
®d), and of a second fact F ′2 = R(
®f , ®д) which
was just generated by a constraint of the form of the second bullet
point above, modified to also export determined positions as we
explained. In this case, let F2 = R( ®f , ®h) be the fact that triggered
the rule application. Because the elements of ®д are fresh, the deter-
miner of the violated FD must be within positions of ®f , hence, by
the modification that we did on the axioms, the determined posi-
tion of the violated FD must also be within positions of ®f , but this
means that F ′1 and F2 are already a violation of the FD, contradict-
ing minimality.
Complexity. The improved complexity bound is simply by using
Corollary G.5 on ΓSep : the side signature is fixed, because it only
consists of accessible. This shows the desired complexity bound
and concludes the proof.
G.2.3 Proof of Generalized Linearization Result. In this appen-
dix, we prove Theorem G.3, which implies an NP bound for query
containment under a class of guarded TGDs (Corollary G.4), and
an EXPTIME bound for query containment under a larger class
(Corollary G.5). The first bound generalizes Johnson and Klug’s
result on query containment under bounded-width IDs [34]. The
second result generalizes a result of Calì, Gottlob and Kifer [16]
that query containment under guarded TGDs of bounded arity is
in EXPTIME. The construction we use is a refinement of the lin-
earizationmethod given in Section 4.2 ofGottlob,Manna, and Pieris
[31].
Of the two corollariesmentioned above, the first one generalizes
the technique presented for accessibility axioms in Appendix E.3,
and the second one is used in the body of the paper to give bounds
on the monotone answerability problem. These two results, and
the more general Theorem G.3, are completely independent from
access methods or result bounds, and may be of independent inter-
est.
We recall the statement of Theorem G.3:
For any a′ ∈ N, there are polynomials P1, P2 such
that the following is true. Given:
• A signature S of arity a;
• A subsignature S′ ⊆ S with n′ relations and ar-
ity ≤ a′;
• A CQ Q on S;
• A set Σ of non-full IDs of widthw and full GTGDs
with side signature S′ and head arity h;
We can compute the following:
• A set Σ′ of linear TGDs of semi-width ≤ w and ar-
ity ≤ a, in time P1(|Σ| , 2
P2(w,h,n
′)), independently
fromQ ;
• A CQ QLin, in time P1(|Σ| , |Q |
P2(w,h,n
′)).
The constraints Σ′ and the CQ QLin ensure that for
any CQ Q ′, we have Q ⊆Σ Q
′ iff QLin ⊆Σ′ Q
′.
Before proving Theorem G.3, we comment on the intuition of why
the hardness results of [16] do not apply to the languages described
in Corollaries G.4 and G.5. For Corollary G.5, it is shown in [17,
Theorem 6.2] that deciding the containment of a fixed query into
an atomic query under GTGDs is 2EXPTIME-hard when the arity
is unbounded, even when the number of relations in the signature
is bounded. The proof works by devising a GTGD theory that sim-
ulates an EXPSPACE alternating Turing machine, by coding the
state of the Turing machine as facts on tuples of elements: specifi-
cally, a fact zero(V,X ) codes that there is a zero in the cell indexed
by the binary vector V in configuration X . The arity of such rela-
tions is unbounded, so they cannot be part of the side signature S′.
However, in the simulation of the Turing machine, the GTGDs in
the proof use another relation as guard (theд relation), and the bod-
ies contain other high-arity relations, so there is no choice ofS′ for
which the GTGD theory defined in the hardness proof can satisfy
the definition of a side signature.
For CorollaryG.4, the proof in [17, Theorem6.2] explicitlywrites
the state of the i-th tape cell of a configuration X as, e.g., zeroi(X ).
These relations occur in rule bodies where they are not guards,
but as Corollary G.4 assumes that the side signature is fixed, they
cannot be part of the side signature. A variant of the construction
of the proof (to show EXPTIME-hardness on an unbounded signa-
ture arity) would be to code configurations as tuples of elements
X1 . . .Xn and write, e.g., zero(Xi ). However, the constant width
bound on IDs would then mean that the proof construction can
only look at a constant number of cells when creating one config-
uration from the previous one.
We now turn to the proof of Theorem G.3.
We say that a full GTGD is single-headed if it has only one head
atom, and we will preprocess the input full GTGDs in PTIME to
ensure this condition. For every full GTGD, we introduce a new
relation of arity at most h to stand for its head, and we add the
full GTGDs which assert that the new head relation creates every
fact in the original head. This is PTIME, and the resulting set of
full GTGDs is single-headed and still satisfies the constraints, it
does not change the side signature, and the width cannot increase
too much: the boundw on width is changed by max(w,h), which
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is not a problem for the complexity bounds that we are claiming.
Hence, we perform this transformation, and throughout the appen-
dix, when we refer to full GTGDs, we always assume that they are
single-headed, and when we refer to the bound on width we as-
sume that it has been changed accordingly. However, we will still
need to refer to the head arity bound in the sequel, to bound the
arity of the single relation in the head of full GTGDs: note that
the transformation described in this paragraph cannot change the
head arity bound.
Now, the intuition of the proof is essentially to follow the pro-
cess given in Appendix E.3 for linearizing bounded-width IDs and
truncated accessibility axioms. Specifically, our proof strategy con-
sists of three steps. We first show that we can compute a form of
closure of our IDs and full GTGDs for a bounded domain of side
atoms, which we call bounded breadth (generalizing the notion
in Appendix E.3). This intuitively ensures that, whenever a full
GTGD generates a fact about earlier elements, then this generation
could already have been performed when these earlier elements
had been generated, using an implied full GTGD. This first step is
the main part of the proof, and its correctness relies of a notion of
well-ordered chase that we introduce, generalizing the analogous
notion presented in Appendix E.3.2 for the specific case of accessi-
bility axioms.
Once this closure has been done, the second step is to structure
the chase further, by enforcing that we only fire the full GTGDs
and their small-breadth closure just after having fired an ID. As in
the earlier proof, we call this the short-cut chase, since we short-cut
certain derivations that go up and down the chase tree via the fir-
ing of derived axioms. The third step is to argue that the short-cut
chase can be linearized with IDs, again generalizing the previous
constructions.
We now embark on the proof of Theorem G.3, which will con-
clude at the end of this section of the appendix.
Bounded breadth closure. The first step of our proof is to show
how to compute a closure of the constraints Σ. We will now con-
sider the side signature S′ with its fixed arity bound a′, and will
consider the boundsw,h on width and head arity respectively. We
will reason about full GTGDs with side signature S′ that obey a
certain breadth restriction:
Definition G.6. Let b ∈ N, let S′ be a side signature, and let γ
be a full GTGD on side signature S′. We say that γ has breadth ≤ b
if there exists a guard atom A in the body of γ and a subset P of at
most b positions of A such that, letting X be the ≤ b variables that
occur at the positions of P in A, the following variable occurrences
condition holds:
• the other body atoms than A, which use relations of S′, only
use variables of X ;
• the other positions of A use variables that are not in X and
occur only once in the body (i.e., there are no variable repeti-
tions)
In other words, γ can then be written:
A(®x, ®y) ∧ ϕ(®x ) → ∃®z H (®x, ®y, ®z)
where A denotes the guard atom, ϕ denotes the other body atoms
(which use relations of S′), H denotes the head atom, ®x denotes the
variables of X , the variables of ®y in the body are not repeated, the
variables ®x occur in at most b positions in A.
It will be useful to reason about the possible full GTGDs on the
side signature S′ that satisfy the head arity bound h and have
breadth at most the width w of the IDs. We will call such full
GTGDs the suitable full GTGDs.
Lemma G.7. The number of suitable full GTGDs of breadth ≤ b
and of head arity ≤ h is at most
n · (a + 1)b · bb · (2n
′ ·ba
′
) · n · ah
where: n is the number of relations in the full signature S, д is the
number of atoms in bodies of Σ, a is the maximal arity of any relation
in S, n′ is the number of relations in S′, and a′ is the maximal arity
of the relations of S′.
Proof. To compute this, we illustrate how to choose a full GTGD
satisfying the condition. Several choiceswill lead to the sameGTGD,
but this is not a problem as we are trying to derive an upper bound.
Here are the choices that we have to make:
• Choose the relation for the guard atom: factor of n.
• Choose the subset P of size ≤ b: factor of (a+1)b because an
upper bound on this is to choose b positions, with replace-
ment, and with the option of choosing a dummy position
for subsets of size < b .
• Choose the pattern of variables on these P positions: factor
of bb because an upper bound on this is to use a set of b
variables and decide which variable to put at each of the (at
most) b positions of P .
• Choose the side facts, i.e., a subset of the possible facts: the
corresponding factor is 2N where N is the number of pos-
sible facts, which are obtained by choosing a relation of the
side signature and choosing a variable (among b) for each
position (among a′ at most).
• Choose the head relation: factor of n for the choice of re-
lation, and ah to decide, for each of the h positions of this
relation, which body variable to use (of which there are at
most a).
Hence, the result is indeed the quantity given in the lemma state-
ment. 
Observe that, whenb := w , whenh,n′, and a′ are bounded, then
the above quantity is polynomial in the input signature S. Further,
when only a′ is bounded, then the quantity is singly exponential
in the input.
Letting Σ be our set of constraints (with non-full IDs of bounded
width and full GTGDs), we say that a full GTGD γ is a derived suit-
able full GTGD if it is suitable and if γ is entailed by Σ: that is, any
instance that satisfies Σ also satisfies γ . Note that the derived suit-
able GTGDs do not include all the full GTGDs that we started with,
because some of them may have breadth larger thanw , so they are
not suitable. The same was true in the previous proof: some orig-
inal truncated accessibility axioms were not completely reflected
in the derived truncated accessibility axioms, but the width bound
ensured that this did not matter except on the initial instance: this
will also be the case here. The second step of our proof of Theo-
rem G.3 is to show that the set of derived suitable full GTGDs can
be computed efficiently.
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Definition G.8. We say that a suitable GTGD γ is trivial if its
head atom already occurs in its body. Given a set of non-full IDs
and full GTGDs Σ, the b-closure Σ̂b is obtained by starting with the
suitable GTGDs in Σ plus the trivial suitable GTGDs, and applying
the following inference rules until we reach a fixpoint:
• (Transitivity): Suppose that there is a GTGDbody β : R(®x , ®y)∧∧
i Ai (®x) and heads B1(®z1) . . . Bn(®zn) such that, for each 1 ≤
j ≤ n, the GTGD β → B j (®z j ) is suitable and is in Σ ∪ Σ̂
b .
Suppose that there is a GTGD β ′ → ρ in Σ ∪ Σ̂b , and that
there is a unifier υ mapping β ′ to β ∧
∧
j B j (®z j ). Then add
to Σ̂b the following:
β → υ(ρ).
• (ID): Suppose we have an ID δ in Σ from R(®x ) to S(®y) of width
w ′ ≤ b , which exports xji to yki for 1 ≤ i ≤ w
′. Suppose
that S(®z, ®w) ∧ ϕ( ®w ) → H ( ®w) is a GTGD in Σ ∪ Σ̂b , with the
S-atom being a guard, such that the variables of ®w in the S-
atom occur only at exported positions of the head of δ , and the
variables of the S-atom at positions not exported in the head
of δ contain variables with no repetitions. Then add to Σ̂b the
following:
R(®z, ®w) ∧ ϕ( ®w ) → H ( ®w)
where the R-atom is obtained from the S-atom by backwards
rewriting via δ , i.e., its positions at exported positions in the
body of δ contain the variables of the originalGTGDat the cor-
responding exported position in the head of δ , and the other
positions of the R-atom contain fresh variables with no repeti-
tions.
We claim that if this procedure is performed with b set to the
width boundw , then all the GTGDs of Σ̂b are suitable (this is clear),
and that in fact Σ̂b contains all derived GTGDs:
Proposition G.9. For any set Σ of non-full IDs of width ≤ w and
full GTGDs on side signature S′ with head arity ≤ h, then Σ̂w is the
set of derived suitable full GTGDs.
Before we prove this claim, we state and prove that the compu-
tation of the b-closure can be performed efficiently:
Lemma G.10. For any set Σ of non-full IDs of width ≤ w and full
GTGDs on side signatureS′ with head arity ≤ h, lettingb := w , then
Σ̂
b is we can compute Σ̂b in polynomial time in |Σ| ×2polynomial(w,h).
Proof. From our bound in Lemma G.7, we know that the max-
imal size of Σ̂b satisfies our running time bound. We can compute
it by iterating the possible production of rules until we reach a fix-
point, so it suffices that at each intermediate state of Σ̂b , testing
every possible rule application is in PTIME in the current Σ̂b ∪ Σ.
For (ID), this is straightforward: we simply try every ID from Σ
and every rule from the current Σ̂b unioned with Σ, and we check
whether we can perform the substitution (which is clearly PTIME),
in which case we add the result to Σ̂b .
For (Transitivity), we enumerate all possible bodies β of a suit-
able GTGD: there are polynomially many, up to variable renam-
ings. For each β , we then find all rules in Σ and in Σ̂b that have
body β up to variable renaming: if β only contains S′-atoms, this
is easy, because it is guarded and the arity of S′ is constant so
the body is on a constant-size domain and we can just test the ho-
momorphism; if β contains a guard atom not in S′, by assumption
there is only one, and we can just consider the GTGDs whose body
contains this atom, try to unify it with β in PTIME, and check if
the candidate body achieves exactly the side atoms of β . Once all
suitable rules are identified, clearly we can take 1 ≤ j ≤ n to range
over all such GTGDs, and consider the unionH of their heads. Now,
we enumerate all GTGDs in Σ∪ Σ̂b and we must argue that we can
test in PTIME whether their body β ′ unifies to β ∪ H . If β ′ con-
tains only atoms from S′, then as it is guarded and the arity of S′
is fixed, its domain size is constant, so we can simply test in PTIME
all possible mappings of β ′ to see if they are homomorphisms. If β ′
contains an atomA not in S′, by assumption there is only one and
it is a guard, so we can simply consider all atoms in β ∪ H which
are not in S′: for each of them, we test in PTIMEwhetherA unifies
with it, and if yes we test whether the mapping thus defined is a
homomorphism from β ′ to β∪H . If yes, we add the new full GTGD
to Σ̂b . This concludes the proof. 
There remains to prove Proposition G.9. For this, we will need
additional machinery.
Well-ordered chase. To prove Proposition G.9, we will need to
study the chase by IDs and full GTGDs. We will first define a no-
tion of well-ordered chase (which generalizes the notion studied in
Appendix E.3.2), show that we can ensure that the chase satisfies
this condition, and conclude the proof of the proposition.
In the chase, we will distinguish between the ID-facts, which are
the facts created in the chase by firing an ID, and the full facts, the
ones created by firing a full GTGD. We further observe by an im-
mediate induction that, for each full fact F generated in the chase,
the guard of the trigger τ used to generate F must be guarded by
some ID-fact: this is vacuously preserved when firing an ID, and
it is preserved when firing a full GTGD δ because the ID-fact that
guards the guard of δ also guards the generated head fact.
This allows us to define a tree structure on the ID-facts created
in the chase. Initially the tree consists of just a root, which is a spe-
cial node containing all facts I0 of the original instance. Whenever
we fire a trigger τ in the chase to create a new fact F , we define
the ID-guard of the new fact F as the ID-factG that guards τ and is
the topmost one in the chase. Observe that G is uniquely defined,
because whenever two ID-facts guard τ then their lowest common
ancestor also does. If F is an ID-fact, then we create a new node in
the chase tree that contains F , with its ID-guardG being its parent.
If F is a full fact, we do not represent it in the chase tree.
For a chase that is structured into a tree as described above, we
further say that it is well-ordered if it satisfies the following condi-
tion:
Whenever we create an ID-fact F = R(®c, ®d), where ®c
are the elements shared between F and its parent fact,
there is at most one fact H that uses only elements
of ®c such that the following is true: H will be created
later in the chase by firing a trigger whose ID-guard
is a descendant of F .
We can now show the analogue of Lemma E.2. The specific proof
technique is different (we create multiple child facts at once instead
of re-firing dependencies as needed), but the spirit is the same.
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Lemma G.11. For any instance I0, we can perform the chase in a
well-ordered way, obtaining an instance that satisfies the constraints.
Proof. Fix I0. We will perform the chase under full GTGDs and
IDs, in a way which chooses which triggers to fire in a special way,
and instantiates the heads of violations for IDs multiple times. Fur-
ther, in this chase variant, for all ID-facts F = R(®c, ®d) generated in
the chase, where we let ®c the elements shared between F and its
parent fact, the fact F will carry a subtree constraint label, which
is some fact on domain ®c (not necessarily a fact which holds in
the chase). Intuitively, this fact will be the one additional fact on ®c
which is allowed to be created in the subtree. Further, for any ID-
fact in the chase, there will be an equivalence relation on its chil-
dren. We will inductively impose that, for any two sibling ID-facts
F1 and F2 that are equivalent, at any state of the chase, there is an
isomorphism between the restriction of the chase to the domain
of the subtree rooted at F1, and that of F2, which is the identity
on the elements shared between F1, F2 and their parent fact F . In
particular, F1 and F2 are facts of the same relation and share the
same elements at the same positions with F .
We now explain how to perform the chase in a way which does
not violate well-orderedness and satisfies this inductive invariant.
Whenever we fire an ID in a chase proof, we cannot violate the
well-orderedness property because all IDs are non-full. We will ex-
plain how we change the usual definition of chase step to create
multiple equivalent facts by instantiating the heads of violations
multiple times. Suppose we want to fire an ID δ to create a fact
R(®c, ®d), where ®c are the elements that are not fresh. Let F0 be the
ID-guard of the new fact. The fact F0 shares precisely ®c with the
new fact, and it be the parent of the new fact in the chase tree. We
consider all possible facts over ®c,d which include an element that
F0 does not share with its own parent, this requirement being vacu-
ous if F0 has no parent. We call these the F0-native facts over ®c . For
every such fact F ′, we create a copy of the fact R(®c, ®d) as a child
of F0, with subtree constraint label F
′. We call these facts the al-
ternative copies. Now, if F0 has a parent, we let F
′′ be the subtree
constraint label on F0. If all elements of the fact F
′′ still occur in
the fact R(®c, ®d), we also create another copy of R(®c, ®d) as a child
of F0, whose subtree constraint label is F
′′. We call this the prop-
agating copy. The intuition for the propagating copy is that it is
the root of the child subtree where we can still create the fact F ′
which is the subtree constrain label of F0; and the intuition for the
alternative copies is that they are the child subtrees where we can
generate different facts: the F0-native facts over ®c are defined in
a way that ensures that generating these facts will not violate the
well-orderedness requirement.
It is clear that creating these multiple copies does not impact
soundness of the chase, and their addition will not impact com-
pleteness provided that we also handle triggers on these new facts.
Further, for any pair of these one-fact subtrees, there is an isomor-
phism of the chase at the time they are fired that sends one to
another. We must also argue that by firing further rules follow-
ing this “ID duplication step” we can avoid breaking the isomor-
phism between subtrees rooted at equivalent ID-facts elsewhere
in the chase. But these subtrees were isomorphic prior to this step,
by induction; so we can simply perform an analogous collection
of chase steps in all of these subtrees. This “follow-up” does not
cause any new violations of our invariant, and also does not break
well-orderedness, again since the IDs are all non-full.
Whenever we fire a full GTGD δ in a chase proof on a trigger τ
with ID-guardG to create a fact H , we consider the topmost ances-
tor F of G that contains all elements of H . Note that the topmost
ancestor exists because the set of suitable ancestors is non-empty:
indeed, G is itself a suitable choice. Let C be the child of F which
is an ancestor ofG. We claim that F has a childC ′ which is equiva-
lent toC and which has subtree constraint label H . This is because
F is the topmost ancestor containing all elements of H , so there
is an element in H which does not occur in the parent of F (or F
is the root). Thus when we created C by firing an ID trigger on F ,
we know that H was an F -native fact over the elements shared be-
tween F and C , which include all elements of H . Hence, we have
created among the alternative copies a sibling C ′ of C which is
equivalent toC and which has subtree constraint label H . Now, as
the subtrees rooted atC andC ′ are isomorphic, we can consider the
path from C to G and follow the image of this path starting at C ′
to reach ID-facts which are isomorphic to G. When doing this we
have to choose between equivalent children, and we always choose
a child with subtree constraint labelH . Since we create a propagat-
ing copy in our modified ID step above, such children must exist.
Thus we have a path from C to some G ′ in which every node has
subtree constraint label H .
The isomorphism between the subtrees ensures that G ′ is the
ID-guard to a trigger τ ′ for δ which is isomorphic to the original
trigger τ , Hence, instead of firing the full GTGD δ on the trig-
ger τ , we fire δ on the trigger τ ′. This will also create H , as the
elements of H are shared between the subtrees. This firing does
not violate the well-orderedness condition: all possible choices for
a counterexample F are on the path from G ′ to F , so they have
subtree constraint label H , and indeed H is the only fact that we
have created in the firing. Further, given the domain of H , creat-
ing it does not break the inductive isomorphism condition for any
subtrees rooted at an ID-fact below F .
We will now fire additional rules to preserve the isomorphism
for subtrees rooted at ancestors of F . Consider any ancestor F ′ of F ,
let F ′1 be the child of F
′ which is an ancestor of F , and let F ′2 be
another child of F ′ which is equivalent to F ′1. We know that the
subtrees rooted at F ′1 and F
′
2 were isomorphic before the firing, so
there is a trigger in F ′2 which is the image by the isomorphism of
the trigger thatwe are firing. Firing this trigger creates a fact which
allows us to extend the isomorphism to account for the firing. We
do this for every choice of ancestor F ′ and every choice of child
F ′2 which is equivalent to the child F
′
1. This ensures that we can
extend the isomorphisms between subtrees rooted at equivalent
nodes: this does not violate the well-orderedness, thanks to the
isomorphism. Note that all the triggers that we fire in this way,
and all the facts that we create, are pairwise distinct, because at
least one element of the new fact H does not appear outside of the
descendants of F , i.e., none of the isomorphisms that we consider
can be the identity on this element.
We have described a chase variant that produces a well-ordered
chase proof, so we have established the desired result. 
We are now ready to prove Proposition G.9:
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Proof. One direction is straightforward: we can immediately
show by induction on the derivation that any GTGD produced in
the closure is indeed a derived suitable full GTGD. Hence, we focus
on the converse direction.
We prove that every derived suitable full GTGD is produced in
the closure, by induction on the length of a well-ordered chase
proof of its head. Specifically, let the derived suitable full GTGD
be γ : R(®x , ®y) ∧
(∧
i Ai (®x)
)
→ λ(®z), with ®z ⊆ ®x ∪ ®y. Let K0 be a
set of constants, and I0 be the initial instance which consists of the
instantiation of the body of γ on K0: we let ®a0, ®b0, ®c0 be the tuples
of K0 corresponding to ®x , ®y, ®z, and call F0 the instantiation of the
guard atom (which we will see as the root ID-fact in the chase). We
show that γ is produced in the closure by induction on the number
of chase steps required in a well-ordered chase proof to produce
λ0 := λ(®c0) from I0. The fact that we can assume a well-ordered
chase proof is thanks to Lemma G.11.
The base case is when there is a well-ordered chase proof of
length 0, i.e,. λ0 is in I0. In this case, γ is a trivial suitable GTGD, so
it is in the closure by construction.
We now show the induction case. We consider a well-ordered
chase proof that produces λ0 in as little chase steps as possible.
The firing that produces λ0 cannot be the firing of an ID, because
the IDs are non-full, so they produce facts that contain some null
whereas λ0 is a fact on K0. Hence, λ0 is produced by firing a full
GTGD γ ′ on a trigger τ . Remember that the ID-guard of this firing
is the ID-fact that guardsγ ′ and is the topmost one in the chase: let
F be the ID-guard. Either F = F0 or F is a strict descendant of F0.
If F is F0, then it means that F0 guards this firing. Hence, all facts
of τ are facts over K0. Hence, those which are ID-facts cannot be
another fact than F0, as the other ID-facts contain nulls not in K0.
As for those that are full facts, for each such fact ϕ(K0), we know
that ϕ(K0) was derived in the chase from I0, which means that the
GTGD γϕ : R(®x, ®y) ∧
(∧
i Ai (®x)
)
→ ϕ(®z) is a derived full suitable
GTGD, in particular it satisfies the variable occurrences condition
because γ does. Now, for each such ϕ(K0), as it is produced earlier
than λ0 in the chase, it means that there is awell-ordered chase that
produces it in strictly less steps. Hence, by induction hypothesis,
each γϕ is in the closure. We can now see that, as γ
′ ∈ Γ, as the γϕ
are in the closure when ϕ(K0) is a full fact, and as the other ϕ(K0)
must be F0, we can apply the (Transitivity) rule and conclude thatγ
is also in the closure.
Now, if the ID-guard F of the firing is a strict descendant of F0
in the chase tree, we consider the path in the chase from F0 to F .
Let F ′ be the ID-fact which is the first element of this path after F0:
it is a child of F0 and an ancestor of F . Let ®c be the elements shared
between F ′ and F0. Observe that λ0 is a fact on ®c , because it is a fact
on K0 with ID-guard F , so the elements of λ0 are shared between F
and F0, hence between F
′ and F0. Now, the deduction of λ0 creates
a new fact on ®c with ID-guard in the subtree rooted at F ′: by def-
inition of the well-ordered chase, it is the only such firing for F ′.
Thus, we know that, when we create F ′, we had already derived
all facts on ®c that are derived in the chase, except for λ. Let Φ be
the set of these facts.
We now observe that, if we had started the chase with the ID-
fact F ′ plus the set Φ, then we would also have deduced λ. In-
deed, we can reproduce all chase steps that happened in the sub-
tree rooted at F ′, specifically, all steps where we applied IDs to
a descendent of F ′, and all full GTGD steps with ID-guard in the
subtree rooted at F ′. We show this by induction: the base case cor-
responds to the facts of {F ′} ∪ Φ, the induction step is trivial for
ID applications, and for full GTGD applications we know that all
hypotheses to the firing are in guarded tuples of the subtree rooted
at F ′, so they were all generated previously in that subtree or were
part of Φ. Thus, letting β ′ be the result of renaming the constants
of {F ′} ∪Φ by variables in a manner compatible with the mapping
from γ to I0, this shows that γ
′ : β ′ → λ is entailed by Σ. Now,
this is a GTGD with breadth at most w because the width of IDs
(and hence the width of Φ) is at mostw . Hence, it is a derived suit-
able full GTGD, and the proof for this derived suitable full GTGD
is shorter than that of γ . Hence, by induction hypothesis, we have
γ ′ ∈ Σ̂b . We can now apply (ID) to γ ′ with the IDs that gener-
ated F ′ from F0, thanks to the fact that Φ and λ0 are on K0 so they
are on exported positions of the ID, and there cannot be repeated
variables in what corresponds to F ′ in β ′ except at positions that
were exported between F ′ and F0 (because these other elements
are fresh in F ′). This yields γ ′′ : R(®x, ®y) ∧ Φ′(®z) → λ(®z), where Φ′
is the result of renaming the elements of Φ to variables as in the
definition of β ′.
We now argue as in the base case that, as each fact of Φ was
derived from I0 with a shorter proof than the proof of γ , by induc-
tion hypothesis, for each ϕ ∈ Φ, the derived suitable full GTGD
R(®x, ®y)∧
(∧
i Ai (®x)
)
→ ϕ is in Σ̂b . We conclude, by applying (Tran-
sitivity) to γ ′′ and these derived suitable full GTGDs, that γ ∈ Σ̂b .
Hence, we have shown that γ was derived, which concludes the
induction and finishes the completeness proof. 
Normalization. We are now ready for the second stage of our
proof: normalizing the chase to add short-cuts. The short-cut chase
works by constructing bags: a bag is a set of facts consisting of one
fact generated by an ID (called an ID-fact) and facts on the domain
of the ID-fact (called full facts). We will have a tree structure on
bags that corresponds to how they are created.
The short-cut chase then consists of two alternating kinds of
steps:
• The ID steps, where we fire an ID on an ID-fact F where it is
applicable. Let д be the bag of F . The ID step creates a new
bag д′ which is a child of д, which contains the result F ′ of
firing the ID, along with a copy of the full facts of д which
only use elements shared between F and F ′.
• The full saturation steps, which apply to a bag д, only once
per bag, precisely at themoment where it is created by an ID
step (or on the root bag). In this step, we apply all the full
GTGDs of Σ̂w to the facts of д, and add the consequences
to д (they are still on the domain of д because the rules are
full).
Our goal is to argue that the short-cut chase is equivalent to the
usual chase. The short-cut chase consists of chase steps in the usual
sense, so it is still universal. What is not obvious is that the infinite
result of the short-cut chase satisfies Σ: indeed, we must argue that
all violations are solved. This is not straightforward, because the
short-cut chase does not consider all triggers: specifically, for full
GTGDs, it only considers triggers that are entirely contained in
a bag, and only for full GTGDs in Σ̂w (not those in Σ). So what
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we must do is argue that the short-cut chase does not leave any
violations unsolved. The intuition for this is that the closure of Σ̂w
suffices to ensure that all violations can be seen within a bag.
To show this formally, wewill rely on the following observation,
which uses the closure Σ̂w . In the statement of this lemma, we talk
of the topmost bag that contains a guarded tuple: it is obvious by
considering the domains of the bags that this is well-defined:
LemmaG.12. Consider the short-cut chase on an instance I0 which
is closed under the full GTGDs of Σ and of Σ̂w (we see I0 as a root
bag). Assume that a full saturation step on some bagд creates a fact F .
Then д is the topmost bag of the chase tree that contains the elements
of F .
Proof. Let д′ be the topmost bag д′ of the chase tree that con-
tains all elements of F , and let us show that F was created in д′.
Consider the moment in the chase where д′ was created in an ID
step. At this moment, д′ consists of its ID-fact plus full facts copied
over from the parent ofд′ (or none, in the case whereд′ is the root):
as the IDs have width ≤ w , these full facts are on a domain ®c of size
at mostw . We let β be the set of these facts. As the short-cut chase
proceeds entirely downwards in the tree, and it constructs a subset
of the usual chase, by starting the chase with a root bag containing
β , we know that F is deduced. Hence, letting β ′ and F ′ be the result
of renaming the elements of β and F to variables, we know that the
GTGD γ : β ′ → F ′ is entailed by Σ̂w . Hence, γ is a derived suitable
full GTGD, so we must have γ ∈ Σ̂w . Thus, we have also applied γ
in the full saturation step just after the moment where we created
д′; or, if д′ is the root bag, it is closed under Σ and under Σ̂w by
hypothesis. Hence, we have shown that F was indeed created in д′,
which concludes. 
This immediately implies the following:
Corollary G.13. For any fact F created in the short-cut chase,
for any bag д containing all elements of F , then F appears in the
bag д.
Proof. If F is an ID-fact, it contains a null, the topmost bag д
containing all elements of д is the bag where this null was intro-
duced, so it also contains F . Now, the bags that contain the ele-
ments of F form a subtree of the tree on bags rooted at д, and F is
copied in all these bags.
If F is a full fact, we use Lemma G.12 to argue that F occurs in
the topmost bag containing all its elements, and again F is copied
in all other bags. 
This allows us to show that the short-cut chase is equivalent to
the full chase. Specifically, let I0 be an arbitrary set of facts, which
we consider as a root bag, and which has been closed under the full
GTGDs of Σ and of Σ̂w . Let I be the result of the short-cut chase
of I0 by Σ̂
w . We claim:
Lemma G.14. I satisfies Σ.
Proof. Consider a trigger τ in I , and show that it is not ac-
tive. All rules in Σ are guarded, so the domain of τ is guarded, and
there is a topmost bag д where all elements of д appear. By Corol-
lary G.13, all facts of τ are reflected in all bags, in particular they
are all reflected in д. Hence, τ is included in a single bag д.
It is clear that any trigger for an ID would have been solved by
an ID step, so we can assume that τ is a trigger for a full GTGD
of Σ. The bag д cannot the root bag, because we assumed that I0 is
closed. Hence, д is not the root bag. We need to argue that τ is a
trigger for a full GTGD of Σ̂w . Indeed, when we created д by an ID
step, д contained only an ID-fact plus S′-facts on a domain of size
at most w , thanks to the fact that the IDs have width at most w :
and all further facts created in д are created by the full saturation
step. Hence, if a trigger for Σ ∪ Σ̂w is active, it means that its head
is entailed by the initial contents of д, so the corresponding full
GTGD is suitable because its breadth is bounded by b (again using
the fact that the elements of the ID-fact of д cannot be repeated
outside of the positions that contain elements exported from the
parent fact of д). Hence, the trigger is also a trigger for the corre-
sponding derived suitable full GTGD in Σ̂w .
Now, as we have applied a full saturation step on д, any remain-
ing trigger there for a full TGD of Σ̂w would have been solved in
this step, because Σ̂w is closed so it does not leave any trigger by
full TGDs unsatisfied in д. Hence, τ is no longer active in I . 
We now know that the result I of the short-cut chase satisfies Σ,
and as the short-cut chase only applies chase steps, it is actually
equivalent to the chase, i.e., for any CQ Q , we have that Q is sat-
isfied in I iff I0, Σ |= Q . All that remains now is to translate the
short-cut chase to a set of IDs.
Linearization. We now describe the third and last stage of the
proof of Theorem G.3, by describing the translation. Fix a tuple
x1, . . . ,xn of variables. For every relation R of arity l , for every
subset P = {p1 . . .pk } of its positions of size at most w , for every
instance χ of the relations of S′ on xp1 . . . xpk , we create a copy
RP, χ of relation R. Observe that this creates a singly exponential
number of relations when the arity a′ of S′ is fixed, and it creates
only polynomially many relations when we further fix w and S′.
We let Θ consist of the following IDs:
• Forget: for every relation RP,h, χ ), the full ID:
RP, χ (®x) → R(®x )
• Instantiate: for every relation RP,h, χ , for every homomor-
phismh fromx1, . . . ,xl to itself whichmaps P to P and is the
identity outside of P , letting χ ′ be the instance on x1 . . . xn
obtained by computing the closure of R(h(®x)) ∪ h(χ ) by the
full TGDs of Σ̂w (a full saturation step), for every fact S(®y)
of χ ′ (with ®y ⊆ h(®x)), we add the full GTGD:
RP, χ (h(®x)) → S(®y)
• Lift: for every relation RP, χ , for every homomorphism h
as above, letting χ ′ be as above, for every ID δ S(®y) →
∃®z T (®y, ®z), for every match h′ of S(®y) in χ ′, letting P ′′ =
{p ′′1 , . . . ,p
′′
k′′
} be the exported positions of δ in ®y, letting χ ′′
be the restriction of χ ′ to h′(yp′′
1
), . . . ,h′(yp′′
k′
), letting P ′′′
be the corresponding exported positions in the head of δ ,
we add the full GTGD:
RP, χ (h(®x)) → ∃®z TP ′′, χ ′′′(h
′(®y), ®z)
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The result of this transformation clearly consists of linear TGDs.
Further, they are of semi-widthw : indeed, the Lift rules have width
bounded by w , and the other rules have an acyclic position graph.
Further, these rules are clearly computed in polynomial time in
their number, and this number indeed satisfies the required bound.
Indeed, letting n be the number of relations of the signature, a the
maximal arity of the signature, n′ the number of relations in the
side signature, and a′ the maximal arity of the side signature, then
the number of relations RP, χ is no greater than n · (a+1)
w ·2n
′ ·wa
′
,
the number of Forget rules is bounded by this number, the number
of homomorphisms in Instantiate rules given the choice of RP, χ is
bounded byww , so the number of Instantiate rules is bounded by
n · (a+ 1)w · 2n
′ ·wa
′
timesww times n′ ·aa
′
, and the number of Lift
rules is bounded by n · (a + 1)w · 2n
′ ·wa
′
timesww , times (a + 1)w
for the choice of P ′ times n · (a+ 1)w ·2n
′ ·wa
′
·ww for the choice of
head. Hence, having fixed a′, there are indeed fixed polynomials
P1 and P2 such that the number of rules, and the time to construct
them, is in P1(|Σ| , 2
P2(w,h,n
′).
We have described the construction of Σ′. Now, to construct the
rewritingQLin ofQ , we first construct the queryQ1 whose canoni-
cal database is obtained by closing the canonical database ofQ un-
der the full GTGDs of Σ and of Σ̂w . To see whyQ1 can be computed
in the prescribed bound, we can assume that we have computed
Σ̂
w as we already know that it can be computed in the given time
bound, so we need only reason about the complexity of applying
the rules. Now, note that the domain size does not increase, and the
number of possible new facts is bounded by |Adom(CanonDB(Q))|h .
Now, testing each possible rule application is in PTIME. Indeed,
it amounts to homomorphism testing between the body of a full
GTGD and I , for which it suffices to consider the guard atom, try-
ing tomap it to every fact of I , and then checkwhether the function
that this defines is a homomorphism from the entire body to I . Now
we construct Q1 from Q
Lin by considering every fact R(®a) of Q1,
considering every subset of positions P of ®a of size at mostw , and
adding the fact RP, χ (®a), where χ is constructed from the restric-
tion of Q1 to ap1 , . . . ,apk for P = {p1, . . . ,pk }. Formally, letting
h be a homomorphism from xp1 , . . . ,xpk to ap1 , . . . , apk , we add
to χ every fact R(®y) such that R(h(®y)) is in Q1. Note that, if ®a con-
tains duplicate elements, thenh is not injective, so we addmultiple
copies in χ for every fact ofQ1 with domain in {ap1 , . . . , apk }. This
still respects the time bounds, because it is doable in PTIME in Q1.
The last thing to show is that, on the resulting QLin, the short-
cut chase is equivalent to the chase by Θ. To see this, consider the
short-cut chase where each bag is annotated by the relation for
the ID-fact that created it, the subset of positions of the elements
that it shared with its parent, and the subinstance that was copied
by the parent; and consider the ID-chase by the rules of the form
Lift in Θ. We can observe by a straightforward induction that the
tree structure on the bags of the short-cut chase with the indicated
labels is isomorphic to the tree of facts of the form RP, χ (®x) created
in the ID chase by the Lift rules. Now, the application of the rules
Forget and Instantiate create precisely the facts contained in these
bags, so this shows that the ID chase by Θ and the well-ordered
chase create precisely the same facts.
This shows thatΘ satisfies indeed the hypotheses of TheoremG.3,
and concludes the proof.
G.3 Proof of Corollary 7.3: Complexity of
Monotone Answerability for UIDs and FDs
in the Finite
Recall Corollary 7.3:
We can decide whether a CQ is finitely monotone an-
swerable with respect to a schemawith result bounds
whose constraints are UIDs and FDs. The problem is
in EXPTIME.
In the body we gave an argument for decidability, but with two
gaps. The first gap is that it relied on Theorem 7.4, finite controlla-
bility modulo the finite closure. This result is not explicitly stated
in [4], which deals not with containment but only with certain an-
swers for CQs. So let us prove Theorem 7.4. Recall its statement:
For any Boolean UCQs Q and Q ′, the following are
equivalent: (i.) for any finite instance I satisfying Σ, if
Q holds on I thenQ ′ holds on I ; (ii.) for any instance
I satisfying Σ∗ , if Q holds on I then Q ′ holds on I .
Proof. It is immediate that (ii.) implies (i.). Indeed, assuming
(ii.), let I be a finite instance satisfying Σ, then it satisfies Σ∗ by
definition of the finite closure, and we conclude by (ii.).
Conversely, let us show that (i.) implies (ii.). The work [4] shows
that the finite closure of a set of UIDs and FDs admits finite univer-
sal models: for each set of UIDs and FDs Σ, each k ∈ N, and each
finite instance I , there is a finite instance J that satisfies Σ∗ and
such that for every Boolean CQQ ′ of size at most k , the following
equivalence holds:
I∧Σ∗ implies Q ′ over all instances if and only if Q ′ holds on J .
Applying this to canonical databases rather than instances, we have
that for all Boolean CQs Q , for all k ∈ N, there is a finite J satisfy-
ing Σ∗ such that for all Boolean CQs Q ′ of size at most k :
Q ⊆Σ∗ Q
′ if and only if Q ′ holds on J .
where, in the left-hand-side of the equivalence, the containment is
over all instances.
So let us now assume (i.) and show (ii.). Fix the UCQsQ :=
∨
i Qi
and Q ′ :=
∨
j Q
′
j , let k be max(maxi |Qi | ,maxj
Q ′j ), and consider
the finite Ji satisfying Σ
∗ given by the above for eachQi . We know
that Qi holds on Ji , because vacuouslyQi ⊆Σ∗ Qi . Hence, Q holds
on every Ji . Further, every Ji is finite and it satisfies Σ
∗ . By point
(i.), we deduce that Q ′ holds on every Ji , so for each Ji there is a
disjunct Q ′ji of Q
′ that holds on Ji . By the equivalence above, we
know that, for each i , we haveQi ⊆Σ∗ Q
′
ji
, where the containment
is over all instances. Thus we can show (ii.): for any instance I
satisfying Σ∗ , if Q holds on I then some disjunct Qi of Q holds
on I , so some disjunct Q ′ji of Q
′ holds on I , so Q ′ holds on I . This
establishes (ii.) and concludes the proof. 
A second gap in the proof is that, in the body of the paper,
we argue only for decidability. We now sketch how to obtain the
EXPTIME bound. The naive algorithm would be to construct the
finite closure Σ∗ explicitly, and then applying the EXPTIME algo-
rithm for the unrestricted case. Since the closure is exponential
in Σ, this would give a 2EXPTIME algorithm. However, we do not
PODS’18, Extended version, Appendices included Antoine Amarilli and Michael Benedikt
need the entire closure, but only a subset Σ′ such that its closure
under unrestricted entailment is the same as its closure under finite
entailment. It is known that such a set can be built in polynomial
time [4, 24], which establishes our EXPTIME bound.
H PROOFS FOR SECTION 8: GENERAL
FIRST-ORDER CONSTRAINTS
H.1 Decidability of Answerability for
Two-Variable Logic with Counting
As mentioned in the body, for certain classes of constraints the
reduction to AMonDet and the formalization of AMonDet as a
query containment problemwill give decidability of answerability,
even without any schema simplification results. An example is the
guarded two-variable logic with counting quantifiers, GC2. This is
a logic over relations with arity at most two, which allows asser-
tions such as “for any x , there are at least 7 y’s such that R(x,y)”.
The only thing the reader needs to know about GC2 is that query
containment under GC2 constraints is decidable [41], and that if
we start with GC2 constraints and perform the reduction given by
the prior results, we still remain in GC2.
Thus the reduction to containment immediately gives:
TheoremH.1. We can decide if a CQQ is answerable with respect
to a schema Sch where all relations have arity at most 2 and whose
constraints are expressible in GC2.
Proof. We apply Theorem 3.1 to this schema to reduce answer-
ability to deciding query containment with constraints. In the en-
tailment problem for AMonDet we have two copies of the above
constraints, and also the additional axioms. The additional axioms
are easily seen to be inGC2 aswell. Accessmonotonic-determinacy
in the schema is equivalent to containment ofQ ′ byQ w.r.t. the con-
straints, where Q ′ is a primed copy of Q . This containment prob-
lem involves only GC2 constraints, and thus we have decidability
by [41]. 
H.2 Undecidability of Monotone Answerability
for Equality-Free First-Order Logic and
Related Languages
In this appendix, we prove Proposition 8.2. Recall the statement:
It is undecidable to check if Q is monotone answer-
able with respect to equality-free FO constraints.
This result is true even without result bounds, and follows from
results in [13]: we give a self-contained argument here. Satisfiabil-
ity for equality-free first-order constraints is undecidable [1]. We
will reduce from this to show undecidability of monotone answer-
ability. So let us prove Proposition 8.2:
Proof of Proposition 8.2. Assume that we are given a satisfi-
ability problem consisting of equality-free first-order constraints Σ.
We produce from this an answerability problemwhere the schema
has no access methods and has constraints Σ, and we have a CQQ
consisting of a single 0-ary relation A not mentioned in Σ.
We claim that this gives a reduction from unsatisfiability to an-
swerability, and thus shows that the latter problem is undecidable
for equality-free first-order constraints.
If Σ is unsatisfiable, then vacuously any plan answers Q : since
answerability is a condition where we quantify over all instances
satisfying the constraints, this is vacuously true when the con-
straints are unsatisfiable becausewe are quantifying over the empty
set.
Conversely, if there is some instance I satisfying Σ, thenwe let I1
be formed from I by settingA to be true and I2 be formed by setting
A to be false. I1 and I2 both satisfy Σ and have the same accessible
part, so they form a counterexample to AMonDet. Thus, there can-
not be any monotone plan for Q . This establishes the correctness
of our reduction, and concludes the proof of Proposition 8.2. 
As mentioned in the body, undecidability holds also for other
logics for which query containment is undecidable, such as gen-
eral TGDs. We illustrate this by reducing query containment with
TGDs tomonotone answerability. Given an instance of the contain-
ment problemQ ⊆Σ Q
′, where Σ consists of TGDs, we can reduce
it to monotone answerability ofQ with respect to a schema with:
• constraints Σ1 that contain Σ and also A → Q as well as
Q ′ → A.
• only one access method, providing input-free access to A.
IfQ ⊆Σ Q
′ thenQ can be answered just by accessingA. Conversely,
suppose that containment fails with a counterexample instance I
that satisfies Σ ∧Q but does not satisfy Q ′. Then, letting I ′ be the
empty instance, we see that I and I ′ have the same accessible part,
namely, the empty set. But I and I ′ disagree on Q . Thus I and I ′
are a counterexample to AMonDet, and hence Q is not monotone
answerable.
I GENERALIZATION OF RESULTS TO
RA-PLANS
In the body of the paper we dealt with monotone answerability.
However, at the end of Section 2 and in Section 9, we claimed that
many of the results in the paper, including the reduction to query
containment and the schema simplification results, generalize in
the “obvious way” to answerability where general relational alge-
bra expressions are allowed. In addition, the results on complexity
for monotone answerability that are shown in the body extend to
answerability with RA-plans, with one exception and one caveat.
The exception is that we do not have a decidability result for UIDs
and FDs analogous to Theorem 7.2, because the containment prob-
lem ismore complex. The caveat concerns answerability over finite
instances. Remember that, for monotone answerability, all of the
decidability and complexity results could be translated to the fi-
nite variant with simple arguments based on finite controllability
(see, e.g., Proposition 2.2). Doing the same for RA-answerability
would require more effort, because we would need to verify that
each construction can be adapted to preserve finiteness: this is not
obvious, e.g., for the blow-up construction.We believe that all con-
structions could be adapted in this way, and we conjecture that all
the results on RA-answerability stated in this appendix also hold
for the finite variant. Nevertheless, we leave the verification of this
for future work, and in this appendixwe will only deal with answer-
ability over unrestricted instances.
We explain in the rest of the appendix how to adapt our re-
sults in the unrestricted setting from monotone-answerability to
RA-answerability, except Proposition 2.2. In the specific case of ID
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constraints, we will show (Proposition I.8) that RA-answerability
and monotone answerability coincide for IDs: this generalizes a
result known for views, and extends it to the setting with result
bounds.
I.1 Variant of Reduction Results for
RA-Answerability
We first formally define the analog of AMonDet for the notion of
RA-answerability that we study in this appendix. In the absence of
result bounds, this corresponds to the notion of access-determinacy
[13, 14], which states that two instances with the same accessible
part must agree on the query result. Here we generalize this to the
setting with result bounds, where the accessible instance is not
uniquely defined.
Given a schema Sch with constraints and result-bounded meth-
ods, a query Q is said to be access-determined if for any two in-
stances I1, I2 satisfying the constraints of Sch, if there is a valid
access selection σ1 for I1 and a valid access selection σw for I2 such
that AccPart(σ1, I1) = AccPart(σ2, I2), then Q(I1) = Q(I2).
As we did with AMonDet, it will be convenient to give an al-
ternative definition of access-determinacy that talks only about a
subinstance of a single instance.
For a schema Sch a common subinstance IAccessed of I1 and I2
is jointly access-valid if, for any access performed with a method
of Sch in IAccessed, there is a set of matching tuples in IAccessed which is
a valid output to the access in I1 and in I2. In other words, there is
an access selection σ for IAccessed whose outputs are valid in I1 and
in I2.
We now claim the analogue of Proposition 3.2, namely:
Proposition I.1. For any schema Sch with constraints Σ and
result-bounded methods, a CQ Q is access-determined if and only
if the following implication holds: for any two instances I1, I2 satisfy-
ing Σ, if I1 and I2 have a common subinstance IAccessed that is jointly
access-valid, then Q(I1) = Q(I2).
This result gives the alternative definition of access-determinacy
that we will use in our proofs. The equivalence with the definition
via accessible parts follows from this result:
Proposition I.2. The following are equivalent:
(i) I1 and I2 have a common subinstance IAccessed that is jointly
access-valid.
(ii) There is a common accessible part A of I1 and for I2.
Proof. Suppose I1 and I2 have a common subinstance IAccessed
that is jointly access-valid. This means that we can define an access
selection σ that takes any access performed with values of IAccessed
and amethod of Sch, andmaps it to a set ofmatching tuples in IAccessed
that is valid in I1 and in I2. We can see that σ can be used as a valid
access selection in I1 and I2 by extending it to return an arbitrary
valid output to accesses in I1 that are not accesses in IAccessed, and
likewise to accesses in I2 that are not accesses in IAccessed; we then
have AccPart(σ , I1) = AccPart(σ , I2) so we can define the accessi-
ble part A accordingly, noting that we have A ⊆ IAccessed. Thus the
first item implies the second.
Conversely, suppose that I1 and I2 have a common accessible
part A, and let σ1 and σ2 be the witnessing valid access selections
for I1 and I2, i.e.,A = AccPart(σ1, I1) = AccPart(σ2, I2). Let IAccessed :=
A, and let us show that IAccessed is a common subinstance of I1 and I2
that is jointly access-valid. By definition we have IAccessed ⊆ I1 and
IAccessed ⊆ I2. Now, to show that it is jointly access-valid in I1 and I2,
consider any access AccBind,mt with values in IAccessed. We know
that there is i such that AccBind is in AccParti (σ1, I1), therefore
by definition of the fixpoint process and of the access selection σ1
there is a valid output to the access in AccParti+1(σ1, I1), hence
in IAccessed. Thus we can choose an output in IAccessed which is valid
in I1. But this output must also be in AccPart(σ2, I2), and thus it is
valid in I2 as well. Thus, IAccessed is jointly access-valid. This shows
the converse implication and concludes the proof. 
Given a schema Sch with constraints and result-bounded meth-
ods, a query Q is said to be access-determined if for any two in-
stances I1, I2 satisfying the constraints of Sch, if I1 and I2 have
a common subinstance that is jointly access-valid, then Q(I1) =
Q(I2).
The following analogue of Proposition C.1 justifies the defini-
tion:
Proposition I.3. If Q has a plan PL that answers it w.r.t. Sch,
then Q is access-determined over Sch.
Proof. Consider instances I1 and I2 with a common accessible
subinstance IAccessed that is jointly access-valid. Let us show that
Q(I1) = Q(I2). We argue that there are valid access selections σ1
on I1, σ2 on I2 and σ on IAccessed such that the plan PL evaluated
with σ1, I1, the plan PL evaluated with σ2, I2, and the plan PL eval-
uated with σ , IAccessed all yield the same output for each temporary
table of PL. We prove this by induction on PL. Inductively, it suf-
fices to look at an access commandT ⇐ mt ⇐ E withmt an access
method on some relation. We can assume by induction hypothesis
that E evaluates to the same set of tuples E0 on IAccessed as on I1 and
I2. Given a tuple ®t in E0, consider the set M®t of “matching tuples”
(tuples for the relation R extending ®t ) in IAccessed. Suppose that this
set has cardinality j where j is strictly smaller than the result bound
of mt. Then we can see that the set of matching tuples in I1 and
in I2 must be exactly M®t , and we can take M®t to be the output of
the access on ®t in all three structures. Suppose now M®t has size at
least that of the result bound. Then the other structures may have
additional matching tuples, but we are again free to take a subset
of M®t of the appropriate size to be the output of the access to mt
with ®t in all three structures. Unioning the tuples for all ®t in E0 com-
pletes the induction. Hence, we know that the output of PL on I1
and on I2 must be equal. As we have assumed that PL answers Q
on Sch, this means thatQ(I1) = Q(I2), which is what we wanted to
show. 
Analogously to Theorem 3.1, we can show access-determinacy
is equivalent to RA-answerability. The proof starts the same way
as that of Theorem 3.1, noting that in the absence of result bounds,
this equivalence was shown in prior work:
Theorem I.4 ([13, 14]). For any CQ Q and schema Sch (with no
result bounds) whose constraints Σ are expressible in active-domain
first-order logic, the following are equivalent:
(1) Q has an RA plan that answers it over Sch
(2) Q is access-determined over Sch.
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The extension to result bounds is shown using the same reduc-
tion as for Theorem 3.1, by just “axiomatizing” the result bounds
as additional constraints. This gives the immediate generalization
of Theorem I.4 to schemas that may include result bounds:
Theorem I.5. For any CQQ and schema Schwhose constraints Σ
are expressible in active-domain first-order logic, the following are
equivalent:
(1) Q has an RA-plan that answers it over Sch
(2) Q is access-determined over Sch.
Hence, we have shown the analogue of Theorem 3.1 for the set-
ting of answerability and RA-plans studied in this appendix.
Reduction to query containment. From Theorem I.5 we imme-
diately get an analogous reduction of RA-answerability to query
containment. We simply need a “more symmetrical” version of the
auxiliary axioms.
Given a schema Sch with constraints and access methods with-
out result bounds, the access-determinacy containment for Q and
Sch is the CQ containment Q ⊆Γ Q
′ where the constraints Γ are
defined as follows: they include the original constraints Σ, the con-
straints Σ′ on the relations R′, and the following bi-directional ac-
cessibility axioms (with implicit universal quantification):
• For each methodmt that is not result-bounded, letting R be
the relation accessed by mt:(∧
i
accessible(xi )
)
∧ R(®x, ®y) →RAccessed(®x, ®y)(∧
i
accessible(xi )
)
∧ R′(®x, ®y) →RAccessed(®x, ®y)
where ®x denotes the input positions of mt in R.
• For each method mt with a result lower bound of k , letting
R be the relation accessed by mt, for all j ≤ k :( ∧
i
accessible(xi )
)
∧ ∃≥j ®y R(®x, ®y) →∃≥j ®z RAccessed(®x, ®z)( ∧
i
accessible(xi )
)
∧ ∃≥j ®y R′(®x, ®y) →∃≥j ®z RAccessed(®x, ®z)
where ®x denotes the input positions of mt in R.
• For every relation R of the original signature:
RAccessed( ®w) → R( ®w) ∧ R
′( ®w) ∧
∧
i
accessible(wi )
The only difference from the AMonDet containment is that the
additional constraints are now symmetric in the two signatures,
primed and unprimed. The following proposition follows immedi-
ately from Theorem I.5 and the definition of access-determinacy:
Proposition I.6. For any conjunctive query Q and schema Sch
with constraints expressible in active-domain first-order logic (and
possibly including result bounds), the following are equivalent:
• Q has an RA-plan that answers it over Sch
• Q is access-determined over Sch
• The containment corresponding to access-determinacy holds
Elimination of result upper bounds for RA-plans. As with mono-
tone answerability, it suffices to consider only result lower bounds.
Proposition I.7. Let Sch be a schema with arbitrary constraints
and access methods which may be result-bounded. A query Q is an-
swerable in Sch if and only if it is answerable in ElimUB(Sch).
Proof. The proof follows that of Proposition 3.3. We show the
result for access-determinacy instead of answerability, thanks to
Theorem I.5, and we use Proposition I.1. Consider arbitrary in-
stances I1 and I2 that satisfy the constraints, and let us show that
any common subinstance IAccessed of I1 and I2 is jointly access-valid
for Sch iff it is jointly access-valid for ElimUB(Sch): this implies
the claimed result.
In the forward direction, if IAccessed is jointly access-valid for Sch,
then clearly it is jointly access-valid for ElimUB(Sch), as any out-
put of an access on IAccessed which is valid in I1 and in I2 for Sch is
also valid for ElimUB(Sch).
In the backward direction, assume IAccessed is jointly access-valid
for ElimUB(Sch), and consider an access (mt,AccBind)with values
from IAccessed. Ifmt has no result lower bound, then there is only one
possible output for the access, and it is valid also for Sch. Likewise,
if mt has a result lower bound of k and there are ≤ k matching
tuples for the access in I1 or in I2, then the definition of a result
lower bound ensures that there is only one possible output which
is valid for ElimUB(Sch) in I1 and I2, and it is again valid for Sch.
Last, if there are > k matching tuples for the access, we let J be
a set of tuples in IAccessed which is is a valid output to the access
in I1 and I2 for (Sch), and take any subset J
′ of J with k tuples;
it is clearly a valid output to the access for Sch in I1 and I2. This
establishes the backward direction, concluding the proof. 
I.2 Full Answerability and Monotone
Answerability
We show that there is no difference between full answerability and
monotone answerability when constraints consist of IDs only. This
is a generalization of an observation that is known for views (see,
e.g. Proposition 2.15 in [13]):
Proposition I.8. Let Sch be a schema with access methods and
constraints Σ consisting of inclusion dependencies, and Q be a CQ
that is access-determined. Then Q is AMonDet.
Proof. We know by Propositions 3.3 and I.7 that we can work
with ElimUB(Sch) which has only result lower bounds, so we do
so throughout this proof.
Towards proving AMonDet, assume by way of contradiction
that we have:
• instances I1 and I2 satisfying Σ;
• an accessible partA1 of I1 with valid access selectionσ1, and
an accessible part A2 of I2 with valid access selection σ2;
• A1 ⊆ A2;
• Q holding in I1 but not in I2
We first modify I2 and A2 to I
′
2 and A
′
2 by replacing each element
that is in I1 but not in A1 by a copy that is not in I1; we modify the
access selection from σ2 to σ
′
2 accordingly. Since I
′
2 is isomorphic
to I2, it is clearly still true that σ2 is valid, that A
′
2 is an accessible
part of I ′2 with access selection σ
′
2, that that I2 satisfies Σ and thatQ
fails in I2. Further we still have A1 ⊆ A
′
2 by construction. What we
have ensured at this step is that values of I ′2 that are in I1 must be
in A1.
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Consider now I ′1 := I1 ∪ I
′
2. It is clear that Q holds in I
′
1, and
I ′1 also satisfies Σ because IDs are preserved under taking unions.
We will show that I ′1 have a common accessible partA
′
2, which will
contradict the assumption that Q is access-determined.
Towards this goal, define an access selection σ ′1 on I
′
1 as follows:
• For any access (mt,AccBind)made with a binding where all
values are inA1, we letσ
′
1(mt,AccBind) := σ1(mt,AccBind)∪
σ2(mt,AccBind): note that all returned tuples are in A
′
2 be-
cause the first member of the union is in A′2 and the other
is in A1 which is a subset of A
′
2.
• For any access (mt,AccBind) made with a binding where
all values are in A′2 and some value is not in A1, we let
σ ′1(mt,AccBind) := σ2(mt,AccBind): again, all the tuples
returned here are in A′2.
• For any access (mt,AccBind) made with a binding where
some value is not inA′2, we choose an arbitrary set of tuples
of I ′1 to form a valid output.
We claim that σ ′1 is a valid access selection and that performing
the fixpoint process with this access selection yields A′2 as an ac-
cessible part of I ′1. To show this, first notice that performing the
fixpoint process with σ ′2 indeed returns A
′
2: all facts of A
′
2 are re-
turned because this was already the case in I ′2, and no other facts
are returned because it is clear by induction that the fixpoint pro-
cess will only consider bindings in A′2, so that the choices made in
the third point of the list above have no impact on the accessible
part that we obtain. So it suffices to show that σ ′1 is valid, i.e., that
for any access (mt,AccBind) with a binding AccBind in A′2, the ac-
cess selection σ ′1 returns a set of tuples which is a valid output to
the access. For the first point in the list, we know that the selected
tuples are the union of a valid result to the access in I1 and of a
valid result to the access in I ′2, so it is clear that it consists only of
matching tuples in I ′1. We then argue that it is valid by distinguish-
ing two cases. Ifmt is not result-bounded, then the output is clearly
valid, because it contains all matching tuples of I1 and all matching
tuples of I ′2, hence all matching tuples of I
′
1. Now suppose mt has
a result lower bound of k . Suppose that for j ≤ k there are ≥ j
matching tuples in I ′1. We will show that the output of the access
contains ≥ j tuples. There are two sub-cases. The first sub-case is
when there are ≥ j matching tuples in I1. In this sub-case we can
conclude because σ1(mt,AccBind)must return ≥ j tuples. The sec-
ond sub-case is when there are < j matching tuples in I1. In this
sub-case, σ1(mt,AccBind)must return all of them, so these match-
ing tuples are all in A1. Hence they are all in A
′
2 because A1 ⊆ A
′
2.
Thus the returned matching tuples are in I ′2. Thus, in the second
sub-case, all matching tuples in I ′1 for the access are actually in I
′
2,
so we conclude because σ2(mt,AccBind) must return ≥ j tuples.
This concludes the argument that the outputs of accesses defined
in the first point are valid.
For accesses corresponding to the second point in the list, by
the construction used to create I ′2 from I2, we know that the value
in AccBindwhich is not inA1 cannot be in I1 either. Thus all match-
ing tuples of the access are in I ′2. So we conclude because σ
′
2 is a
valid access selection of I ′2. For accesses corresponding to the third
point, the output is always valid by definition. Hence, we have es-
tablished that σ ′1 is valid, and that it yields A
′
2 as an accessible part
of I ′1.
We have thus shown that I ′1 and I
′
2 both haveA
′
2 as an accessible
part. Since Q holds in I ′1, by access-determinacy Q holds in I2, and
this contradicts our initial assumption, concluding the proof. 
From Proposition I.8 we immediately see that in the case where
the constraints consist of IDs only, all the results about monotone
answerability with result bounds transfer to answerability. This in-
cludes simplification results and complexity bounds.
I.3 Enlargement for RA-answerability
We now explain how the method of “blowing up counterexamples”
introduced in the body extends to work with access-determinacy.
We consider a counterexample to access-determinacy in the sim-
plification (i.e., a pair of instances that satisfy the constraints and
have a common subinstance that is jointly access-valid but one
satisfy the query and one does not), and we show that it can be en-
larged to a counterexample to access-determinacy in the original
schema.
Definition I.9. A counterexample to access-determinacy for a
CQQ and a schema Sch is a pair of instances I1, I2 both satisfying the
schema constraints, such that I1 satisfiesQ while I2 satisfies ¬Q , and
I1 and I2 have a common subinstance IAccessed that is jointly access-
valid.
It is clear that, whenever there is a counterexample to access-
determinacy for schema Sch and query Q , then Q is not access-
determined w.r.t. Sch.
We now state the enlargement lemma that we use, which is the
direct analogue of Lemma 4.3:
Lemma I.10. Let Sch and Sch′ be schemas and Q a CQ on the
common relations of Sch and Sch′ such that Q that is not access-
determined in Sch′. Suppose that for some counterexample I1, I2 to
access-determinacy for Q in Sch′ we can construct instances I+1 and
I+2 that satisfy the constraints of Sch, that have a common subin-
stance IAccessed that is jointly access-valid for Sch, and such that for
each p ∈ {1, 2}, , the instance I+p has a homomorphism to Ip , and the
restriction of Ip to the relations of Sch is a subinstance of I
+
p .
Proof. We prove the contrapositive of the claim. Let Q be a
query which is not access-determined in Sch′, and let {I1, I2} be
a counterexample. Using the hypothesis, we construct I+1 and I
+
2 .
It suffices to observe that they are a counterexample to access-
determinacy for Q and Sch, which we show. First, they satisfy the
constraints of Sch and have a common subinstance which is jointly
access-valid. Second, as I1 satisfiesQ , as all relations used inQ are
on Sch, and as the restriction of I1 is a subset of I
+
1 , we know that I
+
1
satisfies Q . Last, as I2 does not satisfy Q and I
+
2 has a homomor-
phism to I2, we know that I
+
2 does not satisfy Q . Hence, I
+
1 , I
+
2 is
a counterexample to access-determinacy of Q in Sch, which con-
cludes the proof. 
I.4 Choice Simplifiability for RA-answerability
We say that a schema Sch is RA choice simplifiable if any CQ that
has an RA-plan over Sch has one over its choice simplification. The
following result is the counterpart to Theorem 6.3:
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Theorem I.11. Let Sch be a schema with constraints in equality-
free first-order logic (e.g., TGDs), and let Q be a CQ that is access-
determined w.r.t. Sch. ThenQ is also access-determined in the choice
simplification of Sch.
The proof follows that of Theorem 6.3 with no surprises, using
Lemma I.10.
Proof. We fix a counterexample I1, I2 to access-determinacy in
the choice simplification: we know that I1 satisfies the query, I2 vi-
olates the query, I1 and I2 satisfy the equality-free first order con-
straints of Sch, and I1 and I2 have a common subinstance IAccessed
which is jointly access-valid for the choice simplification of Sch.
We expand I1 and I2 to I
+
1 and I
+
2 that have a common subinstance
that is jointly access-valid for Sch, to conclude using Lemma I.10.
Our construction is identical to the blow-up used in Theorem 6.3:
for each element a in the domain of I1, introduce infinitely many
fresh elements aj for j ∈ N>0, and identify a0 := a. Now, de-
fine I+1 := Blowup(I1), where Blowup(I1) is the instance with facts
{R(a1i1
. . . anin
) | R(®a) ∈ I1, ®i ∈ N
n}. Define I+2 from I2 in the same
way.
The proof of Theorem 6.3 already showed that I1 and I
+
1 agree
on all equality-free first-order constraints, that I1 still satisfies the
query, and that I2 still violates the query. All that remains now is to
construct a common subinstance that is jointly access-valid for Sch.
We will do this as in the proof of Theorem 6.3, setting I+
Accessed
:=
Blowup(IAccessed). To show that I
+
Accessed is jointly access-valid, con-
sider any access (mt,AccBind) with values from I+
Accessed
. If there
are no matching tuples in I1 and in I2, then there are no matching
tuples in I+1 and I
+
2 either. Otherwise, there must be somematching
tuple in IAccessed because it is jointly access-valid in I1 and I2 for the
choice approximation of Sch. Hence, sufficiently many copies exist
in I+Accessed to satisfy the original result bounds, so that we can find
a valid response to the access in I+
Accessed
. Hence, I+
Accessed
is indeed
jointly access-valid, which completes the proof. 
As with choice simplification for AMonDet, this result can be
applied immediately to TGDs. In particular, if we consider frontier-
guarded TGDs, the above result says that we can assume any re-
sult bounds are 1, and thus the query containment problem pro-
duced by Proposition I.6 will involve only frontier-guarded TGDs.
We thus get the following analog of Theorem 7.1:
Theorem I.12. We can decide whether a CQ is answerable with
respect to a schema with result bounds whose constraints are frontier-
guarded TGDs. The problem is 2EXPTIME-complete.
I.5 FD Simplifiability for RA-plans
Recall the definition of FD simplification from Section 4. A schema
is FD simplifiable for RA-plans if every CQ having a plan over the
schema has an RA-plan in its FD simplification.
We now show that schemas whose constraints consist only of
FDs are FD simplifiable, which is the analogue of Theorem 4.5:
Theorem I.13. Let Sch be a schema whose constraints are FDs,
and let Q be a CQ that is answerable in Sch. Then Q is answerable
in the FD simplification of Sch.
Proof. We use Lemma I.10 and assume that we have a coun-
terexample I1, I2 to determinacy for the FD simplification of Sch,
with Q holding in I1, with Q not holding in I2, and with I1 and I2
having a common subinstance IAccessed which is jointly access-valid
in I1 and I2 for the FD simplification of Sch. We will upgrade these
to I+1 , I
+
2 , I
+
Accessed
having the same property for Sch, by blowing up
accesses one after the other.
We do so similarly to the proof of Theorem 4.5 in Appendix D.2.
Consider each access (mt,AccBind) using a methodmt on relation
R with binding AccBind having values in IAccessed. Let M1 be the
matching tuples for (mt,AccBind) in I1, and M2 the matching tu-
ples in I2: the definition of IAccessed and the constraints added in the
FD simplification still ensure thatM1 andM2 must either intersect
or be both empty. If M1 and M2 are both empty or they are both
singletons (which are then identical), then we do nothing for the
access (mt,AccBind): intuitively, we can already define a valid out-
put to this access in I1 and I2 for Sch. Otherwise, we know thatM1
andM2 are both non-empty and that one of them is not a singleton.
Let k be the result bound ofmt. Recall that DetBy(mt) denotes the
positions determined under the FDs by the input positions of mt:
the tuples of M1 and of M2 must agree on DetBy(mt). Let X be
the other positions of R that are not in DetBy(mt): again the set
X must be non-empty, since otherwise M1 and M2 would both be
singletons, contradicting our assumption.
We then blow the access up exactly like in the proof of Theo-
rem 4.5 in Appendix D.2, and define I+1 , I
+
2 , and I
+
Accessed
as the result
of performing this process for all accesses in IAccessed.
As in the proof of Theorem 4.5, it is still the case that I1 ⊆ I
+
1 ,
that I2 ⊆ I
+
2 , that IAccessed ⊆ I
+
Accessed
, that IAccessed is a common subin-
stance of I+1 and I
+
2 , and that for every p ∈ {1, 2} the instance I
+
p
has a homomorphism back to Ip . Further, it is still the case that I
+
1
and I+2 satisfy the FDs.
The only point to verify is that I+
Accessed
is jointly access-valid in I+1
and I+2 . Consider a method mt and binding AccBind. Like in the
proof of Theorem 4.5, we can focus on the case where AccBind con-
sists of values of Adom(IAccessed). In this case, letM1 and M2 be the
matching tuples for the access in I1 and I2 respectively. As in the
proof of Theorem 4.5, if we performed the blowup process for this
access, then we can use the corresponding tuples to define an out-
put to the access which is in I+
Accessed
and is a valid output both in I+1
and in I+2 . Observe now that the analogue of ClaimsD.1 andD.2 still
hold, so letting M1 and M2 be the matching tuples for the access
in I1 and I2 respectively, we haveM1 = M
+
1 andM2 = M
+
2 . We can
then finish the proof in the same way that we finished the proof of
Theorem 4.5, in particular restricting the final counterexamples to
the relations of Sch, and conclude using Lemma I.10. 
I.6 Complexity of RA-answerability for FDs
In Theorem 5.2 we showed that monotone answerability with FDs
was decidable in the lowest possible complexity, namely, NP.
The argument involved first showing FD-simplifiability, which
allowed us to eliminate result bounds at the cost of adding addi-
tional IDs. We then simplified the resulting rules to ensure that
the chase would terminate. This relied on the fact that the axioms
for AMonDet would include rules going from R to R′, but not vice
versa. Hence, the argument does not generalize for the rules that
axiomatize RA plans.
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However, we can repair the argument at the cost of adding an
additional assumption. A schema Schwith access methods is single
method per relation, abbreviated SMPR, if for every relation there
is at most one access method. This assumption was made in many
works on access methods [38, 38], although we do not make it by
default elsewhere in this work. We can then show the following
analogue of Theorem 5.2 with this additional assumption:
Theorem I.14. We can decide whether a CQQ is answerable with
respect to an SMPR schema with result bounds whose constraints are
FDs. The problem is NP-complete.
We will actually show something stronger: for SMPR schemas
with constraints consisting of FDs only, there is no difference be-
tween full answerability and monotone answerability. Given The-
orem 5.2, this immediately implies Theorem I.14.
Proposition I.15. Let Sch be a schemawith access methods satis-
fying SMPR and constraints Σ consisting of functional dependencies,
and Q be a CQ that is access-determined. Then Q is AMonDet.
Proof. We know from Theorem I.13 that the schema is FD sim-
plifiable. Thus we can eliminate result bounds as follows:
• The signature of Sch′ is that of Sch plus some new relations:
for each result-bounded method mt, letting R be the rela-
tion accessed by mt, we add a relation Rmt whose arity is
|DetBy(mt)|.
• The integrity constraints of Sch′ are those of Sch plus, for
each result-bounded method mt of Sch, a new constraint
(expressible as two IDs): Rmt(®x, ®y)↔∃®z R(®x , ®y, ®z),
where ®x denotes the input positions ofmt and ®y denotes the
other positions of DetBy(mt).
• The methods of Sch′ are the methods of Sch that have no
result bounds, plus the following: for each result-bounded
method mt on relation R in Sch, a method mt′ on Rmt that
has no result bounds and whose input positions are the po-
sitions of Rmt corresponding to input positions ofmt.
By Proposition I.6 we know thatQ is access-determined exactly
when Q ⊆Γ Q
′, where Γ contains two copies of the above schema
and also axioms of the following form for each access method mt:
• (Forward):( ∧
i
accessible(xi )
)
∧ S(®x, ®y) →
( ∧
i
accessible(yi )
)
∧ S ′(®x, ®y)
• (Backward):( ∧
i
accessible(xi )
)
∧ S ′(®x, ®y) →
(∧
i
accessible(yi )
)
∧ S(®x, ®y)
where ®x denotes the input positions ofmt. Note that S may be one
of the original relations, or one of the relations Rmt produced by
the transformation above.
We now show that chase proofs with Γ must in fact be very
simple under the SMPR assumption:
Claim I.16. Assuming our schema is SMPR, consider any chase
sequence for Γ. Then:
• Rules of the form Rmt(®x, ®y) → ∃®z R(®x, ®y, ®z) will never fire.
• Rules of the form R′(®x, ®y, ®z) → R′mt(®x, ®y) will never fire.
• FDs will never fire (assuming they were applied to the initial
instance)
• (Backward) axioms will never fire.
Note that the last item suffices to conclude that Proposition I.15
holds, so it suffices to prove the claim. We do so by induction. We
consider the first item. Consider a fact Rmt(®c, ®d). Since the (Back-
ward) axioms never fire (fourth point of the induction), the fact
must have been produced from a fact R(®c, ®d, ®e). Hence the axiom
can not fire on this fact, because we only fire active triggers.
We move to the second item, considering a fact R′(®c, ®d, ®e). By
SMPR and the inductive assumption that FDs do not fire, this fact
can only have been produced by R′mt(®c,
®d). Thus the rule in ques-
tion will not fire in the chase.
Turning to the third item, we first consider a potential violation
of an FD D → r on an unprimed relation R. This consists of facts
R(®c) and R( ®d) agreeing on positions in D and disagreeing on po-
sition r . As the initial instance is always assumed to satisfy the
FDs, these facts are not in the initial instance. But they could not
have been otherwise produced, as we know by induction (first and
fourth points) that none of the rules with an unprimed relation R
in their head will fire. Now let us turn to facts that are potential vi-
olations of the primed copies of the FDs, for some relation R′. The
existence of the violation implies that there is an access method on
the corresponding relation R in the original schema. By the SPMR
assumption there is exactly one such method.
We first consider the case where this access method has result
bounds. We know that the facts in the violation must have been
produced by the rule going from R′mt to R
′ or by a Forward rule.
Thus the facts are R′(®c1, ®d1, ®e1) and R
′(®c2, ®d2, ®e2). Let us assume
that that R′(®c2, ®d2, ®e2) was the latter of the two facts to be cre-
ated, then ®e2 would have been chosen fresh. Hence the violation
must occur within the positions corresponding to ®c1, ®d1 and ®c2, ®d2.
But by induction (third point), and by the SMPR assumption, these
facts must have been created from facts R′mt(®c1,
®d1) and R
′
mt(®c2,
®d2)
where mt is the only access method on R, and in turn these must
have been created from facts Rmt(®c1, ®d1) and Rmt(®c2, ®d2). These last
must (again, by induction, using the third and fourth points) have
been created from facts R(®c1, ®d1, ®f1) and R( ®d1, ®d1, ®д1). But then we
have an earlier violation of the FDs on these two facts, which is a
contradiction.
We now consider the second case, where the access method onR
has no result bounds in the original schema. In this case there is no
relationR′mt and the facts of the violationmust have been produced
by applying the Forward rule. But then the R-facts used to create
them must themselves be an earlier violation of the corresponding
FD on R, which is again a contradiction. Hence, we have shown
the third item.
Turning to the last item, there are two kinds of Backward rules
to consider. First, the ones involving a primed relation R′ and the
original relation R, where there is an access method without result
bounds on R in the original schema. Secondly, the ones involving a
primed relation R′mt and the unprimed relation Rmt where there is
an access method with result bounds on R in the original schema.
For the first kind of axiom, any R′-fact can only have been created
from an R-fact using the Forward axioms, and so the Backward ax-
iom cannot fire. For the second kind of axiom, we show the claim
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by considering a fact R′mt(®c,
®d). Using the second point of the induc-
tion, it can only have been generated by a fact Rmt(®c, ®d), and thus
(Backward) could not fire, which establishes the desired result. 
Without SMPR, we can still argue that RA-answerability is de-
cidable, and show a singly exponential complexity upper bound:
Theorem I.17. For general schemas with access methods and con-
straints Σ consisting of FDs, the RA-answerability problem is decid-
able in EXPTIME.
Proof. We consider again the query containment problem for
answerability obtained after eliminating result bounds, and let Γ
be the corresponding constraints as in Proposition I.15.
Instead of claiming that neither the FDs nor the backward ax-
ioms will not fire, as in the case of SMPR, we argue only that the
FDs will not fire. From this it follows that the constraints consist
only of IDs and accessibility axioms, leading to an EXPTIME com-
plexity upper bound: one can apply either Corollary G.5 from the
body of the paper, or the EXPTIME complexity result without re-
sult bounds from [7].
We consider a chase proof with Γ, and claim, for each relation R
and each result-bounded methodmt on R, the following invariant:
• Every Rmt-fact and every R
′
mt-fact is a projection of some
R-fact or some R′-fact.
• All the FDs are satisfied in the chase instance, and further
for any relation R, R ∪ R′ satisfies the FDs. That is: for any
FD D → r , we cannot have an R and R′-fact that agree on
positions in D and disagree on r .
The second item of the invariant implies that the FDs do not fire,
which as we have argued is sufficient to conclude our complexity
bound.
The invariant is initially true, by assumption that FDs are ap-
plied on the initial instance. When firing an R-to-Rmt axiom or an
R′-to-R′mt axiom, the first item is preserved by definition, and the
second is trivially preserved since there are no FDs on Rmt or R
′
mt.
When firing an accessibility axiom, either forward or backward,
again the first and the second item are clearly preserved.
Now, consider the firing of an Rmt-to-R axiom. The first item is
trivially preserved, so we must only show the second.
Consider the fact Rmt(a1 . . . am) and the generated fact F =
R(a1 . . . am ,b1 . . .bn) created by the rule firing. Assume that F is
part of an FD violationwith some other fact F ′ which is of the form
R(a′1 . . . a
′
m ,b
′
1 . . .b
′
m) or R
′(a′1 . . . a
′
m ,b
′
1 . . .b
′
m).
We know that the left-hand-side of the FD cannot contain any of
the positions of the bi , because they are fresh nulls. Hence, the left-
hand-side of the FD is included in the positions of a1 . . . am . But
now, by definition of the FD simplification, the right-hand-side of
the FD cannot correspond to one of the b1 . . .bn , since otherwise
that position would have been included in Rmt. So the right-hand-
side is also one of the positions of a1 . . . am , and in particular we
must have ai , a
′
i for some 1 ≤ i ≤ m in the right-hand-side of
the FD..
Now we use the first item of the inductive invariant on the fact
Rmt(a1 . . . am): there was already a fact F
′′, either an R or R′-fact,
with tuple of values (a1 . . . am ,b
′′
1 . . .b
′′
m). As there is 1 ≤ i ≤ m
such that a′i , ai , the tuples of values of F
′ and F ′′ must be dif-
ferent. But now, as F and F ′ are an FD violation on the positions
a1 . . . am , then F
′ and F ′′ are seen to also witness an FD violation
in R ∪ R′ that existed before the firing. This contradicts the first
point of the invariant, so we conclude that the second item is pre-
served when firing an Rmt-to-R axiom.
When firing R′mt-to-R
′ rules, the symmetric argument applies.
This completes the proof of the invariant, and concludes the
proof of Theorem I.17. 
I.7 Choice Simplifiability for RA-plans with
UIDs and FDs
Theorem I.18. Let schema Sch have constraints given by UIDs
and arbitrary FDs, and Q be a CQ that is access-determined w.r.t.
Sch. Then Q is also access-determined in the choice simplification
of Sch.
We will proceed in a similar fashion to Theorem 6.4, i.e., fixing
one access at a time, using the following enlargement lemma as
the analogue to Lemma F.1:
Lemma I.19. Let Sch be a schema and Sch′ be its choice simplifi-
cation, and let Σ be the constraints.
Assume that, for any CQ Q not access-determined in Sch′, for
any counterexample I1, I2 of access-determinacy forQ and Sch
′ with
witness a common subinstance IAccessed that it is jointly access-valid
in I1 and I2 for Sch
′, for any access mt,AccBind in IAccessed, the fol-
lowing holds: we can construct a counterexample I+1 , I
+
2 to access-
determinacy forQ and Sch′, i.e., I+1 and I
+
2 satisfy Σ, I1 ⊆ I
+
1 , I2 ⊆ I
+
2 ,
I+1 has a homomorphism to I1 and I
+
2 has a homomorphism to I2, and
I+1 and I
+
2 have a common subinstance I
+
Accessed (which is again jointly
access-valid in I+1 and I
+
2 for Sch
′), and we can further impose that:
(1) I+Accessed is a superset of IAccessed;
(2) there is an output to the access mt,AccBind in I+
Accessed
which
is valid in I+1 and I
+
2 for Sch;
(3) for any access in IAccessed having an output in IAccessed which
is valid for Sch in I1 and I2, there is an output to this access
in I+
Accessed
which is valid for Sch in I+1 and in I
+
2 ;
(4) for any access in I+Accessed which is not an access in IAccessed, there
is an output in I+
Accessed
which is valid for Sch in I1 and in I2.
Then any query which is access-determined in Sch is also access-
determined in Sch′.
The proof of this lemma is exactly like that of Lemma F.1.
We are now ready to prove Theorem I.18 using the process of
Lemma I.19. We proceed similarly to the proof of Theorem I.18.
Let Q be a CQ which is not access-determined in Sch′, let I1, I2
be a counterexample to access-determinacy, and let IAccessed be a
common subinstance of I1 and I2 for Sch
′ which is jointly access-
valid in I1 and I2 for Sch
′. Let (mt,AccBind) be an access on rela-
tion R in IAccessed which does not necessarily have an output which
is valid for Sch. As in the proof of Theorem I.18, if there are no
matching tuples in I1 for (mt,AccBind), then there are no match-
ing tuples in IAccessed either, so the access (mt,AccBind) already has
a valid output for Sch and there is nothing to do. The same holds
if there are no matching tuples in I2. Now, if there is exactly one
matching tuple in I1 and exactly one matching tuple in I2, as IAccessed
is jointly access-valid for Sch′, it necessarily contains those match-
ing tuples, so that, as IAccessed ⊆ I1 and IAccessed ⊆ I2, the matching
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Table 2: Summary of results on simplifiability and complexity of RA-answerability
Fragment Simplification Complexity
IDs Existence-check (Theorem 4.2 and Prop. I.8) EXPTIME-complete (Theorem 5.3 and Prop. I.8)
Bounded-width IDs Existence-check (see above) NP-complete (Theorem 5.4 and Prop. I.8)
FDs FD (Theorem I.13) In EXPTIME (Theorem I.17)
FDs under SMPR FD (see above) NP-complete (Theorem I.14)
FDs and UIDs Choice (Theorem I.18) Open
Equality-free FO Choice (Theorem I.11) Undecidable (same proof as Prop. 8.2)
Frontier-guarded TGDs Choice (see above) 2EXPTIME-complete (Theorem I.12)
tuple in I1 and I2 is the same, and again there is nothing to do: the
access (mt,AccBind) already has a valid output for Sch.
Hence, the only interesting case is when there is a matching tu-
ple to the access in I1 and in I2, and there ismore than onematching
tuple in one of the two. As I1 and I2 play a symmetric role in the
hypotheses of Lemma I.19, we assume without loss of generality
that it is I1 which has multiple matching tuples for the access.
As IAccessed is access-valid in I1 for Sch
′, we know that IAccessed
contains at least one of these tuples, say ®t1. As IAccessed ⊆ I2, then
I2 also contains ®t1. As in the previous proof, we take ®t2 a different
matching tuple in I1, letC be the non-empty set of positions where
®t1 and ®t2 disagree, and observe that there is no FD implied from the
complement of C to a position of C .
We construct I+1 := I1 ∪W and I
+
2
:= I2 ∪W as in the previous
proof, and we show that (I+1 , I
+
2 ) is a counterexample to determi-
nacy for Q and Sch′:
• We show as in the previous proof that I+1 and I
+
2 satisfy the
UIDs and the FDs of Σ.
• We clearly have I1 ⊆ I
+
1 and I2 ⊆ I
+
2 .
• The homomorphism from I+1 to I1 and from I
+
2 to I2 is de-
fined as in the previous proof.
• We define I+Accessed := IAccessed∪W a common subinstance of I
+
1
and I+2 and we must show that I
+
Accessed
is jointly access-valid
in I+1 and I
+
2 for Sch
′. We do this as in the previous proof.
First, for accesses that include an element of Adom(W ) \
Adom(IAccessed), the matching tuples are all inW so they are
in I+Accessed. Second, for accesses on Adom(IAccessed), the match-
ing tuples includematching tuples ofW , which are in I+
Accessed
,
and matching tuples for that access in IAccessed in I1 and I2, so
we can construct a valid output to this access for Sch′ be-
cause IAccessed is jointly access-valid in I1 and I2.
What remains to be able to use Lemma I.19 is to show the four
additional conditions:
(1) It is immediate that I+
Accessed
⊇ IAccessed.
(2) The access (mt,AccBind) has an output in I+
Accessed
which is
valid for Sch in I+1 and I
+
2 . This is established as in the pre-
vious proof: there are now infinitely many matching tuples
for the access in I+1 and I
+
2 , so we can choose as many as
we want inW to obtain an output in I+Accessed which is valid
for Sch in I+1 and I
+
2 .
(3) For every access of IAccessed that has an output which is valid
for Sch in I1 in I2, then we can construct such an output
in I+
Accessed
which is valid for Sch in I+1 and I
+
2 . This is similar
to the fourth bullet point above. From the output U to the
access in IAccessed which is valid for I1 and I2, we construct an
output to the access in I+
Accessed
which is valid for I+1 and I
+
2 ,
using the tuples ofU and the matching tuples inW .
(4) All accesses of I+Accessed which are not accesses of IAccessed have
an outputwhich is valid for Sch in I+1 and I
+
2 . As before, such
accesses must include an element of W , so by the fourth
bullet point all matching tuples are in W , so they are all
in I+
Accessed
.
Hence, we have explained how to fix the access (mt,AccBind), so
we can conclude using Lemma I.19 that we obtain a counterexam-
ple to access-determinacy of Q in Sch by fixing all accesses. This
concludes the proof.
I.8 Summary of Extensions to Answerability
with RA-plans
Table 2 summarizes the expressiveness and complexity results for
RA-plans. There are three differences with the corresponding table
for monotone answerability (Table 1 in the body):
• For RA-plans, whilewe know that choice simplifiability holds
with FDs and UIDs, we do not know whether answerability
is decidable. Indeed, in the monotone case, when proving
Theorem 7.2, we had used a separability argument to show
that FDs could be ignored for FDs and UIDs (see the sketch
of the proof of Theorem 7.2 in Section 7 in the body, and
Appendix G.2.2). We do not have such an argument for an-
swerability with RA plans.
• For RA-plans, our tight complexity bound for answerability
with FDs in isolation holds only under the SMPR assump-
tion; see Appendix I.6 for details.
• The results of Table 2 are only claimed for unrestricted RA-
answerability, i.e., RA-answerability over all instances, fi-
nite or infinite. By contrast, the results of Table 1 hold both
for finitemonotone answerability and for unrestrictedmono-
tone answerability.
