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Abstract
A closed-form expression parameterizing the solutions of the extended symplectic difference equation
over a finite time interval is given under the mild assumption of modulus-controllability. This representation
is expressed in terms of the strongly unmixed solution of a discrete ARE and of an algebraic Stein equation.
The most important application of this result is a generalized version of the finite-horizon LQ regulator: In
particular our framework enables different kind of boundary conditions to be treated in a unified fashion,
without resorting to the Riccati difference equation for the computation of the optimal control function.
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1. Introduction
This paper is written in honor of Paul Fuhrmann, a true pioneer and giant in mathematical
system theory and operator theory, on the occasion of his 70th birthday. His fundamental con-
tributions are so numerous that we shall not account for all of them. We only mention that the
results of this paper that hinges on an analysis of relevant Riccati and Lyapunov equations, are,
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at least indirectly, connected with his work [6–9] and to his recent, yet unpublished, results on
Lyapunov and Sylvester equations.
In many linear quadratic problems in the discrete time, the conditions for optimality are ex-
pressed in a compact descriptor form, which is usually referred to as the extended symplectic
difference equation (ESDE), [11]. This form is particularly convenient, since it enables the
inversion of the matrix weighting the control function in the cost criterion to be avoided. On the
contrary, other approaches aiming at deriving a direct discrete-time counterpart of the Hamiltonian
differential equation by decoupling the control function from the state and costate in the Pontryagin
equations do require the inversion of such matrices, see [16,13].
As such, the ESDE is a powerful tool that enables regular, singular and cheap problems to be
treated and solved in a unified framework. Moreover, the deflating subspaces of the matrix pencil
associated with the ESDE were found to be a valuable tool in the solution of the standard and of
the generalized discrete algebraic Riccati equation, see e.g. [1]. As a consequence, much effort
has been devoted to the analysis of the structural algebraic and geometric properties of the ESDP
and to the algorithmic and computational aspects related to the computation of the associated
deflating subspaces [15,10].
Nevertheless, the solutions currently adopted in the literature for the classic finite-horizon LQ
problem rely on the iteration of a Riccati difference equation, while the ESDP is only exploited for
the computation of the stabilizing solution of the discrete algebraic Riccati equation for infinite-
horizon problems. In [5], it was noted for the first time that, under the stringent assumption of
reachability of the underlying system, a closed-form formula parameterizing the set of solutions
of the ESDE over a finite time horizon can be exploited to derive an elegant solution not only for
the classical finite-horizon LQ problem, where the initial state is assigned and the terminal state
is quadratically penalized in the performance index, but also for the so-called fixed end-point,
where both the initial and terminal states are sharply assigned.
This paper is devoted to the presentation of an alternative parameterization of the solutions of
the ESDE, which is established under the extremely weak assumption of modulus-controllability
of the given system, hence generalizing significantly that proposed by the same authors in [5].
Such formula involves a pair of n-dimensional deflating subspaces of the extended symplectic
pencil. Under the assumption of modulus-controllability of the system, these deflating subspaces
can be expressed in a simple and easily computable form, which is particularly suitable for a
software implementation.
Furthermore, such parameterization is here applied to a much more general class of finite-
horizon LQ problems (encompassing the standard and the fixed end-point ones) with arbitrary
two-point boundary-value constraints on the initial and terminal states and with an arbitrary
quadratic penalization of the same states in the cost functional to be minimized. The boundary
conditions are imposed to the formula parameterizing the solutions of the ESDE in order to
determine the values of the parameter(s) achieving optimality, thus enabling the optimal state
trajectory and the optimal control law to be analytically derived. Hence, on the one hand a large
number of LQ problems dealt with in the literature by resorting to different techniques can be
tackled in a unified framework by means of the proposed method. On the other hand, several finite-
horizon LQ problems that can be interesting and useful in practice and that cannot be solved with
the standard tools of the linear quadratic theory, can be recovered as particular cases of the control
problem considered here. Consider for example the case of a linear quadratic problem in which the
initial and the terminal states are not assigned but they are constrained to be equal: this condition
can be expressed as an affine constraint on the states at the end-points, so that it falls in the
formulation proposed here.
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Notice also that the generality of the optimal control problem here considered and solved is vital
in the solution of several H2–H∞ optimization problems whose optimal trajectory is composed
of a set of arches, each one solving a parametric LQ subproblem in a specific time-horizon and
all joined together at the end-points of each subinterval, see e.g. [14]. In these cases, in fact, a
very general form of constraint on the extreme states is essential in order to express the condition
of conjunction of each pair of subsequent arches at the end-points.
Existence and uniqueness of optimal solutions are to be taken into account as well, since the
classic results on these issues cannot be applied in the present general setting. Hence, necessary
and sufficient conditions expressed in terms of the parameters of the problem are provided for both
existence and uniqueness of the optimal solutions, which can therefore be evaluated independently
of the explicit computation of the optimal control law. Furthermore, a closed-form expression for
the optimal cost is also provided, as a quadratic function of the problem data. This expression
is very useful when dealing with the case of complex LQ-H2 optimization problems that can be
split into linear quadratic subproblems expressed in parametric form.
In Section 8, a further generalization is presented for the formula parameterizing the solutions
of the ESDE, which is valid even when the system is not modulus-controllable, provided that the
non-modulus-controllable part of the system is not observable in the cost functional.
Notation 1. Given a square matrix A, the symbol σ(A) denotes the spectrum of A, and σ−1(A)
stands for the set of reciprocal elements of σ(A). More precisely, σ−1(A) {λ ∈ C|λ−1 ∈ σ(A)}
if det A /= 0 and σ−1(A) {λ ∈ C|λ−1 ∈ σ(A)} ∪ {∞} if det A = 0. Given two matrices M and
N of the same size, the matrix pencil λM − N [11,10,15] is said to be regular if M and N are
square and det(λM − N) is not identically zero. In this case, we denote by σ(λM − N) the set of
generalized eigenvalues ofλM − N , i.e.,σ(λM − N) {λ ∈ C| det(λM − N) = 0} if det(M) /=
0 and σ(λM − N) {λ ∈ C| det(λM − N) = 0} ∪ {∞} if det M = 0. Let D denote the open unit
disc in C, and let D denote the unit circle. The symbol Id stands for the d × d identity matrix.
2. Statement of the problem
Consider the linear time-invariant discrete-time system governed by the difference equation
x(t + 1) = Ax(t) + Bu(t), (1)
where, for all t ∈ N, x(t) ∈ Rn is the state, u(t) ∈ Rm is the control input, A ∈ Rn×n and
B ∈ Rn×m. Let N ∈ N \ {0} be the length of the time horizon. Let V0, VN ∈ Rs×n be such that
V 
[
V0 VN
]
is of full row-rank and let v ∈ Rs ; consider the two-point boundary-value affine
constraint
V0x(0) + VNx(N) = v (2)
on the states at the end-points. In the case where s = 0, the matrices V0, VN , V and the vector v
will be considered to be void: in this case the initial and terminal states are not constrained by (2).
Let  =   0 be a square (n + m)-dimensional matrix partitioned as
 =
[
Q S
S R
]
with Q ∈ Rn×n, S ∈ Rn×m and R ∈ Rm×m. Notice that here we are not assuming the invertibility
of R, so that in the present context regular, singular and cheap problems are treated in a unified
framework. We concisely denote by  the Popov triple (A,B,). Moreover, let
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 =
[
1 2
2 3
]
=   0 (3)
with 1,2,3 ∈ Rn×n be the penalty matrix on the state at the end-points with respect to the
target states θ0, θN ∈ Rn. The optimal control problem considered here is stated as follows:
Problem 1. Find a control function u(t), t ∈ [0, N − 1] and a state trajectory x(t), t ∈ [0, N ],
minimizing the quadratic performance index
J (x, u)
N−1∑
t=0
[
x(t) u(t)
]

[
x(t)
u(t)
]
+ [x(0) − θ0 x(N) − θN ] [ x(0) − θ0x(N) − θN
]
, (4)
under the constraints (1) and (2).
The formulation of Problem 1 is very general, since the performance index defined in (4)
involves the most general type of quadratic penalization on the extreme states, while Eq. (2)
represents the most general affine constraint on these states. As such, as particular cases of
Problem 1 we have:
• The classical LQ problem where the initial state x(0) is assigned and the terminal state x(N)
is weighted quadratically; this case can be recovered from Problem 1 by setting V0 = In,
VN = 0, θN = 0, 1 = 2 = 0; in fact, in this case the initial state is constrained by the
equation x(0) = v ∈ Rn, whereas no constraints are imposed on x(N).
• The fixed end-point case, where the states at the end-points x(0) and x(N) are both assigned;
this case can be recovered from Problem 1 by setting V = I2n and = 0; here, the initial and
terminal states are constrained by the equation [x(0) x(N)] = v ∈ R2n.
• The so-called point-to-point case, where the initial and terminal values y(0) and y(N) of an
output y(t) = Cx(t) of the dynamical system described by (1) are constrained to be equal to
two assigned vectors y0 and yN , respectively; this case can be recovered from Problem 1 by
setting V = diag(C,C), and v = [y0 yN ].
Moreover, further non-standard LQ problems that can be useful in practice are particular cases
of Problem 1: as aforementioned, consider for example an LQ problem in which the states at
the end-points x(0) and x(N) are not sharply assigned, but they are constrained to be equal, i.e.,
x(0) = x(N). Clearly, this case can be obtained by Problem 1 by setting V0 = In, VN = −In and
v = 0.
In general, the existence of a state trajectory x(t) satisfying the constraints (1) and (2) for some
u(t), t ∈ [0, N − 1], is not ensured, since we have not assumed reachability on (1).
By applying the standard Lagrange multipliers method to Problem 1, we obtain the following
necessary and sufficient equations for optimality.
Lemma 1. If u(t) and x(t) are optimal for Problem 1, then λ(t) ∈ Rn, t ∈ [0, N ] and η ∈ Rs
exist such that x(t), λ(t), u(t) and η satisfy the set of equations
x(t + 1) = Ax(t) + Bu(t), (5)
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V
[
x(0)
x(N)
]
= v, (6)
λ(t) = Qx(t) + Aλ(t + 1) + Su(t), (7)[−λ(0)
λ(N)
]
= 
[
x(0) − θ0
x(N) − θN
]
+ V η, (8)
0 = Sx(t) + Bλ(t + 1) + Ru(t) (9)
for all t ∈ [0, N − 1]. Conversely, if Eqs. (5)–(9) admit solutions x(t), u(t), λ(t), η, then x(t),
u(t) minimize J (x, u) subject to the constraints (1) and (2).
The variables λ(t) in (5)–(9) represent for all t ∈ [0, N ] the Lagrange multipliers associated
with the constraint (1), [11,10], while the variable η ∈ Rs is the Lagrange multiplier vector
associated with the constraint (2). A proof of Lemma 1 can be carried out along the same lines of
that in [13] for the standard finite-horizon LQ regulator in the discrete case.
3. The extended symplectic system
Since in the present setting we are not assuming that R is positive definite, the trasversality
condition (9) cannot be solved in u(t) so as to lead to a set of 2n equations in the sole variables
x(t) and λ(t), as R may not be invertible. However, a very convenient form in which equations
(5), (7) and (9) can be written, that does not require inversion of R, is the descriptor form
Fp(t + 1) = Gp(t), t ∈ [0, N − 1], (10)
where
F 
⎡⎣In 0 00 −A 0
0 −B 0
⎤⎦ , G
⎡⎣ A 0 BQ −In S
S 0 R
⎤⎦ , p(t)
⎡⎣x(t)λ(t)
u(t)
⎤⎦ .
Eq. (10) is called the extended symplectic difference equation, and the associated matrix pencil
zF − G is known as the extended symplectic pencil [11,10]. If zF − G is regular, Eq. (10) has
2n + m linearly independent solutions, spanning a (2n + m)-dimensional space, say Q2n+m [12].
Since u(N) is irrelevant both to the value of the cost function and to the satisfaction of the
constraints (1) and (2), we regard as equivalent two solutions p(t)′ and p(t)′′ of (10) if they only
differ for the value of u(N). In this way we partition the set of solutions of (10) in equivalence
classes. Each class is, in fact, an m-dimensional linear space: to see this fact, observe that any
solution p(t) of (10) remains such when the value of u(N) = [0 0 Im]p(N) is replaced
with an arbitrary vector ω ∈ Rm. Stated differently, if p(k) is a solution of (10), such is also
p¯(k)p(k) + pω(k) for all ω ∈ Rm, where pω(k) [0 0 u¯(k)], with u¯(k) being zero for
all k ∈ [0, N − 1] and equal to ω for k = N . Therefore, if we denote by Qm the m-dimensional
space of all functions pω(k) with ω ∈ Rm, the dimension of the space
{p(t) : p(t) is solution of (10), [0 0 Im]p(N) = 0} (11)
is 2n, being it equal to the dimension of the quotient space Q2n+m/Qm. A parameterization of the
set (11) will be established in the next session.
In [5], it has been shown that under the assumption of reachability of the pair (A,B) a closed-
form formula parameterizing the solutions of the extended symplectic difference equation (10)
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can be exploited to derive expressions for the optimal control law and state trajectory, in terms
of the stabilizing solution of a discrete-time algebraic Riccati equation and of the solution of an
algebraic Stein equation, without the need of resorting to the iteration of the Riccati difference
equation. In this paper, beside, as already seen, considering a more general problem statement, we
obtain a much simpler and more direct derivation of the optimal control under the much weaker
assumption of modulus-controllability.
Definition 1. The pair (A,B) in (1) is said to be modulus-controllable if the set of uncontrollable
eigenvalues of A does not contain pairs of elements in the form (λ, λ¯−1).
Modulus-controllability is the counterpart of sign-controllability for discrete-time systems [3]
and is the weakest form of controllability: It is weaker than that of reachability and even than that
of stabilizability and is generically satisfied even in the extreme case when the B matrix vanishes.
The standing assumptions of this paper are the following:
(A1) The pair (A,B) is modulus-controllable.
(A2) The pencil zF − G is regular and has no generalized eigenvalues on the unit circle, i.e.,
σ(zF − G) ∩ D = ∅.
4. Main results
Consider the discrete algebraic Riccati equation (DARE)
P = APA − (APB + S)(R + BPB)−1(S + BPA) + Q. (12)
To any solution P = P ∈ Rn×n of (12) there corresponds the closed-loop matrix
AP A − BKP , KP  (R + BPB)−1(S + BPA). (13)
Definition 2. A solution P = P of (12) is said to be unmixed if the corresponding closed-loop
matrix AP is such that λ, λ¯−1 ∈ σ(AP ) implies |λ| = 1.
The concept of unmixed solution of (12) was first introduced in [4], while in [17,3] the existence
of unmixed solutions of (12) is discussed. However, in this paper, we need the following more
stringent definition.
Definition 3. A solution P of (12) is strongly unmixed if the spectrum of the corresponding
closed-loop matrix AP is such that λ ∈ σ(AP ) implies λ¯−1 /∈ σ(AP ).
Notice that, since AP is a real matrix, this is equivalent to the fact that σ(AP ) does not contain
reciprocal pairs. Clearly, if P is unmixed and none of the eigenvalues of AP lie in the unit circle,
then P is strongly unmixed. Thus, under assumption (A2), if P is unmixed, then it is also strongly
unmixed because, as shown e.g. in [10, p. 175], σ(AP ) ⊆ σ(zF − G).
The following lemma, that may be viewed as a corollary of Theorem 1.1. in [3], will be of
crucial importance in the following:
Lemma 2. Under assumptions (A1)–(A2), (12) admits a strongly unmixed solution P = P.
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Proof. The existence of an unmixed solution P = P is proved in [3, Theorem 1.1] under the
assumption that the Popov function
(z) [B(z−1In − A)−1 In]
[
Q S
S R
] [
(zIn − A)−1B
In
]
,
which is defined for all z ∈ C\{σ(A) ∪ σ−1(A)}, is positive semidefinite for all the values z¯ on
the unit circle such that (z¯) is well defined, i.e., for all z¯ ∈ D D\{σ(A) ∪ σ−1(A)}, and
positive definite for at least one value of z on the unit circle D. The first of such conditions is
clearly satisfied in the present setting, since  is assumed to be positive semidefinite.
Concerning the second condition, suppose by contradiction that(z) = 0 for all z ∈ D, i.e.,
a non-zero vector v exists such that for all z ∈ D we have v ∈ ker(z). Since D is non-empty,
there exists z˜ ∈ D such that z˜In − A is invertible. Define w(z˜) (z˜In − A)−1Bv /= 0. Since
(z˜)v = 0, we get[
Q S
S R
] [
w(z˜)
v
]
= 0.
Moreover, for all s ∈ Cn
(zF − G)
⎡⎣s0
v
⎤⎦ =
⎡⎣(zIn − A)s − Bv−Qs − Sv
−Ss − Rv
⎤⎦ ,
which is zero when s = w(z˜). As a result, the pencil zF − G is singular for all z ∈ D, hence it
is singular for all z ∈ C. This contradicts (A2). Hence, in view of [3, Theorem 1.1], an unmixed
solution P = P of (12) exists. As already observed, by virtue of assumption (A2) it is found
that P is also strongly unmixed. 
Lemma 3. Let assumptions (A1) and (A2) hold. Let P = P ∈ Rn×n be a solution of (12), and
let AP be corresponding closed-loop matrix. The closed-loop symmetric Stein equation
APYA

P − Y + B(R + BPB)−1B = 0 (14)
admits a unique solution Y = Y ∈ Rn×n if and only if P is strongly unmixed.
Proof. Since P is strongly unmixed, for any λ1, λ2 ∈ σ(AP ) we have λ1 · λ2 /= 1, hence (14)
admits a unique solution (see e.g. [11, p. 100], [10, p. 10]). 
In the following theorem it is shown how the set (11) can be parameterized in closed-form in
terms of a 2n-dimensional vector π .
Theorem 1. Let assumptions (A1) and (A2) hold. Let P = P be a strongly unmixed solution
of (12), AP be given by (13) and let Y be the corresponding solution of (14). The set (11) is
parameterized in terms of π ∈ R2n as
p(t) =
{[
H1A
t
P H2(A

P )
N−t−1]π, 0  t  N − 1[
H ′1A
N
P H
′
2
]
π, t = N
(15)
where
H1
⎡⎣ InP
−KP
⎤⎦ and H2
⎡⎣ YAP(PY − In)AP−K
⎤⎦ (16)
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with KKPYAP − (R+BPB)−1B and
H ′1
⎡⎣InP
0
⎤⎦ and H ′2
⎡⎣ YPY − In
0
⎤⎦ .
Proof. First, we prove that (15) satisfies the extended symplectic difference equation (10). To
this end, we show thatH1 im H1 andH2 im H2 are deflating subspaces of the matrix pencil
zF − G, and precisely that
FH1AP = GH1, (17)
FH2 = GH2AP . (18)
Consider (17). By (13), AP = A − BKP . Hence, the first block-row equation of (17) holds.
Moreover, (12) can be written as APA − P − (APB + S)KP + Q = 0, that leads to the
second row-block equation of (17). Finally, it can be easily seen that by the definition of KP the
third block-row of (17) follows immediately. To prove (18), consider (14). FromAP = A − BKP ,
it follows that Y = AYAP+BK. By postmultiplying the former by AP , we get the first block-
row equation of (18). Now, by developing the products in the right-hand side of the identity
KP = (APB+S)(R+BPB)−1 and by postmultiplying by B the expression thus obtained,
it is found that −APB(R + BPB)−1B = −KP B + S(R + BPB)−1B. By adding and
subtracting A in the right-hand side of the former and by using (14) in the left-hand side, we
obtain −AP(Y − APYAP ) = −A + AP + S(R + BPB)−1B. In view of (13), we get
−APY + A = APB(R + BPB)−1BPAYAP − APAYAP
+APB(R + BPB)−1SYAP
+AP + S(R + BPB)−1B.
By employing (12), one can reduce the first three terms of the right side of the latter and, by
postmultiplying the expression thus obtained by AP and by taking into account the definitions of
KP and K, the second block-row of (18) follows. Finally, consider the trivial identity −(R +
BPB)(R + BPB)−1B + B = 0. By using (14) we get −BP(Y − APYAP ) + B −
R(R + BPB)−1B = 0, that, by virtue of the third block-row of (17), leads to
−BPY + B = SYAP − RKPYAP + R(R + BPB)−1B.
By postmultiplying the former by AP one obtains the third block-row equation of (18) in view of
the definition of K.
We are now ready to show that (15) are indeed solutions of the extended symplectic difference
equation (10) for all π ∈ R2n. First, let t ∈ [0, N − 2]. By substitution, it is seen that (15) satisfies
(10) in view of (17) and (18). Let now t = N − 1. Define H 1 and H 2 as in (16), except for their
third block-row m × n submatrix, which is zero. Since the third block-column of F is zero, from
(17) and (18) it follows thatFH 1AP = GH1 andFH 2 = GH2AP , so that, sinceH 2 = H ′2AP and
H 1 = H ′1, it follows that (15) satisfies (10) also for t = N − 1, and hence for all t ∈ [0, N − 1].
Conversely, we prove that all the solutions of the extended symplectic difference equation (10)
can be expressed in terms of (15). To this purpose, we show that (15) has 2n linearly indepen-
dent solutions. In the first part of the proof we have shown that H1 and H2 are two deflating
subspaces of zF − G, hence their intersection H =H1 ∩H2 is such in view of Lemma 5 in
250 A. Ferrante, L. Ntogramatzidis / Linear Algebra and its Applications 425 (2007) 242–260
the Appendix. On the other hand, by (17) and (18) it follows that σ(zF − G,H1) = σ(AP ) and
σ(zF − G,H2) = σ−1(AP ), hence σ(zF − G,H1) and σ(zF − G,H2) are disjoint since P
is strongly unmixed. Moreover, by virtue of Lemma 5 in the Appendix, σ(zF − G,H)⊆ σ(zF −
G,H1)∩ σ(zF − G,H2). As a consequence,H = {0}. Hence, for any given π = [π1 π2 ]
with π1, π2 ∈ Rn, the two trajectories H1AtP π1 and H2(AP )N−t−1π2 are linearly independent.
Therefore, the dimension of the linear space of trajectories in (15) is given by the sum of the dimen-
sions n1 and n2 of the subspaces of trajectories of (15) corresponding to π1 = 0 and to π2 = 0,
respectively. By setting t = 0 and t = N , it is easily seen that n1 = n and n2 = n, respectively. We
may conclude that (15) admits 2n linearly independent solutions. Since the dimension of the linear
space of non-equivalent solutions of (10) is exactly 2n as observed in Section 3, it follows that
(15) parameterizes the complete set of solutions of the extended symplectic difference equation
(10) with u(N) = 0. 
Remark 1. In the case where the pair (A,B) is stabilizable, in Theorem 1 we can choose as
strongly unmixed solution of (12) the stabilizing solution P+ = P+  0, such that the closed-
loop matrix AP+ A+ is strictly stable. In this case, the expressions of the optimal state and
input functions are given in terms of powers of matrices, A+ and A+, that are strictly stable in the
overall time-interval, thus ensuring that such solution is numerically robust even for large time
horizons. Furthermore, in this case the matrices P+, A+ and Y may be computed by standard and
reliable algorithms available in any control package (see e.g. the MATLAB routines dare.m
and dlyap.m).
5. Derivation of the optimal solution
In Theorem 1 it has been shown that under assumptions (A1) and (A2) a strongly unmixed
solution P of (12) exists and yields an explicit formula parameterizing all the solutions of the
extended symplectic difference equation (10) in terms of π . In this section it is shown how, from
this set of trajectories, one can select those, if any, that satisfy the assigned boundary conditions.
These trajectories are therefore solutions of Problem 1, since they satisfy all the necessary and
sufficient conditions for optimality (5)–(9), as pointed out in Section 2.
The following result provides the complete solution of Problem 1, as well as a first necessary
and sufficient condition of existence of optimal solutions for Problem 1.
Theorem 2. Let KV be a basis matrix1 of the null-space of V. Define F ANP . Moreover, let
P̂  diag(−P,P ), θ 
[
θ0
θN
]
, L
[
In YF

F Y
]
, U 
[
0 −F
0 In
]
and
M 
[
VL
KV [(P̂ −)L − U ]
]
, w
[
v
−KV θ
]
. (19)
Problem 1 admits solutions if and only if w ∈ im M.
If this is the case, let KM be a basis matrix of the null-space of M, and define
P {π = M†w + KMζ |ζarbitrary}, (20)
where M† denotes the Moore–Penrose pseudoinverse of M. Then, the set of optimal solutions of
Problem 1 is parameterized by
1 In the case when ker V = {0}, we consider KV to be void.
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[
x(t)
u(t)
]
=
⎧⎪⎪⎪⎨⎪⎪⎪⎩
[
AtP Y (A

P )
N−t
−KPAtP −K(AP )N−t−1
]
π, 0  t  N − 1,[
ANP Y
0 0
]
π, t = N
(21)
for π ∈ P.
Proof. Consider a solution of (5)–(9). By virtue of Theorem 1, the fact that this solution satisfies
(5), (7) and (9) implies that it can be expressed by means of (15) for a suitable value ofπ . Moreover,
this solution satisfies the boundary conditions (6) and (8) as well. Therefore, by imposing (6) and
(8) on (15) evaluated at t = 0 and t = N , we get
V
[
In YF

F Y
]
π = v, (22)[−P −(PY − In)F
PF (PY − In)
]
π = 
[
In YF

F Yq
]
π −
[
θ0
θN
]
+ V η. (23)
On premultiplying (23) by KV we find that (22) and (23) can be written as
VLπ = v
KV (P̂L − U)π = KV Lπ − KV θ,
which are obviously another way of writing Mπ = w. Hence, we have shown that Mπ = w
follows from (5)–(9). But the converse is true as well: if w ∈ im M and π satisfies Mπ = w, Eqs.
(15) and (9) enable x(t), λ(t) and u(t) to be determined, while η can be computed from (8), since
V is of full row-rank. As a result, a solution of (5)–(9) indeed exists: such a solution is optimal
for Problem 1 by virtue of Lemma 1. Finally, (20) parameterizes the set of solutions of the linear
equation Mπ = w in the case where w ∈ im M . For all π ∈ P, the optimal state and control
functions satisfy (15) and (9), yielding (21) after straightforward algebraic manipulations. 
Notice that if s = 2n, matrix V is square and invertible, so that KV is void: this is the case
where the constraint represented by (2) completely assigns the initial and terminal states, and the
second block-row of M and w disappear.
5.1. Optimal cost
It is well-known that in the standard version of the LQ problem, in which the initial state is
assigned and the terminal state is free but weighted quadratically in the performance index, the
optimal cost can be expressed as a quadratic form of the initial state [11,13]; in the fixed end-
point LQ, the optimal cost can be written as a quadratic form of the initial and terminal states [5].
Interestingly, in this more general setting the optimal cost can still be expressed as a quadratic
form of the problem data; however, since now the initial and terminal states are not assigned,
such quadratic form involves the two vectors v and θ , as the following theorem shows. As already
observed, such expression is very useful when dealing with complex parametric LQ-H2 problems
having the finite-horizon LQ as a subproblem.
Theorem 3. Consider the matrices P̂ , L,U, θ, M and w defined in Theorem 2, and let Ŷ 
diag(−Y, Y ). Define
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Υ 
[
M†[L(− P̂ )L + UŶU ]M† −M†L
−LM† 
]
and G
⎡⎣Is 00 −KV 
0 I2n
⎤⎦ .
If Problem 1 has solutions, the optimal value J of the functional J (x, u) is given by the quadratic
form
J = [v θ]GΥG [v
θ
]
. (24)
Proof. By taking (7) and (9) into account, the value of the function
c(x, u)
N−1∑
t=0
[
x(t) u(t)
]

[
x(t)
u(t)
]
corresponding to the optimal solution can be written as
c(x, u)=
N−1∑
t=0
x(t)Qx(t) + u(t)Ru(t) + 2x(t)Su(t)
=
N−1∑
t=0
x(t)(λ(t) − Aλ(t + 1) − Su(t)) + u(t)(−Sx(t) − Bλ(t + 1))
=
N−1∑
t=0
x(t)λ(t) − x(t + 1)λ(t + 1) = x(0)λ(0) − x(N)λ(N).
Such expression can be substituted in the optimal cost, and we obtain an expression of J in
terms of x(0) λ(0), x(N) and λ(N). Since the optimal state and costate satisfy (15), an expression
of J as a quadratic form of θ and of π corresponding to the optimal solution can be determined
after simple algebraic manipulations:
J = [π θ] [L(− P̂ )L + UŶU −L−L 
] [
π
θ
]
.
Finally, consider (20), and note that different values of ζ do not affect the corresponding value of
the cost. Hence, we may choose ζ = 0, and an expression of J as a quadratic form in w and θ
is easily derived. Now, since
[
w
θ
]
=
⎡⎣ v−KV θ
θ
⎤⎦ = G [v
θ
]
the expression (24) follows straightforwardly. 
6. Existence and uniqueness of an optimum
Now we are concerned with the problem of existence of solutions for Problem 1. A first
necessary and sufficient condition for existence of an optimal solution has already been provided in
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Theorem 2. In the following theorem it is shown how a more informative necessary and sufficient
condition for the existence of optimal solutions is that there exist state and input trajectories
satisfying the constraints (1) and (2).
Theorem 4. Problem 1 admits solutions if and only if a trajectory of (1) exists satisfying the
constraint (2), i.e., if and only if v ∈ im VL.
Proof. Since the optimal control problem formulated in Section 2 involves a finite number of
variables – precisely, l = m · N variables for the control plus n variables for the initial state –
Problem 1 can be restated as a quadratic static optimization problem in these l + n variables with
linear constraints. Thus, it is clear that a solution to Problem 1 exists if and only if an admissible
solution – i.e., a state and input functions satisfying both (1) and (2) – exists. 
An equivalent condition for the existence of an optimum can be found which can be tested
without the need of the computation of (12).
Corollary 1. Let R0 be a basis matrix of the reachable subspace from the origin. Problem 1
admits solutions if and only if v ∈ im VZ, where
Z
[
In 0
AN R0
]
.
Proof. By taking Theorem 4 into account, we show that a trajectory satisfying (1) and (2) exists if
and only if v ∈ im VZ. Concerning the only if part, the existence of a trajectory satisfying (1) and
(2) implies that a vector τ exists such that x(N) = ANx(0) + R0τ holds, so that the constraint
(2) can be written as
V
[
x(0)
ANx(0) + R0τ
]
= VZ
[
x(0)
τ
]
= v,
which clearly admits solutions if and only if v ∈ im VZ. These steps can be performed in the
reversed order, so as to prove the if part of the statement. 
We now address the uniqueness issue. To this end we assume that a feasible (and therefore, in
view of Theorem 4, an optimal) solution of Problem 1 exists and that
[
B
R
]
is full column-rank. The
meaning of this assumption is the following: If
[
B
R
]
has non-trivial kernel, there exists a subspace
U0 of the input space that does not influence the state dynamics and the cost function. In this
case the solution cannot be unique. In fact if (x(t), u(t)) is optimal for Problem 1, then any
trajectory (x(t), u(t) + u0(t)), with u0(t) ∈ U0 ∀t , is optimal as well. Of course, this kind of
non-uniqueness may be factored out by performing a suitable (orthogonal) change of basis in the
input space, and eliminating the subspaceU0 thus obtaining an equivalent problem for which the
corresponding matrix
[
B
R
]
is full column-rank.
We also make the mild assumption that N  2n: If this not the case the optimization problem
can be easily reformulated as a static optimization problem which may be addressed by direct
methods.
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The following theorem provides a necessary and sufficient condition for the uniqueness of the
optimal solution depending only on the problem data; hence, it can be tested without the need of
solving the algebraic Riccati equation.
Theorem 5. Assume that a trajectory of (1) exists satisfying the constraint (2), that N  2n,
and that
[
B
R
]
is full column-rank. Let R⊥R†R − Im. Define A˜A − BR†S, B˜ BR⊥, and
Q˜Q − SR†S. Let V˜ be a basis matrix of the largest (A˜, B˜)-controlled invariant subspace
V˜

contained in the null-space of Q˜, and let R˜ be the largest constrained reachability subspace
on V˜
 [2,18]. Let F˜ be a friend of V˜, i.e., a matrix such that (A˜ + B˜F˜ )V˜ ⊆ V˜, and let
Â A˜ + B˜F˜ be the corresponding closed-loop matrix. Finally, let W 
[
V˜

]
. The solution of
Problem 1 is unique if and only if R˜ = {0} and
ker
(
W
[
V˜ 0
A˜N V˜ B˜
])
= 0. (25)
Remark 2. Before giving a formal proof of Theorem 5, we sketch a heuristic and more intuitive
explanation to better clarify the apparently complicated conditions of this theorem. First, if two
different optimal trajectories for Problem 1 exist, then their difference is easily seen to be a non-
identically zero optimal trajectory for a new problem obtained from Problem 1 by setting v = 0
in (2). The optimal cost of this new problem (we shall refer to it as difference problem) is clearly
zero since the zero trajectory is an obvious solution. Hence the optimal control must be such that
at each time
[
x(t)
u(t)
]
remains in the kernel of . This restricts u(t) to take the form
u(t) = −R†Sx(t) + R⊥w(t) (26)
with arbitrary w(t). Then, the difference problem can be easily reformulated as a problem (again
with the structure of Problem 1) with the new dynamics
x(t + 1) = A˜x(t) + B˜w(t)
and with a block-diagonal current cost matrix ˜ = diag(Q˜, 0). Thus, a state trajectory corre-
sponding to a cost equal to zero must lie entirely in V˜. Condition R˜ = {0} says essentially
that the only state trajectory in V˜ starting from zero and arriving to zero is the identically zero
trajectory. Condition (25) says essentially that any non–non-zero trajectory freely evolving in V˜
cannot have zero cost at the end points.
Proof of Theorem 5. Let x′(t), u′(t) and x′′(t), u′′(t) be two different solutions of Problem 1.
They both satisfy (5)–(9) for suitable λ′(t), η′, λ′′(t), η′′, respectively. A straightforward compu-
tation over (5)–(9) shows that their difference x(t)  x′(t) − x′′(t), u(t) u′(t) − u′′(t) satisfies
(5)–(9) with λ(t) λ′(t) − λ′′(t), ν ν′ − ν′′, θ0 = θN = 0, v = 0, hence it is the optimal solu-
tion of the optimal control problem consisting of the minimization of J (x, u) with θ0 = θN = 0,
under the constraints (1) and V
[
x(0)
x(N)
]
= 0. For this problem, the identically zero state and input
functions are optimal, since they satisfy all the constraints and the corresponding cost is zero.
Hence, x(t) and u(t) are not identically zero but the corresponding cost is zero. In other words,
Problem 1 admits more than one solution if and only if there exists a non-identically zero solution
with zero cost of the problem
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min
x,u
J (x, u) =
N−1∑
t=0
[
x(t) u(t)
]

[
x(t)
u(t)
]
+ [x(0) x(N)] [ x(0)
x(N)
]
,
subject to
x(t + 1) = Ax(t) + Bu(t), t ∈ [0, N − 1]
V
[
x(0)
x(N)
]
= 0.
By the positive semidefiniteness of and it follows that the solutions of this problem leading
to zero cost must satisfy

[
x(t)
u(t)
]
= 0 ∀t ∈ [0, N − 1] (27)
and
W
[
x(0)
x(N)
]
= 0, where W 
[
V

]
. (28)
In view of the positive semidefiniteness of , it follows that ker S ⊇ ker R, or, equivalently,
im S ⊆ im R, so that from (27) it is easily found that
u(t) = −R†Sx(t) + R⊥w(t), (29)
where w(t) is arbitrary, since R⊥ is a basis matrix of the null-space of R. Notice that B˜ = BR⊥ is
full column-rank: in fact, the injectivity of
[
B
R
]
is equivalent to the condition ker B ∩ ker R = 0m,
which in turn is equivalent to the fact that B˜ is full column-rank. Hence, it is found that x(t) must
satisfy{
x(t + 1) = A˜x(t) + B˜w(t),
Q˜x(t) = 0 (30)
since ker S ⊇ ker R implies that SR⊥ = 0. It is a well-known fact that the trajectories x(t)
solving (30) lie entirely on the maximal output-nulling subspace V˜ of the triple (A˜, B˜, Q˜), i.e.,
on the largest (A˜, B˜)-controlled invariant subspace contained in the null-space of Q˜. As a result,
there exists more than one solution to Problem 1 if and only if there exists a non-identically zero
solution to the problem
x(t) ∈ V˜ ∀t ∈ [0, N − 1]
and [
x(0)
x(N)
]
∈ ker W.
Assume that such x(t) does not exist. Let R˜ be the set of reachable states for the system
x(t + 1) = A˜x(t) + B˜w(t) with x(t) ∈ V˜ for all t ∈ [0, N − 1]. Let x¯ ∈ R˜, then there exists
a trajectory in V˜ with initial state x(0) = 0 with x(n) = x¯ and x(t) = 0 for all t  2n. Assuming
N > 2n, this means in particular that x(N) = x(0) = 0, so that this state trajectory satisfies the
constraint (28); this implies also that the cost of the trajectory is zero since this trajectory lies on
V˜

and hence x¯ = 0 (because we are assuming that the only zero cost trajectory for the new prob-
lem is the zero trajectory). Thus R˜ = {0}. Therefore, only free evolutions are possible in V˜.
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Since F˜ is a friend ofV˜ and Â = A˜ + B˜F˜ is the corresponding system matrix, for all the trajecto-
ries of zero cost we have x(0) ∈ V˜ so that x(N − 1) = ÂN−1x(0) and x(N) ∈ ÂNx(0) + im B˜.
Equivalently, if the cost is zero we have x(0) = V˜ ξ1 and x(N) = ÂN V˜ ξ1 + B˜ξ2 for some ξ1 and
ξ2. Therefore, if the cost is zero we also have
W
[
V˜ 0
A˜N V˜ B˜
] [
ξ1
ξ2
]
= 0
and since we are assuming that the only such trajectory is the zero trajectory (and since B˜ is full
column-rank), this leads to (25). Conversely, the same arguments in the backward direction show
that the if (25) and R˜ = {0} imply that the only zero cost trajectory is the zero trajectory. In
conclusion the solution is unique if and only if (25) and R˜ = {0} hold. 
7. An illustrative example
Let N = 8 be the length of the time-horizon and consider the pair (A,B) given by
A =
⎡⎣0 −1 01 0 3
0 0 2
⎤⎦ , B =
⎡⎣−1 00 2
0 0
⎤⎦ ,
which is clearly modulus-controllable (but not reachable nor stabilizable), and a Popov matrix
in which
Q =
⎡⎣1 0 00 4 0
0 0 0
⎤⎦ , S =
⎡⎣0 01 0
0 0
⎤⎦ , R = [1 00 0
]
,
so that =   0. The extended symplectic pencil has no generalized eigenvalues on the unit
circle, as can be checked by direct inspection. Let θ0 = [3 3 1] and θN = [−3 −3 1]
be the target states. Let  be partitioned as in (3), where 1 = diag(1, 4, 0), 2 = 0 and 3 =
diag(4, 4, 4). Moreover, consider the following constraints on the extreme states:
x1(0) = 1, x1(N) = −1,
x2(0) = 1, x2(N) = −1,
x3(0) − x3(N) = 2.
By Corollary 1, in this case Problem 1 admits solutions since
VZ =
⎡⎢⎢⎢⎢⎣
1 0 0 0 0
0 1 0 0 0
−1 0 −615 −1 0
0 −1 1230 0 1
0 0 −1023 0 0
⎤⎥⎥⎥⎥⎦
is invertible. It is easily seen that the matrices
P =
⎡⎣1 0 00 3 0
0 0 0
⎤⎦ and Y =
⎡⎣ 12 0 00 13 0
0 0 0
⎤⎦
are a strongly unmixed solution of (12) and of (14), respectively. First, we compute the parameter
π by means of the formulaMπ = w in Theorem 2. In this caseM is invertible, so thatπ = M−1w.
Straightforward computations yield the following expression for π :
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π =
[
1 1 − 22N−1 −2 −3 4(1−3·2
N)
(2N−1)2
]
. (31)
Now, by using (21) the expression of the optimal state trajectory and control law can be determined
in closed form. For what concerns the optimal state we get
x(0) =
⎡⎣π1π2
π3
⎤⎦ , x(t) =
⎡⎣ 00
2tπ3
⎤⎦ t ∈ [1, N − 1], x(N) =
⎡⎢⎢⎣
1
2π4
1
3π5
2Nπ3
⎤⎥⎥⎦ .
The optimal control law is
u(0) =
[ −π2
− 12π1 − 32π3
]
, u(t) =
[
0
− 32 · 2tπ3
]
t ∈ [1, N − 2],
u(N − 1) =
[ − 12π4
− 32 · 2N−1π3 + 16π5
]
,
and u(N) = 0, while the costate is
λ(0) =
⎡⎣ π13π2
−2Nπ6
⎤⎦ , λ(t) =
⎡⎣ 00
−2N−tπ6
⎤⎦ t ∈ [1, N − 1], λ(N) =
⎡⎣− 12π40
−π6
⎤⎦ .
By substitution of (31), the optimal control law can be computed in closed form as
u(0) =
[ −1
− 5−2N2(2N−1)
]
, u(t) =
[
0
− 3·2t2N−1
]
t ∈ [1, N − 2], u(N − 1) =
[
1
2N+1+1
2(2N−1)
]
.
Finally, by using Theorem 3 the optimal cost is computed in closed-form as
J = 61 + 218π23 − 211π3
= 61 + 2
20
(2N − 1)2 +
212
2N − 1  93.1885.
This example points out how the application of the proposed technique can be employed for the
solution of a wide class of LQ problems which – to the best of the authors’ knowledge – have not
been solved (and are not easy to solve) with the classic approach to the LQ problem.
8. Extension to non-modulus-controllable pairs
In the case where the pair (A,B) is not modulus-controllable, but the non-modulus-controllable
part is non-observable in the performance index, a parameterization of the solutions of the extended
symplectic difference equation can still be found. In order to clarify the meaning of modulus-
controllable and non-modulus-controllable part of the state, a modulus-controllability form of the
pair (A,B) is first derived in the following lemma.
Lemma 4. Given A ∈ Rn×n and B ∈ Rn×m, a non-singular matrix U ∈ Rn×n exists such that
U−1AU =
[
A˜ A2
0 A4
]
, U−1B =
[
B˜
0
]
,
where the pair (A˜, B˜) is modulus-controllable and σ(A4) = σ−1(A4).
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Proof. Consider the pair (A,B) in the reachability canonical form
A =
[
Ar Arn
0 An
]
and B =
[
Br
0
]
,
where the pair (Ar, Br) is reachable; let p be the dimension of the reachable part of (A,B). Define
 σ(An) ∩ σ−1(An). There exists T such that T −1AnT = diag(A′n, A′′n) with σ(A′′n) = . By
performing a change of coordinates U  diag(Ip, T ) on the pair (A,B), we obtain
U−1AU =
[
An ArnT
0 T −1AnT
]
=
⎡⎣Ar A′rn A′′rn0 A′n 0
0 0 A′′n
⎤⎦ , U−1B =
⎡⎣Br0
0
⎤⎦ , (32)
where we have partitioned ArnT as [A′rn A′′rn]. The pair([
Ar A
′
rn
0 A′n
]
,
[
Br
0
])
is now modulus-controllable: in fact, the pair (Ar, Br) is reachable, and A′n has no pairs of
eigenvalues in the form (z, z¯−1), so that the pair (A′n, 0) is modulus-controllable, as well. 
Let now the pair (A,B) be in the modulus-controllability form, i.e.,
A =
[
A˜ A2
0 A4
]
and B =
[
B˜
0
]
,
where the pair (A˜, B˜) is modulus-controllable and σ(A4) = σ−1(A4). Denote by c the dimension
of the mudulus-controllable part of (A,B). Let the non-modulus-controllable part of the state be
non-observable in the performance index, so that the matrices Q and S are partitioned accordingly
to this basis as
Q =
[
Q˜ 0
0 0
]
and S =
[
S˜
0
]
,
and A2 = 0. Let ˜ (A˜, B˜, ˜), where ˜
[
Q˜ S˜
S˜ R
]
, be the Popov triplet of the modulus-
controllable part. If the extended symplectic pencil referred to the such part, which can be written
as zF˜ − G˜, where
F˜ 
⎡⎣Ic 0 00 −A˜ 0
0 −B˜ 0
⎤⎦ , G˜
⎡⎣ A˜ 0 B˜Q˜ −Ic S˜
S˜ 0 R
⎤⎦
has no generalized eigenvalues on the unit circle, a matrix P˜ and a matrix Y˜ exist satisfying the
corresponding DARE and Stein equations, respectively. It is straightforward to check that the
matrices
P =
[
P˜ 0
0 0
]
and Y =
[
Y˜ 0
0 0
]
are the solutions of (12) and of the closed-loop Stein equation (14), respectively. By using these
matrices in (15), we obtain a parameterization of the set of solutions of the extended symplectic
difference equation over the time interval [0, N − 1].
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9. Conclusion
In this work we have extended the approach presented in [5] to the case when the pair (A,B) is
modulus-controllable, for the solution of the finite-horizon LQ problem. Moreover, the problem
formulation proposed here has been extended with respect to that characterizing the classic LQ
regulator so as to yield, as particular cases, many interesting LQ problems, such as the fixed
end-point and the point-to-point LQ. The advantages of this approach are both theoretical, since
closed-form solutions have been provided to several LQ problems that cannot be solved with the
existing tools of LQ theory, and computational, since the methodology developed here relies only
on the solutions of algebraic equations.
Appendix
A subspaceV is said to be deflating [11,10,15] for the regular matrix pencil λM − N if there
exists a subspaceT such that
dimT = dimV, MV⊆T, NV⊆T (33)
or, equivalently, if [11, Proposition 1.6.4]
dim(MV+ NV) = dimV. (34)
Clearly, if (34) holds, thenTMV+NV satisfies (33). The following well-known result [11,
Theorem 1.6.2] is recalled for the readers’ convenience.
Proposition 1. Given a deflating subspace V of the regular pencil λM − N and a subspace
T such that (33) holds, two non-singular matrices W = [W ′ W ′′] and Z = [Z′ Z′′] with
im Z′ =V and im W ′ =T exist such that
W−1(λM − N)Z =
[
λM11 − N11 λM12 − N12
0 λM22 − N22
]
. (35)
The converse is true as well: if (35) holds for some invertible matrices W = [W ′ W ′′] and
Z = [Z′ Z′′] with Z′ and W ′ having the same number of columns, thenV im Z′ is deflating
for λM − N andT im W ′ is such that (33) holds.
It can be shown [11, p. 23] that σ(λM11 − N11) does not depend on the matrices W and Z,
but only onV. Hence, we can use the symbol σ(λM − N,V) to denote σ(λM11 − N11). As a
consequence of Proposition 1, we present the following lemma.
Lemma 5. LetV1,V2 be deflating subspaces for the regular pencil λM − N. Then, the inter-
section VV1 ∩V2 is deflating for λM − N and σ(λM − N,V)⊆σ(λM − N,V1)∩
σ(λM − N,V2).
Proof. The fact thatV is deflating for λM − N is a direct consequence of [11, Theorem 1.6.5].
Now we have to prove that σ(λM − N,V)⊆ σ(λM − N,V1) and σ(λM − N,V)⊆ σ(λM −
N,V2). SinceV is deflating for λM − N , a subspaceT exists such that (33) holds. In particular
we can chooseT = MV+NV as already observed. LetT1MV1+NV1 andT2MV2 +
NV2 be the two subspaces associated with the two deflating subspaces V1 and V2, respec-
tively. It is not difficult to check that (MV+ NV)⊆T1 ∩T2 so thatT⊆T1 ∩T2. Consider
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the invertible matrices W = [W ′ W ′′ W ′′1 ] and Z = [Z′ Z′′ Z′′1 ] where W ′ is such that
im W ′ =T1 ∩ T2,W ′′ is such that im[W ′ W ′′] =T1,W ′′1 is such that W is non-singular, Z′
is such that im Z′ =V1 ∩ V2, Z′′ is such that im[Z′ Z′′] =V1 and Z′′1 is such that Z is non-
singular. Let W−1 = [Y1 Y2 Y3 ] be partitioned conformably with W, so that Y2W ′ =
0, Y3W ′ = 0 and Y3W ′′ = 0. With this construction, since MV1 ⊆T1, im[MZ′ MZ′′] =
MV1 ⊆ im[W ′ W ′′], it follows that Y3[MZ′ MZ′′] = 0. Similarly, Y3[NZ′ NZ′′] = 0.
Moreover, the inclusion im MZ′ ⊆T⊆T1 ∩T2 = im W ′ together with Y2W ′ = 0 implies that
Y2MZ′ = 0. A similar argument shows that Y2NZ′ = 0. Thus
W−1(λM − N)Z =
⎡⎣λM11 − N11 λM12 − N12 λM13 − N130 λM22 − N22 λM23 − N23
0 0 λM33 − N33
⎤⎦ .
The particular structure of the former shows that σ(λM − N,V)⊆ σ(λM − N,V1). By repeat-
ing the same procedure with W and Z such that im[W ′ W ′′] =T2 and im[Z′ Z′′] =V2, it
follows that σ(λM − N,V)⊆ σ(M,N,V2). Therefore, σ(λM − N,V)⊆ σ(λM − N,V1)∩
σ(λM − N,V2). 
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