Blurred images may appear sharper when drifting than when stationary. But, paradoxically, moving sharp edges may appear more blurred. To resolve this paradox, the perceived sharpness of drifting, blurred, square wave gratings was compared with that of their static analogues over a range of speeds, blurs and spatial frequencies. Both motion blur and motion sharpening occurred, depending upon the physical blur of the patterns. For large extents of blur ( \ 10 min arc) moving patterns always appeared sharper than their static analogues, but for small blurs ( B 10 min arc) moving edges appeared more blurred than stationary ones. We present a quantitative model for the distortion of waveforms in motion based on two factors: (i) visual temporal integration that smears moving images, and (ii) a local contrast non-linearity that increasingly sharpens the effective profile of edges as speed and contrast increase. We suggest that a plausible account of the speed-dependent non-linearity is the differential recruitment of M and P cells at different speeds.
Introduction
Estimates of the integration time of the human visual system range from relatively short durations of around 35 ms [1, 2] to around 120 ms [3, 4] . The existence of a finite integration period, regardless of its precise duration, leads to the prediction that objects in motion should appear more blurred than their static analogues since their position changes during the integration period. The duration of the integration period will determine the degree of perceived blur at a particular speed. Indeed, studies of perceived blur [5] and blur discrimination ( [6] but see also ref. [7] ) indicate that motion does increase perceived blur under certain conditions. However, the extent of perceived blur is less than would be expected from the larger estimates of integration time [8] . From these findings, several models of motion deblurring have been proposed [9 -11] . Whilst these models differ in detail, they all propose that the visual system compensates for or removes blur introduced by motion. It is worth noting that the evidence for any such deblurring mechanism relies on the assumption that the integration period of the system is around 120 ms, rather than the shorter estimates around 35 ms.
Paradoxically, several recent reports [12, 13] have confirmed the observation of Ramachandran et al. [14] that blurred images appear sharper when moving. Whilst motion deblurring would preserve the sharpness of moving objects that should otherwise appear blurred, most models of deblurring do not predict sharpening of moving blurred objects (although see ref. [15] ). Hammett and Bex [13] measured the effect of adapting to a missing-fundamental (MF) pattern on perceived sharpness of drifting sinusoidal patterns. The MF pattern is a square wave grating with the fundamental frequency component ( f ) removed. It contains higher spatial frequencies at the odd harmonics (3f, 5f, 7f,...).Hammett and Bex [13] found that the degree of motion sharpening at test frequency f was smaller after adaptation to MF patterns, and proposed that motion sharpening may be due to an early non-lin-earity which introduces higher spatial frequencies into the effective neural image. These distortion products would be attenuated by adaptation to the MF pattern.
To summarise, previous findings have shown that sharp images undergo blurring in motion whilst blurred images appear sharper in motion. What determines whether a particular waveform undergoes sharpening or blurring, and what is the relationship between the two phenomena? In order to clarify the nature of motion sharpening and motion blur, we measured the perceived blur of a number of drifting waveforms as a function of speed, blur and spatial frequency. The results are considered with respect to both periodicity and local profile and we present a model which accounts for motion blurring and sharpening via a two stage process: (i) linear temporal filtering and (ii) non-linear, speed dependent local contrast encoding.
Methods

Apparatus and stimuli
Stimuli were generated by a VSG2/3W (Cambridge Research Systems) graphics generator with 14 bit resolution. Stimuli were displayed on a NEC XP17 colour display at a frame rate of 119 Hz. The mean luminance was 31 cd m − 2 . The display was gamma corrected using internal look-up tables. The stimuli were displayed in two windows, equidistant from a central dark fixation point. The windows subtended 6°×3°(vertical× horizontal) and were separated horizontally by 1°. The viewing distance was 114 cm.
The stimuli were horizontal periodic patterns whose luminance profile was manipulated such that the hard edges of a square wave were replaced by half a cycle of a sine-wave centred on the edges (see Fig. 1 and ref. [12] ). In the limiting cases, the pattern was either a sinusoid (defined as 100% blur) or a square wave (defined as 0% blur). Intermediate blur widths were produced by replacing the edges of the square wave by sinusoidal profiles centred on the edge (see Fig. 1 ). Blur width is given by the half-period (h) of this sinusoidal profile. Blur (as % of maximum achievable blur) is defined as 100[2hf ] where f is fundamental spatial frequency. The patterns were either stationary or drifted vertically at a range of speeds. The spatial frequencies of the patterns were nominally at octave intervals 0.25, 0.5, 1, 2 cd -exact values used to calculate blur widths were 0.27, 0.47, 1.01 or 2.02 cd -and Michelson contrast (m) was 0.3.
Procedure
Standard and test patterns of the same spatial frequency were presented simultaneously in the two windows, and the left or right position of the two patterns was randomised from trial to trial. The patterns were presented for 500 ms with abrupt onset and offset 1 . Between presentations, a homogeneous grey field of mean luminance was presented. The spatial phase of the standard and test patterns was randomised from presentation to presentation. The standard pattern was a drifting blurred square wave whose blur width was constant in any session (15, 25, 50 or 100%) . At the beginning of each session the blur profile of the stationary test pattern was randomised such that it was between 5 and 20% sharper than that of the standard pattern. The blur width of the test pattern subsequently varied from trial to trial depending upon the subject's previous responses. Its blur width was determined by a modified Pest procedure [16] set to converge on the 50% point. The subjects' task was to indicate which of the two patterns appeared sharper by pressing a button. The standard and test were always of the same spatial frequency. The test pattern was static and the standard pattern drifted vertically at 2, 4, 8, or 16°s
. The direction of motion of the standard pattern (up or down) was randomised from trial to trial. In any particular session only one spatial frequency and one test speed were presented. Each session consisted of 50 trials for each speed. The 50% point of the resultant psychometric function was estimated by Probit analysis. The PSE was taken to be the mean of three such estimates. The order of sessions was pseudo-random. Two subjects participated in the experiment, one of the authors (S.T.H.) and a naive observer (S.B.). Viewing was binocular and no head restraint was used. The experiment was conducted in a semi-darkened room.
Results
Fig . 2 plots the ratio of the matching blur width to standard blur width as a function of speed for 15, 25, 50 and 100% blur conditions. Values of this ratio below 1.0 represent a perceptual sharpening of the moving pattern relative to the static analogue whereas values above 1.0 represent a perceptual blurring of the moving pattern. At 100% blur, i.e. with sinusoidal standard gratings, all spatial frequencies tested yielded match ratios below 1.0. There was a small but consistent trend for perceived sharpness to increase monotonically with speed for all speeds tested, consistent with previous findings [12] . For patterns of 50% blur, all but the highest spatial frequency tested (2 cd) yielded similar results. However, at 2 cd, matches at 4°s − 1 were above 1.0 and represent a perceptual blurring of the pattern. For conditions where the patterns are blurred by 25% of the maximum achievable blur, this progressive blurring of patterns with increasing speed extends to patterns of 1 cd and for the sharpest standard patterns employed (15% blur) all patterns except the lowest spatial frequency (0.25 cd) yielded perceptual blur which increased monotonically with speed. Thus whilst moving sinusoidal patterns appeared sharper than their static analogues, sharper patterns tended to appear more blurred. Both motion sharpening and blurring occurred for all but the lowest spatial frequency.
Spatial frequency is not the critical factor determining whether motion produces greater apparent sharpness or greater blur. This is clearly indicated in Fig. 5 , where at small blur widths (B10%), motion always led to an increase in perceived blur, regardless of spatial frequency or speed. Conversely, at larger blur widths (\ 10%) motion always yielded a perceptual sharpening of the pattern. The critical factor determining the occurrence of blur or sharpening appears to be standard blur width rather than periodicity. We next present a model of how both blur and sharpening may depend upon blur width and yet be independent of the periodicity of the pattern.
Motion sharpening: a model based on local contrast transducers
Defining the stimulus.
At any one instant the moving stimulus has a spatial waveform I(x) that can be defined by:
where f(x) is a function with unit amplitude (i.e. range [− 1, 1]), and m is the Michelson contrast of the image (05m5 1). The local contrast function C(x) is defined as:
Defining the transducer
The output r(x) of the transducer, given the input C(x), is defined by a version of the Naka-Rushton equation:
where S is the semi-saturation contrast, at which r(x)= r max /2. Note that r max is the theoretical maximum value of the function (as C) not the value attained when C= 1. This transducer applies a similar compressive transformation to both positive and negative values of local contrast, and preserves the sign of the input signal. The transducer is highly compressive when S is small and tends to linearity when S is large. We assume in this paper that perceived blur depends upon the shape of the response profile, and so without loss of generality we can let r max = 1. This amounts to saying that the units of response measurement are arbitrary. It follows from Eqs. (2) and (3) that
Thus for a given waveform f(x) the output depends only on the ratio (m/S). This is a useful simplification, and shows that the distortion of f(x) will depend upon stimulus contrast relative to the compressiveness of the transducer.
The blur look-up table
Our aim is to find out the extent to which the transducer alters the profile, and hence blur, of an input waveform. One way to do this would be to define a model for blur encoding, and then determine how the blur code is altered by the transducer. One such blur code is based on the ratio of first to third spatial derivatives of the spatial waveform [17] . But it proved impossible to derive a tractable analytic expression for the blur of the transduced waveform, and in any case we might prefer to derive results that do not depend upon a particular model of blur encoding. We therefore adopted a computational approach by fitting a suitable ogive [the logistic function, whose form when scaled to the range (− 1, 1) is y= 2/(1 + exp(− x/s))− 1] to values of K were tabulated for many values of (m/S), and as Fig. 3(B) shows, they were well fitted by the following exponential function, which was then used in all subsequent modelling and data-fitting:
where a=0.6538, b= (1−a) . Note that there are really no free parameters in Eq. (5). Its form and the values of a and b are determined directly by the form of the transducer [C/(C+ S)] adopted in Eq. (3). Note also that K5 1, meaning that this transducer predicts a sharpening of the input waveform (less blur) with increasing values of (m/S).
Empirical relation between transducer (S) and speed (V)
For input blur values of 15 min or more, our data and those of Bex et al. [12] show a progressive decrease of perceived blur with increasing speed. Both data sets could be fairly well described by the simple assumption that the semi-saturation contrast is inversely proportional to speed:
That is, the local contrast transducer is more compressive at higher speeds. Later in the paper we develop the argument that this is related to differences in the contrast response functions of P and M cells. Combining Eqs. (5) and (6) we get:
From this we derive the prediction that the sharpening factor (K) should depend on both contrast (m) and speed (V) in the same way. In fact, the sharpening effect should depend only on the product (mV) of contrast and speed. Fig. 4 shows data from two experiments by Bex et al. [12] that confirm this prediction. In one experiment (filled symbols) 5 contrast levels (10-50%) were tested at two speeds (1.8, 7.2°s
) and in the other experiment (open symbols) 3 contrast levels (10, 30, 50%) were tested at four speeds (1.8-7.2°s
). Apart from one or two wayward points (arising from one subject in one experiment), the bulk of the blurmatching data (means of two observers) fall close to a single decreasing function of m.V. The solid curve shows that Eq. (7) fits the main trend of the data very well when h= 1.44 2. r(x), and simply assuming that the scale parameter (s) is proportional to encoded blur. For the matching experiments this amounts to assuming that two waveforms will appear to match in blur when their fitted ogives have the same profile shape (determined by scale, s). Fig. 3(A) illustrates this process, showing that for a transducer with S =1 there is little distortion of the input waveform, but with S =0.1 the waveform is considerably sharpened. The proportional change (K) in blur produced by each value of (m/S) is defined as K =s/s 0 , where s 0 is the scale of the undistorted input waveform. In the examples of Fig. 3(A) , with m = 0.3, K = 0.90 when S= 1 but K = 0.50 when S =0.1. The 2 The curve actually shows the function B.K where B is the baseline match made when V= 0, and K is the sharpening factor as discussed. We should expect B= 30 min arc, since that was the actual blur of the stimuli; Bex et al, however, did not measure B, and inspection of the data (Fig. 4) suggests that the data converge to a value rather less than 30 min. It turned out that B=28.5 min gave a better fit than B =30. This suggests the presence of a small constant error in their matching task.
Motion blur and motion sharpening combined
The distorting effect of the transducer accounts for motion sharpening, but not for the motion blur observed when input blur was small. We assume quite conventionally that linear, low-pass temporal filtering (motion smear) accounts for this effect. These two influences on blur can be readily linked into one model as follows. We assume that the linear filtering occurs (e.g. in the photoreceptors) before the contrast transducer (e.g. in the ganglion cells). Let h B be the standard blur (half-period, min arc) and h V be the motion blur induced at speed V. Since variances add under convolution [18] we can see that the waveform input to the transducer will have a blur equal to h B 2 +h V 2 . The transducer modifies this blur by a factor K, described above Eqs. (5)- (7). The effective blur h E at the transducer output is therefore:
We can also usefully translate the spatial smear (h V ) induced by motion into the temporal extent of the filter's impulse response. Georgeson [17] showed that both theoretically and experimentally a sine-wave edge (as used here) with half-period h was equivalent in blur to a Gaussian-blurred step-edge, where the Gaussian had a standard deviation |, such that |=h/y. Suppose that the low-pass temporal filter's impulse response can also be described by a Gaussian function of time, with S.D. | t . At speed V, a response of duration lt would be smeared over a distance lx = Vlt. Hence the spatial equivalent blur | V =V| t , and since h =|y:
Collecting all these arguments together (Eqs. (5) and (9)), we arrive at a single expression that defines the effective spatial blur of moving edges:
This expression defines the model to be applied to the present data. It has 3 stimulus variables (m, V, h B ) and two free parameters (h, | t ). Note that for a stationary edge (V= 0), h E = h B ; the transducer is linear and motion smear is absent. In our matching experiments the comparison stimulus was stationary. Hence, to predict blur-matching results we assume that an observer matches the equivalent blurs of the moving and stationary patterns, from which it follows that Eq. (10) should represent the physical blur of a stationary stimulus that is required to match the perceived blur of a moving one.
Fitting the results
Best-fitting values of (h, | t ) were derived for the two observers (SH, SB) separately, using the error minimization routine ('Solver') in Microsoft Excel 4.0, where the error measure was the sum of the squared differences between predicted and observed log blur across the whole data set. The use of log blur is preferred (a) because the discriminability of blur, and therefore the reliability of different blur matches, is approximately equal on a log blur scale, and (b) because the log scale gives equal weight to proportional changes in blur at large and small values. This allows both the motion sharpening and motion blur effects to contribute substantially to the overall fit of the model. Fig. 5 shows that the model describes very well the data of SH and SB, capturing both the sharpening effect of speed at large blurs, and the blurring effect at small blurs. Both model and data show a balance of these two effects around 10 min arc blur. The bestfitting parameter values for these data were h= 1.59, | t = 7.7 ms (SH) and h=2.55, | t = 5.1 ms (SB). If we take 'integration time' to be the Gaussian equivalent width of the impulse response (2.5| t ), then the duration of temporal integration responsible for motion smear in these experiments was around 13-19 ms. These estimates are in good agreement with those of Pääkö nen and Morgan [6] who reported S.D. of the temporal impulse response to fall within the range of 4-6 ms. Furthermore, their analysis indicates that their estimates (and thus the present estimates) are consistent with previous comparable studies of integration time in motion [19, 20] . What degree of spatial blur (| V ) is implied by this temporal smear? From Eq. (9) we get | V = V| t and so taking | t = 6.4 ms (mean of the two Fig. 4 . Blur-matching data from experiments 1 and 2 of Bex et. al. [12] , compared with predictions from the contrast transducer. Each data point is the mean of the two observers tested. Curve shows the decrease in blur predicted by the assumption that the transducer parameter S varies inversely with speed, V. Abscissa is the product of contrast (range 0.1 -0.5) and speed (range 1.8-7.2°s − 1 ). above those for low speed. Though the data do not extend to contrasts low enough to show this, they do converge nicely around 10% contrast in a way consistent with the predicted cross-over. The inclusion of temporal smear in the model necessarily modifies the estimate of h, compared with the case where predictions were derived from the transducer alone (Fig. 4) . For the Bex data the value of h fell from 1.44 without temporal smear to 1.14 with the inclusion of temporal smear.
Discussion
The empirical results reported here clearly indicate that waveforms in motion may undergo sharpening or blurring. Consistent with previous reports [12] [13] [14] moving blurred waveforms appeared sharper than their static analogues. Conversely, relatively sharp patterns appeared more blurred when moving. The effects of both motion sharpening and motion blur increase with speed. All but the lowest spatial frequency suffered both sharpening and blurring, depending upon the sharpness of the profile used. Thus the periodicity of the pattern does not appear to be a critical factor. Rather, the critical factor appears to be the physical blur width of the edges (Fig. 5) . Small blur widths (B 10%) always gave motion blur (indicated by a positive slope), regardless of spatial frequency or speed, whereas larger blur widths (\10%) always gave motion sharpening (a negative slope). The model we have presented successfully characterises these findings by assuming (i) that the finite integration time of the system smears the moving image and (ii) that the local contrast-response function becomes progressively more compressive as speed increases. The magnitude of motion blur depends on speed but is independent of stimulus blur; hence it is a relatively large effect only for small input blurs (Eq. (8)). Conversely, motion sharpening (in the model) depends on contrast and speed, but scales up with stimulus blur. The two effects balance around 10 min arc blur, but sharpening increasingly outweighs motion blur at higher levels of stimulus blur. The model fits are in good agreement with our results across all conditions and also fit well the data from experiments 1 and 2 of Bex et. al. [12] at different contrasts and speeds (Fig. 6). [A referee pointed out that experiment 3 of Bex et. al. [12] did not appear to show a systematic effect of contrast. The contrasts used there were 30 and 50%, and a glance at Fig. 6 here reveals that only small differences in blur are expected between 0.3 and 0.5 contrast. These small differences could easily be hidden by noise in the data. The data of Hammett and Bex [13] are not directly relevant to the present model, since they measured blur discrimination, not blur matching.] observers) we find that at V = 1°s − 1 | V is small (0.4 min arc) while at 16°s − 1 it is substantial (6.1 min arc). Fig. 6 shows the same model (Eq. (10)) fitted to data of Bex et al. [12] as a function of contrast at two speeds (again taking the baseline match to be 28.5 min). The best-fitting value of | t was 9.5 ms. This is surprisingly close to the value obtained from our own data, given that the Bex data were collected only at a large blur (30 min) where the effect of temporal smear is counteracted by the sharpening effect. Interestingly, the effect of motion smear in the model predicts that, at low contrasts, blur matches for high-speed should rise
The model has two main features. Firstly we propose an early linear temporal filter which smears edges in motion. Pääkö nen and Morgan [6] reported evidence from the results of dynamic blur discrimination thresholds that the impulse response of this mechanism has a S.D. of around 4-6 ms, and in a meta-analysis of other results they estimated values of 5.8 -9.5 ms, in good agreement with the present estimates of 7.7 ms for subject STH and 5.1 ms for subject SB. Taking the width of the impulse response as 2.5| t yields estimates of motion integration time between 13 and 19 ms for our data. Pääkö nen and Morgan took integration time to be the full width of the positive lobe of the temporal impulse response, and estimated this to be around 25 ms. This higher value arises merely from a different definition of 'width'. The important point is that estimates of | t (and hence integration time) are in relatively good agreement across a wide range of studies.
The second feature of our model is the velocity dependence of the semi-saturation constant in local contrast encoding. A physiological basis for this could be the differential recruitment of M and P cells with speed. Kaplan et. al. [21] fitted Eq. (3) to the averaged responses of a group of 8 M-cells and a group of 28 P-cells in the monkey retina. The semi-saturation contrast (S) was 0.13 for the M-cells, but 1.74 for the P-cells. This means that the contrast response of retinal M-cells was much more compressive than that of Pcells. This was also true in the few examples of ganglion cell contrast-response functions shown by Croner and Kaplan [21] . Similar evidence comes from the analysis of LGN cells by Sclar et al. [22] who fitted a slightly more complex version of Eq. (3) to their response functions. We re-plotted the LGN response functions for 2 P-cells and 2 M-cells, representing the upper and lower thirds of each population distribution. We fitted Eq. (3) and found that S=0.11, 0.17 for the two Mcells, but S= 0.48, 3.53 for the two P-cells. We then normalized the four sets of cell data (scaled to have the same fitted value at C=1) on linear axes, as shown in Fig. 7 . One of the P-cells (S= 3.53) is nearly linear (a fact that is obscured on a log contrast axis) while the other is moderately compressive (S= 0.48). Both Mcells are more compressive than the P-cells. The heavy curves in Fig. 7 are based on Sclar et al. ' s median values and represent a guess at the response functions that might best represent the LGN P (S= 1) and M (S= 0.1) populations as a whole. These curves are very close to the mean curves plotted by Kaplan et. al. [21] for retinal P-cells and M-cells (S=1.74 and S =0.13, respectively).
We can now compare these physiological values of S with those derived from the blur-matching data. For observer SH, S= 1.59/V, and so at 16°s − 1 S= 0.1, while at 1.6°s − 1 S= 1.0. This suggests that at high speeds perceived blur is mediated by mechanisms whose contrast response is similar to M-cells, while at low speeds the contrast response is similar to that of P-cells. At intermediate speeds perceived blur presumably reflects a changing mixture of P-like and M-like contributions, with the balance weighing more heavily towards M as speed increases. This proposal requires the balance of responding between P and M to vary smoothly with speed, such that the effective value of S is inversely proportional to V. This is plausible, since the relative sensitivity of P and M pathways seems to vary directly with speed. Merigan and Eskin [23] found that when the P-cell pathway was selectively damaged by a neurotoxin, the consequent loss of behavioural Fig. 6 . The 2-parameter model fitted to the data of Bex et al. [12] . contrast sensitivity varied with both spatial and temporal frequency of the test grating but seemed to depend most directly on speed-the ratio of temporal to spatial frequencies. Sensitivity loss was greatest at low speeds and least at high speeds. Conversely, magno-cellular (M) lesions produced loss of contrast sensitivity at high speeds, not low [24] . These complementary findings are consistent with the idea that in responding to a moving stimulus the relative contributions of P and M populations vary directly with speed.
Our suggestion, then, is that ganglion cells and LGN cells vary in their degree of local contrast compression, and that the more compressive cells are increasingly recruited as speed increases. An alternative implementation might be that the compressiveness of individual cells varies with speed, through some dynamic property or adaptive effect. We have no evidence to support this view at present, and so favour the P/M interpretation because it is reasonably well supported by neurophysiological and neurobiological evidence. We emphasize, though, that the computational analysis given here holds good, no matter which implementation may be favoured.
Very recently, Galvin et. al. [25] reported that blurred edges in peripheral vision (up to 40°eccentricity) appeared considerably sharper than those in foveal vision, while sharp peripheral edges looked more blurred than in the fovea. The analogy with our results is striking, and suggests that peripheral viewing and high image speed affect edge sharpness via a common mechanism. The idea that this common mechanism is the M-cell pathway is further strengthened by Dacey's [26] finding that in human retina the proportion of ganglion cells that are of the parasol type (M-cells) increases greatly with eccentricity. Thus with increasing eccentricity or speed the encoding of edge sharpness may increasingly be carried by the M-cell population.
In summary, we have shown that a model with two main factors accounts well for the perception of blur during motion. The two free parameters of the model, | t and h, are consistent with previous psychophysical and physiological estimates of the S.D. of the temporal impulse response and semi-saturation constant of primate M and P cells respectively. Moreover, the model is qualitatively consistent with the results of Hammett and Bex [13] . They found that adaptation to a missingfundamental pattern attenuated motion sharpening, and suggested that sharpening may be due to a non-linearity which serves to introduce high spatial frequencies into the effective neural image that are not present in the retinal image. We propose here that the most likely candidate for such a mechanism is the early local contrast non-linearity which forms the second stage of the present model. No special motion de-blurring process seems to be required.
Anderson [27] has reported distortions in the perceived profile of complex moving waveforms which may be explained by phase shifts of the higher harmonics. His findings show that spatial frequency dependent temporal delays can distort moving waveforms. But temporal delays cannot easily account for motion sharpening since sinusoidal gratings are equally susceptible to motion sharpening. No higher harmonics are present in these gratings, and so even with a delay they would remain sinusoidal. In the absence of non-linearity, temporal delay could not account for their enhanced sharpness.
We conclude that moving edges are blurred by temporal integration over an interval of about 20 ms, and sharpened by the compressive response of visual mechanisms to the local contrast values in the spatial waveform. The degree of compression increases smoothly with increasing speed, and this speed-dependent transduction accounts for the effects of both contrast and speed on perceived blur, over a 50-fold range of blurs. We suggest that the most plausible physiological implementation of these two stages is an early (photoreceptoral) temporal filtering stage followed by a stage which encodes local contrast in a speed-dependent manner, perhaps due to differential recruitment of M and P cells.
