Predictive power of quantum theory is enhanced by available perturbation methods.
Roughly speaking, these methods start from a Taylor series or polynomial representation of the Hamiltonians H = H(λ) = H (0) + λ H (1) + . . . and determine the observables via similar ansatzs (typically,
for the bound-state energy). Globally, all these methods may be separated in two categories. In the first category the parameter λ coincides with a physical charge (a weak-coupling regime) or its inversion (strong coupling expansions). The numerical value of λ is fixed and even the radius of convergence can carry a relevant physical information [1] .
The second category is more formal and comprizes the techniques as different as the estimates of errors in numerical analysis or the quasi-classical approximations where λ =h is Planck constant. In such a setting the role of a small parameter λ can be played by the various non-coupling dynamical parameters [2] and even by the dimension D of space-time [3] . For the finite number of degrees of freedom and, in particular, in the (often, methodically motivated) non-numerical studies of a particle confined in a central potential in three dimensions, an enormous success has been achieved in the so called Regge theory [4] where the small λ = ℓ was chosen and interpreted as an "analytically continued" angular momentum. For a broad class of potentials a strong-coupling perturbative version of this theory with λ = 1/(ℓ + α)
is unexpectedly easy to apply in constructive manner [5] .
After a careful choice of the shift α [6] , these expansions are able to compete with the variational and other specialized numerical methods [7] . They can equally well be used in the general D−dimensional case (cf., e.g., ref. [8] for more details) since
The expansions using λ = 1/(ℓ + α) and λ = 1/(D + β) are mathematically equivalent. Unfortunately, they share a comparatively narrow field of applicability. Firstly, they are based on the harmonic-oscillator approximation of the effective potential near its minimum. This idea seems able to give just the first few lowest states.
Even a description of the first excited state with reasonable precision requires a nontrivial technical care [9] . Secondly, for more or less the same reason, their current form is characterized by the asymptotic-series-type divergence as documented quite persuasively in their recent numerical study [10] .
In what follows, we are going to use λ = 1/(D + β) and address both the latter two shortcomings simultaneously. Our new perturbative approach will work with matrices and non-orthogonal bases. A priori, this need not lead to any type of the asymptotic-series divergence. In contrast to the straight Taylor and recurrent techniques, such a formalism treats all the states on a more or less equal footing. At the same time, it is technically more complicated and its merits must be demonstrated on examples. Here, two of them will be presented in full detail.
Tridiagonal Schrödinger equations 2.1 The first toy model
Let us pick up the popular [11] differential Schrödinger equation
which represents one of the most elementary non-polynomial short-range perturbations of the central harmonic λ = 0 oscillator H (HO) . Factoring λ = g F and shifting E(λ) ≡ E +F we can employ unperturbed basis { |n } ∞ 0 such that H (HO) |n = ε n |n and ε n = 4n + 2ℓ + 3. For the projections of the wave functions
our radial Schrödinger equation (1) becomes replaced by the infinite-dimensional set of the linear algebraic equations,
with the tridiagonal Schrödinger matrix
Whenever E = ε M , such a re-formulation of our bound state problem (1) guarantees its stable and efficient numerical solvability [12] .
The particular values of the energies E = ε M (with an integer M ≥ 0 and vanishing h M ) have to be treated separately. In a way noticed by Flessas [13] the array of coefficients h can terminate,
Such a quasi-variational condition becomes mathematically correct at M different real and positive "exceptional" couplings F [14] which can be computed from the secular equation
In a fully consistent manner this truncates our model (2) to a finite, M−dimensional matrix equation since the missing component of |ψ is given by the "forgotten" row of our overcomplete set (2) + (3) + (4),
toy Hamiltonians. They will prove extremely suitable for our illustrative purposes.
At the same time, the symmetry of the matrix
We need another toy model, therefore.
The second illustrative example
Within the class of the next-to-solvable models, one of the most popular nonperturbative techniques is called the method of Hill determinants [15] . Its illustrations are often mediated by the elementary sextic model [16] ,
It is amusing to notice that for our present purposes, this Schrödinger equation finds precisely the same tridiagonal algebraization (2) [as its non-polynomial predecessor (5)] which follows from the utterly different ansatz
We only get the alternative matrix elements in the matrix Q = Q(E) of eq. (2),
Their knowledge determines the separate Taylor coefficients h n in the standard recurrent manner [17] .
The parallelism breaks down when we try to compute the energies. Although our new Schrödinger matrix Q(E) = Q(0) − E I depends on the energy E in the more usual linear manner, the routine diagonalization of Q(0) need not give the real spectrum at all. The recurrences Q(E) p = 0 have no variational background and their approximative finite-matrix truncation may be physically as well as mathematically meaningless [18] . In contrast to our former example, the new infinite-dimensional matrix Q(E) is asymmetric and, hence, it may possess complex eigenvalues in principle [19] .
In connection with our equation (5), nevertheless, we should emphasize that all the a priori doubts of this type [20] are pointless. There exists the mathematically rigorous proof that in the limit N → ∞, the spectrum becomes both real and correct under the above-mentioned innocent-looking condition b > 0 (cf. ref. [21] for transparent explanation and refs. [22] for proofs and generalizations).
In a way paralleling our above example we are again permitted to ask for a strict, rigorous termination (4) 
of the latter enormous formal simplification of our second toy Schrödinger equation just inter-relates the coupling constants. We may re-scale γ → 1 and keep the last parameter a ∈ (−D − 4M + 2, +∞) free, say, for phenomenological purposes.
Solutions at the large dimensions D
It is easy to find out that at any finite matrix size M, both our QES Schrödinger equations (2) can be significantly simplified at the large spatial dimension D ≫ 1.
The first toy model
In the leading-order D ≫ 1 approximation, matrix elements (3) can be reduced to the tilded expressions
Our matrix Q(F ) becomes diagonally dominated and we get the M−times degenerate leading-order spectrum F ≈ g D 2 /2. An immediate use of the textbook perturbation theory is hardly feasible. Thus, we propose to determine the value of the corrections by a nonperturbative method. On the subdominant level of approximation we put
Then, our real and symmetric Schrödinger matrix problem (2) + (3) + (4) remains simple and transparent,
Up to the quite large dimension M = 9 its solution remains non-numerical. This is summarized in Table 1 . Of course the Table did not provide space for the M = 6
with Y = 6 20 + 10 i √ 6, nor for the similar M = 7 formulae with another abbreviation Z = 6 28 + 14 i √ 10,
, 
Similarly, our final M = 9 expressions give f 5 = 0 and nonzero 
The second illustrative example
In the leading-order D ≫ 1 approximation, our alternative Schrödinger equation (2) + (4)+ (7) exhibits an extremely strong asymmetry,
Its closer analogy with eq. (9) only re-emerges after we abbreviate
and pre-multiply eq. (10) by a diagonal and regular matrix with elements ρ j where ρ = D/(2γ). This gives the simplified eigenvalue problem for the leading-order components of the renormalized Taylor coefficients
It is quite surprizing that in spite of the manifest asymmetry of the matrix Q in eq. (12), all its eigenvalues remain strictly real and nondegenerate. Still, what is far more unexpected is that at an arbitrary matrix size M, these roots happen to be available in elementary form,
. (13) Their respective left and right eigenvectors are given as rows and columns of the same matrix P (M − 1) such that P 2 = I,
etc. This is the most encouraging result. For our present perturbative purposes, the sextic model proves extremely transparent. It possesses a factorizable unperturbed
Hamiltonian with non-degenerate spectrum. The routine perturbation theory becomes easily applicable.
Perturbation series
A priori, example (1) of subsection 2.1 is most appealing. Its extremely efficient numerical tractability via truncation is hardly matched [21] by its sextic alternative of subsection 2.2. This advantage seems further enhanced by the symmetry of matrices Q(F ) and by the quasi-variational representation of the eigenstates in (an inessentially modified) harmonic oscillator basis. In contrast, even the very matrix representation Q(E) of our sextic example does not work at the non-positive quartic couplings b ≤ 0, i.e., beyond its present domain of definition [18, 21] . Still, the comparison of results of subsections 3.1 and 3.2 gives us the unique recommendation of the sextic-oscillator illustration a posteriori. In particular, the formula (13) In the first step, it is the matter of an elementary symbolic manipulation to show that the complete, "perturbed" matrix Schrödinger equation (2) + (4) + (3) is just an eigenvalue problem for the Hamiltonian
with factorized
Both perturbations are, by construction, single-diagonal matrices,
We may remind the reader that their integer parameter m distinguishes between the separate D−dimensional partial waves, m = 0, 1, . . ..
In the usual notation we can re-write our Schrödinger equation (2) for sextic oscillators in the formal Rayleigh-Schrödinger perturbation-series representation
In the preceding section we have concatenated all the (lower-case) zero-order vectors
. Natural ordering of these vectors was dicated by their energy eigenvalues (13) . All these eigenvalues may be arranged in a diagonal matrix
jj . In this way the zero-order problem
identically since, in our compactified notation, it simply reads P ε (0) P P = P ε (0) and we know that P 2 = I.
The use of the same convention in all orders will concatenate all the M vectors
first order of perturbation analysis this replaces the O(λ) part of eq. (14) by the matrix relation
in the second order we get
etc. All the higher-order formulae have the similar structure. Obviously, the available expressions occur on the right-hand side of these equations while the unknown quantities stand to the left.
More specifically, the diagonal part of the equations like (15) or (16) equation for their specification [24] . In the present paper we may skip all the similar technical details which have multiply been clarified elsewhere [25] .
For an illustration of the user-friendliness of the formalism, let us construct the s−wave solution in the M = 2 case. Immediately, our first-order formulae give the two energy corrections which are both equal to each other, ε
As we just mentioned the recipe is not equally efficient for the evaluation of the wave functions. On the O(λ) level of precision only two constraints Ψ
11 − Ψ
and Ψ
12 + Ψ
For the computations in the higher orders, we recommend the use of a computer code. It can be written in integer mathematics and generates, therefore, the perturbation series without any errors. Thus, for our particular sextic m = M − 2 = 0 illustration it generalizes immediately the above leading-order results (11) , (13) and (17) to the compact energy series
This reflects the (complete) leading-order degeneracy and ilustrates its immediate next-order removal (13) as well as the above hand-evaluated (though quite exceptional) degeneracy of the subsequent O(1) correction. We should emphasize that the rigorous evaluation of the vanishing corrections is rendered feasible by the use of the integer arithmetics.
Summary
Our present work was motivated by the asymptotic degeneracy (i.e., perturbative unfriendliness) of certain models in the large-D regime. We felt dissatisfied by such a situation since there exist several physical reasons for the use of the radial Schrödinger equations with a strongly repulsive centrifugal part [26] .
Our proposal of the change of the approach has been based on the observation that in many cases the unpleasant asymptotic degeneracy is in fact quite formal.
This was exemplified by our two toy models the study of which has opened the next interesting question: What happens is we try to get rid of the degeneracy of the spectrum simply by brute force, i.e., by non-perturbative means? The encouraging answer is given in section 2. In its spirit one could move far beyond the radial equations, to the other solvable models in quantum mechanics which possess nondiagonal Hamiltonians (cf., Hückel [27] etc).
In order to avoid the inessential complications we just picked up two anharmonic oscillators in D dimensions. For the sake of clarity we also lowered the number of their free parameters and required their quasi-exact solvability. Such an option helped us more than we expected. The tridiagonal zero-order form of these toy
Hamiltonians facilitated our understanding of the technicalities. The new largedimension perturbation expansion proved quite easy to construct in these cases.
Our explicit construction of the new perturbation series from a non-diagonal
is, after all, just a continuation of our lasting effort [28] . Both the present toy examples proved quite satisfactory in having offered the set of the finite-size models with a smooth variability of the size M up to the very large values. At the same time the use of the perturbative parameter λ in the form reflecting the dimension of the space proved very productive and will certainly deserve further attention.
We can summarize that the recurrent techniques quoted and used under the name of the shifted-ℓ expansions have been given here a fruitful re-interpretation and powerful extension. As long as the very purpose of these shifted-ℓ expansions is often pragmatic and purely approximative, our approach may be treated as endowing them with another, deeper and more analytic perspective. Table 1 .
The first few eigenvalue sets f j , j = 1, 2, . .
