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Abstract
In this paper, a likelihood ratio approach is taken to derive a test of the economic conver-
gence hypothesis in the context of the linear deterministic trend model. The test is designed to
directly address the nonstandard nature of the hypothesis, and is a systematic improvement over
existing methods for testing convergence in the same context. The test is ¯rst derived under the
assumption of Gaussian errors with known serial correlation. However, the normality assump-
tion is then relaxed, and the results are naturally extended to the case of covariance stationary
errors with unknown serial correlation. The test statistic is a continuous function of individual
t-statistics on the intercept and slope parameters of the linear deterministic trend model, and
therefore, standard heteroskedasticity and autocorrelation consistent estimators of the long-run
variance can be directly implemented. Building upon the likelihood ratio framework, concrete
and speci¯c tests are recommended to be used in practice. The recommended tests do not
require the knowledge of the form of serial correlation in the data, and they are robust to highly
persistent serial correlation, including the case of a unit root in the errors. The recommended
tests utilize the nonparametric kernel variance estimators, which are analyzed using the ¯xed
bandwidth (¯xed-b) asymptotic framework recently proposed by Kiefer and Vogelsang (2003).
The ¯xed-b framework makes possible the choice of kernel and bandwidth that deliver tests with
maximal asymptotic power within a speci¯c class of tests. It is shown that when the Daniell
kernel variance estimator is implemented with speci¯c bandwidth choices, the recommended
tests have asymptotic power close that of the known variance case, as well as good ¯nite sample
size and power properties. Finally, the newly developed tests are used to investigate economic
convergence among eight regions of the United States (as de¯ned by the Bureau of Economic
Analysis) in the post-World-War-II period. Empirical evidence is found for convergence in three
of the eight regions.
Keywords: Likelihood Ratio, Economic Convergence, ﬂ-convergence Hypothesis, Joint In-
equality, HAC Estimator, Fixed-b Asymptotics, Power Envelope, Unit Root, Linear Trend,
BEA Regions.
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The neoclassical growth model, as presented by Solow (1956), predicts that diﬀerences in per-capita
real incomes among economies with similar steady-state parameters, such as savings rates and hu-
man capital growth rates, must be transitory. From a cross-section perspective, this neoclassical
notion of economic convergence implies that, after controlling for diﬀerences in steady-state charac-
teristics, the correlation between the initial levels of real per-capita incomes and growth rates must
be negative. This is referred to as β-convergence, or conditional convergence [see, for example,
Barro (1991), and Mankiw, Romer, and Weil (1992)].
In time-series applications, a dynamic version of this deﬁnition has been adopted. Bernard and
Durlauf (1995,1996) deﬁne economic convergence as the time-series of diﬀerences in real incomes per
capita being zero-mean stationary. Bernard and Durlauf’s version of the deﬁnition is stricter than
the cross-section version which only requires that the income diﬀerences be narrowing over time. In
an attempt to bridge the gap between the two versions of the deﬁnition, Hobijn and Franses (2000)
require that the time-series of diﬀerences in real incomes per capita be level stationary for economic
convergence to have taken place. On the other hand, working with United States (US) regional
time-series data, Carlino and Mills (1993), and Tomljanovic and Vogelsang (2002) model the log of
per-capita income in one region relative to that of the national average with a linear deterministic
trend model. A region is then said to satisfy the β-convergence hypothesis if opposite signs on
the intercept and slope parameters of the trend model can be statistically veriﬁed; in other words,
a region with an initial per-capita income lower than the national average must exhibit a growth
trend which is positively steeper than that of the national average; or vice versa. The authors
base their decisions regarding β-convergence of a region on two individual one-sided t-tests on the
intercept and slope parameters of the linear trend model.
As deﬁned in the context of a linear trend model, β-convergence hypothesis poses a nonstan-
dard testing problem. The composite inequality statements that deﬁne β-convergence naturally
map into a union of two disjoint spaces in R2 and a testing framework of this nature has not been
analyzed in the context of a regression model. Yancey, Judge, and Bock (1981) discuss meth-
ods of testing whether a subset of the parameter vector in the linear regression model lies in the
positive orthant. Their results depend on the restrictive assumptions that columns of the regres-
sor matrix are orthonormal and that the innovations are independent and identically distributed
(i.i.d.). Gouri´ eroux et al.(1982) also use the linear regression model and examine likelihood ra-
tio (LR), Wald, and Kuhn-Tucker multiplier tests of inequality constraints on the parameters of
the model. They show that the common asymptotic distribution of the three tests is a weighted
sum of independent chi-square distributions when the errors are mean-zero Gaussian with a known
variance-covariance matrix. Similarly, Wolak (1989) also examines tests of inequality constraints
which he generalizes to the linear simultaneous equations model. None of the aforementioned
1studies, however, use a framework that is suitable to analyzing the composite inequality testing
problem posed by the β-convergence hypothesis.
In this paper, a LR approach is taken to derive a test of the β-convergence hypothesis in the
context of the linear deterministic trend model. The test is designed to directly address the
nonstandard nature of the hypothesis, and is a systematic improvement over existing methods for
testing convergence in the same context. The test is ﬁrst derived under the assumption of Gaussian
errors with known serial correlation. However, the normality assumption is then relaxed and the
results are naturally extended to the case of covariance stationary errors with unknown serial
correlation. The test statistic is a continuous function of individual t-statistics on the intercept
and slope parameters of the linear trend model, and therefore, standard heteroskedasticity and
autocorrelation consistent (HAC) estimators of the long-run variance can be directly implemented.
Building upon the LR framework, concrete and speciﬁc tests are recommended to be used in
practice. The recommended tests do not require the knowledge of the form of serial correlation in
the data, and they are robust to highly persistent serial correlation, including the case of a unit root
in the errors. The recommended tests utilize the nonparametric kernel variance estimators, which
are analyzed using the ﬁxed-b asymptotic framework recently proposed by Kiefer and Vogelsang
(2003). The ﬁxed-b framework makes possible the choice of kernel and bandwidth that deliver tests
with maximal asymptotic power within a speciﬁc class of tests. It is shown that when the Daniell
kernel variance estimator is implemented with speciﬁc bandwidth choices, the recommended tests
have asymptotic power close that of the known variance case, as well as good ﬁnite sample size and
power properties.
The remainder of the paper is organized as follows: Section 2 provides a short review of
the economic convergence literature from both cross-section and time-series perspectives. The
limitations of cross-section methods, as well as the conservative ﬁndings of time-series methods
are discussed. In Section 3, the β-convergence hypothesis is formally deﬁned as nonstandard
restrictions on the intercept and slope parameters of the linear deterministic trend model. A LR
framework is developed to speciﬁcally address the nonstandard nature of the hypothesis, and a LR
test is systematically derived. The test is then extended to the case where the errors are covariance
stationary with unknown serial correlation, and the standard HAC estimators of the long-run error
variance are implemented. In order to make the test statistic robust to highly persistent serial
correlation and a unit root in the errors, a more comprehensive version of Vogelsang’s (1998)
scaling procedure is described and implemented. Section 4 establishes the limiting distributions of
test statistics using the ﬁxed-b asymptotic framework, and describes methods used in computing
asymptotic critical values. In Section 5, the ﬁxed-b asymptotic distributions of tests under local
alternatives are established, and comparisons of local asymptotic power are made for a wide range
of kernels and bandwidths. Concrete and speciﬁc recommendations are made for the kernel and
bandwidth to be used in practice, based on the power performance of tests. Section 6 uses Monte
2Carlo simulation methods to explore the ﬁnite sample properties of the recommended tests. In
Section 7, the newly developed tests are used to investigate economic convergence among eight
regions of the United States (as deﬁned by the Bureau of Economic Analysis (BEA)) in the post-
World-War-II (WWII) period. Concluding comments are given in Section 8. Supplemental results,
proofs, tables and ﬁgures are collected in an appendix.
2. Empirical Tests of Economic Convergence
This section summarizes cross-section and time-series methods of testing economic convergence.
The papers cited here certainly do not constitute an exhaustive list of the literature and are intended
as examples to which the interested reader could refer and expand upon.
Following the neoclassical growth model prediction that diﬀerences in per-capita output among
economies with similar steady-state parameters must be transitory, one line of empirical research has
emerged that concentrates on testing whether countries worldwide have been converging in terms of
real incomes per capita within their convergence “clubs,” where a “club” has been loosely deﬁned by
a group of countries with similar steady-state parameters, such as savings rates, population growth
rates, etc. The basic idea is that within a convergence club poorer countries are expected to grow
faster than richer countries as ground-breaking technology (i.e., capital) and wisdom (i.e., labor)
tend to get transferred across borders at a relatively fast pace. Along this line of reasoning, the
question of convergence can be examined for regions within the US, where a region can be deﬁned
to include a number of states with certain similar demographic and/or geographic characteristics.
With relatively unrestricted labor and capital transfer possibilities across the states’ borders, it is
no surprise that regions of the US are generally viewed to ﬁt well the deﬁnition of a club.
There have been two main approaches to empirically analyzing economic convergence. The
ﬁrst approach employs a cross-section analysis of a set of economic regions where usually a cross-
section regression of annual average growth rates on initial levels of real income per capita and other
growth-related control variables is estimated. A negative coeﬃcient on the initial levels variable
is then taken as an indication of β-convergence1. Cross-section tests constructed in this manner
generally reject the null hypothesis of no convergence for clubs of highly industrialized countries
[see, for example, Baumol (1986)], as well as US regions [see, for example, Barro and Sala-i-Martin
(1992)]. After controlling for other growth-related variables, cross-sectional convergence has been
found for some large groups of countries as well [see, for example, Barro (1991), and Mankiw,
Romer, and Weil (1992)].
Beginning in the ﬁrst half of 1990s, researchers started noticing the weaknesses of cross-section
1Another notion related to β-convergence is σ-convergence, which is said to occur if cross-sectional dispersion of
per-capita incomes declines over time. Friedman (1992), and Quah (1993) observe that β-convergence does not
imply σ-convergence.
3methods when used for testing convergence in groups. Reliable inference necessitates existence of
data on a large number of economic regions, consequently, study of relatively small convergence
clubs is impaired by the limited sample size. Further, cross-section tests cannot diﬀerentiate
between converging and diverging economies in a given group [see, Quah (1996) for a discussion].
These limitations have encouraged researchers to look for alternative methods, and time series
techniques for testing convergence have naturally developed.
One time-series-based deﬁnition of convergence, known in the literature as asymptotically per-
fect convergence (APC), is due to Bernard and Durlauf (1995). APC holds if time series of
diﬀerences in real incomes per capita between two economies contains neither a unit root nor a
time trend so that, asymptotically, these diﬀerences converge to zero (zero-mean stationarity). This
deﬁnition of convergence, however, is rather strict. Independent of the current and past levels of
per-capita incomes, APC necessitates that the long-run forecast of the expectation of per-capita
output diﬀerences be equal to zero. Consequently, the notion of APC is not useful if the question
of interest is whether convergence has been occurring in the past observed data. Baumol et al.
(1994) support this observation by arguing that the degree of convergence need not be perfect in
the sense implied by APC, but that convergence might stop once economies under consideration
have come relatively close to each other. Barro and Sala-i-Martin (1995) present a theoretical
model supporting this view by showing that imitating countries can never completely catch-up to
the innovating countries due to the costs of imitation.2 Hobijn and Franses (2000) further ex-
plore the Baumol et al. (1994) argument, and they introduce the notion of asymptotically relative
convergence (ARC) by noting that time series of diﬀerences in real incomes per capita need not
converge to zero but to a ﬁnite constant (level stationarity).
An alternative to APC and ARC is the idea that, while two economies may not have yet
converged, they could be on a path towards convergence. This idea was ﬁrst empirically tested by
Carlino and Mills (1993). Working with US regions, Carlino and Mills (1993) constructed annual
time-series of the log of the ratio of regional per-capita incomes to the national average income.
They ﬁt a simple linear trend model to the time-series of log-ratios, and argued that two conditions
need to hold for convergence taking place: (i) shocks to relative per-capita incomes must be
temporary (i.e., a unit root in the errors must be rejected—stochastic convergence); and, (ii)r e g i o n s
with initial per-capita incomes lower than the initial national average per-capita income must be
catching up to the national average over time, or vice versa (i.e., the slope and intercept parameters
of the linear deterministic trend model must have opposite signs—dynamic β-convergence).
The conclusions of time series studies have mostly been in contradiction with those of the
cross-section studies. Bernard and Durlauf (1991, 1995), for example, failed to ﬁnd stationarity
in per-capita income diﬀerences within various sets of world economies, and hence, no support for
2This notion of convergence is sometimes referred to as convergence as catching-up.
4convergence. Similarly, Brown, Coulson, and Engle (1990) report no time-series evidence backing
stochastic convergence among a number of US states. However, in contrast to the results of
Bernard and Durlauf (1995), Linden (2000) ﬁnds convergence for the majority of countries over
the period 1900-87 by using nonparametric tests based on signs and ranks of time-series properties
of output diﬀerences. Towards explaining inconsistencies in ﬁndings between the two methods,
Bernard and Durlauf (1996) emphasize that β-convergence and stationarity-type tests must produce
conﬂicting results when applied to the same data sets because the two kinds of approaches explore
fundamentally diﬀerent perspectives of the data at hand. They argue that cross-section methods
are well-suited for analyzing economies in transition where initial conditions are important, while
stationarity-based time-series methods require economies under analysis to be near their long-run
equilibria so that transitory dynamics that might invalidate stationarity tests are not persistent.
Given the apparent diﬃculties in identifying and controlling for transitory information in data
sets, the time-series research have concentrated on testing convergence among US regions where free
trade and highly mobile factors among states imply that most conditions underlying convergence
must be relatively better satisﬁed than any other set of economies in the world. If cross-sectional
β-convergence results for the US regions cannot be backed by time-series methods, then what hope
would there be for establishing such consistency for other world countries?
Carlino and Mills (1993) found evidence of β-convergence in six of the eight US regions for the
pre-WWII period (1929-1946), and in four of the eight regions for the post-WWII period (1947-
1990). Loewy and Papell (1996) strengthened the results of Carlino and Mills (1993) with respect
to stochastic convergence and showed that if break dates are determined endogenously, stochastic
convergence is found in seven of the regions. On the other hand, Tomljanovic and Vogelsang
(2002) checked the robustness of Carlino and Mills’ (1993) results with respect to β-convergence
and extended them to the case of an unknown break date by using unit-root robust econometric
tests. They reported evidence in favor of β-convergence in six regions in the period following the
endogenously determined break date.
One problem associated with the β-convergence testing procedure employed by Carlino and
Mills (1993) and Tomljanovic and Vogelsang (2002) is that they use results from a sequence of tests
to make conclusions regarding one composite inequality hypothesis, which leaves the overall size of
the test unknown. In the next section, a LR framework is developed to speciﬁcally address this
nonstandard nature of the β-convergence hypothesis. The developed framework will then be used
to investigate β-convergence among US regions in the post-WWII period (1947-2002).
53. The Econometric Model
3.1. The LR Test
Suppose there is a set of economic regions among which the β-convergence hypothesis is to be
tested. For a given region, let {yt}
T
t=1 denote the natural logarithm of the ratio of per-capita real
income to cross-regional average per-capita real income, over T time periods.3 At time t, yt is
modeled as having a linear deterministic trend function,
yt = β1 + β2t + ut,t =1 ,2,...,T, (1)
where β1 is the initial level of {yt}, i.e. the natural logarithm of the initial level of income-to-
average-income ratio, and β2 is the average growth of {yt}, i.e. the average growth rate of income-
to-average-income ratio.4 Let u =(u1,u 2,...,u T)
0 denote the vector of innovations. Represent the
jth autocovariance function of {ut} with γj = Cov(ut,u t−j). For the purpose of deriving a LR
test, the following assumption on the distribution of {ut} is made:
Assumption 1: u ∼covariance stationary N(0,Σ), where Σij = γ|i−j| is the (i,j)
th entry of the
variance-covariance matrix Σ.
Note that, later in this section, it will be possible to naturally extend the test to the case where
the distribution of u is unknown.
The convergence hypothesis, as deﬁned in the context of model (1), necessitates that for regions
where yt is initially positive (i.e. initial income is larger than initial average income so that their
ratio is larger than 1, and thus, the log of the ratio is positive), the average growth of yt is negative
(i.e. income grew, on average, slower than the average of incomes combined so that their ratio is
between zero and one, and thus, the log of the ratio is negative); or vice versa. Consequently, for β-
convergence hypothesis to be satisﬁed, it is necessary that if β1 < 0t h e nβ2 > 0, and, if β1 > 0t h e n
β2 < 0. But, if convergence has already occurred, then β1 = β2 =0 . This is clearly a nonstandard
3Throughout the paper, whenever the word “income” is used, it is intended to mean the “real income per capita,”
unless otherwise stated.
4A similar but alternative model design could be implemented if one wishes to test whether two given regions are




t=1 be two time series of observations on natural logs of incomes of the
two regions. For t =1 ,2,...,T,consider the two models:
y1t = β11 + β12t + u1t,
y2t = β21 + β22t + u2t,
where β12 and β22 are the average growth rates of incomes, while β11 and β21 provide measures of the initial incomes.
Deﬁne yt = y1t − y2t,β 1 = β11 − β21,β 2 = β12 − β22, and ut = u1t − u2t, and consider the model,
yt = β1 + β2t + ut.
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Figure 1: The null and alternative hypotheses.
testing problem that is similar in nature to tests analyzed by Chernoﬀ (1954), Gouri´ eroux et al.
(1982), Feder (1968), Kudˆ o (1963), Perlman (1969), Self and Liang (1987), Wolak (1989), and
others. However, this testing problem does not naturally ﬁt any of these previous frameworks.
It is convenient to adopt the null hypothesis to be that “β-convergence has not been occurring,”
and the alternative as “β-convergence is occurring.” As shown in Figure 1, the null hypothesis
can be easily illustrated in the two-dimensional parameter space. The null space is described by
the ﬁrst and third quadrants, including the axes and the origin. The alternative space is the
complement of the null space. The null and alternative hypotheses are now formally deﬁned as
follows:
H0 : β ∈ ω0
[β−convergence has NOT been occuring]











(β1,β2) ∈ R2 :( β1 < 0,β 2 > 0) ∪ (β1 > 0,β 2 < 0)
ª
. (4)
Having “no convergence” under the null hypothesis is not new to the literature. Indeed, it aligns
well with stochastic convergence tests where the null hypothesis of “no convergence” corresponds
t oau n i tr o o ti nt i m es e r i e so fp e r - c a p i t ai n c o m ed i ﬀerences. Note that, under the null hypothesis,
the case where convergence has already occurred, β1 = β2 =0 , is also included. This particular
7case where convergence has taken place can easily be checked by using an F-type statistic and
testing joint equality to zero of the regression parameters in (1).
The likelihood ratio test is ﬁrst derived under the assumption that Σ i sk n o w n . T h ec a s eo f
unknown Σ is discussed subsequently. Let L(X,β) be the likelihood function, where X is the
regressor matrix associated with (1) and β is the corresponding 2 × 1 parameter vector. Under
Assumption 1, the likelihood is given by the joint density of the innovations,

















0 Σ−1 (y − Xβ)
¸
. (5)





Note that λ ∈ [0,1], and the null hypothesis is rejected for small values of λ. Using (5) and (6), it
is straightforward to show that the LR test statistic for the hypotheses in (2) −(4) is proportional
to
LR ≡− 2logλ(X)= i n f
β∈ω0
(y − Xβ)
0 Σ−1 (y − Xβ)− inf
β∈(ω0∪ωA)
(y − Xβ)
0 Σ−1 (y − Xβ). (7)
Deﬁne the unconstrained and constrained maximum likelihood (ML) estimators for the regression
parameter vector β in (1) respectively as,







b β0 ≡ arg sup
β∈ω0
L(X,β). (9)
Using (8) and (9), the expression for LR given in (7) can be written as,
LR =
·³












y − Xb βml
´¸
. (10)
By utilizing the expression y − Xβ =
³




b βml − β
´
and the ﬁrst order conditions
8from the unconstrained ML estimation, it is easily shown that
(y − Xβ)
0 Σ−1 (y − Xβ)=
³












b βml − β
´
. (11)
Finally, by using (11), the expression in (10) can be rewritten as follows:
LR =
³













b βml − β
´
. (12)
This result transforms the problem from T dimensions down to 2 dimensions, and is summarized
in the following theorem.
Theorem 1 If Assumption 1 holds, then the LR test statistic for testing the null hypothesis
speciﬁed in (2) − (4) for β in model (1) is equivalent to the LR test statistic for testing the same
hypotheses for β in model b βml = β + υ, where b βml is the unconstrained ML estimator of β and υ







The result given in Theorem 1 is not completely new. Under the assumption of i.i.d. errors,
Chernoﬀ (1954) showed that a result analogous to Theorem 1 holds if the null and alternative spaces
are disjoint subsets of the Euclidean k-space, the true parameter vector is a boundary point of both
the null and alternative spaces, and both spaces are approximable at the true parameter vector
(without loss of generality, taken as equal to 0) by positively homogeneous sets (cones). Feder
(1968), and Self and Liang (1987) generalize Chernoﬀ’s results to cases where the true parameter
vector is not a boundary point of the null and alternative spaces. On the other hand, Gouri´ eroux et
al. (1982) derive and use a result similar to Theorem 1, but to test composite inequality hypotheses
of a diﬀerent nature.
Now that the LR statistic is conﬁgured in a more manageable way by (12), its exact form can
be explicitly solved. Let b βml =
h



























Using (13) and (14), it follows by straightforward algebra that
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For the intercept and slope parameters of model (1) respectively, deﬁne the individual t-tests, ti = ³
b βi,ml − βi
´.





































The expression in (16) is an elliptic paraboloid or ellipsoid in (t1,t 2)-space, and hence, the solution
is directly attainable by methods of multivariate calculus. The following theorem provides the
form of the LR test in (16). The proof can be found in the appendix.
Theorem 2 Suppose that Assumption 1 holds. Then, under the null hypothesis speciﬁed in
(2) − (4), the LR test statistic is,







where 1(·) is the indicator function, and ti = b βi,ml
.
σii for i =1 ,2.
The LR test statistic presented in Theorem 2 does not reject the null hypothesis when t1 and t2
h a v et h es a m es i g n . I ft1 and t2 have opposite signs, the test evaluates the magnitude of deviations
from the part of the null in favor of which there is greater evidence. Suppose, for example, that
t1 < 0a n dt2 > 0. If |t1| >t 2, t h e nt h e r ei sm o r ee v i d e n c ei nf a v o ro ft h ep a r to ft h en u l lg i v e nb y
{(β1,β2) ∈ R2 : β1 ≤ 0 ,β 2 ≤ 0} than the other part, given by {(β1,β2) ∈ R2 : β1 ≥ 0 ,β 2 ≥ 0}.
The test checks whether the t-statistic not satisfying the favored part of the null hypothesis, in our
example t2, is large enough so that the null hypothesis can be rejected.
3.2. The Pseudo-LR Test
The result in Theorem 2 is based on the ML estimates of the regression parameters and the
assumption of a known variance-covariance matrix of the errors. This result, however, can be
extended to the case where the errors are covariance stationary but with an unknown variance-
covariance matrix.
10It is implicit in Theorem 1 that, under Assumption 1, the ML estimates of regression parameters
in model (1) are asymptotically equivalent to the GLS estimates. The classic results of Grenander
and Rosenblatt (1957) ensure that under covariance stationary errors, OLS estimates of regression
parameters remain eﬃcient, because they are asymptotically normal, with variance equivalent to
that of GLS. Consequently, the ML estimates in the deﬁnition of the LR statistic introduced
in Theorem 2 can be replaced with the OLS estimates, and the test statistic would still remain
asymptotically valid.
To state this fact more formally, let b β =
h
b β1 b β2
i0
denote the vector of OLS estimates of β1
and β2 in model (1). The standard variance-covariance matrix of b β is given by σ2 (X0X)
−1 . Let
b σ2 be a consistent estimator of σ2. Then, the pseudo-LR (PLR) statistic is deﬁned as,





















are the standard t-statistics on the intercept and slope parameters of (1). Note that (A)
−1
jj
refers to the jth diagonal entry of the inverse of matrix A. Under covariance stationary errors,
the PLR statistic, as deﬁned above with the OLS estimates and a consistent estimator of σ2, is
asymptotically equivalent to the LR statistic in (18), which is deﬁned with the ML estimates using
a known variance-covariance matrix.
Since all elements of the regressor matrix are known, the limiting distribution of PLR can be





















The asymptotic distribution of PLR is presented in the following theorem.
Theorem 3 Estimate model (1) by OLS, deﬁne the PLR statistic as in (19), and construct the
standard t-statistics on the intercept and slope parameters as in (20) with a consistent estimator of








· ω(v) · fZ (v), 0 ≤ v<∞, (22)
where, fZ (v)=e−v/2±√
2πv, 0 ≤ v<∞, is the p.d.f. for a chi-square random variable with 1




















where φ(·) is the standard normal cumulative distribution function.
The limiting distribution of PLRis nonstandard, however, critical values can easily be computed.
The most commonly used critical values have been tabulated in Table 2.
3.4. The PLR Test vs. the Ad Hoc Procedure
It is interesting to note that the ad hoc approach to testing β-convergence used by Carlino and
Mills (1993), and Tomljanovic and Vogelsang (2002) is computationally equivalent to the PLR
test described above, however, it uses rejection rules that are asymptotically invalid given the
nonstandard nature of the underlying problem. Their ad hoc inference procedure relies on two
one-sided t-tests on the intercept and slope parameters of model (1) and implicitly ignores the
eﬀect on asymptotic theory of the nonzero correlation between t1 and t2. One problem associated
with using results from a sequence of tests to make conclusions regarding a nonstandard, composite
inequality hypothesis is that the overall size of the performed test remains unknown.
This observation is illustrated in Table 1, where empirical null hypothesis rejection probabilities
are reported for the PLRstatistic and the ad hoc procedure using nominal test sizes equal to 1%,
2.5%, 5%, 10%, 15% and 20%, and sample sizes equal to 50, 100, 200, 500 and 1000. The data were
generated according to (1) with i.i.d. standard normal errors. OLS was used in estimating the




t. The rejection probabilities
for PLRwere computed using asymptotic critical values from Table 2. When computing rejection
probabilities using the ad hoc procedure, there were two steps involved: At the ﬁrst step, signs of
t1 and t2 were checked. If they were found to be of opposite signs, then it was proceeded to step 2,
otherwise, the null hypothesis was not rejected. At step two, the standard normal critical values
were used (at the nominal level indicated) to carry out each one sided t-test. The null hypothesis
was rejected whenever both of the one-sided t-tests were found signiﬁcant at the indicated nominal
level. 1,000,000 replications were performed for each sample size.
It is clearly evident from Table 1 that the ad hoc procedure suﬀers from size distortions, which
get increasingly worse as the nominal level of the test increases, and fail to disappear as the sample
size gets large. On the other hand, when tests are carried out using the PLR statistic, empirical
rejection probabilities remain close to the corresponding nominal size.
3.5. The PLR Test with Conventional HAC Estimators of σ2
In order to further examine the ﬁnite sample properties of the PLR statistic under various error
speciﬁcations, it is necessary that a serial correlation robust estimator of σ2 be used. In this
12paper, the PLRstatistic will be implemented by using the class of nonparametric estimators of the
long-run variance, deﬁned by,




where M is the truncation lag or the bandwidth parameter, b γj = T−1 PT
t=j+1 b utb ut−j are the sample
autocovariances, {b ut} are the residuals from the OLS estimation of (1), and k(x) is a kernel function
that is continuous at x = 0 and satisﬁes k(x)=k(−x),k(0) = 1, |k(x)| ≤ 1a n d
R 1
0 k(x)
2 dx < ∞.
For the consistency of b σ2, it is necessary that as T →∞ ,M→∞and M/T → 0. Kernel functions
that are used in this paper are listed in the appendix.
One conventional estimator of σ2, labelled b σ2
HAC, is obtained by using the Bartlett kernel and
Andrews’ (1991) data-dependent AR(1) “plug-in” formula for determining the bandwidth param-
eter (M). Andrews (1991) showed that the bandwidth parameter that minimizes the truncated
asymptotic mean squared error of b σ2
HAC should grow at rate T1/3 for the Bartlett kernel, and
therefore, b σ2
HAC is a consistent estimator σ2 (see the original paper for more details).
Den Haan and Levin (1998), on the other hand, recommend a parametric spectral estimation
procedure. A univariate version of their method is adopted here. AR models up to the fourth
order are ﬁt to the residuals of model (1) and Schwarz (1978) Bayesian Information Criterion (BIC)
is used in identifying the best ﬁtting model. Let k denote the AR lag length that maximizes BIC.
Consider the ﬁtted regression, b ut = b ρ1b ut−1 + ···+ b ρkb ut−k + b et, where {b et} are the OLS residuals.
The PARM estimator is then deﬁned as,
b σ2
PARM =








In order to examine the ﬁnite sample size performance of PLRwith HAC and PARM estima-
tors of σ2, the data were generated according to model (1) with ARMA(1,1) errors,
ut = ρut−1 + et + θet−1, (25)
where {et} is i.i.d. N(0,1), u0 =0 , and e0 =0 . OLS is used in estimating the intercept and slope
parameters that are used in constructing the tests. For each test, the null hypothesis rejection
probabilities were calculated for various values of ρ and θ by using 10% asymptotic null critical
values from Table 2. For the HAC estimator, the results are reported without prewhitening and
also with AR(1) prewhitening (HACPW). The results are reported in Tables 3-5 for sample sizes
equal to 50, 100, and 200 respectively. 10,000 replications were performed in each case.
It is evident in Tables 3-5 that regardless of which estimator is used, PLR test suﬀers from
13severe size distortions in ﬁnite samples even under the slightest presence of AR(1) serial correlation,
and regardless of the MA component. When b σ2
HAC is used, PLR exhibits generally the poorest
performance of the three estimators across all sample sizes. On the other hand, b σ2
PARM delivers
relatively the better performance when there are negative MA components present, while the same
is true for b σ2
HACPW when there are positive MA components present. When there is only AR(1)
serial correlation present, b σ2
PARM and b σ2
HACPW deliver tests with comparable ﬁnite sample size
performance.
It is clear in Tables 3-5 that when the errors are characterized by strong serial correlation, the
standard asymptotic rejection rules used in the stationary case are inaccurate in ﬁnite samples
and lead to over-rejection problems. For practical purposes, it will be useful if the theory can be
strengthened so that size distortions are reduced under persistent serial correlation. This will be
achieved by developing the null asymptotic theory of PLRunder the ﬁxed-b asymptotic framework,
and implementing a more comprehensive version of the scaling factor approach of Vogelsang (1998).
However, ﬁrst, the assumptions on the underlying error structure need to be more explicitly stated.
3.6. The Scaled PLR Tests
The following assumptions on the error process {ut} are used for the remainder of the paper:
Assumption 10:
ut = αut−1 + εt,t =2 ,3,...,T,
u1 = ε1,






i|di| < ∞,d (1)
2 > 0,












< ∞.L is the lag operator.
The error process {ut} is I (0) when |α| < 1. Alternatively, {ut} can be modeled as a nearly I (1)
process by deﬁning α =( 1− α/T), where α = 0 corresponds to the pure I (1) case.5 The restric-
tion d(1)
2 > 0e ﬀectively bounds the spectral density of {εt} at frequency zero above zero and serves
to eliminate nondegenerate cases. Assumption 10 ensures that the following well-known functional




ut =⇒ σW (r), if {ut} is I(0), (26)
T−1/2u[rT] =⇒ d(1)Vα (r), if {ut} is I(1), (27)
5Throughout the paper, whenever errors are said to be I (1), it is intended to mean that errors exhibit a unit root
locality, unless otherwise stated.
14where [rT] denotes the integer part of rT, r ∈ [0,1], “=⇒” denotes weak convergence, W (r)i st h e




2 , and Vα (r)=
R r
0 exp(−α(r − s))dW (s).
The basic idea underlying the scaling factor approach is to multiplicatively use an exponential
function of a unit root statistic to smooth discontinuities in the asymptotic distributions of test
statistics as the errors go from I (0) to I (1). T w ou n i tr o o ts t a t i s t i c sw i l lb ee m p l o y e dt oc o n s t r u c t
the scaling factors to be used with PLR statistic.
The ﬁrst unit root statistic, denoted by J, was proposed by Park and Choi (1988) and Park
(1990). The J statistic is the standard OLS Wald statistic normalized by T for testing the joint
hypothesis π2 = π3 = ...= π9 = 0 in the regression model,
yt = β1 + β2t +
9 X
i=2
πiti + ut. (28)





where RSSU is the residual sum of squares from the “unrestricted” regression in (28),and RSSR
is the residual sum of squares from the “restricted” regression in (1).
The second unit root statistic, denoted by BG, is the variance-ratio statistic of Breitung (2002).
The variance-ratio statistic is an LM-type statistic similar to the statistics proposed by Tanaka







where b St =
Pt
j=1 b ut are the partial sums of the OLS residuals from the estimation of (1).
Let URgenerically denote either J or BG statistic. Let cUR be a constant. The scaling factor
is then deﬁned as exp(−cUR· UR). Using this scaling factor, the scaled PLR statistic is then
generically deﬁned as,






· exp(−cUR· UR) (29)
= PLR· exp(−cUR· UR).
Note that both J and BG are left-tailed unit root tests, and thus, they reject the null hypothesis
of a unit root in the errors for small values. When the errors are stationary, both J and BGconverge
to zero, and thus, exp(−cUR· UR) converges to one and has no eﬀect on the limiting distribution
of PLRUR. However, when the errors have a unit root, J and BG have nondegenerate limiting
distributions (that are free of nuisance parameters), and therefore, given a signiﬁcance level, and
15the local unit root parameter α, the constant cUR can be chosen so that stationary critical values
and unit root critical values (given α) are the same. In other words, given a signiﬁcance level, and
av a l u ef o rα, careful choice of cUR renders PLRUR statistic asymptotically size correct whether
errors are stationary or have a near unit root with locality parameter α.
4. Asymptotic Theory and Critical Values
In this section, the asymptotic null distribution theory of PLRUR tests are established under the
ﬁxed-b asymptotic framework. The bandwidth of the covariance matrix estimator in (23) is modeled
as a ﬁxed proportion of the sample size by letting M = bT,w h e r eb ∈ (0,1]. This contrasts the
traditional asymptotics where the bandwidth increases slower than the sample size and asymptotic
distributions of HAC robust tests do not depend on the bandwidth or the kernel.
Some deﬁnitions are required before stating the asymptotic results.
Deﬁnition 1. Ak e r n e li sl a b e l l e da sT y p e1i f k(x) is twice continuously diﬀerentiable everywhere,
and as Type 2 if k(x) is continuous, twice continuously diﬀerentiable everywhere except at |x| =1 ,
and k(x)=0for |x| ≥ 1.
Note that Bartlett kernel classiﬁes as neither Type 1 nor a Type 2 kernel, and hence, is considered
separately. Deﬁnition 2 below intends to simplify notation in the limiting distributions that follow.
Deﬁnition 2. Let k∗ (·)=k(·/b), and let k∗0
− (·) denote the ﬁrst derivative of k∗ (·) from below.





b Q0 (r)=W (r)+r(2 − 3r)W (1) + 6r(r − 1)
R 1
0 W (s)ds, if {ut} is I (0)
b Q1 (r)=Vα (r) − (4 − 6r)
R 1
0 Vα (s)ds +( 6− 12r)
R 1
0 sVα (s)ds, if {ut} is I (1)
φ(b,k)=

         




0 −k∗00 (r − s) b Q(r) b Q(s)drds, if k (·) is Type 1
RR













b Q(r + b) b Q(r)dr
o
, if k (·) is Bartlett
I nt h ec a s eo fI (1) errors, the limiting distributions of test statistics further depend upon the
limiting distributions of the unit root statistics, J and BG, that are used to construct the scaling
factors. The following lemma establishes some necessary asymptotic results that directly follow
from Park (1990), Park and Choi (1988) and Breitung (2002).
16Lemma 1 Let V ∗
α (r) denote the residuals from the projection of Vα (r) onto the space spanned by
¡
1,r,r2,r3,...,r9¢0 on [0,1]. Also, denote the residuals from the projection of Vα (r) onto the space
spanned by (1,r)
0 on [0,1] by b Vα (r). Suppose Assumption 10 holds. Then, as T →∞ , if {ut} is
I (0),
J ⇒ 0 and BG ⇒ 0,
























In what follows, the limiting distributions above will generically be denoted by UR∞
α . The
ﬁxed-b asymptotic distribution of b σ2, given in the following lemma, directly follows from Bunzel
and Vogelsang (2003).
Lemma 2 Suppose that Assumption 10 holds, and let the bandwidth parameter be a ﬁxed proportion
of the sample size, M = bT, b ∈ (0,1]. Then, as T →∞ ,
b σ2 ⇒ σ2φ(b,k), if {ut} is I (0),
T−2b σ2 ⇒ d(1)
2 φ(b,k), if {ut} is I (1),
(30)
where φ(b,k) is deﬁned in Deﬁnition 2.
The ﬁxed-b limiting distribution of PLRUR follows by the continuous mapping theorem, and is
stated in the following theorem.
Theorem 4 Suppose that Assumption 10 holds, and let the bandwidth parameter be a ﬁxed pro-
portion of the sample size, M = bT, b ∈ (0,1]. Estimate model (1) by OLS, construct the standard
HAC robust t-statistics on the intercept and slope parameters as in (20), and deﬁne the PLRUR
statistic as in (29). Then, as T →∞ ,





















φ(b,k), if {ut} is I (1)
(31)
and,
























φ(b,k), if {ut} is I (1)
(32)
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Theorem 4 illustrates that the PLRUR statistic is asymptotically free of nuisance parameters
when the errors are modeled as I (0), and only depends on the unit root locality parameter α when
the errors are I (1). The dependence of asymptotic distributions on the kernel and bandwidth
is through the limiting distribution of b σ2. Given the kernel, bandwidth, unit root statistic and
a percentage point, the constant, cUR, can be computed such that the PLRUR statistic remains
at least asymptotically size conservative, if not exactly size correct, across a wide and ﬁne grid of
values of α.
The critical values for test statistics reported in Theorem 4, as well as values of cUR, are
straightforward to compute by means of Monte Carlo simulation methods. Critical values for t1
and t2 by themselves have been recently tabulated by Bunzel and Vogelsang (2003). In computing
critical values for PLRUR tests, i.i.d. standard normal random deviates were used to approximate
the Brownian motions in the asymptotic distributions. Integrals were approximated by normalized
partial sums of 1000 steps using 10,000 replications.
T h ea n a l y s i si nt h i sp a p e rf o c u s e so nﬁve popular kernels: Bartlett, Parzen, Bohman, Daniell,
and Quadratic Spectral (QS). For each kernel, asymptotic null critical values have been computed
for the grid of bandwidths given by b =0 .02,0.04,...,1.0. Given a signiﬁcance level (η), a kernel,
a bandwidth, and the set of values of α, given by Ψ = {0,5,10,...,50}, the constants, cUR, have
been computed such that,
sup
α∈Ψ
P [reject H0 |{ ut} is I (1)] = η.
A ﬁner grid of values for α was not considered, because this would be computationally expensive.
Based on the asymptotic power analysis (to be discussed in the next section), the critical values
for PLRBG only for the Daniell kernel and bandwidth values equal to 0.02, 0.12 and 0.22 times the
sample size have been tabulated in Table 2. The corresponding values for cUR are also provided
in parentheses below each critical value.
5. Asymptotic Power Analysis: Optimal Kernel and Bandwidths
This section presents a comprehensive analysis of asymptotic power for the PLRUR tests. Because
the tests are size controlled, the ﬁxed-b asymptotic distributions of tests under a local alternative
can be used to make power comparisons for a wide range of kernels and bandwidths. Using this
analysis, concrete and speciﬁc recommendations are made for the kernel and bandwidth to be used
in practice.
18Given the nonstandard nature of the hypothesis being tested, deviations from the null can be
m o d e l e di nt w od i ﬀerent ways. One choice would be to model only the deviations from the null
of β1 as β2 remains ﬁxed in the alternative space; or vice versa. The other choice would be to
model deviations from the null of both β1 and β2 simultaneously. In unreported simulations, it
was found that more meaningful power comparisons are possible using the latter method, in the
sense that the rate at which power approaches one was relatively slower with the former method.
Under the alternative, β1 is modeled as local to zero with local alternative parameter d1 > 0,
and approaches to zero from above at rate g1 (T), while β2 is also modeled as local to zero but with
local alternative parameter d2 = −d1 and approaches zero at rate g2 (T), where,
g1 (T)=
(
T−1/2, if {ut} is I (0)
T1/2, if {ut} is I (1)
and g2 (T)=
(
T−3/2, if {ut} is I (0)
T−1/2, if {ut} is I (1)
. (33)
In particular, testing is done for H0 : β ∈ ω0 versus HA : β ∈ ωA, where,
ω0 =
©





(β1,β2) ∈ R2 : β1 = d1g1 (T) ,β 2 = −d1g2 (T)
ª
. (35)
The limiting distribution of PLRUR under the local alternative follows by the continuous map-
ping theorem from the limiting distributions of t-tests on the intercept and slope parameters of (1).
Note that the long-run variance estimator b σ2 and unit root statistics J and BG are exactly invari-
ant to the true values of β1 and β2. Therefore, the dependence of PLRUR on the local alternative
is through the OLS estimates that are used to construct the t-statistics on the intercept and slope
parameters. The theorem below presents the limiting distributions of t1, t2,a n dPLRUR under
the local alternative.
Theorem 5 Suppose that Assumption 10 holds, and let the bandwidth parameter be a ﬁxed pro-
portion of the sample size, M = bT, b ∈ (0,1]. Estimate model (1) by OLS, construct the standard
HAC robust t-statistics on the intercept and slope parameters as in (20), and deﬁne the PLRUR
statistic as in (29). Let,
δ =
(
d1/σ, if {ut} is I (0)
d1/d(1), if {ut} is I (1)
.
Then, under the local alternative as deﬁned by (33) − (35), as T →∞ ,
t1 ⇒ τ1,∞ =

    
























φ(b,k), if {ut} is I (1)
19and,
t2 ⇒ τ2,∞ =

    
































φ(b,k), if {ut} is I (1)
and,








By means of simulation methods, similar to thoset h a tw e r eu s e dt og e n e r a t ea s y m p t o t i cn u l l
distributions, the limiting distributions of PLRUR tests reported above were computed under local
alternatives for various values of δ. When computing asymptotic power, rejection probabilities
were obtained by using 10% asymptotic null critical values. For each kernel, the power analysis is
carried out for the grid of bandwidths given by b =0 .02,0.04,...,1.0.
When analyzing asymptotic power of PLRUR, stationary and unit root local designs need to be
examined separately, because asymptotic distributions of tests are diﬀerent in each of the two cases.
When the errors are stationary, the scaling factors converge to zero asymptotically, and hence do
not play an asymptotic role in determining power across kernels and bandwidths. However, for
the case of unit root errors, the asymptotic power also depends on whether J or BG statistic is
used in forming the scaling factor.
For both stationary and unit root cases, it is possible to deﬁne and plot power envelopes such
that, for each value of δ, the point on the power envelope is the maximum attainable power across
all ﬁve kernels and the grid of bandwidths (and also across the two scaling factors for the unit
root case). Then, the asymptotic power performance of the PLRUR test with a speciﬁck e r n e l ,
bandwidth and scaling factor can be evaluated by the closeness to the power envelope.
In Figure 2, asymptotic power is plotted for the case of stationary errors. The power envelope
is plotted along with power obtained when each of ﬁv ek e r n e l si su s e dw i t ht h es m a l l e s tp o s s i b l e
bandwidth in the grid of bandwidths considered, which is b =0 .02. It is clear from Figure 2 that
regardless of the choice of kernel, the power envelope is attained whenever b =0 .02. Therefore,
when the errors are stationary, using any of the ﬁve kernels with b =0 .02 should deliver essentially
asymptotically power optimal tests within the class of tests considered here.
Figures 3 and 4 illustrate asymptotic power of tests when the errors exhibit a pure unit root
process (α =0 ). Both ﬁgures plot the overall power envelope for the pure unit root case. Figures
3a n d4a l s op l o tp o w e re n v e l o p e sc o n d i t i onal on kernel and scaling factors. Both ﬁgures use the
same axes and plot the same overall power envelope, and therefore, comparisons between the two
are easy. It is clear that tests that use the Daniell kernel with BG scaling factor attain the overall
20power envelope when α =0 .
Figure 5, on the other hand, plots the overall power envelope for α = 0, and also plots power for
speciﬁc bandwidth values when Daniell kernel is used along with BG scaling factor. This ﬁgure
illustrates that tests that use the Daniell kernel with b =0 .22 and BG scaling factor attain the
power envelope when errors have a pure unit root, and therefore, such tests are asymptotically
power optimal within the class of tests considered here.
Based on Figures 3-5, it is recommended that the Daniell kernel be used in practice with
b =0 .22 and BG scaling factor, when errors have a pure unit root. When errors are stationary,
the choice of kernel does not matter (as illustrated by Figure 2), but for the sake of convenience, it
is recommended that the Daniell kernel be used with b =0 .02 and BG scaling factor.6
One concern to practitioners might be that when the Daniell kernel is implemented with b =0 .02
and BG scaling factor, the asymptotic power curve attained could be far from the power envelope
curve, if, for example, errors are local to a unit root (see, Figures 7 and 8). This is relevant
empirically as well, because, in a sample of size 100, α =1 0 ,20 correspond to AR(1) processes with
AR(1) coeﬃcients of 0.9 and 0.8 respectively. Another concern in practice might be that when
the Daniell kernel is implemented with b =0 .22 and BG scaling factor to suit an underlying unit
root local error structure, it turns out that errors are stationary. Then, asymptotic power curve
attained will be sub-optimal, as illustrated in Figure 6.
Suppose that the Daniell kernel is implemented with b =0 .12 and BG scaling factor. This
choice of bandwidth delivers tests with asymptotic power close to the optimal envelope when errors
are stationary (see, Figure 6) or have a pure unit root (see, Figure 5). However, when errors are
local to a unit root (see, Figures 7 and 8), Daniell kernel with b =0 .12 and BG scaling factor
delivers tests that are more powerful than if b =0 .02 or b =0 .22 were used. Therefore, if the slight
loss in asymptotic power in stationary and pure unit root cases when using b =0 .12 is a small
enough price to pay for having more power in unit root local cases, for “insuring” against the above
stated concerns, and most importantly for convenience, then it is recommended that b =0 .12 is
used in practice with the Daniell kernel and BG scaling factor, at all times. Indeed, in the next
section, it will be illustrated that b =0 .12 can deliver higher ﬁnite sample power than by b =0 .02
or b =0 .22, when errors are stationary.
6. Finite Sample Analysis
In this section, ﬁnite sample size and power performance of PLRUR is examined when the recom-
mended kernel and bandwidths are used. This is achieved by means of Monte Carlo simulation
6The choice of scaling factor does not matter asymptotically when errors are stationary. However, when errors
are unit root local, i.e. α =1 0 ,20, the Daniell kernel with b =0 .02 was found to deliver higher power when used
along with BG scaling factor rather than J scaling factor.
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The data is generated according to model (1) with ARMA(1,1) errors, as described in (25).
For each test, null hypothesis rejection probabilities are calculated for various values of ρ and θ by
using 10% asymptotic critical values from Table 2. Empirical rejection probabilities are reported
in Tables 3-5 for sample sizes equal to 50, 100, and 200. 10,000 replications were performed in
each case.
It is evident in Tables 3-5 that all recommended bandwidths for the Daniell kernel, along with
BG scaling factor, deliver tests with empirical rejection probabilities that are either close to 0.10
or lower, except only when a large negative MA term is present together with a large positive AR
term. This clearly indicates that scaling factor approach works well in practice when compared to
the conventional HAC tests which usually suﬀer from severe over-rejection problems.
The reason for overrejection when a large negative MA term is present together with a large
positive AR term is because BG unit root statistic is oversized for testing the unit root null in ﬁnite
samples, and therefore, PLRBG is not scaled down enough to eliminate overrejection completely.
Finite sample power simulation results are plotted in Figures 9-20. The power is not size
adjusted, because the tests are size-robust by design, allowing more meaningful comparisons of
actual power obtained when tests are implemented. It is interesting to note that even though
b =0 .02 delivers asymptotically optimal power when errors are stationary, this is not the case in
ﬁnite samples. This is because, the scaling factors matter in ﬁnite samples even when {ut} is i.i.d.,
delivering undersized tests when b =0 .02.
Figures 9 and 10 illustrate that, when errors are stationary and sample size is equal to 50,
b =0 .12 delivers higher power than that obtained by using b =0 .02 or b =0 .22. As the sample
size gets larger, however, tests using Daniell-BG with b =0 .02 start to dominate, as expected (see
Figures 13, 14, 17 and 18). When errors are local to a unit root, the power obtained is qualitatively
similar to local asymptotic power: Daniell-BG with b =0 .22 delivers the highest power, followed
closely by Daniell-BG with b =0 .12 (see Figures 11, 12, 15, 16, 19, and 20).
7. Evidence on U.S. Regional Convergence
This section provides empirical evidence on U.S. regional convergence. Using statistics developed
in the paper, β-convergence is tested among eight regions of the United States: New England,
Mideast, Great Lakes, Plains, Southeast, Southwest, Rocky Mountains, and Far West. These
regions are deﬁned by the BEA, and a list of states constituting each region can be found in Table
6. Carlino and Mills (1993), Loewy and Papell (1996), and Tomljanovic and Vogelsang (2002)
report the existence of a break in trend at the end of WWII, consequently, the data analyzed here
cover the period 1947-2002. The data are obtained from the BEA, and consists of the time-series
22of annual personal incomes per capita for each of the eight regions.7 For each time-series, the
natural logarithm of the ratio of per-capita income to cross-regional average per-capita income is
computed. In the notation of Section 3, the computed series correspond to {yt} for each of the
eight regions. The log-ratio series are plotted in Figures 21-29.
The model in (1) is estimated by OLS for each of the eight regions. Estimation results are
reported in Table 7 along with test statistics that were recommended for practical applications
earlier in the paper. For testing equality to zero of each of the estimated regression intercept
and slope parameters, serial correlation robust and powerful two-sided t-tests, tJ and tBG, are also
reported in Table 7. tJ and tBG tests have been recently proposed by Bunzel and Vogelsang
(2003). For power optimality, they recommend using tBG with Daniell kernel and b =0 .16 in the
case of unit root errors, and tJ with Daniell kernel and b =0 .02 in the case of stationary errors.
Furthermore, they show that the tests also have good ﬁnite sample size and power properties under
a variety of ARMA(1,1) error speciﬁcations.
Using the recommended tJ and tBG tests, none of the estimated slope parameters are found to
be statistically diﬀerent from zero at 10% signiﬁcance level, except for the Great Lakes region. It
is important to note that tJ and tBG tests are robust to highly persistent serial correlation, and a
unit root in the errors, because, indeed, the null hypothesis of a unit root in the errors cannot be
rejected at 10% level for any of the regions, except for the Plains.
Using the PLR test, the null hypothesis as deﬁned in (2)-(4) is rejected for Great Lakes,
Southeast and Farwest. Consequently, for these regions, β-convergence occurrence is veriﬁed.
Figures 23, 25, and 28 also support this ﬁnding. On the other hand, in the remaining regions
where the null hypothesis is not rejected, namely, New England, Mideast, Plains, Southwest and
Rocky Mountains, no evidence in support of convergence is found. This result is well-supported
by Figures 21, 22, 24, 26 and 27 as well.
8. Conclusion
In this paper, a likelihood ratio approach is taken to derive a test of the economic convergence
hypothesis in the context of the linear deterministic trend model. The test is designed to directly
address the nonstandard nature of the hypothesis, and is a systematic improvement over existing
methods for testing convergence in the same context. The test is ﬁrst derived under the assumption
of Gaussian errors with known serial correlation. However, the normality assumption is then
relaxed, and the results are naturally extended to the case of covariance stationary errors with
unknown serial correlation. The test statistic is a continuous function of the individual t-statistics
7Ideally, the incomes should be deﬂated by using regional price deﬂators, however, regional price deﬂation indexes
are not available for the regions under consideration.
23on the intercept and slope parameters of the linear trend model. This allows direct implementation
of standard heteroskedasticity and autocorrelation consistent estimators of the long-run variance.
Building upon the likelihood ratio framework, concrete and speciﬁc tests are recommended to
be used in practice. The recommended tests do not require the knowledge of the form of serial
correlation in the data, and they are robust to highly persistent serial correlation and a unit root
in the errors. Furthermore, the tests have asymptotic power close to that of the known variance
case. The recommended tests utilize the nonparametric kernel variance estimators, based on the
ﬁxed bandwidth (ﬁxed-b) asymptotic framework recently proposed by Kiefer and Vogelsang (2003).
The ﬁxed-b framework makes possible the choice of kernel and bandwidth that deliver tests with
maximal asymptotic power within a speciﬁc class of tests.
It is shown that when the Daniell kernel variance estimator is implemented with speciﬁc band-
width choices, the recommended tests have asymptotic power close that of the known variance
case, as well as good ﬁnite sample size and power properties. In particular, when the errors are
stationary, the Breitung scaling factor and the Daniell kernel with bandwidth parameter equal to
0.02 times the sample size provide a test with optimal power. On the other hand, when errors have
a unit root, the Breitung scaling factor and the Daniell kernel with bandwidth parameter equal to
0.22 times the sample size deliver a power optimal test. For convenience, the bandwidth parameter
equal to 0.12 times the sample size is also recommended to be used with Breitung scaling factor
and the Daniell kernel to obtain generally high power in both stationary and unit root cases.
Finally, the recommended tests are used to investigate economic convergence among eight re-
gions of the US, as deﬁned by the Bureau of Economic Analysis, in the post WWII period. Evidence
for convergence is found in three of the eight regions.
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A.1. Supplementary Results
The following supplementary results are fairly standard (see, for example, Vogelsang (1998) and
Bunzel and Vogelsang (2003)). They are stated without further proof.























(b) T−1/2b S[rT] =⇒ σ b Q0 (r), (37)
where b Q0 (r) ≡ W (r)+r(2 − 3r)W (1) + 6r(r − 1)
R 1
0 W (s)ds.















(b) T−1/2b u[rT] =⇒ d(1) b Q1 (r),
(c) T−3/2b S[rT] =⇒ d(1)
Z r
0
b Q1 (s)ds, (39)
where, b Q1 (s) ≡ Vα (s) − (4 − 6s)
R 1




P r o o fo fT h e o r e m2 : A c c o r d i n gt ot h es i g n so fb β1,ml
.
σ11 and b β2,ml
.
σ22, there are four cases
to be considered in evaluating (16) :
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In each of the four cases, (t1,t 2)t h a tm i n i m i z e s t2
1 + t2
2 − 2ρ12t1t2 under the null hypothesis can
be chosen in the traced areas inclusive of the boundaries. In cases 1 and 2, the global minimum,
(t1,t 2)=( 0 ,0), is included under the null hypothesis and it is thus chosen as the minimizing
solution. In cases 3 and 4, the minimizer is found along either of the boundaries, t1 = b β1,ml
.
σ11
or t2 = b β2,ml
.

































































2 − 2ρ12t1t2 =
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(0,0),o t h e r w i s e
. (42)
29The test statistic is then given by,
LR =

          















      

















0,o t h e r w i s e
. (43)
Note that, if ti =
³
b βi,ml − βi
´.
σii for i =1 ,2, are evaluated at the dividing boundary of the null
hypothesis, β1 = β2 = 0, then (43) can simply be written as







where 1(·) is the indicator function given by
1(t<0) =
½
1,i f t < 0
0,o t h e r w i s e
.
¥















= P [Y · Z ≤ v]
= P [(Y · Z ≤ v) ∩ (Y =1 ) ]+P [(Y · Z ≤ v) ∩ (Y =0 ) ]. (45)
Considering each term in (45) separately, it is obtained that,
P [(Y · Z ≤ v) ∩ (Y =1 ) ] = P [Y · Z ≤ v | Y =1 ]· P [Y =1 ]
= P [Z ≤ v] · P [Y =1 ],
and,
P [(Y · Z ≤ v) ∩ (Y =0 ) ] = P [Y · Z ≤ v | Y =0 ]· P [Y =0 ]
= P [0 ≤ v] · P [Y =0 ].
Let p = P [Y = 1] Then, 1 − p = P [Y =0 ], and (45) can be written as,





1, if v ≥ 0
.




= p · fZ (v)+( 1− p)δ (v), (46)
where δ (v) is the dirac delta function at zero, deﬁned by δ (v)=0i fv 6=0 , and
R v2
−v1 δ (v) dv =1
for v1 > 0a n dv2 > 0.
The value of p in (46) can be easily obtained by using the bivariate normal distribution of t1
and t2. To obtain fZ (v), start with the deﬁnition of c.d.f. of Z and write,























































ft1t2 (t1,t 2) dt1 dt2 − 2
ZZ
B
ft1t2 (t1,t 2) dt1 dt2, (47)


























By using the formula, ft1t2 (t1,t 2)=ft2|t1 (t2 | t1) · ft1 (t1), integrals in (47) can be written as,
ZZ
A








ft2|t1 (t2 | t1) dt2, (48)
ZZ
B









ft2|t1 (t2 | t1) dt2. (49)
Note that, since t1 and t2 are bivariate normal (see, (21)), it is well-known that,



























































































Substituting (50) and (51) into (48) and (49), and then, (48) and (49) back into (47), it is obtained
that,






































































































By using the First Fundamental Theorem of Integral Calculus and evaluating term by term, the


















































































































where f (·) is the standard normal p.d.f.. For consistency, replace ft1 (·)w i t hf (·).




































































































































































































































































































































































































































































































ve−v/2 is the chi-square p.d.f. with 1 degree of freedom. Also,






















































































































Note in (60) above that 1 √
2π
1 √
ve−v/2 is the chi-square p.d.f. with 1 degree of freedom.
Finally, it is straightforward to show that p = P [t1t2 < 0] = 5
6 by using the bivariate normal
distribution of t1 and t2. The result in the theorem then follows when (60) is used in (46).
¥
P r o o fo fT h e o r e m4 : The results in the theorem follow by the continuous mapping theorem,
Lemmas 3-4, and other results previously established in the paper. Note the following:
If {ut} is I (0),
t1 =
³


















































and, if {ut} is I (1),
t1 =
³



























































P r o o fo fT h e o r e m5 : Let β0 =[ 0 0 ]
0,a n dD =[ d1 − d1]













where g1 (T)a n dg2 (T)a r ed e ﬁn e di n( 3 3 ). Note that g(T)s a t i s ﬁes,
g(T)=
½
T−1/2τT, if {ut} is I (0)
T1/2τT, if {ut} is I (1)
.
Then, under the local alternative,









where, xt =[ 1 t]
0 . Let X(r)=[ 1 r]
0 . I tf o l l o w sf r o m( 6 1 )b yL e m m a3 ,L e m m a4a n dt h e



































−2W (1) + 6
R 1
0 W (r)dr




















































Since the long-run variance estimator b σ2 and unit root statistics J and BG are invariant to the true
value of β1 and β2, their limiting distributions are the same as under the null hypothesis. Then,
35it is obtained that, under the local alternative, as T →∞ , if {ut} is I (0),
t1 =
³















































































and, if {ut} is I (1),
t1 =
³




























































































The results in the theorem follow by deﬁnition of δ.
¥
36B. List of Kernels and Their Second Derivatives
The kernels used in the paper are:
Bartlett k(x)=
½






1 − 6x2 +6|x|
3 , if |x| ≤ 1
2
2(1− |x|)
3 , if 1
2 < |x| ≤ 1
0, otherwise


















, if |x| ≤ 1
0, otherwise
The second derivatives of kernels used in the paper are:
Parzen (a) k00 (x)=
½
−12 + 36|x|, if |x| ≤ 1
2
12(1 − |x|), if 1





























3, if x =0 ¡
2/πx3¢
[sin(πx) − πxcos(πx)] − (π/x)sin(πx), otherwise
Bohman k00 (x)=π sin(πx) − π2 (1 − x)cos(πx)
37C. Tables and Figures
TABLE 1. Empirical Null Hypothesis Rejection Probabilities: PLR vs.AdHocProcedure¨
Nominal Size
.010 .025 .050 .100 .150 .200
Ad Ad Ad Ad Ad Ad
TH o c P L R Hoc PLR Hoc PLR Hoc PLR Hoc PLR Hoc PLR
50 .0122 .0127 .0307 .0290 .0637 .0553 .1342 .1060 .2099 .1563 .2897 .2062
100 .0108 .0113 .0287 .0269 .0608 .0523 .1307 .1027 .2069 .1529 .2872 .2032
200 .0101 .0106 .0276 .0260 .0597 .0514 .1299 .1019 .2054 .1516 .2853 .2016
500 .0098 .0103 .0271 .0254 .0584 .0503 .1282 .1000 .2042 .1501 .2846 .2003
1000 .0097 .0101 .0266 .0249 .0581 .0500 .1285 .1005 .2047 .1504 .2849 .2009
¨ DGP: yt = β1 + β2t + ut, {ut} are i.i.d. N(0,1); OLS was used to obtain estimates of β1 and
β2. For PLR, rejection probabilities were computed by using the asymptotic critical values from Table
2( σ2 known). When computing rejection probabilities using the ad hoc procedure, there were two steps
involved: At the ﬁrst step, signs of t1 and t2 were checked. If they were found to be of opposite signs, then
it was proceeded to step two, otherwise, the null hypothesis was not rejected. At step two, the standard
normal critical values were used (at the nominal level indicated) to carry out each one sided t-test. The
null hypothesis was rejected whenever both of the one-sided t-tests were found signiﬁcant at the indicated







t=1 are the OLS residuals; 1,000,000 replications were performed for each sample size.
38TABLE 2. Asymptotic Right-Tail Critical Values ¨
% PLR PLRBG − Daniell
Point σ2 known b =0 .02 b =0 .12 b =0 .22
70.0 0.652 .7127 1.002 1.459
(394.7) (98.96) (45.76)
75.0 0.844 .8941 1.304 1.954
(418.4) (103.8) (47.59)
80.0 1.096 1.154 1.700 2.633
(434.9) (109.0) (46.58)
85.0 1.443 1.517 2.242 3.682
(457.0) (117.9) (50.59)
90.0 1.964 2.081 3.234 5.732
(495.6) (125.6) (47.11)
91.0 2.106 2.210 3.568 6.306
(515.6) (123.5) (46.56)
92.0 2.265 2.391 3.815 6.958
(527.2) (125.3) (48.29)
93.0 2.448 2.585 4.155 7.863
(546.4) (126.5) (47.63)
94.0 2.664 2.829 4.667 8.988
(565.5) (128.4) (47.71)
95.0 2.923 3.146 5.253 10.46
(583.4) (132.0) (50.93)
96.0 3.247 3.501 5.925 12.51
(614.5) (141.4) (51.60)
97.0 3.668 4.029 6.879 14.96
(643.9) (151.1) (55.66)
97.5 3.940 4.361 7.615 16.99
(644.8) (158.1) (56.04)
98.0 4.276 4.646 8.513 19.08
(691.4) (164.1) (65.26)
99.0 5.337 5.749 11.83 26.51
(769.1) (173.4) (121.5)
99.5 6.433 6.956 15.39 39.27
(906.2) (194.6) (121.5)
¨ At each signiﬁcance level, the scaling constant cBG is re-
ported in parenthesis under the corresponding critical value.
Critical values were calculated by Monte Carlo simulation
methods: N(0,1) i.i.d. random deviates were used to ap-
proximate the Wiener processes in the limiting distributions
of PLRBG tests. The integrals were approximated by the
normalized sums of 1,000 steps using 10,000 replications. In
t h ec a s eo fk n o w nσ2, critical values for PLRwere computed
by using the bivariate normal relationship between t1 and t2,
and performing 10,000,000 replications.
39TABLE 3. Empirical Null Hypothesis Rejection Probabilities ¨
(10% Nominal Level, T = 50)
PLR PLRBG − Daniell
θ ρ HAC HACPW PARM b=0 .02 b =0 .12 b =0 .22
-.8 -.5 .000 .005 .041 .000 .031 .047
-.3 .001 .002 .032 .000 .032 .053
.0 .002 .002 .028 .000 .032 .059
.3 .004 .004 .025 .000 .035 .061
.5 .011 .013 .027 .001 .039 .065
.7 .054 .066 .055 .010 .059 .075
.9 .254 .254 .258 .097 .144 .132
.95 .306 .297 .306 .128 .171 .148
.99 .282 .277 .284 .118 .158 .132
1.00 .267 .261 .268 .113 .152 .128
-.4 -.5 .066 .075 .104 .000 .091 .093
-.3 .068 .068 .104 .001 .090 .094
.0 .072 .077 .096 .004 .087 .095
.3 .101 .115 .097 .023 .086 .094
.5 .163 .158 .169 .054 .086 .095
.7 .253 .223 .242 .089 .100 .100
.9 .353 .324 .302 .107 .134 .123
.95 .355 .328 .298 .093 .131 .120
.99 .316 .295 .266 .077 .117 .108
1.00 .309 .289 .260 .077 .118 .109
.0 -.5 .114 .135 .133 .005 .096 .098
-.3 .111 .131 .117 .014 .092 .097
.0 .126 .134 .126 .036 .086 .094
.3 .176 .142 .174 .064 .080 .091
.5 .205 .153 .168 .076 .078 .090
.7 .256 .169 .182 .086 .085 .091
.9 .339 .213 .220 .073 .104 .105
.95 .342 .215 .223 .059 .099 .101
.99 .315 .198 .204 .052 .090 .095
1.00 .313 .196 .204 .051 .092 .094
.4 −.5 .124 .142 .118 .030 .088 .095
−.3 .133 .128 .139 .042 .084 .094
.0 .155 .110 .158 .060 .078 .091
.3 .187 .096 .162 .069 .072 .088
.5 .217 .092 .179 .075 .070 .087
.7 .269 .101 .209 .076 .075 .088
.9 .367 .130 .256 .060 .091 .099
.95 .373 .133 .256 .050 .088 .096
.99 .341 .126 .231 .044 .080 .088
1.00 .342 .127 .234 .045 .083 .089
.8 -.5 .134 .108 .158 .047 .082 .092
-.3 .142 .094 .174 .055 .079 .091
.0 .164 .077 .192 .062 .074 .089
.3 .193 .071 .211 .068 .069 .087
.5 .225 .070 .227 .072 .067 .085
.7 .278 .078 .251 .072 .072 .086
.9 .378 .108 .298 .057 .086 .095
.95 .386 .112 .295 .048 .082 .092
.99 .354 .107 .267 .043 .078 .085
1.00 .356 .109 .266 .044 .081 .087
¨ DGP: yt = β1 +β2t+ut,u t = ρut−1 +et +θet−1, {et} are i.i.d. N(0,1),u 0 =
0,e 0 =0 ; Rejection probabilities were computed by using asymptotic 10% critical
values (from Table 2); 10,000 replications were performed for each ARMA(1,1)
speciﬁcation.
40TABLE 4. Empirical Null Hypothesis Rejection Probabilities ¨
(10% Nominal Level, T =1 0 0 )
PLR PLRBG − Daniell
θ ρ HAC HACPW PARM b=0 .02 b =0 .12 b =0 .22
-.8 -.5 .000 .003 .026 .000 .077 .074
-.3 .000 .001 .019 .000 .076 .079
.0 .001 .001 .017 .000 .073 .082
.3 .003 .001 .015 .000 .071 .083
.5 .007 .005 .016 .001 .070 .085
.7 .038 .045 .035 .019 .079 .090
.9 .279 .272 .285 .157 .140 .119
.95 .386 .379 .379 .209 .182 .140
.99 .366 .364 .347 .182 .177 .137
1.00 .337 .333 .319 .167 .163 .126
-.4 -.5 .059 .062 .087 .020 .102 .099
-.3 .063 .057 .084 .021 .102 .098
.0 .070 .061 .082 .028 .100 .097
.3 .089 .098 .082 .051 .097 .098
.5 .148 .139 .155 .080 .097 .097
.7 .222 .207 .204 .116 .095 .097
.9 .327 .333 .263 .124 .111 .104
.95 .356 .367 .279 .108 .116 .109
.99 .316 .319 .244 .077 .104 .098
1.00 .302 .307 .236 .075 .102 .098
.0 -.5 .103 .116 .117 .063 .102 .098
-.3 .100 .115 .109 .061 .102 .098
.0 .112 .116 .109 .065 .097 .097
.3 .150 .121 .138 .076 .092 .095
.5 .174 .125 .129 .086 .086 .094
.7 .207 .139 .143 .096 .082 .092
.9 .296 .181 .187 .088 .092 .095
.95 .337 .202 .208 .073 .097 .097
.99 .310 .187 .191 .054 .087 .088
1.00 .301 .180 .185 .053 .086 .088
.4 −.5 .108 .125 .103 .067 .099 .098
−.3 .118 .110 .126 .063 .096 .097
.0 .136 .090 .122 .062 .092 .095
.3 .158 .074 .135 .070 .085 .093
.5 .179 .068 .153 .077 .080 .093
.7 .215 .069 .171 .085 .076 .089
.9 .311 .089 .219 .080 .086 .092
.95 .364 .111 .237 .065 .090 .093
.99 .338 .113 .217 .048 .082 .088
1.00 .333 .109 .208 .047 .080 .086
.8 -.5 .119 .091 .135 .058 .095 .096
-.3 .130 .077 .146 .055 .093 .096
.0 .144 .065 .159 .057 .089 .094
.3 .163 .059 .170 .066 .083 .094
.5 .185 .054 .176 .074 .078 .092
.7 .220 .052 .192 .081 .075 .089
.9 .324 .070 .239 .078 .084 .091
.95 .376 .089 .255 .063 .089 .092
.99 .351 .092 .233 .047 .080 .086
1.00 .344 .090 .223 .046 .079 .085
¨ DGP: yt = β1 +β2t+ut,u t = ρut−1 +et +θet−1, {et} are i.i.d. N(0,1),u 0 =
0,e 0 =0 ;Rejection probabilities were computed by using asymptotic 10% critical
values (from Table 2); 10,000 replications were performed for each ARMA(1,1)
speciﬁcation.
41TABLE 5. Empirical Null Hypothesis Rejection Probabilities ¨
(10% Nominal Level, T =2 0 0 )
PLR PLRBG − Daniell
θ ρ HAC HACPW PARM b=0 .02 b =0 .12 b =0 .22
-.8 -.5 .000 .002 .013 .003 .095 .084
-.3 .001 .001 .011 .003 .094 .089
.0 .001 .000 .011 .002 .093 .092
.3 .003 .001 .014 .004 .091 .093
.5 .006 .003 .016 .009 .089 .094
.7 .031 .035 .029 .033 .089 .095
.9 .287 .280 .290 .178 .116 .103
.95 .416 .425 .371 .246 .150 .117
.99 .449 .472 .378 .219 .176 .132
1.00 .384 .404 .329 .183 .163 .122
-.4 -.5 .056 .058 .078 .068 .098 .097
-.3 .059 .053 .075 .067 .099 .096
.0 .066 .055 .072 .069 .097 .097
.3 .079 .087 .073 .075 .096 .096
.5 .134 .126 .143 .084 .093 .094
.7 .186 .191 .167 .106 .089 .094
.9 .269 .316 .201 .127 .089 .093
.95 .325 .374 .230 .112 .098 .099
.99 .343 .378 .240 .079 .104 .101
1.00 .314 .339 .222 .064 .094 .092
.0 -.5 .093 .106 .105 .086 .097 .096
-.3 .092 .105 .105 .083 .097 .096
.0 .102 .106 .101 .078 .095 .095
.3 .132 .108 .109 .075 .091 .094
.5 .147 .110 .111 .078 .087 .093
.7 .167 .114 .117 .088 .081 .091
.9 .237 .145 .147 .094 .077 .089
.95 .296 .174 .178 .083 .086 .093
.99 .331 .195 .198 .061 .093 .094
1.00 .307 .184 .188 .050 .084 .086
.4 −.5 .098 .113 .095 .080 .095 .096
−.3 .108 .099 .114 .077 .094 .095
.0 .121 .076 .103 .070 .092 .094
.3 .136 .061 .121 .068 .088 .093
.5 .147 .054 .131 .070 .083 .092
.7 .171 .047 .140 .080 .078 .090
.9 .249 .052 .171 .087 .074 .086
.95 .317 .073 .202 .078 .082 .092
.99 .368 .104 .213 .057 .089 .092
1.00 .339 .105 .203 .046 .081 .085
.8 -.5 .111 .079 .117 .074 .093 .095
-.3 .116 .063 .126 .070 .093 .095
.0 .125 .059 .133 .067 .090 .093
.3 .137 .052 .140 .065 .087 .092
.5 .150 .044 .146 .068 .083 .092
.7 .173 .035 .156 .076 .078 .089
.9 .258 .037 .188 .086 .073 .086
.95 .329 .053 .221 .077 .081 .091
.99 .381 .086 .231 .055 .089 .091
1.00 .352 .086 .220 .045 .081 .085
¨ DGP: yt = β1 +β2t+ut,u t = ρut−1 +et +θet−1, {et} are i.i.d. N(0,1),u 0 =
0,e 0 =0 ; Rejection probabilities were computed by using asymptotic 10% critical
values (from Table 2); 10,000 replications were performed for each ARMA(1,1)
speciﬁcation.
42New England: Mideast: Great Lakes: Plains: Southeast: Southwest: Rocky Mountains:           Farwest:
Connecticut Delaware Illinois Iowa Alabama Arizona Colorado           Alaska
Maine Dist. of Columbia Indiana Kansas Arkansas New Mexico Idaho           California
Massachusetts Maryland Michigan Minnesota Florida Oklahoma Montana           Hawaii
New Hampshire New Jersey Ohio Missouri Georgia Texas Utah           Nevada
Rhode Island New York Wisconsin Nebraska Kentucky Wyoming           Oregon







TABLE 6.  The Distribution of US States in Eight Regions, as defined by the Bureau of Economic Analysis
 43TABLE 7.  Empirical tests of US regional convergence using the model, yt = β1 + β2t + ut
β1 β2 β1 β2 β1 β2 β1 β2 β1 β2 β1 β2 β1 β2 β1 β2
tJ - Dan (b = 0.02) 0.000 0.000 0.000 -0.000 4.631 -0.621 -2.719 0.080 -0.000 0.000 -0.048 0.000 -0.122 -0.004 2.719 -0.049
tBG - Dan (b = 0.16) 0.701 0.035 3.696 -0.015 7.698 -1.358 -4.318 0.193 -5.090 0.016 -3.069 0.044 -1.293 -0.601 10.079 -0.263
tJ - Dan (b = 0.02) 0.000 0.000 0.002 -0.000 6.670 -1.528 -3.747 0.177 -0.000 0.000 -0.185 0.000 -0.272 -0.028 5.379 -0.266
tBG - Dan (b = 0.16) 0.756 0.097 3.952 -0.036 7.957 -2.116 -4.428 0.271 -5.707 0.073 -3.262 0.100 -1.327 -0.851 10.759 -0.630
tJ - Dan (b = 0.02) 0.000 0.000 0.009 -0.000 8.305 -2.881 -4.543 0.310 -0.000 0.000 -0.415 0.005 -0.440 -0.113 8.106 -0.870
tBG - Dan (b = 0.16) 0.788 0.191 4.101 -0.065 8.104 -2.841 -4.490 0.339 -6.080 0.201 -3.374 0.173 -1.346 -1.072 11.155 -1.126
PLRBG - Dan (b = 0.02)
2% PLRBG - Dan (b = 0.12)
PLRBG - Dan (b = 0.22)
PLRBG - Dan (b = 0.02)
5% PLRBG - Dan (b = 0.12)
PLRBG - Dan (b = 0.22)
PLRBG - Dan (b = 0.02)
10% PLRBG - Dan (b = 0.12)
PLRBG - Dan (b = 0.22)
J
BG
Notes: Bold entries indicate significance at the level given in the left-most column. For unit root tests J and BG, "##", and "#" are used to indicate significance at 10% and 15% levels
respectively. Critical values used in carrying out the joint tests can be found in Table 2. t J and t BG test statistics are reported to 3 decimal places. t J and t BG are unit root robust tests
and they are implemented using the Daniell kernel and the bandwidth values as recommended by Bunzel and Vogelsang (2003). The critical values necessary for carrying out these tests





Occuring Convergence Occuring Convergence Convergence
0.01332 0.01165 0.00585 0.00445
#
16.592 10.635   1.341
## 1.179
## 19.283 4.954 2.951
28.95 0.959 0.000 71.84 0.000 0.200 61.56 0.419




20.06 0.789 0.000 58.27
0.000
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Tests of H0: βi = 0
Joint Tests:
Unit Root Tests:
-0.364 0.00547 0.0442 0.00193
26.80 0.920














































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 29.  All U.S. Regions
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