Abstract-This paper considers the problem of covering an arbitrary point pattern-a set of λT points in the interval [0, T ]-with a subset of [0, T ] that is drawn from a predefined codebook. The subset is required to contain either all or a certain proportion of the points in the pattern, depending on the problem setting. Also, all subsets in this codebook must have Lebesgue measure not exceeding dT where d ≤ 1 is a given constant. The problem of interest here is to find the trade-off between d and the size of the codebook. We find this trade-off asymptotically as T goes to infinity. When the subset is required to cover all the points, the answer turns out to be the same as in the case where the points were randomly generated by a Poisson process of intensity λ, the latter being obtained in an earlier work.
I. INTRODUCTION
Consider a source that generates a "point pattern" xa finite subset of the interval [0, T ]. After observing x, we draw a "covering set"-a subset X of [0, T ] which must contain x-from a beforehand-prepared codebook of such subsets. Clearly there is a trade-off between the size of the codebook and the sizes (i.e., Lebesgue measures) of the covering sets in the codebook.
This trade-off was first considered in [1] in the flavor of a continuous-time rate-distortion problem. Here the rate R is defined as the logarithm of the size of the codebook divided by T , and the distortion d is defined as the expected Lebesgue measure of the covering set divided by T , provided that it covers all the points in the pattern. Unlike previous works on rate-distortion problems for point processes (mostly Poisson processes) [2] - [6] , this new model makes reconstruction in a space different from that of the source. Indeed, the source is a finite subset of [0, T ], while the reconstruction set is in general uncountably infinite and has a positive Lebesgue measure. Despite this asymmetry, this model turns out to be very natural in that it has a simple solution, and that it is closely related to the Poisson channel [7] .
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• provides a closed-form expression of the ratedistortion function when the source is a homogeneous Poisson process of intensity λ:
• shows that the rate-distortion function for any other random source generating no more than λ points per second is at most R Pois (d, λ); • shows that R Pois (d, λ) is achievable in the adversarial setting where the source is arbitrary, containing no more than λ points per second, and where the codebook could be random; and • extends all the above results to the Wyner-Ziv setting [8] where the reconstructor knows some of the points in the source.
One open question from [1] is in the adversarial setting: how many random bits are needed to generate the random codebook in order to cover adversarial point patterns of λT points? In the present work we answer this question and show that we do not need any random bits at all: a deterministic codebook of size 2 R Pois (d,λ)+ , with any > 0, is sufficient to cover all size-λT point patterns. We formulate and prove this result in Section II. In Section II we also provide a self-contained converse proof for the adversarial setting which is entirely different from the converse proof for Poisson sources provided in [1] . This converse proof is based on a very simple nonasymptotic lower bound on the codebook size. Both the achievability and the converse proofs employ some ideas present in Goblick's thesis [9] and Wyner's paper on covering of the unit n-square [10] , but they also contain some new elements. Our result gives further validation to the fact commented upon in [1] : the Poisson process is the most difficult to cover.
We also consider the problem where only a proportion of the points in the source must be covered, and derive an expression on the minimum required rate. Namely, if only b ∈ (d, 1] proportion of the points in the pattern are to be covered, then the minimum possible as well as achievable rate is λD 2 (b d), where
(2) is the relative entropy between the two Bernoulli distributions with parameters p and q, respectively. This part is a generalization of the problem in Section II and is discussed in Section III.
II. COVERING ALL POINTS
We now formulate the covering-arbitrary-pointpatterns problem. Let P(λ, T ) denote the set of point patterns on [0, T ] that contain no more than λT points:
Given d ∈ (0, 1], let the codebook C consist of subsets of [0, T ] of Lebesgue measures not exceeding dT :
where µ(·) denotes the Lebesgue measure on R. The codebook C is called λ-covering if every point pattern in P(λ, T ) is covered by at least one codeword in C, i.e., if
Our first result is the following:
The proof of the achievability part of Theorem 1 combines the idea of dividing the interval [0, T ] into small parts as in [1] with the random covering idea as in [9] , [10] (see also [11] ) and is given in Section II-A. The converse part of Theorem 1 can follow directly from [1, Theorem 1]. However, we give an entirely new proof to this converse which, unlike [1, Theorem 1], does not rely on any special property of the Lebesgue measure, and is hence applicable to covering point patterns on general measurable spaces. In the new proof we derive a nonasymptotic lower bound on the codebook size (Proposition 1) which does not follow from [1] .
A. Proof of Theorem 1-Achievability
We show existence of a λ-covering codebook by probabilistic methods (see [11] ).
Like [1] , we partition the interval [0, T ] into T /∆ parts of equal size ∆. 2 The parts are namely
Since every point pattern in P(λ, T ) is covered by the union of at most λT parts in I ∆ , we now reduce the problem of covering elements of P(λ, T ) to the problem of covering all subsets of I ∆ of size λT . 3 We randomly generate a size-M codebook C ⊆ {X ⊆ [0, T ] : µ(X ) = dT } in the following way: each covering set X ∈ C is the union of dT /∆ parts picked uniformly from I ∆ and is chosen independently of the other covering sets in C.
Fix
The probability that a covering set randomly chosen as above covers x ∆ is
Since all M covering sets in C are chosen independently, the probability that no element in C covers
which is upper-bounded by
as 1 − a ≤ e −a for all a ∈ R. We next upper-bound the probability that there exists at least one λT -subset of I ∆ that is not covered by any element in C. To this end, we use the union bound and the fact that the total number of λT -subsets of I ∆ is
These yield that the probability of interest is upperbounded by
If (13) is less than one, then there must exist a deterministic C that is λ-covering. The condition (13) being less than one is equivalent to
We next apply the bound (see, e.g., [12] )
where H 2 (·) denotes the binary entropy function:
We obtain that (14) holds whenever
Letting T increase to infinity we obtain that a sequence of λ-covering codebooks of size M T exists if
Since the RHS of (18) is achievable in the limit as T goes to infinity for every positive ∆, so must be its infimum over ∆. This infimum is
This proves the achievability part of Theorem 1. Remark 1: A stronger version of Theorem 1 is true: almost all codebooks generated by the random choice are λ-covering if we discount a little in the trade-off between rate and distortion (where th3 loss goes to 0 as T goes to infinity). Indeed, if we require (13) to be less than some positive constant , then with probability at least 1 − the codebook C is λ-covering. For any positive this adds only a term of 1 T log log(1/ ) to the RHS of (17), which goes to 0 as T goes to infinity.
B. Proof of Theorem 1-Converse
We prove the following nonasymptotic lower bound on |C|, and then the converse part of Theorem 1 follows immediately:
Proposition 1: Any λ-covering codebook C on [0, T ] whose codewords have Lebesgue measures not exceeding dT must satisfy
Proof: We first observe the following relation between P(λ, T ) and the λT -dimensional hypercube [0, T ] ×{1,...,λT } : every point in [0, T ] ×{1,...,λT } can be mapped to a point pattern in P(λ, T ) by collecting all its coordinates. (Note that a point with two or more identical coordinates is mapped to a point pattern with less than λT points.) We further observe that a point in [0, T ] ×{1,...,λT } is contained in X ×{1,...,λT } with X ⊆ [0, T ] if, and only if, all its coordinates lie in X , i.e., if the point pattern it maps to is covered by X . The codebook C being λ-covering is hence equivalent to
Since by assumption µ(X ) ≤ dT for all X ∈ C, we know that the volume of each term inside the union in (21) is at most (dT ) λT . On the other hand, the hypercube on the RHS of (21) has volume T λT . Hence, for (21) to hold, we need
III. COVERING SOME POINTS Let us now generalize the notion of "covering". What if, instead of all the λT points, the codeword is only required to cover a proportion b of these points? We formulate this problem as follows.
Let the set of point patterns P(λ, T ) be as in (3) and the codebook C be as in (4) . Fix b ∈ [0, 1]. We say a pattern x is b-covered by a covering set X if
A codebook C is said to be (λ, b)-covering if
Generalizing Theorem 1, we have the following theorem:
where
Not surprisingly, when we let b = 1, the RHS of (26) becomes the RHS of (7). Also note that
so covering a proportion b of every pattern containing λT points is easier than covering every pattern containing bλT points. The proof of Theorem 2 is a generalization of that of Theorem 1, and is given below.
A. Proof of Theorem 2-Achievability
We partition the interval [0, T ] into parts of size ∆ as in (8) . We then randomly generate a size-M codebook C by choosing each covering set as the union of dT /∆ parts picked uniformly in I ∆ independently of the other covering sets in the codebook.
Fix a point pattern x ∈ P(λ, T ) with |x| = λT . 4 We map x to a multiset x ∆ from I ∆ in the following way: for each point in x, add the (unique) part in I ∆ which contains this point to x ∆ . Hence each part in I ∆ appears in x ∆ as many times as the number of points in x that lie in this part. (Note that, unlike in the covering-all-points case, now we must take into account the repetitions of parts in x ∆ , namely, we must keep track of the number of points inside each occupied part. This is because missing at most k occupied parts does not imply missing at most k points in the pattern.) Now a covering set X bcovers x if, and only if, it b-covers x ∆ , i.e., if it covers at least bλT elements of x ∆ . Further, a codebook generated as above is b-covering if, and only if, it b-covers all size-λT multisets from I ∆ . We first consider the case where the elements of x ∆ are all different from each other. In this case, the total number of covering sets that are of Lebesgue measure dT , that are unions of parts in I ∆ , and that can b-cover x ∆ is given by
We next show that, even if x contains repetitions, the total number of different codewords that b-cover x ∆ is at least
To this end, let y ∆ be any size-λT subset of I ∆ without repetitions which contains all the elements that are in x ∆ . Consider any covering setX that covers i elements in y ∆ . We produce another (λT − 1) covering sets in the following way: we fix the parts inX that lie outside y ∆ , and cyclically shift the parts inX that lie inside y ∆ . For example, for a covering set that contains (only) the first and third parts in y ∆ , we first shift it to one which contains the second and fourth parts in y ∆ , then shift it to one which contains the third and fifth parts in y ∆ , etc. Each one of these λT covering sets (including the original one) covers i elements in y ∆ . (Note, however, that some of these λT covering sets might be the same.) If we uniformly pick one from these λT covering sets, then the probability that each part in y ∆ , as well as each part in x ∆ , be covered is equal to i/(λT ). This further implies that the expected number of covered parts in x ∆ equals i. Hence at least one of these λT covering sets will cover no less than i parts in x ∆ (repetitions counted). In particular, if i ≥ bλT , then this covering set b-covers x ∆ . We have thus shown that at least a proportion of 1/(λT ) of all covering sets which b-cover y ∆ will also b-cover x ∆ . Since, by assumption, y ∆ contains no repetitions, the number of covering sets that b-covers y ∆ is given by (28). This implies that the number of different covering sets which cover x ∆ is at least (29).
We now obtain that the probability that a uniformly chosen covering set will b-cover x ∆ , where x ∆ is any size-λT multiset from I ∆ , is at least
Since the covering sets in C are chosen independently, we further have that the probability that no element of C will b-cover x ∆ is at most
We next upper-bound the probability that there exists at least one size-λT multiset from I ∆ that is not covered by any element of C. To this end, we use the union bound and the fact that the total number of such multisets is
These yield that the probability that there exists a multiset that is not covered by any element of C is at most
(34) where i can be any integer between bλT and λT . If (34) is less than one, then there must exist at least one deterministic codebook that b-covers all multisets, and hence all size-λT point patterns. That (34) be less than one is equivalent to
The union (41) can also be written as the union of nonoverlapping regions as follows:
λT i=bλT s⊆{1,...,λT } : |s|=i X ×s × ([0, T ] \ X ) ×({1,...,λT }\s) .
(42) We now know that, for C to be (λ, b)-covering, the union of (42) over all X ∈ C must cover the whole hypercube of [0, T ] ×{1,...,λT } (except perhaps for the subset containing points with identical coordinates, whose Lebesgue measure is zero). Next note that the volume of (42) is at most 
where in the second inequality we used (15 
Combining (49) with (51) and letting T increase to infinity proves the converse part of Theorem 2.
