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Abstract
We formulate and study analytically and computationally two families of piecewise
linear degree one circle maps. These families offer the rare advantage of being non-trivial
but essentially solvable models for the phenomenon of mode-locking and the quasi-periodic
transition to chaos. For instance, for these families, we obtain complete solutions to
several questions still largely unanswered for families of smooth circle maps. Our main
results describe (1) the sets of maps in these families having some prescribed rotation
interval; (2) the boundaries between zero and positive topological entropy and between
zero length and non-zero length rotation interval; and (3) the structure and bifurcations of
the attractors in one of these families. We discuss the interpretation of these maps as low-
order spline approximations to the classic “sine-circle” map and examine more generally
the implications of our results for the case of smooth circle maps. We also mention a
possible connection to recent experiments on models of a driven Josephson junction.
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1. Introduction.
The phenomenon of “mode locking”, in which two (or more) coupled nonlinear oscil-
lators having in general irrationally related (“incommensurate”) intrinsic frequencies lock
into a periodic motion involving a rational (“commensurate”) ratio of their actual frequen-
cies, has been observed and studied experimentally at least since the time of Huyghens
[Hu], who discovered that two pendulum clocks mounted on a common wall tended to
“synchronize” their motions, so that both their frequencies and phases became “locked”
together. Physical systems ranging from convecting fluids [SHL],[MSE] through nonlinear
electrical conductors [MM, BBJ] to chemical reactions [MS] have been shown experimen-
tally to exhibit not only synchronization (1:1 mode locking) but also mode locking into
many other rational ratios (“p:q mode locking,” for general integers p and q). Further,
although one is generally interested in mode-locking in the temporal behavior (i.e., the dy-
namics) of coupled oscillators, analogous phenomena can occur in the spatial structure of
certain solids in which interactions with two different length scales compete [Bak], [BBr],
[BrB].
In the biological realm, mode locking is both widespread and of considerable impor-
tance to life processes. Already in the early stages of the modern development of nonlinear
dynamics, the human heart was modeled as a nonlinear dynamical system [VdPVdM],
and the problem of mode locking in the context of cardiac arrhythmias was studied in
one of the central rigorous works on nonlinear dynamics (see [Ar2] for a report of this
early work). Since then mode locking has been shown to be nearly ubiquitous in biological
systems, occurring for instance (in addition to cardiac arrhythmias [PG], [Gl], [GB]) in
the firings of neurons, in animal gaits, and in the coupling of breathing and locomotion
(for a concise elementary introduction and references, see [StSt], and for more detailed
accounts and references, see [St], [GM], [Wi]). It is thus not surprising that attempts to
develop a detailed, quantitative understanding of mode locking – and of the associated
“quasiperiodic transition to chaos” [FKS],[JBB1],[JBB2], [ORSS] – have played a central
role in modern nonlinear dynamics and chaos theory. Many of the applications to phys-
ical and biological systems have focused on what is perhaps the simplest model of mode
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locking: continuous mappings of the circle onto itself. First introduced by Poincare´ in his
efforts to model the motion of trajectories on tori, orientation-preserving homeomorphisms
and diffeomorphisms of the circle continue to attract the attention of mathematicians both
as interesting and challenging dynamical systems in their own right and in their original
context as Poincare´ maps induced by non-singular flow on the two-dimensional torus [De],
[Ar], [He]. More recently, families of circle endomorphisms which are deformations of ro-
tations have appeared as approximate models for the transition to chaos (as defined, for
instance, as the transition from zero to positive topological entropy) in flows in 3-spaces
where tori supporting non-singular flows become wrinkled and then destroyed as some
parameters are varied (see, e.g., [CTA], [Boyl], [MaT] and references therein).
The classic example of a circle endomorphism is the so-called standard circle or sine-
circle map, defined by the two-parameter family :
fa,b : θ 7→ (θ + a+
b
2π
· sin(2πθ))1 ,
with (a, b) ∈ [0, 1[×IR+, and where we have used the notation:
(z)n
def
= z mod n .
The two parameters in fa,b correspond to the non-linearity (b) and the bare mean rotation
speed (a), i.e., the mean speed at which the map winds around the circle in the absence
of nonlinearity. In the natural science context of coupled oscillators, the two parameters
correspond to the strength of the coupling (the forcing of the oscillators on each other)
and the ratio of the individual frequencies of the two oscillators, respectively. Note that
the mean rotation speed emerges as a property of the map, and one can generally control
only the bare mean rotation speed.
More generally, one would like to understand the dynamics of maps, organized for
instance in two-parameter families of the form
ga,b : θ 7→ (θ + a+ hb(θ))1 ,
where hb is a one parameter family of maps on the unit interval for which 0 and 1 are
fixed points (see [GTr] for a review). Whenever hb is a family of smooth maps, the
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description of the family ga,b becomes a very difficult problem, many aspects of which are
still beyond our analytic grasp, despite important recent progress (see, e.g., [Me], [EKT]
and references therein). Although computational simulations and heuristic calculations
can in many cases provide considerable insight, one naturally seeks a more tractable class
of models from which to draw analytic guidance. In this regard, it is useful to recall our
experience with the extensively analyzed one-parameter endomorphisms of the interval.
Here, the paradigm is the quadratic family, exemplified by the familiar “logistic map”,
fr : x 7→ rx(1− x).
Many of the results which are quite difficult in the context of the logistic map can be fairly
easily established if one considers the case of piecewise linear maps: the tent map and the
trapezoidal map are the two simplest examples, but higher-order piecewise linear maps
(such as the “house” map [Ga2], [HC]) have also been studied.
Following these clues, we will focus our present study to the case in which hb is
piecewise linear, so that our circle map has what one might call a “sawtooth” form. We
stress, of course, that even for piecewise linear circle maps, as in the case of maps on
the interval, a number of questions remain deep, difficult, and open. Moreover, in the
cases of both interval and circle maps, piecewise linear maps contain “pathologies,” in
the sense that some aspects of their dynamics and bifurcation structure are different from
what happens in the smooth case. Many of these pathologies are intimately related to the
(easy) solvability of some questions. Nonetheless, as we shall establish, one can readily
gain nearly complete analytic insight into the bifurcation structure of piecewise linear
circle maps. Further, this insight is such that many of our results admit rather easy
proofs (although not all of them were that easy to find), and methods are most often
elementary. Thus a second important feature of these piecewise linear maps is that they
provide excellent pedagogical examples allowing non-specialists to gain insight into what
physicists would call a non-trivial, solvable model for the quasi-periodic transition to chaos.
This has motivated us to try to keep the bulk of the paper accessible to non-specialists
(and, in particular, non-mathematicians). That the paper is accessible does not mean that
it is easy reading, since for compactness and precision, most of our article is couched in
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mathematical terminology. Hence non-mathematicians will likely wish to refer to Appendix
A, which provides the essential definitions and background material, before commencing
the body of the article; let us also mention [MSt] as a recent general reference on one-
dimensional dynamics. A third motivation for our study was the possibility that detailed
examination of the piecewise linear models might lead to novel conjectures or suggest
methods of proof for broader classes of maps, including the smooth case. Indeed, as we
discuss below, this possibility has already been realized, and several new results on the
smooth have been stimulated by results obtained in this study. (see, e.g., [EKT],[GMT]).
The present article is the sequel to the announcement made in [UTGC], which was
itself in turn motivated by an unpublished manuscript by two of us (D.K.C. and D.J.U.),
dealing mainly with invertible maps. In outline, we have organized the remainder of the
paper as follows (refer to Appendix A for definitions of the few technical terms used here).
In §2, we describe the two types of piecewise linear maps we consider, the tip maps and
the plateau maps (cf Figure 1). In §3, we organize these maps in parametrized families.
We argue that both the tip maps and the plateau maps are most naturally organized in
three-parameter families, which we slice into two-parameter families for the ease of the
discussion, to permit clearer graphical illustrations, and for purposes of comparison with
the standard circle map. In §4, we associate to any map f a pair of monotone maps
useful in the study of f . In §5, we define subsets of the parameter spaces, subsets whose
descriptions amount to capturing some essential aspects of the bifurcation structure. In §6,
we give some general results, counter-parts of known results for smooth families. In §7, we
describe the bifurcation structure for invertible maps and for monotone but non-invertible
maps. In §8, we describe the sets of maps with a given rotation interval. In §9, we assemble
all our main results on the topology and geometry of the boundaries of topological chaos
(meaning positive topological entropy) and rotational chaos (meaning the rotation interval
has non-zero length). These results rely on some specific properties of tip maps proved
in §10, including aspects of the dynamics of tip maps and their bifurcation structure,
primarily involving periodic attractors and related questions. Finally, in §11, we present
some general conclusions, open problems, and a discussion of possible physical realizations
of these piecewise-linear maps. In Appendix A, we have assembled some definitions and
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classic background material on subjects including degree, lift, rotation number and rotation
interval with their basic properties, Denjoy theory, and topological entropy. Appendix B
also contains (some more advanced) background material for the main text. It describes
stunted families (see also [BMT], [DGMT] and references therein) and concludes with a
new result for such families, which is used in §9. Appendix C explains how to compute
the boundaries of some of the regions described in §5. Appendix D describes numerical
computations about the likelihood of irrational rotation number for invertible maps. These
computations provide support for a conjectured result for which we mistakenly thought we
had a proof in [UTGC]: interestingly enough, the numerical evidence was gathered only
after we realized our proof was faulty.
Throughout the main text and the appendices, all fractions will be written in lowest
order terms, except where otherwise specified. The theorems in the main text carry a
number and a name which is an abstract of their content: they are original (to the best
of our knowledge), except where otherwise specified. Some theorems are strictly speaking
new, but their proofs are merely rewritten versions of similar proofs for smooth maps: this
is acknowledged on each occasion . The reason we include these proofs is that the original
proofs are not only scattered throughout the literature but are also often published in
papers substantially more technical than the present one. The theorems in the appendices
carry an uppercase letter or the name of their author: they are (well) known, unless
we indicate otherwise. Most technical words appear first (except in this introduction) in
italicized form, followed by their definition or endowed with a subscript which refers to a
section of an appendix in which the definition is given. Finally, we note that on occasion
we will quote later theorems in the proofs of earlier ones; this is done from continuity and
clarity in the presentation. The essence of the problem being nonlinear, one could hardly
expect a totally linear exposition to be adequate !
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2. The maps.
We use the term circle map to denote for short, a continuous map from the circle
TT = IR/ZZ – we use the standard notation in which IR denotes the set of real numbers
and ZZ the integers– to itself which has degree oneA−1. In this paper, we consider two
specific classes of piecewise-linear, degree-one circle maps, whose typical graphs are shown
in Figure 1. In this figure, as well as often in later discussions, we freely identify circle maps
with maps on the unit interval with periodic boundary conditions. Thus the derivative of
a map can be thought of in an elementary sense, without reference to the smooth manifold
structure of the circle.
The first class we shall study are the tip maps (the sawtooth maps with sharp teeth),
a terminology whose motivation will become apparent when we introduce the second class.
The tip maps are defined by the following piecewise linear forms:
tΩ,S;δ(x) =


(Sx+ Ω)1 if 0 ≤ x ≤
1− δ
2
,
(s(x−
1
2
) +
1
2
+ Ω)1 if
1− δ
2
≤ x ≤
1 + δ
2
,
(S(x− 1) + Ω + 1)1 if
1 + δ
2
≤ x ≤ 1 ,
where the small slope s is given by s = [1−S(1−δ)]δ < S, and S ≥ 1 is the large slope.
We shall denote by Iδ the interval [
1−δ
2
, 1+δ
2
] where the slope is s. Figures 1 a-c display
graphs of tip maps for three sets of parameter values. Notice that the tip maps depend on
three parameters: the bare frequency parameter, Ω (corresponding to the parameter a in the
usual parametrization of the standard family), the large slope parameter, S (corresponding
to the strength of the nonlinear coupling b in the standard family), and a parameter δ,
which determines the width of the piece with slope s. The tip map (thought of as being
deformed from a rotation) becomes non-invertible when the small slope crosses zero (from
above); when this small slope is exactly zero, the map is termed critical and the value of
the large slope at criticality is Sc(δ) =
1
(1−δ) , so that δ =
Sc(δ)−1
Sc(δ)
. Recall that the standard
circle map (and more generally a smooth circle map) is critical when it is monotonic but
has zero derivative at (at least) one point. We shall denote by Tω,S;δ, with (ω)1 = Ω, a
liftA−1 of tΩ,S;δ.
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The second class we call the plateau maps. These maps are defined by
pΩ,U;δ(x) =


(Scx+ Ω)1 if 0 ≤ x ≤
1− δ
2
+
H
Sc
,
(
1
2
+H + Ω)1 if
1− δ
2
+
H
Sc
≤ x ≤
1
2
−
H
Sc
,
(Sc(
1
2
− x) +
1
2
+ Ω)1 if
1
2
H
Sc
≤ x ≤
1
2
+
H
Sc
,
(
1
2
−H + Ω)1 if
1
2
+
H
Sc
≤ x ≤
1 + δ
2
−
H
Sc
,
(Sc(x− 1) + 1 + Ω)1 if
1 + δ
2
−
H
Sc
≤ x ≤ 1 ,
for U ≥ Sc = Sc(δ), with H = U − Sc, and by pΩ,U;δ = tΩ,U;δ for U ≤ Sc. The maximum
value of H is Hmax(δ) =
Scδ
4
. Figures 1 a,b,d illustrate three members of this family. Set
Umax = Sc +Hmax; the graph of pΩ,U;δ for Sc ≤ U ≤ Umax is obtained from the graph of
pΩ,Umax;δ by cutting with two horizontal lines. We shall denote by Pω,U;δ, with (ω)1 = Ω,
a lift of pΩ,U;δ.
3. Parameter spaces.
We first choose the parameter space for the maps tΩ,S;δ:
- clearly Ω can be thought of as an element of TT , or of [0, 1),
- since s > 1 (and s > S) when S < 1, S can be chosen in [1,+∞), - since we want to
consider only continuous maps, we have to take δ in [0, 1).
Notice then that S has to be equal to 1 when δ = 0, and that s = 1 when S = 1,
so that the value of δ is irrelevant when S = 1. It follows that the value 0 of δ can be
omitted. In formal mathematical notation, we introduce the equivalence relation ∼ on
TT × [1,+∞) × (0, 1), defined by (α, 1, δ1) ∼ (α, 1, δ2) for all δ1 and δ2, and by equality
when the second coordinate of the triplet is other than 1. Then the parameter space for
the tip maps can be described as
P ′t = (TT × {1} × {0} ⊔ TT × [1,+∞)× (0, 1))/ ∼ ,
where the symbol ⊔ stands for disjoint union. However, we find it more convenient to
forget the quotient operation, and consider the parameter space
Pt = TT × {1} × {0} ⊔ TT × [1,+∞)× (0, 1) .
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We shall study the bifurcations and aspects of the dynamics throughout Pt, by splitting
this 3-dimensional space into disjoint cylinders δ = constant (see Figure 2). Other 2-
dimensional subspaces of Pt are worth noticing, and we now list some of them:
- the critical surface S = Sc(δ) =
1
1−δ is the locus of parameter triples corresponding to
critical maps. It is the disjoint union of the critical lines in the cylinders δ = constant.
- The surface S = 1
1−2δ
, where S = −s: this surface is everywhere supercritical, except at
S = 1, and the topological entropyA−4 there is trivially equal to log(S).
- The surface δ = 12 , to which the previous one is asymptotic as S → ∞, and was the
subject of some numerical studies reported in [YH] and [UC]. As discussed in [UC], the
case δ = 12 arises naturally for the two-slope case when one is considering successive n-
slope piecewise linear approximations – i.e., linear splines – to the standard family of circle
maps.
- The surface Ω = 0 is studied in [AM2]: these authors reparametrize the part of this surface
above its critical line by S and σ = −s (with our notations), and show among other things
that the entropy strictly increases with either S or σ, the other parameter being kept fixed.
For related results, see for instance [MV], [Ga], [GaT], [GMT] and references therein.
The parameter space Pt has universal cover
Pt = IR× [1,+∞)× (0, 1) ,
with fundamental domain
[0, 1)× [1,+∞)× (0, 1) .
This fundamental domain is partitioned in slices [0, 1)× [1,+∞)× {δ} for δ ∈ (0, 1), and
we shall use such slices to draw several figures of this paper. In each slice, the line S = 1 is
called the rotation line, and as discussed previously, all rotation lines represent the same
set of maps, to wit the rigid rotations. Pt is also the parameter space for the lifts Tω,S;δ
of tip maps. For any δ ∈ [0, 1), we shall denote by Ft;δ the two-parameter family of lifts
Tω,S;δ. The parameter space Pp for the maps pΩ,S;δ coincides with Pt under and up to
the critical surface. Above this surface, U is limited to the range [Sc(δ), Sc(δ)+Hmax(δ)].
Hence
Pp = { (Ω, U, δ) |Ω ∈ TT , δ ∈ [0, 1) , U ∈ [1, Sc(δ) +Hmax(δ)]} .
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As for Pt, we shall study the bifurcations and aspects of the dynamics throughout Pp,
by splitting this 3-dimensional space into disjoint cylinders δ = constant. We did not
find any other 2dimensional subspaces of Pp worth noticing, but we remark that the one-
dimensional subspaces corresponding to fixed δ and Ω are stunted familiesB beyond the
critical point. The universal cover of Pp is
{ (ω, U, δ) |ω ∈ IR, U ∈ [1, Sc(δ) +Hmax(δ)], δ ∈ [0, 1)} ,
with fundamental domain
Pp = { (ω, U, δ) |ω ∈ [0, 1), U ∈ [1, Sc(δ) +Hmax(δ)], δ ∈ [0, 1)} .
This fundamental domain is partitioned in slices [0, 1) × [1, Sc(δ) + Hmax(δ)] × {δ} for
δ ∈ [0, 1) and, like for tip maps, we shall use such slices for drawing purposes. Pp is also
the parameter space for the lifts Pω,U;δ of plateau maps. For any δ ∈ [0, 1), we shall denote
by Fp;δ the two-parameter family of lifts Pω,U;δ. We have represented Pt and Pp in Figures
2 and 3.
4. Monotone bounds.
With the natural partial order on real maps (see Appendix A-2), the monotone bounds
of a real function F are the monotone upper bound F+, defined as the smallest monotone
function greater than or equal to F , and the monotone lower bound F−, defined as the
largest monotone function smaller than or equal to F : see Appendix A-2 for a review on
monotone bounds. All monotone bounds for the tip and plateau maps above or on the
critical line are critical maps of our families. More specifically, the circle maps obtained
by projecting the monotone bounds read:
t+Ω,S;δ(x) = tΩ+S−1−Sδ2 ,S;
S−1
S
((x−
S − 1− Sδ
2S
)1) ,
t−Ω,S;δ(x) = tΩ−S−1−Sδ2 ,S;
S−1
S
((x+
S − 1− Sδ
2S
)1) ,
and
p+Ω,U;δ(x) = tΩ+δ(U− 11−δ ),
1
1−δ ;δ
((x− U(1− δ) + 1)1) ,
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p−Ω,U;δ(x) = tΩ+δ(−U+ 11−δ ),
1
1−δ ;δ
((x+ U(1− δ)− 1)1) .
Remark. For the families of maps we consider in this paper, the critical maps, the
monotone bounds above the critical line, and the Fω’s of Theorem B in Appendix A-2, all
can be reinterpreted using the following construction when the rotation number is in (0, 1)
(see Figure 4 and [Ve1-Ve2]).
- Start with the unit square, and draw the first diagonal and the lines ∆0 : y = Sx and
∆1 : y = S(x− 1) + 1, for any S > 1.
- Choose any A ≤ 1
S
, and draw the square QA with corners (A,A) and (A+
S−1
S
, A+ S−1
S
).
- The pieces of ∆0 and ∆1 in QA can be completed to the graph of a critical circle map,
where the circle has length S−1
S
.
- Now, varying A monotonically, one gets a parametrization of either the critical maps
with slope S, one of the families of monotone bounds described previously, or the family
of the Fω’s of Theorem B for some map with the given S.
- Using the kneading theory of nicely orderedA−2 periodic orbits (see [STZ] and references
therein for a recent review of this centuries old subject [Be], [Ch], [Sm], [Ma], [MH]), one
can check that the A-interval corresponding to any rotation number of the form pq has
length (S−1)
2
S(Sq−1)
(see [Ve3] for details).
5. Some special sets in function and parameter space
Let C0(IR) be the space of continuous degree one lifts endowed with the sup norm.
Following [Boyl] and [MaT1] (which both extended to degree one circle maps some pieces
of the theory developed in [Ar] for homeomorphisms) for each real number ω we define
two subsets of C0(IR) as follows, where I(F ) denotes the rotation intervalA−2:
Aω = {F ∈ C
0(IR) |ω ∈ I(F )} ,
and
Lω = {F ∈ C
0(IR) | {ω} = I(F )} .
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It is easy to prove that both sets are path-connected for any ω ∈ IR. In words, Lω is the
subset in which there is a unique rotation number ω, whereas Aω is the set in which ω is
among the (many, possibly a continuum of) rotation numbers.
For δ ∈ [0, 1), let Ft;δ and Fp;δ be the two-parameter families of lifts corresponding
respectively to tip maps and to plateau maps (see §3). For each real number ω, and
u ∈ {t, p}, we define
Aω,u = Aω ∩ Fu,δ ,
and
Lω,u = Lω ∩ Fu,δ .
Hence the Aω,u’s and the Lω,u’s are subsets of two- dimensional spaces.
To simplify the language and the notations, we shall identify sets of standard lifts
with the corresponding regions in parameter space: the context should tell which space we
mean (parameter space or function space), when the distinction is relevant. For statements
where the subscript u could be either t or p, we usually suppress it. Thus Aω stands for
“Aω,t or Aω,p” and so on.
For the region Aω, we have a decomposition into a disjoint union
Aω = A
−
ω ⊔ A
o
ω ⊔ A
+
ω ,
where “–” stands for the subcritical region in which F ∈ Fu,δ is strictly increasing; “o”
stands for the critical line for which F ∈ Fu,δ is increasing but has zero derivative at at least
one point; and “+” stands for the supercritical region, where F ∈ Fu,δ is non-monotonic.
Similarly, we can write
Lω = L
−
ω ⊔ L
o
ω ⊔ L
+
ω
and Theorem 3 will tell us that L+ω = ∅ when ω is an irrational number. Defining A
⊖ =
Ao ∪ A− and A⊕ = Ao ∪A+, we can also write
Aω = A
⊖
ω ⊔ A
+
ω = A
−
ω ⊔ A
⊕
ω .
Similarly, with L⊖ = Lo ∪ L− and L⊕ = Lo ∪ L+, we will write
Lω = L
⊖
ω ⊔ L
+
ω = L
−
ω ⊔ L
⊕
ω .
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6. General results concerning the sets Aω and Lω
We begin with three general results concerning the “shape” and the boundaries of the
sets Aω and Lω in parameter space. Since these results hold not only for our piecewise
linear families, but also for the standard family (and with similar proofs, see [Boyl], [MaT1]
and [ORSS]), we shall be fairly brief. Non-expert readers wishing to follow closely should
consult the references and work through our arguments in detail.
Theorem 1: Connectedness of the Aω’s. ∀ω ∈ IR, Aω is a connected and simply
connected subset of Fδ.
Proof of Theorem 1. This follows directly from the continuity of the bounds of the
rotation interval, which in turn is a direct consequence of the combination of Theorems
A(ii) and B(i), and of the monotonicity of these bounds as a function of ω, which comes
from Corollary A’ and Theorem B(i) in Appendix A-2.
(Q.E.D. Theorem 1.)
Let us say that a set of curves in IR× IR+ is an L-set of curves if for some K, and for all
curves in the set, the first coordinate is a uniform Lipschitz function of the second one,
with Lipschitz constant K. Once such a K is determined, we use the term L-set of curves
with Lipschitz constant K. (Recall that g is a Lipschitz function with Lipschitz constant
K if for all x and y, |g(x)− g(y)| ≤ K|x− y|.)
Theorem 2: A uniform Lipschitz property.
i) - The left and right boundaries, Alω and A
r
ω, of the Aω’s in IR × IR
+ form an L- set of
curves.
ii) - The collection of the sets
Blω = lim
θ→ω+
Alθ ,
Brω = lim
θ→ω−
Arθ ,
form an L-set of curves.
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iii) - For any ω
Alω = lim
θ→ω−
Alθ ,
Arω = lim
θ→ω+
Arθ .
- For ω irrational
Alω = B
l
ω ,
Arω = B
r
ω .
Proof of Theorem 2. We prove i) first, and first consider the tip case, which covers
the plateau case below and up to the critical line: this proof is exactly as in the standard
family (see [Boyl], [EKT]). In fact we prove statement i) only for Alp
q
since the remaining
cases can be treated in an analogous way.
Claim. If Tω,S;δ ∈ A
l
p
q
, the vertical cone in IR×IR+, with vertex at Tω,S;δ, and boundaries
made by lines with slopes 21−δ and −
2
1−δ , contains A
l
p
q
.
Proof of the Claim. A direct computation yields
∀ǫ > 0 , ∀µ ∈ [0,
2ǫ
1− δ
] Tω−ǫ,S±( 2ǫ1−δ−Claimµ);δ ≤ Tω,S;δ ,
and
∀ǫ > 0 , ∀ǫ′ > 0 , ∀µ ∈ [0,
2ǫ
1− δ
] Tω−ǫ−ǫ′,S±( 2ǫ1−δ−µ);δ ≤ Tω−ǫ
′,S;δ .
Consequently, using the continuity of the rotation number of T+ω,S;δ as a function of the
parameters, and its monotonicity as a function of ω, we have
ρ(T+
ω−ǫ,S±( 2ǫ1−δ−µ);δ
) ≤
p
q
,
and
ρ(T+
ω−ǫ−ǫ′,S±( 2ǫ1−δ−µ);δ
) <
p
q
.
Similarly
∀ǫ > 0 , ∀µ ∈ [0,
2ǫ
1− δ
] Tω+ǫ,S±( 2ǫ1−δ−µ);δ ≥ Tω,S;δ ,
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implies
ρ(T+
ω+ǫ,S±( 2ǫ1−δ−µ);δ
) ≥
p
q
.
The claim then follows from the three inequalities on ρ.
(Q.E.D. Claim.)
The proof for the plateau case above the critical line is even easier: from the formula
given in § 4, it readily follows that for any δ, and above the critical line, all curves Alω
and Blω are parallel straight lines with slope −
1
δ
in the (ω, U) plane, while the curves Arω
and Brω are parallel straight lines with slope
1
δ , which means that these curves above the
critical line form an L-set of curves with Lipschitz constant δ.
Statements ii) and iii) follow from i) combined with Theorems A(ii) and B(i) in Appendix
A-2.
(Q.E.D. Theorem 2.)
Theorem 3: The Nature of Lω and Aω for irrational ω. With 0Q indicating the set
of rationals, we have
-(i). ∀ω ∈ (IR \ 0Q), Lω = A
⊖
ω in Fδ,
-(ii). ∀ω ∈ (IR \ 0Q), Lω is a Lipschitz curve joining S = 1 to S = Sc in the parameter
space.
-(iii). The intersection of Aω with any horizontal line above the critical line in Fδ, is an
interval of positive length.
Proof of Theorem 3.
-(i). This statement can be reformulated as the following
Claim Above the critical line, one cannot have ρ(F−) = ρ(F+) /∈ 0Q.
The proof of this claim goes as for the standard family (see [BlF] and [CGT]) and
relies on classical results recalled in Appendix A-2: we first remark that there exist distinct
C2 smooth lifts F0 and F1 such that, ∀x ∈ IR, F
−(x) ≤ F0(x) ≤ F1(x) ≤ F
+(x). If
the claim is false, by Theorem A(i), ρ(F0) = ρ(F1) = ρ(F
+) /∈ 0Q, so that F0 (and F1)
has a dense orbit by Denjoy Theorem. Hence the claim follows from Theorem A(iii).
-(ii) follows from Theorem A(i)-(ii) and Theorem 2.
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-(iii) follows from (i) and Theorems A(ii) and B(i).
(Q.E.D. Theorem 3.)
7. Results for Aω and Lω below and on the critical line.
Before reporting our technical results, let us provide a few introductory comments
to guide the reader. Below and on the critical line, the Lω’s and the Aω’s coincide, i.e.
L⊖ω = A
⊖
ω . By the uniqueness of the rotation number for fomeomorphismsA−2, these sets
form a partition of the parameter space. The topology and geometry of the L⊖ω ’s with
irrational ω is described in Theorem 3(ii). For the rational case, the topology of L⊖p/q is
covered by Theorem 4; we relegate the explicit computations (essential for constructing
figures to scale) to Appendix C. In the statement of Theorem 4, a node means a point
in L⊖p/q above the S = 1 line of trivial rotations (i.e., we must have S > 1), at which
point the left and right boundaries of L⊖p/q coincide, so that taking out this point would
disconnect L⊖p/q. The question of how the rational and the irrational L
−
ω ’s “share” the
Lebesgue measure of the parameter space below the critical line is still open: numerical
results are reported in Appendix D (see also the last remarks at the end of the present
section). The description of behavior on the critical line is in Theorem 5, which slightly
improves on the general result of [Boyd] specialized to our case (see also [Ve3]).
Theorem 4: Topology of the L⊖p/q: the “Sausage” Structure. In Fδ, ∀q ∈ 0Q,L
⊖
p/q =
A⊖p/q has ⌈δq⌉−1 nodes, where ⌈x⌉ is the smallest integer greater than or equal to x. Hence,
the interior of L⊖p/q has ⌈δq⌉ connected components, each of which is simply connected.
Proof of Theorem 4. The graph of the qth iterate of any map g in L⊖p/q intersects the
diagonal at the periodic points of the map (see Appendix A-2). If the intersections are
transversal, intersections occur for the graph of the qth iterate of any map close enough to
g; this leads to the finite widths of the mode-locking intervals (Arnold tongues). The only
way that any small (additive) perturbation of g can generate no intersection of the graph
of its qth iterate with the diagonal is if the qth iterate of g is the identity; hence nodes can
only occur in this case. It thus remains to count how often such situations occur in L⊖p/q.
16
For S = 1, all maps are rotations, so in Lp/q, the number of points of the periodic orbit to
which 1−δ2 belongs, and which are in [
1−δ
2 ,
1+δ
2 ], is ⌈δq⌉. For S = Sc, on the left boundary
of Lop/q,
1−δ
2
is the only point of [ 1−δ
2
, 1+δ
2
] in a periodic orbit. By continuity, going down
from Sc to S on the left boundary of L
⊖
p/q, where
1−δ
2 is a point of the unique periodic
orbit, ⌈δq⌉ − 1 points of the orbit of 1−δ2 have to get in [
1−δ
2 ,
1+δ
2 ]. Each time one point
crosses 1+δ
2
, the qth iterate of the map tΩ,S;δ is the identity map Id, hence, we get a node
of L⊖p/q. It only remains to show that each crossing occurs once. But if m points of the
orbit of 1−δ2 belong to [
1−δ
2 ,
1+δ
2 ], the equality
tqΩ,S;δ = Id
implies
sm−1Sq+1−m = 1 ,
or
[
1− S(1− δ)
δ
]
m−1
Sq+1−m = 1 ,
and elementary algebra shows this equation in S has at most one solution in (1, 11−δ ).
(Q.E.D. Theorem 4.)
Remarks.
- The fact that powers of piecewise linear circle homeomorphisms can be the identity, which
is the core of the sausage shape of the L−p/q’s has, been known for a long time: for a deep
result using this fact, see [He2]. However the Arnold sausages have not previously been
described in print in a quantitative way, except in [YH], which considers without giving a
proof the case of δ = 12 ( we thank Leon Glass for pointing out this reference to us).
- As indicated in the introduction, the mode- or frequency-locking phenomenon, first de-
scribed (in the context of phase-locking or synchronization in the 1:1 region) by Christian
Huyghens in the context of pendulum clocks hanging on the same wall, refers to the fact
that generically, coupled non-linear oscillators beating at rationally related frequencies will
continue to do so, with the same rational relation, under a small enough perturbation. For
circle map models of forced oscillators, this corresponds to the non-zero widths of the
L−p/q’s (or A
−
p/q’s) whenever the non-linearity parameter is not zero (i.e., away from the
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S = 1 line of trivial rotations). For generic smooth circle maps, and restricting to the
real line of entire nonlinear functions, no iterate can be the identity [He2], which prevents
any line in parameter space not intersecting the line of pure rotations from crossing the
Lp/q’s at a single point and hence insures frequency locking. Thus, by preventing frequency
locking, the sausage shape described in Theorem 4 can be viewed as a pathology of the
piecewise-linear models: typically, one rather tries to ensure frequency locking in physical
systems and assumes it in mathematical analyses. For instance, in [Boyl], it is assumed
that, except for rotations, no iterate of the maps considered can be the identity. In the
concluding section, we shall discuss one physical system in which the “Arnold sausage”
structure has been observed.
Theorem 5: Likelihood of irrational rotation numbers for S = Sc. For any
δ ∈ (0, 1), the set Eδ = (Ω|ρ(tΩ,Sc(δ);δ) 6∈ 0Q) has zero box dimension dB(δ).
Remark. It was previously known that the set Eδ has zero Lebesgue measure and zero
Hausdorff dimension ([Boyd], [Ve3]). For generic families of smooth enough maps with at
most two critical points, such as the standard family, it is known that irrational rotation
numbers correspond to zero Lebesgue measure [Sw], and in fact form a set of Hausdorff
dimension smaller than 1 on the critical line [Kh]. Furthermore, there is numerical evidence
that this dimension is positive and universal (with the degeneracy (i.e., the order) of the
critical point as a modulus) [JBB1], [JBB2].
Proof of Theorem 5. Fix δ ∈ (0, 1). For r > 0, let Kr(δ) be the number of L
o
p/q’s of
length ≥ r. Since we know from [Boyd] that the set Eδ has zero Lebesgue measure, we get
from [Tri] that the box dimension dB(δ) of Eδ is:
dB(δ) = lim sup
r→0
logKr(δ)
log(1/r)
.
From the Remark in §4
|Lop/q| =
(Sc(δ)− 1)
2
Sc(δ)((Sc(δ))q − 1)
,
where one only considers the Lop/q’s with q > 1, hence
dB(δ) = lim sup
r→0
logKr(δ)
log(1/r)
= lim sup
q→∞
logK|Lo
p/q
|(δ)
log[Sc(δ)((Sc(δ))
q−1)
(Sc(δ)−1)2
]
= 0 ,
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since Sc > 1 and K|Lo
p/q
| grows as a polynomial in q.
(Q.E.D. Theorem 5.)
Remarks.
- Using the above formula for |Lop/q| and the well known identity [HW]
∞∑
k=1
xk
1− xk
φ(k) =
x
(1− x)2
,
where φ(n) is Euler’s totient function, which counts the integers smaller than n and coprime
with n, it is easy to check directly that
∞∑
q=2
|Lop/q| =
1
Sc
,
so that by the Remark in §4, the set Eδ has zero Lebesgue measure: this is essentially the
proof given in [Ve3]. The proof given in [Boyd] covers a much wider class of maps.
- It was asserted in [UTGC] that ∀S < Sc and ∀δ ∈ (0, 1), µ(Ω|ρ(tΩ,S;δ) 6∈ 0Q) > 0, where
µ(E) is the Lebesgue measure of the set E. However, the Lemma (not only its proof)
we thought we had to prove this measure property is wrong. On the other hand we have
some numerical results and remarks suggesting that the measure property is true (see
Appendix D), in contrast to a rigorous result in [VK] establishing zero measure of E for
piecewise smooth circle maps with a single singular point; the resolution of this seeming
contradiction is simply that our tip maps have two singular points.
- It is also worth noting that, for each δ ∈ (0, 1), there are countably many rational curves
l(n,m), with (n,m) ∈ ZZ
+ × IN , in the (ω, S) parameter space, which cross each Lp/q at at
most one point. Clearly, irrational rotation numbers correspond to a set of full measure
on these curves. With Tω,S;δ standing for the lift of tΩ,S;δ such that Tω,S;δ(0) ∈ [0, 1), the
curve l(n,m) is the solution of
Tnω,S;δ(
1− δ
2
) =
1 + δ
2
+m
Some of these curves were drawn in [YH] in the case when δ = 12 . In our Appendix C, two
such curves are drawn for the case of δ = 0.6 (see Fig. C16).
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- The measure property we conjecture to be true for our piecewise linear maps is known to
hold for the standard family, as a particular case of a more general and quite deep result
of Michael Herman [He1].
8. Maps with given rotation interval.
The main result in this section is Theorem 8 which describes the sets of maps with
given rotation interval. The other Theorems describe structure properties of maps satis-
fying certain conditions, which are useful to prove Theorem 8 or the results in the next
section about the boundary of chaos. Some of the structure properties are related to nicely
ordered orbits and related concepts, as reviewed in Appendix A-2. The reader is reminded
that Fδ denotes either of the tip or plateau map families (see §5).
Theorem 6: Uniqueness of the pair of well-ordered periodic orbits in A+p/q.
- Any Fω,T ;δ ∈ Fδ in the interior of A
+
p/q has exactly two p/q-ordered orbits.
- Exactly one of these orbits, denoted O′ p
q
, is contained in the regions where Fω,T ;δ is
increasing.
- There exists T ′c(ω, Fδ) > Sc such that for each S < T
′
c(ω, Fδ), O
′ p
q
is unstable and the
other p/q-ordered orbit is stable.
- There is a single p/q-ordered orbit, also denoted O′ p
q
for Fω,T ;δ on the boundary of A
+
p/q:
this orbit contains the lifts of at least one of the singular points of fΩ,T ;δ with Ω = (ω)1.
Proof of Theorem 6.
Using, e.g., the Remark in §4 or the fact that S > 1, the proof is an exercise left to
the studious reader; as a hint, consider the lift of the qth iterate of the map zigzagging
back and forth across the line y = x.
(Q.E.D. Theorem 6.)
Let OP
Q
= {P0, P1, . . . , PQ−1}, be the projection of O
′ p
q
onto the circle, where we
have set fΩ,T ;δ(Pj) = P(j+1)Q , and
P
Q = (
p
q )1. It follows from the properties of OPQ
that
the two critical points C and K of fΩ,T ;δ are in an arc A bounded by two successive points
Pj and Pk of OP
Q
, which coincide when Q = 1. Let P ′j be a lift of Pj , P
′
k be the lift of Pk
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immediately to the right of P ′j , and let C
′ and K ′ be the lifts of C and K in [P ′j , P
′
k]. Let
Fω,T ;δ be the lift of fΩ,T ;δ such that P
′
j (and P
′
k) has rotation number
p
q under Fω,T ;δ, i.e.,
ρ
Fω,T ;δ
(P ′j) = ρFω,T ;δ (P
′
j) =
p
q
. We have
Theorem 7: Boundary behavior. Let Fω,T ;δ ∈ A
⊕
p
q
and I(Fω,T ;δ) = [α, β]
i) p
q
= β if and only if
Fω,T ;δ(C
′) ≤ Fω,T ;δ(P
′
k) ,
ii) pq < β if and only if
Fω,T ;δ(C
′) > Fω,T ;δ(P
′
k) ,
iii) p
q
> α if and only if
Fω,T ;δ(K
′) < Fω,T ;δ(P
′
j) ,
iv) pq = α if and only if
Fω,T ;δ(K
′) ≥ Fω,T ;δ(P
′
j) ,
v) pq ∈ Interior(I(Fω,T ;δ)) if and only if
Fω,T ;δ(C
′) > Fω,T ;δ(P
′
k) and Fω,T ;δ(K
′) < Fω,T ;δ(P
′
j) ,
vi) {pq } = I(Fω,T ;δ) if and only if
Fω,T ;δ(C
′) ≤ Fω,T ;δ(P
′
k) and Fω,T ;δ(K
′) ≥ Fω,T ;δ(P
′
j) .
Proof of Theorem 7. Statement i) follows readily from Theorem 6 and Theorem B: for
p
q to be in the interior of I(Fω,T ;δ), it is necessary and sufficient that ρ(F
−
ω,T ;δ) <
p
q and
ρ(F+ω,T ;δ) >
p
q . Statement ii) is proven similarly, as are iii) and iv). Statements v) and vi)
follow from i) through iv).
(Q.E.D. Theorem 7.)
Theorem 8: Maps with given rotation interval. For each δ and each closed interval
I, the set of lifts in Fδ with rotation interval I corresponds to a connected and simply
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connected subset RI of the parameter space IR× IR
+ or IR× [0, Hmax(δ)]. More precisely,
there exists K as given in the proof of Theorem 2 such that:
- If one endpoint of I is irrational, the second boundary being the same irrational number
or a rational number, RI is an arc where the first coordinate is a Lipschitz function, with
Lipschitz constant K, of the second one.
- If the endpoints of I are distinct irrational numbers, RI is a point.
- When I = {pq }, RI is bounded by two arcs where the first coordinate is a Lipschitz
function, with Lipschitz constant K, of the second one; these two arcs intersect at a single
point above the critical line and on the rotation line, the other intersections being described
in Theorem 4.
- If the endpoints of I are distinct rational numbers, RI is above the critical line and is
bounded by two arcs where the first coordinate is a Lipschitz function, with Lipschitz con-
stant K, of the second one. These two arcs have common endpoints and disjoint interiors.
Corollary 8’: Topology of L⊕p/q. ∀p/q ∈ 0Q,L
⊕
p/q is a connected and simply connected
subset of Fδ.
Remark. At the time [UTGC] was written, Corollary 8’ was conjectured to hold for
reasonable smooth families (such as the standard family) (see [Boyl] p. 378 and Figure 13,
and [MaT1] p.213). This has since been proved, together with most of Theorem 8, for the
standard family: in this family, only the case of a rotation interval with distinct irrational
end points is open at this writing: the corresponding region is known to be connected, and
conjectured to be a point [EKT].
Proof of Theorem 8. From Theorems 2, 4 and 7, it is sufficient to prove that each Alω
or Blω intersects each A
r
θ and B
r
θ for θ < ω, and B
r
ω at a unique point above the rotation
line when ω and θ are both rational or both irrational. In the case of plateau maps, the
existence and uniqueness of such intersections follow readily from the proof of Theorem
2 in the plateau case. In the case of tip maps, tongues boundaries above the critical
line no longer necessarily correspond to monotonic graphs when the second coordinate is
expressed as a function of the first (see Figure 5). Hence we have to prove both existence
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and uniqueness of the crossings. For any ω, when S is large enough, the thinnest strip
with sides parallel to the first diagonal and containing the graph of Tω,S;δ, is as wide as
one wants. Hence:
Lemma 8”. For any ω, if S is large enough, ω is contained in the interior of I(Tω,S;δ).
Lemma 8” takes care of the existence of the crossings and it remains to control the inter-
section of Clω and C
′r
θ , with C and C
′ standing throughout the remainder of the proof for
either A or B. For that, we first recall that, by Theorem 2, the curves whose intersections
we consider are graphs of maps from the second coordinate to the first one. Hence, in case
of multiple crossings, we would get two maps both with two slopes, say (S, s) and (S′, s′)
with S > S′ > 0 > s′ > s (or S′ > S > 0 > s > s′) both at the intersection of two curves.
From kneading theory [MTh], [AM1], we can deduce that these two maps would have
the same kneading sequences, hence that the turning points would have identical inverse
legal paths (in the sense of [MSS]). In the case when ω and θ are both rational (see the
rational case below) or both irrational (see the irrational case below), we will show that
the intersection of Clω and C
′r
θ is a unique point. It follows, using Theorem 2-iii), that
the intersection of Clλ and C
′r
µ is always a point or an arc. The uniqueness results we can
obtain and the limit connectedness of the intersection in all cases is enough to prove the
theorem in the tip case. The missing uniqueness results are conjectured to be true but, in
the case when one of λ and µ is rational and the other irrational, our methods work only
when dealing with maps which have some iterate with slopes everywhere greater than one
in absolute value (such cases are treated like the irrational case below).
The rational case. We isolate first the case when ω = pq and θ =
p′
q′ are rational numbers.
Then the map at the crossing of Clp
q
and C′
r
p′
q′
is a Markov map i.e., the orbits of the turning
points are finite, and together give a Markov partition of the circle, whose set of boundaries
is forward invariant. The pieces of the partitions for both maps are labeled similarly by
kneading theory, as well as all inverses because of the topological conjugacy. Since both
absolute values of the slopes for one map are greater than those for the second one, we
see that all sufficiently remote backward images of the initial partition for one map get
smaller than the similarly labeled pieces for the other map, which is impossible since in
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both cases one has to cover exactly the same circle.
The irrational case. While this question arises naturally in the present context, the result
is most easily understood by referring to Theorem 16, which is proved independently in a
later section.
From Theorem 16, some iterate of the maps at the crossing of Clω and C
′r
θ have
slopes everywhere greater than one in absolute value, and by Corollary 16’ and kneading
theory, two maps at the intersection of a given pair of curves Clω and C
′r
θ are topologically
conjugate. We thus can use a specialization of the result in [GMT], that two piecewise
linear maps, one of which has an iterate with slopes greater than one in absolute value, and
one of which has all slopes in absolute value greater than the other, cannot be topologically
conjugate.
(Q.E.D. Theorem 8.)
Theorem 9: Maps in L+p
q
. Any map f ∈ L+p
q
permutes cyclically q arcs with pairwise
disjoint interiors, the restriction of f q to any of these arcs is a bimodal map which fixes
the end points, all these maps are smoothly conjugate to each other, and the set of end
points of the arcs is the periodic orbit OP
Q
.
Proof of Theorem 9. This proof is a repetition of the one given in [Boyl] and [MaT1]
for some families of smooth maps. In the case when q = 1, the Theorem follows directly
from Theorem 7, hence we assume q > 1 in the remainder of this proof. The orbit
OP
Q
determines a partition in q arcs of its complement in the circle. Let J0, J1, . . . , Jq−1
be the corresponding closed segments, and fi (respectively (f
q)i) be the restriction of f
(respectively f q) to Ji. We assume J0 is bounded by Pj and Pk, where we use the notations
of the paragraph before Theorem 7. With these notations, f0 has exactly two critical points
(or turning intervals for plateau maps), while the other fj’s are linear maps. We have
(f q)0 = fq−1 ◦ fq−2 ◦ . . . ◦ f0 ,
(f q)1 = f0 ◦ fq−1 ◦ . . . ◦ f1 ,
..............................
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(f q)q−1 = fq−2 ◦ fq−3 ◦ . . . ◦ fq−1 .
This implies that all these maps are bimodal and fix the end points. The conjugacy
property comes from
(f q)q−1 = (fq−1)
−1 ◦ (f q)0 ◦ fq−1 ,
(f q)q−2 = (fq−2)
−1 ◦ (f q)q−1 ◦ fq−2 ,
..............................
(f q)1 = (f1)
−1 ◦ (f q)2 ◦ f1 ,
since f1, f2,...,fq−1 are homeomorphisms.
(Q.E.D. Theorem 9.)
9. Topology and geometry of the boundaries of chaos and rotational chaos.
Let h(f) be the topological entropyA−4 of f , and F be some lift of f .
Consideration of the various definitions and results in Appendix A allows one to
conclude that if I(F ) is not a single point, then h(f) > 0. Explicitly, as we now explain,
f then has a horseshoeA−4 and hence has positive topological entropy by Theorem D (see
Appendix A-4).
Since by hypothesis I(F ) is not a single point, it contains two distinct numbers, say
ω and θ. By Corollary B’ in Appendix A-2, one can find x with rotation number ω and y
with rotation number θ. Let J stand for any of the two arcs bounded by the projection X
of x and the projection Y of y: a high iterate of this arc covers the circle, hence J , as many
times as we like. We shall say that a map f has rotational chaos if I(F ) is not a single
point for some lift F of f , and is topologically chaotic (in short chaotic) if h(f) > 0. Hence,
by our remarks above, we see that rotational chaos implies chaos. However, the converse
is not true, as some of the following results will explain. At this stage, we want to recall
that, to the contrary of a claim often published in the physics literature, chaos, in any
reasonable sense (not necessarily defined as we do by the positiveness of the topological
entropy) is not ubiquitous as soon as one crosses the critical line: there are chaotic maps
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arbitrarily close to the critical line, but not arbitrarily close to all points on the critical
line.
For the next few theorems, we need to introduce some additional definitions. Let
Astabp/q be that part of the region Ap/q in which f has a stable q-periodic point, with similar
notations for Lstabp/q , and let L
dbl
p/q be that part of Lp/q in which f has only periodic orbits
with periods of the form 2m · q, for some m ≥ 0.
Theorem 10: Region of zero topological entropy.
i) In any family Fδ, h(f) = 0 ⇔ f ∈
⋃
ω L
⊖
ω ∪
⋃
p/q L
dbl
p/q
ii) Furthermore, in Ft;δ, h(f) = 0 ⇔ f ∈
⋃
ω L
⊖
ω ∪
⋃
p/q L
stab
p/q .
Proof of Theorem 10. Statement i) follows from the combination of Theorem 7 and
Theorem C in Appendix A-4. Statement ii) is by combining i) with Theorem 16.
(Q.E.D. Theorem 10.)
Theorem 11: Topology and Geometry of the boundary of the circularly regular
region. The boundary of the circularly regular region Fc−reg of Fδ defined by F
c−reg =⋃
ω∈IR Lω, is connected and locally connected, and has finite length.
Remark. The corresponding statements are known to be false in the standard family
[BJa, FT].
Proof of Theorem 11. In both cases, from Theorem 2, we only need to prove that the
height of L+p/q above the critical line is a function of
p
q
, with an upper bound going to 0
exponentially as q →∞. Slightly more than that is given by Lemma 11’.
Lemma 11’: Height of L+p/q in Fδ. The height of L
+
p/q above the critical line in Fδ, is
a decreasing function of q, with an upper bound going to 0 exponentially as q →∞.
(Q.E.D. Theorem 11.)
Proof of Lemma 11’. This amount to computations, since, by Theorems 7 and 9, we
know that (using the notations of Theorem 9), at the upper tip of L+p/q, (f
q)i is a map on
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an interval which covers the interior of this interval three times, and following the proof of
Theorem 9 tells us more precisely what is this map.
We first treat the case of Ft;δ. Then, the map (f
q)i is as represented in Figure 6-a,
i.e., is bimodal and fixes the end points, with two increasing segments of slope Sq, and
one decreasing segment with slope Sq−1σ, where σ = |s| = S(1−δ)−1δ . Since each of the
segments where the map (f q)i is monotone covers Ji, we have
(|Ji| −
2|Ji|
Sq
)Sq−1σ = |Ji| ,
hence
(1− δ)Sq+1 − Sq + (δ − 2)S + 2 = 0 . (∗)
It is easy to prove that (*) has a unique solution greater than Sc =
1
1−δ , which yields an
alternate proof of Corollary 8’. What we seek here is an upper bound for this solution.
So let
g(x) = (1− δ)xq+1 − xq + (δ − 2)x+ 2 ,
g′(x) = (q + 1)(1− δ)xq − qxq−1 + (δ − 2) ,
g′′(x) = qxq−2(x(q + 1)(1− δ) + 1− q) .
Notice that g′′ > 0 when x ≥ Sc, that g(Sc) =
−δ
1−δ < 0, and that g
′(Sc) =
1
(1−δ)q + δ − 2,
hence g′(Sc) > 0 for q large enough. One step of Newton’s method with Sc as a starting
point yields
y1 =
1
1− δ
−
−δ
1−δ
1+(δ−2)(1−δ)q−1
(1−δ)q−1
,
which, since g′′ > 0, is an upper bound of the solution of (*) greater than Sc, and we have
y1 − Sc =
(1− δ)q
(1− δ) + (δ − 2)(1− δ)q
< 2(1− δ)q−1 .
In the case of Fp;δ, the map (f
q)i is as represented in Figure 6-b, from which we get
the height h of L+p/q above the critical line:
h =
Sc − 1
2(Sqc − 1)
,
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hence
h <
(1− δ)q−1
2
.
This takes care of the estimates. The computation also shows that the height of L+p/q, in
both families, only depends on q, hence is the same as the height of L+1/q. By [BT], this
implies that the height of L+p/q is a decreasing function of q.
(Q.E.D. Lemma 11’.)
The circularly regular region for the tip maps with δ = 1
4
is illustrated in Figure 7.
Only the contributions of a few Lp/q’s (
p
q ∈ [0,
1
2 ] with q ≤ 11 ) are represented.
Theorem 12: Topology and Geometry of the boundary of the topologically
regular region. The boundary of the topologically regular region Freg of Fδ defined by
f ∈ Freg ⇔ h(f) = 0, is connected and locally connected and has finite length, except in
the plateau case when S is too small, in which case, it is made of arcs of finite length with
both end points on the upper boundary H = Hmax of the parameter space.
Proof of Theorem 12. We first consider the case of tips maps. By Theorem 10, we have
to control the boundary of L+,stabp/q in Lp/q. This boundary is where σS
q−1 = 1, hence S is
the greatest root of (1− δ)xq − xq−1 − δ = 0 (hence is a strictly decreasing function of q),
and the boundary of L+,stabp/q in Lp/q is a segment parallel to the ω axis. Since it is clear
(from the proof of Theorem 11) that the tip of Lp/q is beyond the boundary of L
+,stab
p/q ,
the estimate in the proof of Theorem 11 implies the tip maps part of Theorem 12.
The case of the plateau maps is solved by the following Lemma, together with the
estimate in the proof of Theorem 12, since the tip of Lp/q corresponds to a chaotic map.
Lemma 12’: The boundary of topological chaos in Lp/q for plateau maps.
- When going up from the critical line to the positive entropy region inside Lp/q in Fp;δ,
one must cross a complete cascade of period doubling bifurcations.
- The boundary of the region where h(pΩ,U;δ) = 0 in L
+
p/q is a connected and locally
connected curve, made of at most countably many smooth pieces crossing the gaps of a
Cantor set imbedded in the two dimensional parameter space.
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- This boundary has finite length, bounded by 1δ times the width of Lp/q on the critical
line.
- Maps corresponding to parameter values on this curve have zero topological entropy
(Q.E.D. Theorem 12.)
Proof of Lemma 12’. In Appendix B, we show that, for each S > 1, the parameter space
for the maps cS,µ;a,b is a 3-cell CS. Now remark that for any plateau map f = pΩ,U;δ in
L+p/q, where U = S +H, the q
th iterate of f restricted to any Ii and renormalized to the
unit interval, is some map cSq,µ;a,b. From the proof of Theorem 2, we know that all L
+
p/q’s
are exact copies of each other, up to uniform dilatation, and a computation shows that,
up to a homothetie, L+p/q is the surface ΠSq in CSq , as represented in Figure 8 according
to whether Sq ≤ 3, 3 < Sq < 5, or 5 ≤ Sq. It is easy to check that horizontal lines in the
(Ω, S)-plane are sent to horizontal lines in the (a, b)-plane, and that vertical lines in the
(Ω, S)-plane are sent to vertical lines in the (a, b)-plane, hence ΠSq is a plane, and cuts
CSq on a triangle TSq symmetrical with respect to its height: we leave to the reader to
check that the equation of this plane reads µ = 1
2Sq
[Sq + 1 + 2(a− b)].
The boundary of chaos in each µ-cut of CSq , is described by Theorem E, and con-
sists in the closure of a set of lines with slopes 1 or −1. By Theorem F, the surface
corresponding to one of these lines as µ varies cuts ΠSq in a line whose absolute value
of the slope at each point is not greater than the slope of the sides of the triangle. The
homothetie of the triangle TSq to L
+
p/q gives it sides with
1
δ as absolute value of the slope.
(Q.E.D. Lemma 12’.)
The region of zero topological entropy for the tip maps with δ = 1
4
is illustrated in
Figure 9. Only the contributions of a few Lstabp/q ’s (
p
q ∈ [0,
1
2 ] with q ≤ 11 ) are represented.
Remarks. As for Theorem 11, the statements corresponding to Theorem 12 are known
to be false in the standard family [FT]. We conjecture that the boundary of chaos inside
each the tongues of the standard family is of finite length.
Figure 10 displays some bifurcation lines of the plateau family with δ = 12 . The
second remark after the proof of Lemma F’ in Appendix B explains some of the straight
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lines one observes in this figure, at least the piece of these straight lines insides the L+p/q’s.
To understand these straight lines more globally, notice that the condition for a plateau
boundary to be part of a periodic orbit with a given combinatorics corresponds to a linear
relation between H and Ω: this is because of the way H and Ω appear in the formula of
the maps. The S −H or S − Ω relations would be more complicated.
Theorem 13: A stratification of the plateau family. For each c > 0, the region of
the parameter space of Fp;δ where h(f) = c, is connected and simply connected, except
when S is too small, in which case, each connected component contains two pieces of the
upper boundary H = Hmax of the parameter space. When U is increased above the critical
line in pΩ,U;δ (with Ω and δ kept fixed), no periodic orbit is destroyed.
Proof of Theorem 13. The second statement is an easy consequence of the fact that
varying U above the critical line in pΩ,U;δ with Ω and δ kept fixed, correspond to a stunted
family. Similarly, the topological entropy is a non-decreasing and continuous function of
U , with Ω and δ kept fixed. Since the entropy is continuous in Fp;δ, the first statement
follows (see [Msz]).
(Q.E.D. Theorem 13.)
10. Supercritical tip maps with stable behavior.
We begin with a completely elementary (i.e., both the techniques and concepts are
elementary) proof of the following result, which can also be obtained along the lines of the
proof of Theorem 16.
Theorem 14: Stability implies Well-Orderedness for periodic orbits. Any stable
periodic orbit of a tip map is pq - ordered for some
p
q . Any marginally stable periodic orbit
O of a tip map f is either p
q
-ordered for some p
q
, or f has a marginally stable periodic
orbit O′ which is pq -ordered for some
p
q , the product of the slopes along the orbits is −1,
and O′ has period 2q and rotation number pq .
Proof of Theorem 14. Only maps above the critical line need to be considered, since the
statement is obvious elsewhere (where only the first case occurs in the marginally stable
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case). In this proof [α, β] stands for the arc delimited by α and β, where the orientation
is not specified as going counterclockwise from α to β, but by the fact that [α, β] ⊂ Iδ,
where Iδ is the arc going counterclockwise from
1−δ
2
to 1+δ
2
.
- We first consider the stable case.
Hence, assume some supercritical tip map f has a stable periodic orbit O with period
q, which is not p
q
-ordered for any p. We shall organize the proof by the number m of points
of O belonging to the interior of the arc Iδ (which is the arc carrying the slope s). Notice
that the absolute value of the slope of f q at any point of O is given by σmSq−m, where
we set again σ = |s|, and stability means σmSq−m < 1.
- Since S > 1 above the critical line, the case m = 0 is solved trivially.
- The case m = 1 can be reduced to the case m > 1 by a simple surgery method as follows.
Let x be the unique point of O in Iδ, xL and xR the neighbors of x in O, and X , XL and
XR lifts of these points which are consecutive among lifts of point in O. Since O is not
p′
q′ - ordered for any
p′
q′ , either F (XL) > F (X) or F (XR) < F (X) for any lift F of f . It
is then easy to construct a circle map f ′ such that O is an orbit of f ′, and the method
described below for m ≥ 2 works for f ′: the details are explained in Figure 11 in the case
F (XL) > F (X).
- In the case m > 1, let a1, a2, . . . , am be the points of O in Iδ, ordered clockwise. Define
n(i) as the time the orbit of ai spends out of Iδ before returning to Iδ, i.e.,
fn(i)(ai) ∈ Interior(Iδ), and f
m(ai) 6∈ Interior(Iδ) for 0 < m < n(i) ,
and notice that, for n = infi(n(i)), we have σS
n < 1.
Let j stand for the smallest i such that n(i) = n.
- If j = 1, with ak = f
n(a1), the image under f
n of the arc [a1, ak] has to be strictly
included in itself by σSn < 1, but this is impossible because there are exactly k points of
O in this arc.
- The case j = m is treated as the case j = 1.
- If j 6∈ {1, m}, set ak = f(aj).
- If k = 1, it is plain that fn(aj−1) ∈ Iδ, which contradicts the minimality of j.
- If k = m, argue like when j = 1.
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- If k 6∈ {1, m}, fn(aj−1) has to be out of Iδ, otherwise, argue like when k = 1.
Since σSn < 1, the arc [aj−1, aj] has to be longer than the arc [aj, am], which, by the same
σSn < 1, implies that fn([aj, am]) has to be included in [aj−1, aj], but this is not possible
since there is no point of O in this arc.
- We now consider the marginally stable case, i.e., σmSq−m = 1. If n(i) is not
constant, we proceed as before. So assume that n(i) = n for all n, and that O has
period q, but is not pq - ordered for any p. Then, σS
n = 1, so that if fn(As) = At,
we also have fn(At) = As, and m = 2. The middle point of the arc [As, At] has to
be periodic with period q2 , and if it would not be
p′
q
2
-ordered, we would get a contradic-
tion by modifying f so that the orbit of this point is preserved, but the orbit is stable.
(Q.E.D. Theorem 14.)
The following result is not only completely elementary, but also quite easy, the only
tricky case being covered in the discussion for Theorem 4. The proof is left to the reader,
with the special case of a stable fixed point explained in Figure 12.
Theorem 15: A corner bounds each basin. Given a tip or plateau map f , for each
stable periodic orbit with period p, there is a point x in the orbit such that the shortest of
the intervals centered at x and bounded by one of the corners 1−δ
2
and 1+δ
2
, is mapped into
itself by fp. Hence one of the corners is in the immediate basin of attraction of any stable
periodic orbit, and there are at most two stable periodic orbits. If f is not supercritical,
both corners are in the immediate basin of attraction of any stable periodic orbit, but
generally not in the same connected component of the basin. Hence there is at most one
stable periodic orbit. If stable is replaced by marginally stable, and the slope is one, f q
is a rotation. If stable is replaced by marginally stable, and the slope is −1, there is a
periodic interval, and all points in it, except for the original periodic orbit, have period 2q.
Remark. It follows readily from Theorem 15 that there are at most 2 stable periodic
orbits for any map in the family, a statement also known to be true for the standard
family, and easy to prove in the plateau case. The general organization of the stability and
bistability regions in the parameter space of the standard family is closer to what we get
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for our plateau maps (conjecturally, the differences between the two cases are metric, but
not topological except for the existence of behavior in the plateau case not matched in the
standard family inside the Lp/q’s, and what is covered by Theorems 11 and 12), than to
the peculiar structure in the tip cases, to be described in Theorem 17. In the subcritical
case, bounds on the number of periodic orbits for real analytic maps beyond the case of
the standard family are given in [He3].
Theorem 16: When there is no stable nicely ordered periodic orbit, some
iterate has all slopes out of [-1,1]. Let f be a supercritical tip map with no stable or
marginally stable, nicely ordered periodic orbit. Then for some n, the absolute value of
the slopes of fn are all greater than one.
Remark. Theorems 14 and 16 can be reinterpreted as giving new characterizations of nice
order, a question which has been the object of many investigations since the 18th century
(see [Be], [Ch], [Sm], [Ma], [MH], as well as [STZ] and references therein).
Proof of Theorem 16. Assume Theorem 16 is false. Then there exists some x ∈ Iδ
and a smallest n > 0 such that fn+1(x) ∈ Iδ. It is then clear that sS
n ≤ 1. Let Ix be
the maximal interval containing x and such that fn+1(y) ∈ Iδ for all y ∈ Ix. Since f
n+1
is orientation reversing and either contacting or isometric on Ix, it is easy to deduce that
Ix must contain an end point of Iδ and to further deduce that Ix must contain a fixed
point of fn+1, hence a stable periodic orbit for f . The rest follows from Theorem 14.
(Q.E.D. Theorem 16.)
Remark. The proof given here of Theorem 16 is quite specific to the tip maps, which
makes this theorem quite remarkable: one would more generally like to know whether a
piecewise linear map which is not a homeomorphism and which does not have a stable
periodic orbit must have an iterate with all slopes greater than one in absolute value. In
this context see the results and the discussion in [MTr].
Corollary 16’: Density of the preimages of the turning points when no stable
nicely ordered orbit exists. For any tip map with no stable nicely ordered periodic
orbit, the set of all preimages of the corners 1−δ2 and
1+δ
2 is dense in the circle.
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For the next theorems, we define the stability region Rδ of Ft;δ as the set of tΩ,S;δ’s
with 0 ≤ Ω < 1 in
⋃
p/q interior(A
⊕,stab
p/q ). The way the stability region is placed with
respect to the Ap/q’s is illustrated in Figure 13 for δ =
1
4
, and global views of Rδ are
displayed in Figure 14 for δ = 12 and δ =
3
4 . Until the end of the main text, fractions
are supposed to belong to the interval [0, 1]. The Farey sequence of order i is the ordered
set of reduced fractions in [ 0, 1], with denominators up to i . Two fractions p
q
and p
′
q′
in
[ 0, 1] are Farey neighbors if they are consecutive in some Farey sequence. Let N(i) be
the number of terms in the Farey sequence of order i for i > 0, with N(0) = 1, and let
N ′(i) = N(i)− 1.
Theorem 17: Topology of the stability region, Rδ, for Ft;δ. (First “Zipper
Theorem”) There exists a strictly decreasing sequence, δi, with δi = 1 − 2
−1/i, i ≥ 0
such that for δ ∈ (δi+1, δi), Rδ has N(i)+N
′(i) connected components, N(i) of which are
simply connected, the others being infinitely connected ( i.e., possessing infinitely many
holes). Furthermore, A⊕,stabp/q can intersect A
⊕,stab
p′/q′ , and does intersect it for δ big enough,
if and only if pq and
p′
q′ are Farey neighbors.
Proof of Theorem 17. The last statement follows trivially from the fact that the height
of L+,stabp/q is a strictly decreasing function of q (see the proof of Theorem 12), and the
definition of Farey neighbors. So let pq be some rational number in [0, 1], and
p(i)
q(i) be the
sequence of its Farey neighbors on one side, with q(i + 1) > q(i) > q: we want to show
that the value δ( pq ,
p(i)
q(i) ) of the parameter δ, at which A
⊕,stab
p/q and A
⊕,stab
p(i)/q(i) detach from
each other, decreases when i increases (hence a zipper effect, except for the case when
q = 1 where the detachment value δ = .5 does not depend on i), with the limit value δq a
decreasing function of q .
Let us consider the case when p(i)q(i) >
p
q , the other case being treated in the same
way. We consider a map tΩ,S;δ at the intersection of the right boundary of A
⊕,stab
p/q with
the left boundary of Ap(i)/q(i), and need to express the fact that S corresponds to the
top of the stability region A⊕,stabp(i)/q(i). Let Tω,S;δ be the lift of tΩ,S;δ such that the lifts of
1+δ
2
are fixed points under T qω,S;δ (this choice can be made because we work on the right
boundary of A⊕,stabp/q ). Then the graph of T
q
ω,S;δ is a zigzag line creeping along the first
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diagonal; together with the first diagonal, this graph determines a sequence of q triangles
per interval of the form In = [n+
1+δ
2 , n+ 1 +
1+δ
2 ). The right triangle in In has x-width
δ + aq, and the remaining ones are similar copies, with scaling factors
1
S
to ( 1
S
)q−1, hence
(δ + aq)[1 +
1
S
+ . . .+ (
1
S
)q−1] = 1 .
Each of these triangles has slopes Sq and sSq−1, and since we are on the left boundary of
the top of A⊕,stabp(i)/q(i), we have
σSq(i)−1 = 1 .
Each triangle is followed (to the right) by one which is either bigger or smaller, in the
way the residue classes mod q are organized: the description of the organization of residue
classes mod q was performed by E. B. Christoffel in the last century [Ch], and it is ex-
plained in [STZ] how this relates to the kneading theory of circle maps, as investigated
(with a different name) one century before as a question in number theory by Johan
Bernoulli (the astronomer of the famous family) [Be], and contemporarily by Marston
Morse and Gustav Hedlund [MH] in the context of symbolic dynamics. On the other
hand, because we are on the left boundary of Ap(i)/q(i), the tips of the triangle lift a pe-
riodic orbit with period q(i): since p(i)/q(i) and pq are Farey neighbors, we get from the
kneading theory of degree two circle maps that there are either n or n + 1 points of the
orbit of 1−δ
2
between two consecutive points of the orbit of 1+δ
2
(i.e., in a triangle) [GoT].
More precisely, there are n points if the triangle is smaller than the previous one, and n+1
points otherwise. Putting together all this kneading information, basically easy but too
long to be recalled here in details (see [STZ], [GoT] and references therein), the fact that
the tip of one triangle is the nth or (n+ 1)th image of the previous tip yields
aq
δ
= σSq(i)−1 .
Reassembling the equations gotten so far, we get
δ =
1
2
·
Sq−1
1 + S + . . .+ Sq−1
.
This last expression increases with S, hence the zipper effect, except for q = 1. The limit
value δq , corresponding to S = Sc =
1
1−δ
, gives an explicit equation for δq, to wit
1/(2δ) = 1 + (1− δ) + (1− δ)2 + · · ·+ (1− δ)q−1 ,
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hence
δq = 1− 2
−1/q .
(Q.E.D. Theorem 17.)
The bifurcations at the first three δi’s are illustrated by Figure 15.
A subset A of the circle is a circularly ordered chaotic attractor for f , with rota-
tion number p/q, if A is a chaotic attractor and for some nicely ordered periodic orbit
P0, . . . , Pq−1 with successive indices around the circle, and with rotation number p/q,
x ∈ A ∩ Ii ⇒ f(x) ∈ A ∩ I(i+p)1 ,
where Ii is the arc (Pi, P(i+1)1). An example of coexistence of stable periodic orbit and
circularly ordered chaotic attractor is illustrated in Figure 16.
Let R′δ be the set of tip maps tΩ,S;δ that have a stable periodic orbit or a circularly
ordered attractor.
Theorem 18: Topology of the R′δ’s. (Second “Zipper Theorem”) The statements
of Theorem 17 apply to R′δ with a sequence δ
′
i, where δ
′
i > δi, and with A
⊕,stab
p/q extended
to include the maps in A⊕p/q with circularly ordered chaotic attractors.
Proof of Theorem 18. The proof goes essentially as for the preceding theorem, the only
difference being that the boundary of A⊕,stabp(i)/q(i) condition has to be replaced by a relation
describing the boundary of the circularly ordered chaotic region with rotation number p(i)
q(i)
.
This equation is gotten by the geometry of the graph of the restriction t
q(i)
Ω,S;δ to a Jk (with
the notations of the proof of Theorem 9), as depicted in Figure 17, and reads
1
Sq(i)
+
1
σSq(i)−1
= 1 .
Combining this with the other relations yields
Sq(i)+1(1− δ)− Sq(i) − S + 1 = 0 ,
hence
δ =
1
2 + 1
Sq(i)−1
·
Sq−1
1 + S + . . .+ Sq−1
,
36
with the same limit value
δ′′q = 1− 2
−1/q ,
as before, but no control of the zipper effect yet, because of the q(i) dependence in the
formula for δ. However, since δ decreases when q increases, the following can be shown:
Let R′p/q be the closure of the subset of A
⊕
p/q where the maps have stable periodic
orbits or circularly ordered chaotic attractors. As δ decreases to δ′q, the R
′
r/s’s (where
r
s is
a Farey neighbor of p
q
) with bigger denominators detach themselves from R′p/q before those
with smaller denominators do. That is, the unzipping takes place in the reverse order from
that in Theorem 17.
(Q.E.D. Theorem 18.)
The region R′δ is shown in Figure 18 for δ = δ
′
3.
11. Summary, Discussion, and Open Issues
Since it is virtually impossible to summarize the results of eighteen theorems and many
observations in a concise manner in words, we will limit our “summary” to the sketch in
Figure 19, which illustrates many of the phenomena we have described by displaying the
structure of parameter space for the tip maps with δ > 12 around A1/2. We will turn in the
rest of this section to a discussion of the implications of our results and of some important
remaining open issues.
Apart from their interest as dynamical systems in their own right, the piecewise linear
circle maps have proven to be interesting and valuable in several other contexts. First,
as a pedagogical example of a non-trivial, essentially solvable model for mode locking and
the quasi-periodic transition to chaos, one can use them to clarify with explicit examples
and calculations concepts that require much deeper analysis in the general smooth case.
Second, our analytic insight into piecewise linear maps has both stimulated conjectures
and suggested methods of proof that apply to the general smooth case. Specifically, after
a lecture given on this material, a number of conjectures on the smooth case were indeed
proved [EKT] by Adam Epstein, Linda Keen and one of the authors (C.T.), using a method
initiated by Bill Thurston in the context of interval maps. The [EKT] results are parallel
to (but slightly less strong) than those we obtained in §8 above in a mostly trivial manner
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for the plateau map families. For the tip family, the counterpart to the results in [EKT] is
reasonably easy, but to go beyond, we needed a much deeper analysis which was carried out
by Marco Martens with two of us (R.G. and C.T.), as reported in [GMT]. In any case, the
piecewise linear maps have already served well in this second role. Third, although in view
of the seeming non-generic nature of the non-smooth map, one might expect that finding
a physical realization of phenomena such as the “Arnold sausages” would be difficult;
in fact, again following a lecture on this material, preliminary numerical simulations at
the University of Frankfurt [ZKM] suggest that the phenomena should be experimentally
observable in driven Josephson junctions; further work on this is in progress.
Among the other open issues, perhaps the chief matter left unresolved by our study is
the measure of the mode-locked intervals below the critical line. Although our numerical
data strongly suggest that this measure is strictly less than one for all δ < 1 and for all
S < Sc, we have at present no proof of this conjecture.
A second matter worth further study is motivated by adopting the numerical analyst’s
perspective and considering the piecewise linear maps as “finite element, linear spline
approximations” to the smooth case. This view suggests the study of “higher-order”
piecewise linear circle maps – i.e., multi-spline fits having more than two independent slopes
– and, in principle, of studying the convergence properties of the bifurcation sequences of
these maps to those of the smooth case as the number of splines increases. Indeed, an
analogous study [HC] comparing the (two-spline) tent and (three-spline) trapezoidal maps
to the (four-spline) house map shows that, as expected, the house map captures more of
the bifurcation sequence of the logistic map than its simpler cousins. However, the effort
required to undertake detailed studies of the multiple-parameter, higher-order piecewise
linear maps suggests that one should have a clear understanding of the importance of
the questions being studied before proceeding. Further, a recent study [MT] has shown
rigorously that no finite segment PWL map with no zero slopes can capture the full
renormalization sequence of the logistic map.
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Appendix A: Essential Definitions and Background Material.
This Appendix assembles some background material on the dynamics of circle maps,
interval maps, and topological entropy: its only use for experts is to establish the notation
we use in the rest of the paper. Non-experts are advised to sketch figures, wherever
appropriate, of each of the definitions, concepts, and arguments, as this will greatly improve
their understanding of the paper. As in the main text, all fractions will be written in lowest
order terms, except where otherwise specified, and we shall use the notation (z)n
def
=
z mod n .
A-1. Circle maps, lifts, and degree.
When dealing with the dynamics of circle mappings, it is useful to consider the circle
as the set of real numbers mod 1, i.e., to think of the circle as being the set TT = IR/ZZ,
meaning that we consider two real numbers x, y in the set of real numbers IR to be
equivalent if and only if they differ by some integer n in the set ZZ of rational integers.
This means that our angles are measured in the unit 2π radians.
The circle TT is then the set of the equivalence classes so defined, a good set of rep-
resentatives of these equivalence classes being the semi-open interval [ 0, 1). The topology
of the circle is obtained by endowing TT with the distance d defined by:
d((x)1 , (y)1) = min(|(x)1 − (y)1|, |(x)1|+ |1− (y)1|, |(y)1|+ |1− (x)1|) .
To each continuous circle map f : TT → TT , we can associate lift maps, where the
continuous map F : IR→ IR is a lift of f if and only if
(F (x))1 = f((x)1) .
There is a countable infinity of such lifts for any f : if F0 is one of the lifts of f , the set of lifts
of f is the set of maps Fn = F0+n, where n ∈ ZZ. On some occasions, and in particular for
the purpose of drawing pictures, it is easier to suppose that F0(0) belongs to the interval
[ 0, 1). However, this convention cannot hold when we interpolate the successive lifts Fn
of some maps f , by a continuous one parameter family {Fµ} with F(µ+1) = Fµ + 1.
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If F is the lift of a continuous circle map f , there exists an integer d such that
F (x+ 1) = F (x) + d ,
for all real numbers x. This number d is called the degree of f (or of F ), and a good
intuition of its meaning can be gotten by contemplating the graphs for maps with degrees
respectively equal to −1, 0, 1 and 2 in Figure A1: d is the algebraic number of times the
circle is wrapped onto itself by the map.
The rotations Rθ(x) = (x+ θ)1 have degree one. Since the degree varies continuously
for continuous deformations of the maps, and since we are interested in parametrized
continuous families containing the rotations, we only consider degree one in the paper and
the rest of the Appendix. Hence, throughout the main text and the rest of the appendices
circle map will always mean degree-one continuous circle map, and a map will be called a
lift if and only if it is the lift of a degree one circle map.
A-2. Rotation intervals and rotation numbers.
Let f be a circle map, and F be a lift of f . Using the notation Fn(x) for the nth
iterate of F , we set
ρ
F
(x) = lim inf
n→∞
Fn(x)
n
,
ρF (x) = lim sup
n→∞
Fn(x)
n
,
and define the rotation interval of F [NPT] as
I(F ) = [ a, b] ,
where
a = inf
x∈IR
ρ
F
(x) , b = sup
x∈IR
ρF (x) .
In some cases, and in particular when F is non-decreasing, I(F ) reduces to a single
number, also denoted ρ(F ), called the rotation number of F [Po]; then the lim sup and
lim inf can be replaced by a limit in the defining formulas. In this case, (ρ(F ))1 is called
the rotation number of f . Similar passing from F to the circle map f itself is in general
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impractical because the rotation interval of a general lift may be longer than one. Intu-
itively, the uniqueness of the rotation number when F is non-decreasing can be pictured
by what happens when cars race on a circuit where the road is too narrow to allow passing.
When I(F ) is a single point, f has a periodic orbit if and only if ρ(F ) is a rational
number. Furthermore, if F is non-decreasing with ρ(F ) = p
q
, the period of all periodic
orbits of f is equal to q. This number q is not alone sufficient to allow a combinatorial
description of the dynamics of f restricted to these periodic orbits: with PQ = (
p
q )1, P −1 is
the number of points of the orbit are jumped over from a point to its image, in the positive
direction around the circle (equivalently, P is the number of revolutions around the circle
which is needed to come back to any point when following the orbit). Thus this number is
constant on the points belonging to all periodic orbits of f when F is non-decreasing with
rational rotation number pq . In other words, the dynamics of such a map f , restricted to
any of its periodic orbits, is combinatorially the same as the dynamics of the rotation by
P
Q
. The number p is also the number of orbits of F (forward and backward) which project
to any given periodic orbit of f by mod 1.
Non-decreasing maps form an important class in the study of degree-one endomor-
phisms. Following Alain Chenciner, we designate as fomeomorphisms (a French contrac-
tion for “false homeomorphism”) the continuous degree-one circle maps whose lifts are
non-decreasing. A periodic orbit of a circle map, which is also a periodic orbit of some
fomeomorphism with rotation number P
Q
(hence combinatorially like an orbit of the rota-
tion by the angle PQ) is called
P
Q -ordered. More generally, an orbit of a circle map, which is
also an orbit of some fomeomorphism with rotation number Ω, is called Ω-ordered. Lifts of
such orbits are then said to be ω-ordered for some ω such that Ω = (ω)1. In particular, a
p
q -ordered orbit is always the lift of some periodic orbit, invariant under a fomeomorphism
with rotation number PQ = (
p
q )1. We sometimes say nicely ordered for “ω-ordered for some
ω”.
We denote by F0(IR) the space of lifts of fomeomorphisms equipped with the sup
norm: i.e., two such maps are close together if their respective values at each point of an
interval of length one are close to each other. More generally, Fk(IR) stands for the space
of k times continuously differentiable lifts of fomeomorphisms, where two of them are close
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together if the maps and their k first derivatives are. Further, we shall use the following
definitions for inequalities between real maps:
F > G⇔ ∀x, F (x) > G(x) ,
and
F ≥ G⇔ ∀x, F (x) ≥ G(x) .
With these definitions and preliminaries, we next state some classical results about the
rotation number of non- decreasing maps, which go back to Henri Poincare´ [Po] in the
context of degree-one homeomorphisms and are not harder to prove in our slightly gener-
alized context.
Theorem A.
- (i). For F and G in F0(IR),
F ≥ G ⇒ ρ(F ) ≥ ρ(G) ,
F > G & ρ(F ) or ρ(G) irrational ⇒ ρ(F ) > ρ(G) .
- (ii). The rotation number, as a function ρ : F0(IR)→ IR is continuous.
- (iii). For F and G in F0(IR), if ρ(F ) is irrational and f has a dense orbit, then,
F ≥ G and F 6= G ⇒ ρ(F ) > ρ(G) .
Corollary A’. For a family {Fµ} in F
0(IR), defined by Fµ = F0+µ, the rotation number
of Fµ is a non-decreasing function of µ.
If F is a degree-one lift, we denote by F+ its monotone upper- bound, and by F− its
monotone lower-bound (see Figure A2). In formulas:
F+(x) = sup
y≤x
(F (y)) ,
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F−(x) = inf
y≥x
(F (y)) .
Theorem B [CGT, Mi2]. For any lift F ,
- (i). I(F ) = [ ρ(F−), ρ(F+)] .
- (ii). Furthermore, for each ω ∈ I(F ), there is a non- decreasing lift Fω which coincides
with F where it is not locally constant, and with ρ(Fω) = ω.
Corollary B’. For any lift F , if ω ∈ I(F ), then F has a ω-ordered orbit.
A-3. Denjoy Theory.
The following result about smooth maps will be used in some proofs: it is a weakened
form of the “famous” result by Arnaud Denjoy [De]:
Theorem of Denjoy. For F in F2(IR), if ρ(F ) is irrational then f has a dense orbit.
Remark. Bohl [Boh], and independently Denjoy [De], constructed counterexamples to
this statement in F1(IR). Such maps usually called Denjoy counterexamples.
A-4. Topological entropy.
Let M be a compact metric space with distance d, f an endomorphism of M (i.e.,
a continuous map from M to itself). For a positive real number ǫ and an integer n, the
subset S of M is n-ǫ-separated if for each pair (x, y) of distinct points of S, there is an m
in {0, 1, . . . , n− 1} such that
d(fm(x), fm(y)) > ǫ .
Let N(n, ǫ) stand for the maximal cardinal (i.e., the number of elements) of an n-ǫ-
separated set. We set
H(ǫ) = lim sup
n→∞
1
n
log N(n, ǫ) .
Then the topological entropy ([AKM], [Bow]) of f is
h(f) = lim
ǫ→0
H(ǫ) .
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The topological entropy, originally devised as an invariant of topological conjugacy [AKM],
is also a measure of the dynamical complexity of a map. By a Theorem of [MSz], for a
piecewise monotone endomorphism f of the circle or the interval, the topological entropy
h(f) is given by:
h(f) = lim sup
n→∞
1
n
log(N(n)) ,
where N(n) stands for the number of maximal arcs or intervals where f◦n is monotone,
or the number of isolated periodic points with period n of f . Furthermore, we have the
following results:
Theorem C [BFr, Mi1]. An endomorphism of the interval has positive topological
entropy if and only if it has a periodic orbit whose period is not a power of two.
Theorem D [Mi1]. An endomorphism f of the interval I or the circle TT has positive
topological entropy if and only if it has a horseshoe, i.e., for some n and some interval
J ⊂ I, or some arc J ⊂ TT , J contains two disjoints subintervals J0 and J1 such that both
fn(J0) and f
n(J1) contain J .
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Appendix B: Stunted families.
Figures A3 and A4 explain respectively how to construct stunted families out of maps
on the interval and the circle. Such stunted families are particularly easy to study since
the topological entropy, and finer topological invariants as furnished by kneading theory
[MTh], vary monotonically and continuously in each parameter (cf [DGMT]). Here we
describe some examples on the interval which will help us in the study of some special
circle maps.
For S > 1 and µ ∈ [0, 1+ 1S ], let fS,µ be the endomorphism of the unit interval defined
by
fS,µ(x) =


min(Sx, 1) if 0 ≤ x ≤
µ
2
,
max(min(S(µ− x), 1), 0) if
µ
2
≤ x ≤
S(µ+ 1)− 1
2S
,
max(S(x− 1) + 1, 0) if
S(µ+ 1)− 1
2S
≤ x ≤ 1 ,
This map fixes the end points, and has two extremal values (hence is bimodal), a maximum
MS,µ = min(1,
Sµ
2
) ,
and a minimum
mS,µ = max(0, S
µ− 1
2
+
1
2
) ,
so that the graph is like a hill followed by a valley, except in the limit cases µ ∈ {0, 1+ 1
S
}
where the hill or valley degenerates to a point. We call plateaus the segments where the
extrema are attained: in some cases, one or both plateaus may be reduced to a single
point.
Fixing S > 1 and µ ∈ [0, 1], for a ∈ [0,MS,µ] and b ∈ [0, 1−mS,µ] such that a+ b ≥ 1,
we have a two-parameter stunted family defined by
cS,µ;a,b(x) =
{
min(fS,µ(x), a) under the hill ,
max(fS,µ(x), 1− b) in the valley ,
The (a, b)-parameter space of cS,µ;a,b is represented in Figure A5. A nice feature of these
stunted families is that, since S > 1, one has the
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Density Property. The unions of all preimages of the plateaus (i.e., under all iterates
of the map) are dense in [0, 1].
A proof of the density is easily supplied. A little more work is needed for the following
result (see, e.g., the appendix of [BMT]).
Measure Property. If any of the plateaus has non-zero length, the unions of all preimages
of the plateaus (i.e., under all iterates of the map) have Lebesgue measure 1.
The combinatorial structure of an orbit is determined by the sequence of segments
of monotonicity of the map visited by the orbit, as formalized in the kneading theory of
Milnor and Thurston [MTh]. In order to limit the length of this paper, we shall avoid
here explicit use of kneading theory (and its language), but a good knowledge of it would
certainly simplify the comprehension of the rest of this section and its applications: for the
kneading theory of interval maps, the reader is refereed to [MTh], and for circle maps to
[AM1]. We will say the combinatorial behavior of the orbit of a plateau is plateau-avoiding
if the orbit of the plateau does not hit any plateau. The following property is easy to check.
Parallel Property. Any plateau-avoiding combinatorial behavior β of the orbit of a
plateau occurs on a subset sβ of the (a, b) parameter space, which is a segment parallel to
the b-axis, with one end point on the a-axis, for the left plateau, and a segment parallel to
the a-axis, with one end point on the b-axis, for the right plateau.
We just mention here the following:
Corollary 1. For a dense subset D of the (a, b) parameter space, one point of a plateau
belongs to a periodic orbit.
Remark. With the methods in [BMT], one can show that in D, the orbits of almost all
points in [0, 1] converge to a periodic orbit which has (at least) one point in a plateau, and
that the complement of D in the (a, b) parameter space, has zero Lebesgue measure. More
important for our purpose is the next consequence of the Parallel Property.
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Isolated Points Property. Any pair of plateau-avoiding combinatorial behavior (β, β′)
of the orbits of the plateaus occurs for at most a single point P(β,β′) of the (a, b) parameter
space.
Combining the Parallel Property and the Isolated Points Property with the combina-
torial theory for the boundary of chaos for bimodal maps ([MaT2], [MaT3], [Mu]), we get
the following
Theorem E . The region corresponding to zero topological entropy in the (a, b) parameter
space of cS,µ;a,b, is a closed set, separated from the rest of the parameter space by a curve of
length bounded from above by 2, made of countably many pieces of straight lines crossing
the gaps of a Cantor set embedded in the two- dimensional parameter space.
A construction of the curve discussed in Theorem E is shown schematically in Figure
A6. Now, fixing S, we can form three-parameter families (with parameters µ, a and b),
such that the parameter space is as represented in Figure A7-α when S > 3, and as in
Figure A7-β otherwise: we denote by CS the 3-cell which parametrizes the family cS,µ;a,b
for given S > 1. Some two-dimensional surfaces in these cells will occur in the study of
some families of circle maps. To get a result similar to Theorem E in these surfaces, we
will use the following monotonicity result .
Theorem F. If some plateau-avoiding behavior of the right plateau occurs both for
cS,µ;MS,µ,b and cS,µ′;MS,µ′ ,b′ for µ
′ > µ, then b′ < b. Similarly, if some plateau-avoiding
behavior of the left plateau occurs both for cS,µ;a,mS,µ and cS,µ′;a′,mS,µ′ for µ
′ < µ, then
a′ < a.
Proof of Theorem F. The second statement is equivalent to the first one, that we deduce
from the Measure Property as follows.
- From kneading theory, we know that cS,µ;MS,µ,b and cS,µ′;MS,µ′ ,b′ have the same set of
preimages of the plateaus (as labeled by the successive branches of the map where the
preimages are taken). This is sufficient to conclude when MS,µ < 1.
- When MS,µ = 1, we conclude thanks to the following Lemma.
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Lemma F’. For any map of the form cS,µ;1,b, with b < 1, and all n ≥ 0, there is an
injective map from the set of intervals which are nth preimages of the left plateau to the
set of intervals which are nth preimages of the right plateau, and the injection is strict for
some values of n.
(Q.E.D. Theorem F.)
Proof of Lemma F’. From the already mentioned property in kneading theory, we
choose to work with the map c3, 23 ;1,1 for convenience of the exposition, without loss of
generality. Under this map, the two turning points, 13 and
2
3 , have symmetric sets of
preimages, and we only need to show that for any map c3, 23 ;1,b with b < 1, the left turning
point has lost at least as many preimages as the right turning point, at each generation,
and sometimes more.
We will only consider preimages of 1
3
and 2
3
to the left of 2
3
, preimages on the other side
of 23 being treated similarly. For each n > 0, let xn,N(n) < xn,N(n)−1 < . . . < xn,1, with
xn,1 <
2
3 , be the preimages of
2
3 , up to the n
th generation, and such that c3, 23 ;1,1(xn,i) <
1−b, and letmn,i ≤ n be the generation index of xn,i , i.e., c
mn,i
3, 23 ;1,1
(xn,i) =
2
3
. Let In,1 stand
for the interval between xn,1 and
2
3 . Then c
mn,1
3, 23 ;1,1
(In,1) contains the other turning point
1
3 ,
so that In,1 contains a preimage of
1
3 with generation index at most mn,1 ≤ n. Similarly,
for each i ∈ {2, 3, . . . , N(n)}, the interval In,i = (xn,i, xn,i−1) contains a preimage of
1
3
with generation index at most max(mn,i, mn,i−1) ≤ n, as we show now to conclude the
proof of injectivity.
- either mn,i = mn,i−1, in which case the paths of the orbits of xn,i and xn,i−1 until
2
3 is reached have to be different: the only way this can occur is the image of In,i, under
cq
3, 23 ;1,1
for some q < mn,i, contains
1
3 since xn,i and xn,i−1 are consecutive.
- or mn,i 6= mn,i−1, that we rewrite as mn,j < mn,k: then, when the orbit of xn,k
reaches 23 , the orbit of xn,j has reached the fixed point 0, and again, some image of In,i
contains 13 .
To show that the injection is strict for some values of n, it remains to show that for
some values of n, there is a preimage of 13 with generation at most n to the left of xn,N(n).
Notice then that either
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- (i) xn+1,N(n+1)−1 = xn,N(n), or
- (ii) mn+1,N(n+1)−1 = n+ 1.
In case (ii), we conclude as before that the image of In+1,N(n+1), under c
q
3, 23 ;1,1
for
some q < mn+1,N(n+1), hence q ≤ n, contains
1
3 .
In case (i), if xn+1,N(n+1) is not the preimage of xn,N(n), we conclude as in case (ii), and
xn+1,N(n+1) cannot be the preimage of xn,N(n) for all n’s, since such monotonic sequences
would have to accumulate on one of the end points of the interval, and the leftmost
preimage of order n of 13 is to the left of the leftmost preimage of
2
3 or order n or less.
(Q.E.D. Lemma F’.)
Remarks.
- Theorem F has just been stated here with the generality required for the study of
the boundary of chaos: to suppress the words “plateau- avoiding” in this statement, one
can use the methods in [BMT]. The plateau-avoiding case is simpler since all preimages of
both plateaus are pairwise disjoint.
- If some plateau-avoiding behavior β of the right plateau occurs for cS,µβ(b);1,b (re-
spectively if some plateau- avoiding behavior β of the left plateau occurs for cS,µβ(a);a,1) it
follows from the proofs of Lemma F’ and Theorem F that µβ(b) (respectively µβ(a)) is a
linear function. Combining this with the previous remark, the same linear property holds
true if β corresponds to a periodic behavior of an end-point of a plateau.
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Appendix C: Computation of Boundaries of Some Regions in Parameter Space.
Since the maps discussed in this paper are piecewise linear, it is possible to find
exact equations for the boundaries of the various parameter plane regions discussed in the
previous parts of the paper, although in most cases obtaining such equations in a simplified
form is not trivial. In this appendix, we will describe the exact equations of most of the
boundaries, especially for the tip family, and give a brief indication of how the equations
were obtained. The derivations of the boundary equations are elementary and come from
a few simple facts about circle maps f and their lifts F , such as the following where we
have identified the circle with the interval [0, 1), x ∈ [0, 1), and F is the particular lift of
f satisfying F (0) ∈ [0, 1):
-i) x belongs to a p/q-cycle of the circle map f if and only if F q(x) = x+ p.
-ii) On the left (respectively, right) boundary of Ap/q the graph of the q
th iterate F q
of the appropriately chosen lift is tangent to the line y = x+ p from below (above), in the
(Ω, U) parameter plane.
-iii) On the left (respectively, right) boundary of Ap/q, a p/q-cycle of a tip or plateau
map must contain the first (respectively, last) turning point of the map. These turning
points are the first and last points in Figure 1 where the slope is undefined.
-iv) If x is a member of a stable (attractive) p/q-cycle of f then at x the slope of F q
is less than 1 in magnitude.
C-1. Boundaries of Ap/q for the Tip Maps.
In the sections below we will obtain the boundary equations of each connected com-
ponent of the interior of the sausage-like structure Ap/q. The points that separate these
connected components are called nodes. The equations representing the boundaries of Ap/q
will change from one component to another of int(Ap/q). For each p/q the components of
int(Ap/q) belong to disjoint horizontal strips in the (Ω, S) plane. Since the number of com-
ponents is finite, exactly one of them is unbounded. This unbounded component, which
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is the component that intersects the critical line, we call the top component of int(Ap/q).
The top node is the node that separates the top component from the rest of Ap/q.
C-1.1. Nodes.
In this section we will find the heights of the nodes in the (Ω, S) parameter plane. As
discussed in the proof of Theorem 4 in §7, the tongue Ap/q has zero width in the (Ω, S)
parameter plane, for fixed δ, when the corresponding circle map f satisfies f q = Id (the
identity map on the circle). Such a point (Ω, S) in the parameter plane is a node, except
at the foot of the tongue where S = 1. Thus the nodes are the points that separate the
different “links” of the sausage-like structure Ap/q.
By setting the slope of f q equal to 1, as in the proof of Theorem 4, one comes up with
the polynomial equation that must be satisfied by the parameter S at a node:
Sq−k[1− S(1− δ)]k − δk = 0, (C1 )
for k = 1, . . . , ⌈δq⌉− 1, where ⌈x⌉ = ceiling(x) = the least integer greater than or equal to
x.
At a node of Ap/q the p/q-cycle for tΩ,S;δ must contain both turning points of the
map. As an illustration of how the nodes occur, consider Figure C1, which shows how the
members of a typical 2/5-cycle vary as (Ω, S) descends along the left boundary of Ap/q
from the critical line S = Sc to the foot of the tongue at S = 1. In this figure, δ ≈ 1/2, the
circle is represented as the interval [-1/2,1/2), and the portion of the circle between the
turning points t1 = −t0 = (1− δ)/2 is the big slope region of the map. When a member of
the 2/5-cycle coincides with t0 a node occurs. This figure illustrates the proof of Theorem
4 and also illustrates the reason that the number of nodes in Ap/q is ⌈δq⌉ − 1.
Equation (C1) can be used to determine the nodes of Ap/q to any desired degree of
accuracy with the help of Newton’s Method, and for a given S by testing the left side of
(C1) for k = 0, 1, . . ., one can determine which link of the sausage is cut by the horizontal
line at S. Figure C2 illustrates typical locations of the turning points t0, t1 as well as the
big slope region of a tip map.
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C-1.2. Further properties of the nodes.
A summary of other properties of the set of nodes in Ap/q is given below. These
properties can be proved by elementary methods and are illustrated by the various figures
in this section (see especially Figures C3 to C15, which will be discussed in detail later).
Nodes in relation to the critical line:
All nodes of Ap/q are below the critical line.
Nodes for even q:
If δ > 1/2 and S0 = δ/(1− δ) then all Ap/q with even q have nodes on the line S = S0. In
fact, the p/q sausage has its q2 th node on this line, counting down from the top node. If
δ ≤ 1/2 there is no such S0.
Rows of nodes:
Assume q > 1 and let t1 = −t0 = (1 − δ)/2. Below the critical line in the (Ω, S) plane,
the line Ω+St1 = t0+1 intersects Ap/q at nodes only. Similarly, there are rational curves
Ω = P (S)/Q(S) of all degrees (k over k− 1) that intersect the sausages below the critical
line only at nodes.
These rational curves are obtained by solving T qΩ,S;δ(t1) = t0 + p for Ω where q =
1, 2, . . . and where T is the lift of t. Two such rational curves through nodes are drawn
in Figure C16 for q = 1, 2 and they can also be seen in some of our other figures showing
groups of p/q-tongues.
How the nodes vary with δ:
Suppose p/q ∈ [0, 1) is in lowest terms. Then:
a) For small δ, Rp/q has no nodes.
b) For δ sufficiently close to 1, Rp/q has ⌈q⌉ − 1 nodes, i.e., it has its full allowance
of nodes and will get no more.
c) As δ → 1, all nodes of Rp/q approach the critical line. (Recall that the height
Sc becomes unbounded as δ → 1. The upper nodes (those with node number k < q/2)
approach the critical line absolutely: Snode − Sc → 0 as δ → 1 while the other nodes
approach the critical line relatively: (Snode − Sc)/Sc → 0 as δ → 1. As δ → 1, the
Ω-coordinates of all nodes approach 1/2, as illustrated in Figures C3 to C15.
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C-1.3. Boundaries of Ap/q above the top node.
We now proceed to find equations of the exact boundaries of Ap/q for the tip family.
For simplicity we first discuss these boundaries above the top node. The top component
of int(Ap/q) intersects the critical line, so that the boundary equations obtained in this
section will also yield the exact endpoints of the stability intervals on the critical line.
Below the critical line the equations of the left and right boundaries of Ap/q will change
from link to link of the sausage structure. In order more easily to understand how the
boundary equations are obtained we consider in Figure C2 a typical lift of the tip family.
The particular lift shown corresponds to a parameter pair (Ω, S) above the critical line,
where the small slope s = [1−S(1− δ)]/δ is negative. Above the first node, the tip family
boundary equations for Ap/q will be the same whether (Ω, S) is below or above the critical
line.
The three linear functions f1, f2, f3 that we will use to define a lift of the tip map
tΩ,S;δ, as shown in Figure C2, are:
f1(x) = Ω + s(x+ 1/2)− 1/2,
f2(x) = Ω + Sx, (C2)
f3(x) = Ω + s(x− 1/2) + 1/2,
where for convenience in the following discussion we will now identify the circle with
the interval [−1/2, 1/2). (We could use any interval of length 1; this one seems most
convenient.) To help understand the three functions f1, f2, f3, recall that the map tΩ,S;δ,
for fixed δ, consists of two linear parts, one with the “big slope” S and the other with
the “small slope” s. The function f2 represents the “big slope” part and the other two
functions f1 and f3 represent the “small slope” part of tΩ,S;δ. No matter where (Ω, S) lies
in the sausage structure Ap/q, we will be able to represent tΩ,S;δ and all its iterates using
the three functions f1, f2, f3 along with the decrement function described below. Note that
f3 is just a shifted version of f1 since f3(x) ≡ f1(x− 1) + 1.
The above three functions will now be used to find the boundary equations of Ap/q.
We first consider the left boundary of Ap/q above the top node. On the left boundary, the
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following equation must be satisfied:
tqΩ,S;δ(t1) = t1, (C3 )
where appropriate choices among f1, f2, f3 must be made for each of the iterates in t
q.
The thing that distinguishes one link of the sausage from the other links (see Figure C1) is
the number of p/q-cycle points that are outside the big slope region of the circle map. To
be more precise, if the circle is represented by the interval [−1/2, 1/2) then the “big slope”
region is the interval (t0, t1] in Figure C2. When no points of the p/q-cycle are outside this
interval then the parameter pair (Ω, S) is in the top link, which includes the part of Ap/q
above the critical line. When k points of the cycle are outside the interval then (Ω, S) is
in the kth link from the top, where k = 1, . . . , ⌈qδ⌉ − 1 as shown by Theorem 4.
In order to simplify the boundary equation, we introduce the decrement function:
d(x) = x− 1.
Since the values of the lift wrap around the circle p times during a p/q-cycle, the left
side of equation (C3) is represented by q copies of f2 interspersed with p copies of the
decrement function d to indicate wrapping around the circle p times. Hence the equation
of left boundary of the top link of Ap/q for q > 1 is given schematically by
f2 · · · f2d f2 · · · f2d f2(t1) = t1, (C4 )
where the left side of (C4) is a composite of q copies of f2 and p copies of d. The positions
of the d’s are given by the following rule: Counting from right to left in (C4), we insert a
“d” to the left of the ith f2 for each i such that
0 < ip (mod q) ≤ p (i = 1, . . . , q − 1).
For the case q = 1 the left boundary equation is simply f2(t1) = t1, which is easily solved
for Ω to obtain
Ω = −(S − 1)t1 = Ωleft(S, 0/1, δ).
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Equation (C4) contains the quantities Ω, S, δ [recall t1 = (1 − δ)/2], p, and q. By
using properties of the simple functions f2 and d it is relatively straightforward to solve
the equation (C4) for Ω, with the following result:
Left tip boundary above the top node:
For q > 1 and p/q in lowest terms,
Ω = Ωleft(S, p/q, δ) = (S − 1)[
Nleft(S, p/q)
Sq − 1
− t1], (C5 )
where
Nleft(S, p/q) =
q−1∑
i=1
0<ip (mod q)≤p
Sq−i.
The right boundary of Ap/q can be obtained in a similar manner to the above. On the
right boundary, a p/q-cycle of the tip map contains the other turning point, t0 = −(1−δ)/2,
which leads to:
d f2 · · · f2d f2 · · · f2d f2 · · ·f2(t0) = t0, (C6 )
where the left side of (C6) is a composite of q copies of f2 and p copies of d., and where,
counting from right to left in (C6), we insert a “d” to the left of the ith f2 for each i such
that
0 ≤ ip (mod q) < p (i = 2, . . . , q).
Solving equation (C6) for Ω, again after some straightforward but nontrivial compu-
tations, gives the equation for the right boundary of Ap/q for the tip family above the top
node:
Right tip boundary above the top node:
For q > 1 and p/q in lowest terms,
Ω = Ωright(S, p/q, δ) = (S − 1)[
Nright(S, p/q)
Sq − 1
− t0], (C7 )
where,
Nright(S, p/q) =
q∑
i=2
0≤ip (mod q)<p
Sq−i = Nleft(S, p/q) + 1− S
q−1.
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The boundary equations (C5) and (C7) are valid for the tip family version of Ap/q
anywhere above the top node, including on and above the critical line. By subtracting
equation (C5) from (C7), for example, one obtains the exact equation for the length of the
p/q-stability intervals on the critical line, which was given in Section 4 of this paper and
used in the proof of Theorem 5:
Length of p/q-stability interval on the critical line:
|L◦p/q| = Ωright − Ωleft =
(S − 1)2
S(Sq − 1)
, (C8 )
where on the critical line, S = Sc = 1/(1 − δ). Equation (C8) for the width of Ap/q for
the tip family, at height S in the parameter plane, is valid for any S above the top node
of Ap/q, including on and above the critical line.
When q = 1, Ap/q has no nodes, since then ⌈qδ⌉ − 1 = 0, and hence the complete left
or right boundary of a 0/1 or 1/1 tip family tongue is easily found in a manner similar
to the way we found the left boundary Ω = Ωleft(S, 0/1, δ). The resulting 0/1 and 1/1
boundary equations are:
Complete tip family boundaries for q=1:
Ω = Ωleft(S, 0/1, δ) = −(S − 1)t1,
Ω = Ωright(S, 0/1, δ) = −(S − 1)t0, (C9)
Ω = Ωleft(S, 1/1, δ) = −(S − 1)t1 + 1,
Ω = Ωright(S, 1/1, δ) = −(S − 1)t0 + 1,
where t1 = (1− δ)/2 and t0 = −t1.
Note that each of these lines in the (Ω, S) plane has a slope of ±2/(1 − δ) when S is
expressed as a function of Ω.
C-1.4. Boundaries of Ap/q below the top node.
In this subsection we briefly describe the exact boundary equations for Ap/q below
the top node.
For a given S > 1 it is easy to determine which link of the p/q-sausage is cut by the
horizontal line at S: just test the left side of equation (C1) for k = 1, 2, . . . , ⌈qδ⌉ − 1; the
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first k that gives a value ≤ 0 tells us that the height S corresponds to the kth link from
the top, where the part above the top node is link 0.
For every one of the sausage links one can write the left and right boundary equations
tqΩ,S;δ(ti) = ti, (i = 1, 0 respectively ,)
in forms similar to (C4) and (C6). The fact that on the boundary of link k, k of the p/q-
cycle members have escaped from the big slope region of the circle map tΩ,S;δ, means that
k of the “f2”s in (C4) and (C6) must be replaced by “f1”s or “f3”s. It is straightforward
to replace (C4) and (C6) with versions that work for the boundaries of the kth link from
the top for arbitrary k in the admissible range 0, 1, . . . , ⌈qδ⌉ − 1. We will not dwell on the
equations for arbitrary k, but will simply illustrate with the following example.
Example:
The right boundary equations for the 3 links of A2/5, are:
k = 0 : d f2f2d f2f2f2(t0) = t0
k = 1 : d f2f2d f3f2f2(t0) = t0
k = 2 : d f3f2d f3f2f2(t0) = t0.
By writing the specific formulas of each of the “f” and “d” functions, one can solve each
of these equations explicitly for Ω in terms of S and δ. For example, the middle equation
above, when solved for Ω, gives the right boundary of link 1:
Ω = Ωright =
δ(1 + δ) + (1 + δ)S2 − (1− δ)S3 + (1− δ)S4 − (1− δ)2S5
2[δ + δS + (1 + δ)S2 + δS3 − (1− δ)S4]
.
For the purpose of generating computer-drawn curves of the left and right boundaries
of the tip family tongues Ap/q, we have written a general computer algorithm that for
a given S ≥ 1, solves the left and right boundary equations corresponding to (C4) and
(C6) for the appropriate link. The algorithm finds the exact (up to computer accuracy)
values of Ω on the left and right boundaries for a given S by recursively computing the
left side of the equation as a affine function of Ω and then solving the affine equation for
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Ω. This computer algorithm has been used to generate accurate drawings of the left and
right boundaries of many of the tongues in this paper, including parts of the boundaries
of the stability regions shown later in Appendix C.
C-1.5. The unbounded part of Ap/q.
As explained in Section C-1.3, equations (C5) and (C7) give the left and right bound-
aries, respectively, of the tip family Ap/q above the top node, which also includes the
portion on and above the critical line. So we have nothing more to say about the left
and right boundaries above the line, except to note that in equations (C5) and (C7) the
two numerators Nleft and Nright each are polynomials in S of degree less than q. Hence
equations (C5) and (C7) imply that for large S, the right and left boundaries of A+p/q in
the (Ω, S) plane are asymptotic to straight lines with slope ±2/(1− δ). Thus, all tongue
boundaries are asymptotically parallel as S →∞.
C-1.6. Boundaries of other p/q regions above the critical line.
By considering the slopes of a tip map tΩ,S;δ and its qth iterate t
q, it is fairly straight-
forward to deduce other statements concerning the exact borders of the various regions
previously discussed in this paper. These properties are summarized below, where for fixed
δ, Astabp/q = the p/q-stability region, A
stab′
p/q = the extended stability region where tΩ,S;δ has
either a stable p/q-cycle or a p/q-ordered chaotic attractor (as defined just before Theorem
18), and Lp/q = the region where tΩ,S;δ has the unique rotation number p/q. Some of these
regions were shown in Figures 7, 13, 14, 15 and 18. The boundaries in those figures were
obtained from the equations in this appendix.
The heights of the regions:
Let S = Smax(q), S
′
max(q), and Stip(q) be the heights in the (Ω, S) plane of the regions
Astabp/q , A
stab′
p/q , and Lp/q, respectively. Then:
a) The three heights satisfy, respectively, the following three polynomial equations:
Smax : (1− δ)S
q − Sq−1 − δ = 0,
S′max : (1− δ)S
q+1 − Sq − S + 1 = 0,
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Stip : (1− δ)S
q+1 − Sq − (2− δ)S + 2 = 0.
b) Stip > S
′
max > Smax > Sc.
c) All three heights decrease with q and as q → ∞ they approach the critical line
S = Sc = 1/(1− δ) exponentially fast in q.
Of course, with the help of Newton’s method or other numerical procedures, the above
three heights can easily be computed very accurately and quickly.
The top boundary of Lp/q:
The left (respectively, right) boundary of Lp/q above the critical line, is the limit of the
right (left) boundaries of the neighboring Aω as ω → p/q from the left (right). Since in
practice these neighboring boundaries converge rather quickly with ω, one can use the
results of Section C-1.3 to draw quite accurate boundaries of Lp/q above the critical line.
The left and right boundaries of L+p/q intersect at height S = Stip(q), so that the top of
Lp/q is somewhat “ice cream cone” shaped, as is seen in Figure 7. Of course, below the
line, Lp/q is the same as Ap/q.
Top boundaries of Astabp/q and A
stab′
p/q :
Astabp/q is the portion of Ap/q bounded above by the horizontal line S = Smax described above.
Similarly, Astab
′
p/q is the portion of Ap/q bounded above by the horizontal line S = S
′
max.
Boundary of the p/q-topologically regular region:
From Section 9 of this paper, the part of Ap/q that has zero topological entropy is A
stab
p/q ∩
Lp/q, so this region can be accurately plotted by using boundaries determined in the above
discussions.
With the above properties we can draw the various tip family p/q-regions very accu-
rately along with their unions and intersections. These properties were used to generate
Figures C3 to C15 showing the exact boundaries of Astabp/q as δ increases from 0.1 to 0.9999.
These figures illustrate many of the concepts discussed in this paper.
C-1.7. The zipper theorems.
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We call Theorems 17 and 18 the Zipper Theorems because of the way they indicate
that the Farey neighbors of Astabp/q and A
stab′
p/q unzip from each of them as δ decreases.
These theorems are represented accurately in Figures 15abc and 18 of the main body of
this paper, using the boundary equations and algorithms described above.
C-1.8. Monte Carlo plotting of Astabp/q .
One can also obtain reasonably accurate plots of the bifurcation structure of our
families by using a numerical Monte Carlo algorithm such as the following, where color
C(p, q) is a predefined color table [normally C(p, q) = q]:
· For each (Ω, U) in a rectangle, do:
· Choose x randomly
· Repeat x=f(x) M times
· For q=1 to qmax
· If |f q(x)− x| < ǫ then
· Find the winding number p/q
· Plot the point (Ω, U) in color C(p, q)
· Exit the q loop
· End if
· End the q loop
· End the do loop
This algorithm was used to plot Figure 10 for the plateau family regions Astabp/q , q ≤ 5,
δ = 1/2. It was also used for Figure C17 (Astabp/q for the tip family, q ≤ 7, δ = 1/2) which
should be compared with the exact version in Figure C7. The Monte Carlo algorithm gives
good approximations of all the exact versions in Figures C3-C15.
C-2. Plateau Family Boundaries above the Critical Line.
In this section we will describe the boundaries of the various regions above the critical
line for the plateau family.
Some of the p/q regions for the plateau family are considerably more complicated than
for the tip family, because of the flat spots (plateaus) on the graph of the lift PΩ,H;δ and
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its iterates. These flat spots allow infinite sequences of period doubling, tripling, etc., as
is the case with the standard sine family and the logistics family.
We do not have exact descriptions of the upper boundaries for the plateau stability
and topologically regular p/q-regions, as we did for the tip family. However some of the
other regions are actually simpler to describe exactly than for the tip family and can be
obtained by elementary methods. To understand fully the structure of all parts of the
stability regions, one needs to consult works on symbolic dynamics, such as [MaT1-3].
Following is a summary of our results about the plateau family above the critical line.
The formulas below come in an elementary manner from the slopes in the plateau maps
(±Sc and 0) and from our exact equations in Section C-1 about the boundaries of the
p/q-intervals on the critical line.
Assume δ is fixed, 0 < δ < 1 and that p/q is in lowest terms.
Top Boundary of Ap/q:
The top of Ap/q for the plateau family in the (Ω, H) plane is the horizontal line
H = Hmax =
δ
4(1− δ)
.
Side boundaries of Ap/q:
The left and right boundaries of Ap/q are the straight lines:
H = Hleft(Ω) = (ΩL − Ω)/δ,
H = Hright(Ω) = (Ω− ΩR)/δ,
where (ΩL,ΩR) is the p/q-stability interval on the critical line for the tip family. ΩL and
ΩR are given exactly by (C5) and (C7) in Section C-1 with S = Sc = 1/(1− δ).
The next result follows easily by taking a limit of boundaries of the neighboring
regions. All of these boundaries have slope ±1/δ, from the previous property.
The Lp/q cone:
For the plateau family, L+p/q is shaped like an inverted cone (or a tent) with straight line
sides having the equations:
H = (Ω− ΩL)/δ (left),
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H = (ΩR − Ω)/δ (right).
When δ < 1− 3−1/q, the cone is truncated at height H = Hmax.
The stability region A+,stabp/q :
For the plateau family, the stability region A+,stabp/q is composed of several disjoint parts, as
follows. These regions are shown in the numerically generated Figure 10 and schematically
in Figure C18.
a) a lower, winged-shaped part with bottom boundary H = 0, left and right bound-
aries the same as Ap/q above, and top boundary composed of the two lines
H = ±(Ω− Ωmid)
Hmax
(ΩR − ΩL)/2 + δHmax
where Ωmid = (ΩL + ΩR)/2,
b) an infinite number of swallow-like period multiplying regions with rotation num-
bers (kp)/(kq) for k = 2, 3, . . ., which lie above the “wing” described in a) above.
c) a finite number of swallow-like p/q-regions that lie outside L+p/q and outside the
period multiplying region. See Figure 10 for a 2/5-swallow of this type.
Location of swallow tips:
All of the above wing and swallow-like (kp)/(kq)-regions have the tips of their wings and
tails on the line H = Hmax.
As we noted earlier, understanding the structure of these swallows requires knowledge
of the topology of symbol sequence dynamics but is fairly well understood. In [MaT1-3]
it is explained how the boundary of topological chaos is squeezed between the regions of
period 2kq (k = 1, 2, . . .) and those of period m2kq where m is odd. As a result the p/q-
region of topological regularity includes the cone L+p/q chopped off on the top in a (fractal)
jagged way somewhat as suggested by Figure C19.
Note that the regions for the plateau family, above the critical line, preserve most
of the topological features of the regions for the classical sine circle family. Compare, for
example, the topological structures of p/q-regions for the plateau family in Figure 10 with
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those for the sine family in Figure C20. (Both figures were generated numerically.) One
can see that for each structure that appears in Figure 10 a corresponding, similar but
distorted, version appears in Figure C20, although those in Figure C20 may be difficult
to see because the sine p/q-wings and swallows appear to shrink faster with q than do the
plateau versions. Also note that the plateau wings and swallows are bounded, while the
corresponding sine versions have infinitely long wings and tails.
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Appendix D: Measures below the Critical Line.
A natural question to ask is, for 1 < S0 < Sc = 1/(1− δ), what is the one-dimensional
Lebesgue measure of the intersection of the horizontal line S = S0 with the union of the
Ap/q, 0 ≤ p/q ≤ 1? Since the “sausages” do not intersect each other below the critical
line, the sum of these interval lengths on the line S = S0, for 0 ≤ Ω ≤ 1, is no larger
than 1. But is it less than 1 or is it equal to 1? As was remarked at the end of Section 7,
for “nice” smooth families of circle maps, including the standard sine family, this measure
is known [He1] to be less than 1. But for certain families of maps that are continuous
on the circle and C2 smooth except at one point, the measure is known to be equal to 1
[VK], even below the critical line: i.e., the set of Ω corresponding to irrational winding
numbers has zero measure for any non-zero value of the nonlinearity parameter S − 1.
Our maps resemble those of [VK] but have two points of nonsmoothness (rather than one
point), namely, the turning points, (1± δ)/2. Based on the numerical results we describe
below, we believe that for our family below the critical line the measure of the rational
(“mode-locked”) intervals is less than 1.
Using the algorithm described in Section C-1 of the Appendix, we have written a
computer code that, for given values of δ, S = S0 < Sc and qmax, finds the “exact” (up to
computer accuracy) endpoints of the intersection of the line S = S0 with all Ap/q for q =
1, . . . , qmax and p = 0, 1, . . . , q where p and q are relatively prime. The program then sums
the lengths of these intervals on the line S = S0. The resulting approximate measures for
various values of S0, 1 ≤ S0 ≤ Sc = 1/(1− δ), are shown in Figure D1. The measures in
Figure D1 are a result of summing as many as 12,232 interval lengths (qmax = 200) for
each value of S, using 29 significant decimal digits of precision.
It should be emphasized that the results in Figure D1 are preliminary numerical results
and are not conclusive evidence that the measure of the mode locked intervals below the
critical line are less than 1. More rigorous work is needed on this question.
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FIGURE CAPTIONS
Fig. 1: Typical tip and plateau maps: (a) tip or plateau map below the critical line,
(b) tip or plateau map on the critical line, (c) tip map above the critical line, (d) plateau
map above the critical line.
Fig. 2: The 3-dimensional space Pt for the tip family parameters (Ω, S, δ).
Fig. 3: The 3-dimensional space Pp for the plateau family parameters (Ω, U, δ).
Fig. 4: Reinterpretation of certain critical maps.
Fig. 5: A non-monotonic left tongue boundary (of A1/20, above the critical line, where
δ = 0.1 for the tip family).
Fig. 6a: A portion of the qth iterate, f q, of a tip map, at the top of L+p/q.
Fig. 6b: A portion of the qth iterate, f q of a plateau map, at the top of L+p/q.
Fig. 7: The region of circular regularity for the tip family, for δ = 1/4. (0 ≤ p/q ≤ 1/2
with q ≤ 11.)
Fig. 8: The surface ΠSq in CSq . (The shaded triangle is a portion of ΠSq .)
Fig. 9: The region of zero topological entropy for the tip family, for δ = 1/4. (0 ≤
p/q ≤ 1/2 with q ≤ 11.)
Fig. 10: Numerically generated plateau p/q-stability regions, A⊕,stabp/q , for 0 ≤ p/q ≤
1/2, q ≤ 5.
Fig. 11: Construction of f ′ in the proof of Theorem 14, for the case m = 1.
Fig. 12: Stable periodic orbits must attract a turning point.
Fig. 13: Ap/q and A
stab
p/q for q ≤ 5, δ = 1/4.
Fig. 14a: Astabp/q for q ≤ 11, δ = 1/2. The portion of this figure above the critical line
S = Sc is R1/2.
Fig. 14b: Astabp/q for q ≤ 11, δ = 3/4. The portion of this figure above the critical line
S = Sc is R3/4.
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Fig. 15a: The neighbors of Astab0/1 unzipping from A
stab
0/1 at δ = δ1 = 1/2.
Fig. 15b: The neighbors of Astab1/2 unzipping from A
stab
1/2 at δ = δ2 = 1− 2
−1/2.
Fig. 15c: The neighbors of Astab1/3 unzipping from A
stab
1/3 at δ = δ3 = 1− 2
−1/3.
Fig. 16: A circularly ordered chaotic 1/3-attractor and a coexisting stable 1/2-cycle
for a tip map. [(Ω, S) = (0.4, 2.2) and δ = 1/2.]
Fig. 17: The restriction of t
q(i)
Ω,S;δ to a Jk, in the proof of Theorem 18.
Fig. 18: The region R′δ for δ = δ
′
3 ≈ 0.1780 is represented by the portion of this figure
above the critical line S = Sc. It shows the unzipping of the extended 1/3-region from its
neighbors. Its bigger neighbors unzip last.
Fig. 19: The structure of the parameter space for the tip maps around L1/2 with
δ > 1/2, as shown by the graphs of the second iterate of a lift of tΩ,S,δ.
· · · Appendix Figures:
Fig. A1: Typical circle maps of degrees -1,0,1 and 2 along with their lifts.
Fig. A2: Monotone upper and lower bounds F+ and F− for a lift F .
Fig. A3: Constructing a “stunted” family on the interval.
Fig. A4: Constructing a “stunted” family on the circle.
Fig. A5: Typical graphs of: α) CS,µ;a,b and β) the corresponding (a, b) parameter
space.
Fig. A6: Successive approximations to the boundary of positive topological entropy in
a stunted (also called cutting) family.
Fig. A7: Parameter space for the 3-dimensional stunted family cS,µ;a,b for fixed S.
Fig. C1: A 5-cycle for tΩ,S;1/2 as (Ω, S) descends along the left boundary of A2/5.
Fig. C2: A lift F of tΩ,S;δ, where Ω = 0.
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Figures C3 to C15: Tip family stability regions Astabp/q for q ≤ 7 and for various δ. (δ =
.1, .2, .3, .4, .5, .6, .7, .8, .9, .95, .97, .99, .9999)
Fig. C16: Two rational curves that intersect all Ap/q below the critical line at nodes
only. (δ = 0.6 and q ≤ 11)
Fig. C17: Tip family regions Astabp/q generated by the Monte Carlo algorithm, with
δ = 0.5 and q ≤ 7. (Compare with the exact regions shown in Figure C7.)
Fig. C18: Schematic view of plateau regions above the critical line.
Fig. C19: Boundary of topological chaos inside Ap/q for the plateau family.
Fig. C20: Numerically generated sine family p/q-stability regions for q ≤ 5. (Compare
with Figure 10 for the plateau family.)
Fig. D1: Measure versus S below the critical line, for δ = 1/4, 1/2, 3/4.
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