Abstract-A system based on orthogonal frequency division multiple access (OFDMA) has been developed to deliver mobile broadband data service at data rates comparable to those of wired services, such as DSL and cable modems. We consider the resource allocation problem of assigning a set of subcarriers and determining the number of bits to be transmitted for each subcarrier in OFDMA systems. We compare simplicity, fairness and efficiency of our algorithm with the optimal and proposed suboptimal algorithms for varying values of delay spread, number of users and total power constraint. The results show that performance of our approach is appealing and can be close to optimal.
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I. INTRODUCTION

B
ROADBAND WIRELESS ACCESS (BWA) is an appealing system for providing flexible and easy deployment solution to high-speed communications. It is an alternative to wireline broadband access techniques such as copper line, coaxial cable, xDSL and cable modem [1] , [2] . Visionaries predict a big market because of its distributed installation and semi ad hoc routing protocol that reduces the need for an infrastructure [3] , [4] .
Vector Orthogonal Frequency Division Multiplexing (VOFDM) is considered as a base setting for BWA systems by the Broadband Wireless Internet Forum (BWIF), one of the programs of the IEEE Industry Standards and Technology Organization (IEEE-ISTO) [1] . Some vendors offer BWA system with existing wireless LAN technologies such as IEEE802.11(a, b) and IEEE 802.16 group aims to unify the BWA solutions [5] 802.16 group issued standards in the 10-66 GHz bands and IEEE802.16a group was formed to develop standards to operate in the 2-11 GHz bands in which channel impairments, multipath fading and path loss become more significant with the increase in the number of subscribers. Improved and flexible multiple access methods are needed to cope with these impairments. Orthogonal Frequency Division Multiple Access (OFDMA) is a promising multiple access scheme that has attracted interest. OFDMA is based on OFDM and inherits its immunity to inter-symbol interference and frequency selective fading [6] , [7] . Achieving high transmission rates depends on the ability of BWA system to provide efficient and flexible resource allocation. Recent studies [2] , [8] - [13] on resource allocation demonstrate that significant performance gains can be obtained if frequency hopping and adaptive modulation are used in subcarrier allocation, assuming knowledge of the channel gain in the transmitter. The frequency hopping strategy resembles the interference cancellation of CDMA [14] .
In multiuser environment, a good resource allocation scheme leverages multiuser diversity and channel fading [15] . It was shown in [16] that the optimal solution is to schedule the user with the best channel at each time. Although in this case, the entire bandwidth is used by the scheduled user, this idea can also be applied to OFDMA system, where the channel is shared by the users, each owing a mutually disjoint set of subcarriers, by scheduling the subcarrier to a user with the best channel among others. Of course, the procedure is not simple since the best subcarrier of the user may also be the best subcarrier of another user who may not have any other good subcarriers. The overall strategy is to use the peaks of the channel resulting from channel fading. Unlike in the traditional view where the channel fading is considered to be an impairment, here it acts as a channel randomizer and increases multiuser diversity [15] .
The resource allocation problem has been recently considered in many studies. Almost all of them define the problem as a real time resource allocation problem in which Quality of Service (QoS) requirements are fixed by the application. QoS requirement is defined as achieving a specified data transmission rate and bit error rate (BER) of each user in each transmission. In this regard, the problem differs from the water-pouring schemes wherein the aim is to achieve Shannon capacity under the power constraint [8] .
We introduce an iterative multiuser bit and power allocation scheme so that the QoS requirements of users are fulfilled. Our objective is to minimize the total transmit power by allocating subcarriers to the users and then to determine the number of bits transmitted on each subcarrier. Variable transmittable bits (i.e adaptive modulation) was considered in [8] , [9] . Our scheme is simple and sufficiently fair to meet real time applications criteria in which a quick scheme is needed to allocate subcarriers before the channel changes and a fair scheme is needed to treat each user.
We also consider a continuous allocation scheme where the allocator uses the previous channel information per user for the current allocation. We try to extend the point-to-point version of proportional fair scheduling (as in [15] ) to a point-to-multipoint version. In this scheme there is no fixed requirements per symbol, the aim is to maximize capacity.
In Section II we give the main features of an OFDMA system and state the resource allocation problem. In Section III we discuss about optimal solution. In Section IV we review the proposed suboptimal solutions. In Section V we introduce our resource allocation scheme. In Section VI we briefly introduce another resource allocation solution which aims to maximize the capacity. In Section VII we present the performance analysis of our system compared to optimal and proposed suboptimal schemes. In Section VIII we conclude the paper.
II. ORTHOGONAL FREQUENCY DIVISION MULTIPLE ACCESS (OFDMA)
This section outlines the OFDMA system and states the resource allocation problem. Unlike in an OFDM system [6] , users are involved in the OFDMA system to share subcarriers. The difference arises in the forming and an deforming of FFT block. The rest is the same as an OFDM system as seen in Fig. 1 . Each user allocates nonoverlapping set of subcarrriers where the number of subcarriers per user is following the notation in [17] . We denote by the subcarrier of the FFT block belonging to user. is obtained by coding the assigned bits with the corresponding modulation scheme. In the downlink the are multiplexed to form the OFDM symbol 1 of length with the appended guard prefix in order to eliminate ISI. At the uplink, the OFDM symbol is formed in the base station with a synchronization error.
(1) 1 A OFDMA symbol is defined as one OFDM FFT block.
with
, where denotes the subcarrier assigned to the user. Resource allocation problem comes into the picture when associating the set of subcarriers to the users with different bits loaded into them. The received signal from the user is (2) where is the baseband impulse response of the channel between base station (BS) and user. Equation (2) is the received signal sampled at rate . The first samples are discarded and the -point FFT is computed. The data of the user is if otherwise,
where is the frequency response of the channel of user. In a perfectly synchronized system, the allocation module of the transmitter assigns subcarriers to each user according to some QoS criteria. QoS metrics in the system are rate and bit error rate (BER). Each user's bit stream is transmitted using the assigned subcarriers and adaptively modulated for the number of bits assigned to the subcarrier. The power level of the modulation is adjusted to overcome the fading of the channel. The transmission power for AWGN channel can be predicted. In addition the channel gain of subcarrier to the corresponding user should be known. The channel gain of the subcarrier is defined as (4) where is the path loss, defined by where is the reference distance, is the distance between transmitter and receiver, is the path loss component and is a Gaussian random variable for shadowing with a standard deviation [10] . An example of channel gain can be seen in Fig. 2 . The problem above is called resource allocation in the OFDMA literature. The channel information is assumed to be known at transmitter and receiver [2] , [8] - [13] . The channel is assumed to be reciprocal; BS is able to estimate the channel of all BS-to-mobile links based on the received uplink transmission as long as the channel variation is slow [11] . As a result, the resource allocation should be done within the coherence time [8] .
With the channel information, the objective of resource allocation problem can be defined as maximizing the throughput subject to a given total power constraint regarding the user's QoS requirements. As we clarify further, of the transmission should not be higher than the required and data rate of every user should be equal to the requirement . Let's define as the indicator of allocating the subcarrier to the user. The transmission power allocated to the subcarrier of user is expressed as (5) where is the required received power with unity channel gain for reliable reception of bits per symbol [9] . We can formulate the resource allocation problem with an imposed power constraint as for all subject to (6) where the limit on the total transmission power is expressed as for all , and . If there is no power constraint, (6) is changed in order to minimize subject to allocating bits for all (i.e problem is to find the values of the and the corresponding while minimizing ) [8] , [9] , [12] . As it can be seen the cost function in our system is the power consumption matrix in (5). Rather than using as in [8] , [9] , [12] , we adopted using from [10] since in this case modulation type and get involved in the decision process.
III. OPTIMAL SOLUTION
In a multiuser environment with multiple modulation techniques, the solution to the problem is complicated since the optimal solution needs to pick the subcarriers in balance. We can classify the problem according to each set of bits assigned to a subcarrier. For a user , . We can construct times power matrices for each . For a constant , can be computed and the transmission power requirement can be found with (5) . The dimension of the indicator function is incremented and represented by and defined as follows [9] :
The above problem can be solved with Integer Programming (IP). We refer to the IP approach as the optimal solution to the resource allocation problem. As stated in [9] , the non linear approximation in [8] , [13] requires more computation than the IP.
There are indicator variables and power matrices where the entries of each matrix for a given can be found from (8) Using (8) as an input, the cost function now can be written as (9) and the description of the IP problem is for (10) subject to for all and for all
Although the optimal solution gives the exact results, from an implementation point of view, it is not preferred since in a time varying channel, in order to allocate the subcarriers within the coherence time, the allocation algorithm should be fast and the IP complexity increases exponentially with the number of constraints. This real time requirement leads to searching suboptimal solutions that are fast and close to the optimal solution. Several suboptimal allocation schemes are proposed for different settings in the literature [8] - [12] , [18] . Up to now suboptimal solutions differ in the modulation type. There are a few suboptimal schemes that use adaptive modulation, the rest assume fixed modulation, i.e. same number of bits are assigned to each subcarrier. We will describe current solutions and compare with our iterative solution.
IV. SUBOPTIMAL SOLUTIONS
In most attempts to simplify the resource allocation problem, the problem is decomposed into two procedures: A subcarrier allocation with fixed modulation, and bit loading. Subcarrier allocation with fixed modulation deals with one matrix with fixed and then by using bit loading scheme, the number of bits is incremented.
A. Subcarrier Allocation
We know that is a convex function [8] , [9] . We can start with and we can define new with which can be obtained by decrementing properly. Then the solution to this problem can be solved with Linear Programming or Hungarian problem. Although the Hungarian algorithm is proposed as an optimal solution for resource allocation with a fixed modulation in [10] , [12] , we consider it as a suboptimal solution for adaptive modulation.
1) Linear Programming:
Linear programming is investigated in [9] . For comparison purposes, we briefly restate the problem description, (11) subject to After linear programming, the allocation matrix has entries ranging between 0 and 1. The entries are converted to integers by selecting the highest nonzero values from columns for each and assigning them to the user. 2) Hungarian Algorithm: The problem described above can also be solved by an assignment method such as Hungarian algorithm [19] . The Hungarian algorithm works with square matrices. Entries of the square matrix can be formed by adding times the row of each . The problem formulation is as (12) and the constraints become as stated in [12] . Although the Hungarian method has computation complexity in the allocation problem with fixed modulation, it may serve as a base for adaptive modulation.
B. Bit Loading Algorithm
The bit loading algorithm (BLA) appears after the subcarriers are assigned to users that have at least bits assigned. Bit loading procedure is as simple as incrementing bits of the assigned subcarriers of the users until . Following the notation of [8] , [9] , define as the additional power needed to increment one bit of the subcarrier of user as represented in (13), (13) The bit loading algorithm assigns one bit at a time with a greedy approach to the subcarrier .
BL Algorithm
Step 1) For all , Set , , and ;
Step 2) Select ; Step 3) Set and ;
Step 4) Set ; Step 5) Check and for , if not satisfied GOTO STEP 2.
Step 6) Finish.
It is a simple algorithm. Bits on the subcarriers are incremented one by one. If there is no power constraint, procedure runs for times. This algorithm enable us to convert the fixed modulation schemes into adaptive modulation ones.
The Hungarian approach and LP approach with bit loading appear as two different suboptimal solutions to the resource allocation with adaptive modulation. We use these schemes as a reference in our simulations and call them GreedyHungarian and GreedyLP respectively in our simulations.
V. ITERATIVE SOLUTION
The GreedyLP and GreedyHungarian methods both first determine the subcarriers and then increment the number of bits on them according to the rate requirements of users. This may not be a good schedule in some certain cases: For instance, consider a user with only one good subcarrier and low rate requirement. The best solution for that user is allocating its good carrier with high number of bits. But if GreedyLP or GreedyHungarian is used, user may have allocated more than one subcarrier with lower number of bits and in some cases, its good subcarrier is never selected. Consider another scenario where a user does not have any good subcarrier (i.e. it may have a bad channel or be at the edge of the cell). In this case, rather than pushing more bits and allocating less subcarriers as in GreedyLP and GreedyHungarian, the opposite strategy is preferred since fewer bits in higher number of subcarriers give better result. Another difficulty arises in providing fairness. Since GreedyLP and GreedyHungarian are based on greedy approach, the user in the worst condition usually suffers. In any event, these are complex schemes and simpler schemes are needed to finish the allocation within the coherence time. To cope with these challenges, we introduce a simple, efficient and fair subcarrier allocation scheme with iterative improvement.
Our scheme is composed of two modules named scheduling and improvement modules. In the scheduling section, bits and subcarriers are distributed to the users and passed to the improvement module where the allocation is improved iteratively by bit swapping and subcarrier swapping algorithms.
A. Fair Scheduling Algorithm
We introduce a simple and mixed allocation scheme that considers fair allocation among users with adaptive modulation. The allocation procedure starts with the highest level of modulation scheme. In this way, it tries to find the best subcarrier of a user to allocate the highest number of bits. We can describe the strategy by an analogy: "The best strategy to fill a case with stone, pebble and sand is as follows. First filling the case with the stones and then filling the gap left from the stones with pebbles and in the same way, filling the gap left from pebbles with sand. Since filling in opposite direction may leave the stones or pebbles outside". With this strategy more bits can be allocated and the scheme becomes immune to uneven QoS requirements. The fair scheduling algorithm (FSA) runs greedy release algorithm (GRA) if there are nonallocated subcarriers after the lowest modulation turn and the rate requirement is not satisfied. GRA decrements one bit of a subcarrier to gain power reduction, which is used to assign higher number of bits to the users on the whole. FSA is described as follows;
FS Algorithm
Step 1) Set , Select a , and ;
Step 2) Find ; Step 3) Set and , Update , Shift to the next ; Step 4) If ,
Step Out and Set , GOTO STEP 2.
Step 5) If , , Set , GOTO STEP 2.
Step 6) If , , , Run "Greedy Release" and GOTO STEP 2.
Step 7) Finish.
B. Greedy Releasing Algorithm
The GRA tends to fill the un-allocated subcarriers. It releases one of the bits of the most expensive subcarrier to gain power reduction in order to drive the process. GRA works in the opposite direction of BLA. GRA is described as follows;
GR Algorithm
Step 1) Find ;
Step 2) Set , ;
Step 3) Set ; Step 4) Finish.
C. Horizontal Swapping Algorithm
The horizontal swapping algorithm (HSA) aims to smooth the bit distribution of a user. When the subcarriers are distributed, the bit weight per subcarrier can be adjusted to reduce power. One bit of a subcarrier may be shifted to the other subcarrier of the same user if there is a power reduction gain. Therefore, variation of the power allocation per subcarrier is reduced and a smoother transmission is performed. HSA is described as follows;
HS Algorithm
Step 
D. Vertical Swapping Algorithm
Vertical swapping is done for every pair of users. In each iteration, users try to swap their subcarriers such that the power allocation is reduced. There are different types of vertical swapping. For instance, in triple swapping, user gives its subcarrier to user and in the same way user to user and user to user . Pairwise swapping for fixed modulation is described in [10] , [12] with a slight difference: the former uses power and the latter uses channel gain as a decision metric. We modified pairwise swapping to cope with adaptive modulation case. In this case, there is more than one class where each class is defined with its modulation (i.e number of bits loaded to a subcarrier) and swapping is only within the class. Each pair of user swap their subcarriers that belong to the same class if there is a power reduction. In this way, adjustment of subcarrier is done across users, to try to approximate the optimal solution. VSA is described as follows;
VS Algorithm
VI. RESOURCE ALLOCATION REGARDING CAPACITY
In the previous sections, we considered the problem where the QoS requirements per symbol is fixed. Another way to approach resource allocation is in terms of capacity [8] . Suppose there is no fixed requirements per symbol and the aim is to maximize capacity.
It has been shown in [15] that for point-to-point links, a fair allocation strategy maximizes total capacity and the throughput of each user in the long run, when the user's channel statistics are the same. This idea underlying the proposed fair scheduling algorithm is exploiting the multiuser diversity gain.
With a slight modification, we can extend the fair scheduling algorithm for point-to-point communication to an algorithm for point-to-multipoint communication. Suppose the user time varying data rate requirement is sent by the user to the base station as feedback of the channel condition. We treat symbol time as the time slot, so is discrete, representing the number of symbols. We keep track of average throughput of each user for a subcarrier in a past window of length . The scheduling algorithm will schedule a subcarrier to a user according to the following criterion (14) where can be updated using an exponentially weighted low-pass filter described in [15] . Here, we are confronted with determining the values. We can set to , where is the number of carriers. With this setting, the peaks of the channel for a given subcarrier can be tracked. The algorithm schedules a user to a subcarrier when the channel quality in that subcarrier is high relative to its average condition in that subcarrier over the time scale . When we consider all subcarriers the fairness criterion match with the point-to-point case as follows (15) where . The theoretical analysis of fairness property of (15) for point-to-point communication is derived in [15] . We can apply those derivations for point-to-multipoint communication.
VII. PERFORMANCE ANALYSIS
We compare the performance of our iterative algorithm with the proposed suboptimal GreedyHungarian and GreedyLP schemes and optimal IP scheme. We adopt the M-ary quadrature amplitude modulation of 4-QAM, 16-QAM, and 64-QAM which are used to carry two, four, or six bits/subcarrier [8] . Required transmission power for bits/subcarrier at a given BER with unity channel gain is (16) where is the inverse function of We evaluate our scheme in Rayleigh fading channels video, [20] , [21] . The power spectral density level is equal to unity, and gain of Rayleigh channel is also equal to unity. We use 128 subcarriers with a total transmission rate between 480 bits/symbol and 768 bits/symbol. BER requirement of users is selected from the list . In the simulations, depending on the constraint, either the rate requirements are fulfilled when the transmit power is minimized or the power constraint is fulfilled when rates are maximized. BER requirement, on the other hand, is satisfied in both situations. We distinguish the settings by naming them with or without power constraint. Fig. 3 shows the convergence of our scheme with iterative betterment. In each iterative step, the power is reduced keeping the total number of bits constant. The steepest decrease is observed in the HSA step since the power reduction in bit swapping is higher than the one in subcarrier swapping because of the exponential growth of the function. It can be seen from the figure that iterative solution approximates the GreedyLP with time. Fig. 4 presents the cumulative distribution functions of the average bit SNR for the cases with and without power constraint. There are four users in two sets of BER requirement and each user has rate requirement of 120 bits/symbol. It can be seen from the Fig. 4(a) that iterative approach approximates the optimal solution up to 0.9 when there is no power constraint. When there is a power constraint, as seen in Fig. 4(b) , the iterative approach outperforms the GreedyHungarian and GreedyLP approach and is close to the IP solution within 0. 3 . The reason why iterative solution gives better performance than the suboptimal solution is its tight power control scheme, which allows to transmit more number of bits. GRA is one of the most important module that decreases the variance of avg bit SNR and make the iterative approach perform better at the end by exchanging one high cost bit with more than one low cost bits i.e. lower level modulation. Fig. 5 shows the performance of the schemes in various channel fading and multiuser diversity situations [15] . Fig. 5(a) presents the average bit SNR as a function of root mean square (RMS) delay spread for different resource allocation schemes. As RMS delay spread increases, the fading variation increases, so higher gains are obtained by adaptive allocation. We find that iterative approach is never more than 0.9 above the IP approach. Fig. 5(b) shows the average bit SNR versus the number of users where each has the same BER requirement of and RMS value of 30 usec. As the number of users increases the probability of obtaining a good channel in the subcarriers increases. The iterative approach follows the lower bound within 0. 9 and follows the GreedyHungarian and GreedyLP schemes within 0.5 . Fig. 6 shows the standard deviation of the bit allocation of the users for different power constraint or different number of users. Each user has a BER requirement of and total transmit rate is 480 bits/symbol which is equally distributed to each user. Each user has a 180 usec RMS delay spread. Fig. 6(a) presents the standard deviation of bit distribution among users under the total power constraint. It can be observed from the graph that iterative approach outperforms the GreedyHungarian and GreedyLP and is close to the IP. The FSA distributes the bits fairly compared to the greedy approach. The fairness property is an important metric for real time data if there is tight power control. The iterative solution maintains fairness. As the total transmit power increases, the significance of a power control scheme decreases as can be inferred from the graph. In Fig. 6 (b) fairness is tested under varying number of users, the iterative approach again outperforms the GreedyHungarian and GreedyLP and closely follows the IP. Fig. 7 shows the average data rates per subcarrier versus total power constraint when there are four users. Each user has a rate requirement of 192 bits/symbol (maximum rate) and BER requirement of . The performance of the iterative approach is close to that of the optimal and difference between suboptimal and iterative approaches decreases as the total transmit power increases. 
VIII. CONCLUSION
We considered the problem of resource allocation for adaptive modulation in OFDMA systems. The problem is considered in two different approaches: one maximizes the capacity and the other one satisfies fixed QoS criteria (i.e the rate and bit error rate requirements) in each symbol. Recent work has focused on developing algorithms to meet the QoS criteria [2] , [8] - [13] .
In an OFDMA system, subcarriers are distributed among users and number of bits transmitted in each subcarrier is adjusted according to the rate requirements of users to minimize total transmit power. It has been shown that resource allocation can be optimized by Integer Programming [9] . However, the optimal solution can not be implemented in real time. We proposed a simple suboptimal solution that fairly allocates and efficiently converges close to optimal meeting the QoS criteria per symbol.
The algorithm showed good performance in terms of tight power control, iterative betterment and fair scheduling among users when compared with the optimal solution and previously proposed suboptimal schemes. The proposed solution can also be applied to the uplink when there is perfect synchronization.
We also considered a possible resource allocation scheme when the objective is to maximize capacity, based on proportional fair scheduling algorithm for point-to-point communication introduced in [15] . 
