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本研究では診断が確定した 1,760例（メラノーマ 329例，母斑 1,431例）のダーモスコピー
像をデータセットとして用い，学習済みモデルを Fine-tuningにより再学習を行った．構築















IA期 腫瘍の厚さが 1mm未満で，潰瘍形成 (細胞表層が破壊されると穴ができ，
皮下層組織が透けてみえる)を伴わないものであり，腫瘍は表皮および真
皮の上層にみられる











メラノーマの 5年生存率は，0期や I期であれば 90%以上であり，II期でも 70 - 80%であ















察できるようになったため，ABCD-rule [6]，Menzies’ scoring method [7]，7-point checklist
[8]，Modified ABC-point list [9]，3-point checklist [10]などダーモスコピーに基づくの数多
くの診断指標が提案された．なかでもABCD-ruleと 7-point checklistは皮膚科医の間で広く
認知されている診断指標である．ABCD-ruleはTable. 1.2に示す 8項目について評価し，そ
れぞれの重みをかけ合わせてTotal Dermoscopy Score（TDS）を計算する．TDS＜ 4.75で
あれば良性，4.75 ≤ TDS ≤ 5.45であれば悪性の疑いあり，5.45＜ TDSであれば悪性と診




ける感度（正しくメラノーマと識別された割合）は 10 - 27%向上したと報告されている [11]．
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Table. 1.2: ABCD-rule
Criterion Description Score Weight
Asymmetry いくつの軸で非対称か 0-2 1.3
Border 8方向の境界でいくつが明瞭か 0-8 0.1







Table. 1.3: 7-point check list
Criterion Description Weight
Major criteria:
1. Atypical pigment network 不規則な網構造 2
2. Blue-Whitish veil 青白い領域 2
3. Atypical vascular pattern 不規則な血管パターン 2
Minor criteria:
4. Irregular streaks 不規則な枝状構造 1
5. Irregular pigmentation 不規則な色素沈着 1
6. Irregular dots/globules 不均一な点，粒状構造 1




























Celebiら [23] は，腫瘍の辺縁部検出法の改善，およびRBF（Radial Basis Function）カー













Table. 2.1: Overview of dermoscopy image classification studies
Source Author Year Segmentation Classifier∗ Total # Mel.† Dys. ‡ SE SP comment ⋄
method images (%) (%) (%) (%)
[15] Ganster et al. 2001 Thresholding+color clustering k-NN 5363 2 19 73 89
[16] Elbaum et al. 2001 Thresholding Linear 246 26 45 100 85
[17] Rubegni et al. 2002 Thresholding ANN 550 36 64 94.3 93.8
[18] Hoﬀmann et al. 2003 clustering+region growing ANN 2218 22 7 - - AUC=0.844
[14] Blum et al. 2004 - Logistic 837 10 11 82.3 86.9
[19] Oka et al. 2004 Thresholding Linear 247 24 76 87.0 93.1 Internet-based
[20] Burroni et al. 2005 Thresholding Linear 174 22⋆ 78 71.1 72.1 ⋆: only in situ cases.
[21] Seidenari et al. 2005 - Linear 459 21 17 87.5 85.7 AUC=0.933
[22] Menzies et al. 2005 Semi-auto+manual Logistic 2420 16 25 91 65
[23] Celebi et al. 2007 Region growing SVM 564 16 55 93.3 92.3 AUC=0.966
[24] Iyatomi et al. 2008 Thresholding+region growing ANN 1258 16 - 85.9 86.0 Internet-based ◃
AUC=0.928
[25] Tenenhaus et al. 2010 Supervised KL-PLS 227 14 52 95 60 AUC=0.84
[26] Liu et al. 2012 - SVM 351 25 - 82.1 86.4 AUC=0.906
[27] Shimizu et al. 2014 Thresholding+region growing MS Linear 964 11 72 90.5 82.5 4 class AUC=0.856
∗:k-NN:k-nearest neighbor, ANN: artificial neural network, Logistic: logistic regression, SVM: support vector machine, MS
Linear: multi-stratified linear models.
KL-PLS: Kernel logistic partial least square regression.
†: Percentage of melanomas in the data set.
‡: Percentage of dysplastic nevi in the data set.
⋄: AUC: Area under the ROC curve.


































もまた，CNNに ImageNet [41] の自然画像で事前学習を行い，彼らは全結合層手前の最終
Convolution層までを特徴抽出器として用いて，10クラスのデータセットによる分類問題に
おいて 81.8%の分類精度を達成した．また，Estevaら [40] は，ごく最近，一般的なカメラ
とダーモスコープで撮影された画像で構成された 129,450例のデータセット（内ダーモスコ




ラノーマ 71例，良性母斑 40例），という 3つのタスクで行われた．ROCカーブ（Receiver



























































濃淡値関数 I(x) (x = (x, y))における注目点x0近傍の濃淡値分布は，テイラー展開に
より以下の二次元連続関数で近似できる．











































= |λ2|− αλ1 (λ2 < λ1 < |λ2|α )
0 (otherwise)
(3.5)





提案した Image Inpainting [48] のアルゴリズムを用いた．Image Inpaintingは濃淡値
の連続性を用いた手法であり，欠損領域の周りから濃淡値を滑らかに補間することで
欠損領域を修復する．そのため，体毛のような線状構造領域の修復において有効に働
く．Image Inpaintingのアルゴリズムは，修復したい領域 P の画素に対して，次の反
復処理を行うことによって与えられる．
In+1(x, y) = In(x, y) +∆Int (x, y), ∀(x, y) ∈ P (3.6)
ここで，添字の nはEq. 3.6の反復回数を，(x, y)は修正する画素の座標位置を，Int は
画像 Inへの更新値をそれぞれ表している．以上の反復処理は，In+1(x, y) = In(x, y)（
∀(x, y) ∈ P）が成立した場合に終了する．画像の修復結果の良し悪しは，更新値 Int の
与え方によって左右される．Bertalmiaらは，更新値 Int の定義として Eq. 3.7を与え
ている．
Int (x, y) = ∇Ln(x, y) ·Nn(x, y) (3.7)
ここで，LnとNnは次式で定義される．
Ln(x, y) = Inxx(x, y) + I
n
yy(x, y), N
n(x, y) = ∇In(x, y)⊥ (3.8)





































心と定義した．腫瘍領域 P の各点 rが密度 f(r)を持つとき，その重心 gは，
∫
P








3.2 Convolutional Neural Network









このConvolution層は第 l層に位置し，l−1層からKチャネルの画像 z(l−1)ijk (k = 0, ..., K−1)
を受け取り，これにM (= 3)種類のフィルタ hpqkm (m = 0, ...,m− 1)を適用している．各
フィルタは入力と同じチャネル数Kを持ち，そのサイズをH×H×Kとする．Fig. 3.6のよ
うにm = 0, 1, 2の各フィルタm (= 0, 1, 2)について並行に計算が実行され，それぞれ 1チャ










z(l−1)i+p,j+q,k + hpqkm + bijm (3.10)
のように表される．このように，入力画像のチャネル数によらず，1つのフィルタからの出力
は常に 1チャネルになる．また，bijmはフィルタごとのバイアスを表し，その値は各ユニッ




どこでも一定の値をとる．ReLU関数 f(x)の出力 zijmは Eq. 3.12で表される．
Fig. 3.7: ReLU関数
f(x) = max(0, x) (3.11)




画素 (i, j)を中心とするH ×H正方領域をとり，この中に含まれる画素の集合をPijで表す．
このPij内の画素について，チャネルKごとに独立に，H2個ある画素値を用いて 1つの画素
値 uijkを求める．正方領域内の画素値の決め方はいろいろあるが，今回は領域内の最大値を



















xijk = xijk − x¯ijk (3.15)
一方後者は，画像 1枚 1枚に対し個別に行う処理であり，LCN層が担っている．LCN層









ここで，重みwpqはガウシアン関数であり，∑pqk wpq = 1となる．減算正規化は，画素 (i, j)
ごとに違うが，チャネル間では共通の xˆijを差し引いて，Eq. 3.17のように行われる．
zijk = xijk − xˆij (3.17)
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wpqk(xi+p,j+q,k − xˆij)2 (3.18)






































{tn ln(y(xn, w) + (1− tn) ln(1− y(xn, w))} (3.23)












































本研究では，2つの医療機関（University Federico II of Naples, Italy; University of Graz,






の付加 の 3つである．ガウス雑音は各画素の輝度値を中心に標準偏差 0 - 50の範囲でランダ
ムに 5段階の雑音を付加する．以上の data augmentationにより，元のデータセットを 20倍
の 35,200枚（= 1, 760 × 4 × 5）まで拡張した．また，各機関の画像は，画像サイズにばら
つきがあるが，長軸の位置合わせ処理の段階で腫瘍領域を中心に正方行列にトリミング，お




































扱うため，CNNの構成は Fig. 4.2に示すように，Convolution層と Pooling層が 3層連なっ
た小規模なモデル構成とした．具体的な構成として，まず第 1層目の畳込み層は 256 × 256
の入力画像がランダムクロップされた 224× 224× 3を入力として取り，サイズ 11× 11× 3
の 96個のフィルタを用いて畳込みを行う．第 2層目の畳込み層は，第 1層目のレイヤの出力
を入力として取り，サイズ 7 × 7 × 96の 48個のフィルタを用いて畳込む．そして第 3層で
は，第 2層目のレイヤの出力を入力として取り，サイズ 5× 5× 48の 128個のフィルタを用
いて畳込む．第 3層目のレイヤの出力は全結合層へと渡される．各レイヤの畳込みの出力に












感度 = 悪性と分類された症例数全体の悪性の症例数 × 100 (%) (4.1)




SE (%) SP (%) AUC
Fine-tuning CNN 84.8 89.5 0.873
Full-scratch CNN 80.9 86.1 0.847
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