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Orbital tomography has recently been established as a technique to reconstruct molecular or-
bitals directly from photoemission data using iterative phase retrieval algorithms. In this work, we
present a detailed description of steps for processing of the photoemission data followed by an im-
proved iterative phase retrieval procedure and the interpretation of reconstructed two-dimensional
orbital distributions. We address the issue of background subtraction by suggesting a signal restora-
tion routine based on the maximization of mutual information algorithm and solve the problem of
finding the geometrical center in the reconstruction by using a tight-centered object support in a
two-step phase retrieval procedure. The proposed image processing and improved phase retrieval
procedures are used to reconstruct the highest occupied molecular orbital of pentacene on Ag(110),
using photoemission data only. The results of the reconstruction agree well with the density func-
tional theory simulation, modified to comply with the experimental conditions. By comparison with
photoelectron holography, we show that the reconstructed two-dimensional orbital distribution can
be interpreted as a superposition of the “in-focus” orbital distribution evaluated at the z = 0 plane
and “out-of-focus” distributions evaluated at other z = const planes. Three-dimensional molecular
orbital distributions could thus be reconstructed directly from two-dimensional photoemission data,
provided the axial resolution of the imaging system is high enough.
I. INTRODUCTION
Orbital tomography provides means for the reconstruc-
tion of the amplitude and phase distribution of molec-
ular orbitals solely from angle-resolved photoelectron
spectroscopy (ARPES) data1–5. In the absence of final
state scattering6, e.g. when the photoemission signal is
recorded from a well ordered monolayer or multilayer of
organic molecules consisting of light atoms (H, C, N, O),
a plane wave ∝ eikfr can be used to describe the pho-
toemission final state1,2,7. This approximation makes it
possible to relate the experimental photoelectron angular
distribution (PAD) to the squared modulus of the Fourier
transform F of the initial state wave function1,2:
I(kf‖, Ekin) ∝ |A · kf |2|F{ψi(ki‖, r)}|2. (1)
In Eq. 1, kf is the photoelectron wave vector of the fi-
nal state, A is the vector potential of the electromag-
netic field and I(kf‖, Ekin) is the photocurrent recorded
at the kinetic energy Ekin. The photocurrent is obtained
by summation over all electronic transitions from occu-
pied initial states, ψi, to the final state, ψf , characterized
by the corresponding wave vector components ki‖ and
kf‖ parallel to the surface, respectively. We note that in
practice, experimental data must often be deconvoluted8
before Eq. 1 can be used. Also, the derivation of Eq.
1 requires making several approximations, which were in
detail addressed by Dauth et al.6. Namely, by assuming
that the correlation between the photoemitted electron
and the remaining ones is negligible and A is constant
in space, the many particle matrix element becomes re-
lated to the Dyson orbital9 and thus can be written in
the form of a single-particle matrix element. In the plane
wave approximation, the ARPES intensity becomes pro-
portional to the Fourier transform of the Dyson orbital6.
Dauth et al.10 showed that orbitals obtained using self-
interaction-free Kohn-Sham density functional theory are
the best single-particle approximates to the Dyson or-
bitals probed by photoemission.
Provided the phase distribution of the photoelectron
wave in the detector plane is known, the initial state
wave function can be reconstructed by computing the in-
verse Fourier transform of the square root of the ARPES
data. The phase distribution can be guessed from the
parity of the wave function1 or from dichroism measure-
ments11. Without such knowledge, the phase distribu-
tion in the detector plane can be obtained iteratively by
either confining the wave function to a rectangular box
whose dimensions are determined by the van-der-Waals
size of the molecule3 or in a more robust manner5 by
employing phase retrieval algorithms12–15 used in coher-
ent diffraction imaging16. These algorithms were opti-
mized for reconstruction of complex-valued object distri-
butions15 and require only a rough estimate of the size of
the object to ensure the fulfillment of the oversampling
condition17,18. No prior information about the shape of
the object is needed, as the object support13 is found
in the course of the reconstruction solely from experi-
mental data using the shrinkwrap algorithm14. We note
that the correct reconstruction in case of complex-valued
object distributions is possible only when the support is
(i) tight enough and (ii) belongs to one of a number of
special types, which include supports consisting of sep-
arated parts and with no parallel sides19. The use of
the shrinkwrap algorithm14 ensures the reduction of the
number of parallel sides and the tightness of the support,
2as the support envelope shrinks progressively around the
object distribution in the course of the reconstruction
until the algorithm converges. The estimation of the ob-
ject support together with the object distribution itself
is particularly important if orbital tomography aims at
reconstruction of orbital distributions of excited states
whose shape and symmetry properties might be difficult
to predict.
In orbital tomography, the molecules are adsorbed on a
single crystal substrate, which ensures that the molecules
are well ordered. It is also required that the interaction
between molecular species and the substrate is weak1–3.
This allows to reconstruct the orbitals of quasi “free-
standing” molecules and then directly compare them
with the gas phase simulations1–3. However, the PADs,
recorded at binding energies of molecular states, might
contain not only features due to photoemission from
“pure” molecular states, but also some signal from the
substrate that might be present at the same binding ener-
gies8,20–22. Since such substrate features do not originate
from the molecular states to be probed, such substrate
signal should not be present in the PAD data for orbital
reconstruction. This issue can be solved either (i) by
choosing a substrate with a low density of states at the
respective binding energies of molecular states1–5, which
however is not always possible or desirable, or (ii) by ap-
plying a fitting procedure21. Unfortunately, these fitting
algorithms may not eliminate all spurious features com-
pletely21. In addition, they require acquisition of com-
plete PADs throughout a broad range of binding energies
at a sufficiently dense sampling rate. And since the phase
retrieval algorithms perform better when the data were
acquired with higher statistics, the acquisition time may
therefore increase substantially. To solve this issue, we
suggest using a signal restoration procedure consisting
of registration of signal and background data via maxi-
mization of mutual information23,24. We show that this
procedure effectively removes the principal background
features. As a result, instead of recording data at a broad
range of binding energies with high statistics and apply-
ing the fitting procedure, we suggest performing a fast
survey followed by acquisition of PADs with high statis-
tics only at binding energies of the identified molecular
states. We note that the suggested procedure can be ap-
plied only in case of weak substrate-molecule interaction
and can extract only the most relevant molecular features
lying above the noise level.
By applying this signal restoration procedure to the
ARPES data recorded from the highest occupied molec-
ular orbital (HOMO) of pentacene on Ag(110) and em-
ploying the phase retrieval algorithms5,12–15, we recon-
struct both the amplitude and phase distribution of the
orbital without any symmetrization of the data or prior
information about parity or shape of the wave function.
The reconstruction is done using an improved version of
our reconstruction procedure5, by adding an additional
refinement step, allowing for the precise determination of
the geometrical centres of the reconstructed orbital dis-
tributions.
Finally, we compare the results of the reconstruction
with the density functional theory (DFT) simulation of
the pentacene molecule in free space. By using the imag-
ing integral of Barton25, we interpret the reconstructed
orbital distributions as a superposition of “in-focus” and
“out-of-focus” contributions from the three dimensional
(3D) orbital and discuss the possibility of the 3D recon-
struction solely from a single set of two-dimensional (2D)
experimental data.
We note, however, that orbital tomography is not the
only method for visualization of molecular orbitals. The
article by Schwarz26 provides an overview of alterna-
tive imaging techniques, such as scanning tunneling mi-
croscopy or high harmonic spectroscopy and discusses
subtle questions of quantum mechanics in view of the
interpretation of reconstructed orbital distributions.
II. METHODS
A. Acquisition of ARPES data
In principle, ARPES data suitable for orbital tomogra-
phy can be acquired with any photoelectron spectrometer
capable of systematically scanning a large range of elec-
tron emission angles. In practice, this can be achieved
either by rotating the sample with a suitable manipu-
lator27 or by using an angle-resolving electron analyzer
with a large acceptance angle28. One particularly ef-
ficient instrument is the photoemission electron micro-
scope (PEEM)29,30 available e.g. at the NanoESCA
beamline at the synchrotron radiation facility Elettra31.
We use ARPES data recorded with this apparatus to
illustrate the image processing and reconstruction algo-
rithms. Fig. 1 (a) shows the PAD recorded from the
HOMO of pentacene on Ag(110) at a binding energy of
Eb = 1.2 eV with p-polarized light of 40 eV photon en-
ergy. The crystal was prepared according to standard
procedures32 and pentacene molecules were deposited
from a home-built Knudsen cell. The PAD was obtained
by averaging over 50 geometrically aligned raw data sets.
The details of the experimental geometry and alignment
of raw data are given in the Appendix. In Fig. 1(a),
the broad blobs are attributed to photoemission from the
molecular state, while the narrow sharp features crossing
them originate from the sp-bands of the substrate and
have to be eliminated prior to application of the phase
retrieval algorithm.
B. Subtraction of substrate background
The removal of substrate bands from the signal data
cannot be done by direct subtraction of the two images,
because the background features in Fig. 1(b) were sam-
pled at slightly different kf,‖ values than in Fig. 1(a).
This deformation arose because neither the position of
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FIG. 1. (a) PAD recorded from a submonolayer of pentacene molecules at 1.2 eV binding energy. Sum of 50 geometrically
aligned data sets. (b) Ag(110) substrate background at 1.2 eV binding energy. (c) The same PAD as in (a), but after the
subtraction of the background in (b) registered with the PAD in (a) using the intensity interpolation method, in which only a
mutual translation was accounted for. (d) The same PAD as in (a), but after the subtraction of the background in (b) registered
with the PAD in (a) using the maximization of mutual information algorithm via iterative application of affine transformation
to the PAD in (b). (e) Difference between the PAD in (b) and the same PAD, but registered with the PAD in (a) using the
maximization of mutual information algorithm via iterative application of affine transformation to the PAD in (b). (f-h) The
same PADs as in (a,c,d), but normalized by the |A · kf |
2 factor.
the sample with respect to the PEEM electron optics nor
the PEEM settings were identical in both cases, which
lead to changes in the field of view and thus to distortion
of the substrate features in Fig. 1(a) compared to those
in Fig. 1(b). Consequently, the background data shown
in Fig. 1(b) had to be brought into spatial registry with
the corresponding features of the signal data shown in
Fig. 1(a) before subtracting the substrate contribution.
Mutually shifted images can be aligned by means of
the intensity interpolation method33, in which the nor-
malized cross-correlation of the two images acts as a sim-
ilarity metrics and has its maximal value at the position
of the mutual displacement34,35. Generalized versions of
this method can also be used to align images distorted
by affine transformations, perspective changes or optical
aberrations35–38.
First, we used the intensity interpolation method33 to
align the background data shown in Fig. 1(b) with the
signal data shown in Fig. 1(a). The procedure was iden-
tical to the one used for alignment of 50 raw PADs and is
described in the appendix. This procedure did not lead
to a proper alignment, because upon subsequent subtrac-
tion of the registered background data from the signal
image, many background features remained present, as
shown in Fig. 1(c). One reason for the failure of the
intensity interpolation method is that it considers only
translations and does not account for other possible types
of distortions in order to properly map the background
features in Fig. 1(b) to those in Fig. 1(a). Another rea-
son for poor alignment with the intensity interpolation
method can be attributed to the main drawback of the
registration methods relying on the cross-correlation as
the similarity metric, i.e. to their sensitivity to changes in
the image intensity, introduced by noise or different imag-
ing conditions34,35,39. To account for these shortcomings,
we assumed the transformation mapping the features in
Fig. 1(b) to those in Fig. 1(a) to be affine, i.e. apart from
translation, it accounted for rotation, scale and shear.
The alignment was done via iterative application of affine
transformations to the background image. Also, we em-
ployed mutual information (MI)23,39–42 as a more general
similarity metric representing a measure of statistical de-
pendence of two images acquired under varying imaging
conditions. At each iteration, the pixel intensity values
of the signal, I, and the background, I0, each sampled
at N × N = 540 × 540 pixels, were represented by two
histograms divided into Nbins = 127 bins. The number
of bins was determined by Scott’s rule with the skewness
4factor43 applied to the histogram of the background im-
age. The quality of alignment was assessed by computing
the MI metric as
S(I, I0) =
Nbins∑
i,j=1
p′(i, j) log
p′(i, j)
p(i)p0(j)
, (2)
where p(i), p0(j) and p
′(i, j) are the marginal signal,
marginal background and joint probability distributions
computed as continuous estimates using zero-order and
cubic spline Parzen windows44, as described in the Mat-
tes’ algorithm24.
The optimization process, i.e. the iterative application
of affine transformations, was driven by the one-plus-one
evolutionary algorithm45. The optimization was done in
n = 4 cycles, each consisting of 1000 iterations. In the
first cycle, the linear number of pixels was set to N/(2n)
in each dimension and then increased at the beginning
of each new cycle by a factor of 2, until it was again
equal to N in the last cycle. This procedure allowed for
a gradual refinement of the optimization results, until the
algorithm converged after 200− 250 iterations in the last
cycle.
The mutual information of the background and signal
data registered via maximization of mutual information
and iterative application of affine transformations was
equal to 0.3154, given that the mutual information of
the two identical sets is unity. The registered background
was subtracted from the signal image and the resulting
background free image, I1, is shown in Fig. 1(d). The
difference between the background data after and before
registration is shown in Fig. 1(e). It is seen already by
a visual inspection of Fig. 1(d) that the subtraction of
the background features by means of the maximization
of mutual information algorithm was more effective than
that by means of the intensity interpolation, as most of
the background features become suppressed upon sub-
traction. More quantitative insight was gained by com-
puting the mutual information metric. The MI of the raw
background and signal data was equal to 0.2152. In case
of data registered by the intensity interpolation method,
in which only a translation was taken into account, the
MI was equal to 0.2157. In case of registration via max-
imization of mutual information, the metric was 0.3154.
Thus, registered background data contained ≈ 46% more
information about the background features in the signal
data, compared to the image registration with the inten-
sity interpolation method.
To account for the modulation of photoemission data
due to the angular dependency of the |A · kf |2 factor in
Eq. 1, the PADs in Fig. 1(a,c,d) were normalized by
this factor. The details of the normalization procedure
are given in the Appendix. The resulting distributions
are shown in Fig. 1 (f-h). Obviously, while the PAD in
Fig. 1(h) lost most of the sharpest background features,
their diffuse remnants were still present around the broad
blobs. To eliminate the remaining quasi constant back-
ground, we subtracted the mean intensity value of the
entire image from each pixel in Fig. 1(h) and set all neg-
ative pixels to 0. The resulting PAD is shown in Fig.
2(a).
In fact, as it will be seen from the results of the DFT
simulation, some additional features due to photoemis-
sion from molecules are expected in the interstitial area
between the blobs. These features are characterized by
intensity values on the order of 10% of the maximal value
of the blobs intensity. However, in experimental PAD
in Fig. 1(h), the ratio between the corresponding mean
pixel value in the interstitial area and the maximal value
of the blobs intensity is on the order of 30%. This in-
tensity thresholding will obviously cut weak molecular
features that should be present according to the DFT
simulation (see Fig. 3(h)), but they lie below the noise
level of the data.
C. Phase retrieval algorithms
The PAD shown in Fig. 2(a) was then used as the
sole input for the iterative phase retrieval procedure, the
details of which were published in our previous work5.
In brief, the procedure consists of alternating cycles
of the phase-constrained15 hybrid input-output13 (PC-
HIO) and the error reduction12,13 (ER) algorithms. The
object support was obtained using the shrinkwrap al-
gorithm14. For that, the initial estimate of the object
support was obtained by computing the inverse Fourier
transform of the processed experimental PAD data, Is,
convolving it with a Gaussian function (standard devia-
tion σ = 3 pixels), thresholding at 9% of its maximum
and setting the pixel values below the threshold to zero.
In the last iteration of each ER cycle, the output ob-
ject distribution was used to update the object support
by convolving it with a Gaussian function and setting a
threshold at 19% of its maximum. The width of the
Gaussian was initially set to σ = 2.5 pixels and was
reduced by 1% at every support update. In total, we
performed 1000 independent reconstruction rounds with
different initial random phase distributions. Each recon-
struction round consisted of 5 alternating cycles of 10 it-
erations of the PC-HIO algorithm, 5 iterations of the ER
algorithm and an update of the support. At the end of
ten cycles, each reconstruction was stabilized by 100 iter-
ations of the ER algorithm5,46. We selected only 10 % of
the object distributions having the lowest error metric in
the reciprocal space12,13,47 and averaged them5,46,48–50.
Because an orbital distribution ψ′(x, y) and its dupli-
cate shifted by (x0, y0) pixels, ψ
′(x − x0, y − y0), have
the same amplitude of the Fourier transform, the loca-
tion of the object support, obtained with the shrinkwrap
algorithm, was arbitrary and partially reconstructed or-
bital distributions were often not aligned with the sup-
port constraint47. As a consequence, we faced difficulties
with determining the geometrical centre of the averaged
orbital distribution.
To solve this problem, we undertook an additional re-
5FIG. 2. Reconstruction of the HOMO of pentacene on Ag(110). (a) Final PAD used as an input for the phase retrieval algorithm,
obtained after subtraction of the mean intensity value from each pixel in the PAD shown in Fig. 1(h). (b) Amplitude and (c)
phase distributions reconstructed with the shrinkwrap algorithm using the uncentered support constraint. (d) Amplitude and
(e) phase distributions reconstructed using the centered tight support obtained from the amplitude distribution in (b). The
transparency of the phase images is weighted with the corresponding amplitude values for illustration purposes. The crossing
dotted lines mark the geometrical centres of the computational domains. Images (b-e) are 70× 70 pixels sections cut out from
2000 × 2000 pixels reconstructed images.
construction series, in which we employed the following
support constraint. (i) The amplitude distribution ob-
tained after averaging was centered in the computational
domain using the central symmetry considerations. (ii)
The centered amplitude distribution was convoluted with
a Gaussian function (standard deviation σ = 1.3 pixels)
and the resulting image was thresholded at 21% of its
maximum. The threshold value was determined empir-
ically so that the object distribution was not inadver-
tently truncated during the course of the reconstruction
and the algorithm still converged. (iii) The thresholded
amplitude distribution was then symmetrized with re-
spect to its geometrical centre and the pixel values below
1 were set to 0, thus giving us a new object support.
The support was kept steady in the centre of the compu-
tational domain during the reconstruction. Similarly, we
performed 1000 independent reconstruction rounds and
each round consisted of 20 iterations of the PC-HIO al-
gorithm followed by 20 iterations of the ER algorithm.
Only 10% of the reconstructions with the lowest error
metric were selected and averaged.
III. RESULTS AND DISCUSSION
A. Results of the iterative reconstruction
The results of the reconstruction are shown in Fig.
2. The spatial resolution in the object domain was es-
timated to be ∆r|| =
2pi
N∆k||
≈ 1.57 A˚, where the size
of the pixel in the reciprocal space, ∆k|| = 0.0074 A˚
−1,
and the linear number of pixels, N = 540 pixels, were set
by the experimental conditions. The reconstructed am-
plitude and phase distributions of the pentacene HOMO,
obtained using the shrinkwrap algorithm with the uncen-
tered support, are shown in Figs 2(b) and 2(c), respec-
tively. The amplitude distribution shown in Fig. 2(b)
was used to obtain the new object constraint as described
in the methods section. The reconstructed amplitude and
phase distributions of the pentacene HOMO, obtained
using the PC-HIO and ER algorithms with the centered
tight support, are shown in Figs 2(d) and 2(e), respec-
tively. We note that the amplitude distribution in Fig.
2(b) shows two nodal planes in the center of the support
(marked by crossing solid lines), while in Fig. 2(d) it
shows only one nodal plane in the center of the support
(marked by crossing dotted lines). This is an example
of a reconstruction artifact when the the correct recon-
struction can be achieved only using the centered tight
support. As it will be seen from the comparison with
the results of density functional theory calculations, the
use of the centered tight support indeed eliminated the
problem of a translated object distribution, allowed for
correct determination of its geometrical centre, and de-
livered artifact-free amplitude and phase distributions.
B. Density functional theory simulation
Electronic structure calculations of the pentacene
HOMO in free space were performed using Kohn-Sham
density functional theory (DFT)51,52 at the PBEPBE/cc-
pVDZ level as implemented in the Gaussian quantum
chemistry suite53. The three-dimensional (3D) orbital
distribution was centered in the computational domain.
The size of the pixel was ∆r = 0.1538 A˚ in each dimen-
sion and the domain was sampled at Nx0 ×Ny0 ×Nz0 =
51 × 140 × 72 pixels. The 3D orbital distribution was
zero-padded to N = 512 pixels in each dimension, yield-
ing the orbital distribution ψ(x, y, z). Fig. 3(a) shows an
orbital isosurface plotted at 50% of the maximal value of
|ψ(x, y, z)| and three slices made at selected planes. The
Fourier transform of ψ(x, y, z) delivered the distribution
Ψ(kx, ky, kz). Figure 3(b) shows an isosurface plotted at
50% of the maximal value of |Ψ(kx, ky, kz)|. The effec-
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FIG. 3. (a-b) Results of the DFT simulation of the pentacene HOMO. (a) ψ(x, y, z): 3D orbital distribution, represented
as isosurface at the value of 50% of maximum of |ψ(x, y, z)|. Inset images on the sides of the cube: Cross-sections through
ψ(x, y, z), computed at the planes located at x ≈ 2.61 A˚, y ≈ 1.54 A˚ and z ≈ −0.15 A˚. The phase values of the cross-
sections are weighted with the corresponding amplitude values of ψ(x, y, z) for illustration purposes. (b) Ψ(kx, ky, kz): Fourier
transform of ψ(x, y, z), represented as an isosurface at the value of 50% of the maximum of |Ψ(kx, ky , kz)|. (c-j) Simulation
of the experimental conditions using the results of the DFT simulation shown in (a-b). (c) Transfer function H(kx, ky, kz):
H = 1 on a segment of a hemisphere of radius k0 = 3.0 A˚
−1 within the field of view of the parallel components of the momenta
k||,max = ±2 A˚
−1, H = 0 elsewhere. (d) Inset images on the sides of the cube: Cross-sections through the amplitude of the
response function h(x, y, z) = F−1{H(kx, ky, kz)}, computed at the planes located at x = 0 A˚, y = 0 A˚ and z = 0 A˚. (e)
Ψ(kx, ky, kz) multiplied with the corresponding values of the transfer function H . (f) Squared modulus of the parallel projection
of (e) onto the (kx, ky) plane. To be compared with the experimental PAD shown in Fig. 2(a). (g) and (h) Amplitude and
phase distributions of the parallel projection of (e) onto the (kx, ky) plane. (i) and (j) Amplitude and phase distributions
in real space obtained by computing the inverse Fourier transform of (g) and (h). The phase values are weighted with the
corresponding amplitude values for illustration purposes. To be compared with the reconstructed orbital distributions shown
in Fig. 2(d) and (e). In (a,d), the gray borders of the cubes mark 110× 110× 110 pixels sections cut out from 512× 512× 512
pixels DFT data. In (b,c,e), the gray borders of the cubes mark 75× 75× 75 pixels sections cut out from 512× 512× 512 pixels
DFT data.
tive size of the pixel in the reciprocal space was equal to
∆k = 2pi
N∆r
≈ 0.08 A˚−1.
To provide means for the quantitative comparison of
the DFT results with the results of the iterative recon-
struction and the experiment, we did a simulation by
modifying the distribution Ψ(kx, ky, kz) so that it com-
plied with the experimental conditions. (i) In the ex-
periment, the PAD was recorded at fixed kinetic energy.
As optical transitions are direct transitions in recipro-
cal space, the momenta in the PAD are sampled on a
hemisphere1,2,4 with radius k0 set by the photoelectron
kinetic energy to k0 = 0.512 ·
√
Ekin. At Ekin = 34.3
eV, the radius was k0 ≈ 3.0 A˚−1. Thus, all pixel values
in the range of [0.95k0, 1.05k0] were kept and all others
were set to 0. (ii) The values of all pixels lying outside of
the |k|||max = 2 A˚−1 range were set to 0, in order to ac-
count for the numerical aperture of the electron entrance
optics of the PEEM. The choice of the [0.95k0, 1.05k0]
range was justified by two reasons. First, due to a lim-
ited number of pixels per reciprocal length unit, keeping
the pixel values in this range ensured that no pixels were
missing on the surface of the hemisphere. Second, this
7accounted for the (lorentzian) broadening of the photo-
electron momentum perpendicular to the surface due to
the exponential decay of the electron wave function in-
side the solid54. The decay length is essentially given
by the inelastic mean-free path, which is of the order of
1 nm. This decay translates in a lorentzian momentum
broadening of about 0.1 A˚−1, which agrees well with the
interval chosen above.
The modification steps described above corresponds
to multiplication of the Ψ(kx, ky, kz) distribution with
a transfer function H = H(kx, ky, kz):
H =
{
1 for kz =
√
k20 − k2x − k2y ∩ k2x + k2y ≤ k2||,max
0 elsewhere.
(3)
It represents a thin segment on the k-sphere
as plotted in Fig. 3(c). Cross-sections through
the amplitude of its complex-valued inverse
Fourier transform done at selected planes are
shown in Fig. 3(d). The resulting complex-
valued distribution ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
=
Ψ(kx, ky, kz)H(kx, ky, kz) is shown in Fig. 3(e). The
squared modulus of this distribution, projected par-
allelly onto the (kx, ky) plane, shown in Fig. 3(f),
corresponds to the intensity distribution measured in
the experiment and is in good agreement with the
PAD shown in Fig. 2(a). Amplitude and phase of
ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
are shown in Fig. 3(g,h).
The inverse Fourier transform of the complex-valued
distribution ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
yielded a 2D
orbital distribution in real space:
ψ′(x, y) =
+|k|||max∫∫
−|k|||max
ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
·
·eikxx+ikyydkxdky, (4)
where the prime symbol distinguishes it from the original
DFT data. Amplitude and phase of ψ′(x, y) are shown
in Fig. 3(i,j). These distributions mathematically corre-
spond to those obtained by the iterative reconstruction
shown in Fig. 2(d,e). We find them to be in a good agree-
ment, with some minor differences in the shapes of the
individual lobes. The larger spatial extent of the recon-
structed orbital distribution in Fig. 2 can be attributed
to the side effects of the image processing procedure: in
the processed experimental PAD, shown in Fig. 2(a), the
blobs are more confined than those in the 2D distribution
shown in Fig. 3(f) and the features in the interstitial area
between the blobs disappear after the processing because
they lie below the noise level. Consequently, the recon-
structed orbital distribution becomes more delocalized in
space.
C. Interpretation of 2D orbital distributions and
3D reconstruction from 2D experimental data
In Eq. 4, we employed the inverse Fourier trans-
form to compute the 2D orbital distribution ψ′(x, y)
from the complex-valued photoelectron distribution
ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
. In essence, the same equa-
tion was employed while reconstructing the orbital distri-
butions from the photoemission data. However, following
the considerations of Barton25, a more general expression
for the orbital distribution ψ′ is appropriate:
ψ′(x, y, z) =
+|k|||max∫∫
−|k|||max
ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
·
·eiz
√
k2
0
−k2
x
−k2
yeikxx+ikyydkxdky , (5)
which we will refer to as “Barton’s integral”25. The re-
sulting reconstruction at z = 0 is shown in Fig. 3(i,j). If
the integral in Eq. 5 is computed at some z = z0 = const,
then the resulting 2D orbital distribution ψ′(x, y) is a su-
perposition of the “in-focus” contribution ψ(x, y, z0) and
the “out-of-focus” signal from adjacent z-planes as de-
fined by the axial resolution of the experimental system.
The range of z planes contributing to the “out-of-
focus” component can be estimated using the formula
for the axial resolution defined by the Rayleigh range55:
δz =
2λ
NA2
. (6)
Given the de Broglie wavelength of electrons at 34.4 eV
kinetic energy is λ ≈ 2.1 A˚ and the numerical aperture
defined by the geometry in Fig. 3(c) is NA =
|k||,max|
k0
=
0.67, the axial resolution is δz ≈ 9.4 A˚. The transverse
resolution can be computed using the formula for the
Airy radius55:
δr|| =
0.61λ
NA
, (7)
giving δr|| ≈ 1.9 A˚. These results are in a good agree-
ment with the corresponding values estimated by com-
puting the square of the amplitude of the response func-
tion h(x, y, z) shown in Fig. 3(d).
Another important point we would like to
highlight is the following. From the phase re-
trieval, we recover the complex-valued distribution
ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
. Now we note that in Eq.
5, the factor eiz
√
k2
0
−k2
x
−k2
y plays the role of a propagator
along the z-dimension of the orbital distribution. Thus,
by computing Barton’s integral at various values of z,
one gains access to different “in-focus” contributions
of the 3D orbital distribution ψ(x, y, z) estimated at
the planes z and one could thereby reconstruct the full
3D orbital distribution solely from the 2D distribution
ΨH
(
kx, ky,
√
k20 − k2x − k2y
)
! This remarkable result
8was obtained by Barton in a simulated example of
the holographic reconstruction of a S(1s) photoemitter
signal from c(2 × 2)S/Ni(001) data25. Though, for flat
molecules with the thickness on the order of 2...3 A˚,
this will require improvement of axial resolution by
increasing photon energies and/or numerical aperture of
the system.
Using these results, we can also elaborate on reasons
why orbital tomography was so far applied to planar
molecules only1,2. From one point of view, this limitation
can be justified by the need of absence of scatterers on the
way of the photoelectron wave as it propagates upon ex-
citation from the molecule to the detector. However, an-
other point of view can be gained from the interpretation
of the 2D reconstruction as a superposition of “in-focus”
and “out-of-focus” contributions. If a molecular orbital
distribution is planar, the 2D reconstruction will contain
“in-focus” and “out-of-focus” contributions having simi-
lar patterns in different z planes, blurred in accordance
with the corresponding depth of field. The 2D orbital
distribution thus represents a good estimate of the 3D
orbital distribution. Otherwise, if the molecules are, for
example, non-planar, the 2D reconstruction will contain
“in-focus” and “out-of-focus” contributions of very differ-
ent patterns from different z planes. The corresponding
2D reconstruction alone is thus no longer a good estimate
of the 3D orbital distribution, but only some effective dis-
tribution defined by the orbital geometry and the depth
of field. Unambiguous 3D reconstruction will thus re-
quire measuring PADs at multiple photon energies and
solving the 3D phase problem, provided the oversampling
requirements17,18 are fulfilled in all dimensions.
IV. SUMMARY AND CONCLUSION
To facilitate the pre-processing of the experimental
data for their use in the phase retrieval algorithm, we
proposed an image processing procedure, which is based
on the maximization of mutual information algorithm
and allows for efficient subtraction of the background fea-
tures. We employed this procedure to process the experi-
mental ARPES data recorded from pentacene on Ag(110)
and we were able to successfully reconstruct both the am-
plitude and phase distribution of the highest occupied
molecular orbital by means of our phase retrieval rou-
tine. The quality of the reconstruction was improved by
introducing the second reconstruction run, in which the
centered and thresholded reconstructed object distribu-
tion obtained after the first reconstruction run was used
as a tight object support. This eliminated the ambigu-
ity about the location of the geometrical centre of the
orbital distribution and improved the overall contrast of
the reconstructed data. The results of the reconstruction
were then compared with the DFT simulation, obtained
by modifying the original 3D DFT data in accordance
with the experimental conditions. Both reconstructed
and DFT data revealed good agreement.
The reconstructed 2D orbital distributions obtained
in phase retrieval can be viewed as a superposition of
the “in-focus” orbital distribution at the plane z = 0
and “out-of-focus” orbital distributions at other planes
z = const whose strength and blur are set by the depth
of focus of the experimental arrangement. Most impor-
tantly, we came to conclusion that by computing the inte-
gral of Barton, one can reconstruct full 3D orbital distri-
bution solely from a single set of the complex-valued 2D
distributions in reciprocal space, the phase of which was
obtained in the phase retrieval procedure. Unambigu-
ous 3D reconstruction will require photoemission data
acquired at several photon energies though.
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Appendix:
1. Experimental geometry and calibration
The experimental geometry was identical to that de-
scribed in our earlier work5 and is shown in Fig. 4(a).
The scale in reciprocal space was calibrated using a pho-
toelectron horizon of the secondary electrons emitted
from the clean Ag(110) sample upon excitation with the
p-polarized light of 40 eV photon energy. At Ekin = 7
eV, the maximal value of the parallel component of the
final state wave vector was |kmaxf,|| | ≈ 1.35 A˚−1. The full
width of the horizon 2|kmaxf,|| | was Nh = 365±4 pixels as it
is shown in Fig. 4(b). The pixel size in reciprocal space
was then determined to be ∆k|| = 0.0074 A˚
−1
.
2. Registration procedure
In order to obtain sufficiently high signal-to-noise ra-
tio of the pentacene valence state PAD, we acquired data
in a 200 meV energy window, which is of the order of
the electron analyser resolution and of the full-width at
half-maximum of the pentacene HOMO at the binding
energy of 1.2 eV. The data were taken in steps of 20
meV with the dwell time of 3 s per image. In total,
we did 5 independent recordings of the data in this en-
ergy window and summed up the resulting 50 PADs.
Because organic molecules suffer from radiation damage
under intense UV and x-ray irradiation, the PADs were
acquired with short acquisition times and raster scan-
ning of the sample. This caused image drift and, as
9a result, the normal emission direction in the individ-
ual PADs was not aligned to a common pixel on the
CCD. As a result, we had to perform numerical regis-
tration of the data, i.e. the overlaying of all 50 PAD
images acquired at different times with the purpose of
their geometrical alignment35. The mutual translation,
∆, of the experimental PADs, I = I(kf‖, Ekin), sam-
pled at N × N = 540 × 540 pixels, was only on the or-
der of 8 pixels both in horizontal and vertical directions.
Therefore, for registration of the PAD data, we choose
the method of intensity interpolation based on the cross-
correlation33. This method was found to outperform all
other relevant registration methods34 in case of a real-
valued image sequence contaminated with noise33. To
find the amount of shift, the experimental PADs were (i)
up-sampled by a factor of s = 2 to N ′×N ′ = 1080×1080
pixels by bicubic interpolation and (ii) normalized as
I ′norm(u, v) = I
′(u, v)/
√∑N ′−1
u,v=0 I
′(u, v), where u and v
are the coordinates in the detector plane and the prime
symbol denotes the up-sampling. In addition, (iii) the
mean value was subtracted from each pixel of the normal-
ized images56. (iv) The position of the cross-correlation
maximum of the first two up-sampled images, ∆′, de-
livered the relative shift between the experimental PAD
images, ∆ = ∆′/s, which was used to merge them by
summation. (v) The merged image was then used as
a reference to bring it into registry with the next im-
age. (vi) The process was repeated sequentially until the
whole image sequence was aligned. The PAD obtained
upon registration of 50 data sets is shown in Fig. 1(a).
3. Normalization with |A · kf |
2 factor
After the removal of the background features, the PAD
intensity distribution had to be normalized. As it is
seen from Fig. 4(a), the angle of incidence of the in-
coming light, α = 25◦, was kept fixed, while the photo-
electrons were detected at a broad range of polar angles
θ. Thus, the intensity distribution in the detector plane
became modulated by the |A ·kf |2 factor, as set by Eq. 1.
This modulation was leveled by dividing the PADs shown
in Fig. 1(a,c,d) by
|A · kf |2 = |Axkf,x +Aykf,y +Azkf,z|2 =
=
∣∣∣∣∣Axkf,x +Aykf,y +Az
√
2m
~2
(Ekin + V0)− k2f,x − k2f,y
∣∣∣∣∣
2
,
where the electric field vector potential components Ax =
sinα · sinϕ, Ay = sinα · cosϕ, Az = cosα and the polar
and azimuthal angles of incidence were defined by the
experimental geometry. The mean inner potential, V0,
which typically varies between 5 to 9 eV for overlayers of
common organic molecules57,58, was set to V0 = 7 eV, as
this value led to the best results in terms of the symmetry
of the corrected data. The resulting normalized PADs are
shown in Fig. 1(f-h).
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