Abstract. This work is concerned with the equation ∂tρ = ∆xρ m , m > 1, known as the porous medium equation. It shows stability of general solutions close to flat travelling wave fronts in the sense of homogeneous Lipschitz spaces under rather weak conditions on the initial data that are optimal for the techniques used. Consequences include the smoothness of the solutions alongside an exact estimate, analyticity of the solutions in temporal and tangential directions, and analyticity of the interface between empty and occupied regions in time and space. In the course of the argument a Gaussian estimate in an intrinsically arising space of homogeneous type is crucial to obtain linear estimates by means of the non-euclidean Calderón-Zygmund singular integral theory.
The Porous Medium Equation
1.1. Background. In this paper, for m > 1 we consider a non-negative distributional solution
of the porous medium equation (PME)
on (0, T ) × R n , where 0 < T ≤ ∞. The naming originates in the physical explanation of the equation as a model for the density of diffusing gas in a porous medium. Thanks to [DF85] and [DK93] it is known that any solution is Hölder continuous on (0, T )×R n . Moreover, [AC83] showed that ρ takes on a uniquely determined initial value ρ(0, ·) in the sense of distributions that has the property of being a Borel measure with The converse problem of finding a solution of the PME to a given initial datum ρ 0 was solved positively by [BCP84] if ρ 0 satisfys the above condition. Their work provides a maximal existence time T for which a lower bound can be calculated explicitly. If the initial datum is non-negative and integrable, one gets T = ∞ and therefore global time solvability. That the initial datum determines the solution uniquely was finally shown by [DK84] in full generality.
The PME is a non-linear, degenerate parabolic equation. This becomes evident by considering the equation in divergence form, namely
where the diffusion coefficient
representing the pressure of the gas, vanishes as the density ρ approaches zero. The formal calculation is rigorous in case also
As opposed to the situation for uniformely strongly parabolic equations, the degeneracy of the PME implies that any solution whose initial positivity set does not cover the whole space retains this property for any finite time as was shown in [CVW87] . In physical terms this means that the diffusing gas does not get to every point of space instantaneously, but that disturbances are rather propagated with finite speed. Not only does this paint a more realistic picture of the real world in terms of modelling diffusion processes, but it does also give rise to an interesting mathematical phenomenon: The time-space positivity set P(ρ) of a solution, open because of the continuity of ρ, has a non-empty boundary that separates it from the time-space-region where ρ vanishes, thus constituting a sharply defined interface
The regularity of the interface and the regularity of solutions are closely connected. This becomes plausible by the physical interpretation of the equation that suggests to view the derivative of the pressure as the velocity of the extension of gas and hence the speed of the interface. Note that parabolic regularity theory ( [LUS75] ) implies the smoothness of solutions on P(ρ), so regularity is only an issue near G(ρ).
In one space dimension the interface is always Lipschitz regular as was shown in [Aro70] . This is optimal according to [ACV85] , since when starting to move after a waiting time the interface may have a corner. After the waiting time, however, it is in any case not only smooth ( [AV87] ), but even real analytic ( [Ang88] ). Furthermore, accoring to [Bén83] and [Aro69] , the pressure is Lipschitz continuous everywhere in time and space. In the general case of arbitrary dimension some irregularities can appear. In [CVW87] it was shown that ρ m−1 is a Lipschitz function in time and space for sufficiently large times and on all of R n , that is especially across the interface. As noted above, the temporal constraint solely applies for dimensions n > 1 and is important in case the positivity set of the initial datum contains one or more holes. Any hole is filled in finite time, but advancing interfaces may hit each other and the velocity of the interface can become unbounded at the focussing time, see [AG93] . It follows that G(ρ) can be described as a Lipschitz continuous surface for sufficiently large times. Note that there are examples with smooth interface that show that in general one cannot expect more regularity of the solution. However, under certain conditions on the initial data ρ 0 there have been considerable advances. Given that ρ 0 has a bounded positivity set, and is non-degenerate in the sense that for constants c, C > 0, a combination of the works of [CVW87] and [Koc99] shows that both the interface and the pressure are smooth for any sufficiently large time.
To complete the picture, we would like to note that short time smoothness of solutions before a possible blow-up time has been established in [DH98] for non-degenerate initial data, with a slightly different understanding of non-degeneracy that substitutes the lower bound for the Laplacian of the initial pressure for a Hölder condition for the second order derivatives with respect to an intrinsically arising singular distance function. That it is enough to impose this Hölder condition onto the first order derivatives was shown in [Koc99] . The need for the use of the special metric is a manifestation of the degeneracy of the equation. It also plays a role in the derivation of large time smoothness and the present work and is considered in the appendix. Finally, [DHL01] found that non-degenerate initial data in the same sense as for the large time regularity which in addition possess a weakly concave square root function of the initial pressure, generate solutions with convex positivity set for all times and hence smoothness of the pressure on the whole space for any time follows. As a consequence, the interface is also smooth.
1.2. Main Results. We show stability of solutions of the PME whose pressure is initially close to a flat front in the homogeneous Lipschitz sense as well as some regularity properties for the solution and its interface. Here, the perfectly flat travelling wave front ρ tw (t, x) = m − 1 m 1 m−1 x n + t 1 m−1 + is normed with respect to the n-th coordinate direction e n . Note that this theorem contains the analyticity of G(ρ), which is the level set of 0. We conjecture that also the pressure itself is analytic rather than merely smooth.
Theorem
In order to prove Theorem 1.1, consider the equation It will be called transformed pressure equation (TPE) for reasons that become apparent later. We establish existence of solutions that possess good regularity properties and are Lipschitz stable with respect to the travelling wave solution w tw (s, y) := y n − (1 + σ) s.
There exists an ε > 0 such that for any w 0 satisfying ∇ y w 0 − e n L ∞ (H) ≤ ε we can find a solution w * of the TPE on J ×H with initial value w 0 for which we have w * ∈ C ∞ (J ×H) and sup for any k ∈ N 0 and α ∈ N n 0 with a constant c = c(n, σ, k, α). Furthermore, w * is analytic in the temporal and tangential directions on J × H with an R > 0 and a constant C = C(n) > 0 such that sup
In conjunction with the existence and uniqueness results cited above this shows Theorem 1.1. 
on ω with linear spatial part y n ∆ y u + (1 + σ) ∂ yn u =: L σ u and nonlinearity
Note that in this setting we can express both the spatial part of the operator and the nonlinearity in divergence form as
Furthermore, u satisfies the linearised PE
in the sense of distributions if and only if it satisfies
A regular distributional solution u on ω is thus characterised by the integral identity
for any test function ϕ ∈ C ∞ c (ω) and a suitable inhomogeneity f . The last identity will serve as a model for our definition of solutions of the linear PE. In view of its appearance, the use of weighted measures µ σ (y) := |y n | σ dL n (y) is natural. Note that µ σ is a countably finite Radon measure possessing the same nullsets as the Lebesgue measure. We denote µ σ (Ω) =: |Ω| σ . As an abbreviation for the Lebesgue spaces with respect to µ σ on an arbitrary set
(Ω) for 1 ≤ p ≤ ∞ and drop the measure from the notation in case of the Lebesgue measure σ = 0. We would also like to introduce Sobolev spaces that allow for different weights in every order of derivatives by defining
(Ω) for all |α| ≤ m for m ∈ N, 1 ≤ p < ∞ and an open set Ω ⊂ H, where the weight exponents σ 0 , . . . , σ m > −1 are understood as the vector (σ 0 , . . . , σ m ) = σ. Here the derivatives are taken in the distributional sense, which is possible since on an open set Ω that is contained in H we have
for any 1 ≤ p ≤ ∞. Both weighted Lebesgue and Sobolev spaces possess all the usual functional theoretical properties. Our particular interest in the behaviour of solutions towards {y n = 0} is the motivation to carry our considerations to the boundary of the upper half plane by applying a wider class of test functions that can attain non-zero values at ∂H. For an arbitrary -and not necessarily openset Ω ⊂ R n we thus define
and similarly C ∞ c (ω) for an arbitrary ω ⊂ R × R n .
Remark It is clear that
C ∞ c (Ω) is a dense subset of L p σ (Ω) for any Ω ⊂ H and 1 ≤ p < ∞.
By a modification of the usual arguments we can show that for
See also [AF03] and [Kuf85] .
We can now define a suitable notion of solution of the linear PE on time-space-cylinders possibly touching the spatial boundary, considering both the initial value problem and a setting that is local in time. By the notation I and I we mean the closure of an interval I only at its left or right endpoint, respectively, and we always exclude ±∞ from being an element of the (time) interval. For a reasonable theory we define solutions in the energy sense, equipping them with some additional regularity properties that allow for energy techniques. In this context, however, the requirements we set are the weakest possible.
Definition
It is worth pointing out that the linear PE possesses an invariant scaling. Considering the coordinate transformation A λ : (ŝ,ŷ) → (λŝ, λŷ) =: (s, y), a calculation shows that if u is a σ-solution to f with initial value g on I × Ω with respect to (s, y), then u • A λ is a σ-solution to λ (f • A λ ) with initial valueĝ on A −1 ( I × Ω) with respect to (ŝ,ŷ), whereĝ(ŷ) := g(λŷ) for anyŷ ∈Ω := λ −1 Ω. Moreover, translations in any temporal and spatial direction save the y n -direction commute with the differential operator.
A crucial observation is that the spatial part L σ of the linear operator gives rise to a CarnotCaratheodory-metric d on H. This intrinsic metric is described in detail in [DH98] (in two dimensions), [Koc99] and [Kie13] . As a manifestation of the degeneracy of the equation, it is singular towards ∂H. An equivalent characterisation in terms of an explicit expression is given for all y, z ∈ H by c −1
with c d := 12. It is sometimes convenient to consider the quasi-metric
in stead. Then we have c
for any y, z ∈ H. All balls B R (z) will be understood with respect to d from now on, while B eu R (z) denotes euclidean balls. Their interplay is displayed by the inclusions
Close to the boundary of the upper half plane, that is for R > √ z n , we observe that B R (z) ∼ B eu R 2 (z), while for R < √ z n they behave like usual euclidean balls. This reflects the uniform parabolicity of our equation away from the free boundary. In terms of the weighted measure we have
Note also that the intrinsic metric turns the weighted measure space (H, µ σ ) into a space of homogeneous type, satisfying the doubling condition
if n + 2 σ ≥ 0, and
if n + 2 σ < 0, where the constants depend only on n and σ.
Energy theory shows not only existence of σ-solutions on the whole closed upper halfspace, but also uniqueness by means of an energy identity, and a regularity gain thanks to global energy estimates (see Section 2.1). Localising and iterating these considerations result in local regularity properties (see Section 2.2), leading the way to a Gaussian estimate with numerous consequences (see Section 2.3). Among other things, this makes it possible to extend the classes of initial data and inhomogeneities that make sense to be considered in the context of σ-solutions. The main result for the linear PE on I = J = (0, S) can then be formulated in terms of intrisic parabolic cylinders Q R (z) := ( 1 2 R 2 , R 2 ) × B R (z) that stay away from the initial time, and function spaces X(p) and Y (p) given by
These are norms modulo constants. As an intersection of complete spaces, the spaces X(p) and Y (p) are also complete. We furthermore denote the homogeneous Lipschitz space bẏ
For functions depending on time and space whose spatial gradient is bounded we will use the notationĊ 0,1
with a constant c = c(n, σ, p).
The proof of Theorem 1.5 is given in Propositions 2.12 and 2.23.
Thanks to the special structure of our nonlinearity, we can also establish mapping properties of u → f [u] that include the reverse inequality, allowing us to close the argument and produce the following statement that is proven in Section 2.4.
Theorem
Then there exists an ε > 0, a δ = δ(n, σ) > 1 and a constant c 1 = c 1 (n, σ, p) > 0 such that for any g ∈ BĊ 0,1 (H) ε we can find a σ-solution u * ∈ X(p) of the (nonlinear) PE on J × H with initial value g satisfying u * X(p) ≤ c 1 g Ċ0,1 (H) that is unique within B X(p) δε . Moreover, u * depends analytically on the data g, we have u * ∈ C ∞ (J × H) and
for any k ∈ N 0 and α ∈ N n 0 with a constant c 2 = c 2 (n, σ, k, α). Furthermore, u * is analytic in the temporal and tangential directions on J × H with an r > 0 and a constant C = C(n) such that
for any k ∈ N 0 and α ′ ∈ N n−1 0
As noted above, this generates a solution w * = w tw + u * of the TPE, implying Theorem 1.2 immediately. 
Remark

The Perturbation Equation
2.1. Energy Theory. Existence of σ-solutions to the initial value problem for the linear PE is ensured for any relatively open Ω ⊂ H, while uniqueness requires the consideration of the equation on the whole half space H. Henceforth, we will include the case s 1 = −∞ into the notation for the initial value problem: Whenever we speak of a σ-solution to f on I × H with intial value g for s 1 = −∞, we implicitely set g = 0 and mean the σ-solution to f on (−∞, s 2 ) × H that vanishes at −∞. Thus I = (s 1 , s 2 ) ⊂ R will from now on always be an arbitrary open interval.
Proposition
, then there exists a unique σ-solution to f on I × Ω with initial value g, for which u ∈ C I; L 2 σ (H) with u(s 1 ) = g and u ∈ C b I; L 2 σ (H) holds as well as the energy identity
for any I = ( s 1 , s 2 ) ⊂ I.
Proof:
First consider s 1 > −∞. Existence follows with a Galerkin approximation. On Ω = H, we can use Remark 1.3 to see that any ϕ ∈ L 2 I; L
σ (H) that has compact support in time contained in I serves as an admissible test function for the initial value problem. The compact temporal support together with the temporal square-integrability of both ϕ and ∂ s ϕ implies ϕ ∈ L ∞ I; L 2 σ (H) , and the defining equation remains reasonable with such test functions for the class of inhomogeneities considered in Definition 1.4. Fixing s 1 ≤ s 2 ∈ I, so that I I, a formal calculation with χ I u as a test function implies the energy identity immediatley. However, both χ I and u do not possess the L 2 -regularity of the time derivative needed for a justification. We regularise in time by
where I h := (s 1 , s 2 − h) and I −h := (s 1 + h, s 2 ). By convention we set I −h = I if s 1 = −∞ and I h = I if s 2 = ∞. For arbitrary h ∈ R it is obvious that I h + h = I −h . Now specify a cut-off function η ε ∈ W 1,2 loc (I) with supp η ⊂ I h ∩ I −h by defining η ε := η ε1 η ε2 for suitably small ε 1 , ε 2 > 0, with
and
for all s ∈ ( s 2 − ε 2 , s 2 ) 0 for all s ∈ ( s 2 , s 2 ).
Then (η u h ) −h is an admissible test function in the equation for u on I × H. A regularised version of the energy identity in terms of h, ε 1 and ε 2 follows, and the limit h → 0 poses no difficulties. Moreover one shows that (
−ε2 is a Cauchy sequence in C(( s 1 , s 2 )) and thus has a continuous limit. But in any Lebesgue point we have that (
After the same considerations for s 1 the continuity on I follows and the energy identity is clear. If we repeate the whole process with the test function 
for small ε > 0.
Then ϕ η ε is an admissible test function, and similar calculations as above lead to a situation where we can let ε → 0 and then s 0 → s 1 to get
. This proves that weak continuity can be extended into s 1 . But on (s 1 , s 2 ) we know by the first part that u(s) L 2 σ (H) is uniformely bounded. Full continuity in L 2 σ (H) down to s 1 is therefore proven. Uniqueness of solutions to the initial value problem now follows directly from the energy identity. For s 1 = −∞, we finally use the results for the finite case to show existence, uniqueness, continuity and the energy identity for solutions with vanishing initial value by means of a Cauchy sequence argument. 
Remark
We can use the same method of proof as in the energy identity to get the duality equality
for any s ∈ I, where u 1 and u 2 are σ-solutions to of the homogeneous equation on I × H with initial values g 1 and g 2 , respectively.
We now show weighted energy estimates. The statement alongside with a formal proof is already contained in [Koc99] .
To this end, we consider only the initial datum g = 0. This could be generalised to other initial values under some regularity conditions on g.
Proposition
with ∇ y u(s 1 ) = 0 and there exists a constant c = c(n, σ) > 0 such that
for any s 1 ∈ I.
Proof:
We first consider the time local case only. Fix s 1 ≤ s 2 ∈ I so that I I. In the formal proof we test the equation with χ I ∂ s u. This can be made rigorous similar as above, using on u h that any σ-solution u with the additional property
1+σ (H) and compact temporal support. From this we get the continuity of s → ∇ y u(s) L 2 (H,µ1+σ) on [ s 1 , s 2 ) as well as the inequality for the temporal derivative. The weak regularity gain in the temporal derivative enables us to restrict ourselves to elliptic equations: If u is a σ-solution to f on I × H, then for almost all s ∈ I we have that u(s) satisfies
In a slight abuse of notation we will thus supress the time dependence and consider u ∈ L 2 σ (H) with ∇ y u ∈ L 2 1+σ (H) and Formally, the estimate for both the tangential and vertical spatial derivatives follows by testing the elliptic equation with ∂ yn u, while for the second order derivative we consider y n ∆ y u as a test function. To make this rigorous we perform a Fourier transformation in the tangential directions with Fourier variables ξ ′ ∈ R n−1 and without renaming the functions u and f , coupled with a linear transformation z := |ξ ′ | y n to get
where we considered ξ ′ as parameters and set u(z) := |ξ 
and vice versa. The modified Bessel functions I σ 2 and K σ 2 , described in detail in [OM10] , form a fundamental system of this ordinary differential equation, hence a fundamental system for the homogeneous equation ( * ) is given by
. The asymptotics of the modified Bessel functions are known, and up to constants depending on σ, for σ > 0 we get
For σ < 0 we have Ψ 2 (z) ∼ 1 (z → 0), and Ψ 2 (z) ∼ ln z (z → 0) for σ = 0, while the other three relations remain as before. The Wronskian of Ψ 1 and Ψ 2 can be computed to be z −1−σ . All this leads to the fundamental solution
with first order derivative having a jump discontinuity of the type x −1 at z = x. Therefore, solutions u to ( * ) are characterised by the representation
for any l ∈ R. We rewrite this to get the operator
The definition of the fundamental solution and the asymptotic expansions of Ψ 1 and Ψ 2 ensure that
in case of l ∈ {0, 1}, verifying the conditions for the application of Schur's lemma ( [Fol84] ). For solutions u of ( * ) it follows that
. Now it makes sense to incorporate z u onto the right hand side of ( * ). This results in a first order ordinary differential equation for ∂ z u =: v, namely
A solution to the homogeneous equation is clearly given by z → z −1−σ , and so for this equation we get the fundamental solution
This time we consider the operator
Similarly, for δ = δ 2 we see
An interpolation yields
for δ 1 < 1 + σ and δ 2 < σ. But we can choose δ 1 and δ 2 with δ 1 + δ 2 = σ, if only σ < 1 + 2σ. This condition, however, is equivalent to σ > −1 and hence we get
. Summing up, after reverting the notation back to the starting point,the retransformation from z to y n and an additional integration in the ξ ′ direction combined with Plancherel's theorem in the reverse Fourier transformation reveals that
. Finally, the mixed second order derivatives can be gained thanks to the formula
by means of integration by parts and the density statement from Remark 1.3. Let now u be a σ-solution to the initial value problem with g = 0.Then u can be extended to a bigger interval by zero. We can thus use the time local results and obtain the statement.
Remark From the last proposition it follows that for
l ≥ 0, k ∈ N 0 and α ∈ N n 0 with (l, k, |α|) ∈ {(0, 1, 0), (0, 0, 1), (1, 0, 2)} , the mappings f → y n ∂ k s ∂ α y u that
send the inhomogeneity to certain derivatives of the σ-solution of the zero initial value problem on
. Elements of the above set of exponents will be referred to as Calderón-Zygmund-exponents in the following. Note that they are exactly given by those l ≥ 0, k ∈ N 0 and α ∈ N n 0 that satisfy the conditions l − k − |α| = −1 and 2 l − |α| ≤ 0.
2.6 Remark A straight forward regularisation in the fashion of the proof of proposition 2.1 shows that there exists a constant c = c(n, σ) such that
Remark
We can also iterate the notion of σ-solution in terms of their derivatives. We set ∂ αn−1 yn
and 0 ≤ |γ| ≤ α n and u is a σ-solution to 2.2. Local Estimates. We now localise our considerations in time as well as space, the latter with respect to the intrinsic metric. Since the behaviour of d depends on the relative position of points with respect to ∂H, there will be different treatments reflecting the situation of the balls in question, at first represented by statements close to centre points 0 and (0 ′ , 1) =: 1. We also shift our paradigm concerning the time interval, characterising now by its length and the situation of a special point τ ∈ R in stead of left and right end point. We use the abbreviation
for r > 0 and ε ∈ [0, 1), dropping the second index if ε = 0. The fact that there exists a small δ 0 ∈ (0, δ 1 ) such that for any δ 2 ∈ (0, δ 0 ) a certain assumption holds, will be expressed by stating that the assumption holds for any δ 2 ∈ (0, δ 1 ) small enough. We start with the iterated local energy estimates. Although the proposition also works for the inhomogeneous equation, in favor of a clearer presentation we set f = 0 in the statements.
Proposition
( 1) and there exists a constant c > 0 depending on n, σ, k, α, ε 1 , ε 2 , δ 1 and δ 2 such that
and there exists a constant c > 0 depending on n, σ, ε 1 , ε 2 , δ 1 and δ 2 such that
Proof:
We first concentrate on the case away from the boundary and consider r ≤ 1 as well as a σ-solution u on
( 1)) which does not necessarily vanish. In the whole proof, constants will depend on n, σ and any other parameters involved in the calculations, if not explicitely stated differently. So fix ε 2 ∈ (ε 1 , 1) and δ 2 ∈ (0, δ 1 ). If δ 2 is small enough, it is possible to construct a cutoff function
( 1) and |∂ j s ∂ β y η| r −2j−|β| for any j ∈ N 0 and β ∈ N n 0 . A calculation involving a spatial integration by parts shows that η u is a σ-solution to the inhomogeneity η f − L σ η u − 2 y n ∇ y η · ∇ y u + ∂ s η u on I ε1, r (τ ) × H with initial value 0. By Hölder's and Young's inequalities, we also get
for any r > 0 on I r,ε1 (τ ), where the constant does not depend on any parameter. The properties of η and f ensure that the inhomogeneity of the globalised equation is contained in
( 1)) . We can hence apply the global energy identity from Proposition 2.1 on η u, and, subsequently, the properties of the cutoff function η, to see that
dL.
Here we used that in any local setting, the weight exponent of y 1+σ n can be lowered to y σ n at the expense of a constant not depending on any parameters. Furthermore, near 1 we can not only decrease, but also increase weight exponents without loosing more than a constant. Thus in addition, the estimate delivers a bound for the time-space L 2 σ -norm of ∇ y u. Now u is also a σ-solution on any smaller set I r, ε1 (τ ) × B δ1r ( 1) and we can choose the cutoff function η with respect to this other set to get a global solution in space with zero initial values. By applying the global energy estimates from Proposition 2.4 on η u, lowering the weight exponents again and using that r ≤ 1, we find
for any ε 2 ∈ ( ε 1 , 1) and any δ 2 that is small enough with respect to δ 1 . The last summand can then be estimated with the first result in this proof if only δ 1 is small enough in relation to δ 1 . Note also that for ∇ y u on I r, ε2 (τ ) × B δ2r ( 1), the first result is better in terms of the exponent of r ≤ 1 than the second one just proven. So adjusting the sets appropriately and renaming the parameters we gain the local energy estimates
where we possibly choose δ 2 even smaller. Since near 1 weight exponents can be changed at will, this also implies a locali version of the auxiliary estimate from Remark 2.6, namely
We now turn to the situation near 0 and let thus u be a
) . The very same arguments as above, but for r = 1 and with the cutoff function
and |∂ j s ∂ α y η| 1 for any j ∈ N 0 and β ∈ N n 0 , works almost without changes. Although the balls can now touch the boundary, in the spatial integration by parts still all the boundary terms vanish: at y n = 0 both the test functions and η can have non-zeron values, but y 1+σ n = 0 holds there. Lowering weight exponents is also possible locally near 0. The fact that r = 1 in this case then allows us to circumvent the increase of the weight exponents we had to use above. Thus, also close to the boundary we deduce the local energy estimate
for any ε 2 ∈ (ε 1 , 1) and δ 2 ∈ (0, δ 1 ) small enough. An application of the global estimate from Remark 2.6 on the globalised equation combined with yet another decrease of the weight exponents and the use of the local energy estimate gives us control on the L 2 -norm of some second order derivatives with weight y 1+σ n , that is the auxiliary estimate
σ (B δ1 (0)) . We would now like to iterate the local energy estimate for the homogeneous equation f = 0. The reasoning here is the same near 0 and near 1, so we will not distinguish between the cases and merely write I and B in the notation. Naturally, the balls and intervals on the left hand side of the estimates are smaller than the ones on the right hand side in the same fashion as before, and the balls can be centred at 1 or at 0 in the same way, where r = 1 for the case away from the boundary. We start with the tangential directions. For first order derivatives it is immediately clear by the local energy estimate and the auxiliary estimate that the right regularity for being a σ-solution is given on the smaller sets for which those estimates hold. Therefore ∇ ′ y u is a σ-solution to the homogeneous equation there, and both estimates can be applied to ∇ ′ y u. In an induction we make the sets smaller in every step by choosing δ 2 smaller every time. For any given α ′ ∈ N n−1 0 we then get that ∂ α ′ y ′ u is a σ-solution to 0 and consequently the energy estimate holds, that is we have
In the vertical direction, for a given α n ∈ N we assume as an induction hypothesis that ∂ αn yn u is an (α n + σ)-solution to ∇ ′ y ∂ αn yn u and that we have both the estimates
In case of the base clause α n = 1, by the local energy estimate and a decrease of weight exponents it is clear that ∂ yn u has the regularity required for a (1 + σ)-solution. The auxiliary estimate ensures that also the inhomogeneity ∆ ′ x u is in the right space and satisfies
We can thus apply the local energy estimate onto this solution, decrease the weight exponents once and use the local energy estimate as well as the estimate for ∆ ′ x u above to get ( * ) for α n = 1. Similarly, for ( * * ) we use the auxiliary estimate on the newly found solution, lower the weight exponents and use the energy estimate as well as the knowledge on the Laplacian of a solution, albeit this time for ∇ ′ y u instead of u. Likewise, in the inductive step α n + 1 the right regularity follows from the energy estimate and the auxiliary estimate for α n . More precisely, the latter implies that
Applying the local energy estimate on this solution shows that
where the weight exponents were decreased in the first summand of the right hand side before we used the energy estimate ( * ) from the α n -the step on it, while the bound for the second summand was already computed above. The iterated auxiliary estimate also follows as before: first apply the non-iterated auxiliar estimate onto the solution, then lower the weight exponents and apply the iterated energy estimate ( * ) from the α n -th step on one summand and the inequality for the Laplacian of the α n -th derivative once for u itself and once for ∇ ′ y u. This finishes the induction and thus the proof in the vertical direction. Finally, we can deal with the time direction now. Given both the tangential and the vertical derivatives, a simple induction as in the tangential case shows that ∂ k s u is a σ-solution to 0 and we have
We can then apply first the y n -directional result, and then the other two estimates succintly on ∂ k s ∂ α y u and obtain
Knowing now that ∂ k s ∂ α y u is a solution for any k and α we do not need the gain in derivatives any more and can thus state the estimate in the more compact form
Then it only remains to treat the weights on the left hand side. It is here that the different cases enter again. Close to 1, an increase of the weights is possible. Near 0, on the other hand, we use Hardy's inequality onto η ∂ k s ∂ α y u, where η is a purely spatial cutoff function near 0 with the same properties as before. After possibly shrinking the domain of integration once more, this leads to
The derivatives of η are bounded by a constant depending on α and δ 1 , δ 2 only. But we also have α n = |β| ≥ β n ≥ γ n and can consequently lower the weight exponent y 2αn+σ n to y αn+γn+σ n . An application of the result with additional weights in balls centred at 0 shows that
holds there and the proposition is proven.
The iterated local energy estimates in conjunction with a Morrey-type inequality in time-space adapted to our metric and measure generate a pointwise estimate for arbitrary derivatives of a σ-solution, showing that local σ-solutions to the homogeneous problem are indeed smooth away from the initial time and the spatial boundary. Here the invariance of the equation with respect to the scaling transformation A λ is used to gain the estimate not only in special settings, but near any point y 0 ∈ H and for any radius r > 0. According to the position of a ball B r (y 0 ) relative to ∂H, we make different choices of the scaling parameter λ. This time also the temporal set has to shrink substantially, governed by a parameter ε. Similar as before we write that a condition holds for any ε ∈ (0, 1) close enough to 1, if there exists an ε 0 ∈ (0, 1) such that it holds for any ε ∈ (ε 0 , 1).
Proposition
If u is a σ-solution to f = 0 on I r (τ ) × B r (y 0 ), then for any ε ∈ (0, 1) close enough to 1 and any δ ∈ (0, 1) small enough there exists a constant c = c(n, σ, k, α, ε, δ) > 0 such that
Proof: As before, in this proof constants in the inequalities depend only on the parameters involved in the calculations. Thanks to translation invariance in any direction save the vertical one, we can assume without loss of generality that y 0 = (0, . . . , 0, y 0,n ) with y 0,n ≥ 0. We set κ := 33 −1 c −4
d , and denote the first positive integer that is bigger than n+1 2 by m 1 , while m 2 will be the first positive integer that is bigger than σ 2 . We also fix ε ∈ (0, 1) and δ 1 ∈ (0,
Assume first that √ y 0,n < κ r. Since this means that the ball B r (y 0 ) is close to the boundary, a shrinked version of it is contained in a ball centred at 0 and with controlled radius. More precisely, for δ ∈ (0, 1) small enough we have + 2κ) , then the Morrey-type inequality can be applied and for almost any (s, y) ∈ I r,ε (τ ) × B δr (y 0 ) we get
We can now use the local energy estimates from Proposition 2.8 near the origin on u • A λ in any summand, possibly choosing ε closer to 1 and δ 1 -and all the more δ -so much smaller that 4 c withŷ 0 := r −2 y 0 . Consequently, we get the upper bound
where the integral transformation formula adds the volume factor in front of the integral. Since λ = r 2 , we see that the whole factor can be estimated to be
with the formula for the σ-measure of an intrinsic ball. Note that in the step second to last we distinguish between the cases n + 2 σ < 0 and n + 2 σ ≥ 0, using the assumption √ y 0,n < κ r in the latter one.
Assume now √ y 0,n ≥ κ r. We then set λ := y 0,n , and moreover use the abbreviationsr := r √ y0,n andτ := τ y0,n . If δ is small enough compared to δ 1 , for any (s, y) ∈ I r,ε (τ ) × B δr (y 0 ) we have
δr ( 1) and the Morrey-type inequality delivers
( 1)) dL for almost any (s, y) ∈ I r,ε (τ ) × B δr (y 0 ). An application of Proposition 2.8 as before annulates the factorr 4j+2|β| and yields an additional factorr −4k−2|α| . Transformation of the integral furthermore results in a volume factor. Altogether we get 
But we had λ = y 0,n andr = r y0,n and thus obtain the factor
In the next step we use the local regularity to generate pointwise exponential estimates for solutions of the initial value problem on H. To this end, consider the function
where ζ Ψ ∈ R, ε Ψ > 0 are constants and z 0 ∈ H is arbitrary, but fixed.
Remark A straightforward calculation shows that
Ψ(· ; ζ Ψ , ε Ψ , z 0 ) ∈ C 1 (H) and √ y n |∇ y Ψ(x; ζ Ψ , ε Ψ , z 0 )| ≤ c L |ζ Ψ | for any x ∈ H with c L := 2 6 .
This implies that Ψ is a Lipschitz function in terms of the intrinsic metric d with the estimate
We first extend the norm decrease of global σ-solutions of the homogeneous equation by an exponential factor involving Ψ before proving an exponential L ∞ -L 2 -estimate.
Proposition
σ (H) and u is a σ-solution to f = 0 on I × H with initial value g, then there exists a constant c = c(n, σ, k, α) such that
for any y 0 ∈ H and any s 0 ∈ I.
Proof: We abbreviate Ψ(· ; ζ Ψ , ε Ψ , z 0 ) =: Ψ. For s ∈ I define
Then obviously we have
where the differentiation under the integral is justified by the product rule for bilinear forms. To treat this integral, for a fixed time s, we use e 2Ψ u(s) formally as a test function for the σ-solution u(s) in the equivalent formulation for σ-solutions with regular temporal derivative (see the proof of Proposition 2.4). The formal consideration can be justified rigorously by a bounded approximation of Ψ. A repeated use of the product rule for derivatives results in
, where the use of the weighted bound for ∇ y Ψ from Remark 2.10 is crucial to reduce the weight exponent in the last step. This shows that ∂ s F (s) ≤ 0 on I. Thus F is monotonically decreasing and we have F (s) ≤ F (s 1 ), proving that
for all s ∈ I.
Now our global σ-solution u is also a σ-solution to the initial value problem of the homogeneous equation on (s 1 , s 0 ) × B r (y 0 ) for any time s 0 ∈ I and any point y 0 ∈ H combined with any radius r > 0. For r := √ s 0 − s 1 we have I r (s 1 ) = (s 1 , s 0 ) and can use the pointwise estimate from Proposition 2.9 in the temporal end point s 0 and the spatial centre point y 0 to obtain
The monotone decrease of the exponential L 2 σ -norm then infers
The use of the Lipschitz property of Ψ from Remark 2.10 and a short computation on the exponent of the radius factor finishes the proof.
The exponential factor allows us to gain an estimate for rather rough norms of the initial value in terms of the space X(p), proving the first part of Theorem 1.5.
σ (H) and u is a σ-solution to f = 0 on J × H with initial value g, then there exists a constant c = c(n, σ) > 0 such that
for any 1 ≤ p < ∞.
Proof:
Fix a time s 0 ∈ J as well as a point y 0 ∈ H. For any constant C > 0, with u also u − C is a σ-solution to f = 0 on J × H with initial value g − C, and an application of Proposition 2.11 with C := g(y 0 ) yields
by the fundamental theorem of calculus.
To treat the integral we fix a radius r > 0 and view the upper half plane H as a disjoint union of annular rings B jr (y 0 ) B (j−1)r (y 0 ) =: R rj (y 0 ) for j ∈ N. We now specify Ψ(· ; ζ Ψ , ε Ψ , z 0 ) by setting ζ Ψ := − 1 r , choosing ε Ψ such that ε Ψ < r 2 and letting y 0 play the role of the parameter point z 0 . For y ∈ R rj (y 0 ) we then have
thanks to an application of the equivalence estimate for the quasi-metricd. This amounts to
by the doubling property of the metric and the relation between intrinsic and euclidean balls. Summing this over j and setting r := √ s 0 , the special choice of Ψ gives the bound
for k + |α| > 0 and any s 0 ∈ J as well as y 0 ∈ H, where the convergent series over j is subsumed into the constant. For k = 0 and |α| = 1 this estimates the first component of the X(p)-norm of u.
Now fix also p ≥ 1 and y 0 ∈ H as well as 0 < R 2 ≤ S. Applying the pointwise bound just obtained after multiplying both sides by y l n yields
since the cylinders are bounded away from the initial time, resulting in s R 2 , and the properties of intrinsic balls imply R + √ y n R + √ y 0,n for any y ∈ B R (y 0 ). It is now possible to choose the right orders of derivatives and exponents to fit the definition of X(p) and thus finish the proof.
2.3. Gaussian Estimate and Consequences. On any arbitrary time interval I = (s 1 , s 2 ), the results shown so far, namely Propositions 2.1 and 2.11, provide us with the existence of a Green function G σ that characterises any σ-solution on I × H with initial value g ∈ L 2 σ (H) by the representation
More than that, it is even possible to show that G σ decays exponentially with a bound that takes on the shape of a Gaussian function with respect to the weighted measure µ σ and the intrinsic metric d. Such an estimate is called Gaussian estimate or Aronson-type estimate after one of the first authors exploring this type of inequalities ([Aro67]). For general uniformely strongly parabolic equations their proof was originally given by means of the Harnack inequality contained in [Mos64] and [Mos67] . This order was reversed by [FS86] and Gaussian estimates were shown directly. The idea was extended by [Koc99] to cover the degenerate parabolic case with measurable coefficients. Our proof simplifies this approach in a special case of constant coefficients and at the same time adds control over the derivatives of the Green function. 
Proposition
for all y = z ∈ H and all τ < s ∈ I, and with any possible combination of the points y and z in the factors ϑ j+k,β+α (
Proof: Fix τ 0 < s 0 ∈ I as well as y 0 , z 0 ∈ H, and denote r := √ s 0 − τ 0 and I 0 := (τ 0 , s 0 ) ⊂ I. We assume that Ψ(· ; ζ Ψ , ε Ψ , z 0 ) is given such that e Ψ(· ;ζΨ,εΨ,z0 
On the other hand, for any arbitrary σ-solution u on I 0 × H with initial value g ∈ L 2 σ (H), we define a modified solution operator
Denoting the multiplication operator on L can be rephrased to 
The duality equation from Remark 2.3 in the point
s0+t0 2
implies that
where u * is the σ-solution on I 0 ×H with initial value |B r ( · )| 1 2 σ e Ψ(· ;ζΨ,εΨ,z0) ξ, so we can especially set u * = v and use ξ L 1 σ (H) ≤ 1. The combination of the two estimates for v then yields
This means that we have shown
for almost all z ∈ H. Now fix z = z 0 = y 0 , and specify Ψ(· ; ζ Ψ , ε Ψ , z 0 ) by setting ε Ψ := 3d(y 0 , z 0 ) and ζ Ψ := −c for a positive, but apart from that arbitrary constant c > 0. This meets the requirements we set for Ψ(· ; ζ Ψ , ε Ψ , z 0 ) in the beginning of the proof. In conjunction with the equivalence characterisation of the intrinsic metric we obtain
Finally, we optimise over the constant c to see that the exponent takes on a minimum for
Inserting this value into the inequality then gives the Gaussian estimate
. Note now that we can replace the measure of the ball centred at z 0 or the one centred at y 0 by the mutually other one without loosing more than a factor (1 +
A similar remark applies for ϑ k,α ( √ s 0 − τ 0 , y 0 ). The exponential decay makes the loss in this exchange controllable at the expense of a portion of the decay expressed by the constant in the exponent. Hence, from now on we do not specify this constant any more, but merely write C even if it changes in the course of the argument.
Note now that there exists a constant δ > 0 with δ 2 < τ0−s1 s0−τ0 . We set r := δ √ s 0 − τ 0 and τ 0 := (1 + δ 2 ) τ 0 − δ 2 s 0 > s 1 , thus obtaining I r ( τ 0 ) = ( τ 0 , τ 0 ) ⊂ I. Then for any τ ∈ I r ( τ 0 ) we have r < s 0 − τ < (1 + c 2 ) r and hence s 0 − τ r. The duality identity from Remark 2.3 implies the symmetry of the Green function in the form
is a σ-solution on I r ( τ 0 ) × B r (z 0 ) with respect to (τ, z) and we can apply the local pointwise estimate 2.9 in the temporal end point τ 0 and the spatial centre point z 0 to get
The Gaussian estimate proven above then shows the statement.
2.14 Remark The Gaussian estimate makes it possible to solve the initial value problem also for more general data not contained in L We now state a series of direct consequences of the Gaussian estimate for the Green function that are important for the following. To incorporate the temporal dimension into our intrinsic metric we proceed as in [FSC86] and define
on I × H. Balls with respect to D will be denoted B D , and we set
Furthermore, abbreviate y) ,(τ,z)) (τ, z)| 0×σ and remember the definition of Calderón-Zygmund exponents in Remark 2.5. 
Corollary
for any s < τ, y = z, s < τ , , y = z that satisfy the condition
However, the Gaussian estimate and the doubling condition of the metric d reveal that
for any τ < s ∈ I and almost any y = z ∈ H. if l − k − |α| = −1 and 2 l − |α| ≤ 0.
On the other hand we have that
if 2 l − |α| ≤ 0. Thanks to the exponential decay we can modify this to obtain
.
For l − k − |α| = −1, these estimates exactly imply the desired bound.
For the second part estimate
Exemplarily, we focus on the second term. Consider the arc-length parametrised geodesic Γ that connects y and y with respect to the Riemannian metric that generates d. Then the chain rule and the fundamental theorem of calculus show that
with ζ = Γ(ς). The Gaussian estimate and some calculations based on condition ( * ) then imply
We proceed similarly for the other terms, where we also need the generalised version of the Gaussian estimate frome proposition 2.13.
If we restrict the time interval to (0, 1), the appearance of the Gaussian estimate can be considerably simplified. From here on we distinguish cases z n 1 and z n 1, meaning that we fix a constant c > 0 and then consider z n ≥ c bounded away from zero and the complementary case z n ≤ c close to zero, without specifying the exact size of c. The exponents in the next corollary are different from the Calderón-Zygmund exponents we considered before. (1) If 1 ≤ q < n+1 n+|α|−l and σ q > −1, then there exists a constant c = c(n, σ, k, α, q) such that
for all s ∈ I and almost all y ∈ H.
for all τ ∈ I and almost all z ∈ H.
Proof:
First consider the spatial integrals only. Fix (s, y) ∈ I × H as well as 1 ≤ q < ∞. For any τ ∈ (0, s), the Gaussian estimate implies
where we fixed r > 0 and covered H with annular rings B jr (y) B (j−1)r (y) for j ∈ N. At this point we have to assume σq > −1 to be sure that the integral exists. By the doubling condition we get a convergent series with value |B r (y)| σq times a constant depending on n, σ and q, and the formula for the measure of the balls shows that
This results in
for all τ < s ∈ I and almost all y ∈ H, and for any q with σ q > −1.
Similarly we get
for all τ < s ∈ I and almost all z ∈ H, without any restriction on q ∈ [1, ∞), but an additional dependency of the constant on l.
Integrating the first formula in time with respect to τ over (0, s) then implies
for 2 l − |α| ≤ 0. Here we used the unit interval in the computation. For any q < 1+n −l+k+|α| , this integral converges to c(n, α, k, l, q) s
which in turns is bounded for s ∈ (0, 1]. It is obvious that the convergence condition can only be satisfied if −l + k + |α| < 1. In conjunction with the condition 2 l − |α| ≤ 0 that arouse from the calculations above it becomes clear that only k = 0 is admissible and we need to have −l + |α| < 1. The second part of the statment is proven identically. 
Remark It is worth pointing out that no temporal derivative can be treated in the fashion
for all s ∈ [2 δ, 1], almost all y ∈ H and almost all (τ, z) ∈ [0, s) × H ((δ, s) × B 1 (y)), and the same statement holds with any possible combination of the points y and z in the factors
We now abandon the situation where f = 0 and use the corollaries to gain estimates against the inhomogeneity.
Remark By Duhamel's principle, solutions of the inhomogeneous equation can be expressed in terms of
for all s ∈ I and almost all y ∈ H will be considered a σ-solution to f on I × H with initial value g = 0, whenever the integral makes sense. This is consistent with Definition 1.4, since the notions of solution coincide for f ∈ L 1 loc I; L 2 σ (Ω) . We will not specify conditions on f any more in the sequel.
Let us now concentrate on I = J = (0, S) again. Duhamel's principle enables us to view the operator that maps inhomogeneities to solutions as integral kernel operators. Since (J × H, L × µ σ , D) is a space of homogenous type, the theory of Calderón-Zygmund can be applied in this non-euclidean setting to gain L p -estimates. The basic reference for this material is [Ste93] . It was noted by [CW77] that the arguments do not depend on the euclidean structure of the underlying space. The definitions and statements can be found in [Koc04] and [Koc08] . For a multi-index α ∈ N n 0 , the symbolic notation α − 1 means that we consider α − γ for a γ ∈ N n 0 with |γ| = 1.
Proposition
If u is a σ-solution to f on J × H with initial value g = 0, if max 1, 
with kernels K(s, y, τ, z) = z As noted in Remark 2.5, these are exactly the exponents for which the operators are bounded on L 2 (J ×H, L×µ σ ). It follows that those operators are of Calderón-Zygmund type and hence extend to bounded operators on L p (J × H, L × µ σ ) for any 1 < p < ∞ with the estimate
The theory of Muckenhoupt weights allows us to formulate this result in unweighted spaces. One checks that y θ−σ n is a p-Muckenhoupt weight with respect to µ σ if and only if
Thus any Calderón-Zygmund operator with respect to µ σ also extends to all spaces
, and the same is true for the corresponding time-space setting. Note that θ = 0 is always admissible if σ ≥ 0, whereas for negative σ we need the extra condition p > 1 1+σ . In turn, this does not constitute a restriction for p in case σ ≥ 0. For this range of p it follows that for Calderón-Zygmund exponents (l, k, α) we have
. Now that we have gotten rid of the weights, we can also take extra derivatives into consideration.
for any exponents l, k and α that are of Calderón-Zygmund type, and especially also for l = 0, k = 0 and |α| = 1. For the vertical direction, however, we can use that ∂ yn u is a (1 + σ)-solution to
which has the required bound because of the previous considerations.
For the moment we set S = 1 and work on I = J = (0, 1). On the diagonal of (J ×H)×(J ×H), that is for inhomogeneities f that are supported on increased cylinders
we get a local version of the L p -estimate. For a clearer presentation we abbreviate
Note that this notation contains a derivative of f . 
Proof: The Calderón-Zygmund estimate from Proposition 2.20 immediately yields
for Calderón-Zygmund exponents l, k and α and any max 1, 1 1+σ < p < ∞.
Consider now radii R
, R 2 := 1 and R 3 := √ 3 2 . Independent of the location of y 0 in H we can find N 1 points {z j1 }, N 2 points {z j2 } and N 3 points {z j3 }, all of them contained in Q 1 (y 0 ) and with N i only depending on n for i = 1, 2, 3, such that the collection
where we used the doubling property to shrink balls into Q 1 (y 0 ). This is the localisation of the Calderón-Zygmund estimate. Now recall that for any Calderón-Zygmund exponents (l, k, α − 1) we have that −2 l + |α| − 1 ≥ 0, and the only case for which −2 l + |α| − 1 is non-zero is the one with l = 0, k = 0 and |α| = 2. Furthermore, if we consider a y 0 with √ y 0,n 1, we have (1 + √ y 0,n ) −2l+|α|−1 l,α 1 and the inequlity we showed is equivalent to the statement of this proposition.
For the case √ y 0,n 1 and l = 0, k = 0, |α| = 2, we study the kernels
for the unweighted L 2 -operators that send f to y 1 2 n ∇ y u. For σ ≥ 0, an application of Corollary 2.16 with q = 1 ensures that the L 1 -norm of this kernels taken with respect to (s, y) as well as the ones taken with respect to (τ, z) are bounded. Thus Schur's lemma can be used to conclude that
for any 1 ≤ p ≤ ∞. As before, we now use that ∂ yj u is a σ-solution to ∂ yj f for j = 1, . . . , n − 1, while for the vertical direction ∂ yn u is a (1 + σ)-solution to ∂ yn f + (1 + σ)∆ ′ y u. Thus,
, and the last summand is bounded by the second to last thanks to the unweighted Calderón-Zygmund-estimate from Proposition 2.20.
The resulting estimate can be localised as above, and we get
. However, for any y ∈ B 1 (y 0 ) we have that y n y 0,n if √ y 0,n 1 as in our present case. Together with the first result for l = 0, k = 0 and |α| = 2, this amounts to the improved inequality
in case of √ y 0,n 1, proving the statement for σ ≥ 0.
For the last remainig case, we now consider −1 < σ < 0 and √ y 0,n 1. The latter also means that we have supp f ⊂ {z | z n 1}, and thus, also in the case where σ is not in the good range, Corollary 2.16 can be applied to the kernels K truncated to the support of f . This makes it possible to invoke Schur's Lemma once more and get the same bound as before. The iteration in the tangential direction can be done as before. For a similar treatment of the vertical derivative, however, we lack the guarantee that the corresponding inhomogeneity ∂ yn f + (1 + σ) ∆ ′ y u has support in the right region. But ∂ yn u is a (1 + σ)-solution to this right hand side, and since (1 + σ) ≥ 0 we can apply the result we obtained in case of positive σ on this solution. We can procede in the same fashion as before to finish the proof.
We now turn to inhomogeneities that are supported away from the diagonal. The corresponding norm is here denoted by 
Proposition
for all s ∈ [2 δ, 1].
Proof: We first consider the case σ ≥ 0. Fix s ∈ [2 δ, 1]. By Duhamel's principle 2.19 we get
This is only possible for δ ≤ s ≤ 1, and for 2 δ ≤ s ≤ 1, the application of Corollary 2.18 under the integral is justified if 2 l − |α| ≤ 0. As a result we get the upper bound
for an arbitrary ε 1 ≥ 0 and with a constant that depends on n, σ, l, k, α and δ. For the computation of the integral we first cover H with a countable number of balls B 1 (z 0 ). This leads 
and we therefore now look at the expression
We consider the cases z 0,n 1, that is the situation close to the boundary of H, and z 0,n 1 separately, starting with the latter one away from the boundary. If the distance of z 0 to the boundary is sufficiently big, then |B 1 (z)| n |B 1 (z 0 )| for any y ∈ B 1 (z 0 ) and thus also (1
). An application of Hölder's inequality then shows that sup z 0,n 1
Taking the supremum over 0 < R ≤ 1 and z ∈ H then leads to the upper bound
by virtue of the Vitali-property discussed above. For any ε 2 > 0 also this series converges and can therefore be subsumed into the constant. In the case that z 0 is close to the boundary we vary the arguments slightly to obtain sup z 0,n 1 m∈N0
But for any z 0,n 1 it is clear that |B 1 (z 0 )| n 1 and thus the same upper bound as above follows for any ε 2 > 0. It remains to consider the case −1 < σ < 0 that generates an additional factor (z σ n ) χ {zn 1} .
Whenever z n 1 -a possibility that only realises itself if z 0,n 1 -we therefore have to deal with an additional z σ n under the integral. The application of Hölder's inequality then results in
The last condition is equivalent to p > 1 1+σ for −1 < σ < 0, and does not pose a restriction on p if σ ≥ 0. Now the formula for the measure of intrinsic balls asserts that
and a reiteration of the steps above, this time using Vitali's lemma for the measure µ σ , implies the upper bound sup z 0,n 1
The fact that also |B 1 (z 0 )| σ n,σ 1 if z 0,n 1 concludes the proof.
We have now finally reached the estimate that proves the second part of Theorem 1.5. To this end, we combine the off-diagonal pointwise estimate from Proposition 2.21 with a pointwise estimate for an arbitrary inhomogeneity on (0, 1) and integrate it to get the off-diagonal complement of the on-diagonal L p estimate from Proposition 2.22. Subsequently, both results are rescaled onto J = (0, S) by the invariant scaling A λ . In the following we still allow S = ∞ and use the convention that r 2 ≤ S means r 2 < ∞ in this case.
Let max n + 1, 1 1+σ < p < ∞. If f ∈ Y (p), g ∈Ċ 0,1 (H) and u is a σ-solution to f on J × H with initial value g = 0, then there exists a constant c = c(n, σ, p) > 0 such that u X(p) ≤ c f Y (p) .
Proof:
Throughout this proof, the dependency of the constants on the parameters will be suppressed in the notation. Assume first S = 1. Fix an arbitrary y ∈ H and set
, and denoting the σ-solutions to f 1 and f 2 on J × H with zero initial value by u 1 and u 2 , respectively, we also get u = u 1 + u 2 .
For the on-diagonal part u 1 we use Duhamel's principle to get
with Hölder's inequality for any 1 ≤ p ≤ ∞. But for k = 0, l = 0 and |α| = 0, the first factor can be treated with Corollary 2.16 if both 1 ≤ p p−1 < n+1 n and σ p p−1 > −1, and these conditions on p are equivalent to max n + 1, 1 1+σ < p < ∞. Iterating the notion of σ-solution with respect to derivatives once more while using the Calderón-Zygmund estimate from Proposition 2.20 to bound the norm of the Laplacian, we obtain |∇ y u 1 (1, y)| |B 1 (y)|
Note that we did not use the on-diagonal support of f 1 in this calculation.
In conjunction with the pointwise off-diagonal estimate from Proposition 2.22, the latter for δ = < p < ∞, where we set ε 1 := 1.
For the L p -estimate, we split f slightly differently. So fix an arbitrary y 0 ∈ H and consider f = f χ Q1(y0) + f (1 − χ Q1(y0) ) =: f 1 + f 2 .
Note that then supp f 1 ⊂ Q 1 (y 0 ) and supp f 2 ⊂ J × H ( 1 4 , 1) × B 2 (y 0 ) .
Again we study the σ-solutions u 1 and u 2 to f 1 and f 2 , respectively. For the on-diagonal part we use Proposition 2.21 and immediately get for almost any y 0 ∈ H that (1 + √ y 0,n ) −2l+|α|−1 |Q 1 (y 0 )|
for any θ ∈ R and any max 1, 1 1+σ < p < ∞, if (l, k, α − 1) are Calderón-Zygmund-exponents.
Off-diagonal, on the other hand, we first note that by the triangle inequality we have B 1 (y) ⊂ B 2 (y 0 ) for any y ∈ B 1 (y 0 ). For any such y and any s ∈ [ for any ε 1 ≥ 0, ε 2 > 0 and any max 1, 1 1+σ < p < ∞, if 2 l − |α| ≤ 0. We can put this together with the on-diagonal estimates if we set ε 1 := 1.
Turning to the rescalation of these estimate, we let now J = (0, J) with S > 0 arbitrary and assume that u is a σ-solution to f on J × H with initial value 0. Then u is also a σ-solution to f on (0, s) × H for any s ∈ (0, S] with vanishing initial value. Denoting the scaling function by A λ : (ŝ,ŷ) → (λŝ, λŷ) = (s, y) as above, we start with the pointwise estimate. For any (s, y) ∈ J × H we get for any max n + 1, 1 1+σ < p < ∞ We then set ε 2 := −θ+3, hereby restricting ourselves to θ < 3.
Finally, rescale the L p -estimate by noting that u is also a σ-solution to f on (0, r 2 ) × H for any 0 < r 2 ≤ S with initial value g = 0. We then have
λ (Qr (y0))) . We can see that and a number N only depending on the dimension n. With λ = r 2 and the invariance of the scaling that makes u • A r 2 a σ-solution to r 2 (f • A r 2 ) on (0, 1) × H, we can apply the statement proven above in every summand to get Hence we can conclude that D u F | (1,0,0,0) vanishes. Applying the analytic implicit function theorem once more, this time on G := id X(p) − F at the point (τ, ξ ′ , g, u) = (1, 0, 0, 0) we then obtain the existence of κ 2 < κ 1 , δ 2 < δ 1 , r 3 < r 2 and ε 4 as well as a unique analytic function 
