MICRO-SCALE CAVITIES IN THE SLIP- AND TRANSITION-FLOW REGIMES by P. Wesseling et al.
European Conference on Computational Fluid Dynamics
ECCOMAS CFD 2006
P. Wesseling, E. O~ nate and J. P¶ eriaux (Eds)
c ° TU Delft, The Netherlands, 2006
MICRO-SCALE CAVITIES IN THE SLIP- AND
TRANSITION-FLOW REGIMES
Simon Mizzi¤;y, David R. Emersony, Stefan K. Stefanovyy, Robert W. Barbery
and Jason M. Reese¤
¤ University of Strathclyde, Mechanical Engineering Dept.,
James Weir Building, 75 Montrose Street,
Glasgow, United Kingdom, G1 1XJ.
e-mail: s.mizzi@dl.ac.uk
web page: http://www.mecheng.strath.ac.uk/multiscale°ows/
y CSE Department, CCLRC Daresbury Laboratory,
Keckwick Lane, Daresbury, Warrington, Cheshire,
United Kingdom, WA4 4AD.
e-mail: d.r.emerson@dl.ac.uk
yy Institute of Mechanics, Bulgarian Academy of Sciences,
Acad. G. Bonchev Str., Bl. 4, So¯a 1113, Bulgaria.
e-mail: stefanov@imbm.bas.bg
Key words: Micro-Scale, Lid-Driven Cavity, Slip-Regime, Transition-Regime, Non-
Equilibrium Phenomena
Abstract. Di®erences between Navier-Stokes-Fourier (NSF) slip/jump solutions and di-
rect simulation Monte-Carlo (DSMC) computations are highlighted for a micro lid-driven
cavity problem. The results indicate a need for better modelling techniques which at the
same time retain low computational cost of NSF models. We also highlight the fact that
many micro-°ows that have been considered are simple planar °ows and typical classi¯-
cation systems are de¯ned on such °ows. We show that for complex °ows, such as the
driven cavity, non-equilibrium e®ects are more appreciable and their onset occurs at lower
Knudsen numbers than expected.
1 INTRODUCTION
Micro-electro-mechanical systems (MEMS) are being developed in many application ar-
eas, including industrial engineering, bio-medical devices, environmental control devices,
micro-processor cooling and high-precision printing. Micro-ducts, micro-heat-exchangers,
micro-pumps and micro-air-vehicles [1] are now terms commonly used in such ¯elds. One
particular area where the research community is particularly active, is the understanding
of gas dynamics occurring in micron or sub-micron sized domains. The general charac-
teristics of gaseous °ows observed in macro-domains are not always applicable for °ows
in micro-sized domains. Thus the commonly used Navier-Stokes-Fourier (NSF) equations
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with conventional no-slip boundary conditions are no longer considered to be valid when
the characteristic length is within the micron range [2].
The inadequacy of the NSF equations to represent gas dynamics in micro-domains
can be explained by the fact that they are only able to describe °ows which are close to
equilibrium. However, non-equilibrium e®ects are observed in gas °ows at small scales.
Collisions between gas molecules are the only medium for an ideal gas to achieve equilib-
rium conditions. Hence, if a gas is too rare¯ed or con¯ned to micro-geometries, the number
of collisions is reduced drastically inducing non-equilibrium e®ects. A good measure of
the degree of rarefaction is the Knudsen number, which is de¯ned as Kn = ¸=L, where
¸ is the mean free path of the gas (i.e. the mean distance traversed between successive
particle collisions) and H is the characteristic length scale of the domain.
2 MODELLING TECHNIQUES
The Boltzmann equation is considered to be the fundamental governing equation of
any dilute gas characterized by binary collisions. This integro-di®erential equation is able
to describe gases which are in equilibrium and non-equilibrium alike; however, its solution
is a non-trivial task. The basic form of the Boltzmann equation is
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where f is the particle distribution function (PDF) which is a function of time, t, the
position vector, xi, and the molecular velocity vector, ci. The term,
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C is a production
term for f as a result of binary collisions and is often referred to as the collision operator.
Various methods have been used in order to obtain a simpler approximation of Eqn. (1),
yet each method attempts to retain acceptable accuracy in order to describe the funda-
mental gas dynamics occurring in such domains. These methods can be divided into two
main approaches.
Discrete molecular modelling is one method, whereby the °uid is modelled using a
microscopic formalism, i.e. as a collection of moving molecules which interact through
collisions or very close proximity potentials bringing about the exchange of energy and
momentum. Such modelling can be performed using either statistical ensemble averages
e.g. direct simulation Monte Carlo (DSMC) [3] or deterministic methods e.g. molecular
dynamics (MD) [4]. Though such methods achieve a realistic picture, their application has
been restricted to simpli¯ed °ows due to the computationally intensive nature of discrete
methods [5].
Continuum modelling is another approach for achieving simpler representations of the
Boltzmann equation. The °uid is assumed continuous and in¯nitely divisible whereby it
is possible to de¯ne velocity, density, pressure and other properties at any point in space
and time. This modelling class can be further divided into two sub-classes. Extended
hydrodynamic continuum model approximations of Eqn. (1) is one sub-class which can
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be derived by either perturbation methods, commonly known as the Chapman-Enskog
expansion [6], or moment methods [7, 8]. The conservation equations with the NSF
constitutive relations can be derived by the use of each method [9]. Another sub-class of
continuum modelling is the use of simple governing formulations such as the conservation
equations with phenomenological extensions in order to capture non-equilibrium e®ects.
Such techniques include the application of velocity slip [10] and temperature jump [11]
boundary conditions and constitutive law re-scaling in the form of wall function methods
[12].
3 FLOW REGIMES
Four distinct regimes are generally identi¯ed to characterise the extent of non-equilibrium
and rarefaction e®ects in a particular °ow [2];
² No-slip (Continuum) Regime - The conventional no-slip boundary condition com-
bined with either the Euler or NSF equations are considered to be valid for Kn <
0:001, since the continuum and thermodynamic equilibrium assumptions are appro-
priate.
² Slip Flow Regime - In the range 0:001 < Kn < 0:1, the slip-°ow regime is applicable
and the NSF equations are still considered appropriate, provided wall boundary con-
ditions take into account the e®ect of velocity slip and temperature jump, resulting
from the solid-gas interface and non-equilibrium e®ects occurring in the proximity
of solid walls.
² Transition Regime - For 0:1 < Kn < 10, the °ow is said to be in the transition regime
and the NSF equations become questionable. Alternative modelling approaches are
needed in this regime using either discrete or continuum modelling or a combination
of both.
² Free-Molecular Flow - For Kn > 10, the mean free path is very large compared to
the characteristic length scale and the collision frequency is very low. A collisionless
form of the Boltzmann equation is deemed to be appropriate to solve such °ows.
4 THE 2D MICRO CAVITY PROBLEM
Many investigations presented in the literature on gaseous °ows in micron-sized do-
mains have been carried out for 2D-channels. The regimes listed in section 3 have been
mainly characterised using simple 2D °ows. Such problems generally have a "prevalent"
dimension along which the ¯elds have more predominant gradients e.g. Couette °ow or
Poiseuille °ow.
Cavities, steps and cut-outs occur frequently in many engineering designs. Such con-
¯gurations generate sharp changes in the °ow ¯eld variables and their gradients. At
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Figure 1: Schematic diagram of the driven cavity problem.
the macro-scale, modelling °ow phenomena associated with cavities is challenging, par-
ticularly at high subsonic and supersonic Mach numbers. However, at the micro-scale,
additional problems can arise due to rarefaction and non-equilibrium e®ects.
The lid-driven cavity problem has been extensively investigated in a completely di®er-
ent context. This problem is often used for the validation of numerical codes. As a result
of its simplicity the cavity geometry has been investigated using a wide range of numerical
methods. Its implementation is easy, yet the °ow ¯eld is rich in °ow physics within the re-
circulating regions. Many of the studies in the literature are presented in a Navier-Stokes
incompressible framework which are either solved numerically by a pressure-velocity cou-
pling method or a streamfunction-vorticity formulation [13, 14]. Generally the ultimate
objective of such studies is to study the e®ectiveness of convective numerical schemes over
a wide range of Reynolds numbers.
In the present paper we investigate a micro-scale lid-driven cavity. Very few studies
are available in the literature in the context of micro or rare¯ed °ow ¯elds. Su et al:
[15] presented various solutions using the Bhatangar-Gross-Krook (BGK) formulation of
the Boltzmann equation whilst Jiang et al: [16] compared the DSMC and Information-
Preservation (IP) methods. In particular Jiang et al: were interested in the validity of
the IP method in the limit of low-speed °ows. Naris and Valougeorgis [17] conducted a
comprehensive study of the driven cavity over the whole Knudsen number range using
a discrete velocity method to solve a linearised form of the Boltzmann equation. They
showed that as the Knudsen number increased the number of counter-circulating vortices
decrease. They also show that for very small speeds, the perturbation in temperature is
small justifying the utilisation of the BGK linearisation.
The present paper focuses on the non-equilibrium physics and its e®ect on the °ow
¯eld. In particular we shall identify the various shortcomings of the NSF model in both
the slip and early transition regimes. In the absence of experimental data we compare the
NSF results to DSMC simulations which have been carried out for the various regimes.
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5 DIRECT SIMULATION MONTE CARLO
The DSMC technique used in this paper follows the scheme proposed by Bird [3]. In
particular, we use a stochastic formulation where a number of real molecules is represented
by a smaller number of "stochastic" particles. The algorithm is split into two main stages
i.e. translational movement and binary collisions of particles within each kinetic time step.
Solid-wall boundaries are accounted for within the translational stage of the algorithm
and a special recursive treatment is implemented in the proximity of the cavity corners.
A Maxwellian scattering kernel with perfect accommodation is assumed at the walls. The
"no time counter" method is used to simulate the collision interactions.
At this stage we are interested in the steady-state solution. Since DSMC is strictly
based on a kinetic formulation, (i.e. dependent on time, molecular velocity and position),
time-averaged moments over a number of kinetic time steps are computed to yield a
number of "macro" variables that can be used to compare the DSMC simulations to the
continuum solution. The moments are averaged in space within the cell volumes. In
particular, the moments computed are m, m¹ ci,
mcici
2 , mCiCj and
mCiCiCj
2 . These averages
would respectively yield moments corresponding to density, bulk velocity, internal energy,
viscous stress and heat °ux where Ci is the peculiar velocity de¯ned as the deviation of
the molecular velocity, ci, from the average velocity ui i.e. Ci = ci ¡ ui. The overbar
indicates time-averaged values whereas repeated indices represent the Einstein convention
of tensor summation.
6 NUMERICAL DISCRETISATION OF NAVIER-STOKES-FOURIER EQUA-
TIONS
The NSF equations are solved using a pressure-velocity-density coupling technique as
suggested by Demirdzic et al: [18]. A ¯nite-volume collocated node formulation is used
to discretise the equations. A central-di®erence numerical scheme is used for both the
convective and di®usive °uxes at the cell boundaries. Source terms are computed at the
central nodes. The central-di®erence scheme was chosen since the Reynolds numbers for
the °ows considered are relatively small and the scheme achieves accurate results even
on coarser grids as suggested by Ferziger and Peric [19]. A grid-independence study was
carried out in order to marginalise numerical errors as much as possible. The grid sizes
utilised were 40 £ 40, 80 £ 80 and 160 £ 160 cells. In all test cases considered, the results
were numerically equivalent for the 80 £ 80 and the 160 £ 160 grids. We present here
only the grid-independent results.
Velocity Slip and Temperature Jump Boundary Conditions
Applying velocity slip and temperature jump boundary conditions are simpli¯ed phe-
nomenological approaches to represent both non-equilibrium and gas-surface interaction
e®ects occurring near solid walls. These boundary conditions were ¯rst suggested by
Maxwell [10] and von Smoluchowski [11] respectively. Using Grad's closure approxima-
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tion for the PDF, f, the boundary conditions accounting for velocity slip and temperature
jump are of the form [9],
vislip = vigas ¡ viwall =
¡2¡¾
¾
q
¼
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p
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½RT + 1
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respectively. The term, vislip, represents the amount of slip at the wall de¯ned as the
di®erence between the bulk gas velocity at the wall, vigas and the solid wall velocity, viwall.
In a similar fashion, T is the gas temperature at the wall and Twall is the isothermal solid
wall temperature. The terms ¾ and ¾T represent the tangential momentum and energy
accommodation coe±cients respectively and ¿ij and qi are the viscous stresses and the
heat °ux. The term, ni represents the normal vector to the wall, p is the pressure and
R is the speci¯c gas constant. ®1;®2 and ¯1 are Knudsen layer correction coe±cients.
In order to account for the Knudsen layer the correction coe±cients are set to ®1 =
1:114;®2 = 1:34533 and ¯1 = 1:127 [9]. Numerically, a second-order one-sided di®erence
was implemented to determine any gradients required for the boundary conditions.
Both models have been extensively used in the slip °ow regime i.e. 0:001 < Kn < 0:1
[2] in combination with the NSF equations. We shall use this combination to investigate
°ows that fall within the slip and transition regimes and investigate the validity of such
a combination for the micro-cavity problem.
7 RESULTS AND DISCUSSION
The results are presented in normalised form. In particular,
X =
x1
L
; Y =
x2
L
; S =
s
L
; (4)
P =
p
Po
; U =
v1
U
and V =
v2
U
:
X and Y are the dimensionless horizontal and vertical distances normalised with respect
to the cavity length, L. S is the normalised distance along the surface walls progressing in
a clockwise fashion, starting from A (as shown in Figure 1). P is the normalised pressure
with respect to the initial pressure, Po = 101135 Pa. U and V are the velocity vector
components normalised with respect to the lid-speed U.
These dimensionless parameters are complimented by a number of additional non-
dimensional parameters whereby a = H=L is the aspect ratio, Ma = U=
p
2RTo is the
Mach number and Kn = ¸=L is the Knudsen number.
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Figure 2: Velocity streamlines for Kn = 0:005 { (a) NSF slip/jump solution and (b) DSMC data.
X
Y
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
(a) X
Y
0 0.2 0.4 0.6 0.8 1
0
0.2
0.4
0.6
0.8
1
(b)
Figure 3: Velocity streamlines for Kn = 0:1 { (a) NSF slip/jump solution and (b) DSMC data.
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The results shown in the present paper are for an early slip regime (Kn = 0:005) and
late slip/early transition regime (Kn = 0:1) with constant Ma = 0:09 and a = 1. Figures
2 and 3 show the normalised velocity streamlines for both regimes. The streamlines are
in close agreement for Kn = 0:005 whereas di®erences can be observed for Kn = 0:1
especially in close proximity to the top corners. These di®erences can be attributed to
the lack of e®ectiveness of the NSF equations to represent non-equilibrium phenomena.
Figure 4 shows the normalised pressure distribution along the surface S. Here it can
be seen that there is good agreement between the DSMC data and the NSF solution
for Kn = 0:005. For Kn = 0:1, there is qualitative agreement but there seems to be a
quantitative disparity between the two solution techniques. These results bear a strong
resemblance to those obtained by Jiang et al: [16] for the pressure distribution along the
surface.
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Figure 4: Pressure distribution along the cavity walls { (a) Kn = 0:005 and (b) Kn = 0:1. Legend
DSMC data (²) and NSF Solution (|).
8 CONCLUSIONS
A comparison between Navier-Stokes-Fourier (NSF) slip/jump solutions and direct sim-
ulation Monte-Carlo simulations has been carried out for a driven micro-cavity problem.
In particular it can be shown that the onset of strong non-equilibrium e®ects is observed
at Knudsen numbers typically falling within the late slip regime. The NSF equations are
often considered valid up to a Knudsen number of 0:1. This does not seem to be the
case for this particular problem. Non-equilibrium e®ects are particularly strong in the
8Simon Mizzi, David R. Emerson, Stefan K. Stefanov, Robert W. Barber and Jason M. Reese
proximity of solid walls which in turn a®ect the structure of the entire °ow. The corners
of the cavity provide many of the non-equilibrium e®ects since the local Knudsen number
in these regions is particularly large. The results demonstrate that there is a requirement
for alternative modelling techniques that provide an e±cient and computationally cheap
tool to simulate micro-gas dynamics for such problems.
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