Halley's method is a famous iteration for solving nonlinear equations. Some Kantorovichlike theorems have been given. The purpose of this note is to relax the region conditions and give another Kantorovich-like theorem for operator equations.
Introduction
Three hundred years ago Halley [6] presented a famous iteration method of order three for solving nonlinear equations. For real-valued functions, the method is usually written as /(**)//'(**) . _ n i Xk+l~Xk l/0c)/"(*)' ' " • • ' 2 This method is also called the method of tangent hyperbolas, as in Salehov and Mertvetsova [7] , because x k+x given above is the intercept with the x-axis of a hyperbola which is osculatory to the curve y = fix) at x = x k . A number of papers have been written about Halley's method (for example, [l]- [7] ). Davies and Dawson [5] showed that the convergence of Halley's method is monotonic global when applied to entire functions of genus 0 or 1, real for real arguments and having only real zeros. G. Alefeld has given the following theorem. [2] 
is of the form when X is a real or complex space and / is triple differentiable and satisfies
Salehov and Mertvetsova [7] and one of the authors [9] have given some Kantorovichlike convergence theorems.
Shiming Zheng and Desmond Robbie [3] THEOREM B [7] . Suppose that x 0 G D satisfies the following conditions:
(2) Ai = Af,flb%<i; Moreover, the optimal error estimation has been given as well in Zheng [10] .
In this note we give another Kantorovich-like theorem for operator equations. We prove the following theorem.
THEOREM. Suppose that f : D
and that x 0 € D satisfies the following conditions: We see that in Theorems A, B and C the region conditions are concerned with the second and third derivatives and the conditions about the initial point only concern f(x) and its first derivative. However, in Theorem D, there is no region condition but the data of all higher derivatives at the initial point are required. The conditions of the theorem of this note are between these two sets of conditions. Our theorem has a region condition concerning only the third but not the second derivative, and the initial point conditions concern f(x 0 ) and its first and second derivatives but not any higher ones. There are some maps and initial points such that the conditions of our theorem are satisfied but those of Theorems B or C are not. 
Some lemmas
We give some lemmas to prove the theorem.
LEMMA 1. Under the condition (5), the function <p(t) defined by (6) has three real zeros.
PROOF. From (6) we see that
has two real zeros
].
Shiming Zheng and Desmond Robbie [7] Under the condition (5), it is easy to prove that
Therefore <p(f+) < 0. Finally, it is clear that <p(-oo) = -oo, <p(0) > 0, <p(oo) = oo, and so the lemma is proved.
The following lemma 2 can be proved using the result of Davies and Dawson [5] .
LEMMA 2. Under the condition [6] , the sequence {t k } produced by Halley's iteration for (p{t), to = 0 ,
is monotonic increasing and convergent to the smaller positive zero t* of<p(t).
LEMMA 3. Under the conditions of the theorem, if \\x -x o \\ < t + , where t + > 0 is the positive zero oftp'it), then the inverse f'(x)~l exists and
PROOF. From the proof of Lemma 1 we see that, when \\x -x o \\ < t+, <p\\\x -JColl) = y II* -*ol| 2 + M||JC -*bl| -1 < 0.
Thus, under the conditions of the theorem, we have
From the Mean Value Theorem we obtain And so the lemma is proved.
The proof of the theorem
We want to prove that for all nonnegative integers k, 
First we show that (14) must hold when ( [10] A note on the convergence of Halley 's method for solving operator equations 25
From Lemma 3 we have
Wf'ixoy'AJ <N f (I-u)udu(t n+l -t n ) 3 = ^r(t n+l -t n )\ (17) Jo o
Hence that is, (11) is true for k = n + 1. Thus (11)-(13) hold for all k = 0, 1,..., and so (14) also holds. Therefore, the limit, lim x k = x*, exists. Letting k -*• oo in (11),
k-KX>
we obtain f(x*) = 0. The error estimation follows from (14) and the proof of the theorem is completed.
