Monge-Kantorovich transportation problem in a bounded region of Euclidean space is transferred into a partial differential equations group. And then the explicit formula of the optimal coupling is achieved. The proofs are based on variational method from probability point of view.
Introduction
The optimal transport problem was first formulated by (Monge, 1781) , and concerned finding the optimal way, in the sense of minimal transportation cost of moving a pile of soil from one site to another. This problem was given a modern formulation in the work of (Kantorovich, 1942) and so is now known as the Monge-Kontorovich problem. This type of problem has appeared in economics, automatic control, transportation, fluid dynamics, statistical physics, shape optimization, expert system, meteorology and financial mathematics. So many mathematicians from different fields are interested in Monge-Kontorovich problem. This classical problem was revived in the mid eighties by the work of (Brenier, 1987 (Brenier, , 1991 , who characterized the optimal transfer plans in terms of gradients of convex functions, and then get the beautiful relationship with partial differential equations, fluid dynamics, geometry, probability theory and functional analysis.
Several (important) authors have been involved in literature of the optimal transportation theory, with remarkable applications, we mention here (Caffarelli, 1996 (Caffarelli, , 2002 , (Caffarelli, Feldman & McCann, 2002) and (Evans & Gangbo, 1999 , 1996 . We recommend Caffarelli's address to ICM2002 (Caffarelli, 2002 ), Ambrosio's address to ICM2002 (Ambrosio, 2002 ), Trudinger's invited lecture to ICM2006 (Trudinger, 2006) , (Trudinger & Xujia, 2001 ) and (Evans & Gangbo, 1999) for major references from PDE point of view. We also recommend Rachev and Rüschendorf's book (Rachev & Rüschendorf, 1998) , (Villani, 2002) for a major reference from probability point of view.
Suppose that we are given two probability distributions P andP on R 2 . A 4−dimensional random vector (X, Y) with P and P as the marginal distributions is called a coupling of this pair (P,P). The minimum of the coupling distance X − Y L 2 among all such possible couplings is called Kantorovich-Rubinstein-Wasserstein (abbr. KRW) L 2 −distance between P andP, and the corresponding coupling is called the optimal coupling. It has important applications in both probability theory and mass transfer problems. In
where F andF are distribution functions of P andP respectively, F −1 (t) andF −1 (t), (0 ≤ t ≤ 1) are their right inverses.
In R 2 , see the refined result due to (Weian, 2000) and (Yinfang & Weian, 2010) in bounded real plane, and (Givens & Short, 1984) between normal random vectors. In our recent paper (Yinfang & Weian, 2010) , we transformed the MongeKantorovich problem as p = 2 in a bounded region of Euclidean plane into a Dirichlet boundary problem. Denote by H the set of all density functions p (x, y) 
du, y), y) have given density f andf , and Z = (X 1 ,Ŷ 2 ). Furthermore, if (X, Y) is the optimal coupling, then the above realization (X,Ŷ) have the same optimal joint distribution. Thus we have
which is a quasi-linear elliptic equation with unknown H(x, y) , asG x (1, x, y) ≥ 0 and G y (2, x, y) ≥ 0. Moreover, the optimal mapping is given by (Ŷ(X 1 ,X −1 ),X −1 ).
Here in this paper, we transfer Monge-Kantorovich problem in a bounded region of Euclidean space into a partial differential equations group. The proofs are based on variational method from probability point of view. Also we get the explicit formula of optimal coupling.
Main results
Without losing generality, we may consider two probability measures P and Q on [0, 1] n , and n is even. Let X and Y be two random vectors defined on a same probability space with P and Q as their individual laws. Suppose that the coupling
So it is sufficient to find the distribution
where h (i) are their density functions, respectively. We assume further their density functions f (x 1 , x 2 , . . . , x n ) andf (y 1 , y 2 , . . . , y n ) are smooth and strictly positive on their domains. Denote the marginal densities as follows,
1,3,...,n (y 1 , x 3 , . . . ,
And denote the conditional distribution functions as follows,
, which are strictly increasing with respect to their first argument, so their inverse functions with respect to their first arguments exist.
Firstly, we have
Similarly, when 1 ≤ i ≤ n − 2,
or
Be connected with (4), then we get the exact formula of E|X − Y| 2 .
So we just need to look for one pair of density functions (h (1) , h (2) , . . . , h (n−1) ) minimizes (4).
Further by some computations, we transfer it into a Dirichlet boundary problem associated to a partial differential equation system as follows.
1,3,...,n (x 1 , x 3 , . . . , x n )
As 2 ≤ i ≤ n − 2,
And we may easily obtain that the marginal distributions of h (1) , h (2) , . . . , h (n−1) satisfy some boundary conditions in the region of [0, 1] n .
Also we may easily deduce that the explicit formula of the optimal coupling.
Theorem 2.
Proof of Main Results
Proof of Lemma 2: Let's take (5) for example. In fact, by some properties of conditional expectation and the formula of Wasserstein distance in one dimension, see (Rachev & Rüschendorf, 1998 , theorem 3.1.1, theorem 3.1.2, p. 107-109), (Villani, 2002, theorem 2.18, p. 74-78) . 
thus we can get (5) at once.
Proof of Theorem 1: Take (9) as an example, for all 0 < a
. , n and denote as
Thus if (h (1) , h (2) , . . . , h (n−1) ) is the optimal solution, then 
1,3,...,n (a
Multiply by
www.ccsenet.org/jmr 
1,3,...,n (x 1 , x 3 , . . . , x n ) 
which y i = 0, x i , 1 ≤ i ≤ n. If we replace (h (1) + δξ, h (2) , . . . , h (n) ) by (h (1) − δξ, h (2) , . . . , h (n) ), we may get ∂ n ∂x 1 ∂x 2 . . . ∂x nM (x 1 , x 2 , . . . , x n ) ≤ 0,
therefore 0 < x 1 , x 2 , . . . , x n < 1, 
1,3,...,n (x 1 , x 3 , . . . , x n ) du 2 |x 1 , x 3 , . . . , x n ) = 0.
Then theorem 1 follows.
