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a b s t r a c t
We study generalized amalgamation properties in simple theories. We formulate a notion
of generalized amalgamation in such a way so that the properties are preserved when we
pass from T to Teq or Theq; we provide several equivalent ways of formulating the notion of
generalized amalgamation.
We define two distinct hierarchies of simple theories characterized by their
amalgamation properties; examples are given to show the difference between the
hierarchies.
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0. Introduction
Generalized amalgamation properties were introduced by Shelah in the context of classes of atomic models [11] and
later used by him in the proof of the Main Gap theorem in [10]. For a certain subfamily of simple first order theories, the
generalized amalgamation for algebraically closed sets was studied by Hrushovski in [4,2].
In short, generalized amalgamation is about being able to embed increasingly complex systems of algebraically closed
sets (boundedly closed sets, models, etc.) into a model of the theory. One of the simplest such properties (P−(3)-
amalgamation) was taken by Kim and Pillay in [7] as the basis for the independence theorem, a characteristic property
of simple theories.
Motivated by [2] and a conjecture of Shelah in [12], Kolesnikov introduced a family of generalized type-amalgamation
properties for an arbitrary simple first order theory in [8]. These type-amalgamation properties generalize the independence
theorem in the same way as P−(n)-amalgamation generalizes P−(3)-amalgamation.
This paper is an extension of [8] in several directions. First, it states the definitions of generalized amalgamation in such
a way that they are preserved when we pass from C to C eq or C heq. We believe that the resulting notions will be quite useful
in the subsequent study of simple theories. Second, it exposes an increasing complexity of amalgamation notions as the
dimension increases. For example, for 3-amalgamation (we drop the P− part) it does not matter whether we amalgamate
types or boundedly closed sets; for 4-amalgamation and above it really does; 3-amalgamation over algebraically closed sets
is a consequence of stationarity for stable theories; 4-amalgamation over algebraically closed sets fails in stable theories
in general. More subtly, the two hierarchies: n-simple theories and K(n)-simple theories (two reasonable ways to describe
when a theory would have amalgamation properties up to certain “dimension”) coincide for n = 1, 2, but are shown to be
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different for odd n ≥ 3. We point out that the definition of n-simplicity previously suggested in Section 7 of [8] is correctly
modified in this paper. We explain why we should take this new definition. We assume the reader is familiar with the ideas
and techniques developed in [8], as one of the main parts of this paper is to lift those into the context of the new definitions.
To compare the properties studied in this paper with generalized amalgamation in excellent classes, let us point out that,
in simple unstable theories, there is no hope for uniqueness of the amalgam. Generalized amalgamation studied in our paper
is a close relative of the family of n-existence properties in [11].
It is worth mentioning that higher-dimensional amalgamation properties were used in [3] to study the group
configuration problem; and, implicitly, in [9] to address Vaught’s conjecture for a subclass of simple theories.
The paper is organized as follows. In Section 1 we discuss the motivation for the rather complicated definition of
generalized amalgamation. The definition itself, in three different but equivalent forms, is given in Section 2. In Section 3
we introduce the notions of n-simplicity and K(n)-simplicity after some preliminary work. The main results of the paper are
summarized in Theorems 3.11 and 3.15.
Section 4 is devoted to various results concerning generalized amalgamation and characterizations of n-simplicity. In
Section 5 we provide examples, the most interesting one is that of K(3)-simple theory that fails to have 5-amalgamation.
The examples show that the hierarchies of n-simple and K(n)-simple theories are different.
Section 6 introduces the notion ofmodel-n-amalgamation; a property that holds in all stable theories andwas used in [3].
The authors are very grateful to the referee for many comments that helped to substantially improve the paper. The
second author is also indebted to his colleagues Kumchev and Tomayko for their help.
1. Preliminaries
1.1. Bounded closures
As usual, ifM is amodel of a complete first order theory T, the symbolMeq will denote themulti-sorted structure obtained
by adjoining the sets of equivalence classes modulo ∅-definable equivalence relations. In this paper, we will work mostly in
Mheq, themulti-sorted structure obtained by adjoining the sets of countable hyperimaginaries. For convenience, we state some
of the definitions and facts about hyperimaginaries here; for amore detailed background on simplicity and hyperimaginaries
we refer the reader to [5–7,13].
Definition 1.1. Let x¯, y¯ be tuples of the same length β, where β is an ordinal, possibly infinite. A type-definable equivalence
relation E(x¯, y¯) is countable if both the type E(x¯, y¯) and the length of tuples β are countable.
The twowell-known facts mentioned in the remark below help explain, first, why it is enough to consider only countable
hyperimaginaries, and, second, why only over the empty set. Both facts can be found in [13].
Remark 1.2. 1. Every type-definable equivalence relation E(x¯, y¯) can be presented as a (typically, infinite) conjunction of
countable type-definable equivalence relations.
2. Let E(x¯, y¯) be a type-definable equivalence relation defined by a type p(x¯, y¯; A) over a set A. Define an equivalence
relation F over the empty set by letting F(x¯z¯; x¯w¯) if and only if z¯ = w¯ |= tp(A/∅) and p(x¯, y¯; z¯), or z¯ = w¯ and x¯ = y¯. Then every
class modulo E corresponds to a class modulo F, where the z¯ names the elements of A.
Definition 1.3. Let A be a subset of C heq. The definable closure of A is the set of all countable hyperimaginaries that are fixed
under all automorphisms in the group AutA(C ). We denote the definable closure by dcl(A).
The algebraic closure of A, acl(A), is the set of all countable hyperimaginaries with finite orbits under the group AutA(C ).
The bounded closure of A, bdd(A), is the set of all countable hyperimaginaries that have bounded orbits under AutA(C ).
Subsets A and B of C heq are interdefinable if dcl(A) = dcl(B).
The first fact in Remark 1.2 says that every hyperimaginary element is interdefinable with a sequence of countable
hyperimaginaries. It is convenient, and common, to treat C heq as if it had all the hyperimaginaries of “bounded” length,
i.e., of length much smaller than |C |. The convenience is that any bounded sequence, or a bounded (i.e., “small”) set, of
hyperimaginaries can be viewed as a single hyperimaginary. In particular, this approach allows the treatment of tuples as
single elements (and everywhere below we write a, b, etc. for possibly infinite tuples). Of course, the formal definition of
the heq-structure involves adding only countable hyperimaginaries.
A key property of bounded closure is given by the following fact.
Fact 1.4. Hyperimaginaries a and b have the same Lascar strong type over A if and only if tp(a/bdd(A)) = tp(b/bdd(A)).
1.2. Motivation and examples
A key property of forking in simple theories is the independence theorem, proved by Kim and Pillay in [7]. This is an
example of an amalgamation property (to be precise, 3-amalgamation in the terminology of this paper), and it provides a
natural context to make several points about generalized amalgamation.
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Theorem 1.5 (Independence Theorem). Let T be a simple theory, and let A be a boundedly closed set. Suppose a^
A
b, and let
pa(x, a), pb(x, b) be types over Aa and Ab respectively, both non-forking over A. If pa  A = pb  A, and the common restriction p(x)
is a complete type over A, then pa ∪ pb is consistent and does not fork over A.
On the surface, the independence theorem is a statement about simultaneous realization, or “amalgamation”, of two
types. It is important to understand that, in fact, the independence theorem is about amalgamating three types. Tomake this
point, consider the set-up of the independence theorem, but with any complete theory T, any set A in the monster model of
T, and where a, b are arbitrary tuples with a ∩ b ⊂ A. It is easy to see that the types pa and pb can be simultaneously realized
in a model of T, as long as pa  A = pb  A. Indeed, letting Ta := T∪pa(c, a) and Tb := T∪pb(c, b), we have that the intersection
Ta ∩ Tb is the complete theory T ∪ p(c). Thus, the union T ∪ pa(c, a) ∪ pb(c, b) has a model M by Robinson’s consistency test,
and M does realize pa(x, aM) ∪ pb(x, bM).
The key point is that, in the independence theorem, we want to simultaneously realize, or amalgamate, the types
pa(x, y), pb(x, z) as well as q(y, z) := tp(ab/A). That is why we call the property stated in the independence theorem the
3-amalgamation property.
The idea behind the 4-amalgamation property is to see if we can simultaneously realize four types p1(xyz), p2(xyw),
p3(xzw), and p4(yzw) by four tuples. Equivalently, suppose p1 is realized by an independent triple abc; then we are looking
for a common solution to the system of types {p2(ab;w), p3(ac;w), p4(bc;w)}.
A tetrahedron-free hypergraph (with a ternary edge relation R) gives an example of a simple theory which clearly fails
to have the 4-amalgamation, precisely because one of the axioms forbids a common solution to R(abw), R(acw), and R(bcw),
where R(abc)holds. On the other hand,we expect a randomgraphwith a binary relation R to have n-amalgamation properties
for all n.
We now discuss the restriction we place on the system of types to be amalgamated. The purpose of the restriction is to
avoid failure of amalgamation for trivial reasons. Some of the restrictions that should be imposed on such a system of types
are obvious: we do want independence of the “atoms” a, b, c, d; and the types p2, p3, and p4 must be coherent. For instance,
p2(ab;w)  a = p3(ac;w)  a, and so on. With these assumptions, it is easy to establish the amalgamation properties in the
home sort for Trg (the theory of a random graph).
Simplicity is preserved when we pass toMeq so 3-amalgamation does hold inMeq forM |= Trg . However, 4-amalgamation
in Meq may fail unless additional compatibility conditions are imposed. These conditions are motivated by the examples
below.
The first two examples show that w must enumerate a boundedly closed set; and that the “base” elements a, b, c must
be boundedly closed. In all the examples below we work with Trg , the theory of a random graph. Since the Trg eliminates
hyperimaginaries, we work in Meq and with algebraic closures.
Example 1.6 (4-Amalgamation Fails Unless w Enumerates a Boundedly Closed Set). Let a, b, c, d1 and d2 be distinct elements in
the home sort ofMeq such that tp(ab) = tp(ac) = tp(bc). Let d be the imaginary d = {d1, d2}, whereM |= R(a, d1)∧R(b, d2), and
there are no other relations between a, b, d1, d2. Let p1(ab;w) := tp(d/ab); and let p2(ac;w) and p3(bc;w) be the appropriate
conjugates of p1. Note that d is not boundedly closed since the bounded closure of d has to contain the elements d1 and d2 in
addition to d itself.
It is easy to see that in this case the necessary independence holds, and even p1  a = p2  a, and so on. However, there
is no common solution for the system of types.
If we suppose to the contrary that there is a realization e = {e1, e2} of p1∪p2∪p3, then e1, which is in the bounded closure
of e, must be connected to exactly one of a and b. We may assume R(e1, a) ∧ ¬R(e1, b). Then, since e1 must be connected to
exactly one of b and c, we must have R(e1, c). But then e1 is connected to both a and c. This contradicts the assumption that
e satisfies p2.
To avoid this problem, we must demand that d be boundedly closed.
Example 1.7 (4-Amalgamation Fails Unless a, b, c are Boundedly Closed). Now let a = {a1, a2}, b = {b1, b2}, and c = {c1, c2}
be imaginary elements and d be an element in the home sort such that {ai, bi, ci | i = 1, 2} and d are all distinct,
M |= R(a2, b2) ∧ R(a2, c2) ∧ R(b2, c2), M |= R(d, a1) ∧ R(d, b2) and no other relations hold.
Let p1(ab;w) := tp(d/ab); and let p2(ac;w) and p3(bc;w) be the appropriate conjugates of p1. It is easy to see here as well
that the three types cannot be amalgamated, even though the requirements of independence and coherence of types are
met.
We now point out that one should be careful about the order in which the elements of the bounded closures are listed.
This can be illustrated by the following example.
Example 1.8. Let a = {a1, a2}, b = {b1, b2}, and c = {c1, c2} be imaginary elements and d be an element in the home sort
such that {ai, bi, ci | i = 1, 2} and d are all distinct, M |= R(d, a1) ∧ R(d, b1) and no other relations hold. Let p1 be the
type of the bounded closure bdd(abd): p1 := tp(aa1a2; bb1b2; d). As in Example 1.7, let p3 be a conjugate to a type over the
bounded closure of bc; but now we carelessly invert the order of b1, b2. Namely p3 := tp(bb2b1; cc1c2; d′), where of course
M |= R(b2, d′) ∧ R(c1, d′) and no other edges exist.
We see that even though tp(bd) = tp(bd′) and tp(bb1b2) = tp(bb2b1), already p1 and p3 are inconsistent because of the
difference in enumerating the bounded closure.
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An even more subtle point is that generalized amalgamation should really be about amalgamating bounded closures (as
opposed to amalgamating single boundedly closed points). While we do not have specific examples to motivate this point,
we are guided by two principles: applications and aesthetics. Amalgamation of bounded closures, not just single boundedly
closed points, is used in [3]; and the definitions gain symmetry with this approach.
The last comment before we state the definitions: while the usual 3-amalgamation implies 3-amalgamation for
boundedly closed sets, the situation changes dramatically when we go to 4-amalgamation of sets. As shown in [3], 4-
amalgamation for algebraically closed sets over an algebraically closed set need not hold even in a stable theory. If one
drops the demand to amalgamate the algebraic closures, then 4-amalgamation (for types) easily follows from stationarity.
2. Generalized amalgamation
In what follows we will deal with a nice partially ordered set.
Definition 2.1. A poset S is nice if
(1) S contains the least element 0S;
(2) the infimum s ∧ t of any two elements s, t ∈ S exists;
(3) if S contains an upper bound of s, t ∈ S, then the supremum s ∨ t exists in S as well;
(4) for every 0 6= s ∈ S there is a unique finite set {ai ∈ S | i ∈ I} ofminimal non-zero elements (“atoms”) such that s = ∨i∈I ai.
The typical examples of partially ordered sets that we will be using are: (1) subsets ofP (n), ordered by inclusion, closed
under initial segments; and (2) sets of the form [Λ]≤n, where Λ is a set, [Λ]k is the set of all k-element subsets of Λ and [Λ]≤n
is
⋃
k≤n[Λ]k. The order is again the inclusion. If in addition Λ is a linearly ordered set, then we identify the set of k-element
subsets with the set of all<Λ-increasing k-element sequences from Λ.
2.1. Generalized amalgamation for boundedly closed sets
We start with the definition of an independent system of boundedly closed sets.
Definition 2.2. For a nice partially ordered set S, consider a directed family 〈{As}s∈S, {pist}s≤t∈S〉 of boundedly closed sets. Namely,
As is boundedly closed for all s ∈ S, and pist : As → At is an elementary map for s ≤ t with pist ◦ pitu = pisu and piss = idAs .
We say that the directed family 〈{As}s∈S, {pist}s≤t∈S〉 is an independent system of boundedly closed sets indexed by S if
(1) if s < t, then pist(As) ( At;
(2) if u, v ≤ s and t = u ∧ v, then pius (Au) ^
pits(At)
pivs (Av);
(3) whenever s = ∨i∈I ti for some non-empty index set I, then As = bdd(⋃i∈I pitis (Ati)).
We omit the maps pist if they are all inclusion maps.
Remark 2.3. Using symmetry and transitivity of non-forking, as well as the fact that A^
B
C implies bdd(A) ^
bdd(B)
bdd(C),
we can replace condition (2) in the definition of an independent system by a formally weaker condition
(2)′ if s = ∨i∈I ti, where each ti is an atom of S, then {pitis (Ati) | i ∈ I} is an independent set over pi0s (A0) set in As.
We are now ready to state the definition of the n-amalgamation property.
Definition 2.4. We say that a theory T has the n-amalgamation property if for every independent system 〈{Au}u∈P−(n),
{piuv}u⊂v∈P−(n)〉 of boundedly closed sets there is a boundedly closed set An and elementary maps piun : Au → An for u ∈ P−(n)
such that 〈{Au}u∈P (n), {piuv}u⊂v∈P (n)〉 is an independent system of boundedly closed sets indexed by P (n).
Definition 2.5. We say that a simple theory T has the n-complete amalgamation property, if T has the k-amalgamation
property for each k ≤ n.
Remark 2.6. If n-complete amalgamation fails over arbitrary sets, but does hold for some set B (equivalently, for sets A∅
of certain kind), then we say that T has n-complete amalgamation over B. For instance, stable theories may fail to have 4-
amalgamation, but they do have n-complete amalgamation over models for all n < ω [3].
To link our definition with the independence theorem, and to clarify the meaning of n-amalgamation for n = 0, 1, 2, let
us prove the following.
Proposition 2.7. Any first-order theory T has the 2-complete amalgamation property. If in addition T is simple, then T has the
3-complete amalgamation property.
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Proof. Chasing the definitions, it is easy to see that the 0-amalgamation property is simply the existence of a boundedly
closed set; and 1-amalgamation says that for any boundedly closed set there is a strictly larger boundedly closed set.
To establish 2-amalgamation, take a system {As | s ∈ P−(2)} of boundedly closed sets. Let p1 := tp(A{1}/pi∅{1}(A∅)).
Let p′1 be the conjugate of p1 to a type over pi
∅
{0}(A∅). By extension of non-forking, there is a realization A′{1} of p′1 such
that A{0} ^
pi∅{0}(A∅)
A′{1}. Let A{0,1} := bdd(A{0} ∪ A′{1}). It is easy to see that the set A2 is as required by the definition of the
2-amalgamation property. The argument shows that 2-amalgamation is the extension property of non-forking.
Nowwe deal with 3-amalgamation. Let T be a simple theory, and fix an independent system of boundedly closed sets {As |
s ∈ P−(3)}.Wemay assume that all the embeddingspis{0,1}, s ⊂ {0, 1}, are inclusions. Further, by homogeneity of themonster
model, we may assume that the embeddings pi{0}{0,2}(A{0}) and pi
{1}
{1,2}(A{1}) are also inclusions. Let pi := tp(pi{2}{i,2}(A{2})/A{i}), for
i = 0, 1. By the independence theorem, there is a realization A′{2} of p0 ∪ p1 with A′{2}^
A∅
A{0}A{1}. Let A{0,1,2} be the bounded
closure of A{0,1} ∪ A′{2}. It is easy to check that A{0,1,2} is the needed amalgam of the system. a
2.2. Type description of generalized amalgamation
In the proof of Proposition 2.7, we saw that it is more convenient to deal with types rather than with fixed boundedly
closed sets and embeddings between them. The purpose of this subsection is to formalize this approach to generalized
amalgamation.
Definition 2.8. For a nice partially ordered set S, consider a family of types {rs(xs) | s ∈ S}, where all types are over the empty
set. We say that such a family is an independent system of types indexed by S if
(1) if a0 |= r0, then a0 is a boundedly closed set;
(2) if s < t, then xs ( xt and rs ( rt;
(3) for all s, t ∈ Swe have xs ∩ xt = xs∧t;
(4) if s = ∨i∈I ti, where each ti is an atom of S, and as |= rs, then the set {ati | i ∈ I} is a0-independent, where ati is a subtuple
of as consisting of realizations corresponding to the variables xti ⊂ xs;
(5) if s = ∨i∈I ti, where each ti is an atom of S, and as |= rs, then as as a set is bdd(∪i∈Iati), and the map fu : au → xu between
the realizations and the variables is a bijection.
Tracing the definitions, we have the following.
Proposition 2.9. Let S ⊆ P (n) be closed under subsets. The collection {As | s ∈ S} is an independent system of boundedly closed
sets if and only if there is an independent system of types {rs | s ∈ S} such that As |= rs for all s ∈ S.
Proof. (⇒) Given an independent directed system of boundedly closed sets indexed by S, let us produce the corresponding
system of types satisfying (1)–(5). This can be described as a level-by-level construction: at the bottom, enumerate A∅ using
the variables in the set x∅, and let r∅(x∅) := tp(A∅). For k-th “level”, i.e., for the k-element u ⊂ n, u ∈ S, let xu := ⋃v(u xv ∪ yu,
where yu is the list of new variables enumerating the set Au \
(⋃
v(u pi
v
u(Av)
)
. With xu enumerating the set Au in the natural
way, we let ru(xu) := tp(Au). Now it is not hard to check that the properties (1)–(5) hold.
(⇐) For u ∈ S, let Au |= ru. We claim that {Au | u ∈ S} form an independent system of boundedly closed sets indexed by
P−(n). Indeed, letting piuv := f−1v ◦ fu, we see that {Au | u ∈ S} is a directed system by the assumption since the maps piuv are
elementary; it is an independent system by (4) and each set is boundedly closed by (5). a
Using Proposition 2.9, we can restate the n-amalgamation property in terms of an amalgamation property for types.
Proposition 2.10. Let T be a simple theory and let n ≥ 2. Then T has the n-amalgamation property if and only if for every
independent system of types {ru(xu) | u ∈ P−(n)} there is a complete type rn(xn) such that {ru(xu) | u ∈ P (n)} is an independent
system of types.
Proof. For (⇒), let {Au | u ∈ P−(n)} be a directed independent system of boundedly closed sets corresponding to
{ru | u ∈ P−(n)}. By n-amalgamation, there is a boundedly closed set An completing the system {Au | u ∈ P−(n)}. The
type rn corresponding to An is the desired type.
For (⇐), take a directed system of boundedly closed sets {Au | u ∈ P−(n)}, and let {ru(xu) | u ∈ P−(n)} be the
system of types given by Proposition 2.9. By assumption, there is a complete type rn(xn) extending the system of types.
Now if An |= rn(xn), then this is the desired completion of the system {Au | u ∈ P−(n)}; the corresponding projections are
piun := f−1n ◦ fu. a
The following proposition contains a technical step needed for Corollary 2.12. We will show that, using n-complete
amalgamation, an independent system of types indexed by a proper subset ofP−(n+1) can be extended to an independent
system indexed by P−(n+ 1).
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Proposition 2.11. Let T be a simple theory, n ≥ 2. Let S ( P−(n + 1) be closed under subsets and let S := {ru | u ∈ S} be an
independent system of types.
If T has the n-complete amalgamation property, then S can be extended to a system indexed by the entire set P−(n+ 1).
Proof. We prove this by induction on n. The base case, n = 2, can be checked directly for any theory.
Now suppose thatwe can build systems indexed byP−(n). Take S ⊂ P−(n+1) closed under subsets, and an independent
system of types indexed by S. Let S′ := S ∩ P (n). The subsystem {ru | u ∈ S′} is also an independent system of types, and
can therefore be extended to the system indexed by P (n) by inductive hypothesis and Proposition 2.10. Let S0 := P (n) ∪ S.
Observe that we have defined the types ru for each u ∈ S0. It is easy to check that the types {ru | u ∈ S0} form an independent
system.
Iterate this construction: supposewe have enriched the system indexed by S to a system indexed by Si, i < n+1, such that
Si = S∪
(⋃
j<iP ((n+1)\{n−j})
)
. Let S′i := Si∩P ({0, . . . , ̂n− j− 1, . . . , n}). The systemof types {ru | u ∈ S′i} is an independent
system. By the inductive hypothesis, we can extend it to the system indexed by the full P ({0, . . . , ̂n− j− 1, . . . , n}).
Letting Si+1 := P ({0, . . . , ̂n− j− 1, . . . , n})∪ Si, we have defined the independent system of types {ru | u ∈ Si+1}. Finally,
Sn+1 = P−(n+ 1). a
Immediately from the previous propositions we obtain the following.
Corollary 2.12. Let T be a simple theory and let n ≥ 2. Let S ⊂ P−(n) be closed under subsets.
The theory T has the n-complete amalgamation property, if and only if for any independent system of types {ru | u ∈ S} there
are complete types {ru(xu) | u ∈ P (n) \ S} such that {ru(xu) | u ∈ P (n) is an independent system of types.
2.3. Amalgamation for types over independent systems
Here is yet another way to look at the n-amalgamation property. We will use it throughout the paper to connect our
definitions with the earlier work of Kolesnikov [8] and to avoid cumbersome notation coming from the directed systems of
boundedly closed sets.
In a nutshell, the approach is to view (n+ 1)-amalgamation as the amalgamation of n objects over the base: for instance,
as we discussed in Section 1, 3-amalgamation can be (and until now has been) treated as the amalgamation of two types
while fixing the base; 4-amalgamation can be described as simultaneously realizing types corresponding to the three “sides”
in a tetrahedron over the base triangle, and so on.
Some care is needed because the indices for the “dimension” of amalgamation are off by one: (n + 1)-amalgamation
(for boundedly closed sets) corresponds to the amalgamation of types over a P−(n)-indexed independent system. This
connection is fully described in Proposition 2.14.
Definition 2.13. Let {Aw | w ∈ P−(n)} be a directed independent system of boundedly closed sets, where the embeddings
pivw are all inclusion maps. We say that {pw(xw; Aw) | w ∈ P−(n)} is a coherent system of types over {Aw | w ∈ P−(n)} if the
following conditions hold:
(1) dom(pw) = Aw; and if Cw |= pw, then Cw ⊃ Aw;
(2) if w ( v, then xw ( xv and pw ( pv;
(3) xu ∩ xv = xu∩v for all u, v ∈ P−(n);
(4) for all w ∈ P−(n) the map fw : Cw → xw is a bijection.
Denoting C∅w := f−1w ◦ f∅(C∅), we demand that
(5) Cw is bdd(Aw ∪ C∅w) for all w ∈ P−(n), and C∅w^
A∅
Aw.
We say that a coherent system of types over {Aw | w ∈ P−(n)} can be independently amalgamated if, letting An :=
bdd(
⋃
w∈P−(n) Aw), there is a type pn(xn; An) such that the system of types {Aw | w ∈ P−(n)} ∪ {pn(xn; An)} is coherent.
The intuition is that given an (n + 1)-directed system {Au | u ∈ P−(n + 1)}, we let, for w ∈ P−(n), the set Cw to be
Aw∪{n}, so in particular C∅ = A{n}. And then we enumerate the elements of Cw by variables xw in a coherent way. The following
proposition shows that (n+1)-amalgamation is a variant of the strong n-amalgamation described in [8, 4.3 or 7.5]. We note
again that the dimension indices differ by one.
Proposition 2.14. Let T be simple and let n ≥ 1. Then T has the (n + 1)-amalgamation property if and only if every coherent
system of types over {Aw | w ∈ P−(n)} can be independently amalgamated.
Proof. (⇒) Suppose T has (n+ 1)-amalgamation. Take a coherent system of types {pw(xw; Aw) | w ∈ P−(n)}. We construct
an independent directed system of boundedly closed sets {Au | u ∈ P−(n+ 1)}, whose amalgam will produce a realization
of the needed type.
First, let An := bdd
(⋃
i∈n A{i}
)
. So, for u, v ∈ P (n), we have the boundedly closed sets Au, and the embeddings piuv := idAu .
Now we get the sets and embeddings for u ∈ P−(n + 1) of the form w ∪ {n}, where w ∈ P−(n). So let u := w ∪ {n}, let
Au := Cw, where Cw |= pw(xw; Aw). Let fw : Cw → xw be the natural bijections between the variables and the realizations. The
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corresponding embeddings in the independent system of boundedly closed sets, for v ⊂ u, are: pivu := idAv for v ∈ P−(n), and
pivu := f−1w ◦fv\{n} for other v ⊂ u. Immediately from the definitionswe see that {Au | u ∈ P−(n+1)} is an independent directed
system of boundedly closed sets. Let An+1 be its amalgam, in which we identify the sets Au, u ∈ P−(n), with their images
under the embeddings piun+1(Au). It remains to note that the sets Cw, w ∈ P−(n), are the sets Aw∪{n}, and so f ∗ :=
⋃
w∈P−(n) fw
is a (partial) function from An+1 into the list of variables
⋃
w∈P−(n) xw, whose domain realizes p∗.
(⇐) Take an independent directed systemof boundedly closed sets {Au | u ∈ P−(n+1)}, and show that is has an amalgam
An+1. First, we may identify the sets {Aw | w ∈ P (n)} of the directed system with the corresponding subsets of An, since the
boundedly closed set An is given.
And now simply build the types pw(xw; Aw) for w ∈ P−(n) by induction. For k < nwe construct, for w ∈ [n]k, variables xw,
bijections fw : Cw → xw, and types pw(xw; Aw) such that
(1) Cw = Aw∪{n};
(2) fu = fw ◦ piu∪{n}w∪{n} for u ⊂ w; and
(3) pw(xw; Aw) = tp(Cw/Aw).
For k = 0, let f∅ be a bijection from A{n} onto a list of variables x∅; and p∅(x∅; A∅) := tp(A{n}/A∅). Having constructed the types
pw(xw; Aw) for w ∈ [n]<k, we take a k-element subset w ∈ P−(n). Define
f ′w :
⋃
u(w
pi
u∪{n}
w∪{n}(Au∪{n}) →
⋃
u(w
xu
in the natural way: for an element a of the union, choose the smallest in size u such that a = piuw(b), for some b ∈ Au. Let
f ′w(a) := fu(b). It is easy to check that the definition of f ′w does not depend on the choice of u. Now add the variables zw to
enumerate Aw∪{n} \⋃u(w piu∪{n}w∪{n}(Au∪{n}) if necessary, let xw := ⋃u(w xu ∪ zw, and let fw ⊃ f ′w be a bijection between Aw∪{n} and
xw. It remains to define pw(xw; Aw) := tp(Cw/Aw), where Cw := Aw∪{n}.
Thus, we get a coherent system of types over {Aw | w ∈ P−(n)}. By hypothesis, the union ⋃w∈P−(n) pw(xw; Aw) is a type
realized by a set Cn. Then there is a natural bijection fn := ⋃w∈P−(n) fw between Cn and ⋃w∈P−(n) xw. We also have C∅n ^
A∅
An.
We take An+1 := bdd(Cn) and piw∪{n}n+1 := f−1n ◦ fw. It is easy to see that the resulting system of boundedly closed sets indexed
byP (n+ 1) is a directed system. To check independence, we need to see whether {pi{i}n+1(A{i}) | i < n+ 1} is an independent
set in An+1 over A∅. For the first nmembers this is immediate, and pi
{n}
n+1(A{n})^
A∅
An since pi
{n}
n+1(A{n}) = C∅n . a
3. n-simplicity
3.1. n-Morley sequences
Until now,we dealt with independent directed systems of boundedly closed sets indexed by subsets ofP−(n), for some n.
The n-Morley sequences defined beloware examples of directed systems indexed by sets [Λ]≤n partially ordered by inclusion,
where |Λ| ≥ n; in particular, Λ can be infinite. We start with a simple example of such a system.
Example 3.1. Let A be a boundedly closed set, and let I = {ai | i < α} be a sequence in C heq indexed by an ordinal α such that
ai = bdd(Aai). By an [α]1-sequence over Awe mean the union {A} ∪ {ai | i < α}.
Increasing the exponent, an [α]2-sequence over A is the union of sets {A}, {ai | i < α} and {bdd(aiaj) | i < j < α}. We will
need to be careful about the enumeration of bounded closures in the formal definition.
It is easy to see that an [α]2-sequence is a directed system of boundedly closed sets (all the projections are identities)
indexed by [α]≤2. The base A of the sequence is denoted by a∅.
We now formalize the notion.
Definition 3.2. Let n ≥ 1 and let 〈Λ,<Λ〉 be a linearly ordered set. Recall that the set [Λ]≤n is the union
{∅} ∪ {{i} | i ∈ Λ} ∪ · · · ∪ {s | s ⊂ Λ, |s| = n}.
A set of ordered tuples {as | s ∈ [Λ]≤n} is a [Λ]n-sequence if
(1) as is an ordered tuple enumerating the set bdd(a∅ ∪⋃i∈s a{i})without repetitions for every s ∈ [Λ]≤n;
(2) if s ( t, then as is a proper subtuple of at .
Again, it is immediate that a [Λ]n-sequence is a directed system of boundedly closed sets indexed by [Λ]≤n, where all the
maps are inclusions.
Now we turn to indiscernibility of [Λ]n-sequences.
Definition 3.3. Let Λ be a linearly ordered set. Let g : Λ → Λ be a partial order-preserving function. For each n < ω, there
is a unique extension of the function g to a partial g¯ : [Λ]≤n → [Λ]≤n. Namely, we define g¯(〈i1, . . . , ik〉) := 〈g(i1), . . . , g(ik)〉.
A [Λ]n-sequence I = {as | s ∈ [Λ]≤n} is [Λ]n-indiscernible if for every partial order-preserving function g : Λ→ Λ, for every
N ∈ ω and for every s1, . . . , sN ∈ [dom(g)]≤n we have tp(as1 . . . asN ) = tp(ag¯(s1) . . . ag¯(sN)).
If n ≥ 1, I = {as | s ∈ [Λ]≤n} is [Λ]n-indiscernible, and in addition the sequence {a{i} | i ∈ Λ} is independent over a∅, we say
that I is a [Λ]n-Morley sequence.
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When the indexing set is clear, or not essential, we may omit the prefix [Λ]n, and simply say that I is an n-Morley
sequence.
Remark 3.4. (1) For 1 ≤ n < ω, any [n]n−1-Morley sequence can be extended to an [n]n-Morley sequence by adding the
bounded closure of the union of the sequence.
(2) If I = {ai | i < ω} is a Morley sequence over A, the sequence of bounded closures {bdd(A), bdd(Aai) | i < ω} is not
automatically an [ω]1-Morley sequence. Enumeration of bounded closures matters.
Assertion (1) can be verified directly by examining the definition. For (2), let us revisit the examples in Section 1. In the
context of the random graph, let di := {ai, bi} be imaginary and for all i < j < ω we have R(ai, aj) with no other relations.
The sequence {di | i < ω} is a Morley sequence over the empty set, but if we are not careful about enumerating the bounded
(in this case, algebraic) closure of, say d1, the resulting sequence of closures will not be indiscernible. However, for infinite
Morley (or simply indiscernible) sequences this problem is entirely due to an unfortunate enumeration.
Proposition 3.5. Suppose Λ is an infinite linearly ordered set, and I = {a{i} | i ∈ Λ} is indiscernible over a set A. Fix an arbitrary
n < ω. For every s ∈ [Λ]≤n there is an enumeration as of the bounded closure bdd(A ∪ ⋃i∈s a{i}) such that {as | s ∈ [Λ]≤n} is a
[Λ]n-indiscernible sequence.
Proof. Let I′ ⊃ I be a long extension of the sequence I indexed by Λ′ ⊃ Λ. There are boundedly many ways to enumerate the
closure bdd(A ∪⋃i∈s a{i}), so using Morley’s method we can “extract” an infinite sequence J := {b{i} | i < ω} with the same
type diagram over A as I together with enumerations bs of bdd(A ∪⋃i∈s b{i}) such that {bs | s ∈ [ω]≤n} is [ω]n-indiscernible.
Nowwe can use compactness to extend the sequence {bs | s ∈ [ω]≤n} to the one indexed by [Λ]≤n. It remains to note that
an automorphism f ∈ Aut(C) sending the sequence {b{i} | i ∈ Λ} to I over Amaps the set enumerated by bs to bdd(A∪⋃i∈s a{i}).
Letting as := f (bs), we are done. a
Immediately we get a corollary that is useful in applications. It states that any finite, but infinitely extensible indiscernible
sequence indexed by Λ can be made into a [Λ]|Λ|-indiscernible sequence.
Corollary 3.6. Suppose Λ is a finite linearly ordered set, and I = {a{i} | i ∈ Λ} is indiscernible over a set A. Suppose further that
there is an infinite Λ′ ⊃ Λ and an A-indiscernible I¯ = {a{i} | i ∈ Λ′} that extends the sequence I.
Let n := |Λ|. For every s ∈ [Λ]≤n there is an enumeration as of the bounded closure bdd(A∪⋃i∈s a{i}) such that {as | s ∈ [Λ]≤n}
is a [Λ]n-indiscernible sequence.
A useful way of thinking about [Λ]n-indiscernible sequences is in terms of partial automorphisms of the monster model.
Lemma 3.7. A sequence I = {as | s ∈ [Λ]≤n} is indiscernible if and only if there is a family {fg | g : Λ→ Λ partial order-preserving
function} of elementary maps such that
(1) dom(fg) = {as | s ∈ [dom(g)]≤n},
(2) if g1 ⊂ g2, then fg1 ⊂ fg2 ,
(3) fg(as) = ag¯(s) for all s ∈ [dom(g)]≤n.
Proof. The direction (⇐) is straightforward. For (⇒), take an order-preserving function g. Since I is [Λ]n-indiscernible, using
compactness we have that tp(〈as〉s∈[dom(g)]≤n) = tp(〈ag¯(s)〉s∈[dom(g)]≤n). Therefore, there exists an elementary map fg taking as
to ag¯(s). a
Definition 3.8. Let I be a [Λ]n-indiscernible sequence. We use the symbol FI for the associated set of elementary maps
{fg | g : Λ → Λ partial order-preserving function} given by Lemma 3.7. If necessary, we use fg,I for fg to point out that the
elementary map is associated with the sequence I.
3.2. Extension for n-Morley sequences; n-simplicity
We now define the notion of extension for [Λ]n-indiscernible sequences. The definition of extension combines three
different kinds of extension: for base, length, and dimension.
Definition 3.9. Let Λ be a linearly ordered set and let I = {as | s ∈ [Λ]≤k} be a [Λ]k-indiscernible sequence. We say that a
[Λ′]n-indiscernible sequence J = {bs | s ∈ [Λ′]≤n} is an extension of I if
(1) a∅ is a subtuple of b∅;
(2) Λ ⊆ Λ′;
(3) k ≤ n;
(4) for all t ∈ [Λ]≤n, the tuple bt enumerates bdd(b∅ ∪⋃i∈t a{i}), extending the tuples as for each s ∈ [t]≤k;
(5) for any partial order-preserving g : Λ→ Λ, for all s ∈ [dom(g)]k the map fg,J extends the map fg,I .
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If Λ = Λ′, k = n, then we say that J is a base extension of I. If in addition b∅^
a∅
I, then we call J an independent base extension
of I.
If a∅ = b∅ and k = n, then we say that J is a length extension of I.
Finally, if only the dimension k increases, J is a dimension extension of I.
To see the role of conditions (4) and (5), let us prove various extension properties for [Λ]n-indiscernible sequences,
where Λ is infinite. In particular, we show existence of [Λ]<ω-indiscernible sequences, i.e. [Λ]<ω-indexed sequences that
are simultaneously [Λ]n-indiscernible for all n < ω.
Lemma 3.10. Let Λ be an infinite linearly ordered set and I = {as | s ∈ [Λ]≤k} be [Λ]k-indiscernible. For any tuple b∅ ⊃ a∅
enumerating a boundedly closed set, for any Λ′ ⊃ Λ, and any n ≥ k there is an automorphic image of I that has an extension to a
[Λ′]n-indiscernible sequence J = {bs | s ∈ [Λ′]≤n}.
Proof. We treat the various extension properties separately.
Length extension follows easily by compactness. Note that, in the case of length extension, we have that the sequence I
itself, not just an automorphic image, is extended.
Dimension extension. We go up by one in dimension, n = k + 1. Let I be a [Λ]k-indiscernible sequence. We may assume
that Λ = ω. We show that, for any N with n < N < ω, there is an [ω]n-sequence J = {at | t ∈ [ω]≤n} such that (1) the tuple
at enumerates the set bdd(a∅ ∪⋃i∈t a{i}), extending the tuples as for each s ∈ [t]≤k, and (2) for each partial order-preserving
map g : ω→ ω, |dom(g)| ≤ N there is a map fg,J that extends the map fg,I . This is sufficient by compactness.
Let µ = sup{|as| | s ∈ [ω]k} + |T|. Let λ := (iN(2µ))+, and extend I to a [λ]k-indiscernible sequence I′ = {as | s ∈ [λ]≤k}.
For t ∈ [λ]n, let at enumerate the bounded closure bdd(⋃i∈t a{i}) in some way. Now color each sequence i0 < · · · < iN−1 < λ
according to the type tp(
⋃
t∈[i0,...,iN−1]n at/
⋃
s∈[i0,...,iN−1]≤k as). More precisely, for each i0 < · · · < iN−1, take an order-preserving
function g : ij ∈ λ 7→ j ∈ ω and consider an automorphism of C that extends the corresponding elementary map fg,I′ .
The automorphism sends
⋃
s∈[i0,...,iN−1]≤k as to
⋃
s∈[0,...,N−1]≤k as and all the at , for t ∈ [i0, . . . , iN−1]n, to the corresponding
bounded closures. There are at most 2µ many different types of the form tp(fg(
⋃
t∈[i0,...,iN−1]n at)/
⋃
s∈[0,...,N−1]≤k as). By the
Erdős–Rado theorem, there is an infinite monochromatic subset of λ, which, without loss of generality, includes ω. The
resulting enumerations of bdd(
⋃
i∈t a{i}), for t ∈ [ω]n, give the needed [ω]n-sequence J.
Base extension. We may assume that Λ = Λ′ = ω and k = n. We show that for any N < ω, there is an automorphic image
J = {a′s | s ∈ [ω]n} of I such that J has a base extension to an ([ω]n,N)-indiscernible sequence over b∅. That is, there is an[ω]n-sequence J′ = {bs | s ∈ [ω]≤n} such that the tuple bs enumerates the set bdd(b∅ ∪ ⋃i∈s a{i}), extending the tuple as for
each s ∈ [ω]≤n, and for any partial order-preserving map g : ω→ ω, |dom(g)| ≤ N, for all s ∈ [dom(g)]n the map fg,J′ extends
the map fg,J . This suffices by compactness.
The argument is similar to the one in the dimension extension part. We take µ = sup{|as| | s ∈ [ω]k} + |b∅| + |T|,
λ := (iN(2µ))+, and extend I to a [λ]n-indiscernible I′ = {as | s ∈ [λ]≤n}. For s ∈ [λ]≤n, let bs enumerate the
bounded closure bdd(b∅ ∪ ⋃i∈s a{i}) in some way. Color each sequence i0 < · · · < iN−1 < λ according to the type
tp(
⋃
s∈[i0,...,iN−1]n bs/
⋃
s∈[i0,...,iN−1]≤n as). By Erdös-Rado and compactness, we find b
′
∅ |= tp(b∅) such that I has a base extension
to an ([ω]n,N)-indiscernible sequence over b′∅. Conjugating b′∅ to b∅, we get the desired J. a
The main idea behind n-simplicity analysis is to see whether various extension properties hold for finite n-Morley
sequences. It is important to note that independence, not just indiscernibility, is now in the picture as well.
One of the main results of the paper is the following theorem.
Theorem 3.11. Let T be simple, n ≥ 1. The following conditions are equivalent:
(1) T has the (n+ 2)-complete amalgamation property;
(2) for each 1 ≤ k ≤ n, for every [k+ 1]k-Morley sequence I and every boundedly closed b′∅, if the subsequence I′ := {as | s ∈ [k]k}
of I has an independent base extension to a [k]k-Morley sequence J′ = {b′s | s ∈ [k]k} over b′∅, then I has an independent base
extension to a [k+ 1]k-Morley sequence J = {bs | s ∈ [k+ 1]k} over b∅, where tp(b′k) = tp(bk).
(3) for each 1 ≤ k ≤ n, every [k+ 1]k-Morley sequence I can be length-extended to a [k+ 2]k+1-Morley sequence.
We prove Theorem 3.11 in Section 4.3.
Definition 3.12. Let n ≥ 1. We say that T is n-simple if T satisfies condition (2), and therefore each of the equivalent
conditions, in Theorem 3.11.
Until we prove Theorem 3.11 in Section 4, we take condition (2) as the definition of n-simplicity. As we pointed out
earlier, this replaces the old definition in [8, 7].
Remark 3.13. Condition (2) is visibly more complicated than (3); and there is a good reason for this. To simply demand for
any [k]k-Morley sequence to have a base extension is too much to ask in a simple theory for k ≥ 3. We illustrate this point
by a very simple example: in a model of the theory of a random graph, take a Morley sequence {a0, a1, a2} over the empty
set. Let b be such that R(a0, b) ∧ ¬R(a1, b). We certainly cannot find b′ |= tp(b/a0a1) such that {a0, a1, a2} are b′-Morley. To
be able to find the base extension, we need to demand that {a0, a1} are b-Morley to begin with. After we take the bounded
closures into account, condition (2) becomes what it is.
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We saw in Lemma 3.10 that given an infinite [ω]k-Morley sequence I and any possible extension of the base, we canmove
the sequence (or equivalently the base) so that the image becomes [ω]k-Morley over the larger base. A natural question to
ask is, “Can we do it while fixing an initial segment of the sequence I?” The resulting hierarchy of properties (originally
introduced in Kolesnikov’s paper [8]) is what we call K(n)-simplicity in this paper. It turns out that the two hierarchies (n-
and K(n)-simplicity) stay together for n = 1, 2, but diverge at n = 3.
Definition 3.14. Let T be a simple theory, n ≥ 1. We say that T is K(n)-simple if for each 1 ≤ k ≤ n, for every [ω]k-Morley
sequence I and every boundedly closed b∅, if the subsequence I′ := {as | s ∈ [k]k} has an independent base extension to
a [k]k-Morley sequence J′ = {b′s | s ∈ [k]k} over b′∅, then I has an independent base extension to a [ω]k-Morley sequence
J = {bs | s ∈ [ω]k} over b∅, where tp(b′k) = tp(bk).
To seewhat the definition states, let us go through the cases n = 1, 2while removing the bounded closures. For n = 1, we
have: if I = {ai | i < ω} is a Morley sequence over A (remember A = a∅) and B ⊃ Awith B^
A
a0, then there is B′ |= tp(B/Aa0)
such that I is B′-Morley. Certainly, this property holds in every simple theory.
In the case n = 2, a simplified version of the definition says that given an A-Morley sequence I and B ⊃ A with B^
A
a0a1,
assuming that {a0, a1} is a B-Morley sequence, we can find B′ |= tp(B/Aa0a1) such that I is B′-Morley. In this case, the stronger
indiscernibility demand is necessary to make things work in C(h)eq.
Immediately from the definitions, a theory T is 1-simple if and only if it is K(1)-simple if and only if T is simple. For larger
values of n, here is the behavior.
Theorem 3.15. I. The following theories exist.
(1) For each 1 ≤ n < ω, there is a theory which is n-simple and K(n)-simple, but neither (n+ 1)-simple, nor K(n+ 1)-simple.
(2) There is a theory both n-simple and K(n)-simple for all n < ω.
II. Let T be simple. The following are equivalent.
(1) T is K(2)-simple;
(2) T has the 4-amalgamation property;
(3) T is 2-simple.
III.
(1) If a theory is n-simple, then it is K(n)-simple.
(2) There is a theory which is K(n)-simple for all n, but fails to be 3-simple.
Parts II and III(1) of Theorem 3.15 are proved in Section 4.3. Examples for Parts I and III(2) are given in Section 5.
Even though K(n)-simplicity is not equivalent to (n + 2)-amalgamation, the former family of properties seems to
generalize smoothly the definition of non-dividing. For example, if n = 2, then K(2)-simplicity provides a stronger
consequence of the independence of B from a0a1 over A than non-dividing. Moreover, originally, K(1)-simplicity (not 1-
simplicity) is the key property showing the independence theorem (or 3-amalgamation) in [7]. So it is of interest to study
the family of K(n)-simple theories for n ≥ 3.
4. Amalgamation results
This section contains various consequences of the n-amalgamation property, involving amalgamation over more
complicated systems than the ones indexed by P−(n). The last subsection uses these results to prove Theorems 3.11 and
3.15.
We start by introducing a notion of the coherent system of types indexed by a nice partially ordered set S. This generalizes
Definition 2.13 in a natural way. The only change is that the set P−(n) is replaced by a more general indexing set.
Definition 4.1. Let 〈S,<S〉 be a nice partially ordered set.
Let {As | s ∈ S} be a directed independent system of boundedly closed sets, where all the maps are identity embeddings.
We say that {ps(xs; As) | s ∈ S} is a coherent system of types over {As | s ∈ S} if the following conditions hold:
(1) dom(ps) = As; and if Cs |= ps, then Cs ⊃ As;
(2) if s <S t, then xs ( xt and ps ( pt;
(3) for all s, t ∈ S, we have xs ∩ xt = xs∧t;
(4) for all s ∈ S the map fs : Cs → xs is a bijection;
(5) for C0s := f−1s ◦ f0(C0), we demand that Cs is bdd(As ∪ C0s ) for all s ∈ S, and C0s ^
A0
As.
We say that a coherent system {ps(xs; As) | s ∈ S} can be independently amalgamated if there is a type pS(xS; AS), where
AS = bdd(⋃s∈S As), such that {ps(xs; As) | s ∈ S} ∪ {pS(xS; AS)} is a coherent system of types.
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Definition 4.2. Given a coherent systemof types, by the restriction of ps(xs; As) to At , where t <S s, wemean the type pt(xt; At).
The reverse relation is an extension. When convenient, we denote the restriction by psdAt , and the extension by pt|As.
In a coherent system of types, any two types ps(xs; As) and pt(xt; At) are compatible in the sense that psdAs∧t = ptdAs∧t .
Each member of a coherent system of types is, of course, a type. However, the notions of extension and restriction are
different for the types in a coherent system (the set of variables changes). To point out this difference in the text of the paper,
we use the term bdd-type to refer to a member in a coherent system of types.
To explain the setup of Theorem 4.6, let us first use the usual (as opposed to bdd) types. Start with a B-independent
set A = {aj | j ∈ J}. Let {Ai | i ∈ I} be a cover of A, i.e., Ai ⊂ A for all i ∈ I and A = ⋃i∈I Ai. Consider a collection of
types {pi(x) ∈ S(AiB) | i ∈ I}, where each of the types does not fork over B. Our goal in Theorem 4.6 is to conclude that,
under appropriate conditions, the types {pi | i ∈ I} can be independently amalgamated, i.e., simultaneously extended by a
non-forking p(x).
For bdd-types, the notion of compatibility has to be defined more carefully; the main reason is that the variables are not
fixed when we restrict or extend the types.
Definition 4.3. Let X be a set, and letC be a cover of X. By the nice poset generated byCwemean the least nice poset S ⊂ P (X)
containing C.
Proposition 4.4. For any set X and any finite cover C of X, there is a nice poset SC ⊂ P (X) generated by C.
Proof. The proof is by induction on |C|. For one-element C the statement is obvious. Suppose the statement holds for n-
element covers, and let C := {A0, . . . , An}.
Let Y := (⋃i<n Ai) \ An and Z := An ∩ ⋃i<n Ai, so Y and Z are disjoint and Y ∪ Z = ⋃i<n Ai. Then the families of sets
C(Y) := {Ai \ An | i < n} and C(Z) := {Ai ∩ An | i < n} form n-element covers of Y and Z respectively. By the inductive
hypothesis, these covers generate nice posets SC(Y) and SC(Z) respectively. Now the desired nice poset SC is{
u ∪ v ∪ w | u ∈ SC(Y) ∪ {Y}, v ∈ SC(Z) ∪ {Z},w ∈
{
∅, An \
(⋃
i<n
Ai
)}}
,
ordered by inclusion. a
Definition 4.5. Let A = {aj | j ∈ J} be B-independent. LetC := {Ai | i ∈ I} be a finite cover of A and let SC be the corresponding
nice poset. For every i ∈ I, let pi(xi, AiB) be the type tp(bdd(diAiB)/bdd(AiB)) for some di with di^
B
Ai.
We say that the types {pi(xi, AiB) | i ∈ I} are compatible over B if there is a coherent system of types {ps | s ∈ SC} containing
{pi(xi, AiB) | i ∈ I}.
We say the types pi(x) are independently amalgamated if there is an element dwith d^
B
A such that tp(bdd(dAB)/bdd(AB))
extends
⋃
i∈I pi.
Having these notational conventions, we can further simplify our description of generalized amalgamation given by
Proposition 2.14 as follows: T has (n+1)-amalgamation over B if and only if for any B-independent A = {a1, . . . , an} and any
system of B-compatible bdd-types pi(x) over Ai, where Ai = B ∪ (A \ {ai}), (i = 1, . . . , n), the bdd-types p1 ∪ · · · ∪ pn can be
independently amalgamated.
So (n+ 1)-amalgamation is the property guaranteeing the independent amalgamation of a set of types over a particular
n-element cover of an independent set with n elements. The following “free amalgamation” theorem asserts that we have
a more general property, namely amalgamation for bdd-types over any n-element cover of an independent set with any
number of elements.
4.1. Free amalgamation theorem
Theorem 4.6. Suppose that T is a simple theory with (n+1)-complete amalgamation. Let A = {ai | i ∈ J} be a B-independent set,
and let C = {Ai | i < n} be a cover of A. Suppose that bdd-types pi(xi, AiB), i < n, are compatible and non-forking over B. Then the
types pi, i < n, can be independently amalgamated.
Proof. We prove this by induction on n ≥ 2 (in all, there will be three nested inductive arguments in this proof).
When n = 2, the statement follows from the independence theorem. Assume the theorem holds for n− 1. For simplicity
assume B = ∅.
Let Ai1...ik denote Ai1 ∩ · · · ∩ Aik . For k < n, let
Ck =
⋃{Av | v ⊆ I, |v| = n− k}.
Note that then C0 = A1...n ⊆ · · · ⊆ Cn−1 = A.
Claim 1. There is a bdd-type q1 over C1 that is compatible with each type pi, i = 1, . . . , n.
Proof of Claim 1. Note that since A1...iˆ..n ∩
⋃
j∈{1,...,iˆ,..n} A1...jˆ...i...n = A1...n, we have that {A1...iˆ..n | 1 ≤ i ≤ n} is A1...n-independent.
Moreover by compatibility of pi, we get that the types pid⋃j∈{1,...,iˆ,..n} A1...jˆ...i...n are again A1...n-compatible. Then by (n + 1)-
amalgamation of the types pid⋃j∈{1,...,iˆ,..n} A1...jˆ...i...n over A1...n, we get the desired q1. Hence Claim 1 is proved. 
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We now show, by induction on k = 1, . . . , n− 1, that there is a bdd-type qk over Ck such that
qk−1 ⊆ qk qk is compatible with each type pi, i = 1, . . . , n. (∗)
Note that the n − 1 case finishes the proof of the theorem, and Claim 1 gives (∗) for k = 1. Hence assume that (∗) holds
for k − 1 (k > 1) and we have qk−1 ⊇ qk−2 · · · ⊇ q1. We are proving (∗) for k. For this, let Vk = {v ⊆ I| |v| = n − k}, and let
AV := ⋃v∈V Av for V ⊆ Vk.
By induction on |Vk|, we show that there is a bdd-type qV over bdd(Ck−1 ∪ AV) such that
qV is compatible with each pi and extends qk−1. (∗∗)
For V = ∅, we are given a type qk−1 over Ck−1. So it suffices to show the following claim which provides the induction step
for (∗∗), and, as AVk = Ck, completes the proof of (∗) for k.
Claim 2. Given a subset V of Vk, and a bdd-type qV satisfying (∗∗) andw ∈ Vk \V , there exists a type qw (or written qV∪{w}) over
bdd(Ck−1 ∪ AV∪{w}) satisfying (∗∗) and extending qV .
Proof of Claim 2. Let w = {i1, . . . , in−k}. Now consider n − k + 1 many types: qV and pildDl where Dl = Ail ∩ Ck−1AV∪{w}
for l = 1, . . . , n − k. We first check that they are compatible: For 1 ≤ l 6= m ≤ n − k, Dl ∩ Dm = Ail im . Hence
by compatibility of pi, pildDl ∩ Dm = pildAil im = pimdDl ∩ Dm. Moreover Ck−1AV ∩ Dl = Ail ∩ Ck−1AV . Therefore by (**),
qVdCk−1AV ∩ Dl = qVdAil ∩ Ck−1AV = pildCk−1AV ∩ Dl. Thus, the types are indeed compatible.
Then by the inductive hypothesis of the theorem for n−k+1(< n), there is qw, an amalgamof qV and pildDl. It is compatible
with pil since qw ∩ pil = pildDl. So is with other pj for j /∈ w: Note that Aj ∩ Ck−1AV∪{w} = Aj ∩ Ck−1AV . Thus qw, an extension of
qV over Ck−1AV∪{w} already contains pjdAj ∩ CAV∪{w} = pjdAj ∩ CAV ⊆ qV .
This finishes the proof of Claim 2 and the proof of the theorem. a
4.2. Amalgamation results
The results under the notions of strong (n − 1)-amalgamation in terms of types, and strong n-simplicity in terms of
Morley sequences from [8] can be smoothly lifted into the new context of n-amalgamation with bdd-types (the dimension
does change by 1), and n-simplicity with [Λ]n-Morley sequences. In fact, after changing the set of definitions appropriately
into the new context, the same proof ideas lead to the corresponding results.
The following lemma is stated in the context of definitions of n-amalgamation in this paper. The proof method comes
from Proposition 4.4 of [8]. This is the first result of [8] that we lift to the context of this paper, so we provide a detailed
proof.
Lemma 4.7. Let T be a simple theory. Fix n ≥ 2 and let N ≥ n be given. Let {Aw | w ∈ [N]≤n−1} be a directed system of boundedly
closed sets, and let {pw(xw; Aw) | w ∈ [N]≤n−1} be a coherent system of types over the directed system. If T has the (n + 1)-
amalgamation property, then the system of types can be independently amalgamated.
Proof. We prove the statement by induction, using a stronger inductive hypothesis. Namely we prove for any N =
{0, . . . ,N − 1} ≥ n,
(1) the coherent system of types over {Aw | w ∈ [N]≤n−1} can be independently amalgamated by a type pN(xN; AN);
(2) in addition, the type pN(xN; AN) is an independent amalgam of the following coherent system of types
(∗) qs, where for every s ∈ [{N − n+ 1, . . . ,N − 1}]n−2, the type qs is an amalgam of
{pw(xw; Aw) | w ∈ [{0, . . . ,N − n}︸ ︷︷ ︸
N−n+1 elements
∪s]n−1};
(∗∗) the type p{iN−n+1,...,iN−1}.
The first statement for the base case N = n follows from the (n + 1)-amalgamation property by Proposition 2.14. The
second statement is immediate: given an (n−2)-element subset s of {1, . . . , n−1}, the type qs is simply the type pw(xw; Aw)
in the original system, where w = {0} ∪ s.
Suppose the statement is true for some N ≥ n, and assume we are given a coherent system {pw(xw; Aw) | w ∈ [N+ 1]n−1}.
For each t ⊂ {N − n + 2, . . . ,N} of size n − 2, consider the N-element set wt := {0, . . . ,N − n+ 1}︸ ︷︷ ︸
N−n+2 elements
∪t. Using the inductive
hypothesis, we get n− 1 types qt := pwt (xwt ; Awt ). Together with the type pw′(xw′ ; Aw′) (w′ = {N − n+ 2, . . . ,N}) we obtain a
coherent system of n types, which has an independent amalgam by Proposition 2.14. a
For the remainder of the section, we give the proofs of the new amalgamation results only, and for the parallel results coming
from old results in [8], we provide precise references.
We now turn to amalgamation “over Morley sequences”. In the simplest set-up, suppose we have a 3-element Morley
sequence {a0, a1, a2} that we want to extend to a 4-element sequence, using 4-amalgamation. The idea is quite clear: take
the type p01(x; a0a1) := tp(a2/a0a1), conjugate to a0a2 and a1a2, and amalgamate the resulting three types p01, p02, and p12
over the base a0a1a2. Looking ahead, we then can use Lemma 4.7 to extend the sequence further, getting an infinite Morley
sequence that extends {a0, a1, a2}.
In the full setting, we are dealing with the n-Morley sequences, and need to account for the bounded closures. Therefore,
the entire system of types must be conjugated. This motivates the following definition.
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Definition 4.8. We say that a system of boundedly closed sets {Bv | v ∈ [Λ′]≤n} is isomorphic to {Au | u ∈ [Λ]≤n} if there is an
order-preserving bijection g : Λ → Λ′ and a corresponding elementary map fg : {Au | u ∈ [Λ]≤n} → {Bv | v ∈ [Λ′]≤n} such
that fg(Au) = Bg(u) for all u ∈ [Λ]≤n.
Let {pu(xu; Au) | u ∈ [Λ]≤n} be a coherent system of types over {Au | u ∈ [Λ]≤n}, and let {Bv | v ∈ [Λ′]≤n} be an isomorphic
system of boundedly closed sets via an elementary map fg , where g : Λ→ Λ′ is an order preserving bijection.
By a conjugate system to {pu(xu; Au) | u ∈ [Λ]≤n} over {Bv | v ∈ [Λ′]≤n}we mean the system of types {qv(xv; Bv) | v ∈ [Λ′]≤n}
such that
(1) if v = g(u) for some u ∈ [Λ]≤n, and v ⊂ Λ ∩ Λ′ (in particular, if v = ∅), then we already have the variables xv, and qv is
obtained from pu by replacing each parameter a ∈ Au by fg(a) ∈ Bu;
(2) assuming xv′ have been defined for v′ ( v, let xv be the list of variables that extends xv′ , v′ ( v, and contains new variables
for each variable in the list xu \ ∪xu′ . As before, qv is obtained from pu by replacing each parameter a ∈ Au by fg(a) ∈ Bu,
and the variable list xu by the list xv.
Immediately from the definitions, we get the following.
Proposition 4.9. Let I = {as | s ∈ [ω]≤n} be an n-Morley sequence.
1. If X, Y ⊂ ω have the same cardinality, then IX := {as | s ∈ [X]≤n} is isomorphic to IY .
2. If {pu(xu; au) | u ∈ [n]≤n} is a coherent system of types (on the first n elements of the sequence), and for every v ∈ [ω]n the
system {pw(xw; aw) | w ⊆ v} is conjugate to {pu(xu; au) | u ∈ [n]≤n}, then the entire system {pw(xw; aw) | w ∈ [ω]≤n} is a coherent
system of types over the sequence I.
Remark 4.10. (1) Suppose that I = {as | s ∈ [Λ]≤n} is an n-Morley sequence. Let J = {bs | s ∈ [Λ]≤n} be an independent base
extension of I to a base b∅. For each s ∈ [Λ]≤n, let ps(xs; as) be the type tp(bs/as). It is easy to see that {ps | s ∈ [Λ]≤n} is a
coherent system of types over I. We refer to such a system as the system of types generated by the extension J over I.
(2) We also use simplified notation for n-Morley sequences. When we call I = 〈A; a0, . . . , an−1〉 (where the pure sequence
〈a0, . . . , an−1〉 is A-Morley) an [n]k-Morley sequence, we indeed mean I to be
{bdd(A ∪ {ai| i ∈ s})| s ⊆ n, |s| ≤ k}.
We can also say 〈a0, . . . , an−1〉 is [n]k-Morley over A. When A = ∅ (k = n resp.), we may omit A ([n]n resp.).
We now provide the main amalgamation results from [8], stated in the context of this paper. The following key
proposition is a direct consequence of Lemma 4.7. It is a “parallel” result to Proposition 4.6 in [8].
Proposition 4.11. Suppose that T has (n+ 2)-amalgamation. Take a linear order Λ containing n = {0, . . . , n− 1} as a suborder,
and let I := {as | s ∈ [Λ]≤n} be a n-Morley sequence.
Let J := {bs | s ∈ [n]n} be an independent base extension of the initial segment {as | s ∈ [n]n} of I to the base b∅. Let
{ps | s ∈ [n]≤n} be the coherent system of types generated by the extension J over {as | s ∈ [n]n}. For an arbitrary u ∈ [Λ]n, let
pu(xu; au) be the conjugate system. Then the system of types {p(xu; au) | u ∈ [Λ]n} can be independently amalgamated.
The following corollary gives (1) ⇒ (2) in Theorem 3.11 and eventually III(1) in Theorem 3.15.
Corollary 4.12. Suppose T is a simple theory with (n+ 2)-complete amalgamation. Then T is n-simple and K(n)-simple.
Proof. To show n-simplicity, we apply Proposition 4.11 as follows. For each 1 ≤ k ≤ n, use the (k + 2)-amalgamation
property of T with Λ = k+ 1 = {0, . . . , k} to obtain the independent base extension of a [k+ 1]k-sequence I.
For K(n)-simplicity, apply Proposition 4.11 with Λ = ω for each 1 ≤ k ≤ n. a
The following proposition is a re-statement of Theorem 5.4 in [8] in the context of the present paper.
Proposition 4.13. Suppose T is simple, n ≥ 1. Then the following conditions are equivalent:
(1) T has (n+ 2)-complete amalgamation;
(2) for all 1 ≤ k ≤ n, every [k+ 1]k+1-Morley sequence can be length extended to an infinite [ω]k+1-Morley sequence over A;
(3) for all 1 ≤ k ≤ n, every [k+ 1]k-Morley sequence can be length extended to a [k+ 2]k+1-Morley sequence.
Using the length extension terminology, the equivalence (1) ⇔ (3) can be restated as follows.
Corollary 4.14. Let T be a simple theory, n ≥ 1. Then (n + 2)-complete amalgamation is equivalent to the length extension
property for [k+ 1]k-Morley sequences for 1 ≤ k ≤ n.
We finish the subsection with a re-statement of Theorem 6.5 in [8].
Proposition 4.15. If a simple theory T is K(2)-simple, then T has 4-amalgamation.
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4.3. Proofs of Theorems 3.11 and 3.15
As promised, we now provide the proof of Theorem 3.11.
Proof of Theorem 3.11. The equivalence (1) ⇔ (3) is given by Proposition 4.13. The implication (1) ⇒ (2) follows from
Proposition 4.11.
For (2) ⇒ (3), take a [k+ 1]k+1-Morley sequence I = {as | s ∈ [k+ 1]k+1}, and let I′ := {as | s ∈ [k]k} be the initial segment
of the sequence I. Letting b′∅ := a{k}, we note that the original sequence I can be viewed as a base extension J′ of I′ to the base
a{k}. Applying (2), we let b∅ be such that I has an independent base extension to the sequence J = {bs | s ∈ [k+ 1]k+1} and the
bdd-type of bk is the same as the bdd-type of b′k.
Now for t ⊂ {0, . . . , k, k + 1}, k + 1 ∈ t, we let at := bt\{k+1} (in particular, a{k+1} := b∅). Thus, together with the original
{as | s ∈ [k + 1]k+1}, we get a system of boundedly closed sets indexed by [k + 2]k+1. Then by construction, the system is a
[k+ 2]k+1-Morley sequence. a
Proof of Theorem 3.15II, III(1). We start with III(1). By Theorem 3.11, n-simplicity implies (n+2)-complete amalgamation.
Now Corollary 4.12 implies K(n)-simplicity.
For part II, 2-simplicity is equivalent to 4-amalgamation by Theorem 3.11, so (2) ⇔ (3) holds. Now 2-simplicity implies
K(2)-simplicity by III(1). Finally, Proposition 4.15 shows that K(2)-simplicity implies 2-simplicity. a
5. Examples
All the examples presented in this section are supersimple theories. A central result in [1] establishes that such theories
eliminate hyperimaginaries, i.e., any hyperimaginary element is interdefinablewith a set of imaginary elements. In particular,
if A ⊂ C eq is an algebraically closed set of imaginary elements, then dclheq(A) is a boundedly closed set in C heq. This allows us
to work entirely in C eq and use systems of algebraically closed sets rather than systems of boundedly closed sets.
Moreover, all the examples given in this section haveweak elimination of imaginaries, andwe show that for such theories
we can work with systems of algebraically closed sets in the home sort.
Lemma 5.1. Let T be simple with elimination of hyperimaginaries and weak elimination of imaginaries. Suppose that T has the
n-amalgamation property for algebraically closed sets in the home sort for some n ≥ 4. Then T has the n-amalgamation property
for algebraically closed sets in C eq.
Proof. Let {Au | u ∈ P−(n)} be a directed system of algebraically closed sets with Au ⊂ Mequ . Let A′u := Au ∩ M=u . By weak
elimination of imaginaries, Au = dcleq(A′u). By our hypothesis, there is an algebraically closed A′n completing the directed
system {A′u | u ∈ P−(n)}. Now it only remains to check that dcleq(A′n) completes the original system {Au | u ∈ P−(n)}.
By weak elimination of imaginaries, dcleq(A′n) = acleq(A′n), so An is in fact algebraically closed. Now fix u ∈ P−(n).
Given the elementary map piun : A′u → A′n, we need to produce an extension p¯iun : Au → An. This amounts to having
tp(dcleq(A′u)) = tp(dcleq(piun(A′u)), which is immediate. a
Remark 5.2. Finally, in all the examples we present in this section, acl=(A) = A for all A ⊂ C. Thus, the bdd-types, n-Morley
sequences, and amalgamation of coherent systems of bdd-types over algebraically closed sets simplify to just types, Morley
sequences, and amalgamation of coherent types, all in the home sort.
5.1. n-simple and K(n)-simple theories for each n ≥ 1
This subsection is devoted to examples announced in Theorem 3.15 I(1),(2). We start with two families of examples
showing that for each, n ≥ 1, there are simple unstable theories that are both n- and K(n)-simple, but are neither (n + 1)-
nor K(n+ 1)-simple.
The first family, of bi-partite tetrahedron free graphs, was presented in [8]. Fix n ≥ 1, and let Ln := {P, R, S}, where P is an
unary predicate, S and R are (n+ 2)-ary predicates. Let Tn be the model completion of the following set of sentences in Ln:
(1) “R ⊂ Pn+2";
(2) “R is symmetric irreflexive (with respect to all permutations)";
(3) “S ⊂ Pn+1 ×¬P" (we use the notation x¯ S y, x¯ is understood to be a tuple in Pn+1);
(4) “S is symmetric irreflexive in the first n+ 1 variables";
(5) ∀x1 . . . xn+2, y
[
R(x1, . . . , xn+2) → ∨w⊂{1,...,n+2}
|w|=n+1
¬(x¯w S y)
]
,
where for w = {i1, . . . , in+1}we put x¯w := xi1 . . . xin+1 .
It was shown in [8] that the theories Tn are SU-rank 1, ω-categorical, and simple unstable. Moreover, for each n ≥ 1 the
theory Tn is K(n)-simple, but fails to be K(n + 1)-simple. Visibly, Tn fails to have (n + 3)-amalgamation, so it is not (n + 1)-
simple. It is not hard to check that (n+ 2)-complete amalgamation holds in Tn (this is essentially the content of the proof of
Proposition 2.6 in [8]). Thus Tn is n-simple.
Another family of examples is that of tetrahedron-free hypergraphs. Fix n ≥ 1, and let the language L := {R} consist of a
single (n+ 2)-ary predicate. Let TFHn+2 be the model completion of the following set of sentences in L:
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(1) “R is symmetric irreflexive (with respect to all permutations)";
(2) ∀x0 . . . xn+2, y ∨w⊂{0,...,n+2}
|w|=n+2
¬R(xi1 . . . xin+1),
where w = {i1, . . . , in+1}.
It can be shown that the theories TFHn+2 are SU-rank 1, ω-categorical, and supersimple unstable. Also for every n ≥ 1 the
theory TFHn+2 is both n-simple and K(n)-simple, but is neither (n + 1)-, nor K(n + 1)-simple. The arguments are similar to
those for the family of bi-partite tetrahedron-free graphs.
Finally, the theory Trg of the random binary graph is an example of an ω-simple (=n-simple for all n) and K(ω)-simple
(=K(n)-simple for all n) unstable theory.
5.2. K(n− 1)-simple theories without (n+ 1)-amalgamation; even n
This subsection shows that the notions of n-simplicity and K(n)-simplicity, while being the same for n = 1, 2, are different
for n ≥ 3. In fact, we show more. For each even n ≥ 4 we provide an example of a supersimple theory that is K(n)-simple
for all n < ω, yet fails to have (n+ 1)-amalgamation. We ask whether or not similar examples can be developed for odd n.
Let R be an n-ary relation symbol. We consider symmetric and irreflexive R-structures. For such an R-structure A and its
finite substructure B, let noA(B) denote the number (modulo 2) of n-element subsets of B satisfying R. If A is clear from the
context, we simply write no(B).
Definition 5.3. Let (∗) be the following condition on an R-structure A:
(∗) If A0 is an (n+ 1)-element subset of A, then no(A0) = 0.
Let K be the class of all finite (symmetric and irreflexive) R-structures satisfying (∗).
Later in this subsection we will see that (n + 1)-amalgamation fails for structures satisfying (∗). Indeed, (n + 1)-
amalgamation implies the existence of the complete hypergraph on n+1 points, and such a hypergraph has an odd number
of R-edges. This also explains why n has to start at 4: for n = 2, the condition (∗) implies that a graph is triangle-free (thus
failing the independence theorem).
First we must describe the first-order theory that we associate with the class K.
Lemma 5.4. Let A be an R-structure with n+ 2 elements. If A /∈ K, then there are at least two (n+ 1)-element subsets A0, A1 ⊂ A
with no(Ai) 6= 0 (i = 0, 1).
Proof. Let Ai (i = 1, . . . , n + 2) be an enumeration of (n + 1)-element subsets of A. Since each n-element subset of A is
contained in exactly two (n+1)-element subsets of A, then modulo 2 we have the congruence∑i=1,...,n+2 no(Ai) = 2 ·no(A).
So if one of Ai satisfies no(Ai) = 1, then there must be another Aj with no(Aj) = 1. a
The class K is clearly closed under substructures. To show the existence of Fraisse limit of the class K, we prove the
following lemma, from which we can easily deduce the joint embedding property and the amalgamation property.
Lemma 5.5. Let X = ABCD be an R-structure such that
• ABD, BCD, ACD ∈ K,
• A, B, C,D are mutually disjoint.
Then there is an R-structure Y ∈ K such that
• the domain of Y is ABCD,
• Y|ABD = X|ABD, Y|BCD = X|BCD and Y|ACD = X|ACD,
where Y|ABC denotes the substructure of Y with the universe ABC.
Proof. We prove the lemma by induction on the size of D.
For the base case, D = ∅, we construct the structure Y ∈ K by induction on k = |X| = |A| + |B| + |C|. If k < n, then there
are no R-edges on X, so no(X) = 0 and X belongs to K.
Let k ≥ n ≥ 4, and so by pigeonhole principle we may assume |A| ≥ 2. (Note that this is the place where n ≥ 4 is
important.) Then A has the form A0ab, where a 6= b and a, b /∈ A0. By the inductive hypothesis, there is Y0 with the universe
ABC such that Y0|(A0a)BC ∈ K, Y0|AB = X|AB, Y0|AC = X|AC and Y0|BC = X|BC. (To obtain Y0, we first use the inductive
hypothesis to get a structure Y ′0 ∈ K on A0aBC such that Y ′0|A0aB = X|A0aB, Y ′0|A0aC = X|A0aC and Y ′0|BC = X|BC; and then
expand to an R-structure Y0 on ABC.) To make Y0 into a structure in K, we may need to “draw” some additional hyperedges
in ABC. We have the freedom to do this, since we are adding enough new n-element subsets when amalgamating AB, BC, and
AC. Let
R∗ = RY0 ∪ {Zb : |Z| = n− 1,
Z ⊂ A0BC,
noY0(Zab) = 1}.
We show that Y = 〈ABC, R∗〉 is a required structure.
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Claim 5.6. Y|AB = Y0|AB, Y|AC = Y0|AC and Y|(A0a)BC = Y0|(A0a)BC.
Proof. Since other equalities can be proved similarly,we prove Y|AB = Y0|AB. Take Z∗ ⊂ AB an n-element set such that Z∗ ∈ R∗
(equivalently Y |= R(Z∗)). By the definition of R∗, we have Z∗ ∈ RY0 or Z∗ = Zb and noY0(Zab) = 1 for some Z ⊂ Z∗ ⊂ AB.
However, the latter case does not occur, since Y0|AB ∈ K and Zab ⊂ AB. So we have Z∗ ∈ RY0 . a(5.6)
It remains to show that Y belongs to K. Suppose otherwise. Then there is F ⊂ Y such that |F| = n+ 1 and noY(F) = 1. By
Claim 5.6 and the property of Y0, we have Y|AB = X|AB ∈ K, so F cannot be a subset of AB. For the same reason, F is neither a
subset of AC nor a subset of (A0a)BC. By the definition of R∗ above, if a, b ∈ F then noY(F) = 0. So F must be of the form Wb,
whereW is an n-element subset of A0BC. Consider the (n+ 2)-element set F∗ = Fb(= Wab). The set F∗ is not a member of K.
So, by Lemma 5.4, F∗ must have an (n + 1)-element subset F′ 6= F with noY(F′) = 1, which is impossible. So we are done if
D = ∅.
Nowwe proceed by induction on |D|. We assume D = D0d, where d /∈ D0. By the inductive hypothesis, there is Y1 with the
universe ABCD such that Y1|ABCD0 ∈ K, Y1|ABD = X|ABD, Y1|ACD = X|ACD and Y1|BCD = X|BCD. Choose any element c ∈ ABCD0
and let S∗ be the set
RY1 ∪ {Zd : |Z| = n− 1,
Z ⊂ ABCD0 r {c},
noY1(Zcd) = 1}.
As in the case of D = ∅, we can show that Y = 〈ABCD, S∗〉 has the required properties. a
By Lemma 5.5, there is a Fraisse limitM of the class K. (In some papers,M is called a K-generic structure.) The modelM is
universal, i.e., for every a¯ ∈ M and a¯b¯ ∈ K, there is b¯′ ∈ M with a¯b¯ ∼= a¯b¯′.
Definition 5.7. Let Un be the theory of M.
By a back-and-forth argument, we can easily show that Un is ℵ0-categorical andwith elimination of quantifiers. Wework
in a big modelM of Un.M also has the universality.
Lemma 5.8. For each even n ≥ 4, the theory Un is supersimple of SU-rank one, and algebraic closure is trivial in M, that is,
acl(A) = A for any A.
Proof. It is sufficient to show the following:
(*) Let a¯, b¯ ∈ M be finite tuples with a¯ ∩ b¯ = ∅. Let I = {a¯i : i ∈ ω} be an infinite indiscernible sequence with a¯0 = a¯. Then
there is b¯′ ∈M such that tp(a¯ib¯′) = tp(a¯b¯) for all i ∈ ω.
By induction on n, we show that there is b¯n ∈M such that tp(a¯ib¯n) = tp(a¯b¯) for all i ≤ n. Suppose that we have found b¯n. Then
by Lemma 5.5, there is an R-structure X ∈ K with the universe a¯0a¯1...a¯na¯n+1c¯ such that a¯0a¯1...a¯nc¯ ∼= a¯0a¯1...a¯nb¯n and a¯n+1c¯ ∼= a¯b¯.
But by the universality ofM, we can find a copy b¯n+1 ∈M of c¯ over a¯0a¯1...a¯na¯n+1. So we are done. a
Lemma 5.9. For each even n ≥ 4, Un has weak elimination of imaginaries.
Proof. First we prove the following.
Claim 5.10. Suppose that two formulas ϕ(x¯, a¯) and ψ(x¯, b¯) define the same set A ⊂Mk. Then A is definable over a¯ ∩ b¯.
Proof. By ℵ0-categoricity and elimination of quantifiers, we may assume that ϕ(x¯, a¯) and ψ(x¯, b¯) are quantifier-free
formulas, and that they each define a quantifier-free complete type p(x¯) over a¯ ∩ b¯. We can also assume that if ϕ(d¯, a¯),
then d¯ ∩ (a¯ ∪ b¯) = ∅, since algebraic closure is trivial inM. We show that p(x¯) is equivalent to ϕ(x¯, a¯). Suppose otherwise.
Then there is a consistent quantifier-free formula ϕ′(x¯, a¯) such that
ϕ′(x¯, a¯) ` p(x¯) ∪ {¬ϕ(x¯, a¯)}.
The point of the following construction is that we can use Lemma 5.5 to find a common realization of ϕ′(x¯, a¯) and ψ(x¯, b¯),
which contradicts the equivalence of ϕ(x¯, a¯) and ψ(x¯, b¯).
Let c¯′ ∈ M realize ϕ′(x¯, a¯) and c¯′′ ∈ M realize ψ(x¯, b¯). In particular, c¯′ and c¯′′ realize the same quantifier-free type, thus
they are isomorphic as finite R-structures.
So we can identify c¯′ and c¯′′, call it c¯; and consider the union X of three finite R-structures: one with the universe a¯b¯ and
inherited structure fromM; the second with the universe b¯c¯ and satisfying the formula ψ, and the third with the universe
a¯c¯ satisfying ϕ′. (The structure X need not be in K.)
Applying Lemma 5.5 with D = a¯ ∩ b¯, A = a¯ − b¯, B = b¯ − a¯ and C = c¯, we get an R-structure Y ∈ K such that X|a¯d¯ = Y|a¯d¯,
X|b¯d¯ = Y|b¯d¯, X|a¯b¯ = Y|a¯b¯. SinceM is universal, we can find a¯b¯d¯∗ ⊂M such that a¯b¯d¯∗ ∼=a¯b¯ Y. InM, we have¬ϕ(d¯∗, a¯)∧ψ(d¯∗, b¯),
contradicting the equivalence of ϕ and ψ. So we conclude that p(x¯) is equivalent to ϕ(x¯, a¯). a(5.10)
Let a¯E be an imaginary element,where E(x¯, y¯) is a∅-definable equivalence relation. UsingRamsey’s theorem, by reordering
x¯ and y¯ if necessary, we can choose a¯0, b¯0, b¯1 with the following properties:
• E(b¯ia¯0, a¯), for i = 0, 1;
• a¯0 ∈ acl(a¯E) and b¯1 ∩ b¯2 = ∅.
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Then, by Claim 5.10, we have that E(x¯, a¯) is equivalent to a formula with the parameter a¯0. So we have a¯E ∈ dcl(a¯0) and
a¯0 ∈ acl(a¯E). a
Recall that any supersimple theory admits elimination of hyperimaginaries. The theory Un is supersimple, so by the last
lemma, even for a hyperimaginary a¯E, we can find a¯0 ∈M such that a¯E ∈ dcl(a¯0) and a¯0 ∈ acl(a¯E). Moreover, by the triviality
of algebraic closure (in the home sort), we see that bdd(A) is interdefinable with A.
Proposition 5.11. The theory Un is K(ω)-simple.
Proof. We have shown that Un is supersimple (so in particular it is K(1)-simple). We show below that Un is K(n−1)-simple;
K(m)-simplicity for other values of m is proved by a similar argument.
By the last lemma, we can work inM instead of working inMheq. Let I = 〈a0i ...aki : i < ω〉 be infinite indiscernible over
C. Let J = 〈a0i ...aki : i < n − 1〉 be the first n − 1 terms of I. We assume that J is BC-indiscernible. We need to find B′ ⊂ M,
B′ ∼=JC B such that I is B′C-indiscernible. It is possible to find such B′ (outsideM) so that I is B′C-indiscernible in the structure
IB′C. So, by universality ofM, it suffices to show that the structure ICB′ has the property (∗). Suppose otherwise and choose
(n + 1)-element set A = {a0, . . . , an−1, e} ⊂ ICB′ with no(A) = 1. We show that A cannot be a counterexample. If A ⊂ IC
then it is a substructure ofM (so it satisfies (∗)). So we may assume that e ∈ B′. If one of the ai’s belongs to C, then there
is A′ ⊂ JBC ⊂ M with A′ ∼= A, so A cannot be a counterexample. Hence we can assume ai = ak(i)i (i = 0, . . . , n − 1). Let
m = |{k(i) : i = 0, . . . , n− 1}|. We proceed by induction on m.
Case m = 1. We may assume that the common value of k(i) is 0. If no({a00, . . . , a0n−1}) = 1, then by indiscernibility,
we would have no({a00, . . . , a0n}) = n + 1 = 1 mod 2. So no({a00, . . . , a0n−1}) = 0. If R(a00, . . . , a0n−2, e) holds, then by
indiscernibility of J over e, we have R(X, e) holds for any (n − 1)-element subset X of {0, . . . , n − 1}. So we must have
no({a0, . . . , an−1, e}) = n = 0 mod 2, contradiction.
Casem = m0+1. Since other cases are similar, wemay assume that |{k(i) : i = 0, . . . , n−2}| = m0 and k(n−1) /∈ {k(i) : i =
0, . . . , n−2}. Nowwe consider the (n+2)-element set A∗ = A∪{ak(n−2)n−1 }. A∗ does not have the property (∗), since no(A) = 1.
By Lemma 5.4, we must have another (n + 1)-element set (counterexample) A′ ⊂ A∗ with no(A′) = 1. Since A 6= A′, ak(n−2)n−1
must belong to A′. If ak(n−1)n−1 also belongs to A′, then A′ has the form {ak(i0)i0 , . . . , a
k(in−3)
in−3 , a
k(n−2)
n−1 , a
k(n−1)
n−1 , e}. So by indiscernibility,
{ak(i0)0 , . . . , ak(in−3)n−3 , ak(n−2)n−2 , ak(n−1)n−2 , e} ⊂ JCB′ is also a counterexample. This is impossible, since JCB′ ∼= JCB ⊂ M. So A′ must
be the set {ak(0)0 , . . . , ak(n−2)n−2 , ak(n−2)n−1 , e}. For this A′, the m-value is m − 1. So A′ cannot be a counterexample, by the inductive
hypothesis. a
Proposition 5.12. The theory Un does not have (n+ 1)-amalgamation.
Proof. For i = 0, . . . , n, let pi(x0, . . . , xi−1, xi+1, . . . , xn) be the complete type generated by the formula R(x0, . . . , xi−1,
xi+1, . . . , xn). Suppose that a0, . . . , an ∈ M is a common solution of the n + 1 types p0, . . . , pn. Then no({a0, . . . , an}) =
n+ 1 = 1, since n is even. So {a0, . . . , an} /∈ K, a contradiction. a
6. Model-n-simplicity
As we pointed out, even a stable theory need not be 2-simple. But there is a variant of n-simplicity, which is implied
by stability for each n. That property was pointed out in [3], we call it model-n-amalgamation. The model-n-amalgamation
property implies n-complete amalgamation over models, but is implied by either (n + 1)-complete amalgamation over
models, or n-complete amalgamation (over boundedly closed sets).
Let T be a simple theory. For each 2 ≤ n < ω, consider the nice poset Wn := P−(n + 1) \ {n} (to visualize Wn, picture
an (n+ 1)-dimensional cube without the top vertex and with all but one top faces). LetW be a downward closed suborder
of Wn. Consider an independent system of bdd-types {rw(xw) | w ∈ W} indexed by W. We place a special condition on this
system of types in the definition below, namely we demand that r∅ is the type of a model of T. So the entire system is “over”
a model, but the realizations of rw, w 6= ∅, do not have to be models, but only boundedly closed sets.
Definition 6.1. We say T hasmodel-n-complete amalgamation if for everyW ⊂ Wn, every independent system of bdd-types
{rw(xw) | w ∈ W} such that r∅ = tp(M) for some M |= T can be extended to an independent system of types indexed by
Wn ∪ {n+ 1}.
Chasing the definitions, we have the following easy fact.
Proposition 6.2. Suppose T is a simple theory.
(1) If T has the property of (n + 1)-complete amalgamation over models or the n-complete amalgamation property, then T has
the model-n-complete amalgamation property.
(2) If T has the model-n-complete amalgamation property, then T has the n-complete amalgamation property over models.
In the same spirit as before, wemay refer to themodel-n-complete amalgamation property as tomodel-(n−2)-simplicity.
It is also clear that n-simplicity implies model-n-simplicity. Stability implies model-n-amalgamation for all n, as well [3].
Moreover, the properties proved by Hrushovski and Chatzidakis in [2,4] for ACFA and PSF-structures are the model-n-
amalgamation properties for all n < ω.
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