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Abstract
For inferential analysis of spatial data, probability modelling in the form of a spatial
stochastic process is often adopted. In the univariate case, a realization of the process is a
surface over the region of interest. The speciﬁcation of the process has implications for the
smoothness of process realizations and the existence of directional derivatives. In the context
of stationary processes, the work of Kent (Ann. Probab. 17 (1989) 1432) pursues the notion of
a.s. continuity while the work of Stein (Interpolation of Spatial Data; Some Theory for
Kriging, Springer, New York, 1999) follows the path of mean square continuity (and, more
generally, mean square differentiability). Our contribution is to clarify and extend these ideas
in various ways. Our presentation is self-contained and not at a deep mathematical level. It will
be of primary value to the spatial modeller seeking greater insight into these smoothness issues.
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1. Introduction
The analysis of data which is spatially observed is becoming an increasingly
important statistical activity. For inferential rather than descriptive analysis
stochastic modelling is required. Such modelling often takes the form of a spatial
stochastic process over the region of interest. In the univariate case, a realization of
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the process is a surface over this region of interest; in the multivariate case, a
realization is a collection of correlated surfaces over this region.
A realization is sampled ﬁnitely either at points in the region or in an averaged
fashion for areal units within the region. Inference from such samples typically
focuses on prediction for new points or new areal units. In the case of interpolation,
i.e., prediction when there are surrounding observations, the local behaviour of
(a realization from) the random ﬁeld is crucial. How smooth are process realizations?
As an example, consider the case of so-called digital terrain models, i.e., models for
creating maps of the elevation in a region. For essentially featureless areas,
continuous, perhaps differentiable surfaces would be anticipated. For very irregular
areas featuring, e.g., ridges or gorges, even continuity would be inappropriate.
Also, in the context of digital terrain models, the notion of a slope, i.e., some
sort of gradient associated with each point is of interest. This naturally leads to
directional derivatives and to the existence and smoothness of directional derivative
processes.
Evidently, the ﬁnitely sampled data cannot visually inform about the smoothness
of process realizations or the existence of directional derivative processes. Rather,
such smoothness is captured in the speciﬁcation of the process and hence would be
motivated by mechanistic considerations associated with the underlying process
being modelled, i.e., the source of the data. Also inﬂuencing the speciﬁcation is the
desired ﬂexibility in the class of models. For instance, the Mate´rn class of isotropic
covariance functions (e.g. [9]) directly incorporates a smoothness parameter which
can then be estimated from the sample.
Here we work with two notions of process smoothness. In particular, with regard
to continuity we explore mean square continuity as developed in [9] and a.s.
continuity following Kent [8]. The former is readily extended to differentiability
notions while the latter is not. In either case, smoothness can be characterized
through the process covariance structure and can be formalized in the context of
univariate and multivariate processes.
Both smoothness notions are deﬁned with regard to stationary univariate
processes. Our contribution is to clarify and extend these ideas in several ways
including to nonstationary processes arising as functions of stationary processes and
to multivariate processes. In the discussion we provide interrelationships and
counterexamples as appropriate. Our effort is not at the fundamental level of Stein
[9] and Kent [8]. Rather it is intended to further ﬂesh out the implications of their
work. Our presentation is essentially self-contained but not at a deep mathematical
level. For instance, the statement of Kent’s main result on the existence of a version
of the process with continuous realizations is required. However, the reader need not
sort out the rather delicate argument employing an interpolating polynomial
approximation to a random ﬁeld used to obtain the version. Hence, our work will be
of primary value to the spatial modeller seeking greater insight into the foregoing
smoothness issues. Discussion of a portion of the material we present, though
developed in a different fashion, appears in [1,3].
The format of the paper is as follows. In Section 2 we focus on continuity of
univariate spatial processes. Section 3 considers mean square differentiability.
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Section 4 develops some implications of Kent’s [8] result. Finally Section 5 extends
the ideas of the previous three sections to multivariate spatial processes.
2. Smoothness of a univariate spatial process
Here we begin with smoothness properties of a univariate spatial process, say,
fXðtÞ; tARdg: In our investigation of smoothness properties we look at two types of
continuity, continuity in the L2 sense and continuity in the sense of process
realizations. Unless otherwise noted, we assume the processes to have 0 mean and
ﬁnite second-order moments.
Deﬁnition. A process fXðtÞ; tARdg is L2 continuous at t0 if limt-t0 E½XðtÞ 
Xðt0Þ2 ¼ 0: Continuity in the L2 sense is also referred to as mean square continuity
and will be denoted by XðtÞ!L2 Xðt0Þ:
Deﬁnition. A process fXðtÞ; tARdg is almost surely continuous at t0 if XðtÞ-Xðt0Þ
a.s. as t-t0: If the process is almost surely continuous for every t0ARd then the
process is said to have continuous realizations.
In general, one form of continuity does not imply the other since one form of
convergence does not imply the other. However, if XðtÞ is a bounded process then
a.s. continuity implies L2 continuity. Of course, each implies that XðtÞ!P Xðt0Þ:
Example 1. Almost sure continuity does not imply mean square continuity. Let
tA½0; 1 with oBUð0; 1Þ and deﬁne,
X ðt;oÞ ¼
ðt  1
2
Þ11ð1
2
;tÞðoÞ if tAð
1
2
; 1
0 if tA½0; 1
2
:
8<:
Then X ðt;oÞ-0 a.s. as t-1
2
: But E½X 2ðt;oÞ-N as t-1
2
if tAð1
2
; 1 and
E½X 2ðt;oÞ ¼ 0 if tA½0; 12: Thus the process does not converge in L2 although it
does so almost surely.
Example 2. Mean square continuity does not imply almost sure continuity.
Construct a process over tARþ deﬁned through oBUð0; 1Þ as follows. Let
Xð1
t
;oÞ ¼ 0; if t is not a positive integer, X ð1;oÞ ¼ 1ð0;1
2
ÞðoÞ; X ð
1
2
;oÞ ¼ 1ð1
2
;1ÞðoÞ;
Xð1
3
;oÞ ¼ 1ð0;1
3
ÞðoÞ; Xð
1
4
;oÞ ¼ 1ð1
3
;
2
3
ÞðoÞ; Xð
1
5
;oÞ ¼ 1ð2
3
;1ÞðoÞ; and so on. That is, we
construct the process as a sequence of moving indicators on successively ﬁner
arithmetic divisions of the unit interval. We see here that E½X 2ð1
t
;oÞ-0 as t-0; so
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that Xð1
t
;oÞ!L2 0: However the process is not continuous almost surely since Xð1t;oÞ
is equal to one inﬁnitely often.
We note that the above deﬁnitions apply to any stochastic process (possibly
nonstationary). Crame´r and Leadbetter [4] and Hoel et al. [7] outline conditions on
the covariance function for mean square continuity for processes on the real line. For
a process on Rd ; we denote the covariance function Kðt; sÞ ¼ CovðXðtÞ; X ðsÞÞ
whence the deﬁnition of mean square continuity is equivalent to lims-tðKðs; sÞ 
2Kðs; tÞ þ Kðt; tÞÞ ¼ 0: It follows that continuity in t and s serve as sufﬁcient
conditions for mean square continuity. Spatial modelling customarily begins with a
weakly stationary process. For such processes the covariance function depends only
upon the separation vector between sites. Thus, the notation for the covariance
function may be modiﬁed to KðtÞ ¼ CovðXðsþ tÞ; XðsÞÞ: Nicer analytic results
are available in this case as we show below. Henceforth, we use KðtÞ to denote the
covariance function of a (weakly) stationary process and use Kðt; sÞ for the
covariance function of a possibly nonstationary process.
Stein [9] investigates the relationship between L2 continuity and the covariance
function of a weakly stationary process. He shows that for a such a process, mean
square continuity is equivalent to the covariance function KðtÞ being continuous at
0: This follows easily since E½X ðsÞ  XðtÞ2 ¼ 2ðKð0Þ  Kðs tÞÞ for a weakly
stationary process and enables a simple practical check for mean square continuity.
Kent [8] investigates continuous process realizations through a Taylor expansion
of the covariance function. Let fX ðtÞ; tARdg be a real-valued stationary spatial
process on Rd : Kent proves that if KðtÞ is d-times continuously differentiable and
KdðtÞ ¼ KðtÞ  PdðtÞ; where PdðtÞ is the Taylor polynomial of degree d for KðtÞ
about 0; satisﬁes the following condition:
jKdðtÞj ¼ OðjjtjjdþbÞ
for some b40; then there exists a version of the spatial process fX ðtÞ; tARdg with
continuous realizations. If KðtÞ is d-times continuously differentiable then it is of
course continuous at 0 and so, from the previous paragraph, the process is mean
square continuous.
Let us suppose that f : L2-R
1 (L2 is the usual Hilbert space of random variables
induced by the L2 metric) is a continuous function. Let fXðtÞ; tARdg be a process
which is continuous almost surely. Then the process Y ðtÞ ¼ f ðX ðtÞÞ is almost surely
continuous, being the composition of two continuous functions. The validity of this
statement is direct and does not require checking Kent’s conditions. Indeed, the
process YðtÞ need not be stationary even if XðtÞ is. However the existence of the
covariance function Kðt; sÞ ¼ E½ f ðXðtÞÞf ðX ðsÞÞ; via the Cauchy–Schwartz inequal-
ity, requires Ef 2ðX ðtÞÞoN:
While almost sure continuity of the new process YðtÞ follows routinely, the mean
square continuity of Y ðtÞ is not immediate. However, from the remark below the
second Deﬁnition, if f : R1-R1 is a continuous function that is bounded and X ðtÞ is
S. Banerjee, A.E. Gelfand / Journal of Multivariate Analysis 84 (2003) 85–10088
a process which is continuous almost surely, then the process YðtÞ ¼ f ðXðtÞÞ
(a process on RdÞ is mean square continuous.
More generally, we have
Proposition 1. Let f : R1-R1 be a continuous function that is Lipschitz of order 1. Let
fXðtÞ; tARdg be a process which is mean square continuous. Then the process YðtÞ ¼
f ðX ðtÞÞ is mean square continuous.
Proof. Note that since f is Lipschitz of order 1 we have
jf ðXðtþ hÞÞ  f ðX ðtÞÞjpCjX ðtþ hÞ  XðtÞj
for some constant C: It therefore follows that
E½ f ðXðtþ hÞÞ  f ðXðtÞÞ2pC2E½Xðtþ hÞ  X ðtÞ2
and the m.s. continuity of YðtÞ follows directly from the m.s. continuity of XðtÞ: &
Interesting classes of nonstationary processes can be obtained through ﬁnite sums
of the form YðtÞ ¼PwiðtÞXiðtÞ where the XiðtÞ are independent stationary
processes with covariance functions KiðtÞ; respectively [6]. In particular,
CovðY ðtÞ; Y ðsÞÞ ¼PwiðtÞwiðsÞKiðt sÞ: In practice, wiðtÞ might be an inverse
function of the distance between t and a ﬁxed point tiARd whence YðtÞ will be locally
stationary. But then, following Kent [8], if each KiðtÞ produces almost surely
continuous realizations and if each wiðtÞ is continuous, obviously, realizations of
YðtÞ will be a.s. continuous. As for mean square continuity,
EðY ðtþ hÞ  YðtÞÞ2 ¼
X
fðw2i ðtþ hÞ þ w2i ðtÞÞKið0Þ  2wiðtþ hÞwiðtÞKiðhÞg
so if each KiðtÞ is continuous at 0 and if each wiðtÞ is continuous, this expectation will
tend to 0 as h-0:
Fuentes [6], suggests an extension to more general mixing of independent
processes taking the form YðtÞ ¼ R wðt; sÞXsðtÞ ds where XsðtÞ are independent
stationary processes indexed by sARd : XsðtÞ has covariance function Kð;fðsÞÞ for
an appropriate function f: Now, CovðY ðtÞ; Yðt0ÞÞ ¼ R wðt; sÞwðt0; sÞKðt
t0;fðsÞÞ ds: With regard to a.s. continuity, if Kð;fðsÞÞ produces a.s. continuous
realizations for each s and wðt; sÞ is continuous in t for each s; the integrand for Y ðtÞ
is a.s. continuous and so, therefore is YðtÞ: Lastly, with regard to mean square
continuity, we can show that
EðY ðtþ hÞ  YðtÞÞ2 ¼
Z
w2ðtþ h; sÞKð0;fðsÞÞ dsþ
Z
w2ðt; sÞKð0;fðsÞÞ ds
 2
Z
wðtþ h; sÞwðt; sÞKðh;fðsÞÞ ds:
Hence, provided these integrals exist for all t and h; if wðt; sÞ is continuous in t for
each s and Kðt;fðsÞÞ is continuous at 0 for each s; the expectation will tend to 0 as
h-0:
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3. Mean square differentiability
Following Stein [9], we introduce the concept of mean square differentiability on
R1 through the construction of a process,
XhðtÞ ¼ Xðt þ hÞ  XðtÞ
h
and we say that the process X ðtÞ is mean square differentiable if the process XhðtÞ
converges in L2: More formally, we have the following deﬁnition.
Deﬁnition. We deﬁne a process XðtÞ on R1 to be (mean square) differentiable if there
exists a process X 0ðtÞ such that the following holds:
lim
h-0
E½XhðtÞ  X 0ðtÞ2 ¼ 0:
Hoel et al. [7] provide conditions for mean square differentiability in terms of the
covariance functions for processes on the real line. Sufﬁcient conditions for mean
square differentiability amount to the existence and continuity of @
2Kðt;sÞ
@s@t : For
stationary processes, the process XhðtÞ has the covariance function:
KhðtÞ ¼ E½Xhðs þ tÞXhðsÞ ¼ 1
h2
f2KðtÞ  Kðt þ hÞ  Kðt  hÞg:
So limh-0 KhðtÞ ¼ K 00ðtÞ; provided KðtÞ is twice differentiable. This also shows that
K 00 is positive deﬁnite. In fact, Stein [9] shows that XðtÞ is mean square
differentiable if and only if K 00ð0Þ exists and is ﬁnite. In that case, X 0ðtÞ has the
covariance function K 00ðtÞ:
Our objective is to extend this notion to Rd : Let fXðtÞ: tARdg be a process with
covariance function Kðt; sÞ: First we deﬁne the directional derivative process in
direction u;
DuX ðtÞ ¼ lim
h-0
Xu;hðtÞ; where Xu;hðtÞ ¼ X ðtþ huÞ  XðtÞ
h
;
h is a scalar, and the limit is in the L2 sense. Deﬁne the covariance function of the
directional derivative process as Kuðt; sÞ ¼ E½DuX ðtÞDuX ðsÞ: Then, we claim
Kuðt; sÞ ¼ lim
h-0
lim
k-0
E½Xu;hðtÞXu;kðsÞ: ð1Þ
That is, Xu;hðtÞ!L2 DuXðtÞ as h-0 and Xu;kðsÞ!L2 DuX ðsÞ as k-0 so
limh-0 limk-0 Xu;hðtÞXu;kðsÞ ¼ DuX ðtÞDuX ðsÞ in the L2 sense. This implies
limh-0 limk-0 EjXu;hðtÞXu;kðsÞ  DuXðtÞDuXðsÞj ¼ 0; since L2 convergence implies
L1 convergence, and hence (1) follows.
The following lemma shows that, if the original process is isotropic, the directional
derivative process will be stationary but not isotropic.
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Lemma 1. With the above notations,
Kuðt; sÞ ¼  K
0ðjjDjjÞ
jjDjj þ
/D; uS
jjDjj
 	2
K 00ðjjDjjÞ  K
0ðjjDjjÞ
jjDjj

 ( )
where D ¼ t s:
Proof. From (1),
Kuðt; sÞ
¼ lim
h-0
lim
k-0
E½Xu;hðtÞXu;kðsÞ
¼ lim
h-0
lim
k-0
E
X ðtþ huÞ  XðtÞ
h
Xðsþ kuÞ  X ðsÞ
k

 
¼ lim
h-0
lim
k-0
1
hk
½KðjjD þ ðh  kÞujjÞ  KðjjD  kujjÞ  KðjjD þ hujjÞ þ KðjjDjjÞ:
Let us deﬁne the functions, cðhÞ : R1-Rd ¼ D þ hu and rðhÞ ¼ jjcðhÞjj; suppressing
the dependence upon D and u: We also deﬁne gðhÞ ¼ KðrðhÞÞ: Therefore, we have,
Kuðt; sÞ ¼ lim
h-0
lim
k-0
1
hk
½gðh  kÞ  gðhÞ  gðkÞ þ gð0Þ
¼ lim
h-0
1
h
 lim
k-0
gðh  kÞ  gðhÞ
k þ limk-0
gðkÞ  gð0Þ
k

 
¼ lim
h-0
1
h
½g0ðhÞ þ g0ð0Þ ¼ g00ð0Þ:
Since rð0Þ ¼ jjDjj; it can be easily seen that
g00ð0Þ ¼ K 0ðjjDjjÞr00ð0Þ þ K 00ðjjDjjÞ½r0ð0Þ2:
Some simple algebra shows that r0ð0Þ ¼ /D;uSjjDjj and r00ð0Þ ¼ jjDjj
2j/D;uSj2
jjDjj3 : Substituting
we get
g00ð0Þ ¼ jjDjj
2  j/D; uSj2
jjDjj3 K
0ðjjDjjÞ þ /D; uSjjDjj
 	2
K 00ðjjDjjÞ
¼K
0ðjjDjjÞ
jjDjj þ
/D; uS
jjDjj
 	2
K 00ðjjDjjÞ  K
0ðjjDjjÞ
jjDjj

 
:
So we are done. &
By virtue of the above lemma, the covariance function of the directional
derivative process may be denoted by KuðtÞ where t is the separation vector
between the locations. We also note immediately that for a stationary process
XðtÞ; whose directional derivative process exists, we have for any
direction u; CovðX ðtÞ; DuX ðtÞÞ ¼ limh-0 CovðX ðtÞ; Xu;hðtÞÞ ¼ limh-0 KðhuÞKð0Þh ¼
limh-0
auðhÞauð0Þ
h
¼ a0uð0Þ ¼ 0; where auðhÞ ¼ KðhuÞ: Here, the existence of the
directional derivative process DuXðtÞ ensures the existence of a0uð0Þ and, because
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XðtÞ is stationary, we have that KðhuÞ ¼ KðhuÞ so that auðhÞ is an even
function yielding a0uð0Þ ¼ 0: The existence of the directional derivative
process is crucial. For example, the covariance function KðuÞ ¼ expðfjjujjÞ is an
even function but is not differentiable at 0: So we cannot deﬁne a directional
derivative process and CovðXðtÞ; DuX ðtÞÞ does not exist. Realizations under KðuÞ
(here an isotropic function of jjujj) are mean square continuous but not
differentiable.
Proposition 2. Suppose, in Lemma 1 that K is isotropic and that K 00 is continuous at 0.
Then we have, limt-0 KuðtÞ ¼ K 00ð0Þ:
Proof. It is enough to show that KuðtÞ- K 00ð0Þ as jjtjj-0:
Note that K ; being an even function, satisﬁes K 0ð0Þ ¼ 0: Therefore, K 00ð0Þ ¼
limjjtjj-0
K 0ðjjtjjÞ
jjtjj :
So; lim
jjtjj-0
KuðtÞ ¼  K 00ð0Þ þ limjjtjj-0
/t; uS
jjtjj
 	2
lim
jjtjj-0
K 00ðjjtjjÞ  K
0ðjjtjjÞ
jjtjj

 ( )
¼  K 00ð0Þ þ limjjtjj-0 /t; uSjjtjj
 	2
½K 00ð0ÞK 00ð0Þ
( )
¼K 00ð0Þ:
Note that taking the above product of limits is justiﬁed since ð/t;uSjjtjj Þpjjujj; (by the
Cauchy–Schwartz inequality) and therefore 0plimjjtjj-0 ð/t;uSjjtjj Þ2pjjujj2: Hence the
result. &
The above result implies that for an isotropic process we may deﬁne
KuðtÞ ¼
fK 0ðjjtjjÞjjtjj þ ð/t;uSjjtjj Þ2½K 00ðjjtjjÞ  K
0ðjjtjjÞ
jjtjj g if ta0
K 00ð0Þ if t ¼ 0:
(
This is a valid covariance function which is continuous at 0 thus rendering the
underlying directional derivative process mean square continuous.
Now we formally extend the deﬁnition of mean-square differentiability to
processes on Rd : For this, we offer the following deﬁnition of mean square
differentiability motivated by the notion of total differentiability in multivariable
calculus.
Deﬁnition. A process fX ðtÞ; tARdg is said to be mean-square differentiable at t0 if
for any direction u; there exists a process Lt0ðuÞ; linear in u; such that
X ðt0 þ uÞ ¼ Xðt0Þ þ Lt0ðuÞ þ Rðt0; uÞ; where
Rðt0; uÞ
jjujj !
L2
0:
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In other words, we require the existence of a linear process Lt0ðuÞ such that
lim
u-0
E
X ðt0 þ uÞ  X ðt0Þ  Lt0ðuÞ
jjujj

 2
¼ 0:
Note that in general, the existence of limh-0
Xðt0þhuÞX ðt0Þ
h
(in the L2 sense) for all u
does not necessarily imply that X ðtÞ is (mean square) continuous at t0: For instance,
Example 3. Let fXðtÞ; t ¼ ðt1; t2ÞAR2g be a process deﬁned as follows:
X ðtÞ ¼
t1t
2
2
t2
1
þt4
2
Z if ta0 where Z is a Nð0; 1Þ random variable;
0 if t ¼ 0:
8<:
Then, Xu;hð0Þ ¼ XðhuÞh ¼
u1u
2
2
u2
1
þh2u4
2
Z: So, if DuX ð0Þ ¼ u
2
2
u1
Z for any direction u with u1a0
and DuXð0Þ ¼ 0 for any direction u with u1 ¼ 0; DuX ð0Þ ¼ limh-0 Xu;hð0Þ in the L2
sense. However the above process is not mean square continuous at 0 as can be seen
by considering the path t1 ¼ t22 along which E½XðtÞ  X ð0Þ2 ¼ 14:
So, even though the directional derivatives exist in all directions at 0; the process is
not differentiable because there does not exist the required linear function of u:
However, if XðtÞ is a mean square differentiable process on Rd ; then X ðtÞ is mean
square continuous as well. That is, any direction u can be taken to be of the form hv
where v is the unit vector giving the direction of u and h is a scalar denoting the
magnitude of u: We then have
X ðt0 þ uÞ ¼X ðt0 þ hvÞ ¼ Xðt0Þ þ Lt0ðhvÞ þ Rðt0; hvÞ
¼X ðt0Þ þ h Lt0ðvÞ þ
Rðt0; hvÞ
h
 	
; since Lt0ðuÞ is linear in u:
Using the assumed mean square differentiability it follows that Xðt0 þ uÞ!L2 Xðt0Þ
as h-0:
Furthermore, if X ðtÞ is a mean square differentiable process on Rd ; i.e., mean
square differentiable for each tARd ; then the directional derivative process, DuX ðtÞ
exists for every u and DuX ðtÞ ¼ LtðuÞ a.e. That is, by deﬁnition
Xu;hðtÞ ¼ LtðuÞ þ Rðt; huÞ
h
:
Since Rðt;huÞ
h !
L2
0 we have Xu;hðtÞ!L2 Lt0ðuÞ as h-0: So, from the deﬁnition of DuXðtÞ;
DuXðtÞ ¼ LtðuÞ a.e.
As noted above, for processes on R1 the covariance function of the derivative
process, X 0ðtÞ is K 00ðtÞ provided the K is twice differentiable. Here we obtain an
analogous result in Rd for the covariance function of the directional derivative
process. Proposition 3 differs from Lemma 1 in that the latter assumes K is isotropic
while the former only requires stationarity.
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Proposition 3. Consider any fixed direction u (without loss of generality u may be
taken as a unit vector). Let K be the covariance function of a stationary process XðtÞ on
Rd and suppose that all second-order partial and mixed derivatives of K exist and are
continuous. As above let Ku denote the covariance function of the directional derivative
process. Then,
KuðtÞ ¼ uTOðtÞu; where ðOðtÞÞij ¼
@2KðtÞ
@ti@tj
: ð2Þ
Proof. Recall from Lemma 1, the functions
cðxÞ ¼ tþ xu ¼ ðg1ðxÞ;y; gdðxÞÞT and gðxÞ ¼ KðcðxÞÞ:
As in Lemma 1,
KuðtÞ ¼ lim
h-0
lim
k-0
1
hk
½gðh  kÞ  gðhÞ  gðkÞ þ gð0Þ ¼ g00ð0Þ:
By the chain rule, with obvious deﬁnitions for c0ðxÞ and c00ðxÞ;
g0ðxÞ ¼ ½rKðcðxÞÞTc0ðxÞ;
g00ðxÞ ¼
Xd
i¼1
g00i ðxÞ
@K
@gi
 	
þ
Xd
i¼1
Xd
j¼1
g0iðxÞ
@2K
@gi@gj
¼ ½rKðcðxÞÞTc00ðxÞ þ ½c0ðxÞT @
2KðcðxÞÞ
@gi@gj
 ! !" #
½c0ðxÞ;
So; g00ð0Þ ¼ ½rKðcð0ÞÞTc00ð0Þ þ ½c0ð0ÞT @
2Kðcð0ÞÞ
@gi@gj
 ! !" #
½c0ð0Þ:
But cð0Þ ¼ t; c0ðxÞ ¼ u and c00ðxÞ ¼ 0 for all x: Therefore we have
KuðtÞ ¼ uTOðtÞu: &
In Section 2 we discussed the mean square continuity of well-behaved functions of
a mean-square continuous spatial process. Here we look at mean-square
differentiability in the same spirit. In particular if X ðtÞ is a mean square
differentiable process and DuXðtÞ is the associated directional derivative process in
direction u; we form the new process Y ðtÞ ¼ f ðX ðtÞÞ where f is continuously
differentiable with bounded derivative. Then Y ðtÞ is mean-square differentiable and
has mean-square derivative in the direction u; DuY ðtÞ ¼ f 0ðX ðtÞÞDuXðtÞ: This
follows since, at any given t0; we have
X ðt0 þ huÞ  X ðt0Þ ¼ h DuXðt0Þ þ Rðt0; huÞ
h

 
; where
Rðt0; huÞ
h
!L2 0 as h-0:
So ZðhuÞ ¼ Xðt0 þ huÞ  Xðt0Þ!L2 0 as h-0: Now Y ðt0 þ huÞ  Y ðt0Þ ¼
ZðhuÞ½ f 0ðXðt0ÞÞ þ eRðt0; huÞ; where eRðt0; huÞ !a:s: 0 uniformly since f 0 is bounded
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and continuous. Following some simpliﬁcation we arrive at Yu;hðt0Þ ¼ Yðt0þhuÞY ðt0Þh ¼
DuXðt0Þf 0ðXðt0ÞÞ þ Rðt0; huÞf 0ðXðt0ÞÞ þ eRðt0; huÞDuX ðt0Þ þ Rðt0; huÞ eRðt0; huÞ:
Hence, limh-0Yu;hðt0Þ ¼ DuX ðt0Þf 0ðX ðt0ÞÞ in the L2 sense.
Returning to the classes of nonstationary processes proposed by Fuentes [6] as
described below Proposition 1, it is clear that if DuXiðtÞ exists for each i; DuYðtÞ ¼P
wiðtÞDuXiðtÞ: Also, using Proposition 3 and the independence of the component
processes, the covariance function associated with DuYðtÞ is uT
P
wiðtÞOiðtÞu;
where ðOiðtÞÞlm ¼ @
2KiðtÞ
@tl@tm
:
4. Kent’s result and some implications
Recall Kent’s result from Section 2. Consider the stationary process
fXðtÞ: tARdg with mean 0, ﬁnite second moments and covariance function KðtÞ:
Suppose KðtÞACd ; meaning K is d-times continuously differentiable (i.e., all mixed
and partial derivatives of order d exist and are continuous). Therefore KðtÞ admits
the Taylor expansion, KðtÞ ¼ PdðtÞ þ KdðtÞ where, PdðtÞ is the Taylor polynomial of
degree d and KdðtÞ is the remainder term. (Here PdðtÞ is a generic notation denoting
a polynomial in t of degree d:) Then, a sufﬁcient condition for the underlying process
to have a version with continuous realizations is that the remainder term satisﬁes the
following condition for some b40:
KdðtÞ ¼ OðjjtjjdþbÞ as jjtjj-0:
The case d ¼ 1 is a classic result due to Crame´r and Leadbetter [4].
First of all, we note that the regular multivariate Taylor expansion says that
KdðtÞ ¼ oðjjtjjdÞ as jjtjj-0; hence that KdðtÞ ¼ OðjjtjjdÞ as jjtjj-0 but it does not
necessarily guarantee the existence of some b40 for which, KdðtÞ ¼ OðjjtjjdþbÞ as
jjtjj-0; which is required for Kent’s result. However, if KACdþ1; KðtÞ ¼ PdðtÞ þ
Oðjjtjjdþ1Þ: Thus Kent’s condition holds, setting b ¼ 1:
What are the implications of Kent’s results for the directional derivative process
with covariance function, KuðtÞ ¼ uTOðtÞu; as in (2)? In other words, what
conditions are required on KðtÞ in order that KuðtÞ satisfy Kent’s condition for each
u; i.e. that DuX ðtÞ have continuous realizations? Note that even if both K and Ku
admit Taylor’s expansions of appropriate degree, it is not necessarily true that
if KdðtÞ ¼ Oðjjtjjdþbþ2Þ for some b40; then Ku;dðtÞ ¼ OðjjtjjdþbÞ; where Ku;dðtÞ is the
remainder term of KuðtÞ in the Taylor expansion of degree d:
Suppose that KðtÞACdþ3: Let gtðxÞ ¼ Kðtþ xuÞ; so gt has continuous derivatives
of order d þ 3: We note that gt; as a function, depends upon the direction u as well
but in the present context, u will remain ﬁxed, so we avoid such an explicit
representation. We have the Taylor’s expansion (univariate) of gt; for any ﬁxed t; as,
gtðxÞ ¼ gtð0Þ þ xg0tð0Þ þ
x2
2!
g00t ð0Þ þ?þ
xdþ3
ðd þ 3Þ! g
ðdþ3Þ
t ð0Þ þ oðxdþ3Þ:
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From the above we can also directly obtain the expansion for the multivariate
function Kðtþ uÞ; i.e.,
Kðtþ uÞ ¼KðtÞ þ
Xd
i¼1
ui
@
@ti
" #
KðtÞ þ 1
2!
Xd
i¼1
ui
@
@ti
" #2
KðtÞ
þ?þ 1ðd þ 3Þ!
Xd
i¼1
ui
@
@ti
" #dþ3
KðtÞ þ oðjjujjdþ3Þ;
where
Xd
i¼1
ui
@
@ti
" #
KðtÞ ¼
Xd
i¼1
ui
@KðtÞ
@ti
¼ uT ½rKðtÞ ¼ g0tð0Þ;
Xd
i¼1
ui
@
@ti
" #2
KðtÞ ¼
Xd
i¼1
Xd
j¼1
uiuj
@2KðtÞ
@ti@tj
¼ uTOðtÞu ¼ g00t ð0Þ;
and so on for higher order terms. We note the following interesting case for
stationary processes. For a stationary process, ﬁxing t ¼ 0 in the above, we have
g0ðxÞ ¼ g0ðxÞ so that g0 is an even function. This means that gj0ð0Þ ¼ 0 for all odd j
and so the Taylor polynomial is an even polynomial. In fact if d is odd,
KðuÞ ¼Kð0Þ þ 1
2!
Xd
i¼1
ui
@
@ti
" #2
Kð0Þ þ?
þ 1ðd þ 3Þ!
Xd
i¼1
ui
@
@ti
" #dþ3
Kð0Þ þ oðjjujjdþ3Þ:
If d is even,
KðuÞ ¼Kð0Þ þ 1
2!
Xd
i¼1
ui
@
@ti
" #2
Kð0Þ þ?
þ 1ðd þ 2Þ!
Xd
i¼1
ui
@
@ti
" #dþ2
Kð0Þ þ oðjjujjdþ3Þ:
Turning our attention to the directional derivative process, we note that since
gtACdþ3; it follows that g00tAC
dþ1: So, applying the multivariate Taylor expansion to
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the function ½Pdi¼1 ui @@ti2KðtÞ ¼ KuðtÞ; after some manipulation we getXd
i¼1
ui
@
@ti
" #2
KðtÞ ¼
Xd
i¼1
ui
@
@ti
" #2
Kð0Þ þ
Xd
i¼1
ti
@
@ti
" # Xd
i¼1
ui
@
@ti
" #2
Kð0Þ
þ?þ 1
d!
Xd
i¼1
ti
@
@ti
" #d Xd
i¼1
ui
@
@ti
" #2
Kð0Þ þ Oðjjtjjdþ1Þ:
Thus we have KuðtÞ ¼ PdðtÞ þ Oðjjtjjdþ1Þ as jjtjj-0:
This shows that the covariance function of the directional derivative process
satisﬁes Kent’s condition with b ¼ 1 and thus the directional derivative process has a
version with continuous realizations.
Note that if we know that KuðtÞACd1 it follows that KðtÞACdþ1 and thus as
above, XðtÞ has a version with continuous realizations.
5. The multivariate case
Here we turn to vector-valued processes. WðtÞ is deﬁned to be a vector-valued
process ifWðtÞ ¼ ðX1ðtÞ; X2ðtÞ;y; XnðtÞÞT where the XiðtÞ0s are univariate processes.
Usually, such a multivariate process is speciﬁed through its joint distribution over
any ﬁnite set of sites from Rd ; ft1;y;tng: Here also we assume stationarity, 0 means
and ﬁnite second order moments.
As in the earlier sections, we investigate the smoothness properties of multivariate
processes through continuity of process realizations as well as continuity and
differentiability in the L2 sense.
Deﬁnition. A vector-valued process WðtÞ is said to have continuous realizations if it
is a.s. continuous as a function of t:
This deﬁnition implies that there exists an O1DO with PðO1Þ ¼ 1; such that for
any oAO1; WðtÞ (i.e. Wðt;oÞÞ is continuous in t: This means that for any t0 and any
given e40; there exists d40 (depending upon e; o and t0) such that jjWðtÞ 
Wðt0Þjjoe whenever jjt t0jjod: Since the metric here is the usual Euclidean
distance, continuity of process realizations of WðtÞ is equivalent to the continuity of
realizations of each of its components. This follows since,
max
i
ðjXiðtÞ  Xiðt0ÞjÞpjjWðtÞ Wðt0Þjjp
Xn
i¼1
jXiðtÞ  Xiðt0Þj:
Evidently, if f : Rn-R1 is continuous andWðtÞ has continuous realizations then the
process Y ðtÞ ¼ f ðWðtÞÞ has continuous realizations. We need not obtain the
covariance function of the Y ðtÞ process.
How can Kent’s result be applied in the context of multivariate processes?
Let us consider the bivariate situation, i.e., let WðtÞ ¼ ðX1ðtÞ; X2ðtÞÞT be a process
with continuous realizations. Speciﬁcation of the bivariate process involves the
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cross-covariance matrix,
CðtÞ ¼ E½X1ðsÞX1ðsþ tÞ E½X1ðsÞX2ðsþ tÞ
E½X2ðsÞX1ðsþ tÞ E½X2ðsÞX2ðsþ tÞ
 !
: ð3Þ
See, e.g., [5]. Deﬁne K1ðtÞ ¼ E½X1ðsÞX1ðsþ tÞ; K2ðtÞ ¼ E½X2ðsÞX2ðsþ tÞ; K12ðtÞ ¼
E½X1ðsÞX2ðsþ tÞ and K21ðtÞ ¼ E½X2ðsÞX1ðsþ tÞ: Continuity of the realizations of
the bivariate process is equivalent to continuity of the realizations of the
components. Thus we see that if K1ðtÞ and K2ðtÞ both satisfy the conditions of
Kent, WðtÞ has continuous realizations. However, it is not apparent what
implications these functions may have on K12ðtÞ and K21ðtÞ: This is because, in
general, (3) need not be p.d. or even symmetric. In special cases however, the
implications are straightforward. For example, under separability for the cross-
covariance, i.e., CðtÞ ¼ KðtÞ  T where KðtÞ is a valid correlation function in Rd and
T is positive deﬁnite, a valid bivariate cross covariance is deﬁned (see, e.g., [2]). In
fact T is the covariance matrix associated with ðX1ðtÞ; X2ðtÞÞ: Then K1; K2 and K12
all inherit the same smoothness as K :
Deﬁnition. A vector-valued process WðtÞ is mean square continuous if, for any t0
lim
t-t0
E½jjWðtÞ Wðt0Þjj2-0:
Here also mean-square continuity ofWðtÞ is equivalent to mean-square continuity of
the individual components since
Pn
i¼1 E½XiðtÞ  Xiðt0Þ2 ¼ E½jjWðtÞ Wðt0Þjj2:
This deﬁnition implies that a vector-valued process WðtÞ is mean-square
continuous at t0 (in the sense of the above deﬁnition) if and only if for any p.d. A;
lim
t-t0
E½ðWðtÞ Wðt0ÞÞT AðWðtÞ Wðt0ÞÞ ¼ 0:
To see this, suppose that WðtÞ is mean-square continuous at t0: Since A is p.d. it
admits the decomposition A ¼ PTLP: We form the new process ZðtÞ ¼ PWðtÞ so
that
E½ðWðtÞWðt0ÞÞT AðWðtÞWðt0ÞÞ ¼E½ðWðtÞWðt0ÞÞT PTLPðWðtÞ Wðt0ÞÞ
¼E½ðZðtÞ  Zðt0ÞÞTLðZðtÞ  Zðt0ÞÞ
¼
Xn
i¼1
liEðZiðtÞ  Ziðt0ÞÞ2:
But ZðtÞ is mean square continuous because jjZðtÞ  Zðt0Þjj2 ¼ jjWðtÞ Wðt0Þjj2
(since P is orthogonal) and WðtÞ is m.s. continuous. This means that ZðtÞ has each
component as mean square continuous and thus lims-s0 EðZiðtÞ  Ziðt0ÞÞ2 ¼ 0 and
we are done. The converse follows by taking A as the identity matrix.
In particular, the mean-square continuity ofWðtÞ is equivalent to the mean-square
continuity of YlðtÞ ¼ lTWðtÞ; for all l: For more general functions the following
proposition is a multivariate analogue of Proposition 1.
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Proposition 4. Let f : Rd-R1 be a continuous function that is Lipschitz of order 1. Let
fWðtÞ; tARdg be a process which is mean square continuous. Then the process YðtÞ ¼
f ðWðtÞÞ is mean-square continuous.
Proof. Note that since f is Lipschitz of order 1 we have
jf ðWðtþ hÞÞ  f ðWðtÞÞjpCjjWðtþ hÞ WðtÞjj
for some constant C: It therefore follows that
E½ f ðWðtþ hÞÞ  f ðWðtÞÞ2pC2E½jjWðtþ hÞ WðtÞjj2:
The m.s. continuity of Y ðtÞ follows directly from the m.s. continuity of WðtÞ: &
We next turn to differentiability of multivariate processes. First, extending (3), for
the n-dimensional process WðtÞ; let CWðtÞ denote the n  n cross-covariance matrix
with ði; jÞ entry KijðtÞ ¼ CovðXiðsÞ;Xjðsþ tÞÞ: Then, ﬁx a direction u and deﬁne
DuWðtÞ ¼ ðDuX1ðtÞ; DuX2ðtÞ;y; DuXnðtÞÞT ;
where the DuXiðtÞ’s are the directional derivatives, as deﬁned in Section 3. Thus we
have a vector of directional derivative processes. Straightforwardly, the n  n
covariance matrix of WðtÞ with DuWðtÞ has 0’s on the main diagonal, K 0ijð0Þ for the
off diagonal entries. Under a separable cross-covariance matrix all of the K 0ijð0Þ ¼ 0
as well.
Deﬁnition. A vector process fWðtÞ; tARdg is said to be mean-square differentiable
at t0 if for any direction u; there exists a vector process LtoðuÞ;which is a linear
transformation ðRd-RnÞ in u; such that
Wðt0 þ uÞ ¼ Wðt0Þ þ LtoðuÞ þ Rðt0; uÞ; where
Rðt0; uÞ
jjujj !
L2
0:
Similar to the arguments in Section 3, if WðtÞ is a mean-square differentiable
vector process on Rd ; thenWðtÞ is mean-square continuous as well. Also, ifWðtÞ is a
mean-square differentiable vector process on Rd ; then the directional derivative
process, DuWðt0Þ exists for every u and DuWðt0Þ ¼ LtoðuÞ a.e. With YlðtÞ deﬁned
above, if WðtÞ is a mean-square differentiable vector process, straightforwardly
DuYlðtÞ ¼ lT DuWðtÞ:
Finally, given a stationary univariate spatial process XðtÞ (with covariance
function KðtÞÞ which is mean-square differentiable and a ﬁnite set of directions
u1; u2;y; uk; a multivariate spatial process, WðtÞ ¼ ðDu1X ðtÞ; Du2XðtÞ;y; Duk XðtÞÞ
is induced. The associated stationary cross-covariance matrix will have as diagonal
elements KuiðtÞ given by (2). In obvious notation, calculations similar to those in
Proposition 3 yield off diagonal elements of the matrix, Kui ;uj ðtÞ ¼ uTi OðtÞuj: As
above Proposition 2, CovðXðtÞ;WðtÞÞ ¼ 0:
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