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The hard meson method of Schnitzer and Weinberg is used to study 
the radiative 1eptonic decays of TI and K. The original formalism for 
SU(2) is generalized to include the case of strangeness changing axial 
vector currents and the isosca1ar part of the electromagnetic current. 
This method and dispersion relations are used to determine the form 
factors for the decays. It is shown that in the pole dominance approx-
imation the relevant form factor in the axial vecor amplitude cannot be 
unsubtracted. Possible alterations of our results arising from relaxing 
a smoothness approximation are e&timated to be small. 
We discuss several symmetry breaking schemes for the evaluation 
of necessary coupling constants. The branching ratio for K+ ~ Y e ~ is 
calculated to be ~ 2 x 10-5 for interesting structure dapendent decays. 
We finally investigate possible effects of e1ectromaghetic violations of 
time reversal invariance in the decay. 
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A. General Remarks on the Current Alggbt-a.iG Method 
The concept of current commutation relations was introduced by 
M. Gell-Mann l primarily for two reasons. It specifies a sense in which 
SU(3) (or SU(3)XSU(3) when axial currents are introduced) is an exact 
symmetry of nature, in that the commutation relations are supposed to 
be exact even though the symmetry is broken (i.e., the currents are 
not conserved). Secondly, the commutation relations are non-linear 
relations among the various currents, and hence fix the scale of these 
currents. They are obeyed by the currents but not by any other multiple 
of the currents (except that there remains an ambiguity in the sign of 
the axial currents). Since the physical weak and electromagnetic 
currents of hadrons are supposed to belong to an octet of SU(3) currents, 
the scale of the weak and electromagnetic interactions of hadrons is 
fixed. This fact now gives a precise expression to the universality of 
the weak interactions. 
Consequently there emerges a partial unification of the strong, 
electromagnetic, and weak interactions of hadrons. To wit, the space 
integrals of the time components of the weak and electromagnetic currents 
generate an approximate symmetry group of the strong interactions. 
These commutation relations have many consequences. Most theorems 
evolving from them have been in the nature of sum rules or low energy 
theorems (soft pion techniques). The final test of sum rules is only 
approximate, for the sum over intermediate states must be truncated 
in order to evaluate it. Similarly, the low energy theorems are 
2 
approximate in that they hold true only for zero four-momentum pions. 
Hence, if the results of these theorems disagree with experiment, it 
is not clear whether the trouble lies in the current algebra itself or 
in a subsequent approximation used in deriving the theorems. 
In conjunction with low energy theorems for pions, the hypo-
thesis of partially conserved axial vector current (PCAC) is useful. 
This hypothesis states that matrix elements (floAali) of the divergence 
oAa of the axial vector isovector current A
a
, (a = 1, 2, 3), may be 
IJ. 
represented by the pion pole contribution with no further momentum 
d d A (P P ) 2 2,. 'd ' 11 (d epen ence. t f - i = m
TI 
Lt LS L entLca y correct ue to 
the arbitrarines~in the choice of the pion interpolating field) but 
off the pion mass it amounts to assuming no momentum transfer dependence 
in the numerator of the pion pole. The hypothesis allows one to relate 
a weak hadronic processes (described by the current A ) and strong pion 
IJ. 
processes (described by the pion field). For example one can derive the 
Adler-Weisberger relation connecting gA (the axial vector beta decay 
coupling constant) and the pion-nucleon cross section. 
In addition to these tests, one can derive theorems having 
nothing to do with weak or electromagnetic processes by using the 
additio~l assumption that the currents (or rather their propagators) 
are dominated by spin a and spin 1 mesons with the same quantum numbers. 
The current commutation relations then turn into sum rules for certain 
strong vertices involving mesons. Unfortunately, when this assumption 
is used in conjunction with soft pion methods, there are certain results 
in wild disagreement with experiment. Notably the A1~ P TI width comes 
2 
out about 800 MeV, whereas the experimental width, while very uncertain, 
3 
is more like 80 t 35 MeV. Presumably this discrepancy is due to the fact 
that the pion in this decay is definitely not soft, for Of 
course there are other strong decays, e.g. K* ~ K TI, KA ~ K* TI, etc., 
which also cannot justifiably be treated with soft pion techniques since 
the pions involved do not have small momentum. 
It was to handle such problems of energetic pions that several 
authors investigated methods of doing current algebraic calculations with 
hard Pions
3
,4 (Terminology: "soft" pion means a 11 four components of the 
pion momentum PIJi approach zero; "massless" pion means that p2 = 0; 
2 2 "hard" pion means P = M ). The bas ic idea in these methods is to con-
TI 
centrate on certain matrix elements of currents and to supplement the 
PCAC hypothesis with momentum dependence derived from the poles of 
higher mass resonances. In addition, constraint relations among several 
vertices (Ward identities) are derived from the current commutation 
relations and are sufficient to determine the vertices (except for one 
undetermined parameter, fit to experiment). These methods and dispersion 
relations are the primary tools for the present investigation. 
B. Outline of Thesis 
We are interested in the radiative 1eptonic decays of pions and 
kaons and their analysis in term of the current algebra. For this purpose 
we will use the hard meson method of Schnitzer and Weinberg. 3 However, 
in order to calculate K decay we shall have to generalize this method to 
encompass strangeness changing currents (SU(3) rather than SU(2». The 
generalization necessary for our purposes is straight-forward and is 
carried out in Chapter II. 
4 
+ + In Chapter III we discuss TI decay, TI ~ Y t Vo The general form-
alism is set up and the form factors definedo The vector form factor we 
calculate from the conserved vector current (CVC) hypothesis 5 and also by 
dispersion relations using vector meson dominance 0 In the course of this 
discussion we shall spend some time discussing the pTIW vertex (and the 
related PTIY vertex) 0 The axial vector form factor we calculate by the hard 
meson method of Chapter II and again also by dispersion relationso We will 
be able to conclude that within the pole dominance approximation, the rele-
f"J 
vant form factor (H5 defined in Eqo (3033» cannot be unsubtractedo In sec-
tion III D we will investigate the possibility that one of the assumptions 
of Chapter II (the smoothness assumption) might be too severe and that 
corrections to it might change our resultso We estimate that the correc-
tions will produce only a small effecto Finally at the end of Chapter III 
we compare the results with the one existing experiment and find good agreemento 
We then turn to K decay and its attendant problems of symmetry 
breaking 0 The vector form factor is evaluated by a dispersion relation, 
since CVC does not hold hereo The axial vector form factor a
K 
is evaluated 
again both by the hard meson method and by dispersion relations and the 
results comparedo We shall have occasion here to embark on a discussion 
of various proposals for symmetry breaking and to propose some of our own 0 
Wide differences of opinion in the literature of symmetry breaking prevent 
us from claiming great accuracy in the K decay axial vector amplitude 0 
Fortunately our next result, the decay rate, is not very sensitive to aKo 
In section IV C we discuss the decay rate for K ~ Y e V and show 
that the branching ratio is ~ 2 X 10-5 , about two orders of magnitude 
5 
larger than one would expect from estimates of electromagnetic decays. 
(The non-radiative decay K ~ e V has a branching ratio of ~ 1.5 x 10-5 .) 
This result is independent of the details of symmetry breaking discussed 
earlier in Chapter IV. 
Since the final state contains a photon and a charged lepton, 
the decay is a candidate for observing the effects of possible time 
reversal noninvariance in the electromagnetic interaction. We investi-
gate this possibility in Chapter V. We conclude that photon polarization 
but no electron polarization asymmetry is produced. This fact is too 
academic to be of experimental interest at present. 
Finally, we summarize our results and conclusions in Chapter VI. 
6 
II. THE METHOD OF SCHNITZER AND WEINBERG 
We begin by developing here the hard meson method of Schnitzer 
3 
and Weinberg and derive the necessary formulas used later for TI and K 
decays. These authors originally restricted themselves to isospin for 
simplicity, but for strangeness changing decays we shall need the extended 
formalism for the group SU(3) x SU(3). 
All the decay amplitudes of interest can be expressed as the 
Fourier Transform of vacuum expectation values of time ordered products 
of currents and current divergences. Hence we are interested in n-point 
functions of currents. In fact we will concentrate on 3 point functions 
since they are sufficient for the decays of interest and because the alge-
bra becomes very complex for higher n-point functions. 
We want to evaluate 
J iqx -ipy I f abc }I > NvA(q,p) - dxdye e (0 T~oA (x), AV(Y) , VA(O) 0 , (2.2) 
and 
J iqx -ipy I f abc } I MA(q,p) - dxdye e (0 T~oA (x), oA (y), VA (0) 0> . (2.3) 
We have in mind the case that VA is the electromagnetic current (VC=v3+~8) 
and the axial currents have the quantum numbers of the charged pion or 
kqon (a,b = 1±i2, or 4±i5) , but the initial formalism is general. 
7 
These three vertex functions obey certain Ward identities implied 
by the current algebra. (The divergence of a T product of three currents 
contains equal time commutators. See Eq. (B.2) in Appendix B. This 
equation is the Ward identity. Current algebra gives us these commutators.) 
These identities are the basic equations used to evaluate the vertex:func-
t ions. We are then able~ FO .re la te divergences 6f three: po int . fiunc tion~ to 
other three point rune t ions andtotwopoin t functions'.· ·Certa in -T ptoduc t 
identities ,su~i3.r:ized .it}. Appendix B, ~re necessary. 
Since there exist stable 0- mesons and 1- and 1+ resonances with 
the same quantum numbers as the currents, the functions ~, Nv"A.' and 
M , will have poles in momenta at the masses of these particles. We 
~Vl\ 
now exhibit these poles and thereby define "proper" vertices r which are 
free of poles. (Our currents are ~ times those in ref. ( 3 ). We also 
find that the notation simplifies if the factors of gv and gA in ref. ( 3 ) 
are absorbed into the definition of the r vertices.) 
M~v"A. (q,p) 
F2 
a ql/V . V 
= i fabc 22' 2 2 i:I"A.Tj(k} fTj(q,p) 
(q -M ) (p -}l,) 
a a 
+ i f abc 
(2.4) 
F M2 F 
NVA.(q,p) f 
a a~ V = -z--2 2 2 8A.~(k) r~(q,p) abc 




+ f b 
a a 




~(q,p) i f 
a a 
r~(q,p) (2.6) = 2 2 2 2 8A. ~(k) abc 
(q -M )(p -M ) a a 




In these equations, f b is the usual SU(3) structure constant, 
a c 
and k = p-q. F is the weak decay constant, and M the mass, of the 
a a 
pseudoscalar meson. For strangeness conserving currents F is the pion 
a 
decay constant, F , defined by 
TT 
(2.7) 
M is the pion mass, A stands for the axial vector isovector current. 
a 
For strangeness changing currents, F is the K decay constant, M the 
a a 
kaon mass, and A stands for the strangeness changing axial vector current 
with ~e quantum numbers of the KA meson. Charge conjugation invariance 
forbids D type coupling. 
V A 
The propagators 8 and D. are the covariant spin 1 parts of the 
vector and axial vector currents, defined by 
9 
Figure 1 
Diagrammatic decomposition of Nv~' The coupling 
constants gv and gA' which should appear at the ends 
of the vector and axial vector meson propagator lines 
AV A 
u and D. • have been absorbed into the definition of 
r~ and rcr~' In the text Eqs. (2.4) - (2.6), 

















= dm2 (1) 2 ~ 
= -s 2 2 P V (m )(gATj- 2,)oab 
o k -m m 
(2.9) 
and 
° ,/ (k) = . ab WJ (2.10) 
(2.11) 
In Eqs. (2.8) and (2.10), the contribution (if any) of spin zero particles 
in the intermediate states is to be dropped. The weight functions pel) 
and p (~) are defined more explicitly in Appendix C'. These weight func-
tions are to be saturated by the l± resonances so that ~ and ~V become 
(proportional to) the vector meson propagators. To the extent that the; 
propagators are saturated by a single vector meson, the vertices r 
correspond to "proper" vertices among three particles. This simply means 
that the numerator of the poles in N or M (i.e., r) evaluated at the poles 
is the three particle coupling constant, and off the poles the r's corres-
pond to an off shell three particle vertex function. 
In the case of K decay, for the isoscalar part of the electro-
magnetic current (c = 8), both the ill and ~ mesons contribute poles to the 
Nand M's. Then if one wanted to talk about a "proper" ill or ~ vertex 
(say, for example, KA-K-ill) one would have to introduce a r~ and a rill. We 
V shall not have occasion to do this, but ill and ~ will contribute to ~ for 
K decay. 
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We have thus far only defined the proper vertices f. The method 
of evaluating the M~v~, Nv~' and ~ is as follows. 
1. Exhibit the contributions to the MiS and N from the 0- and 
vector mesons by displaying their poles and defining the 
pole-free vertices f. This we have just done. 
2. Use the current commutation relations to write the independent 
Ward identities for the MiS and N. 
3. Rewrite the Ward. identities in terms of the fs. 
4. Assume the proper vertices f are smooth functions of their 
arguments (meson;: dominanCe); .' 'l'hi~ is'''done'by'writing 
them as low order polynomials. 
5. Use the Ward identities obeyed by the fs to determine the 
coefficients in these polynomials. 
We proceed now to step 2. 
There are five independent Ward identities for the vertex 
~ 
k ~(q,p) = 
k~Nv~ (q,p) = 
vN ( .) p v~ q,P. 
By contracting with p and q they are found to be 
i f abc 
f abc 
F2 M4( 1 
a a 2" 2 q -M 
q 
F2 M2[ V 













2 2J p -M 
a 
(2.13) 
+ (!f term (2.14) 









Several additional maneuvers have been used to arrive at these 
forms. For a strangeness changing vector current, oV ~ O. We are here 
considering only the case that V is the electromagnetic current and 
therefore conserved. Equations (2.12)-(2.16) hold true only if oV = O. 
Secondly there is, strictly speaking, an additional term (a term) 




(y)]6(xo-Y0)' Although this commutator is unknown, its presence makes 
no difference for our results which are drawn primarily from Eqs. (2.15) 
and (2.16), so we have not bothered to write it explicitly. 
Thirdly we have used the identity B-4 of Appendix B to eliminate 
terms such as [V~(x), oAa(O)] which arise. For the T product of two 
currents, the spectral representation of Appendix C has been used. The 
single particle 0-, 1± states have been assumed to saturate the spectral 
functions. We have also used the equality of th~- vector and axial vector 
Schwinger terms, discussed in Appendix D, to eliminate the non-covariant 
parts of the T-product. 
Now with a little algebra we can perform step 3 and express the 
Ward identities in terms of the rls. One finds 
A. 
k rA. (q,p) = 
2 
gv -1 2 2 





k f(i1)...(q,p) (2. 18) 
(2.20) 
In these equations, gv stands for the coupling of the vector meson (say 
the pl) to the vector current and gA that of the axial vector meson (say 
the A1 or ~) to the axia 1 current: 
(Olvalpb(e,p) ° g e IJ. ab p IJ. 
(OIA~IA~(e,p) = cab gA e IJ. 
MV(M
A
) is the mass of the vector (axial vector) meson. We have saturated 
the spectral functions with these mesons. (~v(k)-l) is the matrix 
\))... 
inverse of the propagator. 
(2.22a) 
-2 2 2 -g [(k -M~) g -k k ] Vv \))... \) ~ (2.22b) 
15 
.. Similar equations hold for t::.A . In the case of the isoscalar part of the 
electromagnetic current,t:,V contains both 00 and ~, 










) [g _.. J 





Equations (2.17) - (2.21) are correct for the isovector current (when 
gv = g , K_ = M). For the isoscalar current when 00 and ~ contribute, p -1/ P 
the factor of 
(2.23a) 
must be replaced by 
(2.23b) 
16 
We now invoke the meson dominance assumption (step 4) as follows. 
For small « 1-2 GeV) momenta the proper vertices r are supposed to be 
~ 
slowly varying functions of their arguments. We shall take them to be as 
smooth as possible consistent with the Ward identities, Lorentz invariance, 
and crossing symmetry. 
In the present context crossing symmetry manifests itself in 
Eqs. (2.1), (2.2), (2.3) in the fact that the T product is a symmetric 
function of its arguments. Thus in Eq. (2.1) 
Mabc ( ) ~VA q,p 





( ) V~A -p,-q 
-rV~A (-p,-q) . 
(2.24) 
(2.25) 
Now Eq. (2.21) shows that r VA is completely determined by r~VA 
and Eq. (2.19) shows that r
A 
is completely determined by r VA ' Thus we 
are free to choose only r~VA' Since this function has three indices, it 
must be at least linear in momenta. Equations (2.20) and (2.21) then show 
that, since the inverse propagators are quadratic, the Ward identities 
can be satisfied if r , is linear. Therefore, consistent with our deci-
~V/\ 
sion to make the proper vertices as smooth as possible, we take r 
~VA 
linear in momenta: 






so that r , depends on only three parameters: 
\..1,'\1/\ 
r ,(q,p) = DIg (p+q), + D2(g ,k -g ,k ) ~VI\ ~v /\ ~/\ V V/\ ~ 
where we have chosen Dlbl , D2 == -bS' D3 =b3 +.b5 , 
(2.26) 
(2.27) 
If this is now inserted in the Ward identity,Eq. (2.20), we obtain two 




The third parameter is undetermined by this method and must be obtained 
by later comparison with experiment. If we introduce in its place the 
parameter 0 by 
or 




Inser t ing th is 
(2.29) 
In this equation and in Eq. (2.28), the replacement Eq. (2.23) is to be 
made if we are working with the isoscalar electromagnetic current. In 
addition, the factor 
for a single vector meson is to be replaced by 
for the w and~. Also, y2 = -~ if there is only one vector meson, or 
2 2 
y = X (Eq. (2.22e» if the w and ~ contribute. In the future we shall 
actually need only the coefficient of g\)A inT\)A' 
Equation (2.19) then gives us fA which we quote for completeness 






g g -1 
~(~~) (o+l)(k'p q, -k·q P,) 
M4 ~2 /\ /\ 
"A --v 
(2.30) 
These are the results we were seeking. When these r's are inserted 
into Eqs. (2.4), (2.5), and (2.6) there result on-shell current alge-
braic expressions for the vertices M~VA.' NVA.' and ~. 
We note that we have assumed a polynomial form for the r's only 
for small arguments. In particular, no :assumption was made about the 
asymptotic behavior of the matrix elements. Thus, whenever this method 
is applicable in a calculation, it will complement the method of disper-
sion relations in which the question of subtractions is directly related 
to the asymptotic behavior. Hence it may be possible to gain some infor-
mation about subtractions by carefully comparing the Schnitzer Weinberg 
method with that of dispersion relations. 
It remains only to determine o. This has been evaluated
3 
by 
choosing 0 to fit the experimental Al~P+rr width and p~+rr. As there is 
some uncertainty in these widths, 0 cannot be pinpointed. Instead one 
can conclude only that -1 < 0 < - ~. ,..... ,..., 
After obtaining results for TI decay, we shall investigate in Chap-
ter III, section D, the possible corrections to our answer occasioned by 
keeping higher than linear terms in r " We now proceed to a discussion 
~v/\ 
of TT decay. 
20 
III. 'IT DECAY 
A. General Formalism and Inner Bremsstrahlung 
Having determined the general hard meson formulas for the three 
point functions, Eqs. (2.28), (2.29), and (2.30) we turn now to the specific 
decays 'IT ~ Y £ v and K ~ Y £ v. The general formalism and form factor 
structure are, of course, the same for both 'IT and K decay. We concentrate 
on 'IT decay in this chapter since the strangeness changing currents inK 
decay involve us in a separate discussion of symmetry breaking which we 
reserve for Chapter IV. 
Figure 2 depicts the decay 'IT+(~ ~ y(k) + £+(p) + v(q) 
in the pion. rest frame and defines useful angles. The decay may take 
place in part via the diagrams of Fig. 3 in which the photon is emitted 
from a charged particle before or after the weak vertex. The sum of 
diagrams 3a and 3b is not gauge invariant, however, so a contribution from 
diagram 3c is conventionally added. (These three diagrams fallout 
naturally if the minimal gauge invariant substitution 0 ~ -ieA is made 
iJ. iJ. iJ. 
in the free Lagrangian.) The sum of these three is termed Inner Brems-
strahlung and is given by perturbation theory as 
(3.1) 




The decay n+(or K+) ~ Y t+ V in the rest frame of the 




, n'3 is 
convenient for discussing photon polarizations. 









The three Feynman diagrams for the bremsstrahlung 
+ + amplitude for TI ~ Y ~ v. Diagram 3c is necessary 






from the lepton bremsstrahlung (Fig. 3a), the remainder is due to hadron 
bremsstrahlung, and ~IB can be written 
- i (3.3) 
where 
(3.4) 
is the weak lepton current. This hadronic contribution will be identifi-
able as the Born term in the general formalism to be discussed next. 
Decays not taking place via inner bremsstrahlung are called structure 
dependent (SD). From second order perturbation theory (see Appendix A) 
the entire decay amplitude can be written 
(3.5) 
where 




(x) is the hadronic electromagnetic current and 
~ ~. ~ 
e~ is the photon polarization vector. l-i2 l-i2 . . V and A are ~sosp~n lower-
\) \) 
ing weak hadronic currents assumed to obey the usual commutation rela-
tions summarized in Appendix A. e is the conventional Cabibbo angle. 
the form 




The axial-vector part of ~V contains the Born term from inner brems-
strahlung and a structure dependent part in terms of which the axial vec-
tor form factor a is defined: 
TT 
P (P-k) 
= Ji.F [g + Up k V]+a [p. k g - P k ] 
TT!-LV . TT !-Lv !-L V 
(3.8) 
Since both the inner bremsstrahlung (m
LB 
+ first term of Eq. (3.8» and 
the vector amplitude Eq. (3.7) are gauge invariant, so must be the SD 
axial vector amplitude (second term of Eq. (3.8». This determines the 
form of the coefficient of a to be that given. 
TT 
F is the isospin pion decay amplitude defined in Eq. (2.7). 
TT 
(Experimentally, J2FTT ~ 0.96 ~.) The factors of i have been chosen so 
that the SD form factors v and a are real if time reversal invariance 
TT TT 
holds. ~v' VTT , and a are functions of k
2 and P.k (or Q2 == (P -k) 
2 = TT 
m2 + k
2 
- 2P 'k) in general. k
2 = 0 for the physical process. TT 
The foregoing outlines the formalism and bremsstrahlung contribu-
tion and defines the two form factors of the SD amplitude. It carries 
over intact for K ~ Y t v with the replacement of FK for F
TT
, sinS' for 
cosS, and the 4-i5 component of the currents for l-i2. The K decay form 





Our task is now to evaluate the vector and axial vector form 
factors. 
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.B. Vector Form Factor and the wgTI Vertex 
There are several approaches one might take to determine V . 
TI 
1. evc Me th od 
It has been known for some time
6 
I 
that the vector form factor v 
TI 
may be related to the decay TIo ~ yy via the CVC hypothesis. An isospin 
rotation on the TI+ and Vl - i2 in Eq. (3) to turn them into TIo and v3 will 
i relate the left hand side of that equation to the amplitude for TIo ~ yy. 
The result is 
= (0.0254 + 0.0025) -1 m 
'IT 
(3.9) 
using the experimental TIo lifetime of (0.89 ± 0.18) X 10-16 sec . This is 
presumably a reliable method (except for the large errors in the TIo decay) 
since it depends only upon the well founded CVC hypothesis. 
2. PCAC Method 
If, in the left hand side of Eq. 
7 according to the usual LSZ procedure and 
(3.7), we contract the pion 
- 2 -1 1+i2 
use [J2F m ] oA for the 
TI 'rT 
interpolating pion field, we can express V as the vacuum expectation value 
TI 
of the T product of two vector currents and the divergence of an axial 
vector current. We might then use the Ward Identity satisfied by this 
function to bring the divergence outside the T product. (Eq. (B.2) in 
28 
Appendix B.) Then v is expressed as the divergence of a three point 
TI 
function plus terms involving equal time commutators' which are known. The 
PCAC approximation now enters by assuming the hard pion amplitude differs 
only slightly from the amplitude extropolated to P 
~ 
O. This soft pion 
amplitude is calculable from the resulting equations. 
However, suspicion has recently been cast on these methods. 
Adler,8 Jackiw and Johnson,9 and Gerstein and JackiwlO have shown that, 
within the context of a perturbation theory model, the usual Ward identity 
for this three point function is not satisfied. The reason is that 
there is a triangle graph (see Fig. 4) which contributes which is 
linearly divergent and therefore dependent upon the labeling of the 
integration variable. If the graph is defined so that the vector indices 
obey the usual Ward identities (i.e., are conserved), then the axial 
vector index does not obey the usual Ward identity. There is no way to 
define the graph so that all three vertices obey their usual divergence 
equations. 
If the vector vertices both couple to photons, then Adler has 
argued that the triangle graph must be defined by requiring the vector 
vertices to have zero divergence. This is necessary to maintain gauge 
invariance of the electromagnetic coupling. However, if gauge invariance 
is not required, for example if a vector index couples to a lepton pair 
or a massive vector meson, then there does not appear to be any require-




The Triangle Diagram contributing in lowest order 
perturbation theory to the vertex function of two 
vector currents and one axial vector current. The 
graph is linearly divergent. If the integration 




t p ~ ~ +' Q 
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Gerstein and Jackiw show that this anomalous behavior occurs in 
the three point function for AVV currents but not for AAV currents. 
Consequently there is no danger in using the Ward identities as in 
Chapter II for the AAV vertex to determine a 
TI 
Aside from this problem of definition, the contribution of the 
graph is further model dependent. It depends upon the nature of the 
fermion and the number of fermions the model allows to contribute to the 
loop. For example, for electromagnetic couplings, one answer is obtained 
if the loop is composed of nucleons, while a different answer is obtained 
if the loop is composed of quarks. 
The effect of the triangle graph seems to be very real since it 
supplies the only reasonable resolution of the early paradox that soft 
and hard pion current algebra forbid TIo decay.a,ll Evenso,·the' graph is 
defined for this electromagnetic process by gauge invariance and the loop 
is assumed to be a proton (a quark model predicts an amplitude too small 
by a factor of 3). Thus even this resolution is not very convincing. 
The effect of the triangle graph, in particular the impossibility of 
maintaining the axial vector Ward identity and both vector Ward identities, 
has been overlooked by previous authors. 
. 12 
The conclusions of Perr~n and 
13 14 
of Brown and West that current algebra and the Algebra of Fields 
commutation relations force the WpTI vertex to vanish need no longer hold. 
Because of this suspected invalidity of the Ward identity, and 
the ambiguities involved in redefining it, we do not pursue the PCAC 
method any further. Instead we turn to a dispersion relation approach. 
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3. Dispersion Relations;snduthe wpn Vertex 
We may obtain a dispersion relation for v by the following 
n 
procedure. In Eq. (3.7) insert a complete set of momentum eigenstates: 
We have translated the argument of j (x) to the origin and have written 
IJ. 
j = j (0) V l-i2 = V l-i2(0). The absorptive part a of the amplitude 
IJ. IJ. '~ ~ IJ.~ 
(times i) is defined by the even part of the e function in Eq. (3.10): 
(3.11) 
We hold k
2 = 0 fixed and choose to write a dispersion relation in 
2 2 2 
(t-k) = Q = (p+q) . Then, by the momentum 8 function, only the one 
photon state contributes to the first sum on the right hand side of 
Eq. (3.11), and since (0\ jlJ.\Y) = 0, it contributes zero. To the second 
sum, the lowest state that contributes is the two pion state. To evaluate 
it, we assume that the two pions predominately· occur in the r.egion of the 
p ~nd that thep pole contribution is a valid approximation to the irtter-
'mediate state. -Then with the definitions 
= J2 g e p \) 
we may write the absorptive part as 
where n = + ,j-2 2 
o n +m 











We have here assumed an unsubtracted dispersion relation (USDR), i.e., we 
have simply dominated the channel corresponding to the energy of the lep-
ton pair by the p meson. 
We have now to determine g and G 
p PTTY 
the leptonic decay of the p: p~e+e- via 
2 
+ 4 2 ~ r(p~e e-) = JITa 3 
M 
P 
g may be obtained from 
p 
(3.16) 
and from the experimental width of 7.0 keV (we use M = 763 MeV, 
p 
r p = 1(15 MeV to be cons is tent with the va lue obtained from e+e -~+TT-
experiments). One obtains 
g = O.lOS 
P 
Alternative ly, the KSFR re lat ion 15 predicts 





As there is n~i exper imenta 1 number for p -m y (there is however 
an upper limit) we cannot get G directly from experiment. We there-
pTTy 
fore use SU(3) symmetry to relate it to WS~oY and then the quark model 
to relate WS~oY to WrlIT0y. The calculation proceeds as follows. 
Let Vi(P
j
) stand for the ith(jth) member of the vector (pseudoscalar) 






Wa = sine W + cose ~ 
(3.21) 
Wl = cose W - sine ~ 
anq the quark model va1ue 16 . 2e s~n = 1/3, 
_ J1. 
G -. 1/3 G '!'TO + 3 G pny ., .W" Y qmy (3.22) 
Now the ~:rry coupling is experimentally anomalously small, and the quark 
model pradicts G = O. We therefore take 
qmy 
using r(WrlTI°y) = (1.16 + 5%) MeV. This value of G predicts 
PITY 
r(p -+n y) 
2 
= ~2 p3 
12:rr PITY eM. 
= 0.12 MeV, 
consistent with the experimental upper limit of ~ 0.4 MeV. 
(3.23) 
(3.24) 
If instead we use the mixing angle sin2e = 0.4 obtained from the 
36 
observed mass of to and tp and the Gell~Mann Okubo mass formula 
(3M
8
2 = 4~2* - M2, M = 783 MeV, M = 1019 MeV imply sin2S = 0.402, 
-~ P to tp 
M8 = 932 MeV) and G also obtained from th is angle (G :. (J'l:.. sinS -JlcosS) tprry tpny 3 . 3 
Gtony ' from which r(~y)/r(~all) ~ 0.5%), then 
GpTTY = [J3 sine + J; coSS(Jt sinS - Jt cosS)] GtoTTy 
= 0.397 Gumy = 1.16 GeV- l (3.25) 
A third alternative value for G might be obtained from vector 
PTTY 
meson dominance of the nyy vertex and other determinations of the various 
vertices. Ignoring the tp contribution, p and to dominance predict the 
following relations: 
1 gto 
G - ,-G 




= 2~..L gto G 
M 2 J3 M ~ topn 
p to 





G has been determined 1i from the Veneziano model and ~3n to be 
topn 
-1 18 
~ 21.5 GeV while superconvergent sum rules 
-1 
predict 20-21 GeV . 
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Let us take the value G = 
wprr 
-1 
21 GeV . Rho dominance and the experi-
mental ~Oy, Eq. (3.27), predicts a different result: -1 16.3 GeV . 
And p,w dominance and the experimental rrO~yy predicts yet another result: 
11.5 GeV-
1
. (We have used r(rrO~yy) = ~2G~yM~0 = 7.3 keV, 
a = e 2/4rr = 1/137. We also need g. For this we have used the value 
w 
2 2 19 
g = 0.43 g as determined by Das, Mathur, Okubo from a modified w p 
Weinberg sum rule. This choice is discussed in Chapter IV.) 
That is, experimental values for rr°-¥Yy, (J)-+rrOy and other 
determinations of G are inconsistent with the simple pole dominance 
prry 
model with a constant numerator. The numerator of the p and w poles cannot 
be a constant in the energies of the photon legs. If we fit a linear 
numerator to these three numbers,. we have 
(3.30) 
for the off shell wprr vertex. Continuing to Q2 
G = 1.04 GeV- 1 
prry (3.31) 
to be compared with Eqs. (3.23) and {3.25). 
Because the second method, Eq. (3.2~), is quite sensitive to the 
(unknown) ~rry coupling we suspect this method is less reliable. Hence-
-1 forth we use the value G = 1.0 GeV obtained from Eqs. (3.23) and (3.31). 
pny 
This predicts in Eq. (3.15) 




to be compared with the result Eq. (3.9) from CVC. We note that in 
the KSFR relation, Eq. (3.18), which employs PCAC in :Lts deriviation, 
there is always the question of whether F should be taken from the 
11 
experimental 11~~V rate or from the Goldberger Treiman relation 
JiF = 
11 




~l) r;;. d mass, gAG = - 1.18. This predicts ~2F = 0.8 M and woul 
11 11 
-1 = 0.029 M ,closer to the CVC value. This uncertainty, inherent 
11 
in all PCAC calculations, means that our results cannot claim to be 
accurate to more than, say, 15%. 
Our primary purpose in spending so much time on various determina-
tions of v is to show that an USDR gives a result comparable to the cve 
11 
result. Later when we discuss K decay we will not have CVC available 
and will be forced to use an USDR. 
Let us now turn our attention to the axial vector amplitude. 
C. Axial Vector Form Factor 
We shall determine the axial vector form factor in two ways; first 
by the hard pion method of Chapter II, and secondly by dispersion rela-
tions. We shall find that the relevant form factor (H5 below) cannot be 
unsubtracted. 
When discussing dispersion relations it is convenient to work 
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with the most general form for ~ : 
I.l.v 
(3.33) 
where we have exhibited the Born term (compare with Eq. (3.8». (The 
term proportional to k does not occur in Eq. (3.8) because there we 
I.l. 
used e'k=O, which we do not yet use in Eq. (3.33).) The remaining 
~ 2 
invariants H. are functions of k and k'E and are free of poles at 
1. 
k'E = O. (For the physical process, i.e., k2 = 0 and e'k = 0, the terms 
in H3 and H4 do not contribute~) 
Conservation of the electromagnetic current implies 
(3.34) 
so that if we call 
= -a (k·P) TT - , 
then the form Eq. (3.33) agrees with Eq. (3.8) for the actual decay. 
These same equations apply to K decay with the replacement of 




In the definition, Eq. (3.8), of ~ , we may contract the pion 
iJ.'V 
by the standard LS~ procedure, If we remain on the pion mass shell no 
approximation is made by replacing the interpolating pion field ~~+ by 
I ~.2F~2)-1~Al+i2, and h b _A . f h h . \~£. 0 we t ere y express m Ln terms 0 t e tree pOLnt 
iJ.'V 
function N considered in Chapter II. 
iJ.'V 
(3.35) 
with Q = ~-k and the SU(3) labels a = 1 + i2, b = l-i2, c = 3. (Only the 
isovector part of the electromagnetic current contributes.) We obtain a 
TT 
or H5 by extracting the coefficient of g from N From Eqs. (2.5), 
iJ. 'V 'ViJ. 
(2.22), (2.29) we obtain for the coefficient 
F~M;~ 1 1 [M2_Q2+k2 -f TT , 
abcp 2_M2 Q2_M2 k2_~ A 
A 
With f b a c 
2 = -2i and at k = 0, this is 
F M2 
- TT TT -
J2i 2 2 [J2F + ~·k & 
p -M TT 
- 7T 




gA -2 -2 gA 
~.k} -'"'-- (l-\.r -MA ) -& 2 2 F.2 Frr MA TT 
At the pion pole, Eqs. (3.35) and (3.33) tell us that this lastnexpres-
sion is related to ~5 = '2 F + k'P a by 
iI/ TT - TT 
41 
= J2 F + k'P a 
TT - TT 
so that 
This can be simplified by using the second Weinberg sum rule g!=g!, see 
Appendix D.,(which f~llow~ eq\lally. well fro~ the .f~r~t .sum rule and the 
experimenta·l fact MA ;= J2 Mp" and, g! = 2F~M:" so that 
This is to be compared with an earlier soft meson calculation
20 
which gave Eq. (3.36) without the factor of (-~). ~ was determined in 
Chapter II to be near -to 
We note at this point that since we are calculating only the 
coefficient of g in N ,only the second line of Eq. (2.5) contributes. 
\-L\) \)\-L 
The first line containing r~ has no term proportional to g~\). This 
guarantees that the a term in Eq. (2.14) will not affect our results 
since we have,no need to evaluate \ or rA.' and the a term does not affect 
the determination of N\)A. or r\)A. from Eqs. (2.15, 2.16) or (2.20, 2.21). 
2. Dispersion Relations 
We now discuss a 
instead with the general 
second method of determining a. We work 
TT 
"" 2 form factor H5 at k = 0. The absorptive part of 
42 
"" HS is obtained by inserting a complete set of states in the definition of 
~ in Eq. (3.8) and extracting the coefficient of g . As usual we "\b\) \oJ.\) 
assume the dispersion relation to be saturated by the lowest lying re-
sonances, in this case the Al meson. If we assume HS satisfies an 
unsubtracted dispersion relation (USDR) then we can easily obtain 
(3. 37) 
The conservations equation HS{k.~ = 0) = -J2~Fn determines the numerator 
in Eq. (3.37). One then obtains in a straightforward manner 
= (3.38) 
"" If instead one assumes HS obeys a once subtracted dispersion relation (ISDR), 
one obtains 
aba. HS 
'2 F + Y. Sd.V' rv~ n n v'(\)'-\) 
= -J2 F + \) n 
where \) = k·~ and again the absorptive part of HS has been dominated by 





2 2 J 
!: -q 
RiazuddIn. and Fayyazuddin21 have determined G
A 
independently by the 
ny 
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Schnitzer -We inberg method. This produces 
(3.39) 
Notice the two cases of USDR and lSDR differ by a factor of 
13/2 ~ -3/8. The hard pion result Eq. (3.36) agrees with the iSDR case. 
Numerically Eq. (3.36) gives 
0.012 




Now the hard meson method of Chapter II takes a different 
approach from dispersion relations. In the former, the amplitude is taken 
to have poles corresponding to the nearby resonances and a numerator 
which is assumed a low order polynomial for small arguments. In particular, 
no assumption is made about the asymptotic behavior for large momenta. 
It is possible that the true physical amplitude has the same poles with 
a numerator that starts off as some low order polynomial but then curves 
over and has a different asymptotic behavior (a~ would be the case if 
there were a high mass pole contributing to the numerator). The point is 
that the large argument behavior is irrelevant for the Schnitzer Weinberg 
formulation--it is a low energy method. This enables us to calculate an 
(and later a
K
) without any assumption about its high energy behavior. 
This is in sharp contrast to the dispersion relation approach 
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"" in which a specific assumptian is made as to. the behaviar af a
TI 
(ar HS) 
"" at infinity. If we write an USDR, we are explicitly assuming that HS" 
gaes to. zero. at infinity. If we rather guess that it appraaches a canstant, 
we wr ite a lSDR. We have seen that the assumptian that HS-+O as Q2-1ip gives 
us an answer (in the pale daminante appraximatian in saturating the 
disper sian integra 1) that disagrees by a factar af -8/3 fram the hard 
mesan methad (in which no. such assumptian was made). We have also. seen 
• "" ...1 2 that the assumptLan that HS-+ canstant T a as q -+=, leads to. a result in 
agreement with the hard mesan methad. We therefare canclude that, within 
the pale daminance appraximatian, HS(Q2) cannat satisfy an unsubtracted 
dispersian relatian. 
The anly way tha t th is canc lus ioq cauld be fa lse is if the 
smaathness assumptian were tao. severe, and that even far law mamentum a 
rapid dependence in the numeratar (r\iA. af Chapter II) is required. It 




via Eq. (2.21» is tao. stringent, and that higher arder terms must 
be kept. It is then canceivable that this wauld affect the determina-
tian af & and therefare af a. But in arder far this to. invalidate aur 
TI 
canclusian, it wauld have to. change the sign af 0 and change its magni-
tude by abaut 8/3. In the next sectian we investigate this passibility 
and shaw that such an accurrence is extremely unlikely. 
"" We are, hawever, unable to. canclude that HS requires no. mare than 
ane subtractian. It is canceivable that higher carrectians to. r \ can 
~\il\, 
change the evaluatian af a by perhaps 30% (see next sectian) , while at 
TI 
the same time a twice subtracted dispersian relatian (if it cauld be 
45 
evaluated) might give a result differing from the lSDR result, Eq. (3.39), 
,.... 
also by 25%. If such were the case then H5 would indeed require two 
subtractions. 
Let us now show that h~gher polynomial terms in r do not 
J.i.VA. 
affect our conclusion. 
D. Cubic Corrections to r~VA. 
In order to show that higher terms in r \ do not greatly affect 
J.i. v/\ 
our results, we shall keep terms of third order in rJ.i.VA.' so that the most 





The a., b., and b~ are constant coefficients. The crossing symmetry 
1. 1. 1. 
requirement, Eq. (2.25), now implies 
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a l = a2 
a3 = a6 
a4 = a 7 
as = a8 
b l = b2 b3 = b6 b4 = b5 
1 b? b l b2 b
l 




l b2 b l b2 = b
l 




3 b3 = b
3 
b
3 = b3 (3.43) 1 2 3 6 4 5 
Only 16 of the 32 coefficients are independent. Choose those with odd 
subscripts to be independent. 
Subjecting Eq. (3.41) to the Ward identity Eq. (2.20) (the left 
hand side of which now contains quadratic and quartic terms, while the 
right hand side is purely quadratic), there result eight homogeneous 
equations among the a. and b~: 
~ ~ 
1 2 




1 = 0 
b
l + b l 3 5 + ~(al + a3) 0 
2 2 
- ~(a a3) 0 b3 + b5 + = 1 
b3 + b3 + Hal - a ) = 0 3 5 3 
b2 b l + ~(a + 8 7) = 0 5 5 5 
as - a = 0 7 
bl 3 
_ b2 
3 - Ha 5 + a 7) 0 (3. :44) 
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and two inhomogeneous equations among the coefficients b. which are the . L 
same as if no cubic terms were present. (Eqs. (2.27a» Thus one of the 
b i and five of the ai' bi are undetermined. Of the bi' let us choose bS 




are fixed byEq. (2.27a). Recall 
5 = -2-b S/b l is linear in bS ' 
We wish the corrections to the coefficient of gv~ in rv~' Since 
rv~ comes from q~r~v~ according to Eq. (2.21), the only corrections arise 




1- 2L 3 2 
r~v~ = cs 2 + Cs 2 + Cs &.) 
MA MA M2 
P 
+ q~(b6 + l~ 2sC. 3 k
2 
(3.4S) c6 2 + c6 2 + c6 2")] + ... 
MA ~ M P 
. 2' 
where we have exhibited masses to make the coefficients ci~M bi) dimen-
sionally the same as b.. Remember we have chosen odd subscripts so that 
L 
b6 and ci are actually b3 and c~ according to Eq. (3.43). 
Non zero values of c j would be produced by higher mass dynamics, 
i 
for example a resonance with the same quantum numbers as the p or Al but 
of greater mass. To estimate their effect, let us suppose they may be 
approximated by a resonance with the quantum numbers of the p at about 
twice the p mass. (We could equally well have chosen the AI') This 
resonance would supply 
where M~ ~ 2M is the resonance mass. 
p 
3 3 This will make Cs (or c6) come out 








(or &) are determined from the 
48 
A1~pn and p~ widths, k2 is set equal to M! and b
5 
and b6 will be found 




will also vary by 25%. Instead 
of the limits 1<0+2<1.5 as previously determined with c~=O, the lower limit 
"'" "'" ~ 
1 will change by "",25% to, let us say, 0.75 or 1.25, and the upper limit 1.5 
will change by "",25% to 1.13 or 1.87. Then the limiting values of 0+2 will 
be either 
0.75 < 0+2 < 1.25 
"'" "'" 
or 
1.13 < 0+2 < 1.87 . 
"'" "'" 
That is, 0 will obey 
-1.25 < 0 < -0.75 
"'" "'" 
or 
-0.87 < 0 < -0.13 . 
"'" "'" 
These limits are not very different from the original -1 < 0 < -0.5. 
"'" "'" 
In order to make 0 change sign and change in magnitude by nearly a 
factor of 8/3, several such resonances at not too high energy would have 




in Eq. (3.45). From 
the above estimate we find this possibility very unlikely. We conclude 
that the original linear approximation to r , is a safe one for the 
'jJ.\)1\ 
determination of an (or a
K
). Effects ,of higher order terms should change 
o by, let us say, not more than 30%. As 0 is determined only to lie 
between -1 and -~, we are not losing much information. 
E. Comparison with Experiment 
Having determined the SD amplitude we now compare our results 
. h h .. . 22 
w~t t e one ex~st~ng exper~ment. The kinematics and various differential 
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23 decay rates have been worked out by Brown and B1udman. (See also our 
Chapter Iv, section C.) The inner bremsstrahlung process is proportional 
to TI+~£+V and will completely dominate the SD decays for the muon mode. 
But for the electron mode, for which TI+~e+v is small (branching ratio ~ 
1.2X10-4), the SD will dominate if one observes stopped pions decaying 
into photons and electrons in opposite directions (for which the brems-
strah1ung graph, Fig. 3a, is small). This was done in ref. 24 in which 
they observed 143±15 events and attributed 110 of them to SD decays. They 
restricted themselves to events for which the electron and photon energy 
were each >48MeV. For comparison with experiment it is convenient to define 
YTI - a Iv TI TI (3.46) 
20) 











where 0) = k is the photon energy, E = P the electron energy, and Q the o . 0 0 
neutrino energy. x, y, z are these energies in units of their ~aximum 
MTI/2. Energy conservation reads x + y + z = 2. 
The differential SD decay rate is 
2 d WSD 
dxdy 
2M 3 2 2 2 2 
TI (e G sinS M v )2 (l-x)[(l-Y) (l-y) +(l+y) (l-z) J. 
(8TI)3 TI TI, 
(3.50) 
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where we have dropped the subscript on y. Reference 22 finds two 
TI 
possible values for y: 
y = 0.4 or -2.1 (3.51) 
The authors do not quote errors on y. They quote an experimental branch-
-8 
ing ratio for wand E each> 48 MeV of (3.0+0.5)X10 . 
From our Eqs. (3,9) and (3.40), we find 
in close agreement with the positive value in Eq, (3.51). 
(3.52) 
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IV. K DECAY 
The general formalism and bremsstrahlung analysis discussed in 
section IlIA for TI decay holds equally well for K decay. We need only 
replace cose by sine, FTI by FK (Jz FK is the charged K+ ~ ~+v decay 
amplitude), and work with the 4+i5 component of the currents instead of 
the 1+i2 component. With these replacements the SD vector and axial-vector 
form factors vK and aK for K decay are defined by Eqs.(3 .. 7) and (3.8). 
Let us then immediately turn to a discussion of vK' 
A. The Vector Form Factor 
For both vK and ~ the problems raised by symmetry breaking 
forces are more severe than in the pion case. Thus there is no cve 
hypothesis for strangeness changing currents which'might allow 
us to evaluate v as ·'we,did,for·· v' "Consequent 1y we must·· K ,.... . .. TI' 
resort to dispersion relations. As mentioned in Chapter III, an USDR for 
v gave nearly the same result as CVC and TIo decay, so that we shall 
TI 
proceed on the assumption that v
K 
satisfies an USDR. 
The formalism is the same as that discussed for v . Here we 
TI 
saturate the intermediate states with the K* meson and obtain 
(4.1) 
where gK* is the coupling to the vector current 
(4.2) 
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* and the K Ky vertex is defined by 
(4.3) 
We must now determine gK* and GK*Ky . 
1. Determinat iOn of gK* 
The first Weinberg Sum Rule (see 'Appendix D) predicts 
2 2 
gK"( 
= ~ FI;; 2F2 
~* M2 TT P 
(4.4) 
if the contribution from the (hypothetical) 11 meson is ignored. If it is 
included, the sum rule is mo'dified to read: 
(4.5) 




= 0.12 GeV 
(4.6) 
Before discussing the modifications produced by the 11 meson in Eq. (4.5), 
let us ask for the value of gK* predicted by K* dominance of the K.t3 




(4.7) = 2 
MK* - t 
then f+(O) = 1 implies 
IgK*1 = 0.156 ~* (4.8) 
If f+(t) is once subtracted 
= (4.9) 
then the slope parameter ~+ = 0.023 implies 
(4.10) 
That is, these two values straddle the Weinberg sum rule value without a 
x meson. 
situation on f+(O) has been summarized by 
.24 
The and F Weinberg. 
x 
Values of IF IF 12 from 0.0 
11.' 'IT 
to 0.2 have been suggested. Even the largest 
of these (0.2) decrease 2* gK by only 10% in the sum rule Eq. (4.5) . This 
is still within the values obtained ftom Kt3 decay. There seems to be no 
compelling reason to choose any particular value for F IF. We can say 
x 'IT 
only that a non zero value for Fx will lower the value of gK*' In view 
of its small effect, we ignore the x meson and use the value for gK* 
given in Eq. (4.6). From the above discussion we may expect this value 
to be reliable to within 5%. 
2. Determination of G * K·Ky 
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The simplest way to obtain GK*KY would be to assume SU(3) symmetry 
as we did for G and relate it to w-m°Y. A ca:1c.ulation similar to that 
PTTY 
of Chapter III yields 
G 
PTTY 
= 1 G ~ O.98GeV- l 
3 umy (4.11) 
We have to relate the coupling to WriTTOy' since that is the only decay for 
which an experimental number is available. If there happened to be an 
experimental number for, say P~ y, this would give another, presumably 
different, value for GK*KY using the same symmetry Eq. (4.11). Thus even 
the "SU(3) symmetric value" for G * is not unique. K Ky 
The only way of obtaining a broken symmetry value for GK*KY seems 
to be to assume the photon leg is dominated by the vector mesons p,w,§, 
= 1: V=p,w,§ (4.12) 
and try to break the symmetry in the coupling constants in the numerator. 
(In Eq. (4.12), G = G . is the coupling of the vector mesons to the 





G = gp P 
G = 1/-/3 g w w 
G~ = 1//3 g~ (4.14) 
with gp defined in Eq. (3.12), gw in Eq. (3.29), and g~ similarly). 
Even this way we only have theoretical methods to discuss the G
V
' We 
therefore take GK*KV from nonet symmetry 
and discuss symmetry breaking in the G
V 
(or ~). Equation (4.15) comes 
from the invariant PVV coupling 
= gpvv Tr rP l! V (4.l6) 
.where <P'is the usual traceless 3 x 3 matrix of the pseudoscalar mesons and 
; J3P o+WS 1 + *+ + --W P K - -1 J6 J3 
V 
-J3po+wS wI *0 
= p +- K 
J6 J3 
*- -2 w 
. wI 
-.-.:- - S +-K * K 0 J6 /3 
is the vector meson matrix including the SU(3) scalar wI corresponding 
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to the trace of V. (In the language of the quark model, wI = 
1 - 11 J3 (pp + nn + AA) so that the three diagonal elements of are pp, fin, 
and AA.) When wI and W8 are expressed in terms of W and ~ as in Eq. (3.~~) 
with the mixing angle sine = 1/J3, then expanding Eq. (4.16) leads to the 
relations Eq. (4.15). 
We now turn to a discussion of the symmetry breaking in gV' 
First notice that gv can be obtained experimentally from the 
decays ~e+e-, p .... e+e-, and ~ .... e+e- according to the equations 
2 
2 gn 
















where rV means the width for V .... e+e-. Unfortunately the experiments are 
not yet very precise. 25 Most recent values are 
(We have 'used 
f 2/ 2 d or gw g(il an 
Table I. 
r 7.0 ± 1.4 keV 
p 
r = 0.86 ± 0.26 keV 
W 
r ~ = 1. 33 ± 0.22 keV . 
115 ± 20 MeV for the (il-+TTTT width.) 
g!/g! (without errors) are listed 
(4.18) 
The experimental values 
in the first column of 
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Table I 
Exp. DM019 08 26 Rockmore 27 Present 
s in2e=l/3 sin2e::;:0.402 
21 2 
goo gp 0.40 0.43 0.24 0.333 0.482 0.557 
r Ir 0.12 0.14 0.078 0.107 0.156 0.181 
00 P 
2 2 1.33 g~/g 1.03 p 
1.43 0.667 0.96 0.833 
r~/rp 0.19 0.15 0.208 0.10 0.14 0.12 
2 2 
goo/g~ 0.30 0.42 0.17 0.50 0.502 0.668 
roo/r~ 0.65 0.93 0.37 1.10 1.1 1.47 
19 As mentioned before in Chapter III, Das, Mathur, and Okubo (DMO) 
have derived a relation among g , g~ and g using the first Weinberg sum 




and a modification of the second sum rule. The modification is to assume 
that the integral of the spectral function 
(4.20) 
where a = 1,2, .. " 8 is the SU(3) index, is not independent of a, 
which the second sum rule asserts, but that it obeys the first order mass 
splitting formula 
o , (4.21) 
This is meant to represent a first order correction in SU(3) breaking 
forces. Then, upon saturating the spectral functions with the vector 
mesons, we have 
(4.22) 
instead of the second sum rule 
g~* is taken from another form of the first sum rule as in Eq. (4.4). 
These relations give the predictions in column 2 of Table I. 
An alternative method of obtaining gv has been proposed by Oakes 
26 and Sakurai, These authors introduce symmetry breaking in a different 
way which amounts to assuming the integral 
J 2 -4 2 dm m ~a(m) 
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(4.24) 
obeys the first order Gell-Mann Okubo mass formula instead of Eq. (4.20). 
Together with the first sum rule this relation predicts the values in the 
third column 6f Table I. ' 
d f 
27 
Yet a if erent method has been used by Rockmore. This author 
chose to use only the second sum rule with the "ideal" w-tp mixing angle 
sine = 1/,)3, so that 
2 . 2e 2 
gw = s l.n gp 
2 2 2 
g~ = cos e gp 
These results are given in the fourth column of Table I. We feel however 
that Rockmore's method is unreliable as it uses only the second sum rule 
(which is known to be incompatible with the first sum rule if physical 
masses are used). 
We would like to suggest our own method for obtaining gw' and g~ 
which does not use the second sum rule at all. We retain the first sum 
rule, Eq. (4.19), and use the w-tp mixing angle e from Eq. (3.2n which 
implies 
gw = cose gl + sine ga 
g~ =-sine gl + cose ga (4.25) 
where ga is the coupling of the eighth member of the octet to the eighth 
component of the current 
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= 
Likewise gl is the coupling of the SU(3) singlet w
l 
to the octet current 
and is therefore zero. Consequently, Eqs. (4.25) imply 
222 
gw = tan e g~ 
Together with the first sum rule, Eq. (4.19), this implies 
2 112 M2 
~ 1 = --'?. + -2.. ,2 M2 2 M2 
gw tan e w ~ 
2 2 
M2 M2 






When the quark model value tan
2e =.0.50 (sin2e = 1/3) is used, we obtain 
the values in the penultimate column of Table I. If instead, the value 
sin2e = 0.402, obtained as in Chapter III from experimental masses and 
the first order mass formula, is used, the last column results. 
Notice the near equality between the DMO values and our values 
with sin
2e = 1/3. This is an interesting equivalence, for DMO have 
introduced symmetry breaking in the usual way--by assuming the symmetry 
th breaking forces transform as the 8 member of an octet. This results in 
Eq. (4.21). This procedure treats symmetry breaking by introducing 
strangeness changing currents (the presence of P4 in Eq. (4.21» entirely 
within the octet. The singletSU(3) member enters the formalism only 
because both w and ~ contribute to P8' but no relation between w and ~ 
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(or g(JJ and gCP) is assumed at the outset. A relation between g(JJ and g~ 
(i.e., a relation between the SU(3) singlet and octet) then follows from 
Eq. (4.21) (or Eq. (4.22» and Eq. (4.19). Thus symmetry breaking is 
introduced entirely within the octet and there emerges a relation between 
the singlet and octet. 
On the other hand we have introduced a relation, Eq, (4,26), 
connecting the singlet and octet from the start. No explicit mention of 
strangeness changing currents or of symmetry breaking within the octet has 
been made, And yet the results for g(JJ and g~ (next to the last column of 
Table I when s in
2s = 1/3) are near ly the same as those of DMO. 
We remark that we have chosen to takeS from the quark model, and 
this model has a symmetry breaking formula built into it: an equal mass 
spacing rule for the vector mesons, 
Mcp - ~* = MK* - M P 
= (4.29) 
This comes from the quark constitution of the particles and the fact that 
p and n are degenerate while A is heavier, Thus even our method contains 
an implicit symmetry breaking scheme, manifest in a linear mass formula. 
Ours is not the same symmetry breaking scheme used by DMO, for their basic 
equation, Eq. (4,22), is quadratic in the coupling constants. Nor is it 
the same scheme as those others we have mentioned (OS and Rockmore). The 
2 2 
reason for the agreement in g(JJ and gCP between our symmetry breaking scheme 
and that of DMO, and the disagreement with the other schemes, is not 
well understood, 
Henceforth we shall use the DMO values for goo and g~ as being 
reasonably consistent with both the (not very accurat~) experimental 
1 d th bt ' d f h d . h . 29 1/3 va ues an ose 0 aLne rom our met 0 WLt SLn· = . 
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After this long discussion of goo' g~, and gp we return to Eq. (4.12) 
and the value of GK*KY' Equations (4.12), (4.14) and (4.15) imply 
= 




The coefficient of the square brackets is (~ times) the p dominance 
expression for Gwrry We take the value from G rather than the previous 
oorry 
determinations of g and G so that we do not have to account for changes 
p prroo 
in extrapolating the photon mass up to the p mass. This gives 
= 
-1 
1. 3 GeV 
about 30% larger than the symmetry value of Eq. (4.11). 
(4.31) 
We thus have two values ,for G i(K ' Eq. (4.11) and Eq. (4.31). We 
K Y 
have purported to include symmetry breaking in the second value, but we 
see we have done so in a rather artificial way for we were forced to use 
n.onet symmetry for GK*KV True, we have taken symmetry breaking into 
account in gv' but we cannot legitimately claim that the sum of the pro-
ducts GK*KV gv/~ in Eq. (4.12) or Eq. (4.30) adequately represents an 
accurate broken symmetry value for GK*KY However we do expect that the 
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direction of the change in GK~~KY produced by symmetry breaking (Eq. (4.31). 
is larger than Eq. (4.11» will be the same for the true coupling constant 
as for our estimate. We expect the correct symmetry broken value for 
GK*KY to be larger then Eq. (4.11). For these reasons we shall henceforth 
use the average value of Eqs. (4.11) and (4.31), 
= 
-1 
1. 15 ± O. 17 GeV (4.32) 
The 15% error quoted in Eq. (4.32) encompasses our two values 
Eqs. (4.11) and (4.31): and is meant to represent an estimate of uncer-
tainty in G 'k due to our ignorance of the correct laws of symmetry K Ky 
breaking. Larger errors than this will plague us when we discuss the 
axial vector form factor. 
We may now finally return to the evaluation of v
K
' Eq. (4.1), 
using Eqs. (4.6) and (4.32). Neglecting (~lePton/~)2, then Q2 ranges from 
a to ~ for the physical. decay. 2 The extreme values for vK(Q ) are: 
2 GeV- l IvK(Q =0) I = 0.244 + 0.049 
0.12 0.02 
-1 
= + ~ (4.33) 
and 
IVK(Q2=~)1 = 0.17 ± 0.03 ~l (4.34) 
We have allowed a 20% error in view of the uncertainties due to symmetry 
breaking in Eqs. (4.6) and (4.32). We now discuss the axial vector form 
factor. 
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B. The Axial Vector Form Factor 
We shall again discuss aK from two points of view as we did with 
a , the hard meson method and dispersion relations. 
TT 
1. Hard Meson Method 
We have established in Chapter II the necessary formulas for 
eva1u~ting three point functions even for strangeness changing axial 
vector currents. Consequently we can again express the hadronic amp1i-
A) ) tude ~v defined in Eq. (3.8 (remembering to replace FTT by FK, etc. 
in terms of the three point function N of Eq. (2.2). 
~v 
= 
-Q, q = -P) (4.35) 
Whereas for the pion only isovector photons contributed, both isovector 
and isosca1ar will contribute in the present case. Again we are interested 
only in the coefficient of g in N 
~v v~ 
The isovector part (SU(3) index 
c = 3) follows from Eq. (2.29) (with k
2
=O, It..-g M -M ) -v - p' V- P 











in a fashion 
comes out 
For the isosca1ar case both w and ~ contribute and we must be careful to 
6S 
use the replacement Eq. (2.23) in Eq. (2.29). For c=8, the coefficient 
of g comes out 
/-LV 
In these equations, a = 4+iS, b = 4-iS, J3 fab3 = fab8 = -J3 i . Also, 
from the first ,sum rule, Eq. (4.19), it is clear that the isovector and 
isoscalar contributions are the same. Remembering that the coefficient 




1 g gKA -H = - Ji F - [- .:JL + - + p. ko 
S K M2 M2 
pKA 
(4.36) 
This equation may be further simplified by using the other first sum rule 
2 2 
~- gKA 2 (4.37) M2 - -2- + FK 
P MKA 
(for derivation, see Appendix D). Using this in Eq. (4.36) we find 
IS' 2' 2 
We have also used the KSFR relation, " g'/M '::: , p p 
(4.38) 
" 2 




The result Eq. (4.38) is sensitive to~. Its value depends upon 
the Cabibbo angle and renormalizations of the K~3 decay form factors. 
Various symmetry breaking models have been proposed by several authors 
with values for ~ ranging from 1.0 to 1.28. Some of these models have 
24 
been summarized by Weinberg. Numerically"Eq. (4.38) gives 
(
1. 00) 









= -8 0.022 
0.011 
-1 MK for MK = 1260 MeV . 
A 
(4.40) 
Its value varies by about a factor of 4 as ~ changes by 25%. Let us now 
discuss an alternative method of obtainirtg a
K
. 
2. Dispersion Relations 
As was the case for the pion, we write a dispersion relation for 
- 2 222 HS in Q (or equivalently P'k, where Q = M
K
-2P'k) and hold k = O. If 
we assume this dispersion relation to be unsubtracted, then 
(4.41) 
where abs.HS ' the absorptive part of HS' is obtained in the same way as 
in the derivation for TI decay. To evaluate Eq. (4.41) we dominate the 
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is the coupling of the KA to the strangeness changing axial 
vector current, 
4-i5\ + -
(O\A ~(e,p» = J2 gK e 
~ A ~ 




i GK'.Ky[e - 2 2 bLJ 
A ~ p-q 
The current conservation equation 
gives us the 
and 
numerator in Eq. (4.42). 
- 2 2 




= _ 0.ll5 ~l 
(4.43) 
(4.44) 
where we have used FK = 1.17 FTI and ~A = 1260 MeV. 
Next let us assume that HS obeys a lSDR, so that 
. ""H r v Jd I abs 11:S 
S - ~2 FK + TI V v'(v'-v) 
where V = P·k ;lnd we have chosen to write this dispersion relation in 
2 
V rather than Q because the subtraction constant is known at V = O. 
Again saturating with the KA meson, one obtains 
(4.4S) 
As the current conservation equation is automatically satisfied, we 
must determine the numerator a different way. This has been done by 
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28 Sarker using a rho dominance model and SU(3) symmetry to relate G 
KAKy 
to the D wave amplitude G
D 
in KA ~ K* TI. He then used a value for GD 
b . d b S . 29 f d' . l' d h d o taLne y rLvastava rom LsperSLon re atLons an t e secon sum 
rule in the form gK =gK*' Sarker's result for ak is A 
-/'2 FK 
a (P 'k=O) = 





where e = (~ - 2{,.) /~ . (e = 
A A 
~ = 1330 MeV.) 
A 
For e = 0, th is is 
( 1.164) 




0.0 for ~ 1260 MeV, e 
A 
rooD) for rt = 1.17 
1.28 
(4.46) 
= 0.1 for 
(4.47) 
to be compared with the on-shell current algebra result, Eq. (4.40), and 
the US DR Eq. (4.44). We see in this case also, as for the pion, that the 
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USDR and lSDR give results differing in sign and, for K = 1.17, differing 
in magnitude by a factor of nearly 5. As our hard meson value, agrees in 
sign and very closely in magnitude (recall -1 ~ & $ -~ ) with the lSDR, 
'" we again conclude that H
5
cannot be unsubtracted for K decay as for TI decay. 
Introducing 
Y == K 
(4.48) 
our equations (4.40) and (4.33) imply (with 0 - 3/4, K = 1.17) 
(4.49) 
Sarker chose a larger value of K to evaluate his dispersion relation 
Eq. (4.46) and finds instead 








Rockmore has recently tried a different method of evaluating aK 
19 26 
by a pole dominance approach and uses both the DMO model and the OS 
model for values of goo' g~. He finds 
in the DMO model and 
IY I Fd 0.48 K (Rockmore) (4.52) 
(Rockmore) (4.53) 
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in the as model. Rockmore uses ~ = 1330 MeV. Both of these authors and 
A 
the present author agree to within 20% on their evaluation of v
K
. 
The large discrepancies in the last five equations come from 
differences in a
K 
and point to the large differences of opinion in the 
literature as to how best to handle symmetry breaking. Consequently we 
cannot claim very great accuracy for our value in Eq. (4.49). Had we 
chcs en different values for 6 or 11., lyKI could be as small as 0.05 or 
as large as 0.36. Fortunately our primary result, the structure depend-
ent K ~ Y e v rate to be discussed next, is not so sensitive to YK. At 
least all authors agree lyKI ~ ~. 
C. Rate for K ~ Y e V 
1. Comparison with TI decay 
Before proceeding to a discussion of the rate itself, let us 
compare the decays of TI and K. The inner bremsstrahlung rate is pro-
portional to the nonradiative decays, TI ~ e V and K ~ e v. ( We restrict 
ourselves to the electron decay mode which greatly simplifies the kinema-
tics. Also SD radiation is observable over the bremsstrahlupg background 
in the e decay but not (as well) in the ~ mode.) Since (K~eV)/(TI~ev) 
2 = (MK/Mn) (11. tan e) ~ 0.27, the absolute bremsstrahlung rate is slightly 
smaller in K decay. On the other hand, the SD amplitude contains a 
2 
(mass) of the parent meson. Refer to Eq. (3.50) (Recall the vector 
form factor has dimensions M- l ). If, for the moment, we drop energy 
dependent polynomials in the SD amplitude which are comparable for TI and 








( MK }iT 
TI 
~vK 2 
tan9 -- ) 
M V TITI 
680 (4.54) 
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0.03. Thus SD decays are much more prominent in K decay than TI decay. 
Similarly the total rate will also be much greater for K decay. 
The important factor is the M2 in the SD amplitude. That it must 
be there can be seen from dimensional reasons alone. In our normalization 
the amplitude is dimensionless. Since it is proportional to G, the 
Fermi constant which has dimensions M- 2 , there must appear an additional 
M2. In the SD amplitude, the lepton mass ~ appears only in the combi-
nation (m£/MK)2, (indeed it is an excellent approximation to drop this 
factor, as we have done) so the factor must be ~ as there is no other 
mass. 
We would like to inquire briefly as to the physical origin of 
2 
the M factor to try to see what causes it. We consider the case in 
which the vector amplitude is given by the vector meson dominance graphs 
of Figs. 5a (for TI decay) and 5b (for K decay). The amplitude correspond-
ing to the graph is 
for the pion decay and 
G - 'T [ J2 sine ,)2 gK* £ ] (4.56) 
for K decay. £'T is the weak lepton current, Eq. (3 .. 4). elJ. is the photon 
polarization vector. The factors appearing in these equations correspond 
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Figure 5 
Vector Meson Dominance in the Vector Form Factors. 




to vertices and propagators in Fig.5 in the same order. Left to right 
appear the PTTY (K''<Ky) vertex, the P (K~() propagator, and the p -weak 
current (K*-weak current) vertex. The factors Gp.~/' G 
"I K*Ky are comparable, 
as are the numbers gK*' gp and ~*' Mp' (The difference in the p and K* 





It is the Lorentz 
A. (!J 
the first vertex which is structure e A. P k at pro-
IJ.v (!J 
portional 2 since each of pA. and k(!J is proportional The to M K to M. TT, 
lepton current has the dimensions of mass also and is proportional to 
lepton momentum. This contributes another factor of M K' 
TT, 
Finally, the 
sinS or cose contribute the tane in' the ratio Eq. (4.54). But this tanS 
is approximately equal to (~/Mrt)-l which kills one of the mass ratios in 
4.53 leaving two mass ratios and the form factor ratio (nearly unity). 
It is essentially the pseudotensor pTTY (K*KY) vertex which forces the 
appearance of two powers of the total energy. 
2. Decay Rate of K ~ Y e V 
Now let us look more closely at the decay rate. We drop the 
subscript TT or K and introduce the variables x,y,z (photon, electron, 
neutrino energies, respectively, in units of their maximum) as in 
Eqs. (3.47-3.49). M will be the mass of the parent meson. m is the lep-
ton (electron or muon) mass. Also let r be the ratio of the squared 
masses: 
m 




r - (~ )2 = 0.573 
IJ. M TT 
75 
m 
(~)2 -6 r - = 1. 07 x 10 e ~ 
K Decay (4.57) 
m 
r - (--l:!!. )2 = 0.0457 
f.J. ~ 
Then the total amplitude (inner bremsstrahlung and structure dependent) is 
where mIB is given in Eq. (3.1) and 
= ie 52 sinS ef.J.t V [-ive pAka - a [P'kg - P k]} 
f.J.VA~ ~v f.J. v 
(4.58) 
which in the center of mass frame boils down to 
mSD = ie 52 sinS Mv [ -i it x t + yw e ]·1 (4.59) 
Recall w = k = photon energy. 1 is the spatial part of the lepton current. 
o 
We have written this with sinS as if it applied to K decay, but here and 
later, just replace sinS by cosS (and FK by F
TT
) to get the same equation 
valid for pions. Also, we have stated earlier that v, a, and therefore 
yare real if time reversal invariance holds. In view of the discussion 
in the next chapter, we now relax this requirement and allow them to be 
complex. We shall write their real part as vr ' etc., and the imaginary 
part as v.: 
~ 





v + iv. r ~ 
a + ia. r ~ 
Yr + iy. (4.60) ~ 
is 
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= ~~TT)3 t Iml 2 (4.61) 
where t denotes sum over photon polarizations, and lepton and neutrino 
spins. (The neutrino spin sum is formal of course since the neutrino has 
a definite he1icity. This is also true of the electron to the extent 
that we neglect its mass.) Also 
(4.62) 
We find 
[ 2 x(1-r) ] x + 2(1-x)(1-r)-2r 1-z-r 
(4.63) 
2R ~ ~ = 4(eGsin9 mM)2 FK 1-y+r t en(IB'(SD x(l-z-r) 
·[(v +a )[(l-x)(l-z)-r] - (v -a )[x2+(1-x)(1-z)-r]} r r r r 
(4.64) 
2 2 rx J 
+ (l-Yr) (l-y+r) [l-x+ 1-y+r 
+ Y~ (1-x)[(1-y+r)2+(1-z-r)2+rx (Z~::2r) ] } (4.65) 
We are interested in the possibility of observing the structure dependent 
radiation, so we wish to know over what portion of the Dalitz plot it will 
dominate the bremsstrahlung and interference terms. For this purpose we 























The upper equation in Eq. (4.69) is for K ~ Y e v, the lower is for the 
muon mode. For the estimates on the right hand side we have taken v to 
be real. Since Aint ~ A1B /30, the interference term will be large only 





are very small. As we only wish to estimate a region of the Dalitz 
plot we shall concentrate on comparing the SD with the IB and not worry 
about zeros of the polynomials. However we shall avoid the regions where 
the denominator of either the IB term or the interference term is small. 
To estimate the region in which SD dominates we shall require the 
coefficient of the polynomial in ImIB I
2 to be much smaller than the co-
efficient of the polynomial in ImSD I
2 . That is we require 
(4.71) 
From Eq. (4.69) for the electron mode, we want 
1 « (2.7 x 10-5)-1 = 2 x (l-z) 
4 3.7 x 10 
78 
(4.72) 
where we have neglected r. If we ask for bremsstrahlung to contribute 
e 
no more than, saj 1% to the rate, Eq. (4.72) then requires 
1 = 2.7 x 10-3 (4.73) 
3.7 x 102 
Arbitrarily dividing the limits equally between the x2 and (l-z) factors, 
we find 
x2 > (2.7 x 10-3 )~ = 0.052 
l-z > 0.052 
or 
x > 0.23 
z < 0.948 (4.74) 
Which means 
E > 57 MeV 
w+E > 260 MeV (4.75) 
where w(E) is the photon (electron) energy. This region is shown on the 
Dalitz plot, Fig. 6. It occupi~s 87% of the plot. We now integrate the 
SD rate over this region. First noticing that 
R == 
-1 sec 




Dalitz Plot for K ~ ye~ 
Structure Dependent radiation dominates inner brem-
sstrahlung over the region indicated. Refer to 








[ 0.98 (1+y)2 + 0.75 (1_y)2 ] (4.77) 
We evaluate this for y = 0.05, 0.14 (our value from Eq. (4.49», and 
0.5, and give the branching ratio (B.R.) 
y Rate B.R. 
0.05 1900 
-1 2.3 x 10-5 sec 
0.14 2050 
-1 2.5 x 10-5 sec 
0.50 2700 -1 3.3 x 10-
5 (4.78) sec 
As claimed earlier the rate is not very sensitive to y. 
The branching ratio comes out curiously large. By comparison, the 
branching ratio (K~ev)/(K~a11) is ( + -5 1. 2 - 0.3) X 10 . That is, the rate 
for K ~ Y e V is several hundred times larger than expected on the basis 
of the usual estimates for electromagnetic decays. The inner bremsstrah-
lung, but not the SD, is down by about a factor of a from the nonrad-
iative decay. This fact has heretofore not been realized. 30 
How accurate can we expect this result to be? We have seen that 
it is not sensitive to y but the rate is proportional to /vK/
2 . For the 
table in 4.78 we have used v
K 
= 0.14 ~1. Even if the error in vK is 
larger than the stated 20% , it does not affect our gross result. We 
can be mistaken only if the assumption that vK satisfies an USDR is 
completely wrong, which is unlikely since it gave a reasonable result for 
TI decay. The important point is the M2 in the matrix element, a fact 
unaffected by estimates of v
K
' 
What are hopes of experimentally verifying the result? Since 
K ~ e ~ has been observed,3l the small branching ratio of - 2.5X10-5 
is not impossibly small. The problem of course is the overwhelming 
+ 0 -2 
background from K ~ TI e ~ (B.R. = 4.8X10 ). For electrons in the 
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allowed energy of K~3 (0 < E < 228 MeV), K ~ Y e ~ is less than 0.1% of 
K~3' Even if both photons are observed, which is very difficult, this 
would not be easy to detect, One might hope to look for electrons not 
allowed in K~3 (228 MeV < E < 247 MeV) but this restricts one to less 
than 10% of the available electron energies (0 < E < 247 MeV). A recent 
32 report indicates that attempts to do just this have found no events. 
An upper limit expected to be a few times our predicted branching ratio 
will be available when the analysis is finished. 
We conclude that it is difficult but possible to observe the 
decay if our estimate is correct, and efforts have already been made 
to do so. 
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V. TIME REVERSAL NON~INVARIANCE 
Although it is rather academic at the present time, we investigate 
in this chapter the possible effects of a violation of time reversal in-
variance (TRI) in K ~ Y e v. 33 Other authors have investigated TRI in 
K ~ Y ~ v. In the muon mode, inner bremsstrahlung dominates over struc-
33 ture dependent radiation, and these authors have considered only the 
effects of TRI violation in the IB-SD interference term. MacDowell 
considered only an axial vector current in the SD amplitude, while 
Gervais, et a1, considered a model in which there is only a vector 
current. They investigate the amount of transverremuon polarization. 
It is concluded that with maximal TRI violation in the electromagnetic 
interactions, an average transver~muon polarization of 20% is possible 
with a maximum value at a certain point in the Da1itz plot of 57%. 
As we have seen in Chapter IV, SD radiation dominates entirely 
over 87% of the Da1itz plot for K~yev with a maximum of 1% contamination 
by IB processes. We shall therefore have to investigate the effects of 
TRI violation within the SD amplitude itself without interference with lB. 
TRI violation can manifest itself either in electron spin asymmetry or in 
a photon polarization asymmetry, since both cr'kxp and e'kxp can occur in 
the amplitude (cr is the electron spin, e the photon polarization vector). 
However, it is easy to see that there can be no electron po1ariza-
tion. For the electron (actually positron) is extreme relativistic 
(except for very low energies) and therefore has definite he1icity (the 
positron in K+~e+v has positive he1icity) regardless of an imaginary 
part in the form factors v or a. The amplitude for a spin up (parallel 
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to u2 = kxp/ I kxpl; see Fig. 2) pos itron is the same as the amplitude for 
a spin down (parallel to -n2) positron and there is no transverse polari-
zation. 
Therefore we must investigate what effect TRI violation can have 
on the photon polarization. For this purpose it is convenient to work 
with the SD amplitude in the center of mass and in nonrelativistic 
notation, as in Eq. (4.59). If we introduce the electric field E and 
magnetic field B by 
E = i w e (5.1) 
B = k x E i k x e (5.2) 
then the SD amplitude becomes 
(5.3) 
The complex conjugates of the electric and magnetic fields occur in 
Eq. (5.3) because the photon is in the final state. The distinction 
between the fields and their complex conjugates is important only if we 
are concerned with circular polarizations. Now B-iE = 0 for right 
circularly polarized light (RCP) and equals 2we-(t) for left circularly 




are the unit vectors for left and right circular polarization, respec-
tively. See Fig. Z for the definition of the unit vectors n
l
, nZ' 
Similarly B+iE = 0 for LCP light and equals -Zoo e(r) for RCP light. Thus 
(l+y) produces pure LCP light (positive helicity) and (l-y) is the ampli-
tude for RCP light (negative helicity). 
~ 
Now the lepton current t, Eq. (3.4), can be expressed in the basis 
e(t), e(r) , n
3
. We find 
~ - ~ 5 t = u y(l-y) v 
\) e 
= '42 ~[Jl-x(l-z) e(t) - Jl-x(l-y) e(r) 
+ J~(l-Y)(l-Z) (y+z) n3J 
Therefore, defining B = ieG sin 9 M3v ~ , the amplitude m+ for 
emitting positive helicity photons is 
?l/+ = B(1+y)(l-z) 
and m- for negative helicity photons is 




and the amplitude m(a,b) for producing a photon of arbitrary polarization 
(5.9) 
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m(a,b) = aB(l+y )(l-z)+b(l-y )(l-y)+iy.[(l-z)-b(l-y)]J 
r r ~ 
== m + y.'ll! c ~"'v (5.10) 
We have defined a T conserving amplitude m which depends only on y 
c r 
and a T violating amplitude m which is the coefficient of y. in the 
v ~ 
whole amplitude, As we shall see, time reversal violation manifests 





, We therefore want a value of y. which will produce 
~ 
a polarization most easily observable against the T conserving background 
polarization, To do this we shall ask first for maximum constructive 
interference between m and y.m and then for maximum destructive inter-c ~ v 
ference between the two. Now maximum interference occurs when 
that is, when 
(1+y )(l-z) + b(l-y )(l-y) = + iy.[l-z-b(l-y)] , 
r r ~ 
Solving for b: 
b = 
for the + sign, and 
b = 
* 1±.'L (l-z) 







for the minus sign, The presence of y and z in these equations means that 
no matter what value of y (or Yi) a T-vio1ating theory predicts, the 
photon polarization will be a function of the decay particles' angles and 
energies. We note that if y. = 0, b is real and the produced po1ariza-
~ 
tion, Eq. (5.9), is time reversal invariant, since both e(t) and e(r) are. 
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But if b is pure imaginary, then time reversal (which, recall, complex 
conjugates amplitudes) changes the relative sign between e(~) and beer) 
in Eq. (5.9) and the time reversed polarization is different. 
Therefore if we choose 
then 
y = i 
l-z 
b = + i l-y 
(5.15) 
(5.16) 
and time reversal will manifest itself in a polarization asymmetry. For 
simplicity, let us look near the region y ~ z so we do not have to worry 
about the factor (l~z)/(l-y) in Eq. (5.16). Then the produced light 
(Le., + sign in Eq. (5.11» has b = +i which according to Eq. (5.9) 
corresponds to polarization 
(5.17) 




) plane. Similarly, 
the photon killed by the destructive interference due to the minus sign 
in Eq. (5.11) has b = -i, or polarization 




) plane. That is, 
o maximal T violation produces light linearly polarized at 45 to the 
decay plane. For nonmaximal violation, Yi ~ ± i, the light will in 
general be elliptically polarized. For what it is worth we have calcu-
lated this polarization. For light polarized at an angle ~ in the 
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(n l , n2) plane and with ratio q of minor axis to major axis, the result is 
where 
tan 2 '±' = 
2y. 
1. 
l-jy I 2 
a = l(l-y)/(l-z)1 
As remarked before, if y. = 0 (i,e" time reversal invariance) then 
1. 





sal violation means y . ., 0 and therefore,±, ., 0 and,±, ., 900 . 
1. 
It is easy to see physically why 45 0 polarization is the maximum 
violation. Consider the case y = z, i,e., the angles of the electron and 
neutrino are symmetric with respect to the photon. Under time reversal 
k~-k, p~-p, q~-q and, for linearly polarized light, e~-e, Consider light 
polarized perpendicular to the decay plane. The time reversed situation 
has all momenta reversed and e reversed. A rotation in the decay plane 
by 1800 restores the initial configuration and the photon is still 
.perpendicularlypolarized. Th.e same is true for light polarized in the 
decay plane (parallel to n
l
). The time reversed process of the emission 
of an n
l 
polarized photon is the emission of an n
l 
polarized photon. 
But the opposite is true of 45
0 
polarized light. Time reversing 
by changing the sign of e and k (and the other two momenta) leaves the 
light polarized in the same line (but opposite sense) as before with 
respect to the laboratory, But now rotating by 1800 brings the photon 
back polarized perpendicular to what it was, i.e., at -45 0 , Consequently, 
unequal amounts of +45 0 and _45 0 polarization indicate a violation of TRI. 
All of one and none of the other is the maximal violation. 
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In summary, we find a TRI violating electromagnetic interaction 
will not produce polarized electrons but can produce polarized photons. 
Maximal violation occurs when the vector and axial vector form factors 
differ in phase by 90 0 , In view of the difficulty of observing photon 
polarizations, it will be many years before the experiment can be 
attempted. 
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VI. SUMMARY AND CONCLUSIONS 
In the foregoing chapters we have studied the radiative leptonic 
decays of n+ and :rz+ from the point of view of the current algebra. We 
have made use of the current commutators without the approximation of 
zero momentum mesons. To do so it was first necessary to extend the 
original formulation by Schnitzer and Weinberg of the hard pion method to 
the case of SU(3) currents. In this generalization we were able, for our 
purposes, to restrict ourselves to conserved vector currents (the elec-
tromagnetic current) and ~o avoid the difficulty of handling the unknown 
divergences of strangeness changing currents. We also demonstrated that 
the other unknown commutator, the ~ term [oAa(x),A~(0)J0(Xo)' does not 
affect the decays of interest. But the formulation is correct for any 
axial vector current. The only approximations involved are the assump-
+ 
tions that the 1- mesons dominate the propagators of the currents and 
that deviations from this dominance may be represented by slowly vary-
ing functions (r , r, r,) rather than constants. These assumptions 
IJ.\)I\" VII. , I\, 
are made only for low energies, and we have shown (Chapter III, section D) 
that higher order polynomia,lsin r . , do not greatly affect the low energy 
IJ.VI\, ..
results. 
In the calculation of the vector form factor in TI decay we have 
incidentally shown that the pole dominance apprG~ximation (PDA, often 
called the Ge11-Mann, Sha~p, Wagner model) for the WPTI vertex is incon-
o sistent with other determinations (experimental for TI YY and WTIY, theor-
etical for WpTI ) of the vertices. However this does not prevent us from 
obtaining a value for the PTIY vertex. We used the hard meson formulation 
of Chapter II to evaluate the axial vector form factor a. By comparing 
TT 
with dispersion relations we found that within the PDA the form factor 
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'" H5 cannot be unsubtracted, but it is not possible to rule out the need 
for more than one subtraction. However our evaluation agrees excellently 
with that of a once subtracted dispersion relation. 
We found the same results in K decay. In this case however, the 
theoretical situation is much less clear. The proper formulation of 
symmetry breaking is unknown. Rather than adhering to one particular 
mode., we have found it wise to discuss various suggestions ,that have 
been proposed, to propose our own, and to compare them. (This philo-
sophy is, unfortunately, not common practice in the literature on this 
subject.) This is particularly true of our evaluation of a
K 
and of the 
coupling constants g~,gw,g~. In the latter case we have shown that our 
own method (involving the first Weinberg sum rule and w,~ mixing) gives 
very nearly the same result as that proposed by Das, Mathur, and Okubo 
who start from a quite different point of view. 
At the end of Chapter IV we discussed the rate of K ~ Y e v. It 
was shown that, due to the presence of ~ in the matrix element, this 
structure dependent rate is hundreds of times larger than that for ~ev. 
The branching ratio is estimated to be ~ 2 x 10-5 , comparable to or 
slightly larger than the non-radiative decay K ~ e v. 
Finally in Chapter V we investigated the effects of electromag-
netic violations of time reversal invariance in the electron decay mode . 
. We concluded that no electron polarization asymmetry occurs, but maximal 
T violation can produce linearly polarized photons. The problem is only 
of academic interest at the present time. 
Our general philosophy has been to present a complete discussion 
of a limited topic. We are unable to claim great accuracy for the axial 
vector form factor a
K 
in K decay in view of widely different opinions on 
92 
how to break the symmetry. Fortunately this has a relatively small 
effect on the rate and we can make a firm conclusion on the size of 
the K ~ Y e V branching ratio. 
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APPENDIX A 
Conventions, Notation and General Formulas 
We list in this appendix our conventions and some general 
formulas from perturbation theory used in the text. 
Our metric and y matrix convention are those of Bjorken and 
7 Dre 11. goo = +1, g .. = -S .. , so that a·b = a b~ = a b - a·b. 
LJ LJ ~ 0 0 
However, our normalization of states differs from that of ref. 7. 
We choose boson states normalized to 
(pip') 
where E - +.Jp2~2. Our spinors obey 
p, 
uu = 2m 
vv = -2m 











From general perturbation theory, the S matrix is given in terms 
of the interaction Hamiltonian (in the interaction representation) by 
·the Dyson expansion 
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S (A .5) 
44· 
- 1 - i(2n) 6 (~p) m (A .6) 
Equation (A.6) defines our invariant transition amplitude m in terms of 
the Smatrix. The rate in the rest frame for the decay of one body of 
mass M into two is then 
(A.7) 
where p is the center of mass momentum of one of the particles. The 
differential rate in the rest frame for the decay of one body into 
three is 
= (A .8) 
where E
l
, E2 are the energies of two of the final three particles. 
Equations (A.7) and (A 8) are to be summed or averaged over spins as 
des ired. 
For a first order transition, m is given by 
(A.9) 
while for a second order transition, m is 
(A.lO) 
For electromagnetic interactions, J-C. (x) =J-C (x), where 
~nt em 




Here j~ is the total electromagnetic current of hadrons (j~(h» and leptons 
(j CO): 
~ 
j (x) = j (h) (x) + j (L)(x) 
~ ~ ~ 
(A.12) 
. (h) 3 1 8 
J~ = e(v~ + ,)3 V~) (A .13) 
. (L) 
-efL \J.~ L J~ (A. 14) 
We take e > 0 to be the proton charge. The minus sign in (A. 14) occurs 
because the negatively charged lepton is considered as the particle. 
For weak interactions, ~int(x) = Xw(x) where 
(A.15) 
Here J is the weak current of hadrons, given in the Cab1bbo the'ory as 
.~ 
J cos9(V 1+i2 _ A 1+12) + sine(V 4+i5 _ A 4+i5) (A. 16) 
~ ~ ~ ~ ~ 
And L is the weak current of leptons given by 
~ 
(A .17) 
For an electomagnetic and weak process, such as TI~L~ considered 
in the text, ;K:. = lC + JC and only the cross term propor tiona 1 to 
1nt em--W 
T(J\; (x),:K: (0» is kept in Eq 0 (A 010) . em --W 
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The currents V, A appearing in (A.l3) and (A.16) are members of 
the hadronic octet of currents. They are hermitian and are supposed to 
satisfy 




(;, t) 3-- (A.18) [V (x, t) , V (y, t)] = 8 (x-y) 
0 0 0 
a - b -
if
abc c - 3 -- (A.19) [V (x,t), A (y,t)] = A (x, t) 8 (x-y) o 0 0 
a - b -
if
abc VC (;Z, t) 3-- (A.20) [A (x, t), A (y,t)] = 8 (x,-y) 
0 0 0 
(Note Reference 3 uses currents normalized to twice those of Eqs. 
(A. 18 - A. 20) . ) 
Finally, we list here the P, C, T transformation properties of 
the currents: 
a - -1 a -P V (x,t) P = V (-x, t) 
0 0 
a - -1 a -
P V. (x, t) P -V. (-x, t) 
~ ~ 
a - -1 a -P A (x,t) P = -Ao (-x, t) o . 
a - -1 a-
P A.(x,t) P = A. (-x, t) 
~ ~ 
C Va(x) -1 a 1,3,4,6,8 C = -V (x) a = 
!oJ. !oJ. 
= +Va(x) a = 2,5,7 
!oJ. 
C A a(x) -1 Aa(x) 1,3,4,6,8 C = a = 
!oJ. !oJ. 
a 2,5,7 = -A (x) a = 
!oJ. 
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a - -1 a -
1,3,4,6,8 :r J (x, t) T = J (x, -t) a = 
0 0 
a -
= -Jo(x,-t) a = 2,5,7 
a - -1 a - 1,3,4,6,8 T J.(x,t) T = -J. (x, -t) a = 
1- 1-
a -
2,5,7 = J .(x, -t) a = 
1-
These last T equations hold for J = V or A. For consistency, 
then, the PCAC relation 
requires the physical pion fields m
TT





We list here certain identities for T products and currents 
needed in the text. 
T[oA{x), B{y), C{o)} = o~T[A (x), B{y), C} (B.2) 
~ 
-8{x -y )TUA (x), B{y)], C} 
o 0 0 
-&{x )T[B{y),[A (x), C]} o 0 
By inserting V , V , P~ in the Jacobi Identity (or V , A , P~) one finds 
o ~ 0 ~ 
the equal time relations~{P~ is the momentum): 





~""Schwinger Terms and T-Products of Two Currents 
In this appendix we show how Schwinger terms in the commutator 
of two currents forces the T-product of two currents to be non-covariant, 
and derive the spectral representation 
Sdx eiq'x(OIT[J (x), J (O)ljo) iJ. V 
S~ dm2 (0) 2 (1) q~qv = i 2 z[p (m)q q -p (m2)(q - 2)J q -m iJ. V iJ.V o m 
(C .1) 
The spectral weight functions p(O) and pel) are defined below in Eq. (C.3). 
Consider the commutator 
C (x) = (OI[J (x), J (O)J 10) 
iJ.v iJ. V 
(C.2) 
of two currents. We insert a complete set of states ~ In)(nl between 
n 
the currents, and use the definitions 
of p(O) and p(l), the spin zero and spin one spectral functions, and 
of the commutator function~. It is then straight forward to derive the 




The g term gives to C (x) the usual 8 function behavior and 
iJ.\i iJ. \i 




= 0) = O. Using also 
3 - "-
8(x,O) = -0 (x), 8(X,0) = 0, we can evaluate C (x,O) at equal times to be 
iJ.\i 
eke (x, 0) a 
3 ~ 2 (0) 2 m(1)(m2». = i 0kO (~., S dm (p (m)+ ~ 2 _. (C. 6) 
o m 
This last integral is Johnson's integral representation of the Schwinger 
term. The time-space commutator is proportional to a space derivative 
3 -of 0 (x). C (x) is covariant and at x = a has these values. 
~ 0 
3 -[s (x) 
transforms as the zeroth component of a four-vector. Proof: 04(x) is 
invariant. dx is zeroth component of a vector. Therefore 
o 
~ 4 S dx
0
8(x) = S3(;) is also.J 
-~ 
To show how the space derivatives of a 0 function in the 
commutator affect the T product, consider 
2(0IT[J (x),J (O)}IO) 
iJ. \i 
(OI(J (x), J JIO) + e(x )(OI[J (x),J JIO). (C.7) 
iJ. \i 0 iJ. \i 
The ant icommutator is covar iant, as is the commutator, so any non covar iant 
behavior arises from the appearance of t(x). For x time-like, e(x ) is 
o 0 
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covariant. For x space-like, e(x ) is not covariant but the commutator 
o 
multiplying it vanishes. Therefore non-covariant behavior can arise only 
if x is light-like. For light-like x, the: sign of x (and:. e(x » is 
o 0 
invariant since one cannot Lorentz transform on the light cone from 
positive x , through x = 0, to negative x. (x = 0 is an invariant 
o 0 0 ~ 
point.) Therefore only the origin can cause difficulty. It is here that 
the singular behavior of C does, in fact, produce non-covariance. 
~v 
Consider the derivative terms from the commutator Eq. (C.S) in 
the T product (Eq. (C.7». They are proportional to 
e(x ) 0 0 ~(x,m2) = 0 [e(x )0 ~] - [0 e(x )]0 ~ 
o ~ V ~ 0 V ~ 0 V 
(C.8) 
using the aforementioned properties of ~(x,O) and ~(~,O). The first 
term in Eq. (C.8) is covariant but the second term is not at x = O. 
Hence the T product is not covariant. One finds 
(OIT[J (x), J (O)}IO) w V 
00 2 (0) (1) 4 
i g g S dm (p +~),o (x) 
~o vo 2 o m 
(C.9) 
Fourier transforming then gives Eq. (C.1). 
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SpE:!ctral F{lnction Sum Rules 
We give here a derivation of the Weinberg Spectral function sum 
34 
rules and their specific forms for our purposes in the text. 
co 2 (0) 2 S dm (p (m) + Q (1) (m2) 2 ) = S (D .1) 
0 m 
and 
Sdm2 p(1)(m2) = Z (D.2) 
from the current algebra. p(O) and p(l) are the spin zero and spin one 
spectral functions for the currents defined in Eq. (C.3) of Appendix C. 
Sand Z are constants independent of whether we have vector or axial-vector 
currents and independent of whether they are strangeness conserving or 
strangeness charging. Thus the first sum rule Eq. (D.1) states the 
equality of all the Schwinger terms. 
o To prove Eq. (D.1) we first insert three vector currents V (x), 
a 
V~(g), V!(O) in the Jacobi Identity and use the current commutation 
relations being careful to keep Schwinger terms for the time-space 
commutators. We assume the Schwinger term is a c-number and will show 
it is diagonal in the SU(3) indices a,b. 
In the Jacobi identity 
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[
0 0 i 0 i 0] 
6(x·')Hy:) [V (x),[Vb(y), V]] + [Vb(y),[Vc ' Va(x) ] o 0 a c 
(D.3) 
the c-number Schwinger terms do not contribute to the inner commutator. 
Evaluating then we get 
(D.4) 
We next take the vacuum expectation value of Eq. (D.4) so that on~ the 
Schwinger terms survive. Define 
o(xo)<ol[v~(x), V!(O)] 10) (D.5) 
Then apply Sdxdy e iqx e ipy to the vacuum expectation value of Eq. (D.4) 
to obtain 





Sbd = Sdf cad 
or 
(Svf )b = (f SV)b a c a c (D.7) 
where 
(f~)bc = f abc 
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are the generators of the adjoint (8 dimensional) representation of SU(3) 
and are totally antisymmetric. FromEq. (D.7), Schur's Lemma requires 
S:b SVSab' showing the vector Schwinger term is independent of a. 
For the axial vector Schwinger term, we use A~(X), A~(Y), and V!(O) 
in the Jacobi Identity and deduce, in analogy toEq. (D.6), 
(D.8) 
A 
where Sad is the axial vector Schwinger term defined in terms of the axial 
currents in analogy to Eq. (D. 5) . Then at q. ~ 0, Eq. (D.8) and Schur's 
l. 
imply that SA_SV and A proportional to a Kronecker o. Lemma hence S are 
SA = SAo and SA = SV = S. Thus all the Schwinger terms are equal, and 
ab ab 
if we use Johnson~s integral representation (see Appendix C, Eq. (C.6» we 
obtain Eq. (D 1). 
19 
For the second sum rule we follow Das, Mathur, and Okubo. 
If SU(2) x SU(2) (or SU(3) x SU(3» were an exact symmetry, the vector 
and axial vector propagators 
= Sdx eiqx(OjT(V (x), V (O)}IO) 
IJ. v 
(D.9) 
Sdx eiqx(OIT(A (x), A (O)}IO) IJ. v 
(D.10) 
would be equal for all q. In fact the chira1 symmetry is not exact, but 
one expects that at high energy, q ~ =, it will be, so. That is 
VA 
liffi{8, (q) - 8
11
,,,(q» = 0 . 
q-IcQ IJ.v !""v 
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Since, in general 
we expect that 
(D. 11) 
Thus, even though SU(3) x SU(3) symmetry breaking means that F(q2) is 
not identically zero for all q2, we expect its high energy limit to be zero. 
The only remaining question is how rapidly it approaches zero. The more 
nearly SU(3) x SU(3) is a good symmetry, the more rapidly does F approach 
zero. 
From the Kallen-Lehmann representation 
= 
we see that if 
Jdm2 (p -p ) V A 
exists, then indeed Eq. (D.11) is satisfied and F drops off as 1/q2 for 
large q2 Das, Mathur and Okubo make the stronger assumption that F(q2) 
is superconvergent, i.e., drops off like 1/q4. This then requires 
J 2 2 2 dm (pV(m ) - PA (m )) = 0 
which is the second sum rule Eq. (D.2). This stronger assumption is 
tap.tamount to assuming that chira1 symmetry "sets in" at lower energies 
2 
than th~ l/q behavior requires. 
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For the purposes in the text we saturate the spectral functions 
with the lowest lying 0 particles and 1-, 1+ resonances to deduce 
relations among their masses and couplings to the currents. Letting 
a = 1,2, ... ,S be the SU(3) index, we will have equations for vector 
currents [for a = 1,2,3, saturate with p meson; for a = 4,5,6,7, saturate 
with K*; for a = S, with ws ' or W and~. We do not include a possible 
:11. meson] and axial vector currents [saturated with TT, A1; K, KA
; 11S' Ei ]. 
The two sum rules then read: 


































= gill + ~ 
M2 M2 M2 
Ws w c.p 
2 2 + 2 
gw = gw gc.p 
S 
2 2 

























obtained from current algebra or the observed p width. We caution the 
reader against free use of the second sum rule which requires modifica-
tions due to symmetry breaking. For symmetry breaking corrections, 
consult the references mentioned in Chapters III and IV. 
The definitions of the coupling constants (F for pseudosca1ar, 
g for spin one) are 
(~8 is the eighth member of the pseudosca1ar octet. It may be a linear 




p (e,p» = & gp e 
~ ab ~ 
(01 Va K*b(e,p» = & gK* e~ ~ ab 
(01 Va w8(e,p» = & gw8 e~ ~ a8 
and similarly for the 1+ particles coupling to the axial-vector currents. 
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