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1. Introduction
Recently, seeFuhrmannandHelmke [11], an in-depthstudyof tensorproductsofpolynomialmodels
was carried out. This contained also an analysis of the Sylvester equation, namelyAX − XB = C, aswell
as its natural generalization to the context of polynomial models, and its reduction to a polynomial
matrix equation. This reduction helped clarify the connections between the homogeneous Sylvester
equation and the generalized Bezoutians introduced in Anderson and Jury [1] and provided a new
proof of the characterization of maps intertwining two polynomial models.
Our object in the present paper is to apply the same techniques to the study of the Stein equation,
namely the equation X − AXB = C. We recall that, in analogy to the Sylvester equation, the Stein
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equation has important applications in system theory, among them, the stability analysis of discrete
timesystems.Wealsomention the studyof singular trackingobservers, see FuhrmannandTrumpf [12].
Clearly, this equation is closely related to the Sylvester equation. In fact, if either A or B are invertible,
then the Stein equation is reducible to the Sylvester equation. However, the general case has more
subtlety. Again, the study of the Stein equation is carried out in the context of polynomial models,
using a reduction to a polynomial equation. The connection between the Bezoutian associated with a
solution of the homogeneous Sylvester equation and the T-Bezoutian associatedwith a solution of the
homogeneous Stein equation is explained via the use of the reversion operator deﬁned in a polynomial
model. A connection to T-bezoutians and the inversion of Toeplitz matrices is indicated.
2. Preliminaries
As indicated in Section 1, our aim is to apply the analysis of tensor products of polynomial models
to the analysis of the Stein equation. In order to minimize repetition, we refer to Fuhrmann and
Helmke [11] for backgroundmaterial relating to these topics. General references tomodules and tensor
products are Lang [20] and Hungerford [17].
We let F be an arbitrary ﬁeld. Our setting will be F((z−1))m, the space of truncated Laurent series,
i.e. of formal series of the form, f (z) = ∑N−∞ fizi, with N ∈ Z and fi ∈ Fm. This is an m-dimensional
vector space, or module, over the ﬁeld F((z−1)) but, at the same time, also an inﬁnite dimensional
vector space over the ﬁeld F. This space has a natural direct sum representation
F((z−1))m = F[z]m ⊕ z−1F[[z−1]]m, (1)
with the corresponding projections π+,π− on F[z]m, z−1F[[z−1]]m respectively.
2.1. Polynomial models
Polynomialmodels are deﬁned as quotientmodules F[z]m/M, whereM ⊂ F[z]m is a full submod-
ule, i.e. that F[z]m/M is required to be a torsion module. It can be shown that this is equivalent to
M = D(z)F[z]m with D(z) ∈ F[z]m×m nonsingular. Deﬁning a projection map πD : F[z]m −→ F[z]m
in by
πDf = Dπ−D−1f for f ∈ F[z]m, (2)
we have
XD = ImπD  F[z]m/D(z)F[z]m. (3)
The shift operator SD : XD −→ XD is deﬁned by
SDf = πDzf = zf − D(z)ξf , f ∈ XD, (4)
where ξf = (D−1f )−1. It is known thatα ∈ F is an eigenvalue of SD if and only if Ker D(α) /= 0. In fact,
we have
Ker (αI − SD) =
{
D(z)ξ
z − α
∣∣∣∣∣ ξ ∈ Ker D(α)
}
. (5)
We deﬁne the backward shift σ : z−1F[[z−1]]m −→ z−1F[[z−1]]m by
σh = π−zh, (6)
and,more generally, givenD(z) ∈ F[z]m×m, the corresponding Toeplitz operatorD(σ ) : z−1F[[z−1]]m
−→ z−1F[[z−1]]m is deﬁned by
D(σ )h = π−Dh. (7)
The space XD = Ker D(σ ) is called a rational model. It is clearly backward shift invariant and we
deﬁne SD = σ |XD. We have the relation XD = DXD and the two shifts are related via SDDh = DSDh for
h ∈ XD.
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2.2. Tensor products
Tensorproductsarecentral to thispaper, sowe introduce thembrieﬂy.Asweconsider twostructures
in our spaces, a vector space structure as well as a module structure over the ring of polynomials, it
is convenient to introduce them in the module setting. Thus, we assume R to be a commutative ring
with identity, and that M, N are R-modules. An R-module M ⊗R N is called a tensor product of M
and N if there exists an R-bilinear map φ : M × N −→ M ⊗R N such that for every R-bilinear map
γ : M × N −→ K into any R-module K , there exists a unique R-homomorphism γ∗ : M ⊗R N −→ K
forwhichγ = γ∗ ◦ φ. It is fairly easy to showthat tensorproducts exist, but the construction is abstract
and not amenable to computations.We shall try andworkwith concrete representations, andwe shall
distinguish between tensor products over a ﬁeld and those taken over a ring. Thus, given nonsingu-
lar polynomial matrices D2 ∈ F[z]p×p and D1 ∈ F[w]m×m, we can identify XD2 ⊗F XD˜1 with the two
variable polynomial model XD2(z)⊗D˜1(w) = {Q(z, w) ∈ F[z]p×m|π+D2(z)−1Q(z, w)D1(w)−1 = 0}.
Using duality in the context of matrix polynomial models, we have the following important iden-
tiﬁcation
XD2 ⊗F[z] XD˜1  X
D2⊗I ∩ XI⊗D˜1 . (8)
2.3. Duality in functional spaces
Guided by system theoretic considerations, it will be important to study the tensor product of
polynomial quotient modules as well as their dual modules.
Our setting will be F((z−1))m, the space of truncated Laurent series, i.e. of formal series of the
form, f (z) = ∑N−∞ fizi, with N ∈ Z and fi ∈ Fm. This is an m-dimensional vector space, or module,
over the ﬁeld F((z−1)) but, at the same time, also an inﬁnite dimensional vector space over the ﬁeld F.
Moreover, F((z−1))m has module structures over various subrings of F((z−1)), and of special interest
to us will be the F[z] module structure. We will refer to Res (f ) = f−1 as the residue of f . This space
has a natural direct sum representation
F((z−1))m = F[z]m ⊕ z−1F[[z−1]]m, (9)
with the corresponding projections π+,π− on F[z]m, z−1F[[z−1]]m respectively. The direct sum rep-
resentation (9) is of vector spaces. However, F((z−1))m has a naturally induced F[z]-module structure
for which F[z]m is a submodule. Thus we have the F[z]-module isomorphism
z−1F[[z−1]]m  F((z−1))m/F[z]m (10)
provided that we deﬁne the F[z]-module structure on z−1F[[z−1]]m by
p · h = π−ph = p(σ )h, p ∈ F[z], f ∈ z−1F[[z−1]]m, (11)
where σ is the backward shift, deﬁned by (6).
Duality is one of the most powerful tools available for the study of tensor products. Although the
concept of a dual module has been deﬁned, for our purposes and especially for the analysis of quotient
modules, it is not effective and more concrete representations of dual spaces are needed.
Our approach todualitywill bevia the introductionof anondegeneratebilinear formon theambient
space F((z−1))m deﬁned, for h = ∑nhj=−∞ hjzj, f = ∑nfj=−∞ fjzj , by
[f , h] =
∞∑
j=−∞
h˜−j−1fj = (h˜f )−1 = Res (h˜f ). (12)
Here, for h ∈ F((z−1))m, Res (h) = (h)−1 denotes the residue of h, i.e. the coefﬁcient of z−1 in the
expansion of h. Moreover, h˜ denotes the transposition of the vector h. With respect to the bilinear
form on F((z−1))m, we can identify elements of the dual space with elements of F((z−1))m, thereby
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leading to a concretized form of duals and annihilators. Explicitly, for any subsetM ⊂ F((z−1))m, the
annihilator is deﬁned as
M⊥ = {f ∈ F((z−1))m|[f , h] = 0,∀h ∈ M}. (13)
Note that, with respect to the bilinear form (12), we have (F[z]m)⊥ = F[z]m. For the details, see
Fuhrmann [4].
We proceed now to extend, to the context of tensored models, the duality theory for polynomial
models as developed in Fuhrmann [4,10], which was based on the identiﬁcation of the dual space to
F[z]m, given by
(F[z]m)∗  z−1F[[z−1]]m. (14)
The duality indicated in (14) induces the isomorphisms
X∗D  (F[z]m/DF[z]m)∗ = XD˜  (DF[z]m)⊥ = Ker D˜(σ ) ⊂ z−1F[[z−1]]m. (15)
This allows us to identify X∗D also with XD˜ by deﬁning a new pairing
〈f , g〉 = [D−1f , g], f ∈ XD, g ∈ XD˜. (16)
The use of duality in the context of polynomial models is particularly delicate, as we have two
module structures. The polynomial model XD is a vector space (module) over the ﬁeld F as well as a
torsion module over the ring of polynomials F[z]. As a torsion module over F[z], the module theoretic
dual of XD, i.e. X
′
D = HomF[z](XD, F[z]) is trivial. Thus we shall use solely the vector space duality
indicated above.
In analogy with (14), we can identify the dual space of F[z]p×m with the space z−1F[[z−1]]p×m
via the matrix version of the above residue form. Thus we deﬁne a nondegenerate bilinear form on
F((z−1))p×m, by letting, for H, G ∈ F((z−1))p×m,
[H, G] = Res (Trace H˜G) = Trace Res (H˜G). (17)
The availability of this pairing allows us to prove that the vector space dual space of F[z]p×m can be
identiﬁed with z−1F[[z−1]]p×m.
The ambient space for the algebraic analysis of linear systems is F((z−1))m. So, as a ﬁrst step we
consider the tensor product of such spaces, both taken over the ﬁeld F as well as over the ring of
polynomials F[z]. We have the following concrete identiﬁcations of tensor products.
We specialize our discussion to polynomial modules. Given the ﬁeld F, the polynomial ring F[z] is
a rank 1 module over itself but an inﬁnite dimensional vector space (module) over F. Thus we have
the following identiﬁcation, i.e. up to isomorphism, for tensor products of polynomial spaces
F[z] ⊗F F[z]  F[z, w], (18)
as well as
F[z] ⊗F[z] F[z] = F[z]. (19)
This does not change when we consider spaces of polynomial vectors F[z]p, which itself can be
identiﬁed with the tensor product F[z]p  F[z] ⊗F Fp. In the concrete representation of the tensor
product F[z]p ⊗F F[z]m by F[z, w]p×m the abstract elements of the tensor product have also a concrete
representation given by f ⊗ g → f (z)g˜(w), Similarly, representing F[z]p ⊗F[z] F[z]m by F[z]p×m, the
elements are represented via the map f ⊗ g → f (z)g˜(z). In the following we will actually use these
isomorphisms as identifying the above tensor products.
Proposition 2.1. We have the following isomorphisms
F[z]p ⊗F F[z]m  F[z, w]p×m,
F[z]p ⊗F[z] F[z]m  F[z]p×m. (20)
Proof. Forextending theprevious, scalar, results to thevectorial case,wewill needseveralmore spaces.
As the ﬁeld F((z−1)) of truncated Laurent series has at least two module structures, with respect to
the ﬁelds F and F((z−1)), we have two different tensor products, given by
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F((z−1))p ⊗F F((z−1))m  Fsep((z−1, w−1))p×m (21)
and
F((z−1))p ⊗
F((z−1)) F((z
−1))m  F((z−1))p×m. (22)
These are the analogs of equation (20).
Here Fsep((z
−1, w−1)) denotes the ring of separable truncated Laurent series in the variables z, w
which are of the form F(z, w) = ∑Ni=1 fi(z)g˜i(w) for ﬁnitelymany f1, . . . , fN ∈ F((z−1))p, g1, . . . , gN ∈
F((w−1))m. Thus Fsep((z−1, w−1)) is a proper subset of F((z−1, w−1)), the ﬁeld of truncated Lau-
rent series. By Fsep((z
−1, w−1))p×m we denote the module of all p × m matrices with entries in
Fsep((z
−1, w−1)). Rational elements H(z, w) ∈ Fsep((z−1, w−1))p×m have representations of the form
H(z, w) = ∑ki=1 fi(z)g˜i(w)with fi, gi both rational. This implies a representation of the form
H(z, w) = d(z)−1Q(z, w)e(w)−1, (23)
with Q(z, w) ∈ F[z, w]p×m and f , d nonzero, scalar polynomials.
Next we proceed to extend the duality theory to the context of polynomial spaces in two variables.
To this end, we introduce in the space of matrix truncated Laurent series in two variables, i.e.
F((z−1, w−1))p×m =
⎧⎨
⎩G(z, w) =
n1∑
i=−∞
n2∑
j=−∞
Gijz
iwj
⎫⎬
⎭ . (24)
For G ∈ F((z−1, w−1))p×m, we deﬁne its residue Res (G) by
Res (G) = G−1,−1. (25)
A bilinear form on F((z−1, w−1))p×m is deﬁned, for G, H ∈ F((z−1, w−1))p×m, by
[G, H] = Trace Res H˜G = Trace
∞∑
i=−∞
∞∑
j=−∞
H˜−i−1,−j−1Gij
=
∞∑
i=−∞
∞∑
j=−∞
Trace H˜−i−1,−j−1Gij. (26)
Note that the sum deﬁning [G, H] contains only a ﬁnite number of nonzero terms. Clearly, the form
deﬁned in (26) is nondegenerate.
If G ∈ F((z−1, w−1))q×m, A ∈ F((z−1, w−1))p×q and H ∈ F((z−1, w−1))p×m, then AG ∈
F((z−1, w−1))p×m and, by a simple but tedious computation, we have
[AG, H] = [G, A˜H]. (27)
It is easy to see that again, with respect to the bilinear form (26), we have
(F[z, w]p×m)⊥ = F[z, w−1]]p×m + F[[z−1, w]p×m.  (28)
3. Reverse polynomials
In preparation for the analysis of the Stein equation, as well as that of truncated Toeplitz matrices,
reverse polynomials play an important role. We introduce them ﬁrst in the scalar case and proceed to
extend the deﬁnition to the matrix case.
3.1. Reverse polynomials and inversions: the scalar case
For the degree n polynomial d(z), we deﬁne the reverse polynomial d(z) by
d(z) = znd(z−1). (29)
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Weclearly havedeg d = deg d if andonly if d(0) = d0 /= 0. LetBst = {1, z, . . . , zn−1}be the standard
basis of Xd and Brv = {zn−1, . . . , z, 1} the reverse standard basis.
In order to motivate the next results, we analyse the problem of inverting, given the scalar polyno-
mial d(z) = zn + dn−1zn−1 + · · · + d0, the restricted shift operator Sd : Xd −→ Xd. Since the char-
acteristic polynomial of Sd is d(z), Sd is invertible if and only if d(0) = d0 /= 0. In fact, in this case we
have d(α) = 0 if and only if d(α−1) = 0. Actually, we can bemore speciﬁc about inverting Sd. Clearly,
S
−1
d commutes with Sd. Since Sd is cyclic, there exists a polynomial φ for which S
−1
d = φ(Sd). The next
proposition identiﬁes it.
Proposition 3.1. Let d(z) = zn + dn−1zn−1 + · · · + d0, with d0 /= 0. Letφ be the unique solution of the
Bezout equation
zφ(z) + d(z)ψ(z) = 1, (30)
that satisﬁes deg φ < n. Then
ψ(z) = d(0)−1 = d−10 , (31)
φ(z) = 1 − d
−1
0 d(z)
z
= −d−10
d(z) − d0
z
. (32)
and
S
−1
d = φ(Sd). (33)
Proof. Our assumption that d0 /= 0 is equivalent to the coprimeness of z and d(z), hence to the
existence of a solution to the Bezout equation (30). Since deg φ < deg d = n and degψ < deg z = 1,
i.e. ψ is a, necessarily nonzero, constant. Evaluating the Bezout equation at z = 0, we get (31). Using
that, (32) follows from the Bezout equation. Finally, from equation (30), using the fact that d(Sd) = 0,
we obtain the representation (33). 
If A is an invertible linear operator in a ﬁnite dimensional vector space, then the eigenvalues of A−1
are the inverses of the eigenvalues of A. We saw, in (5), that for the polynomial d(z), the eigenvalues
of Sd are the zeros of d(z). Now, if d(0) /= 0, then α is a zero of d(z) if and only if α−1 is a zero of
the reverse polynomial d(z). Therefore, it is natural to expect that the maps S−1d and Sd are related.
Indeed, this turns out to be the case and we have the following.
Proposition 3.2. Let d(z) = zn + dn−1zn−1 + · · · + d0, assuming d0 /= 0. Let R : Xd −→ Xd be the
reversion map deﬁned, for f ∈ Xd, by
(Rf )(z) = zn−1f (z−1). (34)
Then
1. We have the following matrix representations
[Sd]stst = Cd =
⎛
⎜⎜⎜⎜⎝
0 −d0
1 ·
· ·
· ·
1 −dn−1
⎞
⎟⎟⎟⎟⎠ , (35)
[S−1d ]stst =
⎛
⎜⎜⎜⎜⎜⎝
−d−10 d1 1· ·
· ·
−d−10 dn−1 1
−d−10 0
⎞
⎟⎟⎟⎟⎟⎠ , (36)
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[Sd ]stst =
⎛
⎜⎜⎜⎜⎜⎝
0 −d−10
1 ·
· ·
· ·
1 −d−10 d1
⎞
⎟⎟⎟⎟⎟⎠ (37)
and
J = [R]stst =
⎛
⎜⎜⎜⎜⎝
0 · · · 1
0 · · 1 0
0 · · · 0
0 1 · · 0
1 · · · 0
⎞
⎟⎟⎟⎟⎠ . (38)
2. The following diagram commutes
i.e. we have
RS
−1
d = SdR, (39)
and hence the isomorphism
S
−1
d  Sd . (40)
3. Given a polynomial d(z) = zn + dn−1zn−1 + · · · + d0, with d0 /= 0, then we have
(C

d)
−1 = JC
d
J (41)
and
(C


d)
−1 = JC

d
J. (42)
A clariﬁcation about the notation which might be a bit confusing: C
d
is the companion matrix, in its
sharp form, of the monic version of the reverse polynomial d
−1
0 d
(z) = zn + d−10 d1zn−1 + · · · +
d
−1
0 .
Proof
1. We do all computations on the standard basis elements. We clearly have, see Fuhrmann [8],
that
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Sdz
i =
{
zi+1 i = 0, . . . , n − 2,
−(d0 + d1z + · · · + dn−1zn−1) i = n − 1, (43)
which implies thematrix representation (35). Using (43), we need to compute only how S
−1
d acts
on 1. For this, we use (32) to get
S
−1
d z
i =
{
zi−1 i = 1, . . . , n − 1,
−d0(zn−1 + dn−1zn−2 + · · · + d1) i = 0. (44)
This proves (36). For Sd , we compute
Sdz
i =
{
zi+1 i = 0, . . . , n − 2,
−(d−10 − d−10 dn−1z − · · · − d−10 d1zn−1) i = n − 1, (45)
which proves (37). For the matrix representation of R deﬁned by (34), we clearly have (38).
2. To prove the commutativity of the diagram, we need to show that (39) holds. We do this by
proving this equality holds on the standard basis elements. Using the previous computations,
we continue computing as follows:
RS
−1
d z
i = R
{
zi−1 i = 1, . . . , n − 1,
−d−10 (zn−1 + dn−1zn−2 + · · · + d1) i = 0,
=
{
zn−i i = 1, . . . , n − 1,
−d−10 (1 + dn−1zn−2 + · · · + d1zn−1) i = 0.
On the other hand, using (45), we have
SdRz
i = Sdzn−i−1 =
{
zn−i i = 1, . . . , n − 1,
−d−10 (1 + dn−1zn−2 + · · · + d1zn−1) i = 0,
i.e. equality (39) holds.
Equality (39) implies
[R]stst[S−1d ]stst = [Sd ]stst[R]stst , (46)
i.e. that
⎛
⎜⎜⎜⎜⎝
0 · · · 1
0 · · 1 0
0 · · · 0
0 1 · · 0
1 · · · 0
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
−d−10 d1 1· ·
· ·
−d−10 dn−1 1
−d−10 0
⎞
⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎝
0 −d−10
1 ·
· ·
· ·
1 −d−10 d1
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
0 · · · 1
0 · · 1 0
0 · · · 0
0 1 · · 0
1 · · · 0
⎞
⎟⎟⎟⎟⎠ .
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This can be also easily veriﬁed directly.
3. From (39), we have I = SdRSdR. Taking the matrix representation with respect to the standard
bases in both Xd and Xd , we have
I = [Sd]stst[R]stst[Sd ]stst[R]stst = Cd(JCd J).
Speciﬁcally, we have (C

d)
−1 = (JC
d
J) and hence the equality⎛
⎜⎜⎜⎜⎝
0 −d0
1 ·
· ·
· ·
1 −dn−1
⎞
⎟⎟⎟⎟⎠
−1
=
⎛
⎜⎜⎜⎜⎜⎝
−d−10 d1 1· ·
· ·
· 1
−d−10 0
⎞
⎟⎟⎟⎟⎟⎠ ,
which can be veriﬁed directly. Eq. (42) follows from (41) by transposition. 
Clearly, Proposition 3.2 shows that a special intertwining map, namely S
−1
d , is similar, under the
reversion operator to another intertwining map, namely Sd . We extend this result to arbitrary inter-
twining maps.
Proposition 3.3. Let d(z) be a polynomial of degree n, assuming d(0) /= 0, and let d(z) be deﬁned by
(29). Let R : Xd −→ Xd be the reversion operator. Let Z : Xd −→ Xd be an intertwining map. Then
1. Y : Xd −→ Xd , deﬁned by the following commutative diagram
i.e. Y = RZR is an intertwining map, i.e. satisﬁes
YSd = SdY . (47)
2. If the map Z is given by
Zf = p(Sd)f = πdpf , (48)
then Y : Xd −→ Xd deﬁned above is given by
Yg = q(Sd )g = πdqg, g ∈ Xd , (49)
with
q = πdzn−1p. (50)
3. Let d(z) = ∏ni=1(z − λi) with λi /= λj for i /= j. Let the Lagrange interpolation polynomials, see
Fuhrmann [8], be deﬁned by
li(z) =
∏n
j /=i(z − λj)∏
j /=i(λi − λj) ,
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Li(z) =
∏n
j /=i(z − λ−1j )∏
j /=i(λ−1i − λ−1j )
. (51)
Let Z : Xd −→ Xd be given by (48) with p(z) = ∑ni=1 pili(z). Then
(a) We have
Rli(z) = 1
λn−1i
Li(z). (52)
(b) Y : Xd −→ Xd is given by
Yg = q(Sd )g = πdqg, (53)
with q(z) = ∑ni=1 piLi(z).
Proof
1. We assume that Z is intertwining, i.e. ZSd = SdZ holds. Applying the reversion map R : Xd −→
Xd , and using (39) and the commutativity of the diagram, we have
S
−1
d
YR = S−1
d
RZ = RSdZ = RZSd = YRSd = YS−1d R.
Since d(0) /= 0, Proposition 3.2 implies the invertibility of R, therefore the previous computation
shows S
−1
d
Y = YS−1
d
which is equivalent to (47).
2. We note that Rzi = zn−i−1, for i = 1, . . . , n. Thus
q = Y1 = YRzn−1 = RZzn−1 = Rπdpzn−1 = R(Sn−1d p) = Rq.
Using the fact that Y is intertwining, we have
Yzj = YSj
d
1 = Sj
d
Y1 = πdzjπdq1 = πdqzj,
and hence (49) follows.
3. We compute
(Rli)(z)= zn−1
∏n
j /=i(z−1 − λj)∏
j /=i(λi − λj) =
∏n
j /=i(1 − λjz)∏
j /=i(λi − λj) =
∏n
j /=i(z − λ−1j )∏
j /=i(1 − λiλ−1j )
= 1
λn−1i
∏n
j /=i(z − λ−1j )∏
j /=i(λ−1i − λ−1j )
= 1
λn−1i
Li(z). (54)
Now q = Y1 = YRzn−1 = RZzn−1. Also, since the Lagrange polynomials li(z) are the eigenfunc-
tions of Sd, we have, using (54), Zz
n−1 = πdpzn−1 = ∑ni=1 piλn−1i li(z), which implies
q(z) = RZzn−1 = R
n∑
i=1
piλ
n−1
i li(z) =
n∑
i=1
piλ
n−1
i
1
λn−1i
Li(z) =
n∑
i=1
piLi(z). 
This proves the representation (53).
It is of interest to check our result on a special case. Note that, assuming d(0) /= 0, S−1d commutes
with Sd, i.e. it is an intertwining map and has the representation (33), with φ deﬁned by (32). We
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proceed to compute the polynomial q(z) that leads to a representation of themap Y . With φ as before,
we compute
q(z) = R(Sn−1d φ) = Rπdzn−1
1 − d(0)−1d(z)
z
= Rπdzn−2(1 − d(0)−1d(z)) = Rzn−2 = z.
Thus
Yg = πdqg = πdzg = Sdg, (55)
and we have recovered (39).
3.2. Reverse polynomials and inversions: the matrix case
Our next aim is to generalize the isomorphism (39) to the matrix case. In order to do that, we
need to deﬁne the reverse of a polynomial matrix. We treat differently the reversion of a nonsingular
polynomial matrix D(z) from that of elements in XD(z)⊗I , i.e. for polynomial matrices N(z) for which
D−1N is strictly proper.
Deﬁnition 3.1
1. Let D(z) ∈ F[z]p×p be nonsingular and let H(z) ∈ F[z]p×n be a basis matrix for XD. Deﬁne
the left ideal J = {A(z) ∈ F[z]p×p|A(z)D(z−1) ∈ F[z]p×p} and let Δl(z) be a generator, i.e. J =
F[z]p×pΔl(z). We deﬁne the (left) reverse polynomial matrix Dl (z) by
D

l (z) = Δl(z)D(z−1). (56)
Similarly, we deﬁne also a (right) reverse polynomial matrix D

r (z) by
Dr (z) = D(z−1)Δr(z). (57)
2. Deﬁne the left reversion operator Rl on XD(z)⊗I by
(RlN)(z) = Nl (z) = z−1Δl(z)N(z−1)N ∈ XD(z)⊗I (58)
and the right reversion operator Rr on XI⊗D(z) by
(RrN)(z) = Nr (z) = z−1N(z−1)Δr(z)N ∈ XI⊗D(z). (59)
Note that the generator Δl(z) is uniquely deﬁned only up to a left unimodular factor, so the same
is true for the reverse polynomial matrix. We will always assume that (D

l )
−1 is proper. One way
to achieve this is to use the freedom of a left unimodular factor to reduce D

l (z) to row proper
form. We also observe that, since the only singularity of D(z−1) is at z = 0, the ideal J contains
nonzero monomials of the form zν I. Necessarily, Δl(z) is monomic, i.e. all its invariant factors are
monomials.
We recall that every polynomial matrix D(z) can be reduced by left multiplication by a unimodular
polynomial matrix to row proper form, whose inverse is necessarily proper. Thus the assumption that
D(z) is row proper entails no loss of generality.
Proposition 3.4. Let D(z) ∈ F[z]p×p be nonsingular and let H(z) ∈ F[z]p×n be a basis matrix for XD. Let
Δl(z) andΔr(z) be as in Deﬁnition 3.1. Then
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1. There exists a unique observable pair (C, A) for which
D(z)−1H(z) = C(zI − A)−1. (60)
Assuming D(0) is nonsingular then A is invertible and the pair (CA−1, A−1) is also an observable pair.
Moreover, the shift SD and its inverse have the following representations
SDH(z)ξ = H(z)Aξ ,
S−1D H(z)ξ = H(z)A−1ξ. (61)
2. Let H(z) be a basismatrix for XD, then,withH

l (z) deﬁned by (58), we have the coprime factorizations
D

l (z)
−1Hl (z) = −CA−1(zI − A−1)−1. (62)
Moreover, H

l (z) is a basis matrix for XD .
3. If D(0) is nonsingular, then the left reversionmap R : XD −→ XDl , as deﬁned by (58), is an invertible
map from XD onto XDl
satisfying
RH(z)ξ = H(z)ξ. (63)
Moreover, we have
S
D

l
R = RS−1D , (64)
or
R = S
D

l
RSD. (65)
4. (a) Let D(z) ∈ F[z]p×p be nonsingular, D(z)−1 proper and assume D(0) is invertible. Then N ∈
XD⊗I if and only if, with
N

l (z) = z−1Δl(z)N(z−1), (66)
we have N

l ∈ XDl ⊗I and
Δ

l (z) = Δl(z−1)−1. (67)
(b) Let D(z) ∈ F[z]m×m be nonsingular, D(z)−1 proper and assume D(0) is invertible. Then N ∈
XI⊗D˜ if and only if, with
Nr (z) = z−1N(z−1)Δr(z), (68)
we have N

r ∈ XI⊗D˜r and
Δr (z) = Δr(z−1)−1. (69)
5. The inverse R−1 : X
D

l
−→ XD of the map R deﬁned in (58) is given by R−1 = R, where
(Rg)(z) = z−1Δl (z)g(z−1), g ∈ XDl . (70)
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Proof
1. The existence of an observable pair (C, A) satisfying (60) follows by using the shift realization, see
Fuhrmann [3]. Uniqueness follows from the state space isomorphism theorem. The assumption
that D(0) is nonsingular is, by (5), equivalent to the invertibility of SD. H(z) being a basis matrix
for XD, it follows that both factorizations in (60) are coprime. Hence, we have the isomorphism
SD  A. In turn, this implies the invertibility of A.
To show the observability of (CA−1, A−1), assume that x ∈ ∩∞j=0Ker CA−1A−j = ∩∞j=1Ker CA−j .
Since A is assumed to be invertible, so is An, and hence there exists a unique vector x0 for which
x = Anx0. Thus we have CA−jx = CAn−jx0 = 0 for j = 1, . . . , n, i.e. x0 ∩n−1i=0 Ker CAi. As (C, A)
is an observable pair, it follows that x0 = 0, and hence also x = 0, which indeed proves the
observability of (CA−1, A−1).
For f (z) = H(z)ξf , we compute
SDf = SDH(z)ξf = Dπ−D−1zH(z)ξf
= Dπ−C(zI − A)−1zξf = D(z)C(zI − A)−1Aξf
= H(z)Aξf .
Since A and SD are both invariable, we have
S−1D H(z)ξf = H(z)A−1ξf , (71)
thus the representations (61) are proved.
2. The assumption that D(0) is invertible is equivalent to the invertibility of SD. As noted above,
there exists a uniquely determined observable pair (C, A) for which (60) holds. Equivalently,
H(z)(zI − A) = D(z)C. In turn, this implies
D(z−1)C = H(z−1)(z−1I − A) = H(z−1)z−1(I − zA) = −H(z−1)z−1A(zI − A−1),
or, with H(z) = z−1Δl(z)H(z−1),
−CA−1(zI − A−1)−1 = D(z−1)−1z−1H(z−1)
= (Δl(z)D(z−1))−1(z−1Δl(z)H(z−1)) (72)
= Dl (z)−1Hl (z),
we conclude that (62) holds. The assumed observability of the pair (C, A) and the invertibility
of A imply the observability of the pair (CA−1, A−1). Thus the factorization Dl (z)−1H(z) is left
coprime. Eq. (73) and the coprimeness conditions show that H

l (z) is a basis matrix for XD .
3. AsH(z) is abasismatrix, every f ∈ XD has theunique representation f (z) = H(z)ξf ,withξf ∈ Fn.
Using (60), we compute
Rf = R(H(z)ξf ) = z−1Δl(z)H(z−1)ξf = Hl (z)ξf ,
i.e. (63) holds. Since H

l (z) is a basis matrix for XD , it follows that R is bijective.
D(z)−1(Rf )(z)= (Δl(z)D(z−1))−1z−1Δl(z)f (z−1)
= z−1D(z−1)−1H(z−1)ξf
= −CA−1(zI − A−1)−1ξf ,
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which, being strictlyproper, shows thatRf ∈ XD . Theobservability of thepair (CA−1, A−1) shows
that R is injective, From (58) it follows that f (z−1) = zΔl(z)−1(Rf )(z) or f (z) = z−1Δl(z−1)−1
(Rf )(z−1). Eq. (56) impliesD(z) = Δl(z−1)−1D(z−1)and, asΔl(z−1)−1 ispolynomial, it follows
that R is invertible.
Next, using (61), we compute
RS−1D H(z)ξf = R(H(z)A−1ξf ) = z−1Δl(z)H(z−1)A−1ξf = H(z)A−1ξf .
On the other hand, using (62), we have
SDRf = SDl H

l (z)ξf = SDz−1Δl(z)H(z−1)ξf
= Dπ−(D)−1zz−1Δl(z)H(z−1)ξf
= Dπ−D(z−1)−1Δl(z)−1Δl(z)H(z−1)ξf
= Dπ−D(z−1)−1H(z−1)ξf
= Dπ−z[−CA−1(zI − A−1)−1]ξf
= D[−CA−1(zI − A−1)−1]A−1ξf
= H(z)A−1ξf .
Comparing the two computations, we get (64) from which (65) easily follows.
4. (a) N ∈ XI⊗D˜ if and only if D−1N is strictly proper. As H(z) is a basis matrix for XD, there exists
a unique constant matrix K for which N(z) = H(z)K . By (63), we have
N

l (z) = RlN(z) = RlH(z)K = Hl (z)K.
By the coprime factorization (62), this shows that D

l (z)
−1Nl (z) is strictly proper. The
argument is clearly reversible.
(b) Follows from the ﬁrst part by duality.
5. Follows by a direct computation, using (67). Alternatively, we note that the map (C, A) →
(−CA−1, A−1) is an involution. 
Note that in the scalar case, taking d(z) = dnzn + dn−1zn−1 + · · · d0, with d0 /= 0, the polyno-
mial matrix H(z) = (1 z · · zn−1) is the standard basis matrix for Xd. From the identity
d(z)−1(1 z · · zn−1) = C(zI − A)−1 we get
d(z−1)−1
(
1 z−1 · · z−n+1
)
= −CA−1z(zI − A−1)−1.
In this case, the ideal J is generated by zn, hence we obtain the left coprime factorization d(z)−1
H(z). Multiplying both terms on the left by zn, as well as the identity
d(z)−1
(
zn−1 zn−2 · · 1
)
= −CA−1(zI − A−1)−1.
Corollary 3.1. Let D(z) ∈ F[z]m×m be nonsingular and assume D(0) is invertible, Let d1, . . . , dm be the
invariant factors of D. Then d

1, . . . , d

m are the invariant factors of D
(z).
Proof If d1, . . . , dm are the invariant factors of D, then SD  Sd1 ⊕ · · · ⊕ Sdm . By (64), this implies
that
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S−1D  S−1d1 ⊕ · · · ⊕ S−1dm  Sd1 ⊕ · · · ⊕ Sdm  SD .
This gives the cyclic decomposition of SD , hence d

1, . . . , d

m are indeed the invariant factors of D
(z).

The preceding discussion of the scalar case can be generalized to the matrix case. We have the
following generalization of Proposition 3.1.
Proposition 3.5. Let D(z) ∈ F[z]p×p with D(0) nonsingular and D(z)−1 proper. Then
1. SD is invertible.
2. The Bezout equation
zΦ(z) + D(z)Ψ (z) = I (73)
has a unique solution for which D−1Φ is strictly proper. Ψ (z) is necessarily constant and we have
Ψ = D(0)−1 (74)
and
Φ(z) = I − D(z)D(0)
−1
z
. (75)
3. Deﬁning a map Z : XD −→ XD by
Zg = πDΦg, g ∈ XD, (76)
we have
S−1D = Z. (77)
4. The following is a doubly coprime factorization
(
D(0)−1 I−D(0)
−1D(z)
z
−zI D(z)
)⎛⎝D(z) − I−D(z)D(0)−1z
zI D(0)−1
⎞
⎠ =
(
I 0
0 I
)
,
⎛
⎝D(z) − I−D(z)D(0)−1z
zI D(0)−1
⎞
⎠(D(0)−1 I−D(0)−1D(z)z
−zI D(z)
)
=
(
I 0
0 I
)
. (78)
Proof
1. By (5), the assumption that D(0) is nonsingular is equivalent to the invertibility of SD.
2. The nonsingularity of D(0) is also equivalent to the left (and right) coprimeness of zI and D(z).
This implies the solvability of the Bezout equation (73). Choosing the unique solution for which
ΦD−1 is strictly proper, forces z−1Ψ (z) to be strictly proper too, i.e.Ψ (z) is necessarily constant.
Evaluating (73) at z = 0, we obtain (74). (75) follows from (73) by extractingΦ(z).
3. For g ∈ XD, we compute
g = πDIg = πD(zΦ + DΨ )g = πDzΦg = πDzπDΦg = SDZg,
which proves (77).
4. Can be checked by direct computation. 
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For the use of doubly coprime factorization for the inversion of intertwining maps, see Fuhrmann
[3]. The method will be of great use in the inversion of (generalized) truncated Toeplitz maps which
will be taken up in Section 6.
4. On truncated Hankel and Toeplitz maps
Early in the development of functional analysis and operator theory, especially in the Hilbert space
setting, operatorsweredeﬁned in termsofmatrix representationswith respect to,mostlyorthonormal,
bases. Special cases of these were inﬁnite Hankel and Toeplitz matrices given by
H = (hij) = (gi+j) (79)
and
T = (tij) = (ai−j), (80)
respectively. The block Hankel and Toeplitz matrices are analogously deﬁned, with the gi, i = 1, . . .
and ai, i = −∞,∞ taken to be p × m matrices. This led to the introduction and study of truncated,
or ﬁnite section, (block) Hankel or Toeplitz matrices deﬁned by
Hn(g) = (gi+j), i + j = 1, . . . , 2n + 1, (81)
and
Tn(a) = (ai−j), i, j = 1, . . . , n. (82)
Both inﬁnite Hankel and Toeplitz matrices have a functional characterization. For example, it is a
well known characterizations of Toeplitz operators in Hardy spaces, see Brown and Halmos [2], that
an operator T is a Toeplitz operator in H2 if and only if it satisﬁes the functional equation T = S∗TS,
where S is the unilateral shift inH2 and S∗ its adjoint, i.e. the backward shift. This extends immediately
to vectorial H2 spaces.
Since our interest originates in linear, time-invariant systems, we shall focus on the same class of
operators, but in an algebraic setting. A Hankel operator HG : F[z]m −→ z−1F[[z−1]]p is deﬁned by
HG = π−Gf , f ∈ F[z]m, (83)
whereas a Toeplitz operator TA : F[z]m −→ F[z]p is deﬁned by
Tf = TAf = π+Af , f ∈ F[z]m. (84)
Both Hankel and Toeplitz operators have characterizations in terms of the shift operators S+, S− in the
ambient spaces. It is well known that H : F[z]m −→ z−1F[[z−1]]p is a Hankel operator if and only if
it satisﬁes the functional equation
HS+ = S−H. (85)
Similarly, T : F[z]m −→ F[z]p is a Toeplitz operator if and only if it satisﬁes the functional equation
T = σ+TS+. (86)
Here σ+ : F[z]p −→ F[z]p is the downward shift operator, deﬁned by
(σ+g)(z) = π+z−1g(z) = g(z) − g(0)
z
. (87)
This led, see Kailath et al. [18], to an effort to characterize ﬁnite Toeplitz matrices in terms of the
ﬁnite shift given by
S =
⎛
⎜⎜⎜⎜⎝
0 0
1 ·
· ·
· ·
1 0
⎞
⎟⎟⎟⎟⎠ . (88)
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It is proved that a matrix T is a Toeplitz matrix if and only if rank (T − STS˜) 2. rank (T − STS˜) has
been called the displacement rank of T . It has been noted, in the abovementioned paper of Kailath et
al., that a characterization could be given with matrices other than the shift, but this line of research
does not seem to have been pursued.
Next, we look a bit closer at ﬁnite rank Hankel operators. First, we note that from the functional
equation (85), it follows that Ker HG is a submodule of F[z]m and ImHG a submodule of z−1F[[z−1]]p.
In particular, a result going back to Kronecker, dim ImHG < ∞ if and only if G is rational. In that case
there exist coprime factorizations G = N1D−11 = D−12 N2 with
{
Ker HG = D1F[z]m,
ImHG = XD2 . (89)
If we remove the coprimeness assumptions, then (89) changes to
{
Ker HG ⊃ D1F[z]m,
ImHG ⊂ XD2 . (90)
Now, it is easily veriﬁed that truncated Hankel operators are closely related to intertwining maps.
Indeed, considering the diagram
it follows that Z is intertwining if and only if HG = D−12 Z is a Hankel operator. In fact, if Zf = πD2N2f ,
then
D
−1
2 Zf = D−12 πD2N2f = D−12 D2π−D−12 N2f = HGf ,
where G = D−12 N2.
Let now B1 = {f1, . . . , fn1} and B2 = {g1, . . . , gn2} be bases of XD1 and XD2 respectively. Clearly,
B2 = {D−12 g1, . . . , D−12 gn2} is a basis of the rational model XD2 . It follows that we have the following
equality of matrix representations
[Z]B2B1 = [HG]B2B1 . (91)
We specialize now to the scalar case, i.e. d1, d2 ∈ F[z].We choose the standardbasisBst = {1, z, . . . ,
zn1−1} in Xd1 and the control basis Bco = {e1, . . . , en} in Xd2 , where ei = π+z−id2, i = 1, . . . , n2. Since
Z is assumed intertwining, we have for the matrix representations
[Sd2 ]coco[Z]cost = [Z]cost [Sd1 ]stst . (92)
Proposition 4.1. Let d1, d2 ∈ F[z] with deg di = ni. Then
1. Z : Xd1 −→ Xd2 satisﬁes the equation
Sd2Z = ZSd1 (93)
if and only if [Z]cost is a Hankel matrix.
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2. T : Xd1 −→ Xd2 satisﬁes the equation
T = Sd2TSd1 (94)
if and only if [T]cost is a Toeplitz matrix.
Proof.
1. We rewrite (92) as
⎛
⎜⎜⎜⎜⎜⎝
0 1 · · ·
· · · · ·
· · · · ·
· · · · 1
−d(2)0 · · · −d(2)n2−1
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎝
z11 · · · z1n1· · · · ·
· · · · ·
· · · · ·
zn21 · · · zn2n1
⎞
⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎝
z11 · · · z1n1· · · · ·
· · · · ·
· · · · ·
zn21 · · · zn2n1
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
0 −d(1)0
1 ·
· ·
· ·
1 −d(1)n1−1
⎞
⎟⎟⎟⎟⎟⎠ . (95)
Equating the entries in the upper left (n1 − 1) × (n2 − 1) submatrix, we get zij = gi+j , i.e. that[Z]cost is a ﬁnite Hankel matrix.
2. Assume X satisﬁes (94), then, by taking matrix representations, we have
[X]cost = [Sd2 ]coco[X]cost [Sd1 ]stst ,
or
⎛
⎜⎜⎜⎜⎝
x11 · · · x1n1· · · · ·
· · · · ·
· · · · ·
xn21 · · · xn2n1
⎞
⎟⎟⎟⎟⎠=
⎛
⎜⎜⎜⎜⎜⎝
0 1 · · ·
· · · · ·
· · · · ·
· · · · 1
−d(2)0 · · · −d(2)n2−1
⎞
⎟⎟⎟⎟⎟⎠
×
⎛
⎜⎜⎜⎜⎝
x11 · · · x1n1· · · · ·
· · · · ·
· · · · ·
xn21 · · · xn2n1
⎞
⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
0 −d(1)0
1 ·
· ·
· ·
1 −d(1)n1−1
⎞
⎟⎟⎟⎟⎟⎠ .
(96)
The upper left (n2 − 1) × (n1 − 1) block of the matrix product is given by⎛
⎜⎜⎜⎜⎝
x22 · · · x2n1· · · · ·
· · · · ·
· · · · ·
xn22 · · · xn2n1
⎞
⎟⎟⎟⎟⎠ .
Comparing this with the corresponding block on the left yields x(i+1)(j+1) = xij , which shows
that [X]cost is a Toeplitz matrix.
Conversely, assume X is an n × n Toeplitz matrix with xij = ci−j , i = −n + 1, . . . , n − 1. With J,
the reversion matrix, H = JX is an n × n Hankel matrix. Let gi = cn−i, i = 1, . . . , 2n − 1 and let
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g(z) = ∑∞i=1 giz−i be a (minimal) partial realization having the coprime factorization g = q−1p.
With the Hankel operator Hg : F[z] −→ z−1F[[z−1]] deﬁned by Hgf = π−gf for f ∈ F[z], we
have
{
Ker Hg = qF[z],
ImHg = Xq. (97)
The functional equation of the Hankel operator, i.e. S−Hg = HgS+ induces a functional equation
for the restriction of theHankel operator to amap fromXq ontoX
q, i.e.wehave SqH = HSq. Taking
matrix representations, see Fuhrmann [8], we have HC

q = C
qH. This, recalling that X = JH and
using equation (42), leads immediately to
X = (JC
qJ)−1XCq = C
qXCq , (98)
which gives us a representation of the form (96). 
Proposition 4.1 easily generalizes to the case that both D1(z) and D2(z) are monic, i.e. of the
form D(z) = D0 + D1z + · · · + Dq−1zq−1 + Izq, which leads to block Hankel and Toeplitz matrices.
However, there is no need to impose the monicity restriction and we proceed with the following
deﬁnition.
Deﬁnition 4.1. Let D1 ∈ F[z]m×m and D2 ∈ F[z]p×p be nonsingular. Then
1. A map H : XD1 −→ XD2 is called a truncated Hankel operator if it satisﬁes the functional
equation
SD2H = HSD1 . (99)
2. A map T : XD1 −→ XD2 is called a truncated Toeplitz operator if it satisﬁes the functional
equation
T = SD2TSD1 . (100)
For a comprehensive study of truncated Toeplitz operators from a functional analytic point of view,
see Sarason [21].
Note that, in view of (65), the reversion operator deﬁned in (58) is a truncated Toeplitz operator.
5. The polynomial Stein equation
The Stein equation is usually deﬁned by
X − AXB = C. (101)
Here the assumption is that A ∈ Fp×p, B ∈ Fm×m and X, C ∈ Fp×m. One can generalize this by assum-
ing, given two F-linear vector spaces X1,X2, that A ∈ HomF(X2,X2), B ∈ HomF(X1,X1), and C, X ∈
HomF(X1,X2). Noting the isomorphism HomF(X1,X2)  X2 ⊗F X∗1 , we can look at the Stein equa-
tion as an equation in the tensor product space. In particular, since we are concerned with shifts in
polynomial models, it is natural to study the Stein equation in XD2(z)⊗D˜1(z). This we proceed to do.
In the next theorem, we use the reduction of the Sylvester equation to a polynomial equation,
obtained in Fuhrmann and Helmke [11], to state and prove a similar result for a generalized Stein
equation. Again, the setting is that of polynomial models. In the aforementioned paper, a central role
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was played by theAnderson–Jury Bezoutianwhich in turn is a generalization of the classical Bezoutian,
dating to the middle of the 19th century.
We recall, see Anderson and Jury [1], that an element Q(z, w) ∈ XD2(z)⊗D˜1(w) is called a Bezoutian
if it has a representation of the form
Q(z, w) = D2(z)N1(w) − N2(z)D1(w)
z − w , (102)
with D
−1
2 N2 and N1D
−1
1 strictly proper and the identity
D2(z)N1(z) = N2(z)D1(z) (103)
holding.
In preparation for the analysis of the Stein equation, we adapt the deﬁnition of the Anderson–
Jury Bezoutian to our present needs by introducing T-Bezoutians (T for Toeplitz). Further remarks
concerning the generalized Bezoutians can be found in Fuhrmann and Helmke [11]. A good source of
information on various classes of Bezoutians, though mostly matrix oriented, is Heinig and Rost [15].
Deﬁnition 5.1. An element T(z, w) ∈ XD2(z)⊗D˜1(w) is called a T-Bezoutian if it has a representation of
the form
T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
zw − 1 , (104)
with D
−1
2 N2 and N1D
−1
1 strictly proper, E a constant matrix and the identity
D2(z)N1(z
−1) − N2(z)D1(z−1) + D2(z)ED1(z−1) = 0 (105)
holding.
Theorem 5.1. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular. Let the Stein operator Σ :
XD2 ⊗F XD˜1 −→ XD2 ⊗F XD˜1 be deﬁned by
Σ(Q) = Q − (SD2 ⊗ SD˜1)Q = Q − SD2QSD1 . (106)
For R(z, w) = K(z)L(w) ∈ XD2 ⊗F XD˜1 , the Stein equation, (STE), is given by
Σ(Q) = R, (107)
and the homogeneous Stein equation, (HSTE), by
Σ(Q) = (I − SD2 ⊗ SD˜1)Q = Q − SD2QSD1 = 0. (108)
1. The Stein equation
Q − (SD2 ⊗ SD˜1)Q = K(z)L(w) (109)
is solvable if and only if there exist polynomial matrices N1 and N2, for which D
−1
2 N2 and N1D
−1
1 are
strictly proper and a constant matrix E ∈ Fp×m for which
D2(z
−1)N1(z) − N2(z−1)D1(z) + D2(z−1)ED1(z) − K(z−1)L(z) = 0. (110)
We refer to (110) as the rational Stein equation, or RSTE. In that case, the solution is given by
Q(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w) − K(z)L(w)
1 − zw . (111)
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For the polynomial Stein equation, or PSTE, we have
D

2(z)N1(z) − zN2(z)D1(z) + D2(z)ED1(z) − zK(z)L(z) = 0. (112)
2. T(z, w) ∈ XD2(z)⊗D˜1(w) solves the homogeneous Stein equation, i.e. T ∈ KerΣ , if and only if there
exist polynomial matrices N1 and N2, for which D
−1
2 N2 and N1D
−1
1 are strictly proper and a constant
E ∈ Fp×m for which
D2(z
−1)N1(z) − N2(z−1)D1(z) + D2(z−1)ED1(z) = 0, (113)
or equivalently
D

2(z)N1(z) − zN2(z)D1(z) + D2(z)ED1(z) = 0. (114)
In this case, the solution is given by
T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
1 − zw , (115)
i.e. T(z, w) is a T-Bezoutian.Moreover, equation (113) implies that
B(z, w) = D

2(z)N1(w) − zN2(z)D1(w) + D2(z)ED1(w)
z − w (116)
is an Anderson–Jury Bezoutian.
There exists a nontrivial solution to (114) if and only if d2(z) = det D2(z) and d1(z) = det D1(z)
are not coprime, i.e. they have a nontrivial common factor.
Proof
1. Since SD2 ⊗ SD˜1 = SI⊗D˜1 ·SD2⊗I = SD2⊗I·SI⊗D˜1 , we compute for Q(z, w) ∈ XD2 ⊗F XD˜1 , using the
representation (4) of the shift operator
SD2⊗IQ = πD2(z)⊗IzQ(z, w) = zQ(z, w) − D2(z)N′(w),
whereN′(w)D1(w)−1 is strictly proper. Applying themap SI⊗D˜1 and using (4) oncemore, noting
that N1(w) = SI⊗D˜1N′ = N′(w)w − ED1(w) for some constant matrix E, we compute
SD2(z)⊗D˜1(w)Q = SI⊗D˜1(SD2⊗IQ)
= πI⊗D˜1(zQ(z, w) − D2(z)N′(w))w
= πI⊗D˜1(zQ(z, w)w) − πI⊗D˜1(D2(z)N′(w))w)
= (zQ(z, w)w − N2(z)D1(w)) − D2(z)(N1(w) + ED1(w)).
So
(I − SD2 ⊗ SD˜1)Q(z, w)=Q(z, w)(1 − zw)+D2(z)N1(w)−N2(z)D1(w) + D2(z)ED1(w).
Thus, the Stein equation (107) reduces to
Q(z, w)(1 − zw) + D2(z)N1(w) + N2(z)D1(w) + D2(z)ED1(w) = K(z)L(w), (117)
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or
Q(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w) − K(z)L(w)
zw − 1 . (118)
Now Q(z, w) ∈ XD2 ⊗F XD˜1 is necessarily a polynomial matrix, so the numerator has to vanish
when z = w−1, which forces the identity (110). This identity is not a polynomial one, but it is
easily reducible to a polynomial. To this end, following Deﬁnition 3.1, multiplying the previous
equation on the left byΔl(z), we obtain the polynomial equation (112).
Conversely, assume there exist polynomial matrices N2 ∈ XD2(z)⊗I and N1 ∈ XI⊗D˜1(w) for which
(110) holds. Deﬁne Q(z, w) by (118). Clearly Q(z, w) ∈ XD2 ⊗F XD1 and we compute, using (117),
(ΣQ)(z, w)= πD2(z)⊗D˜1(w)(1 − zw)Q(z, w)
= πD2(z)⊗D˜1(w)(D2(z)N1(w) − N2(z)D1(w) + K(z)L(w))
= K(z)L(w).
2. Follows from the ﬁrst part. 
We check our result by considering the standard homogeneous Stein equation, which clearly is
Q − AQB = 0. In this case we have D2(z) = zI − A, D1(w) = wI − B. Eq. (110) reduces to
(zI − A)N1 − N2(z−1I − B) + (zI − A)E(z−1I − B) = 0.
Equating coefﬁcients, we get⎧⎨
⎩
N1 − EB = 0,
N2 + AE = 0,−AN1 + N2B + E + AEB = 0.
Substituting for N1, N2 in the last equation, we get E − AEB = 0, which of course is the standard
homogeneous Stein equation. To see this from a polynomial point of view, we use (115), to compute
Q(z, w)= (zI − A)N1 − N2(wI − B) + (zI − A)E(wI − B)
zw − 1
= (zI − A)EB + AE(wI − B) + (zI − A)E(wI − B)
zw − 1
= (zw − 1)E
zw − 1 = E.
5.1. A dimension formula
In Fuhrmann and Helmke [11] the following dimension formula was proved, namely
dim{Z|ZSD1 = SD2Z} =
p∑
i=1
m∑
j=1
deg(d
(2)
i ∧ d(1)j ). (119)
We prove next an analog of it for the space of solutions of the homogeneous Stein equation (121).
Proposition 5.1. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular. Let d(2)1 , . . . , d(2)p be the
invariant factors of D2(z) and d
(1)
1 , . . . , d
(1)
m the invariant factors of D1(z). Then, under the assumptions
that D2(0) is nonsingular, we have the dimension formula
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dim{X|X = SD2XSD1} =
p∑
i=1
m∑
j=1
deg((d
(2)
i )
 ∧ d(1)j ). (120)
Proof. Note that the nonsigularity of D2(0) is equivalent to the invertibility of SD2 . By (64), we have
the similarity S
−1
D2
 S
D

2
and, by Corollary 3.1, the invariant factors of S
D

2
are (d
(2)
1 )
, . . . , (d
(2)
p )
. Thus
the homogeneous Stein equation X = SD2XSD1 can be reduced to the homogeneous Sylvester equation
S
−1
D2
X = XSD1 . Hence, the claim follows from the dimension formula (119). 
Note that Proposition 5.1 implies, assuming that SD2 , (or SD1 ), is invertible, that the Stein equation
X = SD2XSD1 (121)
has a nontrivial solution if and only if d

2(z) = det D2(z) and d(1)(z) = det D(1)1 (z) are not coprime.
Indeed, in this case, (121) implies XS
−1
D1
= SD2X . However, S−1D1 is similar to SD1 , i.e. there exists an
invertible map R : XD1 −→ XD1 such that RS
−1
D1
R−1 = S
D

1
. This implies (XR−1)S
D

1
= SD2(XR−1). But,
see Fuhrmann and Helmke [11], there exists a nontrivial map intertwining S
D

1
and SD2 if and only
if the respective characteristic polynomials, d2(z) and d

1(z) are not coprime. The assumption of the
invertibility of SD1 (or alternatively of SD2 ) is not necessary and will be removed in Theorem 5.1.
Naturally, the question ariseswhether the dimension formula (120) holds alsowithout the assump-
tion that D(0) is nonsingular. We will see in Theorem 5.2 that this assumption can be dropped. Before
doing that, we will discuss brieﬂy the role of the noninvertibility of one of the coefﬁcients in the Stein
equation.
Lemma 5.1. Let N ∈ Fp×p be nilpotent, B ∈ Fm×m Let X ∈ Fp×m be a solution of the homogeneous Stein
equation
X = NXB. (122)
Then necessarily X = 0.
Proof. Recursively substituting back into (122), it follows that, for all j > 0, we have X = NjXBj . Since
Np = 0, we conclude that X = 0. 
Of course, the same holds for the solution of X = AXN, with N nilpotent.
Consider the simple case when one of the determinants is monomial.
Corollary 5.1. Let D2(z) ∈ F[z]p×p have amonomial characteristic polynomial, i.e. d2(z) = det D2(z) =
zn. Let X : XD1 −→ XD2 be a solution of the homogeneous Stein equation
X = SD2XSD1 . (123)
Then necessarily X = 0.
Proof. Since zn is the characteristic polynomial of SD2 , it follows that SD2 is nilpotent andwe can apply
Lemma 5.1. 
Proposition 5.1 was proved under somewhat restrictive conditions.We remove those in the follow-
ing theorem.
Theorem 5.2. Let D2(z) ∈ F[z]p×p and D1(z) ∈ F[z]m×m be nonsingular. Let d(2)1 , . . . , d(2)p be the in-
variant factors of D2(z) and d
(1)
1 , . . . , d
(1)
m the invariant factors of D1(z). Then we have the dimension
formula
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dim{X|X − SD2XSD1 = 0} =
p∑
i=1
m∑
j=1
deg((d
(2)
i )
 ∧ d(1)j ). (124)
Proof. Let d2(z) = det D2(z) and d1(z) = det D1(z). We consider the factorizations d2(z) = zν2e2(z)
and d1(z) = zν1e1(z)with e1(0), e2(0) nonzero. This induces factorizations⎧⎨
⎩D2(z) = Δ
(2)
λ (z)E
(2)
ρ (z) = E(2)λ (z)Δ(2)ρ (z),
D1(z) = Δ(1)λ (z)E(1)ρ (z) = E(1)λ (z)Δ(1)ρ (z)
(125)
for which the invariant factors of Δ
(2)
λ (z),Δ
(2)
ρ (z),Δ
(1)
λ (z),Δ
(1)
ρ (z) are all monomials, whereas all
the invariant factors of E
(2)
λ (z), E
(2)
ρ (z), E
(1)
λ (z), E
(1)
ρ (z) are nonzero at z = 0. Such factorizations imply
the left coprimeness of Δ
(2)
λ (z), E
(2)
λ (z) and of Δ
(1)
λ (z), E
(1)
λ (z). Similarly, Δ
(2)
ρ (z), E
(2)
ρ (z) and Δ
(1)
ρ (z),
E(1)ρ (z) are right coprime. These coprimeness conditions, see Fuhrmann and Willems [13], imply the
following decompositions into direct sums of invariant subspaces⎧⎨
⎩
XD2 = E(2)λ XΔ(2)ρ ⊕ Δ
(2)
λ XE(2)ρ
,
XD1 = E(1)λ XΔ(1)ρ ⊕ Δ
(1)
λ (z)XE(1)ρ
.
(126)
We note also that the following relations hold
SD2 |Δ(2)λ XE(2)ρ = Δ
(2)
λ SE(2)ρ
,
SD2 |E(2)λ XΔ(2)ρ = E
(2)
λ S
(2)
Δρ
(127)
and similar relations hold for the restrictions of SD1 to the corresponding components of the direct sum
decomposition of XD1 . Corresponding to these direct sum representations, any map X : XD1 −→ XD2
has a block matrix representation
X =
(
X11 X12
X21 X22
)
, (128)
with X11 : E(1)λ XΔ(1)ρ −→ E
(2)
λ XΔ(2)ρ
, X12 : Δ(1)λ XE(1)ρ −→ E
(2)
λ XΔ(2)ρ
, X21 : E(1)λ XΔ(1)ρ −→ Δ
(2)
λ XE(2)ρ
and
X22 : Δ(2)λ XE(2)ρ −→ Δ
(2)
λ XE(2)ρ
. The identity X = SD2XSD1 therefore reduces to the following set
X11 = (SD2 |E(2)λ XΔ(2)ρ )X11(SD1 |E
(1)
λ XΔ(1)ρ
),
X12 = (SD2 |E(2)λ XΔ(2)ρ )X12(SD1 |Δ
(1)
λ XE(1)ρ
),
X21 = (SD2 |ΔλXEρ )X21(SD1 |E(1)λ XΔ(1)ρ ),
X22 = (SD2 |Δ(1)λ XE(2)ρ )X22(SD1 |Δ
(1)
λ XE(1)ρ
).
(129)
Applying Corollary 5.1, all these three maps X11, X12, X21 are necessarily zero.
For the last map, namely X22, we note that SD2 |Δ(2)λ X(2)Eρ  SE(2)ρ , the isomorphism given by the
bijective map φ : XEρ −→ ΔλXEρ deﬁned by φg = Δ(2)λ g. Indeed, with g ∈ XE(2)ρ , we compute
SD2φg = SD2Δ(2)λ g = πD2zΔ(2)λ g = Δ(2)λ E(2)ρ π−E(2)ρ (Δ(2)λ )−1zΔ(2)λ g = ΔλπEρ zg = ΔλSEρ g,
i.e.φS
E
(2)
ρ
= SD2φ. A similar result holds for SD1 |Δ(1)λ XE(1)ρ , namelyφSE(1)ρ = SD1φ. Starting from the last
equation in (129), we compute
φ−1X22φ = φ−1(SD2 |Δ(2)λ XE(2)ρ )X22(SD1 |Δ
(1)
λ XE(1)ρ
)φ
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= φ−1(SD2 |Δ(2)λ XE(2)ρ )(φφ
−1)X22(φφ
−1
)(SD1 |Δ(1)λ XE(1)ρ )φ
= (φ−1(SD2 |Δ(2)λ XE(2)ρ )φ)(φ
−1X22φ)(φ
−1
(SD1 |Δ(1)λ XE(1)ρ )φ),
i.e. deﬁningΞ = X22, we have
Ξ = S
E
(2)
ρ
ΞS
E
(1)
ρ
. (130)
This also implies
dim{X|X − SD2XSD1 = 0} = dim
{
Ξ |Ξ − S
E
(2)
ρ
ΞS
E
(1)
ρ
= 0
}
. (131)
To Eq. (130) we apply Proposition 5.1 to get
dim
{
Ξ |Ξ − S
E
(2)
ρ
ΞS
E
(1)
ρ
= 0
}
=
p∑
i=1
m∑
j=1
deg(e

i ∧ ej), (132)
where e
(2)
i and e
(1)
j are the invariant factors of E
(2)
ρ (and E
(2)
λ ) and E
(1)
ρ (and E
(1)
λ ) respectively. Now, the
invariant factors of D2 and D1 have the factorizations d
(2)
i = δ(2)i e(2)i and d(1)j = δ(1)j e(1)i respectively
with δ
(2)
i , δ
(1)
j monomials. This implies (d
(2)
i )
 = (e(2)i ) and as a consequence that (d(2)i ) ∧ d(1)j =
(e
(2)
i )
 ∧ d(1)j = (e(2)i ) ∧ e(1)j . Thus the dimension formula (132) implies (124). 
5.2. Bezoutian representations
In analogywith thecharacterizationofBezoutiansas solutionsofhomogeneousSylvester equations,
given in Fuhrmann and Helmke [11], one expects that there should be a close relation between the
solutions of the homogeneous Stein equation (108) and the subset of HomF(XD1 , XD2) given by {X|X =
SD2XSD1}. This turns out to be the case and we can state.
Theorem 5.3. Let D2 ∈ F[z]p×p and D1 ∈ F[z]m×m be nonsingular and let T(z, w) ∈ XD2(z)⊗D˜1(w) ⊂
F[z, w]p×m. The Following statements are equivalent.
1. T(z, w) is a solution of the HSTE (108).
2. T(z, w) is a T-Bezoutian, i.e. it has a representation of the form (115) with (113) holding.
3. The map X : XD1 −→ XD2 deﬁned by
Xg = 〈g, T(z, .)˜ 〉 = [D−11 g, T(z, w)˜ ] = Res (T(z, w)D1(w)−1g(w)) (133)
satisﬁes
X − SD2XSD1 = 0. (134)
Proof
(1) ⇒ (2)
Assume T(z, w) ∈ XD2(z)⊗D˜1(w) is a solution of the homogeneous Stein equation (40), i.e.
πD2(z)⊗D˜1(w)(zw − 1)T(z, w) = 0,
or (1 − zw)T(z, w) ∈ Ker πD2(z)⊗D˜1(w). But, see Fuhrmann and Helmke [11], we have Ker πD2(z)⊗D˜1(w)= D2(z)F[z, w]p×m + F[z, w]p×mD1(w). Thus, there exist polynomial matrices N1 and N2 such that
(zw − 1)T(z, w) = D2(z)N1(w) − N2(z)D1(w). (135)
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Now D2(z)
−1T(z, w)D1(w)−1 is strictly proper in both variables which implies that the polynomial
part of D2(z)
−1(zw − 1)T(z, w)D1(w)−1 is a constant matrix E. From (135) it follows that
D2(z)
−1(zw − 1)T(z, w)D1(w)−1 = N1(w)D1(w)−1 − D2(z)−1N2(z).
Deﬁning N2 = πD2(z)⊗IN2 and N1 = πI⊗D˜1(w)N1, we have
D2(z)
−1(zw − 1)T(z, w)D1(w)−1 = N1(w)D1(w)−1 − D2(z)−1N2(z) + E,
or
(zw − 1)T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w). (136)
Hence
T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
zw − 1 . (137)
Moreover, since the left side is polynomial, the numerator of the right hand side has to vanish when
w = z−1. This shows that indeed T(z, w) is a T-Bezoutian.
(2) ⇒ (3)
Assume T(z, w) ∈ XD2(z)⊗D˜1(w) is a T-Bezoutian, i.e. it has a representation of the form (104) with
(105) holding. We compute, for g ∈ XD1 ,
X − SD2XSD1 = πD2(z)⊗D˜1(w)(1 − zw)T(z, w)
= πD2(z)⊗D˜1(w)(zw − 1)
D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
(zw − 1)
= πD2(z)⊗D˜1(w)(D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)) = 0,
as D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w) ∈ D2(z)F[z, w]p×m + F[z, w]p×mD1(w) =
Ker πD2(z)⊗D˜1(w).
(3) ⇒ (1)
We assume X is given by (133) and satisﬁes (134). For an arbitrary g ∈ XD1 , we compute
0= (X − SD2XSD1)g
= 〈g, T(z, w)˜ 〉 − SD2〈SD1g, T(z, w)˜ 〉
= Res T(z, w)D1(w)−1g(w) − SD2(Res T(z, w)D1(w)−1D1(w)π−D1(w)−1wg(w))
= Res T(z, w)D1(w)−1g(w) − SD2(Res T(z, w)D1(w)−1wg(w)).
This holds for all g ∈ XD1 by assumption but also trivially for all g ∈ D1F[z]m. Hence, using the direct
sum representation XD1 ⊕ D1F[z]m = F[z]m, this holds for all g ∈ F[z]m. Thus
0= Res T(z, w)D1(w)−1g(w) − SD2(Res T(z, w)D1(w)−1wg(w))
= Res
{
T(z, w)D1(w)
−1g(w) − πD2zT(z, w)D1(w)−1wg(w)
}
= Res
{
πD2(z)⊗D˜1(w)T(z, w)(1 − zw)D1(w)−1g(w)
}
.
This implies πD2(z)⊗D˜1(w)T(z, w)(zw − 1) = 0. Since Ker πD2(z)⊗D˜1(w) = D2(z)F[z, w]p×m + F[z,
w]p×mD1(w), there exist polynomial matrices N1 and N2 such that
(zw − 1)T(z, w) = D2(z)N1(w) − N2(z)D1(w). (138)
WriteN1 = N1 + M1D1 andN2 = N2 + D2M2 withN1(w)D1(w)−1 andD2(z)−1N2(z) strictly proper.
Now
P.A. Fuhrmann / Linear Algebra and its Applications 432 (2010) 3031–3071 3057
D2(z)
−1T(z, w)D1(w)−1 = N1(w)D1(w)
−1 − D2(z)−1N2(z)
zw − 1
= N1(w)D1(w)
−1 − D2(z)−1N2(z) + M1(w) + M2(z)
zw − 1
is strictly proper inbothvariables.We see fromthis thatM1(w) andM2(z) arenecessarily both constant
matrices. Setting E = M1 + M2, we get the representation (137). Since T(z, w) is polynomial, the nu-
merator of the right hand side has to vanish when w = z−1, i.e. T(z, w) is a
T-Bezoutian. 
In Fuhrmann and Helmke [11], one of the main results obtained was to relate the tensor products
of polynomial models to intertwining maps, i.e. to the solutions of the Sylvester equation
SD2Z = ZSD1 . (139)
Let us outline the main points. By a judicious use of duality, the isomorphism
XD2 ⊗F XD˜1  XD2⊗I ∩ XI⊗D˜1 (140)
was established, giving us a concrete representation of the tensor product. Now, every H ∈ XD2⊗I ∩
XI⊗D˜1 has unique representations of the form
H = D−12 N2 = N1D−11 , (141)
which leads to
N2(z)D1(z) = D2(z)N1(z) (142)
and hence to the intertwiningmap Z ∈ HomF[z](XD1 , XD2), i.e. forwhich (139) holds andwhich is given
by a mapψ : XD2⊗I ∩ XI⊗D˜1 −→ HomF[z](XD1 , XD2) deﬁned by
ψ(H)f = Zf = πD2N2f , f ∈ XD1 . (143)
On the other hand, equation (142) shows that B(z, w), deﬁned by
BZ(z, w) = D2(z)N1(w) − N2(z)D1(w)
z − w (144)
is in XD2(z)⊗D˜1(w).
Now every Q(z, w) ∈ XD2(z)⊗D˜1(w) induces an F-linear map, denoted by Ψ (Q)which is deﬁned by
Ψ (Q)f = 〈f , Q(z, ·)˜ 〉, f ∈ XD1 . (145)
Bezoutian polynomialswere characterized by the fact thatΨ (Q) ∈ HomF[z](XD1 , XD2), i.e. thatΨ (Q) is
an intertwiningmap. Intertwiningmaps are a special subset in the set of linearmaps, i.e. HomF[z](XD1 ,
XD2) ⊂ HomF(XD1 , XD2). In the same way, the set of Bezoutian polynomials, those having represen-
tation (144), is a subset of XD2(z)⊗D˜1(w). In fact, these objects are related through the Bezout map
β : XD2⊗I ∩ XI⊗D˜1 −→ XD2(z)⊗D˜1(w) deﬁned by
β(H) = BZ(z, w) = D2(z)N1(w) − N2(z)D1(w)
z − w . (146)
Denotingby i : HomF[z](XD1 , XD2) −→ HomF(XD1 , XD2) thenatural embedding,wehave the important
equality
Ψ ◦ β = i ◦ ψ. (147)
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In other words, we have, for f ∈ XD1 ,
〈f , BZ(z, ·)˜ 〉 = πD2N2f . (148)
Our intention here is to extend these results to the case of the homogeneous Stein equation and
relate them to those described above. In the process, we not only relate the solution spaces of the
Sylvester and Stein equations, but we show the intimate connection between these solution spaces to
those of the Bezoutians and T-Bezoutians. In view of Theorem 5.2, we can always reduce the solution
of the Stein equation X = SD2XSD1 to the generic case, where an invertible solution always exists. This
assumption forces the invertibilityof SD2 and SD1 , conditions that are equivalent to thenonsingularityof
D2(0) andD1(0) respectively. By (5), the invertibility ofD1(0) is equivalent to the similarity S
−1
D1
 S
D

1
and in turn to the equivalence of the polynomialmatricesD2 andD

1, or alternatively, to the equivalence
of D1 and D

2.
Let now Z : XD1 −→ XD2 satisfy
ZSD1 = SD2Z. (149)
LetR : XD2 −→ XD2 be the reversion operator deﬁned as in (58). Clearly, by Proposition 3.4, speciﬁcally
by equation (64), and (149), we obtain, applying R,
RZSD1 = RSD2Z = S
−1
D2
RZ,
and deﬁning
X = RZ, (150)
we have
X = SD2XSD1 . (151)
Now, see Fuhrmann and Helmke [11], we have the representations
Zg = π
D

2
N

2g = 〈g, B(z, ·)˜ 〉, (152)
with
D

2(z)N1(z) − N2(z)D1(z) + D2(z)ED1(z) = 0 (153)
holding. We know already that X = RZ satisﬁes (151). We will be more speciﬁc, showing that X has
a representation analogous to (152), but using a T-Bezoutian. Speciﬁcally, we want to construct a
map, analogous to the Bezout map introduced in the paper quoted above, but in the context of T-
Bezoutians. Assuming D1(0) is nonsingular, X is a solution of X = SD2XSD1 if and only if XS−1D1 = SD2X .
Now, by Proposition 3.4, with R deﬁned by (58), we have the equality S
−1
D1
R−1 = R−1S
D

1
or
XR−1S
D

1
= XS−1D1 R−1 = SD2XR−1,
i.e., with Z = XR−1, we have XS
D

1
= SD2X , i.e. Z ∈ HomF[z](XD1 , XD2).
Conversely, if X ∈ HomF[z](XD1 , XD2) it is easily seen that, with Z = XR, we have
ZS−1D1 = XRS−1D1 = XSD1R = SD2XR = SD2Z,
or Z = SD2ZSD1 . Thus we conclude that
{Z|Z = SD2ZSD1} = HomF[z](XD1 , XD2)R. (154)
Adapting the isomorphism (8) to our present needs, we have
X
D

2
⊗F[z] XD˜1  XD

2⊗I ∩ XI⊗D˜1 (155)
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and using that, the Bezout map β : XD2⊗I ∩ XI⊗D˜1 −→ X
D

2(z)⊗D˜1(w) was constructed. Here we prove
the existence of an analogous map τ : XD2⊗I ∩ XI⊗D˜1 −→ XD2(z)⊗D˜1(w) in the context of the Stein
equation.
Proposition 5.2. Let D2 ∈ F[z]p×p and D1 ∈ F[w]m×m be nonsingular and assume D1(0) is nonsingular.
Let R : X
D

2
−→ XD2 be the reversion map deﬁned by (70). Then
1. Every H ∈ XD2⊗I ∩ XI⊗D˜1 has unique representations
H = D2(z)−1N2(z) = N1(z)(D1(z))−1, (156)
with N2 ∈ XD2⊗I and N1 ∈ XI⊗D˜1 .
2. N2(z) has a representation
N2(z) = z−1Δl(z)M(z−1) (157)
with D2(z)
−1M(z) strictly proper, or, equivalently, D2(z)−1zM(z) proper. Moreover, there exist
N2 ∈ XD2⊗I , i.e. with D2(z)−1N2(z) strictly proper, and a constant matrix E such that
zM(z) = N2(z) − D2(z)E. (158)
3. We have
D2(z
−1)N1(z) − N2(z−1)D1(z) + D2(z−1)ED1(z) = 0 (159)
and hence T(z, w) deﬁned by
T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
zw − 1 (160)
is a polynomial in XD2(z)⊗D˜1(w).
4. We have the intertwining relation
(zN

2(z) − D2(z)E)D1(z) = D2(z)N1(z), (161)
which implies that the Bezoutian
B(z, w) = D

2(z)N1(w) − zN2(z)D1(w) + D2(z)ED1(w)
z − w (162)
is in X
D

2(z)⊗D˜1(w).
5. The map Z :∈ XD1 −→ XD2 deﬁned by Zg = 〈g, B(z, ·)˜ 〉 has the representation
Zg = π
D

2
(N

2(z) − D2(z)E)g = πD2N

2(z)gg ∈ XD1 , (163)
hence is in HomF[z](XD1 , XD2).
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6. With Δ

l (z) as in Deﬁnition 3.1, we have the following connection between the Bezoutians B(z, w)
and T(z, w) deﬁned by (162) and (160) respectively.
T(z, w) = z−1Δl (z)B(z−1, w). (164)
Proof
1. Follows from the intersection property and the deﬁnitions of XD

2⊗I and XI⊗D˜1 .
2. Representation (157) follows from Proposition 3.4.
3. From (158) and (156), we have
N1(z)(D1(z))
−1 = (D2(z))−1N2(z)
= (D2(z))−1z−1Δl(z)M(z−1)
= (Δl(z)D2(z−1)−1Δl(z)(N2(z−1) − D2(z−1)E)
= D2(z−1)−1(N2(z−1) − D2(z−1)E).
In turn, this implies that (159) holds. From this we conclude that
T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
zw − 1 (165)
is a polynomial is a T-Bezoutian in XD2(z)⊗D˜1(w).
4. Multiplying (159) on the left by Δl(z), we get the intertwining relation (161). This shows that
B(z, w), deﬁned in (162), is in X
D

2(z)⊗D˜1(w).
5. Follows from the intertwining relation (161).
6. We compute, using (162),
z−1Δl (z)B(z−1, w)
= z−1Δl (z−1)
D2(z)w
−1N1(w−1) − z−1N2(z−1)D1(w−1) + D2(z−1)ED1(w−1)
z−1 − w
= D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
1 − zw
= ±T(z, w). 
From the previous Proposition, it follows that, with each H ∈ XD2⊗I ∩ XI⊗D˜1 , satisfying (141), we
have two associated Bezoutians, namely B(z, w) and T(z, w) deﬁned by (116) and (115) respectively.
Now T(z, w) deﬁnes a map X ∈ HomF(XD1 , XD2) while B(z, w) deﬁnes a map Z ∈ HomF(XD1 , XD2)
deﬁned by (133) and (152) respectively. Clearly, there is a relation between the two Bezoutians which
is reﬂected in a relation between the twomaps and it is the reversion operator R : X
D

2
−→ XD2 which
links the two. This will be described next, after deﬁning the various maps involved.
Deﬁnition 5.2. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular and assume D2(0) is non-
singular.
1. We deﬁne a map Ψ : XD2(z)⊗D˜1(w) −→ HomF(XD1 , XD2) by
Ψ (Q)g = 〈g, Q(z, ·)˜ 〉, g ∈ XD1 (166)
P.A. Fuhrmann / Linear Algebra and its Applications 432 (2010) 3031–3071 3061
and, similarly, a map Ψ  : X
D

2(z)⊗D˜1(w) −→ HomF(XD1 , XD2) by
Ψ (Q)g = 〈g, Q(z, ·)˜ 〉, g ∈ XD1 . (167)
2. Deﬁne a mapψ : XD2⊗I ∩ XI⊗D˜1 −→ HomF[z](XD1 , XD2) by
ψ(H)g = π
D

2
N

2(z)g, g ∈ XD1 , (168)
where H ∈ XD2⊗I ∩ XI⊗D˜1 has the representations (156).
3. With R2 : XD2 −→ XD2 deﬁned by (58), let the map ρ
 : X
D

2(z)⊗D˜1(w) −→ XD2(z)⊗D˜1(w) be de-
ﬁned by
ρQ(z, w) = z−1Δ(z)Q(z−1, w), Q(z, w) ∈ X
D

2(z)⊗D˜1(w), (169)
i.e. ρ acts as the left reversion in the variable z.
Similarly, let ρˆ : HomF(XD1 , XD2) −→ HomF(XD1 , XD2) be deﬁned by
X = ρˆZ = RZ, Z ∈ HomF(XD1 , XD2). (170)
Here R : X
D

2
−→ XD2 is the appropriate reversion operator whose inverse is given by
Z = ρ−1X = R−1X, X ∈ HomF(XD1 , XD2). (171)
4. Given H ∈ XD2⊗I ∩ XI⊗D˜1 having the representations (156), we deﬁne the T-Bezout map τ :
XD

2⊗I ∩ XI⊗D˜1 −→ XD2(z)⊗D˜1(w) by
τ(H) = T(z, w) = D2(z)N1(w) − N2(z)D1(w) + D2(z)ED1(w)
zw − 1 (172)
and the Bezout map β : XD2⊗I ∩ XI⊗D˜1 −→ X
D

2(z)⊗D˜1(w) by
β(H) = B(z, w) = D

2(z)N1(w) − zN2(z)D1(w) + D2(z)ED1(w)
z − w . (173)
With these deﬁnitions, we can state.
Theorem 5.4. Let D2(z) ∈ F[z]p×p and D1(w) ∈ F[w]m×m be nonsingular and assume D2(0) is
nonsingular.With the various maps as in Deﬁnition 5.2, we have
1. (a) The map ρˆ : HomF(XD1 , XD2) −→ HomF(XD1 , XD2) deﬁned by (170) is an F-isomorphism
with its inverse given by ρ : HomF(XD1 , XD2) −→ HomF(XD1 , XD2) deﬁned by
ρZ = RZ. (174)
(b) The restriction ρˆ|HomF[z](XD1 , XD2) yields the isomorphism
HomF[z](XD1 , XD2)  {X ∈ HomF(XD1 , XD2)|X = SD2XSD1}. (175)
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2. The following is a commutative diagram.
i.e. we have
{
τ = ρ ◦ β ,
ρˆ ◦ Ψ  = Ψ ◦ ρ. (176)
Proof
1. (a) Follows from the invertibility of the reversion operators R and R.
(b) Assume ﬁrst that Z ∈ HomF[z](XD1 , XD2), then, using ZSD1 = SD2Z and R
S
D

2
= S−1D2 R, we
compute
RZSD1 = RSD2Z = S
−1
D2
RZ,
which, with X = RZ , implies X = SD2XSD1 .
Conversely, assume X = SD2XSD1 . Then, it follows that XSD1 = S−1D2 X and, using (64), we
getRXSD1 = RS−1D2 X = SD2RX . Deﬁning Z = RX = (R
)−1X , it follows that ZSD1 = SD2Z , i.e.
Z = ρX ∈ HomF[z](XD1 , XD2).
2. The ﬁrst identity in (176) follows from (164).
To prove the second identity, we note that, by Proposition 5.2, every elementH ∈ XD2⊗I ∩ XI⊗D˜1
has a unique representation of the form (156). Thus we compute
Xg = RZg = R〈g, B(z, ·)˜ 〉.
= R·Res [B(z, w)D1(w)−1g(z)]
= Res [z−1Δ(z)B(z−1, w)D1(w)−1g(z)]
= Res [T(z, w)D1(w)−1g(w)]
= 〈g, T(z, ·)˜ 〉,
which proves the second equation of (176). 
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6. Reversion and inversion of truncated Toeplitz maps
Our next move is to inquire how the reversion operator interacts with module structures. We
recall, from Fuhrmann and Helmke [11], that, given nonsingular polynomial matrices D1 and D2, an
intertwining map Z : XD1 −→ XD2 is representable in terms of a Bezoutian. We will be particularly
interested as to how this Bezoutian is related to the Bezoutian representing Y = R2ZR1. This extends to
the matrix case results obtained in Proposition 3.3. Moreover, it has long been known, see Fuhrmann
[3,6,9] that a characterization of the invertibility of an intertwining map, and hence of a truncated
Hankel operator, as well as the computation of the inverse are closely related to the existence of
appropriate doubly coprime factorizations. All of this is explored next.
Theorem 6.1. Let D1(z) ∈ F[z]m×m and D2(z) ∈ F[z]p×p be nonsingular polynomial matrices, where we
assume Di(0), i = 1, 2, are nonsingular. We further assume that the Di(z) are in row proper form. Let
the D

i (z) be deﬁned by (56) and let Ri : XDi −→ XDi be the reversion operators deﬁned as in (58). Let
Z : XD1 −→ XD2 be an intertwining map, i.e. it satisﬁes
ZSD1 = SD2Z (177)
and has representation
Zf = πD2N2f , f ∈ XD1 , (178)
with the intertwining relation
N2(z)D1(z) = D2(z)N1(z) (179)
satisﬁed. Then
1. Let Y : X
D

1
−→ X
D

2
and W : XD1 −→ XD2 be deﬁned by the following commutative diagram
i.e.
Y = R2ZR1 (180)
and
W = R2Z. (181)
Then Y is an intertwining map, i.e. satisﬁes
YS
D

1
= S
D

2
Y (182)
and W is a truncated Toeplitz operator, i.e. it satisﬁes the Stein equation
W = S
D

2
WSD1 , (183)
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as well as
W = YR1. (184)
2. The map Z given by (178) and satisfying (179) has also a Bezoutian representation
Zf = 〈f , BZ(z, ·)˜ 〉, (185)
where
BZ(z, w) = N2(z)D1(w) − D2(z)N1(w)
z − w . (186)
3. The map W given by (181), has the T-Bezoutian representation
Wf = 〈f , BW (z, ·)˜ 〉, (187)
where
BW (z, w) = zN

2(z)D1(w) − D2(z)N1(w)
1 − zw . (188)
4. The map Y : X
D

1
−→ X
D

2
, deﬁned in (180), is representable by
Yg = π
D

2
M

2g, g ∈ XD1 , (189)
where, with
Φ1(z) = π+z−1Δ1(z), (190)
we have
M2 = πD2N2Φ1. (191)
Furthermore, there exists a polynomial matrix M1(z) for which
M

2(z)D

1(z) = D2(z)M1(z) (192)
holds. Y has also a Bezoutian representation
Yf = 〈f , BY (z, ·)˜ 〉, (193)
where
BY (z, w) = M

2(z)D

1(w) − D2(z)M1(w)
z − w . (194)
5. The adjoints of the maps Z, Y , W have the following Bezoutian representations
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Z∗f = 〈f , BZ∗(z, ·)˜ 〉,
Y∗f = 〈f , BY∗(z, ·)˜ 〉, (195)
W∗f = 〈f , BW∗(z, ·)˜ 〉,
where
BZ∗(z, w) = N˜1(z)D˜2(w) − D˜1(z)N˜2(w)
z − w ,
BY∗(z, w) = M˜

1(z)D˜

2(w) − D˜1(w)M˜2(w)
z − w , (196)
BW∗(z, w) = zM˜1(z)D˜

2(w) − D˜1(z)M˜2(w)
1 − zw .
6. (a) Under our assumption that D1(0), D2(0) are nonsingular, the invertibility of W is equivalent
to the invertibility of Z (or equally to that of Y).
(b) In this case there exist doubly coprime factorizations
(
Y2 −X2−N2 D2
)(
D1 X1
N1 Y1
)
=
(
I 0
0 I
)
,
(
D1 X1
N1 Y1
)(
Y2 −X2−N2 D2
)
=
(
I 0
0 I
)
. (197)
In terms of the doubly coprime factorization (197), Z : XD1 −→ XD2 is given by
Zf = πD2N2f , f ∈ XD1 (198)
and Z−1 : XD2 −→ XD1 is given by
Z−1f = −πD1X1f = 〈f , BZ−1(z.·)˜ 〉, f ∈ XD2 . (199)
(c) There exists a doubly coprime factorization
(
V

2 −U2
−M2 D2
)(
D

1 U

1
M

1 V

1
)
=
(
I 0
0 I
)
,
(
D

1 U

1
M

1 V

1
)(
V

2 −U2
−M2 D2
)
=
(
I 0
0 I
)
(200)
in terms of which Y−1 : X
D

2
−→ X
D

1
is given by
Y−1g = −π
D

1
U

1g, g ∈ XD2 (201)
and Y−1 : X
D

2
−→ X
D

1
has a Bezoutian representation
Y−1g = 〈g, BY−1(z, ·)˜ 〉, g ∈ XD2 (202)
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with
BY−1(z, w) = U

1(z)D

2(w) − D1(z)U2(w)
z − w . (203)
(d) In terms of the doubly coprime factorizations (197) and (200), we have the T-Bezoutian
representation
W−1g = 〈g, BW−1(z, ·)˜ 〉, (204)
where
BW−1(z, w) = zU1(z)D

2(w) − D1(z)U2(w)
1 − zw . (205)
Proof
1. Using (177) and (64), we compute
S
−1
D

2
YR1 = S−1
D

2
R2Z = R2SD2Z = R2ZSD1 = YR1SD1 = YS−1D1 R1.
Since D1(0) is nonsingular, we have S
−1
D

2
Y = YS−1
D

1
, which is equivalent to (182). Similarly, using
(65), we compute
WSD1 = R2ZSD1 = R2SD2Z = S−1D2 R2Z = S
−1
D

2
W,
which implies (183).
2. The Bezoutian representation (187) was proved in Fuhrmann and Helmke [11].
3. To prove the representation (188),we use the equality (181), namelyW = R2Z and the Bezoutian
representation (187). Thus, for f ∈ XD1 , we have
Wf = R2Zf = R2〈f , BW (z, ·)˜ 〉 = R2Res BZ(z, w)D1(w)−1f (w)
= z−1Δ2(z)Resw N2(z
−1)D1(w) − D2(z−1)N1(w)
z−1 − w D1(w)
−1f (w)
= Resw z
−1Δ2(z)N2(z−1)D1(w) − z−1Δ2(z)D2(z−1)N1(w)
z−1 − w D1(w)
−1f (w)
= Resw zN

2(z)D1(w) − D2(z)N1(w)
1 − zw D1(w)
−1f (w)
= 〈f , BW (z, ·)˜ 〉,
where BW (z, w) is given by (188).
4. We assume for simplicity that the row indices ν1  · · · νp are all positive, which implies
Δ1(z)=diag (zν1 , . . . , zνm) and Φ1(z)=Δ1(z)/z=diag (zν1−1, . . . , zνm−1) is polynomial. (In
case someof the row indices are zero,we use (190)which howevermakes for somenotational in-
convenience.)Byourassumptionof rowproperness, it follows thatXD1 =
⎧⎨
⎩
⎛
⎝φ1(z)..
.
φm(z)
⎞
⎠
∣∣∣∣∣∣ deg φi<νi
⎫⎬
⎭.
We note that any constant vector η ∈ Fm is in X
D

1
. In fact, asΦ1(z)η ∈ XD1 , we have
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R1Φ1(z)η = z−1Δ1(z)zΔ1(z−1)η = η ∈ XD1 .
Using (181), and the representation (178) of Z , we compute
Yη = YR1Φ1(z)η = R2ZΦ1(z)η = R2πD2N2Φ1η = R2M2η = M2η.
Clearly, (191) impliesD
−1
2 M2 is strictly proper. Since the columns ofM

2 are in XD2
, also (D

2)
−1M2
is strictly proper. Next, we use (182) to compute
YS
j
D

1
η = Sj
D

2
Yη = π
D

2
zjπ
D

2
M

2η = πD2M

2πD1
zjη = π
D

2
M

2S
j
D

1
η.
As vectors of the form S
j
D

1
η span X
D

1
, it follows that (189) holds for all g ∈ X
D

1
.
That Y has the Bezoutian representation (193) follows from equality (192), using the results
proved in Fuhrmann and Helmke [11] and quoted above.
5. It is known, see Theorem 2.10 in Fuhrmann [4], that if Z : XD1 −→ XD2 is given by (178), then
Z∗ : XD˜2 −→ XD˜1 is givenbyZ∗g = πD˜1 N˜1g, for g ∈ XD˜2 with N˜1(z)D˜2(z) = D˜1(z)N˜2(z)holding,
i.e. is itself an F[z]-homomorphism. By part 2, Z∗ has itself a Bezoutian representation (195)with
BZ∗(z, w) given in (196). The other representations are proved analogously.
6. (a) Clearly, by our assumptions the maps R1 and R2 are invertible. The rest follows from Eqs.
(180) and (181).
(b) The connection between invertibility of intertwining maps for shifts and coprimeness con-
ditions goes back to Fuhrmann [3]. For the statement in terms of doubly coprime factoriza-
tions, also in the behavioral context, see Fuhrmann [9]. However, the use of doubly coprime
factorizations in linear system theory is due to a large extent to Vidyasagar [22].
(c) The existence of the doubly coprime factorization (200) follows from (192) and the invert-
ibility of Y .
(d) Follows from (184) which implies W−1 = R−11 Y−1 = R1Y−1. So the Bezoutian representa-
tion (204) follows from that of Y−1. 
In connection with Bezoutian representations, a case of special interest is the reversion map itself.
Proposition 6.1. Let D(z) ∈ F[z] and assumeD(0) to be nonsingular. Let R : XD −→ XD be the reversion
operator deﬁned by (58). Then
1. R is a truncated Toeplitz operator.
2. R has the T-Bezoutian representation
Rf = 〈f , R(z, ·)˜ 〉, (206)
where
R(z, w) = D
(z) − Δ(z)D(w)
1 − zw . (207)
Proof
1. From (65), it follows that R is a truncated Toeplitz operator.
2. We compute
〈f , R(z, ·)˜ 〉 = Resw D
(z) − Δ(z)D(w)
1 − zw D(w)
−1f (w)
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= Resw
[
z−1D
(z)D(w)−1f (w)
z−1 − w −
z−1Δ(z)f (w)
z−1 − w
]
= z−1Δ(z)f (z−1) = (Rf )(z).
Here we used the fact that D(w)−1f (w) is strictly proper in w and so is (z−1 − w)−1. 
A few remarks are in order.
• In Theorem 6.1, the starting point was an intertwining map Z : XD1 −→ XD2 . This led to the
analysis of the invertibility of the truncated Toeplitz operatorW : XD1 −→ XD2 deﬁned by (181).
Thus the operator W was the secondary object in this analysis. This could easily be reversed.
Indeed, assuming that W : XD1 −→ XD2 is an invertible truncated Toeplitz operator, i.e. it sat-
isﬁes W = S
D

2
WSD1 , then necessarily SD1 and SD2
are invertible. Thus, we can deﬁne a map
Z : XD1 −→ XD2 by Z = R2W . It follows that Z : XD1 −→ XD2 is an invertible intertwining map.
From this point we can proceed as before to the T-Bezoutian representation of W and to its
inversion.
• The representations (199), (202) and (204), with the corresponding Bezoutians given by (146),
(203) and (205) can be considered to be an extension of the Gohberg–Semencul formulas for the
inversion of truncated (block) Hankel and Toeplitz matrices, see Gohberg and Semencul [14] or
Heinig and Rost [15]. They are more general inasmuch as the Gohberg–Semencul formulas are
valid only in the monic case. The connection between our results and the Gohberg–Semencul
formulas will be explained below.
• Note also that in the standard Gohberg–Semencul formula one needs that in the solution of the
equation⎛
⎜⎜⎜⎜⎜⎝
t0 t−1 · · t−n+1
t1 · · · ·
· · · · ·
· · · · t−1
tn−1 · · t1 t0
⎞
⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
x0
·
·
·
xn−1
⎞
⎟⎟⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎜⎜⎝
1
0
·
·
0
⎞
⎟⎟⎟⎟⎟⎠ ,
we have x0 /= 0. This, as noted in Heinig and Rost [15], is equivalent to the nonsingularity of the
(n − 1) × (n − 1) upper left submatrix. Moreover, this condition is not a necessary condition
for the nonsingularity of the original Toeplitz matrix.
• The method we propose for the inversion of truncated Toeplitz matrices is not without its own
shortcomings. In particular, it does not seem suitable for a recursive algorithm. The reason for
this is that in our proof of Proposition 4.1 we use the partial realization algorithm. However, the
updating of Hankel and Toepliz matrices are quite different. In themonic regular case, one could
obtain Gohberg–Semencul formulas by use of orthogonalmatrix polynomials, see Fuhrmann [7].
• That the inverses of Hankel and Toeplitz matrices are Bezoutians was ﬁrst proved in Lander [19].
We explain nowhow our results on Bezoutian representation of truncated Toeplitz operators relate
to the inversion of ﬁnite Toeplitz matrices via the Gohberg–Semencul formulas. We assume that the
mapW : Xd1 −→ Xd2 which is a solution of the Stein equation
W = Sd2WSd1 (208)
is invertible. This implies the invertibility of both Sd1 and Sd2 , hence (208) reduces to the intertwining
relation
WS
−1
d1
= Sd2W . (209)
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By (5), Sdi is invertible if and only if di(0) /= 0. By Proposition 3.2, with the reversion map R deﬁned as
in (34), we have
Sd2WR
 = WS−1d1 R = WRSd1 . (210)
Deﬁning the map Z : X
d

1
−→ Xd2 by
Z = WR = WR−1, (211)
we get the intertwining relation
ZS
d

1
= Sd2Z. (212)
As Z is invertible, the polynomials d

1, d2 differ by a nonzero constant factor. Thus Xd1
= Xd2 as well as
S
d

1
= Sd2 . We simplify notation denoting d = d2 = d1. Eq. (212) reduces to
ZSd = SdZ. (213)
It is well known, see Fuhrmann [8], that any solution of (213) is of the form Z = p(Sd) for some
polynomial p(z). Moreover, Z is invertible if and only if p ∧ d = 1. This coprimeness condition implies
the solvability of the Bezout equation
a(z)p(z) + b(z)d(z) = 1, (214)
from which it follows that
Z−1 = p(Sd)−1 = a(Sd). (215)
Now (211) implies
W−1 = R−1Z−1, (216)
with R : Xd −→ Xd the reversion map.
In turn, taking matrix representations, we have
I = [I]coco = [W]cost [W−1]stco. (217)
By Proposition 4.1, [W]cost is a truncated Toeplitz matrix. We show now that [R−1]stst[a(Sd)]stco is a T-
bezoutian. To see this, note that we have
[W−1]stco = [R−1]stst[Z−1]stco = [R−1]stst[a(Sd)]stco = JB(d, a).
Here J is the reversion matrix deﬁned in (38) and B(d, a) the Bezoutian of d and a deﬁned by B(d, a) =
(bij)with
d(z)a(w) − a(z)d(w)
z − w =
n∑
i=1
n∑
j=1
bijz
i−1wj−1. (218)
Here we used the identiﬁcation, see Fuhrmann [5] and Helmke and Fuhrmann [16],
B(d, a) = [a(Sd)]stco. (219)
We apply now the reversion map to both sides of (218) to get
d(z)a(w) − za(z)d(w)
1 − zw =
n∑
i=1
n∑
j=1
bijz
n−iwj−1 =
n∑
i=1
n∑
j=1
tijz
i−1wj−1.
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Here tij = b(n+1−i)j . This shows that the matrix [W−1]stco = (tij) = JB(d, a) = [R−1]stst[a(Sd)]stco is in-
deed a T-Bezoutian.
Taking the two identiﬁcations together, we have
([W]cost )−1 = [W−1]stco, (220)
i.e. the inverse of a Hankel matrix is a T-Bezoutian, which recovers Lander’s result.
Weconcludebycollecting, for convenient reference, the relevant results concerningdoubly coprime
factorizations and Bezoutian representations of the principal maps in two tables.
Doubly coprime factorizations.
I
(
0 I
−I D(z)
)(
D(z) −I
I 0
)
=
(
I 0
0 I
)
(
D(z) −I
I 0
)(
0 I
−I D(z)
)
=
(
I 0
0 I
)
SD
(
D(0)−1 I−D(0)
−1D(z)
z−zI D(z)
)(
D(z) − I−D(z)D(0)−1
z
zI D(0)−1
)
=
(
I 0
0 I
)
(
D(z) − I−D(z)D(0)−1
z
zI D(0)−1
)(
D(0)−1 I−D(0)
−1D(z)
z−zI D(z)
)
=
(
I 0
0 I
)
Z
(
Y2 −X2−N2 D2
)(
D1 X1
N1 Y1
)
=
(
I 0
0 I
)
(
D1 X1
N1 Y1
)(
Y2 −X2−N2 D2
)
=
(
I 0
0 I
)
Y
(
V

2 −U2
−M2 D2
)(
D

1 U

1
M

1 V

1
)
=
(
I 0
0 I
)
(
D

1 U

1
M

1 V

1
)(
V

2 −U2
−M2 D2
)
=
(
I 0
0 I
)
Bezoutian representations.
Map Representation Map Representation
I
D(z)−D(w)
z−w I
D(z)−D(w)
z−w
SD
zD(w)−D(z)w
z−w S
−1
D
(
I−D(z)D(0)−1
z
)
D(w)−D(z)
(
I−D(0)−1D(w)
w
)
z−w
S
−1
D
(
I−D(z)D(0)−1
z
)
D(w)−D(z)
(
I−D(0)−1D(w)
w
)
z−w SD
zD(w)−D(z)w
z−w
R
D(z)−Δ(z)D(w)
1−zw R
 D(z)−Δ(z)D(w)
1−zw
Z
D2(z)N1(w)−N2(z)D1(w)
z−w Z
−1 X1(z)D2(w)−D1(z)X2(w)
z−w
Y
M

2(z)D

1(w)−D2(z)M1(w)
z−w Y
−1 U1(z)D2(w)−D1(z)U2(w)
z−w
W
M

2(z)N1(w)−zN2(z)D1(w)
1−zw W
−1 zU1(z)D2(w)−D1(z)U2(w)
1−zw
References
[1] B.D.O.Anderson, E.I. Jury,GeneralizedBezoutianandSylvestermatrices inmultivariable linear control, IEEETrans.Automat.
Control AC-21 (1976) 551–556.
[2] A. Brown, P.R. Halmos, Algebraic properties of Toeplitz operators, J. Reine Angew. Math. 213 (1964) 89–102.
[3] P.A. Fuhrmann, Algebraic system theory: An analyst’s point of view, J. Franklin Inst. 301 (1976) 521–540.
<http://www.math.bgu.ac.il/paf/franklininstitute.pdf>
P.A. Fuhrmann / Linear Algebra and its Applications 432 (2010) 3031–3071 3071
[4] P.A. Fuhrmann, Duality in polynomial models with some applications to geometric control theory, IEEE Trans. Automat.
Control AC-26 (1981) 284–295. <http://www.math.bgu.ac.il/paf/duality1981.pdf>
[5] P.A. Fuhrmann, Polynomialmodels and algebraic stability criteria, in: Proceedings of JointWorkshop on Synthesis of Linear
and Nonlinear Systems, Bielefeld June 1981, pp. 78–90.
[6] P.A. Fuhrmann, Block Hankel matrix inversion – the polynomial approach, in: Proceedings of Amsterdam workshop on
Operator Theory and Applications, Birkhauser Verlag, 1986, pp. 207–230.
[7] P.A. Fuhrmann, Orthogonal matrix polynomials and system theory, Rend. Sem. Mat. Univ. Politec. Torino (1988) 68–124.,
Special Issue on Control Theory.
[8] P.A. Fuhrmann, A Polynomial Approach to Linear Algebra, Springer-Verlag, New York,1996.
[9] P.A. Fuhrmann, A study of behaviors, Linear Algebra Appl. 351–352 (2002) 303–380. <http://www.math.bgu.ac.il/paf/
astudyofbehaviors.pdf>
[10] P.A. Fuhrmann, On duality in some problems of geometric control, Acta Appl. Math. 91 (2006) 207–251.
<http://www.math.bgu.ac.il/paf/dualitygeometriccontrol.pdf>
[11] P.A. Fuhrmann, U. Helmke, Tensored polynomial models, Linear Algebra Appl. submitted for publication.
[12] P.A. Fuhrmann, J. Trumpf, On observability subspaces, Internat. J. Control 79 (2006) 1157–1195.
<http://www.math.bgu.ac.il/ paf/observabilitysubspaces.pdf>
[13] P.A. Fuhrmann, J.C. Willems, A study of (A, B)-invariant subspaces via polynomial models, Internat. J. Control 31 (1980)
467–494. <http://www.math.bgu.ac.il/paf/paulandjan.pdf>
[14] I.C. Gohberg, A.A. Semencul, On the inversion of ﬁnite Toeplitz matrices and their continuous analogs, Math. Issled. 7
(1972) 201–233 (in Russian).
[15] G. Heinig, K. Rost, Algebraic Methods for Toeplitz-like Matrices and Operators, Akademie-Verlag, Berlin,1984.
[16] U. Helmke, P.A. Fuhrmann, Bezoutians,Linear Algebra Appl. 122–124 (1989) 1039–1097. <http://www.math.bgu.ac.il/paf/
bezoutians.pdf>
[17] T.W. Hungerford, Algebra, Springer-Verlag, New York,1974.
[18] T. Kailath, S.Y. Kung, M. Morf, Displacement ranks of matrices and linear equations, J. Math. Anal. Appl. 68 (1979) 395–407.
[19] F.I. Lander, The Bezoutian and the inversion of Hankel and Toeplitz matrices, Math. Issled. Kishinev 9 (1974) 69–87.
[20] S. Lang, Algebra, Addison-Wesley, Reading,1965.
[21] D. Sarason, Algebraic properties of truncated Toeplitz operators, Oper. Matrices 1 (2007) 491–526.
[22] M. Vidyasagar, Control System Synthesis, MIT Press, Cambridge, MA,1985.
