Abstract Binary classification is the process of labeling the members of a given data set on the basis of whether they have some property or not. To train a binary classifier, normally one needs two sets of examples from each group, usually named as positive and negative examples. However, in some domains, negative examples are either hard to obtain or even not available at all. In these problems, data consist of positive and unlabeled examples. This paper first presents a survey of algorithms which can handle such problems, and then it provides a comparison of some of these algorithms on the protein-protein interaction derivation problem by using the available (positive) interaction information.
Introduction
Binary classification problems include two groups of examples. The first group includes the examples which posses some certain characteristics and referred to as positive class. The negative class, on the other hand, may include all the other examples. An example may be unlabeled, in which case we do not know whether it is positive or negative. The goal of a binary classifier is to correctly label each of these unlabeled examples, based on the insight gained from the given positive and negative examples.
Supervised learning algorithms, in general, use positive and negative examples for training. But, in most of the domains, compared to positives, acquiring negative examples is more costly and sometimes even not possible. In such cases, an algorithm that only exploits positive and unlabeled examples is needed. A set of methods called Positive Unlabeled (PU) learning algorithms [4] try to achieve this task of learning in the absence of negative examples.
Binary classification is used in different applications like gene regulatory networks derivation, symptom-illness relations, and text or webpage classification. In this paper, we use PU learning to reveal protein-protein interaction (PPI) networks. A PPI network can be represented as a graph where a node in the graph represents a protein, and an edge represents the presence of an interaction between proteins. By means of laboratory experiments it is relatively easy to learn an interaction that takes place between two proteins. But it is much harder to know that they do not. Because even if we have not observed their interaction during an experiment, this does not necessarily prove that they will not interact in another environment or time.
We can describe the nature of the problem we consider as follows:
1. In our data set, we only have positive and unlabeled examples. Negative examples are not initially available. Unlabeled data set may include both positive and negative examples. 2. In the unlabeled set, number of negative examples is expected to be larger than positive examples. Within all possible pairs, only a small portion of protein pairs interact.
A related domain of problems is the semi supervised learning (SSL). SSL includes the set of problems where it is hard to obtain labeled examples (both positive and negative). Therefore, in this case, we have a large number of unlabeled examples in addition to the small number of labeled examples from both classes. PU learning can be considered as a subcategory of SSL, but the algorithms for SSL and PU learning differ as there are no negative examples in PU learning, which makes the problem harder and brings the necessity to design the algorithm to compensate for the absence of negative examples. SSL algorithms is out of scope of this paper, interested reader can find more details and algorithms for SSL in [27, [29] [30] [31] .
In this paper, we summarize and classify the existing PU learning algorithms. While some of the algorithms we cover in this paper are already suitable to be applied for PPI network derivation, others are not directly applicable because of their domain-specific steps as most of them are designed for text classification. But we included these algorithms in the list of methods given in Sect. 2 as well, for the sake of completeness. A paper by Zhang et al. [28] also surveys some PU learning algorithms but our paper is more comprehensive and their paper lacks a comparative evaluation.
We perform a high-level overview of each algorithm to describe how it works, how they are different from others and in which settings they're designed to work. Then, we compare eight PU learning algorithms depending on their results for PPI Network derivation. To the best of our knowledge, this is the first time PU learning algorithms are used to derive protein interactions based on the available biological data.
The organization of the paper is as follows. In Sect. 2, we group and describe each algorithm in detail. In Sect. 3, we report the experimental results. In Sect. 4, we give a brief summary of our contributions and list some future research directions.
PU learning
PU learning algorithms are designed for settings without negative examples. But when classifying unlabeled examples, an algorithm should know characteristics of positive and/or negative examples. What makes a PU learning algorithm different from others is the way it follows when learning characteristics of classes. In this paper, we classify the algorithms depending on the method they use to deal with the absence of negative examples for extracting the characteristics. Throughout the process, almost all the methods use classical supervised classification methods such as a support vector machine (SVM) or a logistic regression classifier.
In this section, algorithms of two main approaches will be discussed: (1) Two-step strategies which first extract some reliable negative examples, and then apply a learning method, (2) one-step strategies that use the positive and unlabeled examples directly to classify new examples. Throughout the paper, unless otherwise stated, P is used for the set of positive examples, N for negative examples and U for unlabeled examples. TP, FN, FP, TN are the number of true positives, false negatives, false positives and true negatives, respectively.
Two-step algorithms
The algorithms that first extract some negative examples from the unlabeled set are called two-step algorithms. These two steps are:
1. Finding a set of reliable (strong) negative examples (examples that have a high probability to be a negative) from the unlabeled set. 2. Training one or a series of classifiers and making classifications with this/these classifiers.
There exist a large number of two-step algorithms. The most primitive method is to consider all unlabeled examples as negative. A classifier trained with these negative examples and positive data set may do some correct classifications since most of the unlabeled examples were already negative. On the other hand, since there are also positives in the unlabeled set, this classification may result in many false positive or false negatives. We implemented this method with the name SVM only and showed its results in Sect. 3. Algorithms we deal with in this subsection extract negatives from the unlabeled set in more elegant ways.
Algorithm of Carter et al.
Algorithm of [1] first labels all the examples in U as negative. It then trains a classifier with this negative set and P. But in our setting, U is much larger than P. Therefore using U in training stage with P may lead to a weak classifier, because a classifier is usually more successful with a balanced set of training data.
To overcome this problem, Carter et al. separated U into n different unlabeled subsets which have the same size as the positive set (n = 5 in authors test with E. coli data set). They used unlabeled subsets with P to create n different data sets. All of these data sets are independently used for training and prediction. This process is similar to the strategy of Bagging SVM [16] .
On the other hand, this process is not performed by the algorithm itself. Authors ran the program for each data set. What the algorithm actually does is to use U as N without using a measure to select negatives from unlabeled set.
While working on a data set, first algorithm performs prediction by using unlabeled set as negative set. Since algorithm uses this negative set for training and then tests it with result classifier, leave-one-out cross-validation (LOOCV) is performed.
After the first prediction, the algorithm purifies its negative set by removing the examples which are predicted positive. Finally, LOOCV is repeated with original positive set and purified negative set.
Selection of negative examples randomly from U can be regarded as an effective way since most of the examples in the unlabeled data set are negative examples. There is a high chance of creating an unlabeled data set that consists of negative examples. But it is also possible to have positive examples in the generated negative set. This may result in a classifier which is unable to select class boundaries and labels of examples correctly. The following algorithms try to perform selections based on some data dependant measures to avoid this.
Positive sample only learning (PSoL)
PSoL [2] selects some negative examples from the unlabeled examples, using Euclidean distance, a technique called Maximum Distance Minimum Redundancy (MDMR) [24] and iterative usage of SVM classifiers. These selected examples are considered as strong negative examples. Then, the algorithm uses this new negative set with positive set to classify the rest of the unlabeled examples. Since PSoL selects its negatives using these techniques, it has a greater chance of selecting correct negative examples than selecting them randomly.
PSoL has 3 steps in it: Selection of initial negatives, expansion of negative example set, classification with positive and negative examples.
First, algorithm calculates the distance between every unlabeled example and every example in P. Then, it finds the unlabeled example with the greatest total distance to the examples of P. This unlabeled example is extracted from U and selected as the first negative example. Starting with this negative example, PSoL iteratively selects more negatives from the unlabeled data. At each iteration, it adds one unlabeled example that satisfies Eq. 1 to the negative set.
Algorithm extracts unlabeled examples to the negative set via 1. If there are negative examples in the unlabeled set, we can expect them to be located far from the positives. Also, by maximizing the distance to previous negative examples, the algorithm creates a negative set that can represent all negative examples in the dataset.
After the selection of initial negatives, PSoL iteratively trains an SVM classifier with positive and negative sets.
Classifier calculates decision function results for unlabeled examples and adds K of them to the negative set. To make sure it is expanding the set with strong negatives, it extracts examples with results less than a threshold (T). Also, if there is a serious size difference between two classes, classifiers tend to label most unlabeled examples as one large class. So, to prevent sudden expansion of the negative set, amount of examples to extract at each iteration is also limited by K = |P| 9 r. T is set to -0.2 and r value is set to 3 in the algorithm.
Iteration ends at the point when no unlabeled example get necessary decision values to relocate them to the negative set. At this point, PSoL has new negative, positive and unlabeled data sets. By using these data sets, it trains a classifier and uses it to classify remaining unlabeled examples.
Like PSoL, The Rocchio technique [5] also uses a distance measure to compare unlabeled examples when selecting strong negatives. The difference is, while PSoL compares each pair of examples in the sets, Rocchio method creates a positive and a negative prototype to compare them with unlabeled examples.
The Rocchio technique and SVM (Roc-SVM)
The algorithm in [5] uses the Rocchio method for selecting strong negatives. In the second step, it uses SVM to create a classifier with selected negative examples and already known positive examples.
In the first step Rocchio method selects strong negatives with its own classifying technique (Rocchio Classifer). Briefly, construction of this classifier is performed by defining prototype vectors for both P and U. Prototype vectors are called c þ and c À ; respectively. After prototypes are created, similarity of every sample to both prototypes are calculated. Examples which are more similar to c À than c þ are labeled as negatives and extracted to the set of selected negatives (RN). For similarity measure, cosine measure is used. Roc-SVM uses the following equations to define prototype vectors, where a = 16 and b = 4 in [5] ;
In the second step, we have P and a set of RN. Starting with these two sets, the algorithm extracts negative examples from unlabeled set in an iterative manner. At each iteration algorithm trains an SVM classifier and tests unlabeled set with it. The examples which are predicted as negative are extracted to the negative set. Iteration ends when no more example can be extracted.
After iteration ends, the algorithm uses the classifier constructed at the last iteration (C last ) to label P. If more than 5% of P are labeled as negative, the algorithm chooses the classifier constructed at the first iteration (C first ) as the final classifier. Otherwise, it chooses C last . The final classifier can be used to label any unlabeled example.
In this algorithm, Rocchio classifer is used for labeling when there is only unlabeled and positive data. On the other hand, the algorithm uses SVM classifier when there is positive, negative and unlabeled data (after initial negative set is generated). Authors of [5] attribute this to the fact that both classifiers get better results in their own kind of data.
There is an optional process in this algorithm. During the classification stage, some of the positive examples may be incorrectly marked as negatives (false negative). To find these examples, clustering is applied on RN. Every cluster is used with P for training a classifier using Rocchio method again. Number of these clusters effects the success of the process.
While algorithms like PSoL [2] and Rocchio [5] use feature vectors of examples with distance measures, some other algorithms like PN-SVM [6] and M-C [3] use features frequencies in examples.
Positive-negative document enlarged classifier (PN-SVM)
PN-SVM [6] is an algorithm designed to be able to work with data sets where percentage of positive examples is very low. It consists of three stages. At the first stage it extracts strong negatives from unlabeled set by using its knowledge about positive examples. At the second stage it starts extracting both positive and negative examples iteratively. Finally, it trains an SVM classifier with positive and negative examples it collected so far and labels the rest of the unlabeled set. PN-SVM, first of all, performs feature normalization on the data set. After normalization, it computes the frequency of features' appearances in the examples of P. This process creates the core vocabulary of P, where core vocabulary contains the features which have strengths greater than a threshold.
PN-SVM finds the unlabeled examples which contain the fewest of all features from the positive core. These examples are called strong negatives. Set of strong negatives do not contain all of the negative examples in the unlabeled set. Some other negatives may have some of the features which are in the core vocabulary of positive class.
After strong negatives are extracted from the unlabeled set, it extracts positive and negative examples from the unlabeled set iteratively. An important difference of this algorithm is while most of the PU algorithms only extract negative examples from U, PN-SVM also extracts positives. This makes PN-SVM a suitable algorithm for data sets with very few positive examples.
Since PN-SVM is for settings where the negative class consists of multiple sub classes, the negative set can be separated into clusters by their feature vectors. The algorithm applies k-means clustering to N, depending on the feature similarities of its examples. To select the positive and negative examples that will be extracted, the algorithm compares every example with the centroid of clusters. Like Rocchio method [5] constructs positive and negative prototypes to represent P and N, PN-SVM uses centroids of the clusters it constructs to compare with unlabeled examples. Results of these comparisons are used to decide which examples will be extracted and to which set they will be extracted to.
Clustering of N is important for the algorithm. Using the whole N without clustering may result in incorrect predictions. For example, consider an example e which is very similar to the centroid of a single subset of N (C Ni ) and not similar to the other subsets of N. If the algorithm compares e with the centroid of the whole N (C N ) and the centroid of P (C P ), e may be more similar to C P than C N . Therefore e would be incorrectly classified as positive. PN-SVM clusters N to handle each negative subset separately. In this way, examples which are significantly close to the centroid of a single negative subset (like e) can be selected as negative.
To label an example d as positive, two following conditions should hold:
where k is the number of clusters and S is the similarity function. Similarly, to label an example d as negative, two following conditions should hold:
Examples which does not satisfy these conditions are not labeled at this step and left unlabeled.
Positive and negative examples which are extracted in the first and second stages of the algorithm are used with the original P to train a classifier. Using this classifier algorithm labels rest of the U.
Later, PN-SVM has been revised by its authors and Positive examples and Negative examples Labeling Heuristic (PNLH) [7] algorithm is introduced.
Positive examples and negative examples labeling heuristic (PNLH)
PNLH Algorithm [7] is an extension of PN-SVM [6] . It extracts positive and negative examples from unlabeled set using the core vocabulary and clustering strategies like PN-SVM. But there are important differences between two algorithms. In PN-SVM algorithm, when a feature is selected to be put in the core vocabulary, feature's strength should be greater than a previously defined threshold. But it does not make sense to select a threshold without processing the data set. In PNLH, this threshold is calculated by the algorithm during run time. Average strength of the features is used as the threshold.
Another difference is that, clustering amount is also predefined in PN-SVM, but in PNHL it is automatically calculated. When the data set is going to be clustered into k clusters, k value should be optimum for this data. A large or small k value may result in incorrect labeling. In PNLH, k depends on the cardinality of P and N:
Third difference is, when extracting positive and negatives iteratively from the unlabeled data set, number of features in domain is taken into account in PNHL. In this paper, it is claimed that reducing the number of features decreases false positives and false negatives. Therefore, before centroids are chosen, the algorithm first performs feature selection (selects features that will be used in this process). When selecting features for creating the core vocabulary, PNHL chooses top n features (where n is predefined).
In PNHL algorithm, when strong negatives are being selected, selection is done using the strength of features. For example, even if examples a and b have the same number of features from core vocabulary, their probability of being positive can be different. So, PNHL finds out the one with the strongest features. If a has stronger features than b, a has a higher chance to be a positive example. As a result, a will not be selected as strong negative.
Finally, while PN-SVM trains an SVM classifier in its third stage, PNHL is considered as a two stage algorithm and the type of classifier used afterwards is not important.
Another algorithm using feature frequencies is Mapping-Convergence (M-C) algorithm [3] . Like PN-SVM and PNLH, it finds the features which occur in the examples of P more frequently than they occur in the examples of U.
Mapping-convergence (M-C) algorithm
In [3] Positive Example Based Learning (PEBL) framework is introduced. This framework uses Mapping-Convergence (M-C) Algorithm which includes two stages: Mapping stage (for selecting strong negatives) and convergence stage (for iterative classification).
In the mapping stage, algorithm splits unlabeled data set into two sets: set of strong negatives N 1 and set of other examples P 1 . An example is called strong negative if it has a high probability of being a negative example. To find strong negatives, algorithm calculates each feature's frequency in positive set (f p ) and frequency in unlabeled set (f u ). All features with a f p /f u value lesser than a threshold are used for constructing a classifier. The examples which are predicted negative by this classifier are selected as strong negatives. In [3] , it is stated that the threshold should be adjusted in order to ensure the classifier does not generate false negatives.
In the convergence stage, the algorithm iteratively extracts negatives from P i . At the beginning of every iteration, it takes examples in N i to the set of strong negatives (NEG). At this point, the algorithm has a set of known positives (POS), NEG, and set of unlabeled examples (P i ). It uses SVM with POS and NEG to define a boundary between positive and negative examples in the feature space. This boundary is chosen to keep a maximal margin between positives and negatives. The algorithm applies the boundary on P i and this divides P i into two parts: Part that includes the examples that should be labeled as negative and part that includes examples which still can not be labeled. First part is moved to set N i?1 and second part to P i?1 .
Iteration continues until no example can be moved to N. At the end, P last contains positive examples, and NEG contains negative examples.
Augmented expectation maximization (A-EM)
The idea behind the A-EM [8] is very different from the other algorithms we cover in this subsection. It is designed to create an algorithm which can work in an environment where known positive (labeled) examples may be nonidentical to the positives in the unlabeled data set. Most of the two-step algorithms assume they are identical, but in real life problems, the opposite may be observed. A-EM algorithm can be used in both settings.
Another difference is that, in addition to positive and unlabeled examples, this algorithm uses another set, set of irrelevant examples (O). This set should consist of examples which are not related to the positive class. In this case we expect this set to contain almost no positive examples. This set will be used to decrease noise in unlabeled data set by increasing the negative example density. For example, data used in [8] consists of P (web pages of a single product type from a single commercial Web site), U (web pages of all products from other commercial web sites) and O (20 Newsgroup and Reuters).
This algorithm joins U and O and creates a joint negative data set (N). Then it trains a Naive Bayesian Classifier (NB-C). A-EM works with EM (which is also used in S-EM algorithm). In new iterations of EM, we expect new classifiers to be better at extracting positive examples from N. But of course this depends on the performance of the classifier at the first iteration. This is why A-EM tries to increase the performance at the first stage by using O. Irrelevant set decreases noise in U, so the algorithm expects even the first classifier to be successful.
EM generates a series of classifiers and then the algorithm selects a final classifier from the series. The following value (F) is calculated for each classifier to compare their results:
where TP ? FP is the number of examples labeled positive (CP) and TP ? FN is the size of U (PD). Algorithm uses the change in F to select the final classifier. It uses the following equation to calculate the change in F at the iteration i.
The last classifier which increases F is selected as the final classifier. For example, if the classifier at iteration n is the last classifier with D greater than 1, this classifier is selected as final.
While both CP and PD numbers are known, since algorithm does not know which unlabeled examples are originally positive, TP i /TP i-1 should be estimated. To do this, the algorithm first chooses features which can represent the positives (keywords) and creates a set K with these features. Then it estimates TP i /TP i-1 as;
where P jKj t Nðf t ; d i Þ; d i 2 CP i is the total number of keywords in CP i . So when two CPs are compared, if one has more features from K in its examples, it is considered to contain more true positives.
It is reasonable to ask why A-EM does not use P and O to train a classifier, since O does not contain almost any positives. The problem of this idea is that irrelevant set can be very different from real negatives, so a classifier trained by P and O may be unable to extract negatives (and therefore positives) from U successfully.
Like A-EM, another algorithm that uses a Naive Bayesian Classifier is PU Learning by Generating Negative Examples (LGN) [9] .
PU learning by generating negative examples (LGN)
LGN [9] algorithm creates a single artificial negative example (A n ) by using entropy and then uses this example with P to create a Naive Bayesian Classifier (NB-C).
NB-C calculates an example's probabilities to be a member of the positive and negative class. These probabilities are shown as Pr(d|c), where d is an example and c is the class (? or -). If, PrðdjþÞ [ PrðdjÀÞ; d is labeled as positive, or vice versa.
When NB-C calculates Pr(d|c) value of an example, it needs two different values. First one is the conditional probabilities of Pr(f| ?) and Pr(f| -), where f is a feature. Every feature has a probability to be examined in the examples of P and N (Pr(f|c)). For example, if features of an example has high probabilities to be examined by examples of P, this example may have a high probability to be a positive example. The second type of needed value is the prior probabilities of Pr(? ) and Pr(-). To calculate these two type of values, one needs examples of both classes. Since we do not have any negative examples, both values should be estimated.
First, the algorithm creates an artificial negative example (A n ) which it constructs according to every feature's estimated Pr(f| -) value. To estimate Pr(f| -) values, LGN uses entropy on feature frequencies in positive and unlabeled examples.
Prðf i jcÞ Â logðPrðf i jcÞÞ ð12Þ
We name the features which mostly included by positive examples as positive features (f ? ) and features that mostly included by negative examples as negative features (f -). A positive feature can be seen in both P and U since there are positive examples in both P and U. On the other hand, a negative example can only be seen in U.
LGN calculates entropy of feature frequencies and finds out which features are common in both classes and which are not. For example, if a feature has a high entropy, it means that this feature occurs in both P and U, therefore has a low chance to be a negative feature. Finally it calculates weights of features, which represent their Pr(f| -) values, with the following equation:
LGN constructs A n according to weights of features. This means that if a feature has a high weight, it will be placed in A n more times than other features.
After A n is created, it uses P and A n to calculate Pr(f| ?) and Pr(f| -). The problem is, algorithm can not calculate prior probabilities of Pr(? ) and Pr(-) with a single negative example. In the empirical evaluation section of the original paper, different prior probabilities are tested. Since results are virtually the same, Pr(? ) = Pr(-) = 0.5 is used.
Once we have a positive set and a negative example, the algorithm uses them for training an NB-C, with prior probabilities of Pr(? ) and Pr(-) as 0.5. Finally, this classifier is used for classifying unlabeled examples in the data set.
In this subsection we covered 2 two-step algorithms that use entropy. The first one is LGN and the second one is Entropy-Based Semi-Supervised Learning (SLE) [10] .
Entropy-based semi-supervised learning (SLE)
SLE [10] is an algorithm which is designed for environments where positive class consists of different sub classes. It first extracts strong positive and negative samples from U using entropy. Then, it trains a logistic regression classifier with these two data sets and previously known positives and label the rest of the examples.
SLE uses three basic processes. First one is feature extraction. By measuring frequency of features in the examples, feature weights are calculated. Second one, oversampling, is a type of resampling. When there are two or more classes in a data set and one has fewer examples than other one(s), oversampling is used on the class with the smaller set to balance the data set. In our case, positive class has much less examples than the unlabeled set. Third is based on entropy, which was also used in LGN algorithm [9] . For our problem, SLE calculates the entropy of unlabeled examples' posterior probabilities. Results of entropy calculation show each example's probability to be a member of each class. Therefore, it will be used for classification in SLE. Equation for entropy of unlabeled examples' posterior probability is defined as;
where p(c|d) is the class posterior probability of example d belonging to the class c; |C| is the number of known class labels in the training set.
At the first step, the algorithm extracts positive examples from unlabeled set. It creates an empty set for each subclass of P. Then it extracts the examples in U to the set of subclass that they have the highest posterior probability with. Since these sets may have different sizes at the end, algorithm reduces their sizes relatively to the size of the smallest set. Reducing is performed by removing the examples with the highest entropy. Finally union of these sets (S p ) is created.
In second step, a set of negatives (S n ) is extracted from the rest of unlabeled set. Algorithm extracts examples with the highest entropy to the S n .
Before the final classification, the algorithm performs oversampling. After that, SLE trains a logistic classifier with positive (P [ S p ) and negative (S n ) examples. This classifier is then used for labeling the rest of the unlabeled examples.
Annotating genes with positive samples (AGPS)
AGPS algorithm [11] is designed for gene function prediction by PU learning. In the first step, AGPS creates its data set by merging three different kinds of data: proteinprotein interactions, protein complex data and gene expression data. But in this paper, we overview its method to handle PU problem regardless of the data it uses.
AGPS includes 3 steps; selecting strong negatives, expanding the negative set and final classification. But before all these steps, first it splits P into two sets; P 1 and P 2 . Then it adds P 2 to U and creates U new . P 2 in U new is used for evaluating the classifiers which will be constructed in second step.
To use all examples of P for evaluation, the algorithm performs 10-fold cross validation. It divides P into 10 subsets and use one of them for P 2 and rest for P 1 at each iteration. Therefore all three steps of the algorithm are repeated 10 times with the same U but different P 1 and P 2 sets.
At the first step, AGPS trains a 1-Class SVM with P1. Using this classifier it labels U new . Examples which are predicted as negative are extracted from U new to N (which is empty at the beginning).
In the second step, the algorithm iteratively expands the negative set by extracting new negatives from the unlabeled set. This time, at each iteration, it trains a 2-class SVM with current negative set and P1. It uses this classifier to predict rest of the unlabeled set. Examples which are predicted negative are extracted to N. Iterations ends when size of the unlabeled set reaches |P|.
At each iteration of second step, a new classifier is built and its training data and results are saved. So after the end of iterations, at the third step, the algorithm selects the best Positive unlabeled learning for deriving protein interaction networks 93
classifier by comparing their success on predicting P 2 . The algorithm uses this classifier to label initial U new . At each iteration of the cross validation, algorithm labels all U. Therefore every iteration has a list of examples which are predicted as negative. At the end, the algorithm sorts these examples according to the number of times they are predicted as negative in 10 runs of cross validation. Then it selects the first |P| examples as the best negative examples and creates a final negative set FN by extracting them from U. Finally it trains a 2-class SVM with P with FN and labels rest of the U.
One-step estimators
In this family of algorithms, negative examples will not be selected from the unlabeled list for binary classification. In this set of algorithms, knowledge gained from positive and unlabeled data is used directly. These algorithms mosty depend on similarity of unlabeled and negative sets (result of negative example's high ratio in the unlabeled set) and ability to gain characteristics of positive examples from available positive data.
PNB-positive naive bayesian
PNB algorithm [12] uses a naive Bayesian classifier which it modifies to make it work with positive and unlabeled data. This paper is based on document classification. Instead of analysing it this way, we can view documents as examples and words as features.
In addition to the positive and unlabeled data sets, the method gets a positive class probabilityPð1Þ as input.Pð1Þ is an estimate of percentage of positive examples wherê Pð0Þ ¼ 1 ÀPð1Þ:
Second part of the algorithm calculates the probabilities of features to be a member of each class. Depending on the amount of times a feature is seen in positive examples, the algorithm calculates the importance of this feature for the positive class. When we have importance of a feature for positive class, it can be calculated for negative class as well. Later, PNB algorithm is revised. The name of the revised version of the algorithm is PNNB [13] .
PNNB Algorithm
PNNB [13] is an extension of PNB [12] . This extension can be used with or without the presence of negative examples.
The algorithm calculates positive feature probabilitieŝ Prðw i j1Þ (the probability of feature w i to be in a positive example's feature vector) in the same way as in PNB algorithm, but it has a different approach for negative feature possibilities ðPrðw i j0ÞÞ.
There are two ways to calculate a feature's negative feature probabilities; a direct approach or an indirect approach. The indirect way is the way that PNB algorithm uses (see previous subsection).
In PNNB algorithm, the direct approach is implemented. This approach needs negative examples, so PNNB first finds negative examples inside the unlabeled set. The advantages of this algorithm is that, while indirect approach can only use knowledge it gets from unlabeled and positive examples, this approach can also use a negative set (N) in the learning stage. It calculates feature probabilities by combining both sources. In our case, which we do not have any negative examples initially, this algorithm is still usable since it can start with an empty negative data set which it will fill as iterations continue.
Prðw i j0Þ ¼ ð1 À aÞPrðw i j0; P; UÞ þ aPrðw i j0; NÞ ð16Þ
When calculating feature probabilities (16) , weight of the negative data set depends on the a value (17).
a value is related to, most importantly, cardinality of negative data set. If there are too many negative examples, effectiveness of negative data set will be higher than positive and unlabeled data set. But for example, if there are no negative examples in data set, a value will be equal to 0, therefore effectiveness of the negative data set will be 0, too. Besides PNNB, a second algorithm called PNCT is introduced in [13] . PNCT simply splits feature vector into two and constructs two PNNB classifiers.
PNCT algorithm
PNCT algorithm [13] is designed for conditions where there are very few positive examples. In this case, instead of depending on variety of positive examples, PNCT algorithm depends on the variety of features. It uses technique of using two classifiers at the same time which was introduced by Blum and Mitchell introduced in [19] .
This algorithm can be used in settings where feature vector can be divided into two parts that are independent of each other. In addition, of course each of these parts should be adequate to be used for training a valid classifier.
At the beginning, the algorithm has unlabeled, positive and negative sets. For our problem negative set is initially empty. Also, for every example, two feature vectors called fv a and fv b are available.
Then PNCT iteratively creates two PNNB classifiers: PNNB a using fv a and PNNB b with fv b (How PNNB classifier is created the sets used are explained in the previous subsection). Every time it trains classifiers, it predicts classes of unlabeled examples with these classifiers. And at every iteration, the algorithm chooses jPj=Pð1Þ number of predicted examples and takes them to the set they belong to. These examples to be moved are selected by their probability degree. Classification process continues with construction of a new classifier with new P, U and N sets in the next iteration. When the algorithm labels every example, iteration ends.
PNB [12] , PNNB and PNCT [13] are in the same algorithm family and have similar characteristics. Another one-step algorithm that uses feature frequencies is BiasedPrTFIDF algorithm.
Biased-PrTFIDF algorithm
Biased-PrTFIDF is the algorithm that was introduced in [14] . If we represent the probability of a positive example to be unlabeled p, positive class as C ? , negative class as C -, the following equations can be written:
where, Pr[P|x] is the probability that an example x is in P and Pr[U|x] is the probability it is in U. Using Eqs. (18) and (19) , one can show that,
where, (1 ? p)/(1 -p) is represented as b in this paper. The classification function, then, is given as;
We can combine (20) and (21) to find the classifier function as
To be able to create this classifier, the algorithm needs class probabilities (Pr[P|x] and Pr[U|x]) and b value.
To find the class probabilities of a given example, PrTFIDF technique [20] is used. PrTFIDF gets a set and a subset of it as parameter. It calculates the probabilities of examples in the set to be a member of the given subset by using feature frequencies in the documents. In our case, the algorithm runs PrTFIDF two times: P [ U as set and P as subset to learn probabilities of positive class, P [ U as set and U as subset to learn probabilities of unlabeled class.
Second part of the algorithm finds the b value. It can not be calculated easily since we do not know p. To find the optimum b, the algorithm selects the value that classifier gets the best result with. This process requires the ability to evaluate classification results. As the real class labels are assumed unknown, a special performance measure which is discussed in the next subsection is used (Eq. 26).
After p value and class probabilities are calculated, Biased-PrTFIDF algorithm creates the classifier function. This function is then used to classify each example in the data set.
Spy technique and the expectation-maximization (S-EM) procedure
The algorithm in [4] includes Spy Technique and EM algorithm (Dempster et al. 1977) . EM Algorithm uses a Naive Bayesian Classifier (NB-C) trained with positive and unlabeled data. First step of the algorithm, the expectation step, is for filling the missing data with expected values. Therefore, it is claimed to be a suitable algorithm for settings without negative examples. Expected values are calculated using existing data of examples. In maximization step, parameters are estimated.
The algorithm uses NB-C to make probabilistic predictions of unlabeled examples. After the prediction of each example, S-EM creates a new NB-C. Therefore, the label of next example will be predicted by a new and improved NB-C.
Since this process makes probabilistic predictions, the algorithm needs a threshold to compare example's classification probabilities with. Depending on the difference with the threshold, classes of examples should be decided. This is where Spy Tecnique is used; the selection of threshold value.
The algorithm selects a variable percentage of random positive examples and adds them to the unlabeled data set. These examples are called Spy Positives. After calculating every example's probabilities to be member of each class, it checks the results of spy positives. These results show how a positive example's result should be. The algorithm defines a threshold using these results. It compares the results of other examples with the threshold and decides which class they belong.
A similar approach is implemented by the algorithm PosOnly [17] . Both S-EM and PosOnly perform prediction on a subset of P and define thresholds depending on their probabilistic results.
PosOnly
PosOnly is a PU learning algorithm introduced in [17] and used for derivation of gene regulatory networks in [18] .
Although this method has 2 steps, since it does not select negative examples to use them in classification, it is not considered as a two-step method. First, a probabilistic classifier calculates examples' probability of being labeled. Then, by using this data, it acquires their probability of being positive.
Let y 2 f0; 1g and s 2 f0; 1g be two random variables for being positive and labeled, respectively. For a random example, s = 1 if it is labeled, and s = 0 if it is unlabeled. Examples in positive set are labeled, so if s = 1 then it is certain that y = 1. On the other hand, unlabeled examples' (s = 0) real labels (y) may be either positive (y = 1) or negative (y = 0). In this method, first we should be able to calculate Pr(s = 1|x) value (probability of an example to be labeled or unlabeled). This will be done by a probabilistic classifier.
Pr(y = 1|x) is the probability of an example to be positive. With the assumption that positive examples are labeled randomly, the following equation can be written;
Detailed explanation of this equation can be seen in [17] and [18] . Pr(s = 1|y = 1) is a constant which should be calculated using the data set. There is more than one way to calculate this constant. But the exact value of this constant is the average value of Pr(s = 1|x) for x in V P , where V is a set of random examples from the data set and V P is the set of labeled examples in V.
Another estimation of Pr(s = 1|y = 1) which is used in [18] is:
After the algorithm calculates examples' observed class probabilities (Pr(s = 1|x)) and constant Pr(s = 1|y = 1) value, it uses these values in Eq. 23 and finds real class probabilities (p(y = 1|x)). Finally, it compares these probabilities with a threshold, which is set to 0.5 in [18] , and decides if this example should be labeled as positive or negative. If an example e has Pr(y = 1|e) [ 0.5, the algorithm labels it as positive, and negative otherwise.
Bagging SVM
PU learning algorithms use two sources. They have the positive set to learn the characteristics of positive examples and the unlabeled set for negative examples. While it is possible to directly analyze positives, they should learn about negatives indirectly from the unlabeled set. Since algorithms use unlabeled set as a reference of negative examples, amount of positive examples in the unlabeled set is important for success of the classifier. If there are not too many positive examples in the unlabeled set, it will be less noisy and can be used to create a better classifier. But, one can not know a priori, the number of positive examples in the unlabeled set.
To solve this problem, Bagging SVM [16] algorithm is proposed. In this algorithm, instead of using the whole unlabeled set to create a single classifier, random subsets from the unlabeled set is created and a classifier is trained from each of the subsets. Finally, these multiple classifiers are merged. With this process, the algorithm creates variability in the classifiers which will be used to create the final classifier. Since subsets are created randomly, it is possible to create a subset which has no positive examples, or a subset which is filled with positive examples. As a result of the variability some successful classifiers may increase the quality of the final classifier.
Effect of the subset size (K) is examined in [16] . Results of the tests performed with different K shows that K value has a very little effect on the performance of the final classifier and K = NP is considered as a safe choice in general.
This algorithm has two versions for inductive and transductive PU learning. In inductive bagging, after multiple classifiers are created, these classifiers are aggregated to create a final classifier which can be used to label any unlabeled example. In [16] it is proposed to aggregate classifiers by simple average. Transductive bagging algorithm creates multiple classifiers as well, but in this algorithm, when a classifier is trained with a subset, created classifier is not used in classification of this subset. So, the algorithm adds this classifier to the list of classifiers that will be used to predict the rest of unlabeled examples (unlabeled set / unlabeled subset which is used in training of this classifier). Therefore transductive bagging algorithm should be used in situations where the goal is only to label the elements of U.
Weighted logistic regression (W-LR)
We already discussed that using positive and unlabeled sets directly in training stage of PU learning may result in weak classifiers. So, one can see the unlabeled set as a negative set which is contaminated with positive examples.
W-LR algorithm [15] considers the unlabeled data set as a noisy negative set where positive examples are the cause of the noise. It uses a linear function to perform classification on this noisy data set.
First of all, the algorithm weights examples to handle high noise. Then, it performs logistic regression to acquire the linear function it should use for this data set. Finally, with this linear function, it labels examples in the data set.
An optimum regularization parameter is needed for logistic regression to prevent overfitting. In this paper, a performance measure which can be used with only positive and unlabeled data is introduced. Using this measure in Eq. 26, the algorithm selects its regularization parameter.
where, f is the classification function, r is recall value and can be calculated using only the accuracy of positive examples' results (27) .
Experimental results
In this section we compare eight PU learning algorithms based on their results on deriving PPI networks. We implemented PSoL, Bagging SVM, AGPS, PosOnly, Roc-SVM, Algorithm of Carter et al. (we used the name Carter for this algorithm) and the algorithm we call SVM only . SVM only is included as the most naive algorithm that uses the whole U as negative set and labels U with 10-fold cross validation. For S-EM we used the implementation of the authors. 1 We tested 8 of the 19 algorithms covered in this paper. These are the algorithms which can be used with gene expression data without any changes. For others, we explained how they work so one can modify them or get inspired by them to create new algorithms.
PN-SVM, PNLH, PNB, PNNB, PNCT, Biased-PrTFIDF, M-C and LGN algorithms use frequencies of words (features) to label the documents that include these words. A-EM algorithm creates a series of classifiers and compares them to choose the best one as a final classifier. For this comparison process, A-EM needs frequencies of the words in the examples. Since in our data set feature vector consists of numeric data, these algorithms are not suitable for our data. SLE algorithm is designed for environments where positive set is constructed by different positive subsets but our positive set in PPI data does not contain subclasses. Finally, we excluded WLR from comparison, as WLR algorithm includes some points that are either not clear or not mentioned in the paper, and the implementation by authors is not available.
Datasets
We used the Escherichia coli gene expression data set provided by Faith et. al [21] . This data set includes 445 microarray expression profiles for 4,345 genes. For known protein interactions we used the IntAct database 2 [25] . Rows and columns stand for the ratio (r = |P|/(|P| ? |Q|)) and the algorithm A. Each entry presents the average precision result of an algorithm at a certain ratio Table 2 Comparison between PU Learning algorithms by recall Each entry presents the average recall result of an algorithm at a certain ratio Table 3 Comparison between PU Learning algorithms by F-measure Each entry presents the average F measure result of an algorithm at a certain ratio
If two proteins are known to be interacting, the example consisting of their expression profiles is a positive example. A feature vector consists of the expression data for the proteins in that sample. As the expression data has 445 samples for each protein, the length of a single feature vector is 890.
In the data set, positive examples consist of examples known to be interacting, downloaded from IntAct. We assumed all other protein pairs as (unlabeled) negative examples to evaluate the algorithms. Then, we randomly chose a subset from P and assumed that the examples in this set are unlabeled as in [18] . This new set is called Q. Therefore, P contains labeled positive examples, Q contains unlabeled positive examples and N contains unlabeled negatives. So our set of unlabeled examples consist of Q and N; U = Q [ N. The goal of a classifier is to label the examples in U correctly.
We used the above mentioned data to generate 27 data sets with different balance ratios. Since, in real life, negative examples are more abundant than positives, in our data sets the negatives are 5 times more than positives: |N| = (|P| ? |Q|) 9 5. This ratio is the same for all 27 sets. On the other hand, the ratio, r, varies, where r = |P| / (|P| ? |Q|) = {%10, %20, ... , %90}. For each r, we tested the algorithms on 3 randomly created data sets. For example, precision result of an algorithm for r=%40 was calculated as the average of three precision values of 3 different data sets where r=%40. Also, in all of our data sets, |P| ? |Q| = 250 and |N| = 1250. We used these set sizes since they are large enough for reliable tests and small enough for reasonable algorithm running times.
Experimental setting
This section includes some implementation details and parameters chosen for the evaluated algorithms.
Bagging SVM has 2 versions: inductive and transductive (see Sect. 2.2.7). Since we want to perform prediction on our training data (U), we implemented the transductive version of Bagging SVM. Number of known positive examples (|P|) is used for K as it is suggested in [16] . Subset (iteration) amount (T) is set to 20. In [16] , T = 10 is used when bag size is greater than 30. Our bag size is always greater than 30, but since more iterations leads to less biased results, we chose T = 20.
We implemented PSoL and an alternative version of PSoL. During the process of negative set expansion, PSoL iteratively selects unlabeled examples and extracts them to the negative set. In the original version, number of examples to extract is limited by a threshold (T 1 ) where T 1 = |P| 9 3. But, as more examples are extracted at each iteration, negative set gets too large which results in an unbalanced data set. In our version of the algorithm, instead of limiting the extractions by each iteration, we limited the total number of extracted examples by a threshold (T 2 ): T 2 = |P| 9 4. This modified version is named as PSoL m , where the original is as PSoL o .
Rocchio algorithm [5] constructs a final classifier which can be used for labeling new unlabeled examples. Since we should label unlabeled examples in the training set, this algorithm is implemented with 10-fold cross validation. The algorithm splits U into 10 subsets and at each iteration it use one of these subsets for testing and others for training.
In Carter, both neural networks and SVM are tested in the classification step. In our implementation we used SVM to make a fair comparison since most algorithms covered in this paper use SVM.
For S-EM algorithm we used LPU software with parameters: ''-s1 spy -s2 em -f demo''. LIBSVM 3 [22] is used as the SVM implementation. For 2-class SVM we used the same kernel type and training parameters as those were used in PosOnly algorithm [18] . So, radial basis function is selected for kernel type, with c = 1.0/128 and the cost parameter, C = 1,000 as in [18] . For 1-class SVM of AGPS algorithm we used the radial basis kernel since it was used in [11] with default values for other parameters. Also in [26] a biased formulation of SVM is introduced. Although Bagging SVM uses this formulation, to make fair comparisons we implemented all algorithms with C-SVC in LIBSVM. We used Precision (PR), Recall (RC), F-Measure (FM) and Matthews correlation coefficient (MCC) for selected algorithms on each data set as the evaluation measures. Since there are 3 data sets for every P-U ratio, the average result of 3 data sets is shown in the tables. The following equations give the definitions for these measures. We also performed Wilcoxon signed rank test to compare FM and MCC performances of the algorithms.
Results
Precision, recall, F-measure and matthews correlation coefficient (MCC) values can be seen in Tables 1, 2, 3 Tables 4 and 6,  respectively. As expected, SVM only generally performed worse than others in our experiments. It classified almost all of the examples in the unlabeled set as negative. This resulted in few false positives (high precision) but too many false negatives (low recall). Even if it has higher MCC results than 3 other algorithms, it has the lowest FM and can be considered as an unsuitable algorithm for our problem.
Recall values for Carter is good, but besides that, it has a very low precision due to high number of false positives. It labeled most of the U as positive. Therefore, even if it does not result in too many false negatives, since there are much more negative examples than positives in the unlabeled set, its false positive number is higher than average of other algorithms.
PSoL o got worse F measure results than expected; It has the second lowest F measure. Like SVM only , PSoLo labels most of the U as negative. With the alternative version (PSoL m ) we succeeded to increase recall and F-Measure results by increasing the number of correctly classified positives and decreasing incorrectly labeled negatives. Considering this, one of the reasons for the low results of PSoL o may be the overgrowth of negative set during iterations. Rows and columns stand for the ratio (r = |P|/(|P| ? |Q|)) and the algorithm A. Each entry presents the average Matthews correlation coefficient result of an algorithm at a certain ratio PosOnly is another algorithm which performs poorly in our experiments. While it has an average F measure result, it has the lowest MCC. In our experiments we observed that PosOnly is not able to calculate the optimum value for Pr(s = 1|y = 1) constant, even when we tried all three different estimators suggested in [17] . Since this constant is used for calculating unlabeled examples' probabilities of being positive, an inaccurate constant results in mostly false predictions.
Bagging and Carter has very close F-measure results. Since both algorithms use random subsets of the unlabeled set as negative, it is reasonable for them to get similar results. But since Bagging provide much more variety, it is expected for Bagging to be more accurate. As expected, MCC result of Bagging is much higher than Carter's. It has the second highest MCC result after RocSVM. Bagging is another algorithm which labels most of the unlabeled set as negative. Selecting negatives from U randomly and therefore using positives in the unlabeled set as negatives can be a reason for this.
Even if AGPS has the highest average F measure in our experiments, its MCC results are close to average of nine algorithms. While most of the algorithms perform unbalanced predictions on unlabeled examples, such as labelling most of them negative, AGPS makes more balanced predictions. Therefore this results higher F measure than other algorithms.
For data sets with low r, S-EM performs best. This may be because of the spy positives it places into the unlabeled set. They help S-EM to learn about the characteristics of positive examples when there are too few known positives. Removing examples from P to create the spy positive set decreases the number of positives in the training set. But this approach appears to be efficient at least for the data sets with low r.
For data sets with medium and high r, RocSVM achieved both the highest F measure and MCC results on the average. In our experiments we observed that its prototype technique has high accuracy (%94) when selecting strong negatives. Since it starts iterations with these strong negatives, it is expected for RocSVM to get high results. Therefore it can be assumed that prototype technique and cosine measure is suitable for our type of data.
One-sided Wilcoxon signed rank test p values are given in Tables 4 and 6 . These p values give a pairwise comparison of the algorithms. When we look at the p-values for F measure (Table 4) , Roc-SVM and AGPS got better results than others. For the rank test of MCC, RocSVM seems to be better than others. Therefore, according to the rank tests, among two-step algorithms, AGPS and Roc-SVM seem to perform better, but for one step algorithms it is hard to reach a conclusion as no algorithm significantly outperforms others.
Conclusion
In this paper, we summarized the classification algorithms for domains with no known negative examples, where these algorithms are named as PU learning algorithms. We grouped the PU learning algorithms into two main classes: Two-step algorithms first find some negative examples in the unlabeled set and then use this new negative set with already known positive set to label the rest of unlabeled examples, while one-step algorithms use positive and unlabeled data directly to classify the given examples. For each algorithm, we explained how each algorithm works and differences in their methods.
Finally, we compared eight (plus a modified version for PSoL) important algorithms of PU learning by testing them with PPI network data sets. We showed and compared their results on the data sets we generated.
To the best of our knowledge, this is the first time PU learning algorithms are used for derivations of PPI networks. While these algorithms have been used mostly in areas like text classification, we showed how successful they are in network derivation using biological data. Some of them (especially Roc-SVM and AGPS) output promising results in the sense that they can be further adapted for protein interaction predictions. We have used microarray data as feature vector in our experiments. There are also other kinds of data types which can represent characteristics of proteins, like GO Terms, amino acid sequences, 3D structural data, etc. For future work, additional data types can be integrated to our setting to be used in the feature vector.
