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CHAPTER ONE
1.

THE PROBLEM
THE PROBLEM

1.1.

Introduction
The ability to tailor fragment size distribution is of critical importance to designers of

military munitions, so much so that artificial fragmentation techniques have been developed to
tightly control fragment size. Currently, artificial control of fragment sizes is largely accomplished
by notching the interior surface of a fragmenting metal sleeve or by using preformed metal pellets
adhered to a shell form. In the former, a broaching tool is used to cut a notch pattern into the inside
of the case material, limiting the geometry of the fragmentation case to right circular cylinders. In
the latter, considerable touch labor is accumulated in the process of attaching the preformed
fragments to the structural shell, and fragment velocity is traded for precisely controlled sizes.
Additive manufacturing has presented the potential for new approaches to controlling fragment size
with minimal touch labor and little restriction to case geometry, including the ability to produce
stress concentrating features integral to the material or fragmenting sleeves composed of multiple
materials that can be used to tailor the distribution in fragment sizes. The disadvantages of additive
manufacturing include the thermal stresses built into the material residual from the laser sintering
process and the cost associated with current additive techniques.
An alternative to these methods is to leave the fragmenting case material in an unaltered
state, a so called naturally fragmenting case. Natural fragmentation has the advantage of being cost
effective, as little processing is required beyond the initial metal forming. The distribution in
fragment sizes, however, is generally less than desirable and inherently stochastic. Fracture in
unaltered metals is dominated by the material microstructure, and the distribution in dislocations
within the material results in a range of fragment sizes, with the majority of fragments produced on
1

the miniscule end of the length scale. These processes have been characterized extensively with
stochastic models that generally agree with experiment, but have relatively poor predictive
capability.
Within this framework, the primary needs of the designer of naturally fragmenting devices
include predictive tools that operate with reasonable accuracy outside of the range of existing
experimental data.

Such tools would require the suitability for calculation of contributing

parameters from available material property data, and extensibility to address new and novel
methods of fragment size control, such as multi-material cases.
1.2.

Statement of the Problem
Current models fall short of providing the robust set of tools required for iterative design

of naturally fragmenting devices outside of the bounds of interpolation tables of test data. For this
reason, it is desirable to develop new models of natural fragmentation that are capable of making
predictions in materials and geometries that lie outside past experience. Models developed to
perform this task should have basis in physical parameters that are commonly measured and
compiled, and thus readily available.
Modern fragmenting munitions are generally composed of a single layer of material
subjected to either natural fragmentation or to controlled fragmentation. In the case of natural
fragmentation, the resulting fragment size distribution may or may not be desirable in terms of
effects on target. Additive manufacturing technologies have opened up new possibilities for
munition design. One of these possibilities is the ability to tailor fragment size distributions from
naturally fragmenting munitions utilizing multi-layered, bonded fragmentation sleeves consisting
of two or more materials.
Anecdotal evidence from test series conducted at the U.S. Army Aviation and Missile
Research, Development, and Engineering Center (AMRDEC) has suggested that the size
distribution shifts when a layered approach is used, at least in the case of steel and plastic layers.
2

The effect was noted in an unpublished internal communication [1], but was not investigated
beyond this initial quick-look style test report.
In these tests, a plastic sleeve was added to the outside of a naturally fragmenting case in
order to protect the energetic from insensitive munitions threats. The fragment size distribution
was collected as secondary data in a penetration performance test and compared to previous
fragment size data without the plastic sleeve. The size distribution was found to have shifted to
include both more small fragments and more large fragments, with increased variance.
This effect was unexpected, and so sufficient experimental data necessary to confirm
statistical significance of the difference was not collected. To the author’s knowledge, no research
program investigating this effect as a mechanism for fragment size control has been undertaken,
and no open-literature reports discuss the phenomena.

This research addresses the effect

experimentally through impact fragmentation experiments. Multi-layer effects are investigated
analytically through the development of physics-based distribution functions.
Current computational tools for the prediction of fragment size distributions typically rely
on a purely stochastic distribution devised by Mott in the 1930’s [2]. Around the same time, Mott
also developed a second physics-based distribution [3] unrelated to the stochastic model. In modern
applications, the physics-based model is used to calculate the mean size of fragments, and the
stochastic model fills in the distribution about the mean. Further developments of Mott’s physicsbased model added empirical parameters for estimating the physical state of an expanding cylinder
at fracture [4].

Using this approach, the AMRDEC observations can be captured through

adjustment of the empirical parameter that controls the material strain rate. This empirical
parameter is usually determined by the explosive fill.
If the observed shift in fragment size distribution is a physical effect of multi-layer
fragmentation sleeves and not normal test-to-test variation, then it should be something that can be
modeled and predicted. As indicated by the discussion in the preceding paragraph, it is possible to
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capture the effect by adjusting the empirical constant, which would imply that new values of this
constant would need to be generated by observation and compiled into tables for interpolation. It
is also possible that the constant would vary with material combinations and layer thickness ratios,
requiring an impractically large number of experiments to compile usable interpolation tables. The
alternative approach is to develop a theoretical basis for the multi-layer effect, and how it
contributes to the shift away from previous observations for single-layer sleeves.
Through the use of physical and statistical methods, a model capable of predicting the
average fragment size and an associated distribution can be derived and applied to hydrocode
estimates of material properties. This results in a predictive capability for use in iterative design of
natural fragmentation sleeves. Steps have been taken in this direction, including Mott’s original
physics-based development and the work of Kipp & Grady [5], and others [6]–[8] who have derived
extensions to the Mott’s formulation to account for fracture energy. Building off of this previous
work, the desired distribution model can be formulated to account for the observations.
1.3.

Research Objective
This research program develops a modeling approach that can predict the size and spatial

distribution of fragments originating from a bi-layer fragmentation sleeve. In order to accomplish
this, a physical mechanism that accounts for the effects observed in prior tests is devised and
implemented into a computational code. This code is used to estimate the expected shape of the
fragment size distribution for a given ratio of layer thicknesses. Experiments to confirm the validity
of the model approach are detailed, and analysis of the results with suggestions for further research
is presented.
This document details the development of an analytic, physics based model for the
prediction of fragment size distributions from multi-layer shells. A release wave propagation
relationship that accounts for the energy of fracture is derived before generalization to multiple
material layers. The energy-based distribution follows logically from previous work, accounting
4

for the energy absorbed in the fracture process as well as the propagation and interaction of tensile
release waves in Mott’s treatment of the subject. The hypothesis of this study is: The shift in the
fragment size distribution observed in prior tests can be predicted through appropriate energy-based
distribution functions.
To accommodate the breadth of information covered in this study, this document has been
divided into ten chapters, which each address a sensibly grouped segment of the effort. After this
introductory chapter, a review of the current state of the art is presented in Chapter 2, followed by
the basis and derivation of a wave propagation relationship for energy-augmented fracture in
Chapter 3. Chapter 4 will address the most general form of the survival statistics method for
deriving an analytic probability density function in fragment sizes. The calculation of probability
density functions for energy-based size distributions will be addressed in Chapter 5.
Chapters 6 and 7 will focus on the computational and experimental techniques employed,
respectively. The results of computational analyses will be presented in Chapter 8, and comparison
to experimental results for model validation will be presented in Chapter 9.
Finally, conclusions and recommendations for further developing the model techniques are
detailed in Chapter 10. Appendices are included for large portions of work performed that did not
contribute significantly to the final model development.
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CHAPTER TWO
2.

REVIEW OF THE LITERATURE
REVIEW OF THE LITERATURE

2.1.

Introduction
Much effort has been dedicated to the study of dynamic fragmentation. The objective of

the present study is to derive a relationship between the fragment size distribution and layer
thicknesses. As a result, a large portion of this literature review is dedicated to the dynamic
fragmentation work done by Mott, Grady and others, and supporting relationships. As a means of
including layer thickness, fracture energy is used to determine the position of the tensile release
waves emanating from each site of fracture as functions of layer thickness. For this reason, the
energy based theory will be reviewed with contributions from Kipp & Grady, Glenn & Chudovsky,
and Zhou, Ramesh, & Molinari.
Introducing the layer thickness to the size distribution through the energy based
formulation also introduces the velocity with which a crack propagates through the layer as a model
variable. Therefore, a means of calculating crack velocity is necessary, with several relevant papers
reviewed here.
Methods considered for crack velocity calculation include molecular dynamics simulation
and a continuum-based analytic method by Freund & Hutchinson. Papers on each topic are
reviewed for inclusion, though the continuum-based method was ultimately selected.
2.2.

Dynamic Fragmentation of Metals
Two main approaches to the prediction of the fragment size distribution of a naturally

fragmenting case have been pursued. They include statistical models, such as what is commonly
referred to as the Mott distribution, and there are combined physical and statistical approaches,

6

such as the one Mott pursued and later documented in open literature, and physical models that
consider the energy balance between fragment surface energy and local kinetic energy.
The Mott physics-based model is elucidated in his 1947 paper in which he documents his
theoretical basis for the observed distribution of fragment sizes from shell cases [3].

The

foundation of Mott’s approach is the assumption of a variance in strain at fracture. This variance
is a characteristic of the material, and for steel he posits it is on the order of ±1%. He uses the 1D
fragmentation of a circle transformed to a rod of circumferential length as the model upon which
to build his theory. Grady gives more detail into the theoretical development of Mott’s physicsbased and statistics-based models [9]–[11]. Grady’s detailed explanations are therefore used to
supplement Mott’s 1947 publication in the relationships that follow. The ‘hazard function’, 𝜆(𝜀),
determines the probability of fracture on an interval of strain, 𝑑𝜀, given survival up until the current
strain, 𝜀, under constant expansion stress, 𝑌. The cumulative probability of failure at any point
prior to reaching a given value of strain can be calculated as
𝑃(𝜀) = 1 − 𝑒 −∫ 𝜆(𝜀)𝑑𝜀

(2.1)

Mott’s choice of a hazard function, as presented in the 1947 paper, was an exponential law,
but according to Grady, he also explored the use of a power law [10]. Grady later found an analytic
solution for the Mott fragment length distribution using the choice of a power law hazard function
simplified by 𝑛 = 1 , resulting in a constant probability of fracture [9].
The cumulative probability distribution yields the probability of crack activation at a given
strain. Part of Mott’s analysis was to assume that a release wave moves away from the site of
fracture at the same velocity as the rest of the case material stretches away from the site at constant
strain rate. Any site where a new fracture can activate is subjected to the restriction that activation
cannot occur within the region covered by release waves. The process is illustrated in Figure 2.1
below.
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Figure 2.1: Mott fragmentation algorithm. Release waves emanate from fracture sites, preventing
new fractures from forming in stress relieved areas.
The strain rate is calculated [3]
𝜀̇ =

𝑉
𝑅

(2.2)

where V is the outward radial velocity, and R is the radius of the case, both of which are assumed
constant over the duration of the fragmentation process. Using this definition of a (constant) strain
rate throughout fracture, the velocity of the stress relieved region of width 𝑥 relative to an arbitrary
point at distance 𝑎 from the point of fracture can be represented
𝑥̇ =

𝑉
(𝑎 − 𝑥)
𝑅

(2.3)

A statement of the equation of motion can then be written
𝑌 = −𝜌𝑥𝑥̈

(2.4)

The boundary condition 𝑥(𝑡 = 0) = 0 is applied to Equation (2.4), and integration yields
𝑥(𝑡) = √2𝑌𝑡/𝜌𝜀̇

(2.5)

The relationship in Equation (2.5) is the position of a release wave with respect to time elapsed
from fracture initiation. The characteristic length of fragments in a Mott process is described by
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𝑥0 = √2𝑌/𝜌𝛾𝜀̇ 2

(2.6)

Equation (2.1) describes the probability of fracture activation, and Equation (2.5) describes
the length of material covered by release waves from a single fracture event, and thus unable to
continue activating new fractures [3]. Grady [10] describes the process of calculating the number
of expected fragments per unit length, 𝑁, using the fraction of the circumference covered by release
waves, 𝐷, by the following expressions:
𝜂

𝐷(𝜂) = ∫ 2𝑥(𝜂 − 𝜉)𝜆(𝜉)𝑑𝜉

(2.7)

0
𝜀

𝑁(𝜀) = ∫ [1 − 𝐷(𝜂)]𝜆(𝜂)𝑑𝜂

(2.8)

0

Grady [10] notes that this treatment does not account for regions in which release waves
overlap or activation in in regions already stress relieved. According to another work by Grady
[12], the application of survival statistics [13] results in the modified form of Equation (2.8) given
below.
𝜀

𝑁(𝜀) = ∫ −𝑒 −𝐷(𝜂) 𝜆(𝜂)𝑑𝜂

(2.9)

0

The modification accounts for wave activation, growth, and seizure through collision analytically,
and forms the basis for Grady’s later analytic solution to this distribution [12]. Mott [3] instead
used a graphical approach to solve the distribution, arriving at the conclusion that the average
fragment length is 1.5 ∙ 𝑥0 , with 𝑥0 given by Equation (2.6).
Grady [12] solved for the distribution in fragment lengths analytically using a power law
hazard function representing constant probability of fracture with increased strain. The average
fragment length calculated by Mott is commonly used [14]–[19] to calculate average fragment
mass. The distribution in lengths can also be used directly to obtain a distribution in masses with
an assumed fragment shape.

The assumption of constant aspect ratio results in one such

relationship, given material thickness at fracture. The relationship is expressed as
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𝛼=

𝑤
𝑙

𝑚𝑖 = 𝑙𝑤ℎ = 𝛼 𝑙 2 ℎ

(2.10)
(2.11)

In Equation (2.11), ℎ is the thickness of the material at fracture, 𝑙 is the calculated fragment
length and α is the aspect ratio. In a past study, an aspect ratio of 1.5 has been deemed a reasonable
estimate [20]. If the total number of fragments can be calculated and the total mass of the
fragmenting shell is known, the average fragment mass can then be calculated as the quotient of
the two.
𝜇=

𝑀
𝑁0

(2.12)

Mott’s physics-based method has been extended for direct calculation of average fragment
mass using empirical parameters. One such empirical model is represented in Dehn [4], and can
be expressed as
5 2
𝑡
𝜇 = 𝐵2 𝑡 3 𝐷 3 [1 + ( )] 2
𝐷

(2.13)

where the parameter 𝐵 represents a constant that is specific to the high explosive, 𝑡 and 𝐷 are the
thickness and diameter of the case at rupture, respectively. Equation (2.13) is derived from
Equation (2.6), the Gurney relationship for metal acceleration [21], and assumed aspect ratio.
While these empirical methods have been shown to produce reasonable estimates of
average fragment mass, calculation of the critical parameters can be accomplished using the physics
captured in a hydrocode analysis, and this has been used extensively such as in the work of Gold
[16] and Gold & Wu [17], where the average fragment mass was calculated from Equation (2.6)
using an assumed aspect ratio, and Equation (2.11) is then used to calculate total number of
fragments. This number of fragments is used, then, in combination a probability density function
to determine the number of fragments with a mass less than a given amount, 𝑚0 . The number of
fragments with mass less than or equal to 𝑚0 is calculated as the product of probability and total
number of fragments, N0.
10

𝑁(𝑚 ≤ 𝑚0 ) = 𝑁0 𝑃(𝑚 ≤ 𝑚0 )

(2.14)

The probability of obtaining a fragment less than or equal to a given mass must then be
calculated. One of the distributions pursued by Mott & Linfoot [22], today known colloquially as
the Mott distribution provides a simple relationship to accomplish this. The Mott & Linfoot
distribution gives a probability density function, 𝑝(𝑚), with a Poisson fracture process from
previous work by Lienau [23]. Data available to Mott & Linfoot appeared to fit this distribution
shape, leading to their 2D extension to Lienau’s relationship given by:
𝑝(𝑚) =

1
𝜇√2𝑚/𝜇

𝑒 −√2𝑚/𝜇

(2.15)

With the associated cumulative distribution function,
𝑃(𝑚 ≤ 𝑚0 ) = 1 − 𝑒

2𝑚0
−√
𝜇

(2.16)

This distribution is entirely unrelated to Mott’s physics based model, but does provide a
reasonable estimate of fragment size distribution. The simplicity of the Mott & Linfoot relationship
leads to extensive use to the present day [11]. A complete estimate of fragment size distribution
for a single material case can thus be generated from average length in Equation (2.6) and Equation
(2.11) with the distribution function Equation (2.16). This has been done by Gold and others in
many of the papers documented under the hydrocode integration section of this review.
Many improvements or generalizations of the Mott distribution have been proposed such
as the generalized expressions for edge effects and fragment size [4], [24], geometric fracture
algorithms [25], and formulations that attempt to account for fracture energy [5], [7], [8], [26]–
[29]. In their 1985 paper, Grady and Kipp [25] investigated the application of the Mott & Linfoot
distribution’s assumed underlying Poisson process to geometric fragmentation [22]. In the Mott
treatment, cylindrical shells are seeded with fracture sites linearly along the circumference,
however, the random fragmentation of an area or volume are shown in their work to also be Poisson
processes, resulting in the distribution in fragment areas
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𝑁(𝑎 ≤ 𝑎0 ) = 𝑁0 𝑒 −𝑁0 𝑎0

(2.17)

A similar expression results when volume-wise fragmentation is examined as a Poisson process.
As a part of their study, computer models of randomly segmented areas via different
partitioning algorithms were presented and demonstrated to fit the proposed Poisson statistics to a
large extent. Experiments with fused silica plates impacted by lead projectiles were also shown to
fit well with the geometric statistics, though a bilinear exponential distribution was found to fit
more closely to the plotted data. This effect was attributed to inhomogeneity in the fracture process
[25]. Grady [30] later expanded on results of the geometric statistics to include bounding limits on
fragment size and fragmentation of dimensionally finite materials.
In addition to the above distributions, methods for including the energy dissipated during
the fracture process have been investigated, especially Grady [26], Glenn & Chudnovsky [7], and
Zhou, Molinari, & Ramesh [8], from which the theoretical models are implemented in the
ALE3D™ hydrocode. In the hydrocode, these developments are available as seeded particle
distribution models [31] used to insert voids into fragmenting materials.

These hydrocode

implemented models do not lend themselves to modification by the user, and so are not entirely
suitable for reformulation to multi-layer phenomena.
In the energy based formulation of Grady [26], the assumption is made that the energy
available for the fracture process is equivalent to a local kinetic energy, while the total energy
relative to the overall center of mass must be conserved. Accordingly, he derives a relationship
relating the total surface energy of newly created fragments to the local kinetic energy by assuming
equilibrium conditions at the time of fracture. Combining the surface area at equilibrium with the
assumption of spherical fragments, Grady is able to calculate the nominal diameter of the resulting
fragments.

Comparison to oil shale and FS-01 steel cylinder fragmentation data results in

reasonable agreement with experiment. The expression for the average fragment radius based on
energy considerations is
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𝑑 = (√20

𝐾1𝑐 2/3
)
𝜌𝑐𝜀̇

(2.18)

Grady’s construction of the energy based fragmentation theory only accounts for a balance
between surface energy of newly formed fragments and the local kinetic energy available for
fragmentation. In the study by Glenn & Chudnovsky [7] Grady’s model is reformulated to include
the elastic strain energy, as well as to correct an inconsistency in the model. In the inconsistency
they point out, the surface energy calculated to balance out the local kinetic energy turns out to be
twice the energy density that was assumed available for fracture. When implemented, the energy
balance results in generally poor agreement with experiment with elastic energy assumed to
contribute largely to the fracture process, but very good agreement with experiment could be
obtained in the instance that the surface energy and breakup stress are negligible. The resulting
expression for average fragment radius for this special case is
1/3

𝐾1𝑐 2
𝑎 = (5 [
] )
𝜌𝑐𝜀̇

(2.19)

The above equation is approximately equivalent to the expression derived by Grady [26] based
only on local inertial effects. Their conclusion was that elastic energy must be effectively
decoupled from the fracture process at high strain rates and for brittle materials [7].
In Kipp & Grady [5], the fracture energy is explicitly formulated and used to predict an
average fragment size. The process is further detailed in Grady’s text [11], where he states that the
fracture energy, 𝐺̅ , can be calculated by assuming a functional form for the gradual release of tensile
stress at the onset of fracture, as opposed to Mott’s assumption that it instantaneously drops to zero.
They present the solution for a linear release with respect to crack opening displacement, 𝑦 [5].
After application of equation (2.4) and assuming that fracture is complete at a critical opening
displacement, 𝑦𝑐 , the relationship between the distance the release wave has travelled during
fracture and fracture energy is represented
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1/3
3𝐺̅
𝑥𝑓 = ( 2 )
𝜌𝜀̇

(2.20)

This is used at the basis for fracture spacing, resulting in an average fragment size of twice 𝑥𝑓 ,
which was found to correlate reasonably with experiment [5].
In Elek & Jaramaz [24], the Mott & Linfoot exponential distribution [22] and the geometric
fragmentation development of Grady & Kipp [25] were compared alongside additional distribution
functions.

They present the models in as-formulated and generalized forms, where the

generalization is representative of edge effects. The edge effects arise from variation in strain rate
due to changes in charge to mass ratio. A graphic from their report appears below in Figure 2.2.

Figure 2.2: Comparison of distributions from [24] including generalized models for capturing
end effects. The generalized Grady distribution is a closer predictor of fragment size.
In Figure 2.2, the generalized expressions for the Mott & Linfoot and Grady distributions
are modified to account for statistical inhomogeneity arising from the edge effects from real
fragmenting cylinders. Their conclusions state that the generalized Grady distribution, which
equates to a binomial lognormal distribution, is the best fit to the experimental data, while the
generalized version of the Mott & Linfoot distribution also provides close agreement with the data
[24].
2.3.

Hydrocode Implementation of the Mott Distribution
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In several recent publications [15]–[18], Gold, et al, detail the implementation and
integration of a Mott & Linfoot distribution [22] fragmentation code, labeled PAFRAG, with the
CALE hydrocode. In their treatment, non-perfectly cylindrical shells are broken up into polar rings
corresponding to the layout of collection panels in an arena test. Calculation of average fragment
mass is accomplished by assuming cubic fragments and characteristic length in Equation (2.6),
yielding the expression
3

2𝑌 2 𝑟 3
𝜇=
( ) 3
2√𝜌 𝛾 𝑣
1

(2.21)

The number of expected fragments was then calculated using Equation (2.12) and the mass
averaged radius and velocity of each segment. The Mott & Linfoot distribution, Equation (2.16) is
then applied to the total fragment numbers to obtain predictions for fragment masses in each polar
zone. They compare the CALE output to experiment for two charges of different geometries, and
conclude that the predictions of the code agree very well with experiment. In the course of code
verification, they vary Mott’s 𝛾 and failure strain to approximate the test data. They conclude, in
agreement with previous results, that a failure strain corresponding to approximately three volume
expansions in the high explosive produces agreement with experiment. Mott’s 𝛾 is treated
empirically, and is generally interpolated from application to experiment.
In another discussion of the PAFRAG model [15], much of the formulation remains the
same, save for the assumed fragment shape. Instead of approximately cubic fragments, the aspect
ratio assumption is used, resulting in the slight modification of Equation (2.21)
3

2𝑌 2 𝑟 3
𝜇=
( ) 3
2𝛼 2 √𝜌 𝛾 𝑣
1

(2.22)

The same charge geometries are utilized and the predictive capability of the method remains good
within the confines of existing test data for calibration.
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In an application paper published in 2013 by Gold & Wu [17], the PAFRAG/CALE method
is used to estimate the effects of detonation pressure on the resulting fragment distribution for
naturally fragmenting cases. In this study, the constant aspect ratio form of the average fragment
mass, Equation (2.22), is employed. Three explosive formulations, Composition B, HBU-88, and
PAX-25, are used in the analysis, and arena test data for two repetitions with Composition B is
compared against. The scatter parameter, 𝛾, is adjusted for each detonation pressure, and the results
are plotted against test data. They show a dependence on strain rate beyond that accounted for in
Mott’s formulation. Again, the computational results appear to match closely with the available
test data, and the relationship between the scatter parameter and detonation pressure is observed to
be approximately linear. They examine Mott’s theoretical estimate of the scatter parameter
combined with the Steinberg-Guinan constitutive model to justify this linear relationship. From
this analysis, they attribute the effect to damage accumulation in the case material with each
reverberation of the explosive shockwave. They speculate that result of shockwave interaction is
opening of new potential fracture sites with progressively higher detonation velocity.
2.4.

Johnson-Cook Constitutive Model
The Johnson-Cook constitutive model is widely implemented in modern computational

codes [32]. It is documented in Johnson & Cook [33], with a large catalogue of materials for which
parameters are available. The model is expressed as
𝜎𝑦 = [𝐴 + 𝐵𝜀 𝑛 ] [1 + 𝐶𝑙𝑛
𝑇∗ =

𝜀̇
] [1 − 𝑇 ∗𝑚 ]
𝜀̇0

𝑇 − 𝑇𝑟𝑜𝑜𝑚
𝑇𝑚𝑒𝑙𝑡 − 𝑇𝑟𝑜𝑜𝑚

(2.23)

(2.24)

The Johnson-Cook constitutive model [33] with the associated Johnson-Cook Failure
Model [34] was used in Pike & Zuo [19] as the basis for dynamic fragmentation simulations, and
is available as one of the constitutive models in ALE3D [31].
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2.5.

Existing Test Data
AMRDEC has performed tests that indicate that the average size and overall number of

fragments increases for a multi-layer naturally fragmenting sleeve in an unpublished internal
communication [1]. Their conclusions were that the numbers of both small and large fragments
and average fragment mass are increased by the addition of a Particle Impact Mitigation Sleeve
(PIMS) on the outside of an unscored steel fragmentation sleeve.

The ejection angle of the

fragments shifted by 5 degrees forward on average, and the velocity decreased by 10-15%. The
PIMS consisted of a 2.5 mm thick polyetherimide plastic cylinder mated to the exterior surface of
the fragmentation sleeve. An illustration of the effect on distribution appears below in Figure 2.3.

Figure 2.3: Distribution of fragments from AMRDEC tests showing shift with PIMS addition.
2.6.

Crack Velocity Calculation
In Freund & Hutchinson [35] and Freund, Hutchinson, & Lam [36], constitutive

relationships are applied to determine the crack growth mechanism in rate dependent solids under
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plastic deformation. In their treatment, the maximum extent of the region of plastic deformation
surrounding the crack tip is given by
2

𝑅 = 0.06(𝐾/𝜏𝑦 ) ≅ 0.14𝑆𝐺/𝜏𝑦2

(2.25)

In Equation (2.25), 𝐾 is the stress intensity factor, 𝜏𝑦 is the yield stress in shear, 𝑆 is the
shear modulus, and 𝐺 is the elastic energy release rate. They state that in quasi-static growth, the
plastic strain near the tip is much larger than the elastic strain at yield. Material located along the
outer edge of the plastic strain region strained to the elastic yield strain has an approximate plastic
strain rate given by
7𝑐𝜏𝑦3
𝜀̇ ≅ 2
𝑆 𝐺

(2.26)

where 𝑐 is the crack velocity. They state that the elastic energy release rate can be calculated from
the quasi-static stress intensity factor by using
𝐺 = (1 −

𝑐
) (1 − 𝜈 2 )𝐾𝐼2 /𝐸
𝑐𝑟

(2.27)

where 𝑐𝑟 is the Rayleigh wave speed, 𝜈 is Poisson’s ratio, and 𝐸 is the elastic modulus.
In Dulaney & Brace [6] the terminal velocity of a growing crack in a brittle solid is explored
using an energy balance presented by Mott [37]. The energy balance is between the kinetic energy
of the displacement field about the crack, the elastic energy due to the void presence, and the total
surface energy of the newly formed crack. Their derivations yield the below expression for the
terminal velocity of a crack.
𝐸 0.5
𝑐 = 0.38 ( )
𝜌

(2.28)

They conclude that the velocity of the growing crack approaches this terminal velocity in a
hyperbolic fashion.
Molecular dynamics (MD) simulations have also been used to obtain estimates of crack
growth behavior. MD methods have been used to simulate the propagation of cracks through
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different planes of single crystal iron [38], and the crack behavior was found to depend strongly
on the slip plane used. In their paper, they make mention of an algorithm for a variable timestep
limited by the average displacement of atoms. They found that a limit of 0.3 times the lattice
constant, representing the edge length of a unit cell, provided for conservation of energy during the
time integration. Additionally, similar MD methods have been applied to single crystal nickel [39]
to determine the energy release behavior of a growing crack.
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CHAPTER THREE
3.

FRACTURE ENERGY AND WAVE PROPAGATION
FRACTURE ENERGY AND WAVE PROPAGATION

3.1.

Introduction
The momentum balance used to determine the position of stress release waves in a

fracturing rod stretched under uniform tension will be used to derive a relationship for the
propagation of these waves with respect to time and a theory of average fragment size from previous
analysis presented by Kipp & Grady [5]. This relationship serves as a basis for the derivation of
the distribution in fragment sizes. In the present research, the energy absorbed by a growing
fracture is used to determine the wave position, and this energy is related to the thickness of a
material layer through a crack velocity. The crack velocity is calculated by leveraging prior work
by Freund, Hutchinson [35], and Freund, Hutchinson, & Lam [36] and the calculation is closed
through the energy release rate.
3.2.

Momentum Balance
The derivation of average fragment length begins with detailed analysis of the Mott

physics-based distribution [3] with fracture energy extension by Kipp and Grady [5]. Mott reduced
the fragmentation process to one dimension by extending a fragmenting cylinder section
circumferentially into a rod. The 1D rod is then treated as lengthening under uniform tension at a
constant strain rate. As a crack forms in this geometry, instantaneously in the case of the
unmodified Mott model, a release wave emanates from the point and reduces the tensile stress to
zero. An illustration of this process viewed from one side of a fracture appears below, with
reference to the point of fracture as the Lagrangian coordinate 𝑧 = 0.
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Figure 3.1: Schematic of 1D fracture model with release wave position x(t) moving away from
fracture site z=0 toward completion at z=l.

When Mott formulated the problem, he assumed that the fracture energy was negligible
compared to the driving force, and thus 𝜎𝑇 (𝑡) = 0 for all t after the release wave at 𝑥(𝑡) has passed.
Kipp and Grady reformulated this model by observing that the momentum balance across the entire
rod length can be used to determine the energy of fracture. In this treatment, the position of the
release wave is determined from the assumption of a functional form of 𝜎𝑇 (𝑡). The wave velocity
is reduced in comparison to the original solution when fracture energy is included.
For the momentum balance, the rod has stretched to the point that plastic properties have
saturated and the flow stress is therefore constant. Continued expansion is driven by a constant
velocity applied at 𝑧 = 𝑙, meaning that the velocity at any position 𝑧 that has not been stress
relieved, hereafter referred to as the plastic region, is determined as 𝑣(𝑧, 𝑧 ≥ 𝑥(𝑡)) = 𝜀̇𝑧. Any
material that has already been stress relieved is no longer deforming plastically, as the tensile stress
has dropped to some stress below the flow stress and is only subject to elastic behavior. The elastic
region is assumed to translate in rigid body motion, with the velocity dependent on the velocity of
the region boundary, or 𝑣(𝑧, 𝑧 ≤ 𝑥(𝑡)) = 𝜀̇𝑥(𝑡).

The total linear momentum of the rod is

calculated as the sum of linear momenta in the elastic and plastic regions.
𝑥
𝑙
1
𝑃(𝑥) = ∫ 𝜌𝜀̇𝑥 𝑑𝑧 + ∫ 𝜌𝜀̇𝑧 𝑑𝑧 = 𝜌𝜀̇(𝑙 2 + 𝑥 2 )
2
𝑧=0
𝑥

(3.1)

As the position of the release wave moves forward to approach 𝑙, the contribution of the
elastic region increases, resulting in a net change in the linear momentum, balanced by the
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absorption of energy at the growing fracture. Kinetic energy is converted to internal energy in the
form of heat, and entropy in the form of surface energy. The balance of energy is reflected in the
total residual stress in the elastic region, or the time derivative of momentum is
𝑑 1
𝑑𝑥
( 𝜌𝜀̇(𝑙 2 + 𝑥 2 )) = 𝜌𝜀̇𝑥
= 𝜎𝑇 (𝑡 = 0) − 𝜎𝑇 (𝑡)
𝑑𝑥 2
𝑑𝑡

(3.2)

In Mott’s formulation, 𝜎𝑇 (𝑡) = 0 and 𝜎𝑇 (𝑡 = 0) = 𝑌, or the tensile stress drops
instantaneously from the flow stress to zero on fracture initiation, which leads to an expression for
the position of the release wave
2𝑌𝑡
𝑥(𝑡) = √
𝜌𝜀̇

(3.3)

Equation (3.3) is equivalent to the expression in the literature review, Equation (2.5). This
equivalency indicates that the momentum balance is formulated consistently with Mott’s
derivation.
3.3.

Kipp & Grady Energy-Based Fracture
Kipp & Grady assume a functional form of tensile stress decay in the elastic region to be

linear with respect to the distance, 𝑦, that the crack has opened, ultimately reaching zero at a critical
opening displacement, 𝑦𝑐 . The fracture energy, 𝐺̅ , is calculated from the displacement as 𝐺̅ =
𝑦𝑐 𝑌/2, Using this form, the momentum balance equation becomes
𝜌𝜀̇𝑥

𝑑𝑥
𝑦(𝑡)
𝑌
= 𝑌 − 𝑌 ∙ [1 −
]=
𝑦(𝑡)
𝑑𝑡
𝑦𝑐
2𝐺̅

(3.4)

The assumption of rigid body translation in the elastic region requires that the crack
opening displacement be tied to the velocity of this region, which is given as above or
𝑣(𝑧, 𝑧 ≤ 𝑥(𝑡)) = 𝜀̇𝑥(𝑡) = 𝑑𝑦⁄𝑑𝑡, which results in the position of the release wave for energybased fracture as
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𝑥(𝑡) =

1 𝑌2 2
𝑡
12 𝜌𝐺̅

(3.5)

The crack opening displacement is calculated by integrating 𝜀̇𝑥(𝑡)𝑑𝑡, resulting in
𝑦(𝑡) =

1 𝜀̇𝑌 2 3
𝑡
36 𝜌𝐺̅

(3.6)

The time of fracture completion is calculated from this relationship by setting 𝑦(𝑡) = 𝑦𝑐 and
rearranging to
72𝜌𝐺̅ 2
𝑡𝑓 = √
𝜀̇𝑌 3

(3.7)

Substituting the time of completion into the expression for release wave position, the total distance
propagated by the release wave over the interval from initiation to completion is then
1/3
3𝐺̅
𝑥𝑓 = ( )
𝜌𝜀̇

(3.8)

Kipp & Grady argue that a factor of two multiplied by this distance is representative of the
average size of fragments. Their basis is the assumption that new fractures cannot initiate in stress
relieved regions between two fractures that proceed to completion, spaced 2𝑥𝑓 apart [5], [11].
3.4.

Layer Thickness Dependence
Layer thickness is included in the present model by accounting for energy absorbed during

the fracture process in the same way as discussed above with modification. Instead of crack
opening displacement, a functional form of tensile stress decay as a function of crack progression
in the through thickness direction is assumed. The functional form of the tensile stress release is
determined with respect to the crack tip position, ℎ, through a layer of initial thickness, ℎ0 , as
follows:
ℎ 𝑚
𝜎𝑇 (ℎ) = 𝑌 [1 − ( ) ]
ℎ0
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(3.9)

The thickness through which the crack has propagated is related to time by the crack velocity, 𝑐,
here assumed to be constant with time
𝑑ℎ
𝑑𝑡

𝑐𝑡 𝑚

= 𝑐 → ℎ(𝑡) = 𝑐𝑡 → 𝜎𝑇 (𝑡) = 𝑌 [1 − (ℎ ) ]
0

(3.10)

Substitution into the momentum balance results in
𝜌𝜀̇𝑥

𝑑𝑥
𝑐𝑡 𝑚
𝑐𝑡 𝑚
= 𝑌 − (1 − ( ) ) 𝑌 = 𝑌 ( )
𝑑𝑡
ℎ0
ℎ0

(3.11)

Integration yields an expression for the position of the bulk release wave as a function of time.
2𝑌𝑐 𝑚 𝑡 𝑚+1
𝑥(𝑡) = √
(𝑚 + 1)𝜌ℎ0𝑚 𝜀̇

(3.12)

By setting the time 𝑡 equal to the time required to traverse the entire layer thickness at fracture,
𝑡 = ℎ0 /𝑐, the distance the wave will propagate during the time taken to completion is derived.
2𝑌ℎ0
𝑥𝑓 = √
(𝑚 + 1)𝜌𝜀̇𝑐

(3.13)

The introduction of layer thickness as a model variable requires the crack velocity to be calculated
in the material, which is derived from the Freund-Hutchinson relationship.
Fracture energy is not explicitly represented in Equation (3.12) as it is in Equation (3.8).
It is possible to explicitly formulate the fracture energy, as in Kipp & Grady’s theory, given their
formulation as discussed above. First, the crack opening displacement is calculated from the
release wave position and the strain rate.
𝑡
8𝑌𝜀̇𝑐 𝑚 𝑡 𝑚+3
𝑦(𝑡) = ∫ 𝜀̇𝑥(𝑡)𝑑𝑡 = √
(𝑚 + 1)(𝑚 + 3)2 𝜌ℎ0𝑚
0

The critical crack opening displacement is given by the time of fracture completion.

24

(3.14)

8𝑌𝜀̇ℎ03
√
𝑦𝑐 = 𝑦(𝑡𝑓 ) =
(𝑚 + 1)(𝑚 + 3)2 𝜌𝑐 3

(3.15)

This leads to an expression for the energy required to form a complete fracture.
𝐺̅ =

𝑌𝑦𝑐
2𝑌 3 𝜀̇ℎ03
=√
2
(𝑚 + 1)(𝑚 + 3)2 𝜌𝑐 3

(3.16)

For the calculation of a size distribution for a multi-layered fragmentation sleeve, Equation
(3.12) is used as the governing equation for release wave propagation with a hazard function to
specify activation rate. For the sake of simplicity, the form of Equation (3.12) can be assumed as
the case that 𝑚 = 1, meaning linear dependence of tensile stress to crack progression [5], however,
this is not the only form that the equation can reasonably take. In the case of crack propagation in
two dimensions, it is perhaps more reasonable to assume that the tensile stress declines as the square
of the crack tip position, or 𝑚 = 2, but this possibility has not been pursued at this time.
The expressions for release wave position, crack opening displacement, and fracture energy
have all been formulated generally for arbitrary values of 𝑚 for several reasons. First, to ensure
ease of transition in future work in the event other values of 𝑚 are determined to be physically
meaningful. The second reason is that a closed form solution for crack velocity may be derived
from the fracture energy, and 𝑚 is left as a variable in order to find the solution that most closely
approximates more established methods of calculating crack velocity. For the analytic distribution
functions derived from this model, however, 𝑚 is assumed to be 1 leading to

𝑥(𝑡) = √

3.5.

𝑌𝑐𝑡 2
𝜌ℎ0 𝜀̇

(3.17)

Estimation of Crack Velocity
Implementation of the present layer thickness dependent release wave model requires

estimation of crack velocity under constant strain rate. The constitutive relationships of Freund &
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Hutchinson [35] provide a pathway to a continuum based estimate of crack velocity given the strain
rate near the crack tip and mechanical properties. Molecular methods were also pursued, but the
did not prove to result in conclusive crack velocity estimates for arbitrary strain rate.
3.5.1.

Molecular Method
Initially, both a continuum based approach and molecular method in the LAMMPS MD

code [40] were pursued for the calculation of crack velocity. As the research progressed, many
issues were identified with the molecular methods leading ultimately to the dismissal of the results
from the completed work.

Briefly, the major issues that were identified were inconsistent

measurements of crack velocity within a single model and an unbounded result, leading to the
possibility of infinitely large crack velocity. The pursuit of these methods, while removed from
the main body of the present work, is preserved in Appendix A because the issues identified have
led to several of the suggestions for future work.
3.5.2.

Continuum Method
The constitutive relationships in Freund & Hutchinson’s continuum model are generally

focused on determination of the ‘near tip’ strain rate in a crack propagating at a known velocity.
One of the assumptions in their work was that the crack is propagating at a known percentage of
the Rayleigh wave speed.

The expressions in their first paper [35] can be combined and

algebraically manipulated into an equation relating the crack velocity to the ‘near tip’ strain rate by
the following procedure. First, the relationship between crack velocity and near tip strain rate, 𝜀̇,
is initially specified in terms of shear strength, τy, shear modulus, S, and energy release rate, 𝐺, as
𝜀̇ ≅

7𝑐𝜏𝑦3
𝑆 2G

(3.18)

With this relationship established, they provide an estimate for the energy release rate in
terms of Poisson’s ratio, elastic modulus, static stress intensity factor 𝐾𝐼 , and Mach number. The
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Mach number is calculated 𝑀 = 𝑐/𝑐𝑟 , where 𝑐𝑟 is the material’s Rayleigh wave speed. The
relationship is expressed as
𝐺 = 𝑓(𝑀)𝑘 2 (𝑀)(1 − 𝜐 2 )

𝐾𝐼2
𝐸

(3.19)

They then state that a reasonable approximation of 𝑓(M)𝑘 2 (M) = (1– M) , which upon
substitution into Equation (3.19) yields
7𝑐𝜏𝑦3

𝜀̇ ≅
𝑆 2 (1 −

𝐾2
𝑐
) (1 − 𝜐 2 ) 𝐼
𝐶𝑟
𝐸

(3.20)

The relationship in Equation (3.21) is in terms of material properties for all but the stress
intensity factor, for which a solution was located in a publication by Zahoor [41] for a throughthickness crack propagating radially through an internally loaded cylinder wall. The expression for
stress intensity factor is
𝐾𝐼 ≅ 𝑌√𝜋𝑅𝜃(1 + 0.1501 𝜃1.5 (𝑅/ℎ0 )0.75

(3.21)

where 𝜃 is half of the angle formed by the two sides of the crack expressed in radians, and Equation
(3.21) is valid for all 𝜋𝑅𝜃 ≤ 2. The half-angle 𝜃 must be specified in order to close the solution.
A closed form solution with the strain energy as calculated by the layer thickness theory used
instead of the relationship in Equation (3.21) is also presented in following sections.
The expression for the Rayleigh wave speed was found in Pichugin [42], with references
to Rayleigh’s original work [43].
(2 − 𝑎2 )2 = 4√1 − 𝑎2 √1 − 𝜒𝑎2 ,

𝑎=

𝐶𝑟
,
𝑐2

𝜒=

𝑐22
𝑐12

The constants c1 and c2 are the longitudinal and shear wave speeds, respectively. Pichugin provides
expressions for the calculation of these two wave velocities as
𝑐12 =

2𝑆(1 − 𝜈)
𝑆
, 𝑐22 =
𝜌(1 − 2𝜈)
𝜌
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where ρ represents the mass density. At the higher strain rates resulting from explosively driven
fragmentation, it is assumed in this work that the ‘near tip’ strain rate and bulk strain rate are nearly
the same, and are treated interchangeably.
3.5.3.

Closed Form Continuum Method
Owing to the energy-basis of the layer thickness dependent theory of average fragment

size, it is also possible to develop a closed form solution for the crack velocity. This solution
removes the need for an assumed crack-opening displacement, or half-angle in Equation (3.21).
The total fracture energy at completion was earlier presented in Equation (3.16). The basis of the
closed form solution is equivalence of average energy release rate over the duration of crack
propagation and the total energy in Equation (3.16). If substituted directly, the energy release rate
is unbounded by the Rayleigh wave speed. The Rayleigh speed is the thermodynamic governing
maximum velocity that a crack can propagate with. In the analytic continuum solution, the limit is
enforced by the term 𝑓(𝑀)𝑘 2 (𝑀) = (1 – 𝑀) = (1 − 𝑐/𝑐𝑟 ), which diminishes to zero as the
crack velocity approaches the Rayleigh limit. The expression is therefore also applied to the
fracture energy calculated from Equation (3.16), and the result is substituted into Equation (3.21)
to solve for crack velocity. The resulting expression is below.

𝑐

−2.5

1 −1.5 𝜏𝑦3 24.5(𝑚 + 1)(𝑚 + 3)2 𝜌
− 𝑐
= 2√
𝐶𝑟
𝑆
(𝑌𝜀̇ℎ0 )3

(3.22)

Further simplification can be made by changing the variables to 𝑎 = √𝐶𝑟 /𝑐, which results in the
quintic equation in terms of 𝑎

𝑎5 − 𝑎3 − 𝑏 = 0, 𝑏 =

𝜏𝑦3 24.5(𝑚 + 1)(𝑚 + 3)2 𝜌𝐶𝑟5
√
𝑆2
(𝑌𝜀̇ℎ0 )3

(3.23)

There is a solution method [44] for this form of the quintic equation in terms of a
generalized hypergeometric function. This method requires numeric solution of hypergeometric
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functions of increasing complexity. Because of this complexity, the relationship is left at a numeric
solution of Equation (3.23) in the remainder of this work.
Estimates of crack velocity as a function of strain rate for values of m=0.5, 1.0, and 2.0
appear in the following Figures 3.2-3.4, determined by numerically solving Equation (3.23) with a
Newton-Rhapson root finding algorithm and the mechanical properties of 12L14 steel [45], [46]
and Ultem 1000™ [47]–[50].

Figure 3.2: Closed form solution, m = 0.5, showing steel & ultem predictions.

Figure 3.3: Closed form solution, m = 1.0, showing steel & ultem predictions.
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Figure 3.4: Closed form solution, m = 2.0, showing steel & ultem predictions.

As can be seen in the above figures, convergence to the Rayleigh wave speed occurs using
the closed form and the analytic solution with the stress intensity factor from Zahoor’s relationships
and an assumed 𝜃 = 0.01. This solution is very closely approximated by the closed form solution
with 𝑚 = 2.0 for 12L14 steel and 𝑚 = 0.5 for ultem 1000, though the solutions are not
ostensibly different for values of 𝑚 = 0.5 → 2.0. The closed form solution is used from this point
forward for all calculation of crack velocity with 𝑚 = 1.0 in order to remain consistent with the
exponent chosen for the wave propagation model.
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CHAPTER FOUR
4.

GENERALIZED ANALYTIC DISTRIBUTION FUNCTION
SOLUTIONS
GENERALIZED ANALYTIC DISTRIBUTION FUNCTION
SOLUTIONS

4.1.

Introduction
To derive the energy-based distribution function and extend to multi-layer sleeves, Grady’s

method [11], [12] for solving Mott’s fracture algorithm is used extensively. To that end, his
solution method is represented as generally as possible prior to continuing with the derivation for
energy-augmented and multi-layer fragmentation. The method is rooted in survival statistics, and
begins with a statement of the hazard function, which is representative of fracture activation rate
with increased strain. The form that Grady selected for the hazard function is the power law,
leading to Weibull statistics for the resulting size distribution.
4.2.

Hazard Function and Wave Activation Rate
The hazard function is represented
𝜆(𝜀) =

𝑛 𝜀 𝑛−1
( )
𝜎 𝜎

(4.1)

The rate of generation of new fractures with increased strain is equivalent to the hazard
function. For each activated fracture, two new release waves are generated, propagating in opposite
directions on either side of the fracture. Without accounting for the inability of fractures to activate
within stress relieved regions (exclusion) or the seizure of propagating release waves
(impingement), the generation rate of release waves is then
𝐼𝑥 (𝜀) = 2𝜆(𝜀)
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(4.2)

The number of active release waves per unit length at any given strain level without regard for
exclusion or impingement is then the integral of the generation rate with respect to strain.
𝜀
𝜀 𝑛
𝑁𝑥 (𝜀) = ∫ 2𝜆(𝜂) 𝑑𝜂 = 2 ( )
𝜎
0

(4.3)

Given the number of active release waves, and knowing the rate at which these waves
propagate, the fraction of the expanding cylinder segment that has been stress relieved is then
𝜀

𝐷𝑥 (𝜀) = ∫ 2𝜆(𝜂)𝑔(𝜀 − 𝜂) 𝑑𝜂

(4.4)

0

In the preceding equation, the function 𝑔(𝜀 − 𝜂) is the distance that a release wave will
propagate between the current strain, 𝜀, and some previous strain increment 𝜂. It is the fraction of
material that has been stress relieved through which the effects of exclusion and impingement are
captured and propagated into the other relationships. In order to account for both exclusion and
impingement, Grady employs the method of Johnson & Mehl [13], derived from studies of
nucleation and growth in a chemical kinetics context. The application of their method results in
the reduced fraction of stress relieved material, 𝐷, with exclusion and impingement considered.
𝐷(𝜀) = 1 − 𝑒 −𝐷𝑥 (𝜀)

(4.5)

From the reduced fraction represented above, the remaining quantities can be related to
their unreduced counterparts. For any quantity that does not consider exclusion and impingement
in the formulation, the reduced quantity is computed through multiplication by 𝐷(𝜀). Using this
relationship, the reduced active wave count becomes
𝑁(𝜀) = 𝑁𝑥 (𝜀) ∙ (1 − 𝐷(𝜀) ) = 𝑁𝑥 (𝜀) ∙ 𝑒 −𝐷𝑥 (𝜀)

(4.6)

Using the functional relationship between reduced active wave count and strain level, the rates of
wave generation and seizure are extracted by taking the derivative with respect to strain
𝑑𝑁(𝜀)
= 𝑁𝑥′ (𝜀) ∙ 𝑒 −𝐷𝑥 (𝜀) − 𝐷𝑥′ (𝜀) ∙ 𝑁𝑥 (𝜀) ∙ 𝑒 −𝐷𝑥 (𝜀)
𝑑𝜀

(4.7)

The quantity 𝑁𝑥 (𝜀) ∙ 𝑒 −𝐷𝑥 (𝜀) is simply the reduced wave count, simplifying the relationship to
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𝑑𝑁(𝜀)
= 𝑁𝑥′ (𝜀) ∙ 𝑒 −𝐷𝑥 (𝜀) − 𝐷𝑥′ (𝜀) ∙ 𝑁(𝜀)
𝑑𝜀
4.3.

(4.8)

Reduced Active Wave Count
The positive portion of Equation (4.8) represents the rate of wave generation, and the negative

portion represents the rate of wave seizure. These two quantities are then used to formulate the
governing differential equation for the distribution in lengths of continuous release wave segments.
This is done by calculating the number of waves activated at some previous strain, 𝜂, as
𝛿𝑁
= 𝑁𝑥′ (𝜂) ∙ 𝑒 −𝐷𝑥 (𝜂)
𝛿𝜂

(4.9)

The fraction of the number of release waves activated at 𝜂 that later seize at a strain 𝜀 is then
𝑑(𝛿𝑁)
= −𝐷𝑥′ (𝜀) ∙ 𝛿𝑁
𝑑𝜀

(4.10)

This equation can be integrated directly by isolating the two variables, resulting in
ln(𝛿𝑁) = −𝐷𝑥 (𝜀) + 𝑎

(4.11)

Where 𝑎 is the constant of integration. Taking the exponential of both sides,
𝛿𝑁 = 𝐴𝑒 −𝐷𝑥 (𝜀)

(4.12)

Because the activation rate and seizure rate are summed to yield the reduced wave count, the
relationship above must be true at the earlier strain, 𝜂. Setting the strain to 𝜂 and substituting into
Equation (4.10) requires that 𝐴 = 𝑁𝑥′ (𝜂) 𝛿𝜂. Recombination with Equation (4.9) yields
𝛿𝑁 = 𝑁𝑥′ (𝜂) 𝑒 −𝐷𝑥 (𝜀) 𝛿𝜂

(4.13)

This quantity 𝛿𝑁 is then combined with Equation (4.8) for the governing differential equation
𝑑(𝛿𝑁) = −𝑁𝑥′ (𝜂) ∙ 𝐷𝑥′ (𝜀)𝑒 −𝐷𝑥 (𝜀) 𝛿𝜂𝑑𝜀

4.4.

Introduction of Arbitrary Wave Speed
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(4.14)

The extended wave count and derivative can be calculated using only the hazard function,
and these terms for the power law case are
𝜀 𝑛
𝑁𝑥 (𝜀) = 2 ( ) ,
𝜎

𝑁𝑥 ′(𝜀) =

2𝑛 𝜀 𝑛−1
( )
𝜎 𝜎

It is the normalized solution to the differential relationship in Equation (4.14) that yields
the probability density function in unbroken release wave segments [11]. In order to solve this
equation, Grady makes the change of variables
𝑥 = 𝑔(𝜀 − 𝜂) = 𝑥∗ ∙ (𝜀 − 𝜂)𝑎

(4.15)

Here, the change of variables expression has been generalized to 𝑥∗ and a power 𝑎, which
are dependent on the form of the release wave propagation law. Grady investigated elastic fracture,
with 𝑥∗ = 𝑐𝑠 /𝜀̇, 𝑎 = 1, and plastic (Mott) fracture with 𝑥∗ = √2𝑌/𝜌𝜀̇ 2 , 𝑎 = 0.5. The change of
variables eliminates 𝜀 in favor of 𝑥, where 𝑥 is the length of a release wave calculated at 𝜀 after
activation at 𝜂. Written in terms of the new variables, Equation (4.14) becomes
𝑎 𝑥
𝑑𝑁
1 𝑥 1/𝑎 ∞
𝑎 𝑥
−𝐷𝑥 ( √ +𝜂)
𝑥∗
=
( ) ∫ −𝑁𝑥′ (𝜂) ∙ 𝐷𝑥′ ( √ + 𝜂) 𝑒
𝑑𝜂
𝑑𝑥 𝑎𝑥 𝑥∗
𝑥∗
𝜂=0

(4.16)

The form of 𝐷𝑥 is also dependent on the relationship 𝑔(𝜀 − 𝜂) = 𝑥∗ ∙ (𝜀 − 𝜂)𝑎 , and can be
determined by the integral expression in Equation (4.4) as
𝑎
𝜀
𝑛−1
𝑛−1
𝑛 𝜂 𝑛−1
2𝑛𝑥∗ 𝜀
𝐷𝑥 (𝜀) = ∫ 2 ( )
∙ 𝑥∗ ∙ (𝜀 − 𝜂)𝑎 𝑑𝜂 = 𝑛 ∫ (𝜀𝜂 𝑎 − 𝜂 𝑎 +1 ) 𝑑𝜂
𝜎 𝜎
𝜎
0
0

If all of the parameters, 𝜀, 𝜂, 𝑛, 𝑎 are greater than zero, then the integral evaluates to
𝜀
2𝑛𝑥∗ 𝑎+𝑛
𝐷𝑥 (𝜀) = [ 𝑛 𝜀
𝐵𝜂/𝜀 (𝑛, 𝑎 + 1)]
𝜎
0

Where 𝐵𝜂/𝜀 (𝑛, 𝑎 + 1) is the Incomplete Beta Function, defined by
𝜂/𝜀

𝐵𝜂/𝜀 (𝑛, 𝑎 + 1) = ∫
0
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𝑢𝑛−1 ∙ (1 − 𝑢)𝑎 𝑑𝑢

The incomplete beta function evaluated at 𝜂 = 0 is therefore zero, and evaluated at 𝜂 = 𝜀 it can be
represented in terms of the Gaussian Gamma Function
1

𝐵1 (𝑛, 𝑎 + 1) = ∫ 𝑢𝑛−1 ∙ (1 − 𝑢)𝑎 𝑑𝑢 =
0

Γ(𝑎 + 1)Γ(𝑛)
Γ(𝑎 + 𝑛 + 1)

The value 𝐷𝑥 (𝜀) is specified completely for arbitrary values of 𝑛, 𝑎 > 0 as
2𝑛𝑥∗ Γ(𝑎 + 1)Γ(𝑛) 𝑎+𝑛
𝜀
𝜎 𝑛 Γ(𝑎 + 𝑛 + 1)

(4.17)

2𝑛𝑥∗ (𝑎 + 𝑛) Γ(𝑎 + 1)Γ(𝑛) 𝑎+𝑛−1
𝜀
𝜎𝑛
Γ(𝑎 + 𝑛 + 1)

(4.18)

𝐷𝑥 (𝜀) =
and its derivative with respect to 𝜀
𝐷𝑥 ′(𝜀) =

If the exponential term in Equation (4.18) is substituted as a variable 𝑧,
𝑧 = 𝐷𝑥 ( 𝑎√𝑥/𝑥∗ + 𝜂)
𝑎+𝑛−1
𝜕𝑧 2𝑛𝑥∗ (𝑎 + 𝑛) Γ(𝑎 + 1)Γ(𝑛) 𝑎
=
= 𝐷𝑥 ′( 𝑎√𝑥/𝑥∗ + 𝜂)
( √𝑥/𝑥∗ + 𝜂)
𝑛
𝜕𝜂
𝜎
Γ(𝑎 + 𝑛 + 1)

𝑏 = 𝑧(𝜂 = 0) =

𝑎+𝑛
2𝑛𝑥∗ Γ(𝑎 + 1)Γ(𝑛) 𝑎
( √𝑥/𝑥∗ )
𝑛
𝜎 Γ(𝑎 + 𝑛 + 1)

This substitution allows the elimination of 𝐷𝑥′ preceding the exponential term in Equation (4.16) in
favor of the variable 𝑧, which results in the quantity expressed in Equation (4.19) below.
𝑑𝑁
1 𝑥 1/𝑎 2𝑛 ∞ 𝑛−1
=
( )
∫ 𝜂
∙ 𝑒 −𝑧 𝑑𝑧
𝑑𝑥 𝑎𝑥 𝑥∗
𝜎𝑛 𝑏

(4.19)

The remaining 𝜂 can be brought into terms of z and b by the ratio
𝑎+𝑛

𝑎

𝑧 ( √𝑥/𝑥∗ + 𝜂)
=
𝑎+𝑛
𝑎
𝑏
( √𝑥/𝑥 )
∗

𝑥∗ 1/𝑎
= (1 + ( ) 𝜂)
𝑥

𝑎+𝑛

Leading to the final form of Equation (4.14) prior to integral completion
𝑛−1

𝑑𝑁
1 𝑥 𝑛/𝑎 2𝑛 ∞ 𝑧 1/(𝑎+𝑛)
=
( )
∫ [( )
− 1]
𝑑𝑥 𝑎𝑥 𝑥∗
𝜎𝑛 𝑏
𝑏

This equation is not readily integrated for arbitrary values of 𝑛.
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∙ 𝑒 −𝑧 𝑑𝑧

(4.20)

4.5.

Probability Density in Release Wave Segments
It is at this point that Grady applies the assumption that 𝑛 = 1 in the hazard function,

reducing the expression in Equation (4.20) to that represented in Equation (4.21) below. The
substitution allows analytic integral evaluation to obtain the probability density function in
contiguous release wave segments.
𝑑𝑁
1 𝑥 1/𝑎 2
2 Γ(𝑎 + 1) 𝑥 1/𝑎+1
=
( )
exp (−
)
𝑑𝑥 𝑎𝑥 𝑥∗
𝜎
𝜎 Γ(𝑎 + 2) 𝑥∗1/𝑎

(4.21)

The above function is normalized by dividing by the integral over all 𝑥, which is again
accomplished by substituting a variable 𝑧 for the exponential function, or
2 Γ(𝑎 + 1) 𝑥 1/𝑎+1
𝑧=
,
𝜎 Γ(𝑎 + 2) 𝑥∗1/𝑎

𝑎

Γ(𝑎 + 2) 𝜎 1/𝑎 𝑎+1
𝑥=(
𝑥
𝑧)
Γ(𝑎 + 1) 2 ∗

𝜕𝑧
1
2( Γ(𝑎 + 1) 𝑥 1/𝑎
= ( + 1)
𝜕𝑥
𝑎
𝜎 Γ(𝑎 + 2) 𝑥∗1/𝑎
When these quantities are substituted into the integral, the normalization factor is evaluated as
1

𝑎

1
2 𝑎+1 Γ(𝑎 + 1) 1 𝑎+1 ∞ 𝑒 −𝑧
𝜉=
( )
∫
(
)
𝑎 𝑑𝑧
𝑎+1 𝜎
Γ(𝑎 + 2) 𝑥∗
0 𝑧 𝑎+1

(4.22)

This integral results in another gamma function, and the normalized probability density function
1

𝑎+1
2 Γ(𝑎 + 1) 𝑎+1 𝑥 1/𝑎−1
2 Γ(𝑎 + 1) 𝑥 1/𝑎+1
𝑓(𝑥) =
exp
(
)
(−
)
1
1/𝑎
1
𝜎
Γ(𝑎
+
2)
𝑥
∗
𝑎 Γ (𝑎 + 1) 𝜎 Γ(𝑎 + 2)
𝑥∗𝑎(𝑎+1)
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(4.23)

4.7.

Probability Density in Fragment Lengths
To solve the probability density in fragment lengths from the density in unbroken release

wave segments, a length factor to which the resulting distribution is scaled is defined. In the case
of the generalized function above, the length scale serves to reduce the exponential expression into
terms of two variables.
𝑎

𝜎 Γ(𝑎 + 2) 1/𝑎 𝑎+1
𝑙0 = (
𝑥
)
2 Γ(𝑎 + 1) ∗

(4.24)

Substitution of the length scale where the appropriate terms are found results in
𝑓(𝑥) = 𝛽

𝑥 1/𝑎−1
1/𝑎
𝑙0

exp (−

𝑥 1/𝑎+1
𝑙0

1/𝑎+1

),

𝛽=

𝑎+1
1
𝑎 Γ(
)
𝑎+1

(4.25)

The distribution in fragment sizes is dependent on the probability that two release wave
segments, with individual lengths summing to the fragment length, collide with each other. This
is captured mathematically by the double integral
𝑝(𝑙) = ∬ 𝑓(𝑥1 )𝑓(𝑥2 )𝑑𝑥1 𝑑𝑥2 ,

𝑙 = 𝑥1 + 𝑥2

(4.26)

The integral can be visualized as a surface integral, with the surface defined by the set of
all 𝑥1 , 𝑥2 that sum to the fragment length 𝑙, which represents a planar surface in the two dimensions
with intercepts 𝑥1 = 𝑙, 𝑥2 = 𝑙, 𝑙 = 0.

The limits of integration over 𝑑𝑥1 𝑑𝑥2 are therefore

symmetric ranging from 0 to 𝑙. With the probability density in release waves substituted, the double
integral becomes
𝑝(𝑙) =

𝛽2

𝑙

𝑙

∫ ∫ (𝑥1 𝑥2 )1/𝑎−1 exp (−
2/𝑎

𝑙0

0

𝑥11/𝑎+1 + 𝑥21/𝑎+1

0

𝑙01/𝑎+1

) 𝑑𝑥1 𝑑𝑥2

(4.27)

The above equation is the most general form of the probability density in fragment lengths
that both agrees with previous analyses and can be arrived at without specifying the wave
propagation relationship. In the present research, an attempt is made at furthering the generalized
solution through the completion of the integral, however, the resulting function does not agree with
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previous calculations. The discussion is presented as a mathematical statement in the following
section.
4.8.

Notional Integral Completion
Though the results of doing so do not necessarily agree with those derived by Grady, the

integral can be completed through the substitution 𝑥1 = (𝜁 + 𝜉)𝑎/(𝑎+1) , 𝑥2 = (𝜁 − 𝜉)𝑎/(𝑎+1) and
the Jacobian 𝑑𝑥1 𝑑𝑥2 /𝑑𝜁𝑑𝜉 = [𝜕(𝑥1 , 𝑥2 )/𝜕(𝜁, 𝜉)] .

These expressions are provided for the

purpose of showing the direction of further research, though the distribution represented in
Equation (4.27) is used as the starting point for the distributions used in the present research.
Evaluation of the Jacobian results in
𝑑𝑥1 𝑑𝑥2 = −

1
𝑎2
(𝜁 2 − 𝜉 2 )−𝑎+1 𝑑𝜁𝑑𝜉
2
(𝑎 + 1)

Completing the transformation results in the value of 𝜁 remaining constant and equal to
0.5𝑙1/𝑎+1 over the entire range of the integral while −0.5𝑙1/𝑎+1 ≤ 𝜉 ≤ 0.5𝑙1/𝑎+1 .

The

transformation result is analogous to Stokes’ Theorem, reducing the surface integral to a contour
integral in the variable 𝜉.
𝜁
−𝑎
𝑎2
𝛽2
𝑙1/𝑎+1
2
2 )𝑎+1
(𝜁
𝑝(𝑙) = −
exp
∫
−
𝜉
𝑑𝜉
(−
)
(𝑎 + 1)2 𝑙 2/𝑎
𝑙01/𝑎+1 −𝜁

(4.28)

0

There is a solution to the integral in terms of the hypergeometric function, 12𝐹 , which results in the
following expression for the integral portion of Equation (4.28)
𝜁

[

𝜉
2𝑎

𝜁 𝑎+1

1 𝑎 3 𝜉2
𝐹21 ( ,
; ; )]
2 1 + 𝑎 2 𝜁2
−𝜁

=

2

1

(4.29)
𝑎

1
𝑎 [ 2𝐹 ( ,
2 1+
𝑙 𝑎+1

3
1 𝑎 3
; ; 1) − 12𝐹 ( ,
; ; −1)]
𝑎 2
2 1+𝑎 2
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Substituting this solution into Equation (4.28) allows the complete solution of the probability
density in fragment lengths without the specification of the wave propagation relationship. The
generalized probability density function is then
−𝑎

𝑝(𝑙) = 𝜒 ∙ 𝛽

2

𝑙 𝑎+1
2/𝑎

𝑙0

∙ exp (−

𝑙1/𝑎+1
𝑙01/𝑎+1

)

(4.30)

where the constant 𝜒 is
𝜒=

2𝑎2
1 𝑎 3
1 𝑎 3
; ; 1) − 12𝐹 ( ,
; ; −1)]
[ 12𝐹 ( ,
2
(1 + 𝑎)
2 1+𝑎 2
2 1+𝑎 2

The probability density in Equation (4.30) does not agree with Grady’s solutions for either
Mott or brittle fracture, and so is not pursued further at present. The solution is retained in this
document in order to preserve the details of the method for further analysis.
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CHAPTER FIVE
5.

ANALYTIC ENERGY-BASED DISTRIBUTIONS
ANALYTIC ENERGY-BASED DISTRIBUTIONS

5.1.

Introduction
This chapter will detail the development of size distributions for energy based and multi-

layer fragmentation. The energy-based distribution is derived by combining distributions from the
layer thickness dependent wave propagation relationship and the Mott propagation relationship. In
the interest of using the simplest possible model that is capable of capturing multi-layer behavior,
two approaches to the derivation have been pursued. The first approach consists of using averaged
material properties fed into an energy-based distribution built around a more complex hazard
function. The second approach uses the energy-based distributions constructed around individual
hazard functions for each material layer, resulting in the combination of four probability density
functions. As discussed in the previous chapter, the two-parameter Weibull distribution is used as
a basis following from the power law form of the hazard function.

In the two-parameter

distribution, the power, 𝑛, must be assumed to be unity in order to arrive at the analytic expressions,
resulting in the distribution variance and scale controlled by the remaining parameter, 𝜎. A method
for calculating 𝜎 from Mott’s variance parameter, 𝛾, is devised and detailed to complete the model
descriptions.
At the onset of this research program, it was envisioned that additive manufacturing would
be leveraged to produce copper-inconel bonded fragmentation sleeves. For this reason, many of
the illustrative examples in this chapter are implemented for Cu and Ni as base materials. As the
theoretical development progressed, the challenges associated with multi-material additive
manufacturing became apparent. Validation tests were then realigned to more traditional materials
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and manufacturing techniques. This change is reflected in the materials chosen for example
illustrations in later chapters.
5.2.

Assumptions and Physical Basis
The effect of multiple layers of material has been predicted by using the statistical methods

of Mott and Grady with some modification. The fundamental assumptions made for the approach
unless stated otherwise are:
1.) Cracks initiate on the inner surface of whichever layer originates them, as this is the
radius within that material that has experienced the most strain.
2.) Cracks that form in one layer provide the approximate location for fracture to occur in
the other layer, with a time delay sufficient for the original fracture to complete.
3.) Release waves emanating from the sites of fracture travel with a bulk wave speed
through the two materials. In other words, there is some degree of communication between
layers resulting in the positions of release waves being the same.
4.) The fracture process is complete when the average stress relieved length envelopes the
entire circumference of the innermost radius.

Of the above assumptions, the most tenuous is propagation of release waves occurring at a
bulk wave velocity. Materials which are well bonded together mechanically will certainly transfer
momentum between layers. For materials that are only weakly bonded or not bonded at all, the
only mechanical connection between the layers is provided by resistance to outward expansion.
Resistance to outward expansion comprises the combined effects of flow stress and air resistance
on the outermost surface. The effect of air resistance is present throughout the entire fracture
process for segments of the expanding cylinder that are still continuous.
The occurrence of a fracture in either layer creates a small asymmetry in the tensile stress
in the adjacent layer, as the two materials are pressed together by the mutual resistance to continued
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expansion. The outermost layer adds the effect of air resistance to the overall resistance. If the
fracture initiates in the innermost layer, then the next layer will be immediately exposed to
detonation products, resulting in fracture at the same approximate location.
On the other hand, if fracture initiates in the outermost layer, then the underlying layer will
lose the effect of the restoring force of the fractured material’s resistance to expansion over the area
covered by the crack opening displacement. With a small crack opening displacement, the
imbalance in restoring force can be estimated using the numeric pressure field solutions by Taylor
[51] and extensions by Kimura [52] for the surface of a uniformly expanding sphere or cylinder in
air, respectively. Taylor’s relationship between the Mach number in air and the pressure on the
surface of a uniformly expanding sphere is reproduced in graphical form below. As can be seen,
the numeric data is well approximated by a quadratic relationship on the interval for which Taylor
generated solutions.

Figure 5.1: Taylor numeric solution to pressure field about an expanding sphere with Mach
number. The relationship is well approximated by a quadratic function.
For explosively driven dynamic fragmentation, the range of expansion velocities varies
from about 500 m/s to about 2,500 m/s, or Mach numbers from approximately 1.5 to 7. For the
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purposes of this study, it is assumed that acceleration of the fragmentation sleeve occurs
instantaneously, and that the force resulting from external pressure on the cylinder surface is
balanced exactly by the outward force exerted by the expanding detonation products until
fragmentation occurs. In the case of the AMRDEC fragmentation sleeve discussed in the literature
review, the expansion velocity can be calculated from the Gurney relationship to be approximately
1,500 m/s, for a Mach number of 4.4. Assuming that Taylor’s solution for a spherical surface holds
approximately for a uniformly expanding cylindrical surface, as it does in Kimura’s calculations,
the pressure on the surface of the expanding sleeve is 2.8 MPa.
In order for the sleeve to continue expanding at constant velocity, sufficient pressure must
be exerted on the interior surface of the cylinder, such that the total forces on the two sides of the
cylinder are equal and opposite. If a newly formed crack in the exterior-facing polyetherimide
layer has opened to a crack opening displacement in steel of 0.04 mm then a basis of calculation
can be formulated. The other dimensions of the crack at this point are assumed equal to the
expected value of fragment size in 12L14 steel or 2.95 mm from the layer thickness dependent
model. The interface area of the cracking material and the adjacent layer is then 0.12 mm2, which
means that the force exerted over this area must be 2×Ps×0.12mm2, or 0.7 N.
If the coefficient of friction between is 0.4, as measured between polyetherimide and steel
[47], then the additional radial force placed on the second layer is 0.28 N. The cross sectional area
of the underlying steel layer with a layer thickness at fracture of 2.5 mm is 2.5mm×2.95mm = 7.4
mm2. The result is an additional stress added to this section of 2.8E-4 kN/(7.4E-6 m2) = 38.8 kPa.
This calculation is used to justify the assumption of the release waves travelling at a bulk velocity.
The relationship could also potentially form the basis of a mixing constant calculation governing
the contribution of each layer to overall fragment size distribution.
The cylinder segments that have not yet been stress relieved are subject to the restoring
force of air resistance. The segments that have been stress relieved are not subject to the tensile
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expansion force. Both regions are subject to the force of friction between them, resulting from the
application of the air resistance force and the outward force of the detonation products. The
combination of these factors results in some degree of mechanical connection between the two
layers, regardless of whether or not they have been physically bonded together. The mechanical
connection afforded by the resistance to continued expansion results in some degree of
communication between release waves, and the assumption that the waves propagate at some bulk
velocity through the medium is at least reasonable, in that a justification in the above form can be
stated.
5.3.

Energy Augmented Fracture Distribution
In order to solve for the distribution in fragment sizes for energy-augmented fracture, a

method of statistical mixtures is employed. The solution derived for wave propagation in the layer
thickness dependent theory of average fragment size is valid only on the interval between fracture
activation and completion. After completion, the Mott wave propagation relationship applies. The
solution process for the discontinuous wave speed becomes problematic to pursue directly. The
discontinuity in wave velocity solutions is illustrated in Figure 5.2, which depicts the Mott solution
alongside the solution for the layer thickness dependent model.
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Figure 5.2: Comparison of wave velocity solutions showing the discontinuity (vertical line).

Consider a newly formed crack that has activated at some reference strain level, 𝜂 = 0, on
the interval from 0 ≤ 𝜂 ≤ 𝜂𝑓 , where 𝜂𝑓 is the difference in strain between single crack activation
and completion. The release waves propagating from this crack will travel with a plastic wave
velocity in accordance with Equation (3.5); for an increase in strain from 𝜂 to 𝜀, the release wave
will travel a distance 𝑥 = √𝑌𝑐/𝜌ℎ0 𝜀̇3 (𝜀 − 𝜂).
On the interval 𝜂𝑓 ≤ 𝜂 ≤ ∞, the same release waves will travel with the Mott plastic wave
velocity; with a strain increase from ε to ζ, 𝑥 = √2𝑌/𝜌𝜀̇ 2 (𝜁 − 𝜀)1/2. An analytic solution method
accounting for the differing wave speeds simultaneously was initially pursued, but the integrals
resulting from the analysis became non-evaluable. The statistical mixture method was decided
upon, as it allows for the direct calculation of fragment size distributions as if either wave velocity
held throughout the entire process. Subsequent combination of the two then completes the
calculation.
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Picking up from the generalized solution method result, Equation (4.27), the parameters
𝑥∗ = √𝑌𝑐/𝜌ℎ0 𝜀̇ 3 and 𝑎 = 1 for the energy based solution, and 𝑥∗ = √2𝑌/𝜌𝜀̇ 2 and 𝑎 = 0.5 for
the Mott fracture solution. The Mott fracture solution has already been supplied by Grady [12]. In
order to solve this distribution analytically, the assumption 𝑛 = 1 in the hazard function was
required, for a constant probability of fracture with increased strain represented by
𝜆=

1
𝜎

(5.1)

Grady’s analytic solution to the Mott physics-based distribution is
3

3 𝑙
𝛽 2 1 𝑙 3 −14(𝑙𝑙 ) 1
− ( )
0
𝑝(𝑙) =
( ) 𝑒
∫ (1 − 𝑡 2 )𝑒 4 𝑙0
4 𝑙0 𝑙0
0

3

𝑡2

𝑑𝑡

(5.2)

where 𝛽 = 3/Γ(2/3). The length scale, 𝑙0 , is expressed
3 3𝜎 𝑌
𝑙0 = √
2 𝜌𝜀̇ 2

(5.3)

According to Grady [11], the integral in Equation (5.2) can be manipulated into an error
function for an independently analytic solution, but is usually computed numerically. The error
function form of the integral, which is more suited to use in spreadsheet applications, is
2 𝑙0 3 −0.75(𝑙/𝑙 )3
𝜋 𝑙03
𝑙 3
3
3
0
√
√
(3𝑙 − 2𝑙0 ) 𝑒𝑟𝑓 ( 0.75 ( ) )
∫ 𝑓(𝑡) 𝑑𝑡 = ( ) 𝑒
+
3 𝑙
27 𝑙 9
𝑙0
0
1

(5.4)

The average of this distribution is also given by Grady as
< 𝑙 > = 1.48𝑙0

(5.5)

With the expression for the length scale included,
3

<𝑙 >= √

3.29 𝜎 𝑌
𝜌𝜀̇ 2

(5.6)

With this solution, the generalized form of Grady’s derivation can be cross-checked to
ensure that it is representative of the same process. The generalized expression for calculating the
distribution in fragment lengths is
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𝑝(𝑙) =

𝛽2

𝑙

𝑙

∫ ∫ (𝑥1 𝑥2 )1/𝑎−1 exp (−
2/𝑎

𝑙0

0

𝑥11/𝑎+1 + 𝑥21/𝑎+1

0

𝑙01/𝑎+1

) 𝑑𝑥1 𝑑𝑥2

(5.7)

Where the length scale and constant 𝛽 are
𝑎

𝜎 Γ(𝑎 + 2) 1/𝑎 𝑎+1
𝑙0 = (
𝑥
,
)
2 Γ(𝑎 + 1) ∗

𝛽=

𝑎+1
1
𝑎 Γ (𝑎 + 1)

Substituting 𝑎 = 0.5 results in
𝛽2 𝑙 𝑙
𝑥1 3 + 𝑥2 3
𝑝(𝑙) = 4 ∫ ∫ 𝑥1 𝑥2 exp (−
) 𝑑𝑥1 𝑑𝑥2 ,
𝑙0 0 0
𝑙0 3

1

𝑙0 =(0.75 𝜎 𝑥∗ 2 )3 ,

𝛽=

3
1
Γ( )
1.5

Including the wave propagation expression, the two constants become exactly equal to
those derived by Grady, indicating that the generalized expression is formulated consistently.
1
4

Using Grady’s substitution 𝑥1 = (𝜁 + 𝜉)/2 , 𝑥2 = (𝜁 − 𝜉)/2 and the Jacobian 𝑑𝑥1 𝑑𝑥2 = 𝑑𝜁𝑑𝜉,
the parameter 𝜁 becomes constant and equal to 𝑙, while −𝑙 ≤ 𝜉 ≤ 𝑙. The probability density
function with these substitutions applied appears in Equation (5.8) below.
𝛽2 𝑙 2
𝑙 3 𝜉2
2
𝑝(𝑙) =
∫ (𝑙 − 𝜉 ) exp (− ( ) 2 ) 𝑑𝜉
𝑙0 𝑙
4𝑙04 −𝑙

(5.8)

This function can be rearranged to correspond exactly to Grady’s solution.
Proceeding from this point to apply the generalized expression to the energy-based
formulation from the present research with 𝑥∗ = √𝑌𝑐/𝜌ℎ0 𝜀̇ 3 and 𝑎 = 1 the constants become
1
2
𝜎 Γ(3)
𝑙0 = (
𝑥∗ ) ,
2 Γ(2)

𝛽=

2
1
Γ (2)

Evaluating the gamma functions in the above expression, the length scale becomes
𝑙0 = √2𝜎𝑥∗

(5.9)

The constant 𝛽 evaluates to 2/√𝜋, which leads to the integral expression for probability
density in fragment lengths including the transform into coordinates 𝜁, 𝜉 as
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𝑝(𝑙) =

𝑙
8
𝑙2
𝜉2
exp
∫
exp
(−
)
(−
) 𝑑𝜉
𝜋𝑙02
𝑙0 2 −𝑙
𝑙0 2

(5.10)

Completion of the integral yields the final form of the probability density in fragment lengths for
the layer-thickness dependent theory.
2

4 1 −(𝑙𝑙 )
𝑝(𝑙) =
𝑒 0 erf(𝑙/𝑙0 )
√𝜋 𝑙0

(5.11)

The average of this distribution is given by integrating 𝑙 ∙ 𝑝(𝑙) over all 0 ≤ 𝑙 ≤ ∞.
2
< 𝑙 > = √ 𝑙0
𝜋

(5.12)

Substituting the release wave progression relationship, 𝑥𝑝 = √𝑌𝑐/𝜌ℎ0 𝜀̇ 3 , into the length scale in
Equation (5.12) results in Equation (5.13).
𝑌𝑐
<𝑙 >= √
𝜎
𝜋𝜌ℎ0 𝜀̇ 3

5.3.1.

(5.13)

Calculation of the Mixing Constant
In order to arrive at an overall solution for the energy based fracture distribution, the two

independent solutions must be combined into an overall density function. This is accomplished via
linear combination of the constituent functions in the form
𝑝(𝑙) = 𝜙 ∙ 𝑝1 (𝑙) + (1 − 𝜙) ∙ 𝑝2 (𝑙)

(5.14)

where 𝜙 is a constant ranging from 0 to 1 representing the fractional contribution of the energybased density function to the overall probability density, and 𝑝1 (𝑙), 𝑝2 (𝑙) represent the energybased and Mott solutions, respectively. The value of this constant must be calculated to form a
meaningful analytic distribution function. The basis of this solution has already been derived in
the form of the probability density function in unbroken release wave segments.
In order to cross into the Mott propagation regime, a release wave must travel a distance
𝑥𝑓 as expressed in Equation (3.8) without colliding with another release wave and seizing. The
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probability density function in release wave segments, Equation (4.23), provides the required
information. The probability of a release wave initiating and surviving to attain the length 𝑥𝑓 is
given by
𝑥𝑓

1
2
2√
𝑒 −𝑥 /𝑥∗ 𝜎 𝑑𝑥
𝜋𝜎𝑥∗
𝑥=0

𝑃(𝑥 ≤ 𝑥𝑓 ) = ∫

(5.15)

The above expression evaluates simply to an error function, depicted in Equation (5.16)
𝑃(𝑥 ≤ 𝑥𝑓 ) = erf(𝑥𝑓 /√𝑥∗ 𝜎)

(5.16)

This probability is equivalent to the statistical mixing constant. The terms in the error function are
substituted with the energy-based relationships. The result is a mixing constant in terms of material
properties and physical quantities.
4 𝑌𝜀̇ℎ 3
0
𝜙 = erf ( √ 3 )
𝜌𝑐

(5.17)

This parameter is effectively a metric relating the degree of brittle behavior expected of a material
to the degree of ductile failure under dynamic fracture conditions. For 𝜙 approaching 1.0, the
material behaves dynamically as more of a brittle solid, and for 𝜙 approaching 0, the material
behaves more as a ductile metal.
5.4.

Bimodal Distribution
Building off of the solution for energy based fracture discussed in the preceding section,

the method can similarly be followed for multi-layer fracture assuming that the shell properties can
be approximated by the averaged properties of the constituent layers. Taking this approach has the
advantage of requiring only two distribution functions as detailed in the section above for energyaugmented and Mott fracture. The disadvantage of this method is that material properties must be
averaged in a way that makes physical sense, and the assumption must be made at the onset that
fractures always propagate through both layers, which may not always be true. If this assumption
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is made, then the total generation rate of new fractures, or the hazard function, is equal to the sum
of generation rates in either layer. This form of the hazard function is
𝜆(𝜀) =

𝑛1 𝜀 𝑛1 −1
𝑛2 𝜀 𝑛2 −1
( )
+
( )
𝜎1 𝜎1
𝜎2 𝜎2

(5.18)

Changing the form of the hazard function changes the derivation of the probability density
such that the generalized expressions cannot be directly applied. The method will be repeated with
modifications to show the differences with this new hazard function.
In Equation (5.18), the power law parameters 𝜎 and 𝑛 must be calculated from a common
reference strain in order to represent both terms of the hazard function with a single strain variable.
The strain on the innermost radius of the layered cylinder was used for the reference strain. Linear
strain at each succeeding surface was calculated from conservation of mass, assuming constant
density by the relations
𝜀1 =
ℎ′ = ℎ0 (

(𝜀0 + 1)𝑟0 + ℎ′ − 𝑟1
𝑟1

𝑟0 + 𝑟1
2
2
√ 2
′
′ ) = 𝑟0 (𝜀0 + 1) + 2𝑟0 ℎ0 + ℎ0 − 𝑟0 (𝜀0 + 1)
𝑟0 + 𝑟1

(5.19)

Where r and h represent the material radius and layer thickness, r’ and h’ represent these quantities
at some reference strain 𝜀0 . The subscripts correspond to layer surfaces. Using these relationships,
the below figure was generated to show that strain at the smaller initial radius must be larger than
the strain at the succeeding surface.
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Figure 5.3: Strain at surfaces of expanding cylinder. Total strain at surface r1 is 80% of the
total strain at surface r2 at 100% elongation of r2. The radii converge toward each other with
strain.
Using the strain transformation relationship, the mean strain to failure is referenced to the
inner radius strain, while the variance remains unchanged. From these relationships, the fracture
probability in each layer is explicitly represented with respect to a single reference strain, and the
release wave propagation can be calibrated accordingly. With this established as the basis for
parameter calculation, the solution proceeds in the same way as for energy-augmented fracture of
a single material shell, with marginal added complexity from the form of the hazard function. The
multi-layer fracture process is illustrated in Figure 5.4 below.
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Figure 5.4: Multi-layer fragmenting sleeve showing the bulk wave position across layers.
In order to apply derive the two distribution functions, the bulk material properties for the
overall shell must be determined. For the purposes of this model, a rule of mixtures is assumed to
apply, and the material properties are averaged by mass fraction. The averaging method for each
model parameter is depicted below. In this section, variables without subscripts will be taken to
apply to the bulk material, while subscripted variables apply to the individual layer materials.
(𝑅22 − 𝑅12 )𝜌1
𝜋𝐿(𝑅22 − 𝑅12 )𝜌1
𝑚1 =
=
𝜋𝐿(𝑅22 − 𝑅12 )𝜌1 + 𝜋𝐿(𝑅32 − 𝑅22 )𝜌2 (𝑅22 − 𝑅12 )𝜌1 + (𝑅32 − 𝑅22 )𝜌2
𝑚2 =

(𝑅22 − 𝑅12 )𝜌2
(𝑅22 − 𝑅12 )𝜌1 + (𝑅32 − 𝑅22 )𝜌2
𝑌 = 𝑚1 𝑌1 + 𝑚2 𝑌2
𝑐 = 𝑚1 𝑐1 + 𝑚2 𝑐2
𝜀̇ = 𝑚1 𝜀̇1 + 𝑚2 𝜀̇2

𝜌=

𝜌1 (𝑅22 − 𝑅12 ) + 𝜌2 (𝑅32 − 𝑅22 )
(𝑅32 − 𝑅12 )
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ℎ0 = ℎ1 + ℎ2 = 𝑅3 − 𝑅1
From the generalized solution method, several of the defined functions must be
recalculated with the multi-layer hazard function. These quantities are represented below for the
energy-based portion of the model, where 𝑥∗ = 𝑥𝑃 = √𝑌𝑐/𝜌ℎ0 𝜀̇ 3.
𝑁𝑥 (𝜀) =

𝐷𝑥 (𝜀) =

2𝜀 𝑛1
𝑛

𝜎1 1

+

2𝜀 𝑛2
𝑛

𝜎2 2

,

𝑁𝑥′ (𝜀) =

2𝑥𝑃 𝜀 𝑛1 +1

2𝑥𝑃 𝜀 𝑛2 +1

(𝑛1 + 1)𝜎1

(𝑛2 + 1)𝜎2

𝑛1 +

𝑛2 ,

2𝑛1 𝜀 𝑛1 −1
2𝑛2 𝜀 𝑛2 −1
( )
+
( )
𝜎1 𝜎1
𝜎2 𝜎2

𝐷𝑥 ′ (𝜀) =

(5.20)

2𝑥𝑃 𝜀 𝑛1 +1

2𝑥𝑃 𝜀 𝑛2 +1

(𝑛1 + 1)𝜎1

(𝑛2 + 1)𝜎2 2

𝑛1 +

𝑛

(5.21)

These relationships are substituted into the expression for reduced wave generation rate, Equation
(4.9), and the change of variables 𝑥 = 𝑥𝑃 ∙ (𝜀 − 𝜂) is again applied. This expression, when all of
the appropriate substitutions are made, becomes long and unwieldy. At this point, Grady’s
assumption that 𝑛 = 1 adequately represents the fracture behavior in the hazard function [12] was
made for both n1 and n2. This substitution has the effect of both making the expression evaluable
analytically, in addition to making it easier to represent here.
1 𝜎1 +𝜎2
𝑑(𝛿𝑁)
4 (𝜎1 + 𝜎2 )2
−
(𝜂𝑥𝑝 +𝑥)2
𝑥𝑝 𝜎1 𝜎2
= −
(𝜂𝑥
+
𝑥)𝑒
𝑑𝜂
𝑝
2
2
𝑑𝑥
𝑥𝑝 𝜎1 𝜎2

(5.22)

Substitution of z for the exponent and integrating over all η results in
𝑑𝑁
2 𝜎1 + 𝜎2 ∞ −𝑧
1 𝜎1 + 𝜎2 2
= −
∫ 𝑒 𝑑𝑧 , 𝑏 =
𝑥
𝑑𝑥
𝑥𝑝 𝜎1 𝜎2 𝑏
𝑥𝑝 𝜎1 𝜎2

(5.23)

where 𝑏 is the value of exponential term, 𝑧, at η = 0. Carrying out the integration,
2𝑥2
𝑑𝑁
2 𝜎1 + 𝜎2 −𝑥1 𝜎𝜎1 +𝜎
=
𝑒 1 1 𝜎2
𝑑𝑥
𝑥𝑝 𝜎1 𝜎2

(5.24)

The expression in Equation (5.24) is representative of the un-normalized probability
density function in length of a single release wave. Integration over all x from zero to infinity
yields a normalizing factor
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∞
2 )𝑥 2
2 𝜎1 + 𝜎2 −𝑥1 (𝜎𝜎1 +𝜎
𝜋 𝜎1 + 𝜎2
1 𝜎1 + 𝜎2
∫
𝑒 𝑝 1 𝜎2
𝑑𝑥 = √
𝑥)]
[erf (√
𝑥𝑝 𝜎1 𝜎2
𝑥𝑝 𝜎1 𝜎2
0 𝑥𝑝 𝜎1 𝜎2

∞

(5.25)
0

2 )𝑥 2
1 𝜎1 + 𝜎2 −𝑥1 (𝜎𝜎1 +𝜎
𝑝(𝑥) = 2√
𝑒 𝑝 1 𝜎2
𝜋𝑥𝑝 𝜎1 𝜎2

(5.26)

The above equation represents the statistical distribution in lengths of contiguous release
wave segments. In order to determine the distribution in fragment lengths, the probability that two
release waves of given length coalesce to form an unbroken fragment must be determined. This
probability is
𝑝(𝑙) = ∫ 𝑝(𝑙1 )𝑝(𝑙2 )𝑑𝑙1 𝑑𝑙2 ,

𝑙 = 𝑙1 + 𝑙2

(5.27)

To complete this calculation, a length scale is assigned as follows

𝑙0 = √2𝑥𝑝

𝜎1 𝜎2
𝜎1 + 𝜎2

(5.28)

Substituting the length scale into the probability density function, Equation (5.11), the expression
simplifies to
2

2 1 −2𝑥
2
𝑝(𝑥) = 2√
𝑒 𝑙0
𝜋 𝑙0

(5.29)

The expression in Equation (5.29) is exactly equal to the form of the probability density in release
wave segments derived by Grady for brittle fracture, with the difference being the length scale.
From this step, the solution proceeds exactly as Grady’s analytic solution for elastic fracture, with
the final result being
2

4 1 −(𝑙𝑙 )
𝑝(𝑙) =
𝑒 0 erf(𝑙/𝑙0 )
√𝜋 𝑙0
The expected value, or mean, of this distribution is
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(5.30)

2
< 𝑙 > = √ 𝑙0
𝜋

(5.31)

Substituting the release wave progression relationship, 𝑥𝑝 = √𝑌𝑐/𝜌ℎ0 𝜀̇ 3 , into the length
scale results in Equation (5.32).
𝑌𝑐
𝜎1 𝜎2
<𝑙 >= √
3
𝜋𝜌ℎ0 𝜀̇ 𝜎1 + 𝜎2

(5.32)

This marks the conclusion of the first distribution derivation. The second distribution is
calculated in a similar fashion to the first, but with the distribution in release wave lengths
dependent on propagation using the Mott plastic wave velocity. Accordingly, the first integration
for the fraction of material that has been stress relieved results in different forms of the functions
that feed Equation (4.14), but the derivation procedure remains the same from Equation (4.14)
onward. The functions become:
𝑁𝑥 (𝜀) =

𝐷𝑥 (𝜀) = √𝜋

2𝜀 𝑛1
𝑛

𝜎1 1

+

2𝜀 𝑛2
𝑛

𝜎2 2

𝑁𝑥′ (𝜀) =

,

2𝑛1 𝜀 𝑛1 −1
2𝑛2 𝜀 𝑛2 −1
( )
+
( )
𝜎1 𝜎1
𝜎2 𝜎2

𝑛1
Γ(𝑛1 ) 𝑥𝑀 𝜀 𝑛1 +0.5
𝑛2
Γ(𝑛2 ) 𝑥𝑀 𝜀 𝑛2 +0.5
+
𝜋
√
𝑛1 + 0.5 Γ(𝑛1 + 0.5) 𝜎1𝑛1
𝑛2 + 0.5 Γ(𝑛2 + 0.5) 𝜎2𝑛2

𝐷𝑥 (𝜀)′ = √𝜋

(5.33)

(5.34)

𝑛1 (𝑛1 + 0.5) Γ(𝑛1 ) 𝑥𝑀 𝜀 𝑛1 −0.5
𝑛2 (𝑛2 + 0.5) Γ(𝑛2 ) 𝑥𝑀 𝜀 𝑛2 −0.5
+
𝜋
√
𝑛1 + 0.5 Γ(𝑛1 + 0.5) 𝜎1𝑛1
𝑛2 + 0.5 Γ(𝑛2 + 0.5) 𝜎2𝑛2

For simplicity of representing these expressions, constants are defined
𝐴1 = √𝜋

𝑛1
Γ(𝑛1 )
𝑥𝑀
,
𝑛1 + 0.5 Γ(𝑛1 + 0.5) 𝜎1𝑛1

𝐴2 = √𝜋

𝑛2
Γ(𝑛2 )
𝑥𝑀
𝑛2 + 0.5 Γ(𝑛2 + 0.5) 𝜎2𝑛2

Substitution of these constants greatly simplifies the expressions to
𝑁𝑥 (𝜀) =

𝐷𝑥 (𝜀) =

2𝜀 𝑛1
𝑛
𝜎1 1

𝐴1 𝜀 𝑛1 +0.5
𝑛

𝜎1 1

+

+

2𝜀 𝑛2
𝑛
𝜎2 2

𝐴2 𝜀 𝑛2 +0.5
𝑛

𝜎2 2

𝑁𝑥′ (𝜀) =

,

,

2𝑛1 𝜀 𝑛1 −1
2𝑛2 𝜀 𝑛2 −1
( )
+
( )
𝜎1 𝜎1
𝜎2 𝜎2

𝐷𝑥 (𝜀)′ =
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𝐴1 𝜀 𝑛1 −0.5
𝐴2 𝜀 𝑛2 −0.5
+
𝑛
(𝑛2 + 0.5)𝜎2𝑛2
𝑛1 (𝑛1 + 0.5)𝜎1 1

(5.35)

(5.36)

After the application of Equation (4.15), a change of variables is made to introduce the distance
travelled by a release wave on the interval between two strains, 𝜀 − 𝜂.
𝑥 = 𝑥𝑀 (𝜀 − 𝜂)0.5 → 𝑑𝜀 = 2

𝑥
2 𝑑𝑥
𝑥𝑀

(5.37)

Substitution into the expression from Equation (4.14), and application of the assumption that n1 =
n2 = 1 results in Equation (5.38).
1 𝑑(𝛿𝑁)
1
2
1.5
= −1.5(𝐴1 + 𝐴2 )[(𝑥/𝑥2 )2 + 𝜂]0.5 2 𝑒 −(𝐴1 +𝐴2 )[(𝑥/𝑥2 ) +𝜂] 𝑑𝜂
𝑥 𝑑𝑥
𝑥𝑀

(5.38)

Substituting an arbitrary variable 𝑧 for the exponential term and integrating over all η results in
1 𝑑𝑁
𝜎1 +𝜎2 1 ∞ −𝑧
= −4
2 ∫ 𝑒 𝑑𝑧
𝑥 𝑑𝑥
𝜎1 𝜎2 𝑥𝑀
𝑏

(5.39)

where 𝑏 is again the boundary value of the exponential function for 𝜂 = 0, yielding the unnormalized probability distribution in continuous release wave segments as
𝑑𝑁
𝜎1 +𝜎2 𝑥 −(𝐴 +𝐴 )(𝑥/𝑥 )3
1
2
𝑀
= 4
2 𝑒
𝑑𝑥
𝜎1 𝜎2 𝑥𝑀

(5.40)

Integration of Equation (5.40) over all 𝑥 yields the normalizing factor and the probability density
function for release wave segment length.
𝑝(𝑥) =

3
𝑥
3
(𝐴1 + 𝐴2 )2/3 2 𝑒 −(𝐴1 +𝐴2 )(𝑥/𝑥𝑀 )
Γ(2/3)
𝑥𝑀

(5.41)

Examining Equation (5.41) to determine the length scale provides
𝑥𝑀
(𝐴1 + 𝐴2 )1/3

𝑙0 =

(5.42)

Or, with the values of A1 and A2 inserted and simplified and including the release wave propagation
relationship from Mott’s theory, 𝑥𝑀 = √2𝑌/𝜌𝜀̇ 2 , the length scale expression evaluates to
3 𝑌 𝜎1 𝜎2
𝑙0 = √
2 𝜌𝜀̇ 2 𝜎1 + 𝜎2
3
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(5.43)

The mixing constant is calculated in the same way as in the case for energy-augmented
fracture, with averaged properties substituted for the single material properties in the original
derivation.

𝑝(𝑙) = 𝜙 ∙ 𝑝1 (𝑙) + (1 − 𝜙) ∙ 𝑝2 (𝑙),

4 𝑌𝜀̇ℎ 3
0
𝜙 = erf ( √ 3 )
𝜌𝑐

(5.44)

This probability density function, when plotted alongside the two constituent distributions,
is an admixture of elastic-like and plastic-like fracture, with the ratio of the two controlled by the
layer thickness ratio and relative magnitude of the material properties fed into the averaging routine.
This function is plotted with constituent distribution functions in the two figures below for multilayer sleeves composed of copper and nickel, with the layer thickness ratio varied between 3:1 in
Figure 5.5 and 1:3 in Figure 5.6.

Figure 5.5: Analytic distribution functions for, Cu and Ni, h1 = 3mm, h2 = 1mm.
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Figure 5.6: Analytic distribution functions for Cu and Ni, h1 = 1mm, h2 = 3mm.

This model treats the two materials as a single layer with smeared properties, and the
development is illustrative of the process followed to arrive at the model to be discussed in the
proceeding section. The bi-modal approach lacks any clear ties to a physical mechanism behind
the fragmentation of multiple layers of materials. For materials that are more loosely coupled, such
as two layers that are in contact but not mechanically bonded together, a more appropriate treatment
will be developed that allows the mechanism of crack transmission between layers to be explicitly
captured.
5.5.

Multi-Modal Distribution
The averaging of material properties can be eliminated by calculating an analytic

distribution function for each layer, and then again for each wave velocity mode. Instead, another
mixing constant must be estimated for the contribution of each layer under each wave velocity. The
resulting combination takes on the form
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𝑝(𝑙) = (1 − 𝜓)(𝜙𝑝1𝑎 (𝑙) + (1 − 𝜙)𝑝2𝑎 (𝑙)) + 𝜓(𝜙𝑝1𝑏 (𝑙) + (1 − 𝜙)𝑝2𝑏 (𝑙))

(5.45)

where φ and ψ are mixing constants, here assumed to be constant with respect to fragment length,
varying between 0 and 1. The solutions for p1a, p2a, p1b, and p2b, where the number subscript
designates the wave velocity mode and the letter subscript designates the material, have already
been discussed in the derivation of the energy based probability density, with the solutions given
by
2

4 1 −(𝑙 𝑙 )
𝑙
𝑝1∗ (𝑙) =
𝑒 1∗ erf ( )
𝑙1∗
√𝜋 𝑙1∗
3

𝑙1∗ = √2𝑥1∗ 𝜎∗
3

3 𝑙
𝛽 2 1 𝑙 3 −14(𝑙 𝑙 ) 1
− ( )
2∗
𝑝2∗ (𝑙) =
( ) 𝑒
∫ (1 − 𝑦 2 )𝑒 4 𝑙2∗
4 𝑙2∗ 𝑙2∗
0

𝑦2

𝑑𝑦

3

2
𝑙2∗ = √0.75𝑥2∗
𝜎∗

In the above functions, the asterisk represents substitution of the appropriate material properties.
A formulation for the second mixing constant has not been pursued at present, opting
instead to weight the contribution based on mass ratio, but one possible approach will be touched
on briefly. From the analysis in the justification section for the model assumptions, a quadratic
equation relating the pressure on the surface of an expanding cylinder is presented. The degree of
overstress in the uncovered area of the inner layer is shown to depend on this pressure. If it is
assumed that the ratio of surface pressure on the outer layer to yield stress of the inner layer is a
measurement of likelihood for cracks initiating in one layer to transfer to the other layer, then the
only thing lacking is a functional form. A possible form for the constant is then:
𝜓 = 0.5𝑒 −0.005(𝑌/𝑃𝑠 )

(5.46)

If this is the case, then at ratios above 50 %, the transfer function takes the value 0.5,
representing equal mixture of the distributions for each material. As the ratio falls below this, the
transfer function drops to less than 0.5, representing the extent to which the bottom layer dominates
the fragment size distribution. Fracture is still assumed to always occur in the outer layer due to
fracture in the inner layer. Again, this formulation is not pursued. Instead, 𝜓 has either been set
arbitrarily at 0.5, else calculated as the ratio of case material masses.
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5.6.

Calculation of the Weibull Parameter
The equations derived in the preceding sections assume some knowledge regarding the

variance in strain to failure, as represented by the Weibull parameter 𝜎 alone when the assumption
n=1 is made. Calculation of the distribution is therefore dependent on estimating this variance in
a meaningful way. The hazard function that Mott employed for his physics-based derivation took
a different form from the power law, resulting in different statistics. The form that he used is
𝜆(𝜀) = 𝐴𝑒 𝛾𝜀

(5.47)

Mott also developed a theory around the scatter parameter, 𝛾, arriving at the conclusion
that it can be estimated from the strain hardening behavior of the material. The equation derived
for this purpose is
𝛾 ~ 160

𝑑𝑙𝑛(𝜎)
𝑑𝜀

(5.48)

When this relationship is applied to the Johnson-Cook constitutive equation, Equation (2.23), the
resulting form of the scatter parameter is
160𝐵𝑛𝜀 𝑛−1
𝛾~
𝐴 + 𝐵𝜀 𝑛

(5.49)

Because this representation is available and readily applied to the Johnson-Cook
constitutive model, it is advantageous at this point to find the relationship between 𝛾 and 𝜎. From
the variance estimates given by Mott [3] and by Grady [11], the relationship between the two would
appear to be fixed at 𝜎 = 1/𝛾. In order for the two hazard functions to represent the same physical
process, they must behave similarly in the neighborhood of the average strain to failure.
Specifically, they must rise and fall with approximately the same slope on an interval near the
failure strain, meaning that the generation rate of new fragments in this vicinity must rise quickly
near the failure strain. Taking the derivative of both functions with respect to accumulated strain,
and setting them equal for 𝜀 = 𝜀𝑓 ,
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𝛾𝐴𝑒 𝛾𝜀𝑓 =

𝑛(𝑛 − 1) 𝑛−2
𝜀𝑓
𝜎𝑛

(5.50)

Rearranging to find 𝜎 as a function of 𝛾
𝛾𝜀𝑓
𝑛(𝑛 − 1) 1/𝑛
𝜎=(
) exp (−
) 𝜀 1−3/𝑛
𝐴𝛾
𝑛 𝑓

(5.51)

When the value of n is taken to be 1.0 as in Grady’s analytic solution, the parameter 𝜎 is universally
zero for all 𝛾 and 𝜀𝑓 .
An alternative method was pursued to calculate the value of 𝜎 and thus bypass this
difficulty introduced by the analytic solution. The analytic distribution function, 𝑝2∗ (𝑙), is derived
to be representative of Mott’s physics based distribution, and therefore, the mean value of the two
should be the same. Grady shows [11] that the mean of the analytic function is 148% of the length
scale. Mott’s graphic solution also showed the distribution mean to be approximately 150% of the
length scale, and the two length scales take on different forms with dependence on the respective
distribution parameter and mechanical properties. Both of the formulations rely on a single
distribution parameter (𝛾 or 𝜎), and so the two distribution means can be set equal to each other by
equating the length scales. This leaves only the two distribution parameters as free variables.
3

2
𝑙2∗ = √0.75𝑥2∗
𝜎∗ = √

2𝑌
= 𝑥0
𝜌γ𝜀̇2

(5.52)

Solving this relationship for the parameter 𝜎 results in Equation (5.53) below.
2𝑌
𝜎 = 4.5√ 2 3
𝜌𝜀̇ 𝛾

(5.53)

The relationship in Equation (5.53) is carried forward along with Equation (5.49) as the primary
means of computing the distribution parameter.
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CHAPTER SIX
6.

COMPUTATIONAL METHODOLOGY
COMPUTATIONAL METHODOLOGY

6.1.

Introduction
In this chapter, the methodology followed for implementing computational models is

detailed. First, a discussion of the general setup for hydrocode models will be presented. Next
follows a discussion of the integration of the energy-based distribution function with the ALE3D
hydrocode. Finally, the extensions required for multi-layer fracture are discussed.
6.2.

Hydrocode Simulation
The hydrocode models employed for this study were run in Lawrence Livermore National

Laboratory’s ALE3D hydrocode at AMRDEC and Practical Energetics Research, LLC. The
models were run as 2D, axisymmetric cylinders subjected to explosive deformation by the
programmed burn of high explosive (HE), or as 2D, axisymmetric impact fragmentation problems.
All HE components were modeled with the Jones-Wilkes-Lee equation of state with no constitutive
behavior. The metallic components were modeled using the Mie-Gruneisen equation of state with
the Johnson-Cook constitutive and failure models.
6.3.

Fracture Model Integration
Upon completion of the hydrocode simulations, the physical and statistical models were

applied using the hydrocode calculated properties at fracture strain. These properties were
extracted from the hydrocode output at a time when the average volumetric expansion of the HE
was around 3.0, in accordance with Gold [16].
In order to apply the physics based statistical distribution functions developed in the present
work to the hydrocode data, the relevant variables were first extracted from the hydrocode output
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at the appropriate time step for further analysis. The variables generated by the hydrocode
simulation are strain rate, current position, velocity, density, volume, total accumulated strain, and
the Johnson-Cook damage parameter. The additional variables which must be supplied and are
specific to the material under investigation. They are elastic modulus, shear modulus, Poisson’s
ratio, and yield strength.

The data is extracted from the output databases using LLNL’s

Visualization Toolkit [53], [54] (VisIt) with the Python language interface [55] used to automate
the process. The use of this technique also allows for the post processing to be completed directly
from the Python script gathering the required variables.
Specifically, the VisIt custom query interface is used to define which variables are required
and the format of the output. Each material comprising the fragmenting component is isolated
individually, and a custom query is executed for each of the physics variables supplied by the
hydrocode. The additional variables for each material are requested from the user or are extracted
from the MatProps [56] database supplied with ALE3D, and the post-processing phase begins. The
post-processing consists of first binning the variables spatially into polar zones as illustrated in the
figure below, and taking the mass-weighted average of each of the hydrocode variables within the
resulting polar zones. An illustration of the binning process appears in the figure below for a shaped
charge at approximately 3.0 volume expansions of the explosive detonation products.
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Figure 6.1: Illustration of geometric data binning method showing polar bins of equal width 𝜃.

In Figure 6.1 above, the simulation space is divided into six polar zones with the origin
placed at the centroid for illustrative purposes, but with a sufficiently large number of zones, the
fragmentation sleeve is divided into a number of relatively short rings. As a basis for generating
the spatial distribution into polar zones, the angle of the velocity vector with the axis of symmetry
was employed, in contrast with Gold’s use of the position vector. Within each zone of width θ, the
relevant material variables are averaged using the mass in each element as the weighting factor, as
is represented mathematically below.
𝜌𝑖 =

∑𝑗 𝜌𝑗 𝑚𝑗
∑𝑗 𝑟𝑗 𝑚𝑗
, 𝑟𝑖 =
,
∑𝑗 𝑚𝑗
∑𝑗 𝑚𝑗

𝜀̇𝑖 =

∑𝑗 𝜀̇𝑗 𝑚𝑗
∑𝑗 𝑚𝑗

The methodology diverges from Gold’s with the calculation of the variance parameter.
Instead of determining a single variance parameter for the fragmenting material, the Mott 𝛾 and the
Weibull 𝜎 are treated as additional variables and recalculated for every polar zone from the
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Johnson-Cook constitutive parameters, total accumulated strain, and damage variable.

For

elements with accumulated damage less than unity, the strain to failure is treated as the larger of
overall total strain in the entire shell or local strain in the polar zone. If the damage parameter is
greater than or equal to 1, then the strain to failure is treated as the local strain. Using the strain to
failure with equations 5.49 and 5.52, a local distribution variance parameter is calculated.
The layer thickness is determined in each ring by taking the difference between the
maximum and minimum values of radius within progressively smaller increments in a single polar
zone, until the result converges to a consistent estimate. Again, with the inclusion of a relatively
large number of polar zones, the curvature of each ring segment decreases until the layer thickness
is well approximated by this measurement.
ℎ0𝑖 = max(𝑟𝑗 ) − min(𝑟𝑗 )

(6.1)

After the mass averaged values for each of the hydrocode variables and the additional
mechanical properties have been supplied to the code, the average fragment length, 𝑙𝑖̅ , is calculated
using the desired functional form, which is selected at run time as either the Mott model or one of
the present distribution functions. Average mass is calculated from the average fragment length,
layer thickness, and an assumed aspect ratio of 1.5, as shown in Equation (6.2).
2
𝑚𝑖 = 𝜌𝑖 ℎ0𝑖 𝑙𝑖̅ /1.5

(6.2)

Total number of fragments in that polar zone are calculated as the ratio of total mass in the zone
and average fragment mass from Equation (6.2).
𝑛𝑖 = ∑ 𝑚𝑗 /𝑚𝑖

(6.3)

𝑗

The distribution in sizes is calculated using either the Mott & Linfoot with Mott physicsbased average size or the energy-based distribution function for single layer fragmentation. For
multi-layer fragmentation, the bimodal, quad-mode, or a multi-layer Mott & Linfoot formulation
is used.

65

The cumulative distribution function calculated for each zone is appended to a running list
of functions, which are combined with equal weights at the end of the simulation to determine an
overall distribution in fragment sizes. The data is saved to disk in the form of a resampling of the
overall cumulative distribution function, analogous to the fragments recovered from a test as a
sample of the true cumulative distribution function. Additionally, the data is saved in saved in the
Z-data file format, which retains geometric distribution of fragments as well as the size
distributions.
6.4.

Multi-Layer Fragmentation Models
Multi-layer fragmentation requires slight modification to the preceding discussion.

Generally, the process remains the same, in that the material is binned into polar zones by velocity
vector and the same set of operations is performed on the binned data. In this way the cumulative
distribution functions for each layer are calculated independently of each other and combined at
the end of the computation. To combine the functions, the running list of cumulative distribution
functions is resampled and weighted according to the ratio of masses in each layer. Obtaining the
overall distribution function requires that the cumulative distributions in each polar zone are
combined linearly with mass weighting, and then the overall function is determined by combining
the results for each polar zone with equal weight.
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7.

EXPERIMENTAL METHODOLOGY
EXPERIMENTAL METHODOLOGY

7.1.

Introduction
In this chapter, the methodology followed for conducting experiments to validate the

models is detailed. First, a discussion of the water tank test used to validate the energy based
distribution will be presented. Next follows the discussion of the integration of the present models
with the ALE3D hydrocode. Finally, the test setup for model validation experiments will be
detailed. For each test configuration, descriptions of test setup and data collection methods are
presented.
7.2.

Water Tank Test
As an alternative to the traditional arena test [57], a water tank test was conducted on a

single layer 40 mm naturally fragmenting case designed using the energy based distribution to
determine the case geometry. This device was designed iteratively using hydrocode analysis
coupled to the energy based distribution function, a prototype was assembled for testing, and the
distribution in fragment size was determined experimentally for comparison to the pre-test
predictions. The water tank test consists of subjecting the device to explosive fragmentation while
submerged in a large tank of water, which serves as the collection medium. A schematic of the
design appears in Figure 7.1 below.
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Figure 7.1: Experimental geometry of naturally fragmenting 40mm device showing material and
dimensions.

The arena test provides a comprehensive distribution of fragment sizes and impact
locations, but the labor and materials required to complete these tests make them exceptionally
expensive. The water tank test provides an alternative method to collection of distribution in
fragment sizes without the expense in time and resources of the more rigorous arena test. This test
method consists of placement of the test article in a water tight container suspended within a large
tank of water. The water slows the fragments to a sufficiently low velocity such that they do not
perforate the tank walls, and are collected in the tank bottom. At the conclusion of the test, the tank
is drained and the fragments are recovered. The geometry depicted in Figure 7.1 was fabricated to
produce the test article shown in Figure 7.2 below.
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Figure 7.2: Assembled 40mm naturally fragmenting device shown immediately prior to test.

The water tank employed is a 4’ x 4’ x 4’ agricultural tank, depicted in Figure 7.3 below.

Figure 7.3: Agricultural tank for 40mm test showing pre-test configuration.
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The test article was sealed in a 1-gallon plastic bucket using RTV as a sealant, and was
then suspended in the middle of the tank with nylon fabric attached to weights heavy enough to
ensure that it remained fully submerged. The device was initiated using an M-6 blasting cap. The
collection tank was able to contain all of the fragments and maintain structural integrity throughout
the test event. An image of the tank immediately following the detonation event can be found in
Figure 7.4 below.

Figure 7.4: Agricultural tank for 40mm test showing effects of test article detonation.

As can be seen in Figure 7.4, the fragments did not perforate the tank walls, and the
aluminum support structure aided in preventing the rupture of the tank. The water was drained
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from the tank by opening a valve at the bottom, and the fragments were collected by sweeping the
bottom of the container with a large magnet, which is depicted in Figure 7.5.

Figure 7.5: Recovered fragments shown immediately after retrieval with magnet.

After collection, the fragments were dried and weighed in bulk for a preliminary estimate
of the percentage of fragments recovered, obtained by dividing the weight by the pre-test case
weight. Using this method, it was determined that approximately 99% of the total pre-test case
mass was recovered. The preliminary weight measurement is shown in Figure 7.6.

71

Figure 7.6: Post-test preliminary total recovery mass estimate. Note that fragments were not
cleaned or dried prior to this initial measurement.

7.3.

Fragment Impact Test
Characterization of multi-layer fragmentation phenomena was accomplished using

Fragment Impact (FI) tests. In these tests, a 14.3 mm diameter, 15.56 mm total length, saboted
fragment simulating projectile was launched from a 40 mm smoothbore gun at a nominal velocity
of 2,530 m/s at a target plate composed of various materials. These tests were conducted by the
present author and team members from the TOW 2B Insensitive Munitions Warhead Project [58]–
[60]. In these tests, plates of materials were subjected to impact in order to determine the projectile
velocity reduction and the size distribution in particles from projectile breakup. The tests included
several cases where multiple layers of the same target material were placed in contact with each
other to increase the target thickness beyond the range of available plate thicknesses. A summary
of the tests conducted appears in Table 7.1, and a line drawing of the FSP appears in the
accompanying Figure 7.7.
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Table 7.1: Fragment impact test matrix showing thicknesses and materials.

Test
-1
2
3
4
5
6
7
8
9

Thickness
mm
-------3
4.5

Layers
Material
Thickness
Material
-mm
--5.72
2024 Aluminum
-8.64
2024 Aluminum
-3.27
Titanium
-3
Tungsten
-2
1045 Steel
-4.5
1045 Steel
-3
1045 Steel
4340 Steel
3
1045 Steel
4340 Steel
4.5
1045 Steel

Figure 7.7: NATO fragment simulating projectile geometry.

The FI test series was conducted at General Dynamics Rock Hill Test facility using a 40
mm smooth bore powder gun. The FSP was loaded into a sabot and launched toward the target,
passing through a series of break/make Time of Arrival (TOA) switches along the way to record
the actual impact velocity. Prior to passing through the TOA switches, the projectile was routed
through a 2” diameter hole in a ‘stripper plate’, which captured the sabot petals, preventing them
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from interacting with either the TOA sensors or the target. Images of the saboted projectile and
gun setup appear in Figure 7.8 below.

Figure 7.8: Fragment impact test projectile with sabot (a) and gun setup (b) [58].

Each impact event was captured on high speed video to obtain an additional estimate of
impact velocity and a measurement of exit velocity on the back side of the target plate. Fragments
from the impact event were collected in a 2’ x 2’ bundle of fiberboard collection media behind the
target plate. An image of the test setup can be found in Figure 7.9, and an image of the collection
bundle can be found in the following Figure 7.10.
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Figure 7.9: Fragment Impact Test Setup

Figure 7.10: Target area setup showing celotex recovery bundle and checkerboard.
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The high speed video evidence was also used to estimate parameters such as fragment
obliquity and deviation from aim location. A series of still images from the high speed video from
one of the 3.0 mm steel plate shots appears in Figure 7.11 below.

Figure 7.11: High speed video images for 3 mm 4340 steel target shot.

Upon completion of a test, fragments were recovered from the collection bundle and impact
location, depth of penetration, and fragment mass was recorded for each.
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8.1. Introduction
The implementation and results of predictive analysis tools developed in this study are
documented in this chapter, and the application of the models to practical scenarios is also
presented. For the models developed and applied, some basic comparison to test data or a reference
distribution is made to validate the development of the predictive tool prior to application to the
experiments conducted as described in the methodology. The material and constitutive parameters
used in the presented analyses are recorded in Table 8.1 below.
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Table 8.1 Material and Constitutive Parameters [33], [45], [46], [61]–[66]
Parameter
Elastic Modulus
Shear Modulus
Bulk Modulus
Yield Strength
Shear Strength
Density
Poisson's Ratio
Rayleigh Wave Speed
Bulk Wave Speed
First Order Us-up Coefficient
Second Order Us-up Coefficient
Third Order Us-up Coefficient
Corrector
Gruneisen Parameter
JC A Parameter
JC B Parameter
JC C Parameter
JC m Parameter
JC n Parameter
Melt Temperature
Reference Temperature

1018 Steel
207.95
79.98
172.8
304
182.4
7.86
0.3
2959.3
4690.3
1.58
0
0
0.5
1.69
380
650
0.025
1
0.36
1793
294.4

1045 Steel
199.08
76.16
172.3
442.48
265.49
7.83
0.307
2895.2
4690.1
1.58
0
0
0.5
1.69
553.1
600.8
0.0134
1
0.234
1733
293

12L14 Steel
199.92
77.01
164.6
343.53
206.12
7.88
0.298
2897.5
4569.2
1.49
0
0
0
2.17
429.41
243
0.021
0.8741
0.0868
1811
293

2024 Aluminum
76.59
28.6
79.06
212
127.2
2.79
0.339
2991.1
5328
1.338
0
0
0.48
2
265
426
0.015
1
0.34
775
293

4340 Steel
206.66
80.1
163.68
1263.2
757.92
7.81
0.29
2965
4578
1.33
0
0
0.43
1.67
1579
1316
0.0028
0.85
0.65
1783
298

Units
GPa
GPa
GPa
MPa
MPa
g/cc
-m/s
m/s
-----MPa
MPa
---K
K

Elastic Modulus
Shear Modulus
Bulk Modulus
Yield Strength
Shear Strength
Density
Poisson's Ratio
Rayleigh Wave Speed
Bulk Wave Speed
First Order Us-up Coefficient
Second Order Us-up Coefficient
Third Order Us-up Coefficient
Corrector
Gruneisen Parameter
JC A Parameter
JC B Parameter
JC C Parameter
JC m Parameter
JC n Parameter
Melt Temperature
Reference Temperature

Nickel
223.5
85.5
192.44
130.4
78.24
8.9
0.307
2877.9
4650
1.445
0
0
0.5
1.93
163
647
0.006
1.44
0.33
1725
294

OFHC Copper
128.41
47.7
138.63
71.98
43.19
8.93
0.346
2159.6
3940
1.489
0
0
0.47
2.02
89.98
292
0.025
1.09
0.31
1356
293

Titanium
115.53
43.4
113.65
408.38
245.03
4.51
0.331
2891.7
5020
1.536
-5.138
10.82
0.17
1.23
510.47
1000
0.01
0.8
0.6
1905
298

Tungsten
410.24
160
313.45
1760.8
1056.48
19.3
0.282
2662.1
4030
1.237
0
0
0.38
1.67
2201
1500
0.02
0.4
0.55
3422
294

Ultem 1000
2.41
0.84
6.72
28
16.8
1.2
0.44
792.8
2370
1.65
0
0
0
0.2
35
21.7
0.37
0.5
0.3
557.8
273

Units
GPa
GPa
GPa
MPa
MPa
g/cc
-m/s
m/s
-----MPa
MPa
---K
K

8.2.

Single Material Simulations
The energy based distribution function integrated with the ALE3D hydrocode was used to

generate predictions of the distribution observed by Gold in his Charge B test, and to design the
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40mm class naturally fragmenting device described in the test methodology section.

The

hydrocode model was allowed to cycle until the material became fully damaged with periodic
scheduled plots, and data was extracted from the time step closest to onset of failure.
The Charge B geometry from Gold’s open literature paper [14] was simulated in ALE3D
with the material properties as described in the introduction to this chapter. Images extracted from
the simulation can be found in Figure 8.1 below. An additional comparison between test data and
a purely analytic treatment without the hydrocode will also be presented in the model validation
chapter.

Figure 8.1: Hydrocode simulation showing Charge B geometry at fracture onset.

The fragmentation analysis was performed by sorting the case material into polar zones,
with the basis for polar bins being the angle of the velocity vector, and the sorted data is visualized
by color in the below Figure 8.2.
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Figure 8.2: Hydrocode simulation Charge B showing case binning by polar zone.

For each portion of the case material in a polar zone, the energy-based distribution was
calculated from the mass-averaged physical variables in that zone. For the case material under the
strain rates involved, the statistical mixing constant remained 1.0 across all of the polar zones,
indicating that the distribution in fragment sizes is dominated by brittle fracture behavior. The
maximum value for fragment mass calculation was determined by the mass where the cumulative
distribution reached 0.999999. Calculated distribution functions from four polar zones are depicted
in Figure 8.3 below. The Post-Completion distributions are non-contributing to the overall
distribution function because the mixing constant is 1.0.
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Figure 8.3: Charge B representative distributions. The mixing constant remains 1.0 across
zones.

The spatial distribution of fragments predicted by the computational model can be found
in Figure 8.4 below. Only the information that was released in the open literature paper is depicted.
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Figure 8.4: Zdata file representation for Charge B, speed [L], scaled count [R]

The calculations were performed for both the energy-based model and the Mott & Linfoot
distribution for comparison. The cumulative distribution function in quantile form is represented in
the figure below for both functions.

Figure 8.5: Energy-based model quantiles shown for Charge B simulation.
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Figure 8.6: Mott & Linfoot model quantiles shown for Charge B simulation.

Design variables for the 40mm class device were case material, wall thickness, and length
to diameter ratio. Each design iteration was simulated in the hydrocode, and the predicted spatial
and size distributions were calculated and saved in zdata format. Images extracted from the
hydrocode simulation for one of the design iterations appear in the figure below.

Figure 8.7: Hydrocode model showing 40 mm device geometry at fracture onset.
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The computational models were applied in the same way as discussed previously for the
Charge B model. The mixing constant was observed to vary across the polar zones when using
more ductile steels such as AISI 1018, leading to a mixture of brittle and ductile fracture.
Representative probability density functions are shown in Figure 8.8 below.

Figure 8.8: Representative Distribution Functions – 40mm

Graphical depictions of the zdata files for two design iterations appear below, comparing
the case material predictions for 4340 steel and 1018 steel. Both of the materials used the default
ALE3D database Johnson-Cook model parameters, and both of the case geometries were
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representative of the test article. Before dumping the output to the zdata files depicted here, all
fragments less than 0.7 grains total mass were filtered out in order to represent the anticipated
fragments that would be recovered from the water tank test.

Figure 8.9: Zdata file representation for 40 mm 4340 steel, speed [L], count [C], count by mass
bin [R]. Comparatively more small fragments are generated with brittle material.

Figure 8.10 Zdata file representation for 40 mm 4340 steel, speed [L], count [C], count by mass
bin [R]. Comparatively more large fragments are generated with ductile material.
From the plots, it can be seen that the use of the more brittle 4340 steel as a case material
results in the production of a larger number of small fragments and a smaller number of larger
fragments as compared to the 1018 steel model. Quantile plots of model predicted cumulative
distribution functions appear in Figures 8.11 and 8.12 below. These plots show that the energy-
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based theory predicts the occurrence of larger fragments with more frequency than the Mott &
Linfoot distribution.

Figure 8.11: Energy based model quantiles for 40mm. Eighty percent of the distribution is
smaller than 6 grains.

Figure 8.12: Mott & Linfoot model quantiles for 40mm. Eighty percent of the distribution is
smaller than 3 grains.
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8.3.

Multi-Layer Simulations
The multi material model was implemented by coupling together energy based distribution

functions for each constituent layer in the FI test matrix. The mild steel FSP was simulated using
AISI 1018 steel parameters, and the target plates were simulated using AISI 1045 steel parameters.
Impact velocities measured via TOA data were applied to the impactor, and the simulation was run
until the maximum damage in the projectile reached 1.0, at which point the simulation was
terminated and the physical state of the material layers and impactor were extracted for analysis.
For consistency with the model formulation, strain rates were recalculated from the velocity
gradient referenced to the projectile centroid.
Two example simulations are used here for illustrative purposes. First, the simulation for
Test 1 for a single layered target impacted by the 1018 steel penetrator is shown in Figure 8.13.
Second, the simulation for Test 8 illustrates a dual layer 1045 steel target impacted by a 1018 steel
penetrator, and is shown in Figure 8.14.

Steel 1018
Aluminum 2024

Figure 8.13: Test 1 Simulation, 2024 Aluminum Target, 1018 Steel Impactor
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Steel 1018
Steel 1045

Figure 8.14: Test 8 Simulation, 2x 3mm 1045 Steel Target, 1018 Steel Impactor

The physical state data extracted from the simulation was used to calculate energy-based
distribution functions for the penetrator and target layers. Again, the data was sorted into polar
bins as in the case of the uniformly expanding fragmentation sleeve. The basis for the polar bins
was not velocity as in the case of the expanding fragmentation cylinder, but the position vector
from the aft end of the projectile on the centerline. A scatter plot of the mesh points binned this
way appears in Figure 8.15 below.
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Figure 8.15: Test 8 Simulation Sorted into Polar Bins

Analytic distributions were applied to each layer in each polar slice, including energy based
and Mott & Linfoot distributions. Multi-layer effects were treated with bimodal and quad-mode
energy based distribution functions, and with linear combination of equally weighted Mott
distribution functions calculated from the averaged physical parameters in each slice. The variation
zone-to-zone in average fragment length is illustrated for Test 8, which included two target layers
and one penetrator layer, in Figure 8.16.
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Figure 8.16: Test 8 average fragment length variation. Larger fragments are generated by
lower strain rate sections close to centerline in target plates, closer to edges in projectile.

Quantile plots for each set of predictions appear in the following figures.
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Figure 8.17: Simulated Fragment Size Distributions, FI Tests 1 (T) – 3 (B). Constituent
distributions for each material layer combine to form the overall distribution function.
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Figure 8.18: Simulated Fragment Size Distributions, FI Tests 4 (T) – 6 (B). Constituent
distributions for each material layer combine to form the overall distribution function.
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Figure 8.19: Simulated Fragment Size Distributions, FI Tests 7 (T) – 9 (B). Constituent
distributions for each material layer combine to form the overall distribution function.
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9.1.

Introduction
This chapter will document the results of fragmentation tests and the comparison to model

predictions for each of the formulations discussed previously. All of the model data compared to
observational data is stored as numeric cumulative distribution functions evaluated at a minimum
of 1000 points. In order to generate comparisons between model and test data, the model results
are read into memory and interpolated linearly at the same accumulated mass levels as the
observations.

The modeling techniques are evaluated qualitatively by comparison of the

cumulative distribution functions to the observed cumulative distributions through QuantileQuantile (Q-Q) plots. Quantitative techniques, including the chi-square goodness of fit and
Kolmogorov-Smirnov tests were also applied to the data.
The experimental data was found to be biased to mainly larger fragments as a result of the
collection and measurement techniques employed. This was determined by comparing the number
of small dust-like particles observed in high speed video evidence to the number of fragments
recovered from the collection media in the FI tests, and by the inability to resolve the mass of the
smallest fragments recovered in the water tank test. Because the observational data does not contain
the entire range of fragment sizes generated by the test event, and instead is biased significantly to
include mostly the larger fragments, the qualitative comparisons require some method of
accounting for this to be meaningful. The method selected for this was scaling of one of the two
distributions to the prediction of the other at the smallest level of cumulative mass in the
experiment. The distribution, experimental or predicted, selected for scaling is arbitrary and so was
selected to provide the best visualization.
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9.2.

Water Tank Test Result
Following the water tank test, the fragments were collected magnetically from the tank and

then cleaned, dried, photographed, and weighed. Of the collected fragments recovered, 1,094 of
them were of sufficient mass to weigh them individually, and together comprised approximately
95% of the pre-test case mass.
The fragments collected from the water tank test ranged in mass from 61.6 grains to less
than 0.01 grains, with an average of 3.7 grains and a standard deviation of 7.6 grains. Photographs
of the fragments can be found in the figures below, with the pennies added for scale. An attempt
was made to measure the fragment mass distribution through edge detection in these images with
an assumed aspect ratio, but an initial analysis did not correlate well with measured fragment
masses. The size distribution reported here is therefore taken from direct measurement of 1,094
individual fragment masses.

Figure 9.1: Largest fragments collected from 40 mm test. The largest fragments originate from
the low strain rate areas near the aft end.
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Figure 9.2: Intermediate-large fragments collected from 40 mm test. Sizes range from 7.5-20gr.

Figure 9.3: Intermediate-small fragments collected from 40 mm test. Sizes range from 2.5-8gr.
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Figure 9.4: Small fragments collected from 40 mm test. Size range dust-5gr.
The raw measurements of fragment mass are depicted graphically in the plot below, Figure 9.5.
Calculations of probability density, cumulative distribution, and comparisons to model data were
made using this data.
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Figure 9.5: Raw fragment mass measurements, 40mm test. The steps are artifacts of
measurement precision.
From the figure above, the observations can be seen to ‘step-down’ from about 10 grains
to about 2 grains. This results from insufficient precision in the measuring device. Early
measurements were made to 1.54 grain precision. For the fragments of less than about 0.77 grains,
the measurements were made on a much higher precision scale.
9.3.

Fragment Impact Test Result
After each FI test, the fragments were collected from the recovery bundle. Hitpoint

locations were recorded and the fragments were cleaned of debris and weighed. A summary of the
test results appears in Table 9.1.

Table 9.1: FI Test Results
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Test
-1
2
3
4
5
6
7
8
9

Thickness
mm
-------3
4.5

Material
--------4340 Steel
4340 Steel

Layers
Thickness
Material
mm
-5.72
2024 Aluminum
8.64
2024 Aluminum
3.27
Titanium
3
Tungsten
2
1045 Steel
4.5
1045 Steel
3
1045 Steel
3
1045 Steel
4.5
1045 Steel

Velocity
Fragments
Impact Residual Recovered Largest
ft/s
ft/s
-gr
8430
7228
21
1.28
8023
6511.5
14
3.08
8137
7018.7
14
3.05
8271
6049
23
1.33
8441.5
7383
18
0.86
8214
6516.9
15
2.71
8148
6835.9
9
1.37
8380.5
5979.7
15
0.98
8097
4916
37
0.68

Owing to the inconsistent debris cloud dispersal and non-penetration of the collection
media, many of the smallest fragments were not collected. Instead, the fragments recovered from
these tests generally consisted of those with larger than 0.5 grain mass. The measured masses used
for evaluation of the multi-layer formulations appear graphically in Figures 9.6-9.8 below, which
depict the measurements as line drawings of histogram profiles.

Figure 9.6: Raw fragment mass measurements showing results from Tests 1-3.
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Figure 9.7: Raw fragment mass measurements showing results from Tests 4-6.

Figure 9.8: Raw fragment mass measurements showing results from Tests 7-9.
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The same step-like behavior is seen in the experimental data for FI as was seen in the 40
mm experimental data, made more apparent by the smaller sample size. In this instance, the
limitation was imposed by the availability of higher precision instruments. In addition to the
fragment mass distribution, hit-point location was also recorded. This data was not used in the
calculation of fragment size distributions, but is presented in composite form in Figure 8.9 below,
which combines the hit-point and mass of fragments recovered from all tests into a single
visualization.

Figure 9.9: Fragment impact locations from all FI tests. The majority of impacts appear to have
been captured in the central area of the recovery bundle.

9.4.

Energy-Based Distribution Function Validation
Using the data available in Gold’s open literature report [15], the energy based distribution

function was initially applied using a simple Gurney relationship and approximate cylindrical
dimensions for the warhead. In Gold’s report, the distribution is shown to be calculated with
reasonable accuracy when combining the Mott & Linfoot distribution with CALE analysis. The
Mott & Linfoot distribution requires knowledge of the mean size, which is generally calculated
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from the mean of Mott’s physics-based distribution. The predictions of the present model and the
Mott distribution are compared to the cumulative fraction of recovered fragments with mass larger
than a given value in Figure 9.10 below.

Figure 9.10: Model predictions compared to Charge B test data [15]

From Figure 9.10, the present model is capable of representing the distribution function with
reasonable accuracy using the simplest analytic approach possible for the case acceleration and
fracture geometry.
The hydrocode model implementation as described previously was applied to the Charge
B geometry.

The simulation was performed and the relevant data was extracted at model

completion. In addition to the present model, the Mott & Linfoot distribution was also implemented
using the same method for calculation of variance.
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A comparison of the simulation data stored in the zdata file to Gold’s experimental data
was generated. The experimental data was sampled into mass bins of the same shape as the zdata.
The histograms generated in this way represent the fragment counts in each mass bin, and follow
the shape of the probability density. These histograms are depicted in Figures 9.12-9.13.

Figure 9.11: Predicted histogram compared to Charge B test data, Test 4-810 [15]. The
observed distribution is well represented in zdata files for both energy-based and Mott & Linfoot.

From the histogram in Figure 9.12, the hydrocode generated zdata files for energy-based
and Mott & Linfoot distributions fit the Test 4-810 data well. The energy-based distribution
function appears to predict more closely as the fragment mass increases, while the Mott & Linfoot
distribution appears to predict more closely at fragment sizes less than 2 grains. The same can be
said about the histogram depicted in Figure 9.13 for Test 4-823.
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Figure 9.12: Predicted histogram compared to Charge B test data, Test 4-823 [15]. The
observed distribution is well represented in zdata files for both energy-based and Mott & Linfoot.

The overall cumulative distribution function was generated by recombining the cumulative
distributions from each polar zone with equal weight. The overall distribution function calculated
in this way was generated for both energy-based and Mott & Linfoot distributions. The overall
cumulative distribution was directly output from the simulations to generate the comparisons
depicted below. In Figure 9.14, the cumulative distribution functions for energy-based and Mott
& Linfoot distribution functions are presented for both sets of test data. The data is presented in
quantile form in accordance with representations in Gold [15] and Elek & Jaramaz [24].
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Figure 9.13: Predicted cumulative distributions compared to Charge B test data [15]. The
energy-based function captures the fragmentation profile more closely.

From the preceding figure, the energy-based distribution function appears to predict the Charge B
experimental data accurately. To confirm the model fit, the quantiles were compared directly
against each other in the Q-Q plots below. These plots were generated using both the original range
of the test data a ‘large fragment’ range from 2-150 grains as limits. Q-Q comparisons across the
range of observations for both sets of test data can be found in Figure 9.15 below.
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Figure 9.14: Q-Q plot comparisons, Charge B. Behavior is well approximated in energy-based
theory for fragment masses larger than 1gr. The Mott & Linfoot distribution does not fit.

From the Q-Q plots above, it can be seen that the energy-based distribution function more
closely captures the observed behavior than the Mott & Linfoot distribution. This is especially true
for larger fragments, which are biased in the collection process by the relative ease with which they
can be recovered and weighed. The plots indicate a left skew for fragments less than about 1 grain
in both distributions, which is consistent with the experimental bias noted in the preceding sentence.
The Mott & Linfoot distribution shows light tail behavior, indicating that the function tends to overpredict the occurrence of both smaller and larger fragments. The agreement for fragments larger
than approximately 1 grain is important, as larger fragments tend to contribute more to effectiveness
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than smaller fragments. To examine this region more closely, the quantiles were truncated at 1.5
grains and the cumulative distribution functions were re-normalized for the range of 1.5-150 grains,
and the Q-Q plots of this data appear in Figure 9.16 below.

Figure 9.15: Q-Q plots, large fragments only. Behavior is well approximated in this range by
the energy-based theory. The Mott & Linfoot distribution does not fit well.

From Figure 9.16, it can be seen that the energy-based distribution shows a high level of
agreement with the observations. The observed quantiles appear linear, and lie close to the
expectation line. The Mott & Linfoot distribution is again light tailed on the large fragment side,
indicating over prediction.
The same process was repeated for the 40 mm test article, where the raw masses were
binned to generate a histogram representation of the probability density. Comparison to the
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predictions of the analytic model coupled to the ALE3D hydrocode as sampled from the output
zdata file can be found in the below figure. For contrast, the Mott & Linfoot distribution is also
depicted with the scale parameter determined as half of the sample mean.

Figure 9.16: Fragment size distributions with computational predictions

From Figure 9.17 above, the Mott & Linfoot distribution does not fit the data well. The
Mott & Linfoot average mass parameter is calculated as half of the distribution mean. Because the
data collected is incomplete at the low end of the mass distribution, as many fragments with mass
less than approximately 0.5 grains were not measured, the estimate of average size could contribute
to the poor fit. The computational predictions made from the hydrocode coupled to the analytic
model are much closer across the range of fragments. A cumulative distribution function was also
generated from the test data and compared to the analytic predictions. This distribution can be
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found in the figure below. In this view, the model data is represented explicitly from the analytical
model instead of sampled from the zdata file.

Figure 9.17: Fragment size quantiles with computational predictions, energy based. The 40 mm
observations are well approximated by the energy-based theory.
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Figure 9.18: Fragment size quantiles with computational predictions, Mott & Linfoot. The 40
mm observations diverge from the Mott & Linfoot predictions.
From the figures, the present model tracks extremely well with the test data curve. The
Mott & Linfoot distribution does not, however, this is primarily because the scale factor for the
Mott & Linfoot distribution is calculated from the 𝛾 parameter, which is in turn calculated from the
Johnson-Cook constitutive relationship for each polar zone. In the work of Gold and others [14]–
[17], [67] that employ the hydrocode coupled to distribution function approach, the value of 𝛾 is
left as an open variable. This variable can be calibrated from test data instead of directly calculated,
leading to excellent agreement with test data and predictive capability within the confines of
databases for interpolation using the Mott & Linfoot distribution. The present model in contrast,
as represented in this work, is fully constrained by the constitutive and material properties.
Again, qualitative analysis is performed by using the QQ plot to determine goodness-of-fit as
shown in Figure 9.20.
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Figure 9.19: Q-Q plot comparisons, 40 mm. Behavior is well approximated in energy-based
theory for fragment masses larger than 2gr. The Mott & Linfoot distribution does not fit.

Again, there is evidence of deviation from experiment in the computational results for lowmass fragments.

The previous discussion of recovery fraction being skewed toward larger

fragments is made, and the range narrowed to fragments from 1.5-150 grains to generate another
Q-Q plot, pictured below.

Figure 9.20: Q-Q plot comparisons, 40 mm. Behavior is well approximated in energy-based
theory in the range of masses 1.5-150gr. The Mott & Linfoot distribution also fits well.
The Q-Q plot above indicates much better agreement with experiment. Most of the
observational data lies close to the expectation line, with deviation explainable by the crude
measurements in intermediate fragment sizes. The Mott & Linfoot distribution is a much better
111

predictor for the 40mm observations than for the Charge B observations.

In addition to the

qualitative evaluation via Q-Q plots, an attempt was made to provide quantitative estimates of
model fit. To this end, the MSE was calculated from the residuals between the observed and
calculated cumulative distributions and multiplied by the number of observations as a comparison
metric, and the Kolmogorov-Smirnov 2-sample test was used to provide a statistical test on whether
or not the two samples are drawn from the same distribution. For this test the null hypothesis is
that the two samples are drawn from the same underlying distribution and must be statistically
proven otherwise. Unless stated otherwise, the significance level is 95% for all of the quantitative
tests. These statistics appear in the table below.
Table 9.2 Quantitative Metrics for Charge B & 40mm Tests

Test 4-810
Test 4-810
Test 4-823
Test 4-823

Distribution
Energy
Mott
Mott
Energy

MSE
4.54
6.73
9.81
4.52

χ2
0.37
1.34
1.65
0.3

P
>.995
>.995
>.995
>.995

D
0.13
0.14
0.26
0.15

P
0.39
0.25
<.005
0.19

Test 40mm
Test 40mm

Energy
Mott

3
24.31

0.24
3.56

>.995
>.995

0.09
0.45

0.78
<.005

The Chi-Squared tests all indicate failure to reject the null hypothesis, meaning that the
model fit to observational data is acceptable. The D-statistic from the Komogorov-Smirnov test
also fails to reject the null hypothesis at 95% significance for any of the energy-based distributions.
The D-statistic indicates that Mott & Linfoot distribution fit to test 4-823 is rejected at 99.5%
significance. The energy-based distribution statistics indicate closer agreement than the same
metric from the Mott & Linfoot calculations. The MSE is consistently lower for the energy-based
formulations than the Mott & Linfoot distribution, indicating improved model accuracy. The
qualitative comparisons in the Q-Q plots are taken to be more meaningful than the quantitative
metrics, as all physical indications point to close agreement between the observations and
computational results.
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A small conclusion may be drawn from these coupled observations. The Charge B case
material was chosen as a brittle 4140 steel in comparison to the 40 mm 1018 steel. The Mott &
Linfoot distribution mean is calculated with average mass determined by the Mott physics-based
distribution. An analytic version of the Mott physics-based distribution is used to represent ductilelike fracture in the energy-based formulation, meaning that the ability of the energy based model
to accurately predict the distribution for both test cases stems from the inherently mixed mode
operation. The mixing constant determines the ratio of Mott-like to brittle-like behavior, and
appears to do so in a physically meaningful way.
9.5.

Bimodal Distribution Function Validation
The bimodal distribution was coupled to the hydrocode, and the size distributions as

estimated were compared against the FI test data. As was mentioned in the FI test results, a large
portion of the smaller mass fragments were not recovered from these tests. Because of this, the
cumulative distributions were compared to the simulation data by discarding all of the simulation
data below the smallest fragment recovered in the test data, and then scaling the resulting
cumulative distribution to 1.0 at the minimum fragment mass. The comparison for each case
appears graphically in the figures below.
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Figure 9.21: Bimodal distribution predictions with test data, Tests 1 (T)-6 (B). The predictions
do not correlate with observation.
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Figure 9.22: Bimodal Distributions with Test Data, Tests 7(T)-9(B). The predictions do not
correlate well with observation.

From the distribution plots, it is evident that the models do not agree with experiment. Q-Q plots
were generated from the distributions and are depicted in Figure 9.25 below.
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Figure 9.23: Bimodal Q-Q plots for all usable observations. All tests show significant deviation
from the central line.
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The Q-Q plots confirm that the distributions are not the same, with significant divergence
from the centerline across the range of observations. Quantitative comparisons were also generated
from the experimental and simulation data. The table below presents MSE, chi-squared statistics
and P-values for each experiment.
Table 9.3 Quantitative Metrics for Bimodal Model

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9

Distribution
Bimodal
Bimodal
Bimodal
Bimodal
Bimodal
Bimodal
Bimodal
Bimodal
Bimodal

MSE
2.127
1.555
6.25
0.536
>10
>10
0.17
0.653
9.161

χ2
4.3844
2.9361
10.1417
2.2525
500
500
0.4362
1.0464
14.8975

P
>.995
>.995
>.995
>.995
<.005
<.005
>.995
>.995
>.995

D
0.6
0.5
0.9615
0.5652
1
1
0.3333
0.3333
0.8378

P
>.995
0.04
<.005
<.005
<.005
<.005
0.60
0.31
<.005

From the table above, the null hypothesis is rejected for all but two of the bimodal
distribution functions using the Komogorov-Smirnov statistic and 95% significance, indicating that
the model is not a good predictor. The Chi-Squared metrics indicate failure to reject the null
hypothesis for all but tests 5 & 6 for which no overlap was evident between the calculations and
observations. From the Q-Q plots it is evident that the model as formulated is a poor predictor of
natural fragmentation in multi-layer shells.
9.6.

Quad-Mode Distribution Function Validation
The quad-mode distributions were validated against the FI test data. Instead of scaling the

simulation data to the test data, the test data is scaled to the predicted value from the simulation at
minimum recovery size. The reason for the reversal of comparison metric is because the bimodal
functions fit so poorly that the two curves could not be discerned on the scale from 0.0-1.0. The
comparison for each case appears graphically in Figures 9.26-9.28 below.
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Figure 9.24: Simulated distributions with test data, Tests 1 (T)-3 (B). Constituent distributions
are shown to bound the observations.
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Figure 9.25: Simulated distributions with test data, Tests 4 (T)-6 (B). Constituent distributions
are shown to bound the observations.
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Figure 9.26: Simulated distributions with test data, Tests 7 (T)-9 (B). Constituent distributions
are shown to bound the observations.
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The above figures represent the quad-mode model with each constitutive distribution
appearing in the same plots. These views tend to become cluttered quickly, especially when more
than two constituent distributions are combined to form the overall function. For this reason, the
overall functions are depicted alone in the following Figures 9.29-9.31.
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Figure 9.27: Isolated overall distributions with test data, Tests 1 (T)-3 (B). The quad-mode
model represents improved predictive capability for most observations.
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Figure 9.28: Isolated overall distributions with test data, Tests 4 (T)-6 (B). The quad-mode
model represents improved predictive capability for most observations.
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Figure 9.29: Isolated overall distributions with test data, Tests 7 (T)-9 (B). The quad-mode
model represents improved predictive capability for most observations
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As can be seen in the preceding figures, the quad-mode distribution is a generally good
predictor of fragment size distributions resulting from the impact of a high velocity projectile onto
a single layer plate. The two cases which included three layer materials in the model, with two
identical target plates arranged sequentially, exhibit more divergence from the test data than the
two layer models.
At the moment, it is proposed that this divergence is symptomatic of the mixing constant
taken as a mass ratio. Because the divergence from the overall cumulative distribution is contained
within the constituent distribution functions, a more appropriate mixing constant formulation could
potentially result in improved accuracy.
Another possible source of the divergence is model parameters for all layers being
extracted at the same time step, meaning that the calculations for the two plates are performed at
different levels of accumulated strain and damage history. Additional modification to the model
algorithm may be beneficial to predictive capability by extracting the physical state for each layer
at different times such that accumulated strain is held relatively constant. This modification would
require additional computational methods to cause the hydrocode output to include plot files at the
required strain levels in the different layer materials, which is a capability that has not been
implemented in ALE3D at the time of writing. The Q-Q plots for each test can be found in the
Figures 9.32-9.35 below.
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Figure 9.30: Simulation-observation Q-Q plots, Tests 1 (T)-3 (B). Much of the data lies close to
the central line, indicating good correlation between predictions and observation.
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Figure 9.31: Simulation-observation Q-Q plots, Tests 4 (T)-6 (B). Much of the data lies close to
the central line, indicating good correlation between predictions and observation.
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Figure 9.32: Simulation-observation Q-Q plots, Tests 7 (T)-9 (B). Much of the data lies close to
the central line, indicating good correlation between predictions and observation.
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From the Q-Q plots above, it can be seen that the observations lie generally close to the
expectation line for most of the quad-mode model predictions compared to test data. Much of the
divergence can be explained away as measurement error, with a notable exception being test 8. For
this test, the heavier fragments fall away from the expectation line progressively, indicating
significant over-prediction of the occurrence of large fragments. This is also evident, though to a
lesser degree, in test 5. Test 8 consisted of two 3 mm steel plates stacked in series, while test 5
consisted of a single 2 mm steel plate. This could indicate either some physical inconsistency with
the test setup in the model process, such as inaccurate impact velocity or obliquity, or it could be
symptomatic of model formulation. A small amount of over-prediction of large fragments can be
seen in test 9, which could indicate that the data extracted from multi-layer plates should be taken
from different time steps to normalize the level of plastic strain.
The multi-layer Mott & Linfoot formulation is considerably less consistent with the test
results, though it does not diverge from predictions with extreme error. The amount of offset is
consistent with the observations in single layer formulations, which means that the application of
multi-layer Mott & Linfoot formulations to this type of problem is no more unreasonable than the
current single layer applications in which it is widely used.
In addition to the qualitative metrics presented above, the quality of the distribution
function fit was evaluated quantitatively through the application of the Chi-Squared &
Kolmogorov-Smirnov goodness of fit tests. A summary of the comparative metrics appears in
Table 9.4 below.

Table 9.4 Quantitative Metrics for Quad Model
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Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9

Distribution
Quad
Quad
Quad
Quad
Quad
Quad
Quad
Quad
Quad

MSE
0.05
0.04
0.14
0.09
0.07
0.09
0.1
0.15
0.09

χ2
0.5
0.44
1.33
1.56
0.8
0.82
1.39
1.6
0.54

P
>.995
>.995
>.995
>.995
>.995
>.995
>.995
>.995
>.995

D
0.16
0.15
0.15
0.14
0.14
0.21
0.29
0.21
0.17

P
0.82
0.95
0.83
0.87
0.94
0.66
0.45
0.62
0.50

The quantitative tests are in general agreement with the Q-Q analysis. The Chi-Squared
statistic indicates failure to reject the null hypothesis for all of the cases. The Kolmogrov-Smirnov
D-statistic also indicates failure to reject the null hypothesis at 95 % significance for all of the
energy based distributions. The indications are that the energy-based model can be accepted as
representative of observed data.
Table 9.5 Quantitative Metrics for Multi-Layer Mott Model

Test 1
Test 2
Test 3
Test 4
Test 5
Test 6
Test 7
Test 8
Test 9

Distribution
Mott-multi
Mott-multi
Mott-multi
Mott-multi
Mott-multi
Mott-multi
Mott-multi
Mott-multi
Mott-multi

MSE
0.63
0.36
0.19
0.13
0.38
0.71
0.21
0.56
0.45

χ2
3.59
2.98
1.18
3.02
2.63
5.5
2.31
4.29
1.59

P
>.995
>.995
>.995
>.995
>.995
>.995
>.995
>.995
>.995

D
0.34
0.4
0.25
0.15
0.3
0.27
0.3
0.44
0.18

P
0.18
0.05
0.17
0.13
0.06
0.35
0.55
0.38
0.50

The quantitative statistics for the Multi-Layer Mott & Linfoot formulation are also in
general agreement with the Q-Q analysis. The analytic predictions are not as closely aligned with
the observational data as the quad-mode formulation. The fit to Test 2 is borderline acceptable at
95% significance. The MSE is higher test-for-test than the energy-based estimates. The indications
are that the multi-layer Mott & Linfoot model is a reasonable estimate of fragment size, but the
energy-based model is better.
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CHAPTER TEN
10.

CONCLUSIONS
CONCLUSIONS

10.1.

Computational Model Selections
Based on the results of the single layer tests, the energy based theory provides a better

theoretical estimate of fragment size distribution than the Mott & Linfoot/Mott Physics-based
combined approach. For single layer fragmentation, the energy-based distribution function is
selected for further development.
Based on the results of the FI tests, the quad-mode distribution function is a better
theoretical prediction of fragment size distribution than the Mott & Linfoot/Mott Physics-based
approach, though not with the same margin as the single layer comparison. The quad mode model
is a significantly better predictor of size distribution than the bimodal distribution function
developed in the present work. The quad-mode model is selected for further development.

10.2.

Discussion of Results
The energy based distribution function shows excellent agreement with test results for the

Charge B literature data and for the 40mm device designed and tested in this work. The approach
is advantaged in that predictions are made from theoretical models all the way from constitutive
behavior to distribution in fragment sizes. The Mott & Linfoot distribution requires some estimate
of average size, which is usually provided by the Mott Physics-based relationship. Given the
average fragment size from test data, the Mott & Linfoot distribution almost invariably fits
observations very well. If the energy-based theory provides a better estimate of fragment size from
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the numeric distribution means, then the advantages of both distributions could potentially be
leveraged to provide an improved analytic capability.
The bimodal distribution was shown to be a poor predictor of multi-layer fragmentation, at
least for the case of impact fragmentation. The stress and strain states in a material subjected to
impact fragmentation are more complex than the case of a uniformly stretching rod for which all
of these models were formulated. With that said, the level of agreement exhibited by both the quadmode distribution function and Mott & Linfoot multi-layer formulation are encouraging. In terms
of accuracy, the chi-squared tests performed for both of these model implementations favors the
quad-mode model. The same approach discussed above for single layer fragmentation should also
be investigated for multi-layer formulations.
The quad-mode distribution function applied to the Charge B data through Gurney
estimations also agreed well with the test data. If viable across a wide range of geometries and
explosives, then analytic application of this model could prove to be an excellent means of rapidly
screening design candidates prior to detailed analysis with hydrocodes.
The hypothesis put forward in the introduction was stated
The shift in the fragment size distribution observed in prior tests can be modeled through
appropriate energy-based distribution functions..
Based on the experiment and analysis presented in this document, the hypothesis is confirmed. The
analytic models developed over the course of this program do, in fact, show at least first-order
accurate predictive capability for multi-layer sleeves. In the cases where the analytic functions
were divergent by more than a small amount from test observations, the argument can be made that
predictive capability can be improved by simply taking the data from a variable time state, instead
of arbitrarily forcing the calculation for each layer to be performed at the same time.
10.3.

Recommendations for Future Efforts
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Several effects documented herein warrant the suggestion for further investigation. First,
the molecular dynamics modeling that was performed showed some interesting results, in that the
crack velocities calculated were orders of magnitude lower than the estimates of the continuum
method. Upon application of a simple dislocation density based model to simulate the nucleation
of internal voids, effectively increasing the crack velocity by some multiple, the continuum
estimates were more closely approximated. The simple dislocation density model did not include
a bounding case for crack velocity, as the number of dislocations present increases linearly with
the thickness of the material layer. It is proposed that the inclusion of a more complex dislocation
density model that allows for void growth, impingement, and coalescence that follows closely the
process derived for fragmentation could potentially provide the limiting Rayleigh wave velocity if
the physics are appropriately considered.
Second, the method of statistical mixtures exhibits interesting possibilities concerning the
fracture behavior of engineering materials. The mixture of brittle-like and ductile-like fracture that
appears to approximate real world events to a fair degree of accuracy results in the formulation of
the mixing constant, which is a physically based analytical predictor that should correlate to
additional material properties. For instance, the form of the mixing constant,

4 𝑌𝜀̇ℎ 3
𝜙 = erf ( √ 30 )
𝜌𝑐

10.1

has the potential to be examined in the context of the fourth-power law observed to govern the
steady shock wave structure [28]. It is also a combination of material parameters that should relate
to measures of ductility, such as strain to failure. Neither of these possibilities have been
extensively investigated in the present work.
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The assumption was made early on that crack velocity is a constant with respect to time,
and this assumption seems to imply a brittle fracture mechanism, where the crack tip remains sharp
and little to no additional driving force is required to propagate the crack further. The conversion
of the stored mechanical and kinetic energy to internal energy and entropy is then related to this
quantity without further consideration for the fracture mechanism. Crack velocity is not necessarily
a constant in time, but could be considered a variable related to crack opening displacement, and
through this to time, which would capture a more ductile failure mechanism that includes necking
with a variable stress intensity factor throughout the process. In this work, the Mott fracture
algorithm results in a more ductile distribution, and combined with the energy based fracture
algorithm tends to produce improved correlation to experiment in comparison to the existing
distribution functions, but the combination of brittle and ductile fracture has not been investigated
rigorously. A more optimal distribution could possibly be derived by adding a true ductile fracture
relationship into the relationship in place of the Mott analytic solution.
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APPENDIX A

A. MOLECULAR DYNAMICS
MOLECULAR DYNAMICS
A.1.

Introduction
The molecular dynamics models initially pursued but later abandoned in the course of this

study are detailed in this appendix. The methodology behind the simulation series is outlined,
followed by presentation of the simulation results. Analysis of the results indicated physical
inconsistencies requiring further analytic developments to fully develop a viable model of crack
velocity. The reasons leading to the tabling of the approach are given alongside suggestions for
improvement.
A.2.

Molecular Dynamics Model Setup
Initially, models were set up for the analysis of through crystal crack growth through the

(100), (110), and (111) planes of copper and nickel. The LAMMPS code was utilized with included
EAM potential files for pure copper and nickel [68]. The simulation box size was specified in
terms of lattice parameters for each orientation to be 100 x 50 x 5 in the X, Y, and Z directions,
respectively, resulting in the inclusion of 100,600 atoms in each run. Cracks were initiated
travelling in the X direction by segregating the material at the centerline on one edge into two new
atom pair types which each interact with the bulk material, but not with each other. Periodic
boundary conditions were applied to all spatial boundaries, with 25 lattice parameters of empty
margin space left both in the positive and negative X directions to prevent the newly formed crack
from interacting with the other side of the model via its periodic image. Prior to the start of applied
deformation, and initial energy minimization using the conjugate gradient method was applied to
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the generated lattice until the change in energy with each successive timestep dropped below 1.0E15 eV. After the initial minimization, a temperature of 435 K was applied by assigning randomized
velocities to all of the individual atoms. The 435 K temperature was determined via hydrocode
modeling to be representative of the temperature of the metal at fracture. The single crystal model
setup is illustrated prior to initial minimization and temperature assignment below in Figure 3.1.

y
x

Figure A.1: Illustration of model setup for single crystal runs, t=0.

After the initial minimization, the simulation was started by incrementing the box size by
a given strain increment of 0.02, and allowing relaxation to occur at a constant time step of 0.01
picoseconds for a number of time steps N calculated from the input strain rate and strain increment
as N = εinc /ε̇ .
The dynamic calculations were performed under constant atom count, constant volume,
and constant temperature (NVT) conditions with a thermal damping parameter of 10 timesteps and
Nose-Hoover mass of Q = 1. The method results in the Y dimension of the box being multiplied
by 1.02 every strain increment, and then dynamics are run for N time steps, which applies a constant
bulk strain rate to the material. The non-interacting atoms separate immediately with applied strain,
A:2

concentrating stress at the interface between the three atom types, which generates a crack tip
moving in the X-direction along the centerline of the model.
After the completion of the single crystal models, it was determined that models of fracture
occurring along a grain boundary were required. To that end, symmetric tilt grain boundary [69],
[70] with different coincident site lattice (CSL) models with boundary plane normals (110) [Σ1],
(210) [Σ5], (310) [Σ5], (320) [Σ13] and (510) [Σ13] were constructed with the same runtime
parameters as the single crystal models. Grain boundary energy was calculated for each case by
running minimization routines for the individual constituents, and then again for the assembly, and
subtracting the difference. The quantity obtained in this way was divided by two to represent the
surface energy of either side of the interface, γGB = (γT - γ1 - γ2)/(2*Ac), where γT is the total energy
of the system after minimization, γ1 is the energy of the top half alone after separate minimization,
γ2 is the energy of the bottom half after separate minimization, and Ac is the cross sectional area of
the interface in the middle. After the grain boundary structure was constructed in this way, the
dynamic portion of the simulation was run in the same way as the single crystal model. An
illustration of the grain boundary structure from a symmetric tilt model appears below in Figure
A.2.

y
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Figure A.2: Illustration of model setup for symmetric tilt grain boundary runs, t=0.
A:3

A.3.

Molecular Dynamics Model Validation
In order to correlate some of the MD results to experiment, stress and strain were collected

during the model run and compared against the highest strain rate experimental data located. High
strain rate bending data was located in Colorado, et al [71], in which the stress-strain curve for
single crystal copper was measured by the laser induced bending of nano-size columns. Their strain
rate is estimated to be on the order of 2.5E+07 s-1, which was within the range that computations
could be feasibly performed given the computational resources available and time constraints. A
simulation at 2.5E+07 s-1 was run and the stress is plotted against time both for the model and
experiment below in Figure A.3.
The MD data and the experimental data show the same early rise time behavior, indicating
that the initial constitutive response is approximately equivalent. The maximum stress achieved in
the MD data is 2.58 GPa in tension, while the measured bending stress peaks at 1.59 GPa. Prior to
the second increment of strain in the MD data, the early time constitutive responses are of the same
order, and at late time the stress level also converges close to the same value. As an additional
check for the simulation data, the Johnson-Cook constitutive equation flow stress was calculated
and plotted alongside the simulation data for the two extremes of strain rate. The parameters for
the Johnson-Cook model were located in Zukas [32]. This plot appears below in Fig. 4.5, where
the simulation stress converges to the approximate values of flow stress calculated by the JohnsonCook equation as the magnitude of the strain perturbation decreases with increased strain.
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Figure A.3: MD model data plotted alongside experimental data from [71].

Figure A.4: Extreme values of strain rate responses plotted with JC flow stress.
A.4.

Molecular Dynamics Crack Velocity Estimate

A:5

Crack velocity was calculated from LAMMPS dump files using a Python script that
increments along the Y-axis and determines the minimum X coordinate on each interval, and then
takes the maximum value among the minima as the X-position of the crack tip at each plot time.
The change in X divided by the change in time between successive dump files is then taken as the
crack velocity. The operation of the script is illustrated in Figure A.5 below.

Figure A.5: Illustration of crack velocity determination process.

The initial single crystal models indicated crack velocities which were well below the
expected range as calculated in the continuum model, and it was suspected that the growth and
coalescence of internal cracks could be the driving factor in this discrepancy. In order to simulate
this behavior, the single crystal approach was abandoned for a model that includes grain
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boundaries, and thus dislocation sites for internal cracks to nucleate from. For this reason, the
single crystal models were used mostly for the validation of model data, but the calculated crack
velocities were recorded and appear below in Table 4.1 for the strain rates and materials
investigated.

Table A.1 Single Crystal Crack Velocities
Material

Plane

T

ἐ

c

-Cu
Cu
Cu
Ni
Ni
Ni
Cu
Cu
Cu
Ni
Ni
Ni
Cu
Cu
Cu
Ni
Ni
Ni
Cu
Cu
Cu
Ni
Ni
Ni

-100
110
111
100
110
111
100
110
111
100
110
111
100
110
111
100
110
111
100
110
111
100
110
111

K
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435
435

s-1
2.5E+09
2.5E+09
2.5E+09
2.5E+09
2.5E+09
2.5E+09
5.0E+09
5.0E+09
5.0E+09
5.0E+09
5.0E+09
5.0E+09
7.5E+09
7.5E+09
7.5E+09
7.5E+09
7.5E+09
7.5E+09
1.0E+10
1.0E+10
1.0E+10
1.0E+10
1.0E+10
1.0E+10

m/s
20.6
49.8
56.0
20.3
38.3
47.1
37.6
76.7
110.5
43.3
72.7
105.0
126.4
140.2
178.9
61.1
129.3
168.8
90.8
190.2
219.2
69.1
102.3
203.2

The crack velocity was determined in the same way for the symmetric tilt grain boundaries.
Summary plots for symmetric tilt grain boundary crack velocity may be found in the Figures A.6-
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A.7. Time sequences representative of each of the grain boundary setups can be found in Figures
A.8-A.9 for both copper and nickel.

Figure A.6: Calculated crack velocities for Cu at various strain rates, symmetric tilt grain
boundary.
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Figure A.7: Calculated crack velocities for Ni at various strain rates, symmetric tilt grain
boundary.

Figure A.8: Example of crack growth along a (310) Σ5 Cu at 2% strain intervals, 𝜀̇ = 2.5𝐸9 s-1.
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Figure A.9: Example of crack growth along a (310) Σ5 Ni at 2% strain intervals, 𝜀̇ = 1.0𝐸10 s-1.

In addition to the cracking induced at the surface defect, internal crack opening in nickel
was observed for the (510) Σ13 symmetric tilt grain boundary at the highest strain rate, and for
several of the randomly oriented nickel grain boundaries. This behavior was expected to occur for
all of the grain boundaries investigated, but was not observed. It was suspected that the internal
cracking did not occur for all of the grain boundary orientations because the dislocations along the
crack path were not thermodynamically advantaged for opening relative to the rather large surface
defect due to the short spacing between them along the path length. This point is revisited in the
following sections.
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Figure A.10: Example of internal crack generation in (510) Σ13 Ni, 𝜀̇ = 1.0𝐸10 s-1

Grain boundary energy was calculated for all of the symmetric tilt and random grain
boundary models, allowing the data to be reduced to expected values of crack velocity. Boltzmann
factors were calculated as f(γGB) = exp(-γGB/kBT) for each orientation, which provided a relative
weight to be applied to the crack velocity. The expected value, or distribution mean, of crack
velocity at a given strain rate is then given by c̅i = ci fi / ∑ni=1 fi . Grain boundary energies are
represented in tabular form for the symmetric tilt boundaries in Table 4.2 below, and for all of the
random grain boundaries in the raw data Appendix A. The resulting plots for expected value of
crack velocity appear below in Figs. 4.11 and 4.12 for the symmetric tilt grain boundaries, and in
Figs. 4.13 and 4.14 for the symmetric tilt grain boundaries. For the copper simulations, the crack
velocity was also calculated for the validation runs, and appears on the plot as an indication of the
predictive capability of the regression line fit. The regression line predicted value is 0.20 m/s, while
the calculated value is 0.21 m/s. The high linearity in expected value of crack velocity from random
grain boundary models is thought to be due to the relatively large sample size, as a total of 10
different orientations were modeled for each strain rate, versus the four symmetric tilt grain
boundaries. The regression lines fit through the two sets of data are, however, the same. The
symmetric tilt data was retained over the random grain boundaries, as the approach was more
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rigorous in terms of boundary definition and exact correspondence of atom positions along the
central grain boundary to the positions along the periodic boundary conditions.

Table A.2 Calculated Grain Boundary Energies

Figure A.11: Expected value crack velocities for pure Cu at various strain rates, symmetric tilt.
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Figure A.12: Expected value crack velocities for pure Ni at various strain rates, symmetric tilt.

Literature data for the crack velocity in copper or nickel as a function of strain rate was not
located, but a 2004 publication by Serebrinsky and Galvele [72] was found in which the crack
velocity for several fcc alloys was determined experimentally over a range of strain rates between
1.E-6 and 1.E+2 s-1. Neither the strain rates nor the exact material are the same as the present study,
but the general material behavior can be used as an anchor point for comparison. In order to cover
the range of strain rates between the experimental and MD data, a log-log plot was used for the
comparison. The experimental data fits well to a power function, which is a straight line in the loglog plot. The present model, though fitting a simple linear model very well on the strain rate interval
investigated, also fits extremely well to a power function. Examining the extrapolated power
function for brass to the MD estimate for copper, the MD results do not appear to deviate
significantly from the behavior of a real material.
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Figure A.13: MD data for Cu compared with literature values for brass [72].

A.5.

Application to Fragment Size Theory
The primary goal of this study is to calculate the average size and distribution in sizes of

fragments, and the MD simulations and continuum expression were developed to supplement the
model derived for this purpose. The measure used for model quality is therefore a comparison of
the commonly used Mott prediction in eq. 3.7 to the layer thickness dependent theory eq. 3.6.
For the purpose of this comparison, an fragmentation sleeve with outward radial velocity of 1,500
m/s [73] and radius at failure of 150 mm, corresponding to an initial cylinder diameter of
approximately 100 mm assuming a strain to failure of 50% is assumed as the basis. The constant
strain rate for such as cylinder is calculated as ε̇ = V/R to be 10,000 s-1. With the linear fits to
crack velocity for copper and nickel in the preceding sections, the velocity that a dynamic crack
will propagate with through copper is 2.0E-4 m/s. If a single crack were to propagate through the
entire cylinder wall, here assumed to be 1.5 mm thick at fracture, then the process would require
75 seconds per crack, which is intuitively unrealistic. As stated previously, the nucleation and
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coalescence of internal cracks from dislocation sites is expected to play a role in dynamic fracture
of ductile materials. Because this was only observed in nickel at the highest strain rates, the same
boundary conditions and deformation were applied to larger simulation bounds of 300, 500, and
1000 lattice parameters in length. The increase in box length was expected to result in more
dislocation sites and a larger distance between the surface defect and central dislocation sites.
Additionally, the crack behavior in nano-scale shells as a function of wall thickness is provided by
this simulation series. The results of one such model appear below.

Figure A.14: Results from 500 a0 Cu (310) Σ5 grain boundary simulation, 𝜀̇ = 7.5𝐸9 s-1.

Lengthening the box does indeed result in the nucleation and growth of internal cracks.
The periodic boundary conditions cause internal cracks to also begin to appear along the simulation
boundaries, which causes stress to concentrate further on the surface defect, and accelerates the
crack velocity. Crack velocities measured from the longer simulation boxes are therefore no longer
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entirely representative of single crack growth in isolation. The expected value crack velocities
from this series are represented in Figs. A.16 and A.17.

Figure A.15: Expected value crack velocity for copper with various box lengths.
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Figure A.16: Expected value crack velocity for nickel with various box lengths.
The crack velocity for intermediate length boxes is not linear like the initial simulation
series, but for the longest box lengths it does appear to straighten out again. This velocity behavior
indicates transitional behavior for a given box length with strain rate; below a threshold rate, the
crack grows as an isolated surface crack, while above the threshold internal dislocations nucleate
internal cracks.
With the velocity of a crack growing in isolation from the short simulation box runs and
an estimate of the dislocation count along the crack path, an effective crack velocity can be
calculated to determine the time from crack initiation to completion. The dislocation density in
copper was found in Miyajima, et al [74] via STEM to be 1.0E+13 m-2 prior to plastic deformation
and 5.0E+14 m-2 after severe plastic deformation. Another source was found in Jiang, et al [75]
which confirms that the quoted numbers are reasonable approximations. A dislocation density in
nickel of 5.0E+14 m-2 also appears to be a reasonable approximation from the dislocation density
based constitutive model by Parvin & Kazeminezhad [76].
Assumptions were made regarding the crack geometry and dislocation distribution to
calculate the number of dislocations along the crack path. The first assumption is that the surfaces
of the cracked material are arbitrarily smooth, down to a width of material 100 nm across. The other
dimensions of the crack are assumed to be the layer thickness. Finally, dislocations are assumed
to be evenly distributed, such that the average spacing per unit length along the edge of a cube can
be determined by the inverse of the cubic root of the dislocation density. The path dislocation
count can then be estimated by calculating the length of dislocations present in the volume of the
crack path and then dividing by the average spacing between dislocations. Mechanical properties
for copper and nickel were located [77], [78], and the average fragment size estimates were
calculated. With this set of assumptions, the average fragment size for both nickel and copper come
out exceptionally close to the predictions of the Mott model for a 2 mm thick sleeve, however, the
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process is cumbersome, and the size estimate is not the same for all layer thicknesses while the
Mott estimate remains constant with given strain rate. When the fragment size theory is applied
using the continuum based crack velocity estimate and the same strain rate, the best correlation
with the Mott model occurs around 0.5 mm thickness.
The mechanical properties of copper and nickel used for these calculations and the
predicted average fragment sizes can be found in Tables A.3 and A.4 below. The fragment size
variation with strain rate and layer thickness can be found in the figures that follow.
Table A.3 Fragment size estimate for copper.

Input Parameters
Property
Symbol
Elastic Modulus
E
Shear Modulus
S
Tensile Yield
Y
Shear Yield
τy
Stress Intensity Factor
K1

Value
110
46
33.3
24.98
1.05

Units
GPa
GPa
MPa
MPa
MPa m0.5

Poisson's Ratio
Sound Speed

ν
Cs

0.343
3570

-m/s

Density
Strain Rate
Layer Thickness

ρ
έ
h0

8930
10000
2.0

kg/m3
s-1
mm

Mott Gamma
γ
90.0
Dislocation Density
ρ'
3.00E+14
Average Crack Path Width
wc
1.00E-07
Crack Path Volume
Vc
4.00E-13
Average Dislocation Spacing
δ
1.49E-05
Output Parameters - Linear Crack Velocity/Strain Rate
Crack Velocity
c
2.0E-04
Path Dislocation Count
N
8.0E+06
Characteristic Length, Mott
1.5*x0
1.37
Present Model, MD
2.0*xf
1.36
Present Model, F-H
2.0*xf
1.60
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-m-2
m
m3
m
m/s
-mm
mm
mm

Table A.4 Fragment size estimate for nickel.

Input Parameters
Property
Symbol
Elastic Modulus
E
Shear Modulus
S
Tensile Yield
Y
Shear Yield
τy
Stress Intensity Factor
K1

Value
207
76
59
44.25
1.87

Units
GPa
GPa
MPa
MPa
MPa m0.5

Poisson's Ratio
Sound Speed

ν
Cs

0.31
4970

-m/s

Density
Strain Rate
Layer Thickness

ρ
έ
h0

8880
10000
2.0

kg/m3
s-1
mm

Mott Gamma
γ
90.0
Dislocation Density
ρ'
5.00E+14
Average Crack Path Width
wc
1.00E-07
Crack Path Volume
Vc
4.00E-13
Average Dislocation Spacing
δ
1.26E-05
Output Parameters - Linear Crack Velocity/Strain Rate
Crack Velocity
c
1.0E-04
Path Dislocation Count
N
1.6E+07
Characteristic Length, Mott
1.5*x0
1.82
Characteristic Length, MD
2.0*xf
1.83
Present Model, F-H
2.0*xf
2.20

-m-2
m
m3
m
m/s
-mm
mm
mm

The Freund & Hutchinson predictions of crack velocity are compared to the MD results on
the interval of strain rates commonly resulting from explosively driven fragmentation [79], [80] in
Figs. 4.22 and 4.23 as applied to a 3 mm thick fragmentation sleeve.
Because the assumptions regarding the activation of internal fractures at dislocation sites
do not place limits on the bounding velocity, the MD approach is not feasible as pursued in this
work. It is likely that a similar process to the fracture nucleation and coalescence process of the
Mott fracture algorithm governs the physical evolution of these internal cracks. In order for the
MD approach to be viable in the long run, a more detailed model of void nucleation and growth at
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dislocation sites would have to be employed. This would add to the overhead of an already
computationally expensive approach. For this reason, the Freund & Hutchinson relationship was
selected as the most viable model of crack velocity and carried forward throughout the remainder
of the present research.
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APPENDIX B

B. NUMERIC MOTT ANALYSIS
NUMERIC MOTT ANALYSIS
B.3.

Introduction

In the course of the model developments documented here, a numeric implementation of
Mott’s graphical method was developed. This model was used extensively to gain insight into the
initiation, growth, and interaction of release waves. Initially, it was planned that this numeric model
would form the basis of the multi-layer distribution calculations.

Theoretical development

eventually yielded the analytic solutions, decreasing the attractiveness of a purely numeric method.
Even still, modified forms of the numeric model were used to provide early validation of the
energy-based distribution. This implementation will be discussed in detail in this appendix.
B.4.

Implementation Details

For the computational implementation of Mott’s graphical method, the hazard function
employed was an exponential law resulting in Gumbel statistics for strain to failure.

Again, for

multiple layers with the assumption that cracks will always transfer between layers, the probability
of fracture at a strain level is the sum of probabilities of fracture in either layer.
𝜆(𝜀) = 𝐶1 𝑒 𝛾1 𝜀 + 𝐶2 𝑒 𝛾2 𝜀

B.1

In Equation (B.1), 𝐶1 and 𝐶2 are relative weights on the two functions and γ1 and γ2 are the scatter
parameters for each material with a common strain scale measurement. The form of the fragment
number derivative with respect to average strain becomes
𝑑𝑁
= 𝑙𝐹(𝐶1 𝑒 𝛾1 𝜀 + 𝐶2 𝑒 𝛾2 𝜀 )
𝑑𝜀
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B.2

In Equation (B.2), F is the fraction of the cylinder covered in release waves. Applying a change of
variables, σ = 𝛾1 ε, this expression becomes
𝛾2
𝑑𝑁 𝑙𝐹
𝜎
= (𝐶1 𝑒 𝜎 + 𝐶2 𝑒 𝛾1 )
𝑑𝜎 𝛾1

B.3

Equation (B.3) can be rearranged to yield
𝛾2
𝑑𝑁
= 𝑙 (𝐶1 + 𝐶2 𝑒 𝛾1 ) 𝐹𝑒 𝜎
𝑑𝜎
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By Mott’s argument, the first fracture forms when 𝜎 = 𝜎0, which requires that
𝛾2

𝑙 (𝐶1 + 𝐶2 𝑒 𝛾1 ) 𝐹𝑒 𝜎0 = 1

B.5

For further fractures, then, dividing Equation (B.4) by Equation (B.5);
𝑑𝑁
1
=
𝑑𝜎
𝐹𝑒 𝜎−𝜎0
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Numeric calculation of the distribution in fragment sizes was implemented in the Python
programming language [81] and compared to previous results by Mott [3] and Grady [12]. The
algorithm for generating the Mott physics-based distribution is outlined below.
1.) A list of potential fracture sites is generated at random using Python’s random module.
The fracture sites are spaced by a maximum distance of 40 um and a minimum0 distance
of 40 nm, chosen as arbitrary limitations to ensure that enough sites are generated for model
convergence with available resources.
2.) Randomly located fractures are activated at incremental strain, as determined by the hazard
function.
3.) At each strain increment, the release wave position is calculated for each active fracture
and compared against the positions of all of the other propagating release waves to ensure
that overlap is not allowed to occur. If overlap is detected, the propagation in that direction
is switched off for both fractures involved. If an inactive fracture site is enveloped by a
release wave, then that site is locked against future activation.
4.) Release wave propagation is allowed to continue, with a new fracture activated at each
strain increment until the entire circumference of the expanding circle is covered by release
waves.
This algorithm was iterated until sufficiently smooth probability density curves were
generated from the sum of all results. The numeric model, iterated 4,000 times, is compared against
the Mott graphical solution in Figure B.1 below.
B:2

Figure B.1: Comparison of Mott graphical and present numeric distribution results.

The numeric implementation is disadvantaged, in that the distribution must be recalculated for a
given set of initial conditions, as opposed to the analytic model, which requires only the substitution
of the appropriate material constants and Weibull parameters.
The key difference between Mott’s original formulation and the energy-based formulation
is the way in which the fraction of material covered by release waves is calculated. Early validation
of the analytic function was accomplished by adding the wave position discontinuity into the
algorithm outlined above. The result of this modification is the comparison in Figure B.2 below.
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Figure B.2: Numeric model modified for fracture energy compared to analytic energy-based
solution. The two models are shown to produce similar distributions.

B:4

REFERENCES

C. REFERENCES
REFERENCES
[1]

D. Engelkemier and M. Stubbs, “AMER PIMS & No PIMS Comparison Summary
(unpublished),” Redstone Arsenal, AL, 2012.

[2]

J. T. Dehn, “Terminal effectiveness, vulnerability methodology and fragmentation warhead
optimization. I. A technical survey from an historic perspective,” 1980.

[3]

N. F. Mott, “Fragmentation of Shell Cases,” Proc. R. Soc. A Math. Phys. Eng. Sci., vol. 189,
no. 1018, pp. 300–308, May 1947.

[4]

J. Dehn, “Probability Formulas for Describing Fragment Size Distributions,” Jun. 1981.

[5]

M. E. Kipp and D. E. Grady, “Dynamic fracture growth and interaction in one dimension†,”
J. Mech. Phys. Solids, vol. 33, no. 4, pp. 399–415, Jan. 1985.

[6]

E. N. Dulaney and W. F. Brace, “Velocity Behavior of a Growing Crack,” J. Appl. Phys.,
vol. 31, no. 12, p. 2233, Jun. 1960.

[7]

L. A. Glenn and A. Chudnovsky, “Strain-energy effects on dynamic fragmentation,” J.
Appl. Phys., vol. 59, no. 4, p. 1379, Feb. 1986.

[8]

F. Zhou, J.-F. Molinari, and K. T. Ramesh, “Characteristic fragment size distributions in
dynamic fragmentation,” Appl. Phys. Lett., vol. 88, no. 26, p. 261918, Jun. 2006.

[9]

D. E. Grady, “FRAGMENTATION OF EXPANDING CYLINDERS AND THE
STATISTICAL THEORY OF N. F. MOTT,” pp. 799–803, 2002.

[10]

D. E. Grady, “The Statistical Fragmentation Theory of N. F. Mott,” AIP Conf. Proc., pp.
455–460, 2004.

[11]

D. E. Grady, Fragmentation of Rings and Shells: The Legacy of N.F. Mott. Springer Science
& Business Media, 2007.

[12]

D. E. Grady, “Fragmentation of solids under impulsive stress loading,” J. Geophys. Res.,
vol. 86, no. B2, p. 1047, 1981.

[13]

W. A. Johnson and R. F. Mehl, “Reaction kinetics in processes of nucleation and growth,”
Trans. Aime, vol. 135 (8), no. 396–415, 1939.

[14]

V. M. Gold, E. L. Baker, N. W. Koon, and J. M. Hirlinger, “A Method for Predicting
C:1

Fragmentation Characteristics of Natural and Preformed Explosive Fragmentation
Munitions,” p. 21, 2001.
[15]

V. M. Gold and E. L. Baker, “A model for fracture of explosively driven metal shells,” Eng.
Fract. Mech., vol. 75, no. 2, pp. 275–289, Jan. 2008.

[16]

V. M. Gold, “Engineering model for design of explosive fragmentation munitions,”
Program, 2007.

[17]

V. M. Gold and Y. Wu, “An Effect of Explosive Detonation Pressures on Fragmentation
Characteristics of Explosive Fragmentation Munitions,” Icf12, pp. 1–10, 2009.

[18]

V. M. Gold, Y. Wu, and W. J. Poulos, “Assessment of Fragmentation Performance of Blast
Enhanced Explosive Fragmentation Munitions,” Mil. Asp. Blast Shock, 2010.

[19]

A. W. Pike and Q. H. Zuo, “Geometric design consideration for controlled fragmentation
of metallic shells,” Finite Elem. Anal. Des., vol. 91, pp. 59–67, 2014.

[20]

D. E. Grady, L. T. Wilson, D. R. Reedal, L. D. Kuhns, M. E. Kipp, and J. W. Black,
“Comparing Alternate Approaches in the Scaling of Naturally Fragmenting Munitions,” no.
May, pp. 7–11, 2001.

[21]

R. W. Gurney, “The Initial Velocities of Fragments from Bombs, Shell, and Grenades,”
Aberdeen, MD, 1943.

[22]

N. F. . Mott and E. H. Linfoot, “A Theory of Fragmentation,” 1943.

[23]

C. C. Lienau, “Random fracture of a brittle solid,” J. Franklin Inst., vol. 221, no. 5, pp. 673–
686, May 1936.

[24]

P. Elek and S. Jaramaz, “Fragment Mass Distribution of Naturally Fragmenting Warheads,”
vol. 2, no. 4, pp. 129–135, 2009.

[25]

D. E. Grady and M. E. Kipp, “Geometric statistics and dynamic fragmentation,” J. Appl.
Phys., vol. 58, no. 3, p. 1210, Aug. 1985.

[26]

D. E. Grady, “Local inertial effects in dynamic fragmentation,” J. Appl. Phys., vol. 53, no.
1, p. 322, Jan. 1982.

[27]

D. E. Grady, “Length scales and size distributions in dynamic fragmentation,” Int. J. Fract.,
vol. 163, no. 1–2, pp. 85–99, 2010.

[28]

D. E. Grady, “Unifying role of dissipative action in the dynamic failure of solids,” J. Appl.
Phys., vol. 117, no. 16, p. 165905, 2015.

[29]

D. E. Grady and M. L. Olsen, “A statistics and energy based theory of dynamic
fragmentation,” Int. J. Impact Eng., vol. 29, no. 1–10, pp. 293–306, Dec. 2003.

[30]

D. E. Grady, “Particle size statistics in dynamic fragmentation,” J. Appl. Phys., vol. 68, no.
12, p. 6099, Dec. 1990.
C:2

[31]

A. Nichols (ed), “User’s Manual for ALE3D: An Arbitrary Lagrange/Eulerian 3D Code
System,” 2007.

[32]

J. Zukas (ed), High velocity impact dynamics. New York: Wiley, 1990.

[33]

G. R. Johnson and W. H. Cook, “A constitutive model and data for metals subjected to large
strains, high strain rates and high temperatures,” 7th International Symposium on Ballistics.
pp. 541–547, 1983.

[34]

G. R. Johnson and W. H. Cook, “Fracture characteristics of three metals subjected to various
strains, strain rates, temperatures and pressures,” Eng. Fract. Mech., vol. 21, no. 1, pp. 31–
48, 1985.

[35]

L. B. Freund and J. W. Hutchinson, “High strain-rate crack growth in rate-dependent plastic
solids,” J. Mech. Phys. Solids, vol. 33, no. 2, pp. 169–191, 1985.

[36]

L. B. Freund, J. W. Hutchinson, and P. S. Lam, “Analysis of high-strain-rate elastic-plastic
crack growth,” Eng. Fract. Mech., vol. 23, no. 1, pp. 119–129, Jan. 1986.

[37]

N. F. Mott, “Brittle fracture in mild steel plates,” Engineering, vol. 165, Jan. 1948.

[38]

Y. Gao, C. Lu, Y. Gao, C. Lu, A. K. Tieu, and H. Zhu, “Molecular Dynamics Simulation of
Crack Propagation on Different Slip Planes of BCC Iron,” in International Conference on
Nanoscience and Nanotechnology, 2008, no. February, pp. 25–29.

[39]

Y.-L. Li, W.-P. Wu, N.-L. Li, and Y. Qi, “Cohesive zone representation of crack and void
growth in single crystal nickel via molecular dynamics simulation,” Comput. Mater. Sci.,
vol. 104, pp. 212–218, 2015.

[40]

S. Plimpton, “Fast Parallel Algorithms for Short-Range Molecular Dynamics,” J. Comput.
Phys., vol. 117, no. 1, pp. 1–19, Mar. 1995.

[41]

A. Zahoor, “Closed Form Expressions for Fracture Mechanics Analysis of Cracked Pipes,”
J. Press. Vessel Technol., vol. 107, no. 203, pp. 1–3, 1985.

[42]

A. Pichugin, “Approximation of the Rayleigh wave speed,” People.Brunel.Ac.Uk, vol. 2,
no. January, pp. 1–5, 2008.

[43]

L. Rayleigh, “On Waves Propagated along the Plane Surface of an Elastic Solid,” Proc.
London Math. Soc., vol. s1–17, no. 1, pp. 4–11, 1885.

[44]

R. Birkeland, “On the Solution of Quintic Equations,” Comptes Rendus l’Academie des Sci.,
vol. 1370, no. 172, p. 309, 1920.

[45]

J. D. Seidt, A. Gilat, J. a. Klein, and J. R. Leach, “High Strain Rate , High Temperature
Constitutive and Failure Models for EOD Impact Scenarios,” SEM Annu. Conf. Expo. Exp.
Appl. Mech., no. 1, p. 15, 2007.

[46]

K. Kandananond, “Using the Response Surface Method to Optimize the Turning Process of
C:3

AISI 12L14 Steel,” Adv. Mech. Eng., vol. 2, no. 0, pp. 362406–362406, Jan. 2015.
[47]

J. Bijwe, U. S. Tewari, and P. Vasudevan, “Friction and wear studies of bulk
polyetherimide,” J. Mater. Sci., vol. 25, no. 1, pp. 548–556, Jan. 1990.

[48]

D. Pan, G. Kang, and H. Jiang, “Viscoelastic constitutive model for uniaxial time-dependent
ratcheting of polyetherimide polymer,” Polym. Eng. Sci., vol. 52, no. 9, pp. 1874–1881,
2012.

[49]

N. J. Mutter, “Characterization of Dynamic and Static Mechanical Behavior of
Polyetherimide,” University of Central Florida, 2012.

[50]

C. Neel and L. Chhabildas, “The Hugoniot and Strength of Ultem 1000 Polyetherimide,” J.
Dyn. Behav. Mater., vol. 1, no. 3, pp. 225–236, 2015.

[51]

G. I. Taylor, “The air wave surrounding an expanding sphere.,” Proc. R. Soc. London. Ser.
A Math. Phys. Sci., vol. 186, no. 1006, pp. 273–292, 1946.

[52]

T. Kimura and M. Tsutahara, “Analysis of compressible flows around a uniformly
expanding circular cylinder and sphere,” J. Fluid Mech., vol. 79, no. 04, p. 625, Apr. 1977.

[53]

H. Childs, “VisIt: An End-User Tool for Visualizing and Analyzing Very Large Data,” Dec.
2013.

[54]

“VisIt User’s Manual,” Livermore, CA, 2005.

[55]

“VisIt Python Interface Manual,” Livermore, CA, 2013.

[56]

J. K. Durrenberger, R. C. Becker, D. M. Goto, J. R. Neely, B. K. Wallin, K. Durrenberger,
R. Becker, D. Goto, R. Neely, and B. Wallin, “MatProps: Material Properties Database and
Associated Access Library MatProp: An XML Material Property Database and Associated
Access Library (Version 1.0),” 2007.

[57]

G. E. Romanczuk, J. M. Steen, D. J. Bissell, and J. D. Mcsweeney, “Visualization and
Analysis of Arena Data, Wound Ballistics Data, and Vulnerability/Lethality Data,”
Redstone Arsenal, AL, 2012.

[58]

N. R. Peterson and J. C. Sweitzer, “Composite Material Particle Impact Mitigation Sleeve
Testing,” Procedia Eng., vol. 103, pp. 475–481, 2015.

[59]

J. C. Sweitzer and N. R. Peterson, “Method for Prediction of Fragment Impact Response
Using Physics Based Modeling and Statistical Analysis,” Procedia Eng., vol. 103, pp. 601–
609, 2015.

[60]

E. L. Baker and A. R. Di Stasio, “Insensitive Munitions Technology Development,” Probl.
Mechatronics Armament, Aviat. Saf. Eng., vol. 4, no. 18, pp. 7–20, 2015.

[61]

Metals Handbook Vol.1 - Properties and Selection: Irons, Steels, and High-Performance
Alloys. ASM International, 1990.
C:4

[62]

J. R. Davis (ed), ASM Specialty Handbook - Carbon and Alloy Steels. Metals Park, OH:
ASM International, 1996.

[63]

P. D. Harvey (ed), Engineering Properties of Steels. Metals Park, OH: American Society
for Metals, 1982.

[64]

S. Elhami, M. R. Razfar, and M. Farahnakian, “Analytical, numerical and experimental
study of cutting force during thermally enhanced ultrasonic assisted milling of hardened
AISI 4140,” Int. J. Mech. Sci., vol. 103, pp. 158–171, 2015.

[65]

M. Hadad and B. Sadeghi, “Minimum quantity lubrication-MQL turning of AISI 4140 steel
alloy,” J. Clean. Prod., vol. 54, pp. 332–343, 2013.

[66]

M. Agmell, A. Ahadi, and J. E. Ståhl, “Identification of plasticity constants from orthogonal
cutting and inverse analysis,” Mech. Mater., vol. 77, pp. 43–51, 2014.

[67]

I. G. Cullis, P. Dunsmore, a. Harrison, I. Lewtas, and R. Townsley, “Numerical simulation
of the natural fragmentation of explosively loaded thick walled cylinders,” Def. Technol.,
vol. 10, no. 2, pp. 198–210, 2014.

[68]

S. M. Foiles, M. I. Baskes, and M. S. Daw, “Embedded-atom-method functions for the fcc
metals Cu, Ag, Au, Ni, Pd, Pt, and their alloys,” Phys. Rev. B, vol. 33, no. 12, pp. 7983–
7991, Jun. 1986.

[69]

M. A. Tschopp, S. P. Coleman, and D. L. McDowell, “Symmetric and asymmetric tilt grain
boundary structure and energy in Cu and Al (and transferability to other fcc metals),” Integr.
Mater. Manuf. Innov., vol. 4, no. 1, p. 11, Oct. 2015.

[70]

P. Lejcek, Grain Boundary Segregation in Metals. Springer Science & Business Media,
2010.

[71]

H. A. Colorado, A. Navarro, S. V. Prikhodko, J. M. Yang, N. Ghoniem, and V. Gupta,
“Ultrahigh strain-rate bending of copper nanopillars with laser-generated shock waves,” J.
Appl. Phys., vol. 114, no. 23, p. 233510, Dec. 2013.

[72]

S. A. Serebrinsky and J. R. Galvele, “Effect of the strain rate on stress corrosion crack
velocities in face-centred cubic alloys. A mechanistic interpretation,” Corros. Sci., vol. 46,
no. 3, pp. 591–612, Mar. 2004.

[73]

R. R. Karpp and W. W. Predebon, “Calculations of Fragment Velocities from Naturally
Fragmenting Munitions.,” Jul. 1975.

[74]

Y. Miyajima, S. Okubo, H. Abe, H. Okumura, T. Fujii, S. Onaka, and M. Kato, “Dislocation
density of pure copper processed by accumulative roll bonding and equal-channel angular
pressing,” Mater. Charact., vol. 104, pp. 101–106, 2015.

[75]

J. Jiang, T. B. Britton, and A. J. Wilkinson, “Evolution of dislocation density distributions
C:5

in copper during tensile deformation,” Acta Mater., vol. 61, no. 19, pp. 7227–7239, 2013.
[76]

H. Parvin and M. Kazeminezhad, “Development a dislocation density based model
considering the effect of stacking fault energy: Severe plastic deformation,” Comput. Mater.
Sci., vol. 95, pp. 250–255, Dec. 2014.

[77]

J. R. Davis (ed), ASM Specialty Handbook - Copper and Copper Alloys. Metals Park, OH:
ASM International, 2001.

[78]

Multiple, Metals Handbook, Vol.2 - Properties and Selection: Nonferrous Alloys and
Special-Purpose Materials, 10th ed. Metals Park, OH: ASM International, 1990.

[79]

J. F. Moxnes, A. K. Prytz, Ø. Frøyland, S. Skriudalen, S. Børve, and G. Ødegårdstuen,
“Strain rate dependency and fragmentation pattern of expanding warheads,” Def. Technol.,
vol. 11, no. 1, pp. 1–9, Mar. 2015.

[80]

G. Wenqi, L. Jinxu, L. Shukui, W. Yingchun, and J. Wei, “Microstructural evolution and
deformation mechanism of the 80W-20Cu alloy at ultra-high strain rates under explosive
loading,” Mater. Sci. Eng. A, vol. 572, pp. 36–44, Jun. 2013.

[81]

G. van Rossum and F. L. Drake, “The Python Language Reference Manual,” Mar. 2011.

C:6

