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Résumé et mots clés
Nous utilisons pour la réception des signaux FDMA une technique particulaire déterministe, associée à une
caractérisation des évanouissements dans le canal radiomobile. Cette caractérisation prend en compte l’effet
Doppler du canal et consiste en une base d’approximation minimale qui suffit à représenter le signal reçu. Les
paramètres inconnus associés à cette représentation doivent être estimés conjointement à la séquence de
symboles contenant le message. Le filtrage particulaire déterministe à maximum de vraisemblance est une
solution appropriée pour ce problème d’estimation/détection conjointe. Les résultats de simulation montrent
que le récepteur proposé est supérieur au PSP («Per-Survivor Processing») et que la probabilité d’erreur par
symbole tend vers l’optimum théorique, lorsque le nombre de particules augmente.
Canal multi-trajets évanescent, signaux FDMA, technique particulaire, estimation/détection conjointe à maxi-
mum de vraisemblance. 
Abstract and key words
We use for FDMA signals reception a deterministic particle technique associated to a characterization of fading in
wireless channels. This characterization takes into account the Doppler effect of the channel and consists of a minimal
approximation basis that is sufficient to represent the received signal. The unknown parameters associated to this
representation have to be estimated jointly to the symbol sequence containing the message. Maximum likelihood
deterministic particle filtering is an appropriate solution to this joint estimation/detection problem. Simulation results
show that the proposed receiver is superior to PSP (“Per-Survivor Processing”) and the symbol error probability tends
to the theoretical optimum when the number of particles increases.
Multipath fading channels, FDMA systems, particle technique, maximum likelihood joint estimation/detection.
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1. Introduction
Cet article concerne la réception de signaux en communications
radiomobiles pour canaux multi-trajets évanescents. Nous nous
intéressons, de manière spécifique, aux systèmes de communi-
cations à séparation en fréquence (FDMA), où chaque utilisa-
teur se voit attribuer une fréquence pour émettre.
Il est question ici, s’agissant de canaux non-stationnaires, d’es-
timation/détection conjointe symboles/paramètres. Le critère
sera celui à maximum de vraisemblance car la détection d’une
séquence à maximum de vraisemblance est optimale au sens où
elle minimise la probabilité d’erreur pour des séquences équi-
probables. L’optimum absolu est impraticable de par sa com-
plexité combinatoire. Toute solution pratique est nécessaire-
ment sous optimale au sens où elle vise le même objectif (mini-
miser la probabilité d’erreur) pour une complexité calculatoire
donnée.
Notons au passage que l’intégration de protocoles de transmis-
sion et de codage élaborés dans les systèmes de communica-
tions afin d’atteindre les performances requises à l’aide de
récepteurs usuels non conjoints a pour conséquence de réduire
les capacités de ces systèmes. 
Dans la littérature, il existe plusieurs techniques d’estimation/
détection conjointe, comme par exemple [1], [2], [3] utilisant la
technique d’estimation par échantillonnage d’importance, ou
[4], [5], [6] dans la lignée déterministe, dont la plus connue est
le PSP/MSP («Per Survivor Processing») [4]. Nous montrons
que, pour une capacité de calcul donnée, ses performances sont
très éloignées des performances atteignables par la technique
particulaire déterministe ci-après.
Dans cet article, une première partie est consacrée à la modéli-
sation du canal évanescent, sur laquelle sera basé le traitement
du signal reçu.
Dans la seconde partie, nous nous intéressons au problème d’es-
timation/détection conjointe des composantes à valeurs conti-
nues, et du bruit-source à valeurs discrètes de cardinalité finie.
Nous développons alors l’algorithme d’estimation particulaire
visant à atteindre les meilleures performances possibles en
terme de détection pour une complexité donnée (nombre de par-
ticules), après un bref rappel sur la technique de filtrage parti-
culaire déterministe à maximum de vraisemblance. Ses perfor-
mances, très proches des performances idéales pour une com-
plexité de calcul relativement faible, sont comparées à celles du
PSP.
2. Modélisation
Dans la lignée de [7], explicitons les différentes transformations
du signal à transmettre modulé en bande de base :
e(t) =
∑
l
ul p(t − lTs) (1)
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où {ul} est la séquence de symboles appartenant à un alphabet
de dimension finie et contenant le message à transmettre, p(t)
est la réponse impulsionnelle du filtre de transmission, et Ts est
la durée symbole. 
Après transmission à travers le canal, le signal équivalent reçu
en bande de base est exprimé par la forme intégrale :
r(t) =
∫ Tm
0
h(τ,t)e(t − τ)dτ + n(t) (2)
h(τ,t) étant la réponse impulsionnelle, variable avec le temps,
du canal, Tm est l’étalement temporel des multi-trajets et n(t)
est un bruit blanc additif gaussien complexe, de fonction d’au-
tocorrélation Rn(τ) = N0δ(τ) .
Soit y(t) le signal continu après filtrage linéaire d’entrée (filtre
adapté, passe-bas, etc) :
y(t) =
∫
r(t − ξ)g(ξ)dξ
=
∫ ∫ Tm
0
h(τ,t − ξ)e(t − ξ − τ)g(ξ)dτdξ
+
∫
n(t − ξ)g(ξ)dξ
=
∑
l
ul
∫ ∫ Tm
0
h(τ,t − ξ)p(t − τ − lTs − ξ)
g(ξ)dτdξ + n˜(t)
=
∑
l
ul h˜(t,t − lTs) + n˜(t)
(3)
où,
h˜(t1,t2) =
∫ ∫ Tm
0
h(τ,t1 − ξ)p(t2 − τ − ξ)g(ξ)dτdξ (4)
g(ξ) est la réponse impulsionnelle du filtre d’entrée et n˜(t) est
le bruit après filtrage.
Le signal reçu est échantillonné à la cadence Te = 1fe adaptée
au filtrage d’entrée. Les échantillons {yk = y(kTe)} ont pour
bruit additif {˜nk = n˜(kTe)}, séquence aléatoire gaussienne com-
plexe blanche de variance N˜0 = fe N0 , suivant les hypothèses
habituelles de l’optimisation correcte du filtre d’entrée et de
l’échantillonnage. Prenons Ts = λTe où λ est un entier. Notons
la nouvelle séquence d’information par :
bl =
{
ul/λ si l/λ est un entier
0 sinon
Le signal suréchantillonné s’écrit :
yk = y(kTe) =
∑
l
ul h˜(kTe,kTe − lTs) + n˜k
=
∑
l
bl h˜(kTe,(k − l)Te) + n˜k
=
∑
l
bk−l h˜k,l + n˜k
(5)
où h˜k,l = h˜(kTe,lTe).
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Les impulsions p(·) et g(·) étant en pratique considérées de
durées respectives finies Tp et Tg, la durée totale de h˜(t1,t2) en
t2 est Tp + Tg + Tm, et le nombre de symboles corrélés uk est
L + 1 =  Tm+Tp+TgTs 	 . (5) devient :
yk =
λL+λ−1∑
l=0
h˜k,lbk−l + n˜k (6)
2.1. Motivation des bases de représentation
La réponse déterministe h˜k,l du canal évanescent est non-
stationnaire, c’est-à-dire non réductible à la forme h∗k−l . Un tel
noyau peut néanmoins toujours se développer sous forme sépa-
rable en série de Karhunen-Loeve :
h˜k,l =
Lslot∑
m=0
λmφm(k)φm(l),0 ≤ k ≤ Lslot (7)
où (0,Lslot ) est l’intervalle de temps discret, λm et φm(·) sont
les valeurs propres et fonctions propres associées au noyau h˜k,l
en tant qu’opérateur, et l’on sait que son approximation en
norme sup revient à retenir les M valeurs propres dominantes,
sous la forme :
h˜k,l 
Lslot∑
m=0
φm(k)cm,l ,0 ≤ k ≤ Lslot (8)
avec cm,l = λmφm(l) . D’où l’idée plus générale de reporter les
variations du canal radiomobile dans une approximation
linéaire par projection sur M fonctions de base (M  Lslot),
judicieusement sélectionnées a priori, sans qu’il soit nécessaire
pour autant qu’elles soient la base de Karhunen-Loeve (fonc-
tions propres du noyau cherché) :
h˜k,l 
M∑
m=1
ψm(k)αm,l ,0 ≤ k ≤ Lslot (9)
le degré de liberté ainsi acquis étant reporté sur les coefficients
bi-indicés αm,l .
2.2. Choix de la base de représentation
D’un point de vue pratique, la base sélectionnée doit avoir deux
avantages : (a) caractériser le canal, (b) avec une séparabilité
d’ordre M réduit, c’est-à-dire avec peu de fonctions. La classe
de fonctions de base doit être choisie de façon telle que le point
(b) soit bien respecté, pour un bon compromis coût/perfor-
mance. Généralement, les fonctions ψm(·) sont séléctionnées
dans une base orthonormale: la base de Fourier est proposée
dans [8], [9], [10], [11], et les bases d’ondelettes pour une
approximation par multirésolution dans [12], [13]. La décom-
position dans la série de Fourier définit une extension pério-
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dique de h˜k,l pour k ∈ Z . Le nombre important de coefficients
de Fourier nécessaires provient de la singularité créée à k = 0
et k = Lslot par la périodisation. Comme il est bien connu, on
peut néanmoins obtenir une approximation harmonique réduite
pour la restriction d’une fonction régulière, à un support
(0,Lslot ), en l’immergeant dans la périodisation d’un support
plus large. Soit h¯k,l la fonction du temps discret k , périodique de
période (0,s × Lslot ), s > 1, telle que h¯k,l = h˜k,l pour
k ∈ (0,Lslot ). Si h¯k,l est suffisamment régulière, alors elle
admet une approximation réduite par projection sur les
M  Lslot composantes de plus basses fréquences de la série
de Fourier :
{e j
2πmk
s×(Lslot +1) }m∈Z, (10)
c’est-à-dire :
∑
|m|≤M/2
αm,l e
j 2πmk
s×(Lslot +1) (11)
Le nombre M de composantes nécessaires pour obtenir une
approximation réduite dépend du support fréquentiel de h¯k,l. Il
est montré dans [14] et plus loin que pour M = 3 et s = 10, les
variations du canal évanescent non-stationnaire en fonction du
temps sont représentées avec suffisamment de précision (pour
un étalement Doppler allant jusqu’à 500 Hz) pour que les per-
formances ne puissent être améliorées au-delà.
2.3. Modèle global
Le signal y(t) échantillonné à la cadence Te s’écrit :
yk =
M∑
m=1
ψm(k)
λL+λ−1∑
l=0
αm,lbk−l + n˜k,0 ≤ k ≤ Lslot (12)
On considère, sans perte de généralité, le signal reçu échan-
tillonné à la cadence Ts. Les variations du canal sont reportées
dans une représentation fixe par les vecteurs
{(ψm(0),. . . ,ψm(Lslot ))T }Mm=1. On désigne par fonctions de
représentation, les fonctions ρm,l, définies à l’aide des vecteurs
sélectionnés et des symboles du message, par :
ρm,l(k) = ψm(k)uk−l (13)
Notant α = (α1,0,. . . ,α1,L ,. . . . . . ,αM,0,. . . ,αM,L)T le vecteur
des paramètres, et xk = (ρ1,0(k),. . . ,ρ1,L(k),. . . . . . ,ρM,0(k),
. . . ,ρM,L(k))T le vecteur des fonctions de représentation à l’ins-
tant k , l’équation du signal reçu :
yk =
M∑
m=1
L∑
l=0
αm,lψm(k)uk−l + n˜k,0 ≤ k ≤ Lslot (14)
peut être mise sous la forme du système :
{
xk+1 = fk+1(xk,uk+1)
yk = αT xk + n˜k 0 ≤ k ≤ Lslot
(15)
Les symboles du message sont ici d’un alphabet Qaire, de façon
équiprobable.
3. Estimation/détection
conjointe à maximum
de vraisemblance
3.1. Principe
Au vu du système (15), il apparaît clairement que l’identifica-
tion du canal (équivalente à l’estimation du vecteur α) et la
détection du message ne peuvent être considérés comme dis-
tinctes, ni sur des horizons de temps distincts. Contrairement
aux structures de récepteurs conventionnelles où les paramètres
statiques représentant le canal, identifiés à l’aide d’une
séquence d’apprentissage sont considérés sans erreur, l’estima-
tion/détection conjointe apparaît nécessaire pour une réception
optimale quelque soit le critère. Le critère sera ici celui à maxi-
mum de vraisemblance.
On définit les séquences : Uk = {uτ }kτ=0, Yk = {yτ }kτ=0 et
Xk = {xτ }kτ=0. Soit {Uk(m)}Ns (k)m=1 l’ensemble des séquences
possibles où Ns(k) = Qk+1. L’estimateur conjoint à maximum
de vraisemblance :
Ûk = arg max
Uk (m)
m=1,...,Ns (k)
k∑
τ=1
L(yτ |Yτ−1,Xk(m)) (16)
s’écrit [15] :

Ûk = arg max
Uk (m)
m=1,...,Ns (k)
k∑
τ=1
[− log(P˜τ (m))
− 1
P˜τ (m)
(yτ − (̂ατ−1(m))T xτ (m))H
(yτ − (̂ατ−1(m))T xτ (m))]
sous la contrainte (18) (équations du filtre
de Kalman paramétré par la séquence m)
(17)

Kτ (m) = Pτ−1(m)xτ (m)((xτ (m))H Pτ−1(m)xτ (m) + N˜0)−1
Pτ (m) = Pτ−1(m) − Kτ (m)(xτ (m))H Pτ−1(m)
α̂τ (m) = α̂τ−1(m)+Kτ (m)(yτ −(̂ατ−1(m))T xτ (m))
(18)
avec P˜τ (m) = xτ (m)H Pτ−1(m)xτ (m) + N˜0.
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L’algorithme optimal (17), qui est la recherche exhaustive, est
inenvisageable car sa complexité croit exponentiellement avec
le temps en O(QLslot) [16]. L’expression du maximum de vrai-
semblance dans (17) utilise en effet chaque séquence message
candidate entière pour l’estimation paramétrique associée du
canal. Tout algorithme de complexité bornée est donc nécessai-
rement sous-optimal.
3.2. Antécédents
L’utilisation du critère à maximum de vraisemblance pour l’es-
timation/détection conjointe a été investiguée et traitée dans des
articles par Seshadri [16], Raheli et al. [4], Ghosh et Weber [5]
et Zervas et al. [6]. Les algorithmes référencés reposent sur
l’utilisation de l’algorithme de Viterbi. 
Les deux derniers opèrent d’une manière itérative : le récepteur
proposé dans [5] traite successivement la détection de la
séquence message par l’algorithme de Viterbi, et l’estimation
des paramètres du canal par les moindres carrés (en utilisant le
message décodé). Le «quantized-channel algorithm» dans [6]
opère sur une grille dans l’espace du canal. Il utilise plusieurs
algorithmes de Viterbi parallèles correspondants aux canaux
candidats. Le canal qui produit la plus faible énergie cumulée
des erreurs, est alors utilisé pour confiner les nouveaux canaux
candidats dans le voisinage du canal inconnu à estimer.
Le principe du PSP («Per Survivor Processing») [4] est que
l’estimation des paramètres inconnus aidée du message peut
être incorporée dans la structure de l’algorithme de Viterbi
même. Basé sur le même principe, l’algorithme de Seshadri est
un type d’algorithme de Viterbi généralisé, qui retient les K ≥ 1
meilleures estimées de la séquence message à chaque état du
treillis et les canaux estimés correspondants. Lorsque K > 1,
cet algorithme est aussi désigné par MSP («Multiple Survivor
Processing»).
Ces algorithmes ont été proposés pour la réception aveugle,
c’est-à-dire sans séquence d’apprentissage, à maximum de vrai-
semblance. Les performances du PSP pour un canal à évanouis-
sement de Rayleigh ont été évaluées dans plusieurs publica-
tions, par exemple [4], [17], [18], et l’application du PSP au
modèle incluant la représentation du canal par une base d’onde-
lettes périodiques figure dans [12].
4. Technique particulaire
déterministe à maximum
de vraisemblance
4.1. Rappel sur l’estimation particulaire
La technique d’estimation particulaire dont il est question ici est
déterministe et concerne l’optimisation au sens du maximum de
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vraisemblance trajectorielle. Elle consiste à construire la vrai-
semblance trajectorielle optimale du bruit-source à partir de
l’équation de Bellman dans le sens direct, au lieu de la probabi-
lité conditionnelle marginale de l’état courant à partir de son
générateur pour le filtrage à minimum de variance.
Concernant le filtrage à minimum de variance, on trouve en
1969/70 dans [19] et [20] les premières idées de techniques à la
Monte-Carlo, reprises par [21]. Toutefois, l’absence de redistri-
bution conduisait à la divergence temporelle des poids des par-
ticules.
Cette approche fut complétée en 1989 [22], [23] par une voie
indépendante (temps continu), interprétant le générateur des
équations du filtrage non-linéaire comme celui d’un processus
aléatoire de branchement d’une population particulaire, de taux
localement dépendant des observations. Ce type d’interprétation
est sans divergence lorsque la population particulaire est main-
tenue constante, et fut repris et développé en temps discret dans
[24] et [25]. Il fut la source d’un premier brevet sur les parti-
cules aléatoires de Dirac et Dirac-Gauss [26]. 
Bien que ces sources soient peu accessibles, elles sont connues
de la communauté française du particulaire. À l’étranger
d’autres chercheurs ont développé indépendamment des idées
similaires, sous d’autres appellations telles que le «bootstrap
filter» de [27], le « Monte Carlo filter» [28], [29] (pour cet état
des choses, voir [30]). 
Il s’avéra rapidement que l’aspect «Monte-Carlo» auquel était
associé la technique était non-seulement secondaire, mais nui-
sible : l’introduction d’un aléa externe dégrade séquentiellement
la convergence (en 1/√N au lieu de 1/N).
Ainsi, si la redistribution aléatoire multinomiale dans le
contexte à minimum variance est celle utilisée dans les pre-
mières applications [31], [32], [27], la redistribution détermi-
niste utilisant les parties entières de l’affectation multinomiale
est présente dès [33]. Celle, plus proche de l’optimum, utilisant
les parties demi-entières est présente dès [34]. L’optimum mul-
tinomial exact, à maximum de vraisemblance, est dérivé plus
tard dans [35]. Ces travaux demeurent motivés par l’estimation
d’état à minimum de variance, (à l’exception de [36] concernant
le maximum de vraisemblance mais toujours sous explora-
tion/sélection aléatoires).
Or la redistribution particulaire à maximum de vraisemblance
s’avère incohérente avec le minimum de variance. Celle-ci
s’avéra naturelle pour la formulation globale du filtrage à maxi-
mum de vraisemblance et fut brevetée dans [37]. Avec ou sans
extension aux particules gaussiennes généralisées [37], elle
confirma sa nette supériorité [38] en communications.
L’absence de tout tirage aléatoire réduit en effet le nombre de
particules nécessaires par rapport à la technique Monte-Carlo
[39]. Cela conduit à une procédure simple d’exploration/sélec-
tion qui s’avère très efficace, dans le cas d’information source à
valeurs discrètes, un fait commenté plus tard dans [40]. L’étude
approfondie est détaillée dans [14].
Dans le cas général comportant des bruits sources à valeurs
continues, cette même caractéristique s’obtient au moyen de
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particules de Gauss généralisées, selon une procédure égale-
ment déterministe [41] d’exploration de l’espace de probabilité.
4.2. Résolution particulaire déterministe
Préserver la structure de l’algorithme de Viterbi en estima-
tion/détection conjointe est une contrainte sans fondement,
puisque son optimalité discrète est rompue par la présence de
paramètres continus à estimer conjointement. Avec le principe
particulaire à maximum de vraisemblance, il est possible de
résoudre le problème globalement reformulé sous contrainte de
complexité bornée (nombre fini de particules). 
On explore l’espace des séquences de symboles avec N
séquences {Uik}Ni=1 appelées particules, où chacune transporte le
filtre optimal associé calculant {̂αiτ }kτ=0. La vraisemblance Lik de
chaque séquence particulaire Uik est, à une constante près :
Lik =
k∑
τ=1
[− log(P˜iτ ) −
1
P˜iτ
(yτ − (̂αiτ−1)T xiτ )H
(yτ − (̂αiτ−1)T xiτ ) + L(uiτ )]
(19)
Cette vraisemblance est utilisée pour limiter l’exploration com-
binatoire aux N particules courantes les plus vraisemblables.
L’estimateur à maximum de vraisemblance coincide avec la
séquence particulaire Uimaxk où imax = arg maxi L
i
k. Plus le
nombre de particules est élevé, mieux on approche l’optimum
théorique (inaccessible de manière réalisable).
À chaque instant k , l’algorithme particulaire à maximum de
vraisemblance détient N séquences {Uik}Ni=1. À l’instant k + 1,
puisque uk+1 appartient à un alphabet {a1,. . . ,aQ} de cardina-
lité Q, on calcule pour chaque particule i les Q vraisemblances
{Li, jk+1}Qj=1, correspondant aux hypothèses uik+1 = aj. Parmi les
QN séquences ainsi possibles jusqu’à l’instant k + 1, on sélec-
tionne les N séquences ayant les vraisemblances les plus éle-
vées. Contrairement à l’algorithme de Viterbi généralisé [16],
ou MSP, qui sélectionne un nombre donné de meilleures
séquences pour chaque état terminal discret du treillis, on peut
éliminer ici toutes les séquences pour un état terminal discret
donné, si leur vraisemblances ne sont pas favorables. 
Algorithme de réception particulaire 
1. Initialisation exhaustive :
Prenons N = QL I , de telle façon que l’initialisation des parti-
cules couvre toutes les séquences possibles sur L I.
Après initialisation, l’algorithme récursif de recherche démarre
à l’instant k = L I et comporte trois phases :
2. Calcul des vraisemblances :
À l’instant k , on dispose, pour chaque particule i dans
{1,. . . ,N }, de l’estimée α̂ik, de sa variance associée Pik , et de la
séquence Uik de vraisemblance Lik. Comme uik+1 appartient à un
alphabet {a1,. . . ,aQ} de cardinalité Q, on calcule les QN vrai-
semblances des séquences {{Uik ,uik+1 = aj }Qj=1}Ni=1 par l’équa-
tion récursive :
Li, jk+1 = Lik + L(yk+1|xik,uik+1 = aj ) = Lik − log(P˜i, jk+1)
− 1
P˜i, jk+1
(yk+1 − (̂αik)T fk+1(xik,aj ))H (yk+1 − (̂αik)T fk+1(xik,aj ))
(20)
où P˜i, jk+1 = fk+1(xik,aj )H Pik fk+1(xik,aj ) + N˜0.
3. Redistribution :
Le processus de redistribution consiste à retenir les N séquences
particulaires, parmi les QN possibilités, possédant les vraisem-
blances les plus élevées. Elles constituent l’échantillonnage à
maximum de vraisemblance de l’espace des probabilités condi-
tionnelles, conformément au passé. Les séquences restantes
sont de ce fait éliminées à ce stade. 
4. Estimation des paramètres :
Pour chaque séquence retenue Uik+1, la nouvelle estimation
récursive du vecteur des paramètres à l’instant k + 1 est donnée
par les équations du filtre de Kalman conditionnel à chaque par-
ticule :

K ik+1 = Pik xik+1((xik+1)H Pik xik+1 + N˜0)
−1
Pik+1 = Pik − K ik+1(xik+1)H Pik
α̂ik+1 = α̂ik + K ik+1(yk+1 − (̂αik)T xik+1)
(21)
k  k + 1
si k < Lslot retour en 2.
5. Sélection de la séquence à maximum de vraisemblance :
Finalement, à l’instant k = Lslot, la séquence à maximum de
vraisemblance est UimaxLslot où imax = arg maxi L
i
Lslot.
Remarque
Certaines idées à la base du récepteur particulaire peuvent être
interprétées comme étant similaires à celles présentes dans cer-
tains algorithmes de détection d’une séquence à maximum de
vraisemblance [42], [43], visant à réduire la complexité de l’al-
gorithme de Viterbi (optimal dans ce cas) lorsque le nombre
d’états résultant dans le diagramme en treillis est trop grand.
Bien que ces algorithmes ne s’adressent pas au problème d’es-
timation/détection conjointe, nous les rappelons et mettons en
évidence les limites de leurs similitudes avec le récepteur parti-
culaire. 
La sélection d’un nombre réduit de trajectoires parmi les trajec-
toires candidates à chaque étape d’un algorithme de détection
d’une séquence codée figure dans le «M algorithm» [42] où
seulement un nombre fixe M d’états sont sélectionnés pour évo-
luer vers d’autres états à l’étape suivante. Cette idée a été appli-
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quée dans l’algorithme ASA («Adaptive State Allocation»)
[43] en rendant M variable d’une étape à l’autre. L’algorithme
ASA associe deux moyens de réduire le nombre d’états à
chaque étape et réduire ainsi la complexité calculatoire associée
à la structure en treillis de l’algorithme de Viterbi. Le premier
moyen est la « fusion» des états qui consiste à combiner plu-
sieurs états en un seul, le processus inverse étant désigné par
«diffusion». Le second moyen est le «M algorithm» où Mi
états sont retenus parmi un nombre plus important Ni à l’étape
i. Plus précisément, les états éliminés sont ceux dont la vrai-
semblance associée est inférieure à une vraisemblance seuil
Vmin . À chaque étape i, il demeure une seule séquence survi-
vante pour chaque état final, par le principe d’optimalité de
Bellman. La stratégie de sélection du «M algorithm» ne s’opè-
re donc pas globalement sur les QMi−1 séquences candidates
mais sur les Ni états candidats.
Il apparait ainsi clairement que le récepteur particulaire n’est
pas l’incorporation de l’estimation de l’état continu du système
dans la structure d’un récepteur discret déjà existant. Au vu des
résultats présentés dans la dernière partie de cet article, cette
solution particulaire supplante en performance les autres algo-
rithmes, pour une complexité calculatoire donnée. 
5. Performances
du récepteur particulaire
déterministe
Afin d’évaluer les performances du récepteur, nous relevons la
probabilité d’erreur par bit (symbole binaire) d’information
(PEB) en fonction du rapport signal sur bruit (S/B). Étant donné
la complexité du récepteur, cette performance ne s’évalue pas
analytiquement. La PEB est estimée statistiquement par un
grand nombre de réalisations de la séquence du signal reçu dis-
tribuées selon la densité conjointe du canal et du message. 
5.1. Comparaison avec le PSP/MSP
Nous considérons une modulation binaire. Le canal est simulé
statistiquement par des réalisations indépendantes selon les
caractéristiques spectrales classiques [44]. La comparaison avec
le PSP est réalisée aussi bien en aveugle, qu’avec séquence
d’apprentissage. Les figures 1 et 2 présentent le format du slot
dans les deux cas. La longueur du slot est fixée à 148 bits et la
durée d’un bit à Ts = 4,7 µs . L’étalement temporel des multi-
trajets ainsi que les filtres d’émission et d’entrée sont supposés
de durées essentiellement finies telles que L = 3. Les 2 × 3
bits, placés en début et en fin de slot, sont appelés bits de
contrôle, et servent, réciproquement, à initialiser et terminer la
réception d’un slot pour une mémoire de canal L = 3. Les
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courbes de performances représentent la PEB en fonction du
rapport S/B. 
On considère tout d’abord le cas où le canal est invariant avec le
temps, c’est-à-dire l’étalement Doppler Bd = 0, puis le cas où
le canal est évanescent. Pour ce dernier l’étalement Doppler
considéré est Bd = 500 Hz (ce qui correspond à une vitesse de
déplacement de 300 Km/h pour une fréquence porteuse de
1800MHz).
Nous utilisons ici pour estimer le canal évanescent, l’approxi-
mation linéaire dans la série harmonique {e j
2πmk
s×(Lslot +1) }|m|≤M/2
où s = 10 et M = 3. Le long de chaque séquence particulaire
ainsi que chaque séquence du treillis, on estime ainsi
M × (L + 1) = 12 paramètres. 
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Le nombre d’états du treillis pour le PSP est 2L . Pour L = 3, le
récepteur particulaire à 8 particules a la même complexité cal-
culatoire. De même, on détermine que le MSP (ou algorithme
de Seshadri) avec S = 2 possède la même complexité que le
récepteur particulaire à 16 particules. Les performances des
deux récepteurs seront donc comparées à complexités égales.
5.1.1. Comparaison en aveugle
Il est évident à partir des figures 3 et 4 que le récepteur basé sur
le filtrage particulaire à maximum de vraisemblance est plus
proche de l’optimalité que le PSP. Le PSP perd 3 dB de perfor-
mances par rapport au récepteur particulaire pour une probabi-
Figure 1. Format du slot en aveugle. Figure 2. Format du slot avec séquence
d’apprentissage.
Figure 3. Comparaison des performances en
aveugle dans le cas où le canal est invariant avec le temps
(a) Comparaison entre le PSP et le récepteur particulaire avec
N = 8
(b) Comparaison entre le MSP ou Algorithme de
Seshadri avec S = 2 et le récepteur particulaire avec N = 16.
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Figure 4. Comparaison des performances en
aveugle pour un canal évanescent
(a) Comparaison entre le PSP et le récepteur particulaire avec
N = 8
(b) Comparaison entre le MSP ou Algorithme de
Seshadri avec S = 2 et le récepteur particulaire avec N = 16.
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lité d’erreur par bit (PEB) de l’ordre de 1.15 × 10−1 lorsque le
canal ne varie pas avec le temps figure 3 (a), et 12 dB à PEB
≈ 2.3 × 10−2 .
Lorsque le canal est évanescent, il y a davantage de paramètres
à estimer conjointement à la détection, et par conséquent les
performances des deux récepteurs (figure 4) diminuent par rap-
port aux performances à canal constant. Cependant, les pertes
de performances du PSP/MSP sont plus importantes. Dans ce
cas, le PSP perd 4 dB à PEB ≈ 1.15 × 10−1 et 12 dB à PEB
≈ 2 × 10−2 figure 4 (a).
Lorsqu’on augmente la complexité (les ressources calcula-
toires) des deux récepteurs, la perte de performances en dB du
MSP par rapport au récepteur particulaire s’estompe asymptoti-
quement avec la ressource calculatoire tout en restant uniformé-
ment dominée. Par exemple, elle est de 1.5 dB de perte à PEB
≈ 1.7 × 10−2 et de 4.5 dB à PEB ≈ 1.1 × 10−3 , lorsque le
canal est constant, figure 3 (b).
L’augmentation de complexité tend à estomper la sous optima-
lité du processus de sélection du PSP/MSP. En effet, lorsque le
nombre de particules et le nombre de séquences survivantes
S × 2L du MSP atteignent le nombre de séquences possibles,
les deux récepteurs sont équivalents à la recherche exhaustive.
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5.1.2. Comparaison avec séquence d’apprentissage
Lorsque le canal est invariant avec le temps, figure 5, et identi-
fié par séquence d’apprentissage, la supériorité du récepteur
particulaire est évidemment marginale : elle est très faible à
8particules sur le PSP de même complexité, et nulle sur le
récepteur à 16 particules, qui enregistre les mêmes performan-
ces que le MSP équivalent. Ceci s’explique par la séquence
d’apprentissage aidant à estimer le canal, qui rapproche le PSP
de l’optimum, c’est-à-dire l’algorithme de Viterbi à paramètres
du canal connus, lorsque celui-ci est invariant.
Lorsque le canal varie avec le temps, figure 6, la séquence d’ap-
prentissage est moins efficace sur le PSP. Elle aide marginale-
ment à améliorer ses performances ainsi que celles du récepteur
particulaire. Dans ce cas les paramètres à estimer dépendent en
effet de toute la séquence, et la sélection particulaire à maxi-
mum de vraisemblance s’avère à nouveau plus performante en
accord avec les résultats représentés par les figures 3 et 4.
5.2. Performances en fonction du nombre de particules
Ici, nous représentons les performances du récepteur particu-
laire en fonction du nombre de particules avec séquence d’ap-
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Figure 5. Comparaison des performances avec
séquence d’apprentissage dans le cas où le canal est invariant
avec le temps
(a) Comparaison entre le PSP et le récepteur
particulaire avec N = 8
(b) Comparaison entre le MSP ou Algorithme de Seshadri
avec S = 2 et le récepteur particulaire avec N = 16.
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Figure 6. Comparaison des performances avec
séquence d’apprentissage pour un canal évanescent
(a) Comparaison entre le PSP et le récepteur particulaire avec
N = 8
(b) Comparaison entre le MSP ou Algorithme de Seshadri
avec S = 2 et le récepteur particulaire avec N = 16.
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prentissage et également en aveugle, pour deux cas de canaux
évanescents : Bd = 500 Hz et Bd = 100 Hz. Les conditions de
simulation sont encore les mêmes que dans 5.1.
Les performances en aveugle sont représentées figures 9
(Bd = 500 Hz) et 10 (Bd = 100 Hz). Les performances avec
séquence d’apprentissage sont représentées figures 7
(Bd = 500 Hz) et 8 (Bd = 100 Hz). Elles ont été évaluées pour
N = 8,16 et 32 particules, le canal étant représenté par les
M = 3 composantes de plus basses fréquences de la série har-
monique {e j
2πmk
s×(Lslot +1) }|m|≤M/2 , où s = 10.
Nous représentons également sur ces figures, à titre de compa-
raison avec des performances idéales, les courbes de PEB de
l’algorithme de Viterbi utilisant la connaissance exacte du canal
(Il s’agit bien entendu de bornes inférieures plus faibles que
l’optimum à recherche exhaustive pour canal inconnu). 
Bien évidemment, dans tous les cas, l’augmentation du nombre
de particules améliore les performances du récepteur. 
5.2.1. Performances avec séquence d’apprentissage
Dans le cas où l’estimation du canal est aidée initialement par
une séquence d’apprentissage, la progression en performances
lorsqu’on passe de N = 8 à 16 et à 32 particules est de très
faible gain. De plus, les performances avec 16 et 32 particules
sont quasiment identiques à partir d’un certain rapport S/B
(S/B= 11 dB à Bd = 500 Hz et S/B = 7 dB à Bd = 100 Hz).
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Figure 7. Performances du récepteur particulaire
(N = 8,16,32 ), avec séquence d’apprentissage, pour un canal
évanescent (Bd = 500 Hz).
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Figure 8. Performances du récepteur particulaire
(N = 8,16,32 ), avec séquence d’apprentissage, pour un canal
évanescent (Bd = 100 Hz). 
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Figure 9. Performances du récepteur particulaire
(N = 8,16,32 ), en aveugle, pour un canal évanescent
(Bd = 500 Hz).
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Par rapport à l’algorithme de Viterbi à canal connu, la perte de
performance du récepteur particulaire pour N = 32 particules
est :
• Pour Bd = 500 Hz,
≈ 3 dB à PEB = 10−1 ,
≈ 0.5 dB à PEB = 10−2 ,
≈ 0.25 dB à PEB = 10−3 et 10−4.
• Pour Bd = 100 Hz,
≈ 2 dB à PEB = 10−1 ,
≈ 0.5 dB à PEB = 10−2 ,
≈ 0.25 dB à PEB = 10−3 et 10−4.
Ceci signifie que les performances du récepteur particulaire
avec séquence d’apprentissage tendent très rapidement avec N
vers les performances optimales.
5.2.2. Performances en aveugle
Lorsque le récepteur particulaire est aveugle (exempt de
séquence d’apprentissage), la convergence de ses performances
avec N, vers les performances optimales, reste rapide (bien que
naturellement plus lente qu’avec séquence d’apprentissage).
Dans ce cas, le récepteur à N = 32 particules enregistre les
pertes suivantes, par rapport à l’algorithme de Viterbi à canal
connu :
• Pour Bd = 500 Hz,
≈ 2 dB à PEB = 10−2 et 10−3,
≈ 1.6 dB à PEB = 10−4 .
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• Pour Bd = 100 Hz,
≈ 1 dB à PEB = 10−2 ,
≈ 0.7 dB à PEB = 10−3 ,
≈ 0.5 dB à PEB = 10−4 .
6. Conclusion
Cet article montre l’efficacité de la technique particulaire déter-
ministe ([37], [38]) dans l’estimation conjointe symboles/para-
mètres, au sens du maximum de vraisemblance, pour les com-
munications radiomobiles à multi-trajets évanescents.
S’appuyant sur une base de représentation paramétrique suffi-
samment générale du canal, la procédure utilise une ressource
de calcul finie (N particules) pour explorer la combinatoire
croissante du message, au moyen de réaffectations conserva-
tives, au sens du maximum de vraisemblance. La comparaison
avec les algorithmes existants montre un net accroissement de
performances, ainsi que la proximité asymptotique de l’opti-
mum absolu.
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