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Abstract 
Many problems in tracking control have been identified over the years, such as the 
availability of systems states, the presence of noise and system uncertainties, and speed 
of response, just to name a few. This thesis is concerned with developing novel integrated 
control and estimation algorithms to overcome some of these problems in order to 
achieve an efficient tracking performance. Since there are some significant advantages 
associated with Sliding Mode Control (SMC) or Variable Structure Control (VSC), (fast 
regulation rate and robustness to uncertainties), this research reviews and extends new 
filtering concepts for state estimation, referred to as the Variable Structure Filter (VSF) 
and Smooth Variable Structure Filter (SVSF). These are based on the philosophy of 
Sliding Mode Control. 
The VSF filter is designed to estimate some of the states of a plant when noise and 
uncertainties are presented. This is accomplished by refining an estimate of the states in 
an iterative fashion using two filter gains, one based on a noiseless system with no 
uncertainties and the second gain which reflects these uncertainties. The VSF is 
combined “seamlessly” with the Sliding Mode Controller to produce an integrated 
controller called a Sliding Mode Controller and Filter (SMCF). This new controller is 
shown to be a robust and effective integrated control strategy for linear systems. For 
nonlinear systems, a novel integrated control strategy called the Smooth Sliding Mode 
Controller and Filter (SSMCF), fuses the SMC and SVSF in a particular form to address 
nonlinearities. The gain term in the SVSF is redefined to form a new algorithm called the 
“SVSF with revised gain” in order to obtain a better estimation performance. Its 
performance is compared to that of the Extended Kalman Filter (EKF) when applied to a 
particular nonlinear plant. 
The SMCF and SSMCF are applied to the experimental prototype of a precision 
positioning hydraulic system called an ElectroHydraulic Actuator (EHA) system. The 
EHA system is known to display nonlinear characteristics but can approximate linear 
behavior under certain operating conditions, making it ideal to test the robustness of the 
proposed controllers. 
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The main conclusion drawn in this research was that the SMCF and SSMCF as 
developed and implemented, do exhibit robust and high performance state estimation and 
trajectory tracking control given modeling uncertainties and noise. The controllers were 
applied to a prototype EHA which demonstrated the use of the controllers in a “real 
world” application. It was also concluded that the application of the concepts of VSC for 
the controller can alleviate a challenging mechanical problem caused by a slip-stick 
characteristic in friction. Another conclusion is that the revised form of the SVSF could 
obtain robust and fast state estimation for nonlinear systems. 
The original contributions of the research include: i) proposing the SMCF and 
SSMCF, ii) applying the Sliding Mode Controller to suppress cross-over oscillations 
caused by the slip-stick characteristics in friction which often occur in mechanical 
systems, iii) the first application of the SVSF for state estimation and iv) a comparative 
study of the SVSF and Extended Kalman Filter (EKF) to the EHA demonstrating the 
superiority of the SVSF for state estimation performance under both steady-state and 
transient conditions for the application considered. 
The dissertation is written in a paper format unlike the traditional Ph.D thesis 
manuscript. The content of the thesis discourse is based on five manuscripts which are 
appended at the end of the thesis. Fundamental principles and concepts associated with 
SMC, VSF, SVSF and the fused controllers are introduced. For each paper, the 
objectives, approaches, typical results, conclusions and major contributions are presented. 
Major conclusions are summarized and original contributions reiterated. 
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Chapter 1 
Introduction 
There exist a wide variety of applications using hydraulic control systems in 
industrial motion systems, such as robotics, machining plants, mining systems, special 
purpose machines, and so on [1]. Controlling hydraulic systems is always a challenge due 
to the presence of nonlinearities which arise from fundamental behavioral properties such 
as fluid compressibility (due to entrained air, mechanical compliance, dependency on 
pressure, and temperature), complex flow properties of hydraulic valves (such as pressure 
losses, transient and turbulent flow conditions), and friction characteristics in hydraulic 
actuators (due to the combined properties of static, coulomb and viscous friction – slip 
stick). These challenges are compounded by temporal and operating point parameter 
variations, and by the presence of measurement and system noise in practical hydraulic 
applications. Thus, for hydraulic control systems, uncertainties do exist and hence control 
of these systems over a wide range of operating points and loading conditions is often 
very difficult to do. 
Classical feedback controls (those which are readily tuned manually) are usually 
applied to deterministic systems (ones without uncertainties). Advanced (model-based) 
control methods are necessary if high-performance motion control (such as trajectory 
tracking or model following) is required on stochastic (uncertain or ill defined) systems. 
Some of these advanced control methods demonstrate robustness in the presence of 
model and parameter uncertainties and are able to successfully control even when system 
states and parameters must be estimated. 
The objective of this study is to present a novel form of advanced control using 
concepts based on Sliding Mode Control (SMC) or Variable Structure Control (VSC), 
which has the capability of controlling a nonlinear plant in the presence of uncertainties 
associated with parameter estimation and modeling errors. The controller is applied to 
tracking control of a special hydraulic positioning system which displays many nonlinear 
characteristics and has shown high positioning accuracy (in the range of 100 nanometers) 
[2]. The system is called an ElectroHydraulic Actuator (EHA) system. In this system, not 
all of the actual output trajectories states (or “full states”) can be monitored. Thus, it is 
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necessary to design an “observer”, or “online filter”, to compute an estimate of the entire 
state vector when provided with limited measurements of some of the states of the 
system. The study employs a recently proposed robust state and parameter estimation 
strategy, referred to as the Variable Structure Filter (VSF) and Smooth Variable Structure 
Filter (SVSF), in conjunction with SMC, to estimate non-measurable states for the 
tracking controller, (i.e. full-state feedback), and to control the EHA to follow a set of 
desired inputs patterns.  
The format of this thesis is to first introduce the basic concepts behind the SMC, 
VSF, SVSF, the Sliding Mode Controller and Filter (SMCF), the Smooth Sliding Mode 
Controller and Filter (SSMCF) and Extended Kalman Filter (EKF). This introduction 
contains minimal mathematical derivations. Also, the system of the EHA to which the 
new controller is applied, is described. 
In Chapter 3, a summary of five manuscripts pertinent to the research is presented. 
This summary contains the manuscripts objectives, approaches, important results, 
conclusions and significant contributions 
Chapter 4 presents overall conclusions and restates the major research contributions 
of this study. 
The Appendices present a compendium of the five manuscripts referred to in the main 
body. 
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Chapter 2 
Reviews of Basic Concepts 
The section will first describe the application of interest, the ElectroHydraulic 
Actuator (EHA) system, and then introduce the concepts of VSC, VSF and SVSF etc. 
The mathematics is kept to a minimum with emphasis being placed on the related 
physical concepts. Details of the equations and their derivations are provided in the 
appended publications and are referenced accordingly. 
 
2.1 The ElectroHydraulic Actuator (EHA) System 
There are two basic types of hydraulic transmission systems used in industry to 
transfer energy by converting mechanical energy to fluid energy, and then back to 
mechanical energy: valve controlled and pump controlled hydraulic systems. Valve 
control is perhaps the most common way to modulate speed of the actuator (load). But 
this approach has some disadvantages: lower power efficiency (due to pressure drops 
across the control valve), bulkiness (more components), greater leakage (in the valve 
itself), and the need to use expensive servo valves. The second approach is to use the 
pump itself to change the flow rate (and hence the velocity of the load) eliminating 
pressure drops across a controller orifice (the valve). However, this approach does require 
additional components for pump control and so trade-offs are often required in assessing 
the relative benefits of either approach. 
The EHA is a typical pump controlled hydraulic system. The EHA system is based on 
the principle of closed circuit hydraulic transmission and is shown in Figure 2-1 with a 
schematic representation shown in Figure 2-2. Fluid is delivered by the variable 
displacement pump directly to the actuator (symmetric and equal piston area in this case) 
with the exiting fluid being transferred directly back to the pump inlet. The system is thus 
defined as being “closed” as opposed to an “open” system in which fluid is delivered to a 
reservoir and then to the pump inlet. An accumulator is located down stream to the 
actuator motion to ensure that the average return line pressure does not drop resulting in 
cavitation due to external leakage. The amount of fluid delivered can be varied either by 
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changing the “displacement” of the pump (via a swash plate) or by varying the “driving” 
speed of the pump. In this application, a speed controlled pump was used. 
A particular EHA system was designed and extensively investigated by Habibi et al 
[3, 4, 5], in which a symmetric linear actuator (flow in equals flow out) was used. This 
particular EHA system was capable of moving a load of 20 kg with sub-micron accuracy 
(100 nanometers) and large stroke (10 cm). As mentioned above, a variable speed pump 
was used to directly regulate the movement of a hydraulic cylinder (see Figure 2-2). The 
main constituents of the EHA are: an electrical motor, a bi-directional gear pump, a 
symmetrical actuator, pressure and position sensors, and an inner accumulator sub-
circuit. The electric motor was controlled using an inner loop high gain feedback system 
to remove dead zone problems [5]. 
 
 
Figure 2-1 The EHA Prototype 
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Figure 2-2 Schematic of the Electrohydraulic Actuator (EHA) 
 
Many control studies on the EHA system have been completed. Linear and nonlinear 
models have been developed and control strategies implemented. A standard proportional 
controller, a variable gain controller and a fuzzy controller have all been successfully 
applied to the control of the EHA system [5, 6, 7]. However, the focus of these studies 
has been on the accurate positioning of the actuator and to a lesser extent on the speed of 
response of the system. There has been very little research on controlling the tracking 
capabilities of the EHA system in terms of position, velocity and acceleration and it is 
with this challenge in mind that this research was initiated. 
To facilitate the control of the EHA system, the overall system model can be 
represented as a simple linearized model [5] at some specified operating condition. The 
mathematical model of the dominant dynamics of the EHA system can be represented by 
a third order discrete-time state-space function as [8]: 
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 [ ] kk XZ 001= , (2.2) 
where the state vector is ][ 221 xxxX =  and its elements represent the position, 
velocity, and acceleration of the load in the EHA system, the input ku  is the hydraulic 
pump speed, and nhω  is the natural frequency of the system ( sradnh /198=ω for this 
application), hζ  is the hydraulic damping ratio ( 1.0=hζ ), hκ  is the hydraulic system gain 
( 41034.3 −×=hκ ), and sT  is the sampling rate ( sTs 001.0= ). 
 6 
 
It is worthy to note the output matrix [ ]001=H  signifies that only the position of 
load may be directly measured by a transducer (in this case an optical encoder in the 
practical system). It is true that velocity and acceleration, can be calculated through 
differentiation but the results would be extremely noisy. The use of traditional filters can 
rectify this situation somewhat but usually at the expense of time delays. Thus, it is very 
desirable to be able to estimate these states in a more accurate fashion. 
As mentioned above, there are many nonlinearities which influence the EHA 
operation. One very important nonlinearity is associated with the friction characteristics 
of the actuator. For the EHA prototype fabricated by Habibi et al [3], the friction 
characteristics were measured and are shown in Figure 2-3. Models for the EHA system 
described by Eqs. (2.1) and (2.2) assume viscous friction (shown as dot-dash lines in 
Figure 2-3). The reality is that the friction is dominated by a combination of coulomb, 
static and viscous friction [9]. Based on the actual friction characteristics, a nonlinear 
state space model for the EHA system was developed and is given as [10]: 
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where 321 ,, www  are system noise. For this system, the coefficients were determined to be: 
,713 −=a  ,390002 =a  ,210011 =a  ,161012 =a  5.313 =a , 1.13=b . 
Eqs. (2.1), (2.2) and (2.3) form the model that the new VSF/SVSF and SMC were 
based. Eq. (2.3) could not be directly applied to the SVSF which required the system 
model to be continuously differentiable. The mathematical approach which was used to 
overcome this limitation is the subject of one of the appended manuscript C [11]. 
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Figure 2-3 Experimental friction in the EHA actuator and showing a linear and quadratic 
approximation [9] 
 
 
2.2 The Basic Concepts of SMC 
To facilitate the discussion of SMC, the following section will consider the classical 
control and model based control approaches. This will assist in showing how the SMC, 
the VSF, and the SVSF operate are developed. The discussion limits the mathematical 
development of the control and filter strategies and concentrates on “block diagram” 
representations to illustrate the concepts and ideas. Rigorous mathematical proofs of the 
developments of filter gains and control stability are referred to the appended papers. 
 
Classical Control: 
Depending on the complexity and the linearity of the plant, a first approach to control 
design is based on “classical control” strategies to control the states of the plant. The 
purpose of the control law in a closed-loop system is to input appropriate reference 
signals to the plant in order to force the output states to follow the desired inputs in a 
stable and accurate fashion, i.e., force the error signals to reach zero. A block diagram of 
the controller and feedback system is shown in Figure 2-4.  
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Figure 2-4 A simple “classical” feedback control loop 
 
As stated above, this classical control form is designed to force the system output 
states to follow the desired inputs based on error signals only. However, this controller 
does not contain any information about the plant and responds only to the error signal, its 
derivative and/or its integral; it is called a “non-model-based” controller. Simplistic 
approaches to tuning of the controller gains would include a trial and error approach and 
the structured tuning procedures such as the Ziegler-Nichols method [12]. However, the 
classical controller is not “robust” in terms of performance and stability since its design 
does not usually directly take into account the existence of external perturbations such as 
noise. 
From Figure 2-4, defining the error signal between the desired input dX  and output 
X  as: 
 XXe d −= , (2.4) 
a control law can be formulated in the form of a classical PID controller as: 
 eKedtKeKu DIP &++= ∫ , (2.5) 
where DIP KKK ,,  are constant gains. 
 
Model-based “Classical” PID Control: 
If the dynamics of the plant are known and accurately explained by a model, then the 
PID control algorithm could be designed to reflect the dynamics of the plant 
mathematically and to provide a control signal which would force the plant to follow the 
desired states in a very efficient manner. Classic methods such as root locus and 
frequency response may be used in the design of the controller. To illustrate this, consider 
the following. In the state-space form, and in the absence of external disturbances, a 
typical linear model of a plant may be represented as: 
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 BuAXX +=& , (2.6) 
where A  and B  are the system and input matrices which are constant, X  is the state 
vector, and u  is the input. Parameters from the dynamic model of Eq. (2.6) are not only 
used to compute values of controller PID gains (via transfer function and performance 
constraints), but are also used to provide insight into controller design from parameters 
such as loop sample time [1]. 
When a model of a plant is used in conjunction with the classical PID controller to 
design the performance of the plant analytically, this approach has been defined as a 
“classical model-based” PID controller [13]. This approach is illustrated in block diagram 
form in Figure 2-5. 
 
 
 
Figure 2-5 Model-based classical PID control 
 
The model defined by Eq. (2.6) is assumed to be a “good” mathematical 
representation of the dynamics of the plant, and parameters from the plant model are used 
in the control algorithm directly. But these equations do not provide a comprehensive 
consideration of uncertainties which exist in a practical plant. Therefore, the “model-
based” PID controller does not directly account for uncertainties. 
 
Advanced Control: 
When the controller is not in the traditional PID format but still requires the use of a 
plant model defined by Eq. (2.6), then this type of controller has been classified as an 
“advanced” controller [13]. As in model-based PID controllers, advanced model-based 
controllers require a model of the plant, obtained either through analytical modeling 
techniques or through identification techniques. Both the model order and the model 
coefficients must be “estimated”. It becomes a challenge to be able to do so accurately 
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and online (online because the loading conditions may change during operation, changing 
the order of the system, for example). 
If the system model order is consistent with the plant dynamics, if the parameter 
values are reasonably defined and if all the states are accurately measured, the outputs of 
the plant and the model would be very close when subjected to the same inputs. Then an 
advanced model-based controller can be designed to restrict the plant’s dynamical 
behavior to follow the desired states within the accuracy of the model and within the 
“saturation” limits of the plant. 
To demonstrate this approach, define some error function as: 
 CeS = , (2.7) 
where e  is the error signal, and , 0≠C , is some constant vector containing the elements 
which are the coefficients describing the desired dynamics and relationships between the 
all state errors. It should be noted that choosing the most appropriate C  represent a 
challenge to this type of approach. This is discussed in greater detail in the appended 
manuscripts A, B, and E [14, 15, 16]. 
The objective of the control law is to make the actual states or output, X , reach the 
desired states or input as close as possible. Figure 2-6 shows the “reaching path” of an 
error signal as it progresses to zero (forced by the feedback control law). With reference 
to this figure, in the initial time 0t , the error signal 0>−= XXe d , and the error is 
approaching zero in a downward direction, i.e. the gradient of the reaching path (or the 
derivative of the error signal) 0<e& . At 1t , 0=e , but derivative of the error is still 
negative. At 2t , the error 0<e , but 0=e& . At 3t , the error 0=e , but 0>e& . This 
switching of the sign of e&  occurs until nt , where the error is equal to zero, 0=e , and 
0=e& . At this point, the desired output states follows the desired input states. 
Consequently, two conditions defined as the “reaching conditions” of error signals can be 
described as [17]: 
 XX d =  (because 0=e ), (2.8) 
and 
 XX d && =  (because 0=e& ). (2.9) 
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Figure 2-6 Reaching conditions of error signals 
 
S  defined as in Eq. (2.7) is essentially a reflection of Eqs (2.8) and (2.9) can thus be 
written as: 
 0=S , (2.10) 
and 
 0=S& . (2.11) 
From Eqs. (2.4), (2.7), (2.11), 
 0)( =− XXC d && . (2.12) 
Substituting Eq. (2.6) into Eq. (2.12) yields: 
 0)( =−− BuAXXC d& . (2.13) 
Solving for u , the control law may be derived as: 
 )()( 1 AXXCCBu d −= − & . (2.14) 
For the control of a plant without uncertainties, the control law u  can be defined as 
an equivalent control equ , that is: 
 )()( 1 AXXCCBu deq −= − & , (2.15) 
where 0≠C . 
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The control block diagram is illustrated in Figure 2-7. It is evident that the controller 
requires information about the plant parameters, the output states, the desired states and 
the term C .  
 
 
Figure 2-7 Advanced control strategy 
 
 
Sliding Mode Control: 
The equivalent control defined in Eq. (2.15) does not account for uncertainties which 
include such things as errors in model order, parameter errors, non–accounted for 
nonlinearities and system noise. As a first approximation, all the uncertainties may be 
lumped together such that the linear model of Eq. (2.6) may be represented as [18]: 
 wBuAXX ++=& , (2.16) 
where w  is the lumped system uncertainties. The block diagram of the control strategy 
can be represented as shown in Figure 2-8 (compared to Figure 2-5): 
 
 
Figure 2-8 Advanced control strategy for systems with uncertainties 
 
Due to the existence of system uncertainties, the system model of Eq. (2.16) is not 
known exactly because w  is random and unknown in the real plant. However, it is 
reasonable to assume that in practice, the uncertainties w  have some maximum limit (an 
upper bound). If one designs for this upper bound, then the worst case has been 
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accounted for. Thus the uncertainty is less than this upper bound, the system, may be 
“over compensated” to some degree. 
From Eqs. (2.12) and (2.16): 
 0)()( =−−−=−= wBuAXXCXXCS dd &&&& . (2.17) 
Thus, the control law may be derived as: 
 )()( 1 wAXXCCBu d −−= − & . (2.18) 
Using the definition of equivalent control (Eq. (2.15)), Eq. (2.18) can be written as: 
 CwCBuu eq
1)( −−= . (2.19) 
Thus, the control signal needs something “extra” beside equ  to force 0=S  and 
0=S& . The control strategy diagram can be represented as shown in Figure 2-9. As will 
be shown, this diagram forms the basis of a sliding mode controller (SMC). 
 
 
 
Figure 2-9 Sliding Mode Control Strategy 
 
In Figure 2-9, the challenge is to define a controller which can create a control signal 
consisting of the uncertain term CwCB 1−  and equ . The problem is that the system 
uncertainties, w , are not known. It is known that if there are no uncertainties, the 
equivalent control equ  is able to make the function 0)( =−= XXCS d , i.e. 0=− XX d &&  
as discussed previously. If matrices A , and B  are defined (recognizing that any errors in 
estimating, measuring or specifying these parameters are included in w ), then equ  is 
known. Thus, XX d − can be written in terms of w , that is, 
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 wXX d =− . (2.20) 
Since S  is equal to )( XXC d −  for C  not equal to zero, then the error function S  
has the same sign as the uncertainty term w  such that: 
 ⎩⎨
⎧
−−
++
Sw
Sw
      then  ,  If
      then  ,  If
, (2.21) 
where “+” and “-” represent when the values are positive or negative. 
Although the uncertainty term w  is unknown, it may be assumed the uncertainties are 
upper bounded by the constant maxw . Thus the actual w  is always less than this value and 
hence w  can be written as: 
 maxww ABS ≤ , (2.22) 
where 
ABS
 is the absolute value, and maxw  is the absolute maximum value of 
uncertainties. 
Following the form of Eq. (2.19) the controller can be defined as: 
 uuu eq Δ+= , (2.23) 
where )()( 1 AXXCCBu deq −= − & , and 
 )sgn(SKu =Δ , where max1)( CwCBK −−≥ , (2.24) 
where sgn( )is the signum function, and K  is a constant. 
The control law of Eq. (2.23) includes two parts: equivalent control equ  and 
“switching control” uΔ  (whose value is dependent on the changing of the sign of the 
function S ). Such a control strategy is commonly referred to as a Sliding Mode Control 
(SMC). The objective of SMC is the same as for classical controllers, i.e., force the 
output states to follow the desired input states. However, the SMC is a model-based 
control strategy in which the controller structure and gains are designed based on the 
system model. For stochastic systems, uncertainties associated with parameter variations, 
unknown nonlinear terms, and system and measurement noise exist. Since most of the 
uncertainties are random in nature, the error signal could be positive or negative. Thus 
since BC,  and maxw  are constant parameters, the switching control is essentially of the 
“bang-bang” type and its sign is dependent on the sign of S  (and hence the error 
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associated with the uncertainties). Because of the bang-bang nature of uΔ , the control 
input can be considered as “discrete” and the set of discrete control inputs is defined as 
the “switching control”, uΔ . 
When the system errors equal zero, the plant follows the desired trajectory. Under 
these conditions 0=S , and the system state trajectory follows the desired trajectory and 
is restricted to lie on what is called the “sliding surface” (or “switching surface”) 0=S . 
The function S  defined in Eq. (2.7) is called the “switching function”. It must be 
emphasized that since maxw  is assumed constant and uΔ is given by )sgn(SKu =Δ , the 
switching control will produce a switching signal as the actual states oscillate about the 
desired values. 
The function of the SMC is to produce a discontinuous control signal (due to uΔ ) 
which forces the system states to repeatedly cross and then immediately re-cross the 
sliding surface until it finally slides along the surface 0=S . This kind of motion is 
referred to as “sliding motion”. 
In sliding mode, due to the discontinuous characteristics of uΔ , the states would 
“switch” about the sliding surface rather than lie directly on it. This switching can occur 
at a high frequency and is called “chattering”. This form of input signal to the plant is 
highly undesirable, because it can excite un-modeled high-frequency plant dynamics. In 
the thesis, the term “switching” refers to the oscillatory action that the signal makes about 
the desired path. The word “chattering” will be also used to describe the high frequency 
oscillation around the sliding surface. To reduce chattering, the “smoothing boundary 
layer solution” developed in [19] is applied to the control law of SMC. What this term 
means is that within the boundary layer, the control action is “smooth” or continuous as 
opposed to an abrupt bang-bang form outside the boundary, in which a discontinuous 
control action is applied to achieve the reaching conditions. Thus, the saturation function 
),( ΨSsat  is used to replace the sign function )sgn(S  inside of boundary layer, Ψ≤S , 
such that: 
 
⎩⎨
⎧
≤ΨΨ
>ΨΨ=Ψ
1|/|for           ,/
1|/|for   ),/sgn(
),(
SS
SS
Ssat . (2.25) 
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To illustrate the sliding motion, consider a simple model of a mass damper (M-D) 
system with the external disturbance d  is described as: 
 duBvvM f +=+& , (2.26) 
where M  is the system mass, B  the coefficient of damping, and fu  a control input.  
Using the above equations, the SMC control signal for the M-D system can be 
defined: 
 )sgn()sgn( SBvvMSuu deqff ηη −+=−= & , (2.27) 
where sgn is the signum function, and η  is a positive number which is satisfied with 
|| d≥η , and the external disturbance d is thus assumed to be bounded.  
The sliding motion for this example is illustrated in Figure 2-10. 
 
 
Figure 2-10 Sliding Mode of the M-D system (Note the switching action is of the bang-
bang type both outside and inside the boundary layer) 
 
Initially in Figure 2-10, the plant states are at some initial value and hence the error 
can be large. The SMC does have knowledge of what these states are (either by direct 
measurement or by some form of estimation scheme). The dynamics defined by the states 
in the SMC are embedded both in equ  and in the “switching function” S  (that is since 
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)( XXCS d −= , the plant dynamics are defined by the state equations of X ). From 
some initial point on one of the surfaces, (labeled as subspace 0>S  or 0<S  in Figure 
2-10), the sliding surface separates the phase plane into two subspaces i.e. 0>S  or 
0<S . Thus, the control signal will assume different values depending on the two 
subspaces in the phase plane. The SMC will then try to force the states to follow the 
desired path by first pushing the states towards the predetermined sliding surface 0=S  
and then attempting to ensure that the trajectory will oscillate about the sliding surface. 
Because of uncertainties in the system, the controller can never really achieve the 0=S  
curve but can oscillate about this condition as the desired input signal follows its desired 
path.  
If in the proceeding example, the saturation function replaces the signum function in 
the uΔ  term, then the oscillation will damp out.  
It should be noted that the controller based on the SMC can be developed even 
though the model of the plant is in fact nonlinear. However, the mathematics is very 
complex and hence its derivation and final form is left to the appended manuscripts A 
and E [14, 16]. The control signal still consists of two parts: one based on the assumption 
of no uncertainties, and the second term to compensate for uncertainties. The 
nonlinearities of the model can be discrete, for instance, Eq. (2.3), in which the coulomb 
and static friction are considered. 
 
 
2.3 Introduction to the VSF and SVSF 
2.3.1 Variable Structure Filter 
Consider a linear plant without uncertainties as shown in Figure 2-5. The dynamic 
behavior of the plant can be described by n  states, i.e. [ ]naaaa xxxX ,,, 21 L= . The model 
of system is represented by Eq. (2.6). Using the approach of “forward difference” 
approximation skikii Txxx /)( 1 −= +& , where ,,2,1 ni L=  and sT  is the sampling rate, the 
discrete model of the plant is: 
 kkk GuXX +Φ=+1 , (2.28) 
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where 1+=Φ ATs , BTG s= , k  is the time step, [ ]TnxxxX ,,, 21 L=  is the state vector, 
and [ ]Tnuuuu ,,, 21 L=  is the input. 
In practice, not all state variables can be measured due to the cost, accuracy, or 
availability of appropriate transducers, which means that the number of the measured 
states is less than the total number of states. This output model can be described by the 
transducer matrix or output matrix H  as: 
 kk HXZ = , (2.29) 
where the output matrix H  is nm×  (where nm ≤ ), and TmzzzZ ],,,[ 21 L=  is the 
output vector. This implies that only m  outputs can be measured, which is less than the 
total number of states, n . 
In some of tracking control problems, all the states are needed for feedback in order 
to compare the reference (desired) inputs to those of the output states so that the control 
signal to the plant can be adjusted in an appropriate fashion. To accommodate this, a state 
“estimator” or “observer” can be used to predict the plant output states based on a model 
of the plant. Based on Eq (2.28), a “noiseless estimate model” of the plant is defined and 
can be written as: 
 kkkkk GuXX +Φ=+ ||1 ˆˆ , (2.30) 
where “^” means estimate states, and “ kk |1+ ” means “unrefined” (or priori) states at the 
1+k  time step, and “ kk | ” means “refined” (or posteriori) states at the k th step. Unrefined 
in this sense means that the estimates of the state have not been adjusted at the beginning 
of the estimation cycle. Refined means that the states estimates have been adjusted by 
some form at that point. 
The output of the noiseless estimate model is given by: 
 kkkk XHZ |1|1 ˆˆ ++ = . (2.31) 
From Eq. (2.30), the unrefined states of the plant for the beginning of the next cycle 
are calculated using the refined states of the previous step. The problem is how to obtain 
the refined states.  
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Consider Figure 2-11, the plant and the model equations are subjected to the same 
input. The outputs are the actual states aX  ( n elements) and the unrefined states 1|ˆ −kkX  
( n elements). Since the model of the plant cannot exactly describe the plant, there are 
some differences between aX  and 1|ˆ −kkX  which may be defined as the estimate state 
error, that is: 
 1|1|
ˆ −− −= kkakkf XXe , (2.32) 
where 
1| −kkfe  is an 1×n  vector. Note that this is not shown in Figure 2-11. 
 
 
Figure 2-11 Estimation process of a linear plant without uncertainties 
 
Because only m  outputs can be measured, outputs kmZ  ( m elements) from the plant 
and 1|ˆ −kkZ  ( m elements) calculated from model, are used to obtain the estimated output 
errors 
1| −kkzfe  (shown in Figure 2-11). 1| −kkzfe  is also a vector including m elements, such 
that: 
 1|1|
ˆ −− −= kkkmkkzf ZZe , (2.33) 
where 
 kakm HXZ = , (2.34) 
 1|1| ˆˆ −− = kkkk XHZ . (2.35) 
Thus, 
 )ˆ( 1|1| −− −= kkkakkzf XXHe . (2.36) 
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The objective of the estimation process is as follows: using a gain, kK , compensate 
the unrefined states 1|ˆ −kkX   to obtain the refined states kkX |ˆ  as shown in Figure 2-11, such 
that, 
 kkkkk KXX += −1|| ˆˆ . (2.37) 
The gain kK  can be defined in many ways and is usually as a function of the estimate 
state error 
1| −kkfe , that is: 
 
1| −⋅= kkfk eK γ , (2.38) 
where γ  is some “tuning” gain, and kK  is a 1×n  vector. 
Combining Eqs. (2.32) and (2.36) yields: 
 
1|1|1|
ˆ
−
+
−− =−= kkzfkkkakkf eHXXe , (2.39) 
where +H  is the pseudo inverse matrix of H . A pseudo inverse is required because H  
may not be a square matrix. 
Substituting Eq. (2.39) into Eq. (2.38) yields 
 
1| −
+⋅=
kkzfk
eHK γ . (2.40) 
Following the approach that was used in the introduction to the SMC, a switching 
function following the form of Eq. (2.7) is defined as: 
 
1| −= kkzff eS . (2.41) 
Note that in this case, 1=C . In the case of the SMC, the 0=S  sliding surface was 
used as a basis for the output states to track the desired states. For estimation, the 0=fS  
surface is used as a basis for the estimated states to track the actual states.  
The sliding surface of 0=fS  separates the phase plane into two subspaces i.e. 
0>fS  or 0<fS  as was the case for SMC. The compensator gain of kK  assumes 
different values depending on which of the two subspaces in the phase plane the 
estimated error lies. kK  will then force the estimated states kkX |ˆ  to repeatedly cross and 
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follow the path of the actual states aX . For the VSF, the value of kK  is dependent on the 
sign of estimate output error 
1| −kkzfe . Thus, Eq. (2.40) can be written as: 
 )sgn(||
1|1| −−
+⋅=
kkzfABSkkzfk
eeHK γ , (2.42) 
where 
ABS
 is the absolute value, and sgn is the signum function. Details of this 
derivation are provided in the appended manuscript A [14]. 
For the estimation of a plant without uncertainties, the compensated gain kK  can be 
defined as an “equivalent” filter gain 
keq
K , that is: 
 )sgn(||
1|1| −−
+⋅=
kkzfABSkkzfkeq
eeHK γ . (2.43) 
It is useful to note the similarities in the “philosophy” behind the equ  term for the 
SMC. The derivation of the equivalent filter gain 
keq
K  uses only the output estimate 
model of Eq. (2.31), not the noiseless system estimate model of Eq. (2.30). 
The equivalent filter gain defined in Eq. (2.43) does not account for system 
uncertainties w  (which were included in Eq. (2.16)). The discrete model of the plant can 
be derived from Eq. (2.16) using the “forward difference” approximation method as: 
 kkkk WGuXX ++Φ=+1 , (2.44) 
where 1+=Φ ATs , BTG s= , wTW sk = , k  is the time step, sT  is the sampling time. 
Due to the existence of measured noise caused by the transducer or the feedback loop, 
the output model of the plant is written as: 
 kkk VHXZ += , (2.45) 
where kV  ( 1×m ) is the measured noise. 
The system uncertainties kW  and measured noises kV  are both unknown random 
signals. In order to estimate the states, the noiseless estimate model of Eqs. (2.30) and 
(2.31) is the only available model that can be used. It means that the compensator gain 
kK  must be redefined somehow to reflect the uncertainties in order to achieve a better 
“refining performance”. As was done in the SMC, it is assumed the system uncertainties 
kW  and measurement noise kV  are upper limited, such that, 
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 maxWW ABSk ≤ , (2.46) 
and 
 maxVV ABSk ≤ , (2.47) 
where 
ABS
 is the absolute value, and “ max ” means the maximum value. 
The estimation process with uncertainties now included, is shown in Figure 2-12. kK  
is now defined as a function of the upper bounds of system uncertainties and 
measurement noise. Following the same form as was adopted for the SMC, the gain kK  
is partitioned into two parts such that: 
 kkeqk KKK Δ+= , (2.48) 
where )sgn(||
1| −
+⋅=
kkzfABSkzfkeq
eeHK γ  is the equivalent filter gain, and kKΔ  is the 
switching filter gain and: 
 )sgn()(
1|max2max1 −+=Δ kkzfk eWFVFK , (2.49) 
where ABSABSABS HIHHF ||)||[(
11
1
+−+− ⋅Φ+⋅ΦΦ=  and ABSABSHHF || 112 −+− Φ⋅ΦΦ= , 
(refer to the appended manuscript A [14]). 
It should be noted that the switching filter gain kKΔ  is derived from the noiseless 
system estimate model of Eq. (2.30) and output estimate model Eq. (2.31) as well. 
Derivation of these terms are deferred to the appended paper A, but the form is quite 
similar to the uΔ of the SMC. It is should be noted that the switching filter gain kKΔ  is 
calculated based on the upper bound of uncertainties maxW  and maxV . These terms will 
cause the estimated states to always switch around the actual states with the same 
magnitude even when the estimate errors approach zero. However, the same strategy used 
in the VSC can be applied to kKΔ for the filter. The )sgn( 1| −kkzfe  in Eq. (2.49) can be 
substituted by )(
1| −kkzfesat  to suppress the chattering and force the estimate error to 
approach zero. 
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Figure 2-12 Estimation process of an uncertain plant 
 
This kind of estimate strategy has been defined as the Variable Structure Filter (VSF) 
[20]. As has been illustrated, the VSF is conceptually similar to that of the SMC. The 
VSF uses a discontinuous gain kK  (defined as the VSF gain) to refine the estimated 
states kkX |ˆ  to follow the actual states kaX  in an oscillatory fashion along the sliding 
surface 0
1|
== −kkzff eS . Since there exist uncertainties in the real plant, the VSF gain is 
composed of an equivalent filter gain 
keq
K  and switching filter gain kKΔ . The switching 
gain forces the estimates to oscillate about the sliding surface. 
2.3.2 Smooth Variable Structure Filter 
The above sections have all assumed a linear plant with and without disturbances. If 
nonlinearities exist in a plant and cannot be ignored, a nonlinear model should be used to 
represent the system. This study considers a class of nonlinear systems having a state 
model nonlinear in the state vector )(⋅X and linear in the control vector )(⋅u of the form, 
such that: 
 
)()()())((         
)](,),([)(
twtutXbtXf
twutXFtX
++=
=
)(
&
, (2.50) 
where t  is the process time, [ ]Tn txtxtxtX )(,),(),()( 21 L=  is a 1×n  state vector, 
[ ]Tn tXbtXbtXbtXb ))((,)),(()),(())(( 21 L=  is an 1×n  linear input matrix. )(tu  is the 
input signal and [ ]Tn twtwtwtw )(,),(),()( 21 L=  is a time-dependent disturbance with a 
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known upper bound. )(⋅F  is a general form of a nonlinear function, and 
[ ]Tn tXftXftXftXf ))((,)),(()),(())(( 21 L=  is a nonlinear function determining the 
system characteristics. In this class of nonlinear systems, the control input u  is fed into 
the system through the linear matrix ))(( tXb  as opposed to being fed through the 
function )(⋅F  directly. The nonlinear vector is of the form that makes the nonlinear 
systems controllable [21]. 
The output of the plant is related to the states by the equation: 
 )()()( tvtHXtZ += , (2.51) 
where [ ]Tm tztztztZ )(,),(),()( 21 L=  is the 1×m  output vector, H  is the nm×  constant 
output matrix. Because many of the states cannot be measured, nm ≤ . 
A discrete model of the plant can be derived by using the “forward difference” 
approximation and is given by: 
 kkkskskk W)ub(XT)f(XTXX +++=+1 , (2.52) 
where )(twTW sk =  is the system uncertainty, sT  is the sampling time, and k  represents 
the time instant. 
The discrete-time form of Eq. (2.51) may be expressed as: 
 kkk VHXZ += , (2.53) 
where )(tvVk = . 
As mentioned, only m  outputs are available in the plant. However, n  states have to 
be known and fed back in order to implement tracking control; thus, an “estimator” or 
“observer” for a nonlinear system is required. The equation for the “noiseless estimate 
model” which reflects nonlinearities without uncertainties becomes: 
 kkkskkskkkk )uXb(T)Xf(TXX ||||1 ˆˆˆˆ ++=+ , (2.54) 
where “^” means estimate states, and “ kk |1+ ” means unrefined (or priori) states at the 
1+k  time step, and “ kk | ” means refined states at the k th step. The estimation output 
model is given by: 
 kkkk XHZ |1|1 ˆˆ ++ = . (2.55) 
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The new equations which reflect plant nonlinearities in the model are illustrated in the 
block diagram of Figure 2-13. 
 
 
Figure 2-13 Estimation process of a nonlinear plant 
 
As before, the plant contains model and noise uncertainties kW  and kV . Using the 
same approach as for the VSF, the refined states kkX |ˆ  is refined by a filter gain, kKs  
based on the unrefined states 1|ˆ −kkX , such that, 
 kkkkk KsXX += −1|| ˆˆ . (2.56) 
It is useful to compare this form to that of the VSF ( kkkkk KXX += −1|| ˆˆ ). The gain 
kKs  is defined as a summation of two parts in the same format as the VSF (see Eq. 
(2.48)), such that, 
 kkeqk KsKsKs Δ+= , (2.57) 
where the equivalent filter gain 
keq
Ks  is defined in the same form as Eq. (2.43) (because 
the nonlinear system (Eq. 2.55) has the same noiseless estimate output model as with the 
linear system (Eq. (2.31)): 
 )sgn(||
1|1| −−
+⋅=
kkzfABSkkzfkeq
eeHKs γ , (2.58) 
and )ˆ( 1|1| −− −= kkkakkzf XXHe . 
The challenge was to define a new “switching filter” gain kKsΔ  which could reflect 
the plant nonlinearities and uncertainties. One could certainly use Eq. (2.49) as in the 
 26 
 
case of the VSF. However, the use of max2max1 WFVF +  times the signum function of the 
error still creates a final solution which oscillates about the sliding path. A different form 
of kKsΔ  was sought which would not contain constants associated with the upper limits 
maxW  and maxV . It was felt that a logical term to incorporate into the kKsΔ  term would be 
the error itself since as the error approaches zero, so would the magnitude of the 
switching function (see Eq. 2.60).  
The estimation process is a “computing iteration” process. Thus the refined output 
error for the last time step can be calculated and is defined as: 
 )ˆ( 1|111|1 −−−−− −= kkkakkzf XXHe . (2.59) 
Note that the term of 
1|1 −− kkzfe  is the last time step refined error which reflects the 
differences between the actual states and estimated states, caused by nonlinearities, 
system uncertainties and noise. In order to compensate for the uncertainty terms and to 
facilitate the mathematical calculations, the switching filter gain is now assumed to have 
a proportional relationship with 
1|1 −− kkzfe  . Using the relationship defined by Eq. (2.39), 
kKsΔ  was defined as: 
 )sgn(||
1|1|1 −−−
+⋅=Δ
kkzfABSkkzfk
eeHKs ρ , (2.60) 
where ρ  is a gain which is to be tuned. Detailed mathematical justification is presented 
in the appended paper C.  
The compensator gain for a plant with modelled nonlinearities becomes: 
 
)sgn()|||(|        
1|1|11| −−−−
+ Π+=
Δ+=
kkzfABSkkzfABSkkzf
kkeqk
eeeH
KsKsKs
, (2.61) 
where Π  is a “lumped” tuning gain reflecting the gains ρ  and γ . 
The estimation strategy used in Eqs. (2.56) and (2.61) has been defined as the 
“Smooth Variable Structure Filter” (SVSF), [22]. The term “Smooth” refers to the fact 
that the nonlinearity must be smooth (continuous and differentiable). The gain of kKs  is 
called the SVSF gain, and uses the estimated output error and the output error value at 
one step earlier, to refine the states calculated from the nonlinear noiseless estimated 
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model. Since the switching filter gain kKsΔ  is a function of the refined output errors at 
the last time step, the magnitude of ABSkkzfe || 1|1 −−  will decrease and tend to decrease the 
chattering associated with the SVSF along the sliding surface 
1| −= kkzff eS  as the time 
step is increased. Thus the magnitude of the switching function decreases with error and 
hence time. Also, the signum function of )sgn(
1| −kkzfe  can be substituted by the 
),(
1|
Ψ−kkzfesat , which will force the estimated error to decrease as well. Thus, it can be 
seen that the SVSF should converge very quickly to the sliding surface (compared to the 
VSF). 
It may be incorrectly concluded that the SVSF can achieve a better estimation 
performance than the VSF can for all linear and nonlinear plants. The mathematical 
calculation of 
1| −kkzfe  and 1|1 −− kkzfe  requires that the model of the plant must be 
continuously differentiable or “smooth” [23]. The SVSF may be applied to a linear plant 
because it is continuously differentiable but it would take much more “mathematical 
work” (and hence computational time) than would be the case for the VSF. For some 
nonlinear cases, such as a mechanical system involving static or coulomb friction, the 
SVSF cannot be used unlike the SMC which can accommodate discontinuous 
nonlinearities. (Note: as will be shown, by making such friction characteristics 
approximately continuous at zero velocity, the SVSF can be applied). To reiterate, the 
SVSF can only be used on linear or nonlinear systems whose models are composed of 
infinitely differentiable functions. 
 
 
2.4 Integration of the SMC with the VSF or SVSF 
As stated in Chapter 1, the control problem becomes one of employing an estimation 
technique to feedback the whole set of states to the control algorithm. This control 
strategy is called “full-state feedback” control and is illustrated schematically in Figure 2-
14. In this figure, the controller requires both the model and all the states ( 1×n ). 
However, only m  outputs mZ  can be measured. The estimated outputs Zˆ  ( 1×m ) of the 
non-measured states may be calculated from the estimate model of the plant (linear or 
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nonlinear). The estimate output error zfe  ( 1×m ) feeds into the estimator for state 
estimation. The whole set of estimated states Xˆ  ( 1×n ) are refined by the estimator and 
compared with the desired input dX  ( 1×n ). The tracking error signal e  ( 1×n ) between 
desired input dX  and the estimated states Xˆ , is input into the controller in order to force 
the output of the plant to follow the desired input.  
 
 
Figure 2-14 Full-state feedback control 
 
In Figure 2-14, the estimate output error zfe  and tracking error e  are fed into the 
estimator and controller respectively. The objectives of the controller and estimator are to 
force the tracking error e  and estimation error zfe  to be minimum in a very small time 
frame. It is possible to achieve this objective in an efficient manner if the controller and 
estimator are “integrated” as an observer-based controller (that is, the estimation and 
control are done by the same algorithm). Analyzing the properties of this kind of 
integrated controller based on the basic SMC philosophy has only received limited 
attention [24]. Some initial work using a sliding mode controller and an asymptotic 
observer appeared in [25]. In this candidate’s research, an objective was therefore to 
integrate the controller and estimator “seamlessly” into one algorithm since they both 
originate from the concepts of Variable Structure Systems (VSS). 
As defined in the above sections, there exist mathematical relationships between e , 
zfe , the VSF gain kK , and the SVSF gain kKs , as shown in Eqs. (2.39), (2.43), (2.49) 
and (2.61). Using these relationships and employing the concepts of SMC, the control 
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law of the integrated observer-based controller is defined as a function of the VSF/SVSF 
gain and is composed of two parts, such that: 
 )()()( kkeqk KfUKfUKfU Δ+= , (2.62) 
where eqU  is the equivalent control term and UΔ  the switching control term of the 
integrated controller and kKf  is the VSF or SVSF gain. 
For a linear plant, the integrated controller embedded with the VSF gain has been 
defined as the “Sliding Mode Controller and Filter (SMCF)”, which combined the SMC 
and the VSF [8]. The control law of SMCF may be written as [14]: 
 )()()( kkkeqkk KUKUKU k Δ+= , (2.63) 
where the equivalent control is obtained as:  
 ]}ˆ[ˆ{)ˆ()( 1|
1
1 kkkdkeq
KXXCGCKu
kk
−Φ−= −− + , (2.64) 
and the switching control )( kk KUΔ  is: 
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e  is the tracking error, kK  is the VSF gain, C  is the sliding surface coefficient and Gˆ , 
Φˆ  are constant matrices of system model, cK  is a constant gain, and cψ  is the boundary 
layer width for the controller. Note that the switching control contains the sat term rather 
than the signum term. 
The integrated controller for a nonlinear system is defined as the “Smooth Sliding 
Mode Controller and Filter (SSMCF)”, in which the controller contains explicitly the 
SVSF gain 1+kKs . The control law of the SSMCF may also be divided into two parts: 
equivalent control and switching control, such that [16]: 
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where the equivalent control kkeq pKsU ˆ2
1)(
2
1 β
β +=+ , and the remaining terms represent 
the switching control signal [refer to appended paper E]. In addition, 
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where 1+kKs  is the SVSF gain (Please note that nomenclature for many of the terms are 
define in the accompanying paper; further details of their derivations are deferred to the 
appended paper E). The SMCF and SSMCF are original contributions pertaining to this 
thesis. 
 
 
2.5 The Kalman Fitler and Extended Kalman Filter (EKF) 
In one of the appended papers, the performance of the SVSF is compared to the state 
estimation characteristics of the EKF. This section will briefly describe how the Kalman 
filter and its extension to nonlinear systems, i.e. the Extended Kalman Filter, work. A 
detailed rigorous derivation of the equations is available in the many excellent references 
on the subject [26].  
Consider an uncertain linear plant (as shown in Figure 2-12) whose discrete model 
was described by Eqs. (2.44) and (2.45). Since there exist unknown uncertainties, kW  and 
kV , the noiseless estimate model of Eqs. (2.30) and (2.31) is also the only available 
model that can be used to estimate the states. Define a gain kKF , (known as the Kalman 
gain) to estimate and refine the states, such that: 
 
1|1||
ˆˆ
−− ⋅+= kkzfkkkkk eKFXX , (2.68) 
where )ˆ( 1|1| −− −= kkkakkzf XXHe  is the estimate output errors as defined in the Eq. (2.36), 
1|
ˆ −kkX  is the unrefined estimate of the states and kkX |ˆ  the refined estimate. Note the 
similarity to the form of the VSF in Eq. (2.37). 
The objective of the estimation process is to use a gain, kKF  to compensate the 
unrefined states 1|ˆ −kkX  and to obtain the refined states kkX |ˆ  as shown in Eq. (2.68) and 
illustrated in Figure 2-15. The Kalman gain, kKF , is derived by first substituting Eq. 
(2.68) into the state equations, and then determining the mean squared error between the 
estimated and actual state errors The resulting expression contains covariance matrices of 
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the error and of the system and the plant noise. This expression contains the Kalman gain 
and is subsequently differentiated with respect to kKF  to find the particular value of kKF  
which minimizes the error. Further to the initial assumptions, initial conditions pertain to 
the Gaussian distribution of noise and uncertainties. kKF  is an “optimized” expression. 
Using the above procedure, it can be shown that: 
 111|1| ][
−
−−− += kkkkkk RHHPHPKF , (2.69) 
where H is the output matrix, 1−kR  is the covariance matrix associated with measured 
noise 1−kV , and 1| −kkP  is the unrefined (or priori) covariance matrix representing the 
mean-square error matrix. 1| −kkP  can be calculated from: 
 11|11| −−−− +ΦΦ= kkkkk QPP , (2.70) 
where kΦ  is the system matrix. 1−kQ  is the covariance matrix associated with system 
uncertainties 1−kW . 1|1 −− kkP  is the refined covariance matrix associated with the mean-
square error and is computed as: 
 2|111|1 ][ −−−−− −= kkkkk PHKFIP , (2.71) 
In this equation, I  is the identity matrix, 1−kKF  is the Kalman gain at the last time step, 
and 2|1 −− kkP  is the unrefined covariance matrix associated with mean-square error at the 
last step. 
 
Figure 2-15 Estimation process by Kalman Filter.  
(Note that inputs to the filter are the error, and the covariance matrices associated with 
the mean squared error, the measurement noise and the plant noise.) 
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From the above equations and Figure 2-15, the Kalman Filter uses the covariance 
matrices and an predictor-corrector iterative computing method to refine the states in the 
linear plant which contains system uncertainties and measurement noise. In the Kalman 
Filter, 1| −kkP  is used to compensate the estimated output error signal 1| −kkzfe , and 1−kQ  and 
1−kR  are used to handle the uncertainties and noise. It is noteworthy to see the difference 
between this approach and the VSF approach which considers the presence of 
uncertainties as an “add on” to the case with no noise. 
For a nonlinear system, such as described by Eqs (2.52) and (2.53), there is a 
particular challenge in using the Kalman Filter to estimate system states since it was 
derived assuming a linear system. From Eq. (2.70), in order to calculate the unrefined 
matrix 1| −kkP , the system matrix had to be defined as a constant matrix. But for the 
nonlinear model of Eq. (2.52), the nonlinear function [ ]Tnffff )(,),(),()( 21 ⋅⋅⋅=⋅ L  
precludes defining a constant system matrix. However, if the system is assumed to 
operate about an operating point, it is a well known approach to approximate the 
nonlinear function using a Taylor Series approximation, retaining only the first order 
term. Thus a linear approximation for Eq. (2.52) can be calculated as: 
 
k|kxx
kk|ksk|ksk|k
kk x
)uXb(T)Xf(TX
ˆ
|
]ˆˆˆ[
=∂
++∂≈Φ , (2.72)) 
where kk |Φ  is a linearization matrix when kkxx |ˆ= . At the specified operating point, this 
expression can be assumed constant. 
The linear approximation of Eq. (2.72) is substituted into Eq. (2.70) to determine the 
covariance matrix and to estimate the gain for a nonlinear system. This kind of estimation 
strategy is called the Extended Kalman Filter (EKF). The EKF uses the same calculation 
procedure as described by Eqs. (2.68) ~ (2.71) in the Kalman Filter. The only difference 
is the system matrix in Kalman Filter is replaced by the linear approximation kk |Φ . 
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Chapter 3 
Summary of Manuscripts 
In Chapter 2, the basic concepts behind the SMC, VSF, SVSF, SMCF and SSMCF 
were introduced. This Chapter will consider appropriate papers. In discussing each paper, 
the same format will be adopted. The objectives of the paper will be defined, the 
approaches taken to meet the objectives introduced, the results of the studies summarized, 
the conclusions drawn and finally, the contributions that the paper has made to the area 
stated. Mathematical details will be included only where necessary. It must be noted that 
in all cases where states are being estimated, the plant is assumed to be observable, for 
cases where the plant is to be controlled, the plant is assumed to be observable and 
controllable. This is a necessary condition. 
 
3.1 “Sliding Mode Controller and Filter applied to an Electrohydraulic 
Actuator System” (Reference Appendix A) 
3.1.1 Objectives 
The objective of this paper was to introduce a new integrated control strategy, 
referred to as a Sliding Mode Controller Filter (SMCF). This controller was applied to a 
linearized model of a particular hydraulic system, the EHA system (discussed in Chapter 
2). It was also an objective to apply the controller to an EHA prototype and to compare 
the tracking performance of the EHA output states to that of a PID controller. 
3.1.2 Approaches 
? This paper first proposed combining the Sliding Mode Controller and VSF into 
one integrated observer-based tracking controller, defined as a Sliding Mode 
Controller Filter (SMCF). Similar to the operation of a SMC, the SMCF produced 
two types of control signals, an equivalent signal (based on no noise and no 
uncertainties) and an error dependent switching signal (inside the boundary layer). An 
important and original element of this new controller was the fact that the VSF gain 
was embedded into the controller algorithm. 
 34 
 
? A theorem was proposed and verified which established the sufficient conditions 
for the existence of the discrete sliding mode / filter. 
? Since SMC was discontinuous in nature, a “chattering” problem (due to the 
oscillation of the error signal about the sliding surface) existed in the SMCF. The 
approach to reduce the chattering caused by the controller and filter was to carefully 
define realistic boundary layers of the noise and uncertainty for both the SMC and 
VSF respectively. It was shown that a bypass high frequency loop formed by the 
SMCF automatically suppressed the chattering of the VSC and VSF individually. 
? The stability condition of the SMCF was verified in the Z-domain through a 
theoretical analysis. 
? The SMCF was implemented using only a few simple calculation steps in a 
predictor-corrector type procedure. The implementation of the SMCF is summarized 
as six steps. 
? To demonstrate the development and use of the SMCF, a linearized model of the 
EHA was considered and the resulting controller applied to a prototype experimental 
EHA system. It was known that the EHA system was actually nonlinear. The 
approach of this paper was to apply the SMCF to this nonlinear system in order to 
demonstrate its ability to control in a robust sense. 
? A PID controller was then applied to the same experimental EHA system and the 
results were compared to the SMCF. 
3.1.3 Results 
The VSF was used to estimate system states from only one measured state (position) 
from the prototype EHA. The controller received the measured and estimated system 
states from the VSF and subsequently forced the system to follow the desired state 
trajectories according to the SMCF algorithm. Typical results from applying the SMCF to 
the control of the prototype EHA are shown in Figure 3-1, Figure 3-2 and Figure 3-3. The 
estimated states (position, velocity, acceleration) are the dash-dot lines shown in these 
figures. The measured position resulting from the SMCF is the dashed line shown in 
Figure 3-1. It is quite evident that the tracking capabilities of the EHA system using the 
SMCF are excellent for this particular input. In the paper, the first derivative and second 
derivative of measured position are shown to be very noisy, which demonstrated that the 
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EHA was a hydraulic plant disturbed by many uncertainties. Thus, these “differentiated” 
signals could not be fed back to the controller to implement tracking control directly. 
The VSF was employed to estimate the velocity and acceleration in the SMCF in 
Figure 3-1, Figure 3-2 and Figure 3-3, which show the smooth responses of the estimate 
and actual states, i.e., the SMCF is highly robust for the uncertainty terms in the EHA. In 
addition, it is noticeable that the high switching action or chattering in the responses are 
absent in Figure 3-1, Figure 3-2 and Figure 3-3. These results are consistent with other 
input signal types and frequencies. Although not mentioned in the paper, it should be 
noted that the tracking error in acceleration tended to grow beyond an input frequency of 
10 Hz. 
 
 
Figure 3-1 The desired, measured and estimated state trajectories associated with position 
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Figure 3-2 The desired and estimated state trajectories associated with velocity 
 
 
Figure 3-3 The desired and estimated state trajectories associated with acceleration 
 
The EHA system was then controlled using a PID controller. Typical results for the 
same conditions assumed in Figure 3-1 to Figure 3-3 are shown in Figure 3-4. The 
velocity and acceleration were obtained using a second order digital filter. It is evident 
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that the performance is poorer than that of the SMCF. These trends are consistent at other 
frequencies. 
 
Figure 3-4 Desired and actual states of EHA produced by a PID controller 
 
Other tests which show tacking and estimation errors, Bode plots of the EHA ( for 
PID and SMCF controllers), estimation process of VSF gain, etc., are presented in the 
paper.  
3.1.4 Conclusions and Contributions 
It was concluded that, in the presence of bounded parametric uncertainties and noise 
due to the nonlinearities which exist in the prototype EHA, the SMCF demonstrates a 
high robustness. The SMCF showed a considerable improvement in performance over a 
PID type trajectory following controller. In addition, it was concluded that the SMCF 
effectively suppress the chattering that occurred in both the SMC and VSF. 
The unique contribution of this paper is that a novel control strategy, referred to as the 
SMCF which combines the VSF with the SMC, is proposed. The effectiveness and 
stability of the SMCF is proven both mathematically and through trial and error tests on 
the prototype EHA.  
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3.2 “Sliding Mode Control for an Electrohydraulic Actuator System 
with Discontinuous Nonlinear Friction” (Reference Appendix B) 
3.2.1 Objectives 
The objective of this paper was to apply the SMC to both a model of the EHA system 
and an experimental prototype EHA system which contained uncertainties and showed 
nonlinear behavioral characteristics, (a consequence of nonlinear friction). It was an 
objective to use the SMC to overcome the oscillations which occurred as the actuator 
crossed the zero velocity point. In addition it was an objective to compare the SMC to a 
controller called a Switched Proportional Controller (SPC) especially developed for the 
EHA by Sampson et al [6]. 
3.2.2 Approaches 
? It had been established in earlier studies that the friction characteristics of the 
prototype EHA actuator were very nonlinear displaying slip-stick (static-coulomb) 
type behavior [9] (see Figure 2-3). A nonlinear model of the EHA system was 
developed which integrated the nonlinear characteristics in the form of a quadratic 
function.  
? Using this nonlinear model as a basis for the design of the SMC, the SMC was 
then applied first to a nonlinear model of the EHA. The SMC was then applied to the 
prototype EHA for comparison purposes. It should be reiterated that the SMC did not 
require the nonlinearity to be continuous. 
? A diffeomorphic transformation matrix T  was used to “decompose” the nonlinear 
model into a linear partition and nonlinear partition. A linear quadratic cost function 
was defined based on the linear partition. The linear sliding surface coefficients were 
then determined by solving the discrete Riccati equation (DRE). It was shown that the 
linear quadratic method could be used to determine the sliding surface for this 
“discrete” nonlinear problem.  
? The boundary layer of the simulated and experimental system was “tuned” 
manually to better reflect the actual boundary layer conditions. 
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? A Switched Proportional Controller (SPC), which was developed especially for 
the EHA by Sampson et al, was then used to control the EHA and the results were 
compared to the SMC. 
? To demonstrate the robustness of the SMC, 20% parametric uncertainty for all 
coefficients in Eq. (2.3) was injected (by changing the coefficient values 20% in the 
SMC plant model). The resulting SMC was then applied to the prototype EHA. 
3.2.3 Results 
The SPC and the SMC were derived and applied to both the simulated and prototype 
EHA. For the same periodic input signals, the displacement, velocity and acceleration of 
the simulated EHA for the SPC and SMC are shown in Figure 3-5 and 3-6. It is observed 
that there are visible transients in the output response of the EHA at the zero velocity 
cross over points or the maximum position points (such as at time 0, 2, 4, 6 seconds) 
using the SPC (Figure 3-5). These coincide with regions where the discontinuity in 
friction occurs. In contrast, observation of Figure 3-6 shows that the oscillations are not 
present using the SMC. 
 
 
Figure 3-5 Periodic Input Response of SPC (Simulation)  
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It should be noted that the acceleration plot in Figure 3-5 is in the form of a square 
wave but the dominance of the oscillations at zero velocity cross-over “dwarf” the results.  
 
 
Figure 3-6 Periodic Input Response of SMC (Simulation). 
 
Results for the SPC and SMC when applied to the experimental system show the 
same trends. These are presented in greater detail in the paper and are not reproduced 
here because the simulated results demonstrate the cross over problem more clearly. In 
the paper, the responses for a step input to the system which contained the SMC and SPC 
are presented and, demonstrate the oscillation problem caused by the nonlinear friction. 
Other results that are presented include the experimental responses with injected 
parametric uncertainties showing the robustness of the SMC. These results indicate that 
the SMC is indeed robust in the presence of parameter uncertainties compared to the 
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SPC.  The maximum errors from the simulation and experiment are also presented to 
quantify the results. 
3.2.4 Conclusions and Contributions 
This paper concluded that the Sliding Mode Controller showed little sensitivity to the 
presence of discontinuous friction and indeed, was instrumental in reducing the 
oscillations which occurred at the zero velocity crossing points. This was not the case for 
the SPC. It was also concluded that the VSC demonstrated robustness and performance 
benefits.  
A contribution of this paper is that for the first time, a SMC has been derived and 
applied to a nonlinear system (simulated and experimental) which displays a slip-stick 
characteristic in friction. Although not expanded upon in this section, another 
contribution of the paper is the first application of the “linear quadratic method” to a 
discrete nonlinear system for the determination of the switching hyperplane. 
 
 
3.3 “A Smooth Variable Structure Filter for State Estimation” 
(Reference Appendix C) 
3.3.1 Objectives 
It was the objective of this paper to review a parameter estimation strategy called a 
“Smooth Variable Structure Filter (SVSF)”, which was based on the SMC. The SVSF 
was implemented for state estimation of nonlinear systems with uncertainties. To obtain a 
better estimation performance, it was also an objective to “revise” the estimate gain of the 
SVSF to decrease the effect of the differential calculation of the noise signal. Another 
objective was to apply the SVSF to a nonlinear system model displaying discontinuous 
friction characteristics. The nonlinear model of the EHA system was used as a numerical 
example. The last objective was to show how the SVSF performed in the presence of 
large uncertainties in the EHA model. 
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3.3.2 Approaches 
? This paper first introduced type of nonlinearity that has been identified in the 
application of interest, i.e. the EHA system. For this system the signum function was 
normally used to describe the discontinuous nonlinear properties. However, this 
function is not smooth or continuous differentiable and thus the SVSF introduced in 
other papers, could not be used in the state estimation problem. In order to “smooth” 
the signum function, the hyperbolic tangent function was chosen to approximate it i.e. 
xλtanh . The hyperbolic tangent can be differentiated continuously, and is defined as  
 xx
xx
ee
ee
x
xx −
−
+
−==
cosh
sinhtanh . (3.1) 
where sinh and cosh are hyperbolic sine and hyperbolic cosine functions. 
? To illustrate the complex mathematics used in the SVSF, the estimation of the 
SVSF was divided into two processes: the SVSF estimation and the SVSF prediction. 
Note the “prediction” of the states for the next iteration can be made because a 
dynamic model of the plant allows a forward projection to be made mathematically. 
? In the SVSF estimation, the estimation process is summarized as a 4-steps 
iteration calculation. 
? In the SVSF predication, the transformation matrix ][ nIT =  was used to partition 
the nonlinear model into two parts: measured and unavailable states parts. The 
inverse function theory was used in different ways to calculate the SVSF gain. 
? For the unavailable states parts in the SVSF predication, the calculation of the 
SVSF gain was derived from the differential of the previous states in the states vector. 
In order to alleviate the noise magnified by the differential action, an adjusted gain, 
sampling time sT , was used to “revise” the SVSF gain and thus the new control 
algorithm has been renamed “the SVSF with revised gain”. 
? The stability and reaching conditions of the SVSF with revised gain were proved 
by a Lyapunov function by using the mathematical identity: 
 
ABSzfABSzf kkkk
ee
|1|1
<++  (3.2) 
where zfe  is estimate output error defined before. This stability condition implied that 
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the error in state estimation for each step was reduced which meant that the estimated 
states moved closer to the desired trajectory, i.e., the actual system states. 
? The SVSF was used to estimate the states of the EHA with the mathematical 
approximation of the Signum function. Large parameter uncertainties (20%) were 
also introduced into the model to illustrate the SVSF robustness (which is similar to 
the approaches discussed in Section 3.2.2 and paper #2. 
3.3.3 Results 
The EHA model with the smoothed approximation in the slip stick friction 
characteristics was applied to the EHA model with the quadratic friction form and was 
used to illustrate the capability of the SVSF in the presence of uncertainties. In this study, 
it was assumed that the uncertain parameters were known within 20%. As such, the 
parameters were changed by 20% in the model and the state estimation capabilities 
examined. For this case, the three plant and SVSF estimated states (position, velocity and 
acceleration) are shown in Figure 3-7. The estimated states follow and converge rapidly 
to the actual states as shown in Figure 3-7. The “filtered error” (the difference between 
the actual states and estimated states by the SVSF) and the “Non-filtered error” (the 
difference between actual states and the states directly calculated from the mathematical 
model without noise and without the SVSF) are shown in Figure 3-8.  
 
Figure 3-7 Actual and estimated states by SVSF for a model with uncertainties 
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Figure 3-8 State estimation errors by SVSF and Non-filtered errors for a model with 
uncertainties 
 
The paper presents the estimation states and errors for the EHA model where 
parametric uncertainties are not present. A very small “filtered error” in these results 
demonstrates that the SVSF can provide effective and very accurate state estimations. 
3.3.4 Conclusions and Contributions 
It was concluded that the SVSF with revised gain produces an accurate and effective 
state estimation. This paper also concludes that the SVSF demonstrates excellent 
robustness to system noise, measured noise and parameter variations. 
The first contribution of this paper was the first application of the SVSF for state 
estimation. The second contribution was that the paper introduced a revised form of the 
SVSF gain and presented the stability conditions for it. Another contribution is that a 
mathematical approximation to models which contain “sign function” type discontinuities 
can extend the SVSF’s application. 
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3.4 “A Comparative Study of a Smooth Variable Structure Filter and 
the Extended Kalman Filter” (Reference Appendix D) 
3.4.1 Objectives 
The objective of this paper was to compare the state estimation performance of the 
SVSF with the Extended Kalman Filter (EKF) for a nonlinear model of the EHA system 
which contained uncertainties and noise. 
3.4.2 Approaches 
? The basic approach of this paper was to use a computer simulation study to 
illustrate how two filters (the EKF and SVSF) perform when applied to a nonlinear 
model of the EHA (with nonlinear friction).  
? Both the “revised” SVSF (as discussed in Section 3.3.2) and the Extended 
Kalman Filter (EKF) were introduced and the required equations presented. Both the 
SVSF and EKF used a predictor-corrector calculation method. 
? The SVSF and the EKF were applied to estimate the states of a nonlinear model 
of the EHA system. 
? The EKF used the error covariance matrix (a measure of the estimated accuracy 
of the state estimates) and a linearized model of the EHA to implement (optimal) 
estimate of states or parameters.  
? The estimation process of the SVSF was based on the nonlinear model of the 
EHA and a series of transformations were used to calculate the “revised” SVSF gain 
(see Section 3.3.2). 
? As was the case in several of the other papers, large parameter uncertainties 
(15%) were introduced into the model and used in the estimation process of both the 
EKF and SVSF in order to compare the robustness of these two methods. 
3.4.3 Results 
Figure 3-9 and 3-10 show the EKF and SVSF estimate errors for acceleration during 
the transient conditions (0-0.02s) and steady-state (0.3-0.7s) when the nonlinear model of 
the EHA was used. The SVSF showed a much faster estimation in the transient state than 
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the EKF does. Under steady state conditions the SVSF estimation error is significantly 
smaller than the EKF estimation error. 
In this paper, the actual (output from the plant with uncertainties), and “Non-filtered” 
(output from the model without noise and without the SVSF) states are also illustrated. 
The estimated states from both the EKF and SVSF were compared with the “Non-
filtered” ones in the paper, which showed that both the EKF and SVSF can achieve good 
performance in state estimation. This can be observed from Figure 3-9 and 3.10, in which 
the SVSF demonstrates better estimations compared to the EKF for both the transient and 
steady-state conditions for the EHA system examined. When the nonlinear model was 
injected with 15% parameter variations, the results using the SVSF also demonstrated a 
better estimation performance than the EKF did. 
 
Figure 3-9 Transient state estimation acceleration errors by the SVSF and the EKF 
(from 0.00s~0.02s) 
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Figure 3-10 Steady state estimation acceleration errors by SVSF and the EKF (from 
0.3s~0.7s) 
 
3.4.4 Conclusions and Contributions 
It was concluded in this paper that the SVSF can demonstrate a higher convergent 
estimation rate than the EKF for this particular example because of the Variable Structure 
Control (VSC) nature of the SVSF. It was also concluded the SVSF can improve the 
estimation accuracy significantly under steady state considerations compared to the EKF 
(again, for the system considered in the paper). A third conclusion was that the SVSF can 
demonstrate a higher robust property than the EKF when uncertainties were included into 
the EHA nonlinear model. However, it must be emphasized that these results could not be 
generalized to a broader range of applications at this point. 
The contribution of the paper was that the study demonstrated the potential of the 
SVSF to obtain a higher accurate state estimation for full-feedback control for a 
particular system, the EHA, than could be accomplished using the EKF. 
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3.5 “Smooth Sliding Mode Controller and Filter (SSMCF)” (Reference 
Appendix E) 
3.5.1 Objectives 
It was the objective of the paper to present the SMC and SVSF as an “integrated” 
tracking controller for a class of nonlinear systems (as defined by Eq. (2.50)). This 
integrated control strategy was defined as the Smooth Sliding Mode Controller and Filter 
(SSMCF). Another objective was to experimentally and mathematically verify the 
effectiveness, stability and robustness of SSMCF on the EHA system. 
3.5.2 Approaches 
? The control law of the SSMCF was derived using discrete-time Lyapunov 
stability theory to make the tracking errors or switching function approach the 
reaching conditions. The following steps were followed in developing the equations 
for the controller.  
? A sliding surface was defined: 
 0)(ˆˆ == kck eSS , (3.3) 
where kkdc XXe kk |ˆ−= , kdX  is the desired trajectory, and kkX |ˆ  is the estimated states. 
? A Lyapunov function was chosen to be: 
 2ˆkk SV = , (3.4) 
where the sliding surface 0ˆ =S  was attractive (achieved the reaching conditions) if 
 0   ˆˆ 22 11 ≥∀<⇒< ++ kSSVV kkkk , (3.5) 
where k  is the time step, and V  is the Lyapunov function, and Sˆ  is the switching 
function. This condition means that for time steps 0≥k , if the values of the Lyapunov 
function (i.e. square of the switching function) decrease for every step, the tracking 
error will also decrease and hence satisfy the reaching condition as defined in Eqs. (2.8) 
and (2.9). 
? An integrated control law was divided into two parts: equivalent control and 
switching control. The derivation of the SSMCF was implemented by substituting the 
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definition of the sliding surface (Eq. (3.3)), the nonlinear model equations (in the 
paper), and upper limits of uncertainties, into the condition of Eq. (3.5). The SVSF 
gain term is embedded in the control law (a discontinuous control signal), but can be 
smoothed by the boundary layers for the SMC and SVSF individually. 
? The stability of the SSMCF was established using an “integration” of three 
processes: the Estimation Process (EP), the Control Process (CP), and the Integrated 
Process (IP). In the development of these three processes, three different types of 
errors were introduced: the EP error ( kkkkkf XXe ||
ˆ−= ), the CP error 
( kkkdkc XXe |ˆ−= ), and the IP error ( kkdkw XXe −= ) where kX , kkX |ˆ , kdX  are 
actual, estimated and desired states respectively. The stability for each of these three  
processes were considered individually and it was shown that all satisfied the required 
stability condition such that: 
 
ABSkABSk
ee 1+<  (3.6) 
where e  represents these three errors. This condition meant that the error in every 
process was reduced as the time step increased and the actual states were forced to 
approach the desired states. 
? The SSMCF was applied to a prototype EHA in which zero and 20% parameter 
uncertainties were injected into the nonlinear model (used by the controller). All these 
tests were oriented towards verifying the robustness and stability of the SSMCF. 
3.5.3 Results 
In the experimental tests, the desired trajectories of position, velocity and acceleration 
were in a periodic form, as shown in Figure 3-11. For the position plot, the actual, the 
measured and the estimated EHA positions are shown in Figure 3-11. It is observed that 
the output states of the plant follow the desired trajectory effectively. The estimated states 
shown as dash-dot lines in Figure 3-11 also track the desired states very well which imply 
that the estimation is very accurate and stable. Figure 3-12 show the error signals, ce  (for 
the Control Process (CP)) and fe  (for the Integrated Process (IP)) separately. The results 
show that the SSMCF provided a effective tracking control and stability. The paper also 
showed the experimental responses which result when 20% parameter uncertainties were 
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introduced. These results indicate that the SSMCF can force the actual states to track the 
desired trajectories very well. The only difference is that the CP and IP errors increased 
compared to the errors which occurred under conditions without parameter uncertainties 
(see Figure 3-12). 
 
Figure 3-11 The estimated, actual and desired states of the EHA with the SSMCF 
 
 
Figure 3-12 The CP and IP Errors of the EHA with the SSMCF 
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3.5.4 Conclusions and Contributions 
It was concluded that the SSMCF can be used on a class of nonlinear systems defined 
by Eq. (2.50) to provide a robust and high performance state estimation and trajectory 
tracking control given modeling uncertainties. The paper also concludes that the stability 
of the SSMCF is guaranteed given bounded uncertainties. 
The significant contribution of this paper is the introduction of a novel combined 
control and estimation strategy (SSMCF) for a special class of nonlinear systems. 
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Chapter 4 
Conclusions, Key Results and Contributions 
In this dissertation, the basic principles and concepts associated with the VSC, the 
VSF, the SVSF, the SMCF and the SSMCF used in the research work were introduced 
using a number of block diagrams and basic equations. Five Journal papers that have 
been submitted for review were summarized with respect to the objectives, approaches, 
results, conclusions and research contributions. The overall objective of the research 
work was to introduce novel integrated full feed-back control strategies, which included 
tracking control and state estimation, for a stochastic system. A particular hydraulic 
positioning system defined as the EHA was used in all papers as the “Plant to be 
controlled”. This research considered a form of discontinuous control (called SMC or 
VSC), and reviewed, analyzed and augmented a new form of online estimation (VSF, 
SVSF), Nonlinearities (nonlinear friction in the EHA), and uncertainties (parameter 
variations, unknown nonlinear terms, and system and measurement noise) were key to the 
study. The VSF and SVSF were integrated with the VSC to form new controllers called 
SMCF and SSMCF. 
The key conclusions and results of this research are summarized as following. 
1. It is concluded that a novel control strategy, referred to as the SMCF can be 
obtained by the combination of the VSF and the SMC in a “seamless” fashion in 
order to control a linear or piece-wise linear plant. It was also concluded that in the 
presence of bounded parametric uncertainties and noise (such as that experienced in 
the prototype EHA), the SMCF demonstrates a high robustness and efficiency in 
tracking performance. The stability and alleviation of chattering were proven both 
mathematically and through experimental tests on the prototype EHA. 
2. It is concluded that a “linear quadratic method” can be applied to a discrete 
nonlinear system for the determination of the switching hyperplane for a SMC 
controller. A discontinuous controller based on the concepts of SMC and which uses 
this linear quadratic method was applied to a specific nonlinear system (simulated and 
experimental) called the EHA and demonstrated little sensitivity to the “slip-stick” 
characteristics associated with friction in the actuator. 
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3. It is concluded that the “SVSF with revised gain” could obtain robust and fast 
state estimations of nonlinear systems. The study revealed that the revised SVSF 
showed faster estimation rates, higher accuracy and superior robustness than the EKF 
for the particular system that was considered, namely the EHA system. This 
conclusion could not be generalized to all systems. 
4. Finally, with regards to a nonlinear model of the EHA system, it is concluded that 
the novel SSMCF can display a robust and high performance state estimation and 
trajectory tracking control given modeling uncertainties and noise. 
 
The major contributions of the research can summarized as follows: 
1) This research has introduced a novel controller/filter called a SMCF, which 
combines the VSF with the SMC. The SMCF has been applied to a prototype EHA 
demonstrating the effectiveness and stability of the SMCF. 
2) This research has, for the first time, derived a SMC which can be applied to a 
particular type of nonlinear system to alleviate cross-over oscillations caused by the 
slip-stick characteristic often associated with friction. 
3) This research has applied the SVSF and its “revised” form, for state estimation to 
a specific application, the EHA. 
4) The research has demonstrated that for a particular application, the SVSF can 
obtain a more accurate and faster convergence rate state estimation for full-feedback 
control for a particular system than could be obtained using the EKF. 
5) This research has introduced a novel combined control and estimation strategy 
called the SSMCF for a special class of nonlinear systems. 
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ABSTRACT 
A common problem pertaining to linear stochastic systems is the design of a combined robust control 
and estimation strategy that can effectively deal with noise and uncertainties. The Variable Structure 
Control (VSC) and its special form of Sliding Mode Control (SMC) show superb robustness with regards to 
uncertainties, though their performance can be severely degraded by noise. As such they can benefit from 
using state estimates obtained from filters. In this regard, this paper considers the use of a recently proposed 
robust state and parameter estimation strategy referred to as the Variable Structure Filter (VSF) in 
conjunction with SMC. The contribution of this paper is a new strategy that combines Sliding Mode 
Control with the Variable Structure Filter. In the presence of bounded parametric uncertainties and noise, 
this combined method guarantees robust stability both in terms of control and state estimation. 
Furthermore, the combined strategy can be used to achieve high regulation rates or short settling time. The 
combined VSF and SMC strategy is demonstrated by its application to a high precision hydrostatic system, 
referred to as the Electrohydraulic Actuator System (EHA). 
Keywords: SMCF, Sliding mode control, Variable Structure Filter, Hydraulic  
 
1 INTRODUCTION 
It is often an objective to force a plant to follow a prescribe path or state trajectory (referred to as 
trajectory tracking control). The presence of noise and nonlinearities in the actual plant makes this task very 
difficult to realize precisely. Trajectory tracking controllers have to estimate the system states and modulate 
the inputs such that the error between the desired and actual paths is minimized. Trajectory tracking 
controllers are commonly model-based. They project an estimate of the state by using their internal model 
and correct this estimate through measurements. Their performance is thus severely affected by the 
presence of measurement and plant noise, as well as uncertainties in their plant model. The main problem 
then becomes one of developing an appropriate control strategy which can accommodate noise and 
uncertainties. In this paper, the Variable Structure System concept that has been proven to be very effective 
with respect to uncertainties, in its special form of sliding mode control (SMC) is considered.  A combined 
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method consisting of a SMC and a newly proposed filtering concept referred to as the Variable Structure 
Filter (VSF) is proposed. This combined method is referred to as the Sliding Mode Controller and Filter 
(SMCF). 
The Sliding Mode control (SMC) component of this new strategy requires the specification of several 
“operational modes”. The term operational mode refers to a state of operation with an associated sliding 
hyperplane (or mode) “S”. The most common operational modes of SMC are regulation (usually for 
regulator systems) [ 1 ], trajectory following (usually mechanical motion, such as robot manipulator 
trajectory) [2], model following (usually encountered in the application of optimal control system), [3], and 
observation (for systems requiring state estimation) [4]. Each mode entails a specific method for the 
definition of its associated hyperplane, S. 
The techniques considered in this paper are model based, requiring a plant model. In this case, the 
plant is represented as a linear stochastic system. Sensor noise is common in stochastic systems and is often 
attributed to Electromagnetic interference. A second category of noise referred to as system noise is mainly 
a consequence of the fact that the plant model is not exactly known, or that only an approximation of it is 
available. 
Many studies on modeling plant uncertainties have focused on establishing the “matching conditions” 
where the uncertainties lie in the “image” of the input matrix [5, 6]. What this really means is that the 
uncertainties can only affect the plant dynamics through the same channels as the plant’s input. To illustrate 
this, the following definition of a nonlinear model with uncertainties can be used: 
)(),()],(),([)],(),([)( tdtxutxBtxBtxftxftX +∆++∆+=&      (1) 
where Bf ∆∆  and  are system uncertainties, and d(t) is an external disturbance. If )( and  , tdBf ∆∆  lie in the 
image of B(x, t) for all x and t, they can all be lumped into a single vector function ),,,( udtxD∆ , such that: 
),,,(),(),(),(),()( udtxDtxBtxutxBtxftX ∆⋅++=&       (2) 
Thus, uncertainties in this system will be considered to satisfy the matching condition if the model can 
be expressed in the form of Eq. (2). Many system uncertainties, however, cannot satisfy this requirement 
and pose a challenge for control. 
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Misawa proposed a robust sliding mode controller with uncertainties which did not satisfy the 
matching conditions [7]. His approach allowed the SMC design for the more general problem of uncertain 
systems in the stochastic environment.  
Central to trajectory tracking control is the requirement for state estimation. An estimator that is 
commonly used is the Kalman filter, and has been the subject of much research in the past. There are, 
however, other strategies which have been applied for state and parameter estimation and are called 
“sliding mode” observers such as proposed in [4, 8, 9]. A new strategy referred to as Variable Structure 
Filter (VSF) has recently been proposed [10]. The VSF is model-based and can be used for estimating the 
states of an observable system. The VSF uses concepts closely related to the Variable Structure Control. 
However similarly to the Kalman Filter, it has a predictor-corrector structure. 
In this paper, a new combined sliding mode control and filtering strategy is proposed and is referred to 
as the Sliding Mode Controller and Filter (SMCF) and represents the original contribution of this research. 
The SMCF is conceptually robust to noise and system uncertainties. The SMCF approaches the estimation 
and control problem by separating the filtering and control law into different function blocks, but then can 
be implemented by several simple iteration calculation steps. This separation facilitates understanding the 
attributes associated with the system’s performance. In addition, the SMCF can handle general 
uncertainties, i.e. unmatched uncertainties. 
The paper is organized as follows. The nomenclature used in this paper is listed in Section 2. The 
system definition and problem statement is presented in Section 3. Section 4 proposes the Sliding Mode 
Controller and Filter. Its application to a Hydrostatic system referred to as the Electrohydraulic Actuator 
(EHA) is provided in Section 5. Comparative analysis and some are given in Section 6 and Section 7. The 
conclusions are provided in Section 8. 
 
2 NOMENCLATURE 
Table 1 provides a listing of all parameters and coefficients. 
 
Table 1 Nomenclature 
Symbol Comments Dimensi
ons 
.ˆ  Denotes uncertain values  
ABS  Absolute value  
max)(⋅  Subscripts ‘max’ means upper bound 
of the variables 
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A, B, A∆ , 
B∆  
Matrix  
C Sliding coefficient 1×n 
Dd ∆ ,  External disturbance and lumped 
uncertainties. 
 
ec Control state error n×1 
fe  State estimation error n×1 
1||
, −kkkk fzfz ee
 
Output estimation error calculated by 
using the a posteriori and a priori 
output estimates 
m×1 
fk, Fk Vector  and its upper bound n×1 
ff ∆,  Nonlinear system function and 
uncertainties 
n×1 
G, Gˆ  Input matrix  n×p 
Gh Transfer function  
H, Hˆ  Output matrix  m×n 
i, j Subscripts used to identify elements 
of matrices and vectors 
1×1 
k Calculation step index 1×1 
Kc Sliding gain 1×1 
kK  VSF gain n×1 
kP, kI , kD PID controller gain 1×1 
m Number of measurements 1×1 
n Number of states 1×1 
p Number of inputs 1×1 
S, fSS ˆ,ˆ  Switching function m×1 
sat Saturation function  
sgn Sign function  
Ts Sampling period  
equu,  Control input and equivalent  1×1 
v, maxV  Measurement noise and its upper 
bound 
m×1 
w, maxW  System noise and its upper bound n×1 
oxx,  System states and their initial 
condition 
n×1 
X, Xd, ec States vector and desired state vector 
and their error vector 
n×1 
1||
ˆ,ˆ −kkkk XX  A posteriori and a priori state estimates 
n×1 
Z Measured output m×1 
1||
ˆ,ˆ −kkkk ZZ  A posteriori and a priori output estimates 
m×1 
δ , δˆ , δ~ , ξ ,
ξˆ ,ξ~ , H~  
Modeling uncertainties  
σδ ,   Arbitrary positive number 1×1 
ΦΦ ˆ,  System matrix  n×n 
γ  Constant diagonal gain matrix with 
elements 1≥ijγ  
n×n 
fc ψψψ ,,  Boundary layer n×1 
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3 SYSTEM DEFINITION AND PROBLEM STATEMENT  
Consider a discrete-time mathematical model of the plant given as, 
kkkk wGuXX ++Φ=+1 . 
kkk vHXZ += ,          (3) 
where the matrix pair ),( GΦ  is controllable. 
In trajectory following problems, the sliding surface is defined in terms of the error rather than the state 
as is the case in regulation control. Assume that the control problem is for the state vector X to follow a 
prescribed trajectory Xd. Let: 
],,,[)( )1( −= ndddd kkkk xxxkX L& .        (4) 
The sliding hyperplane is defined by using the desired and actual state trajectories as follows. 
Definition 3.1: Defining the sliding hyperplane to be: 
0==
kck CeS ,          (5) 
where kdc XXe kk −= , )()( kCekS c=  is referred to as the switching function, and C is a real-valued 
constant vector such that the product 0≠CG , where G is the input matrix as defined in Eq. (3).  
The objective of the controller is to force the states onto the sliding hyperplane as shown in Fig. 1 for 
the case of a second order sliding surface. If S(k) = 0, then all states are on the surface and follow exactly 
the desired path.  
A “reaching condition” (a condition which guarantees that the states will reach S = 0) can be stated as 
[11], [12]: 
m,1,i   0 L& =<ii SS .         (6) 
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Fig. 1 Sliding mode of discrete-time second order systems 
Corollary 3.1: For the discrete-time system, the pseudo-sliding mode (the discrete version of the 
continuous sliding surface) is said to exist if the following condition is satisfied: 
 0<∇ kk SS ,          (7) 
where .1 kkk SSS −=∇ +  
Another sufficient but not necessary condition can also be defined as [13]: 
kk SS <+1 .          (8) 
In real sliding mode [5], the states chatter and remain within a neighborhood of the sliding hyperplane. 
This chattering can be removed by using smoothing boundary layers as follows. 
Definition 3.2: Let a boundary layer be specified in terms of the distance of the states from the 
switching hyperplane as: 
}0  ,|)(||{ >ΨΨ≤=Ψ kkk cc eSeS .        (9) 
Boundary layers are essential for implementation of sliding mode strategies in real applications as 
described in the following section. 
 
4 SLIDING MODE CONTROLLER AND FILTER (SMCF) 
Using the concepts and the definitions presented in Section 3, it is now possible to introduce the SMCF 
structure. Consider Fig. 2. From the actual plant, only some of the outputs may be physically measured, and 
those that can, may contain measurement uncertainties. These outputs are fed into the Variable Structure 
Filter to extract and estimate the full set of internal states of the system. If the estimated states follow the 
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actual plant states to within acceptable boundaries, then these states may be integrated into a trajectory 
following Sliding Mode Controller. The Sliding mode controller uses the estimated states and the reference 
input r to produce a discontinuous control signal to attain trajectory following.  
Sliding mode control has an inherent switching action as shown in Fig. 1. This switching and 
discontinuous control action can lead to a phenomenon known as chattering. This problem is addressed in 
the SMCF through the introduction of a boundary layer [14]. Inside the boundary layer, the control input is 
interpolated into a continuous approximated form.  In addition, since the VSF is a special form of Observer 
chattering can be further alleviated by a bypass high frequency loop, which is formed by SMC and VSF 
shown in Fig. 2 [15]. 
 
 
Fig. 2 The structure and strategy of SMCF 
 
Consider a system which is described by a discrete-time linear time-invariant model as specified in Eq. 
(3). In practice, the matrices HG   ,  ,Φ  are not exactly known, and the system may be written assuming 
unmatched modeling uncertainties as: 
kkkk wuGXX ++Φ=+ ˆˆ1          (10) 
kkk vXHZ += ˆ ,          (11) 
where TnxxxX ],,,[ 21 L=  is the state vector, TmzzzZ ],,,[ 21 L=  is the measurement vector, ( nm ≤ ), 
1×ℜ∈ pku  is the control input. 1×ℜ∈ nkw  and 1×ℜ∈ mkv  are random variables representing the system 
and measurement noise respectively and are both upper bounded. HG ˆ and ˆ ,Φˆ  are the system, input and 
output matrices in the known model, respectively. The pair of )ˆ,ˆ( GΦ  is assumed to be completely 
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controllable, and the pair of )ˆ,ˆ( HΦ  is assumed be completely observable. The index k indicates the k-th 
sampling step and sampling period is indicated as sT . It is for this general system that a controller and an 
observer are to be designed as follows. 
4.1 Sliding Mode Controller 
To facilitate the introduction of the definitions for sliding mode control, consider a simple case which 
is a second order system and where only one control input is involved. The sliding surface S = 0 about 
which the control signal changes, is illustrated graphically in Fig. 1. “Sliding motion” will occur when the 
system state repeatedly crosses and immediately re-crosses the sliding or switching surface S = 0, because 
all motions in the neighborhood of the surface are directed towards it. For a stable controller, once the 
states reach the surface, they remain on the surface and are said to be in the “sliding mode”.  
Based on the uncertain model with unmatched modeling uncertainties as specified in Eqs. (10) and 
(11), the sliding hyperplane can be defined in the form of (5) as: 
0ˆ ==
kck CeS ,          (12) 
where kSˆ  is a switching function for the uncertain model. 
Because of imperfections in controllers such as delays in the switching action, real sliding mode may 
occur. In real sliding mode, the states would chatter about the switching hyperplane rather than strictly 
remain on it. This high-frequency chattering effect is synonymous to artificial noise, is highly undesirable, 
and can excite unmodeled high-frequency plant dynamics. To reduce chattering, the smoothing boundary 
layer solution [16] is applied to the control law such that: (i) outside the smoothing boundary layer, a 
discontinuous control action is applied for stability, but (ii) within the layer, the continuous control action is 
used as a function of the distance of the states from the hyperplane. This means that within the boundary 
layer, the control action is smooth as opposed to an abrupt bang-bang input. In implementing a boundary 
layer, the saturation function ),ˆ( ΨSsat  is used to replace the sign function )ˆsgn(S  inside of boundary 
layer, Ψ≤kSˆ ,, such that: 



≤ΨΨ
>ΨΨ=Ψ
1|/ˆ|for           ,/ˆ
1|/ˆ|for   ),/ˆsgn(
),ˆ(
SS
SS
Ssat .       (13) 
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The discrete-time system in the sliding mode involves two control subsystems which is the same as its 
continuous counterpart: a slow and fast subsystem. The slow subsystem is the system when it is in the 
sliding mode (i.e. on the S=0 surface) yielding “equivalent” control. The equivalent control is the 
continuous input that results in the ideal condition of sliding mode, i.e. 
0ˆˆ 1 ==+ kk SS .          (14) 
The fast subsystem is the high switching control input that prevents the system from leaving the surface. 
Consider the ideal system model without uncertainties and system noise: 
kkk uGXX ˆˆ1 +Φ=+ .         (15) 
Substituting (5), (15) into (14), the equivalent control can be determined as: 
)ˆ()ˆ(
1
1
kdeq XXCGCu kk Φ−= +− .        (16) 
Thus, equivalent control can be considered as the perfect control signal that in the absence of noise and 
uncertainties, would force the error between all the actual and the desired states to zero. However, in the 
presence of uncertainties, the actual states will oscillate or switch about this ideal condition and hence the 
equivalent control signal will be augmented by a fast acting switching control signal and as discussed 
previously, give rise to “chattering”. Instead of residing on the surface, the states would remain in a 
boundary layer neighboring the sliding surface 0ˆ =S , defined as 
}0,|||ˆ||{ >≤= ccckc kk CeSe ψψ ,        (17) 
whose thickness is 2 cΨ . 
Theorem 4.1. For a system with bounded uncertainties, a sufficient condition for the existence of the 
discrete sliding mode is that there exists a k0 such that 
01   |,ˆ||ˆ|     ).( kkSSa kk ≥<+ ;        (18) 
0
2   ,ˆ
2
1ˆˆ     ).( kkSSSb kkk ≥∆−<∆ .        (19) 
The above two conditions are equivalent. 
Proof: The Lyapunov function is chosen as  
22 ))(ˆ(ˆ
kckk eSSV == .         (20) 
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It has been shown in [17] that the condition 01 <−+ kk VV  guarantees the existence of sliding motion, 
that is: 
2
1
2 ˆˆ
kk SS <+ .          (21) 
Thus, if condition (a) is satisfied, the existence of a sliding mode is guaranteed. 
Let kkk SSS ˆˆˆ 1 −=∆ + , then Eq. (21) may be rewritten as 
0]ˆ2ˆ[ˆ
]ˆˆ][ˆˆ[ 11
<+∆∆=
−+ ++
kkk
kkkk
SSS
SSSS
,         (22) 
which is equivalent to Eq. (19). Thus, condition (b) is also a sufficient condition for the existence of a 
sliding mode. Conditions (a) and (b) are equivalent. 
 
Using the existence of Theorem 4.1, the control law is given as [18]: 
)/ˆ()ˆ(ˆ)ˆ( 11 ckkeqk SsatKcGCSGCuu k ψ⋅+−= −− ,      (23) 
where the sliding mode control gain ∆+= max)(CwKc , σψ +> max)(Cwc ,  


 ≤=
otherwise      ) /ˆ(
|ˆ|               /ˆ 
)/(
ck
ckck
ck
Ssign
SS
Ssat ψ
ψψψ , 
in which max)(Cw  is the upper bound of kCw , ∆  and σ  are arbitrary positive number. It should be noted 
that Kc is chosen as a constant value. The derivation of control law (23) is summarized in APPENDIX A. 
4.2 Variable Structure Filter 
The function of the variable structure filter is to estimate the states of a system. The VSF uses concepts 
closely related to VSC. As discussed in reference [15], sliding observers use a constant feedback gain and a 
discontinuous vector to correct the predicted estimates of the system dynamics. The VSF uses a 
discontinuous component called a VSF gain, to correct state estimates. The VSF is a predictor-corrector 
method and its gain formulation kK  is different from other sliding observers as follows.  
Consider a linear system with unmatched uncertainties as described in Eqs. (10) and (11). Define an 
observer switching function of the system 
ZZeS dfzf ˆˆ −== ,         (24) 
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where ZZe dfz ˆ−=  is the estimation error for the output  and XXe df ˆ−=  is the estimation error for the 
states, and Xˆ  and Zˆ  are estimates of the state and output vectors from the filter. Thus for the output 
estimation error to be zero, the switching hyperplane equation associated with the filter should be 
0ˆ == fzf eS .         (25) 
This switching hyperplane is identical in concept to that in the VSC. VSF however is a predictor-
corrector method and follows a similar calculation process for state estimation as the Kalman filter. Here, 
the a priori state estimate ( 1|ˆ −kkX ) is obtained from the plant model (albeit uncertain) and is then refined 
into an a posteriori state estimate ( kkX |ˆ ) by using a switching function of the output estimation error efz. 
Note, a priori estimate can be interpreted as an “unrefined” estimate, and a posteriori as a “refined” 
estimate. Thus kkX |ˆ  is a combination of 1|ˆ −kkX  and a prediction error function defined as the VSF gain. In 
the VSF, the structure of the gain changes with the error such that: 



<Ξ−=
>Ξ+==
Ξ=
−
+
0     ),,~|,)sgn(|,(
0    ),,~|,)sgn(|,(
 
),,~),sgn(,(
maxmaxmax
maxmaxmax
maxmaxmax
fzfzfzk
fzfzfzk
fzfzk
eWVeefK
eWVeefK
WVeefK
,     (26) 
where sgn is the sign function of efz, Vmax and Wmax are the upper bounds of system noise and 
measurement noise respectively, and the subscripts max also signifies the upper bound on uncertain 
dynamics attributed to uncertainties in HG  and  ,Φ , which is max~Ξ . 
A block diagram of the model for the VSF estimation process is shown in Fig. 3, where Kk is the VSF 
gain and is applied to obtain the a posteriori state estimate such that: 
kkkkk KXX += −1|| ˆˆ ,         (27) 
The a priori (or unrefined) output estimate for the next step is predicted by using a model of the plant 
as: 
)ˆˆˆ(ˆˆ ||1 kkkkk uGXHZ +Φ=+ ,        (28) 
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Fig. 3 The model for the estimation phase in VSF 
 
The essential feature of the variable structure filter is the use of the VSF gain Kk. In deriving Kk., a 
switching hyperplane is used to restrict the estimated states to within a subspace of the actual system states. 
The VSF gain Kk. can be derived by the asymptotic stability condition, which is based on the existence 
condition described by Corollary 3.1 for what is termed as the reachability phase when estimated states are 
forced towards a neighborhood of the actual system states: 
||||
1|| −
<
kkikki fzfz
ee ,        (29) 
where i is the element number of states vector, k and k-1 are the calculation step index. 
Condition (29) is sufficient for stability. A further condition that is NOT sufficient for stability, but is 
instrumental to the derivation of the VSF gain is: 
0)sgn(
1||1
<
−+ kkikki fzfz
ee .        (30) 
Making the system noise wk and measurement noise vk bounded by Vmax and Wmax respectively, then the 
VSF gain can be obtained as (detailed in APPENDIX B): 
)sgn(]})|~ˆˆ||ˆ(|
|~ˆˆ|)|~ˆ(||ˆˆ|
|~ˆˆ||||ˆ|[|ˆˆ| {ˆˆ
  
1|
1|
maxmax
11
max
1
maxmax
1
max
11
−
−
⋅⋅Φ+Φ+
Φ+++⋅Φ+
Φ+⋅⋅Υ⋅Φ⋅Φ
=
+−−
+−+−
+−++−
kk
kk
zABSABS
ABSkABSABS
ABSkABSzABSABS
k
eWHH
uHVIH
zHeHHH
K
δξξ
ξ
,   (31) 
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where γ  is a diagonal matrix with elements 1≥iiγ , and the superscript “+” on Hˆ  denotes the pseudo-
inverse, maxmaxmax
~ and ~ ,~ Hδξ  are upper bounds on modeling uncertainties of H and  ,δξ , and 
δδδδδ ˆ-~   ,ˆˆˆ  , === GHHG , ++ Φ=Φ= HHHH ˆˆˆˆ  , ξξ , ξξξ ˆ-~ = , HHH ˆ-~ =  [19]. 
To avoid chattering, from Definition 3.2, a smoothing boundary layer is also used for the VSF as: 
})|~ˆˆ||ˆ(|
|~ˆˆ|)|~ˆ(||ˆˆ|
|~ˆˆ{||ˆˆ|   
,|||)(ˆ||{
maxmax
11
maxmax
1
maxmax
1
maxmax
1
WHH
uHVIH
zHHwhere
ekSe
ABSABS
ABSABSABS
ABSfABSf
fifzf kkiz
⋅Φ+Φ+
Φ+++⋅Φ+
Φ⋅Φ=
≤=
+−−
+−+−
+−
δξξ
ξψ
ψ
,    (32) 
and where 
kifz
e  are the elements of outputs, the elements of fψ  is ),1( mifi L=ψ , and maxfz  and maxu  
are the saturation level of the measured signal and the maximum magnitude of the input respectively. 
The term of )sgn(
1| −kkze  in (31) may be replaced by saturation function as follows: 


 ≤=
−
−−
− otherwise      )/(
||               / 
)/(
1|
1|1|
1|
ffz
ffzffz
ffz
kk
kkkk
kk esign
ee
esat ψ
ψψψ .     (33) 
A small boundary layer width in (23) and (33) improves the control and estimation accuracy of the 
filter. 
4.3 Sliding Mode Controller and Filter 
Both the SMC and VSF are based on the same basic concept of discontinuous control theory. The 
Sliding Mode Controller and the Variable Structure Filter are described in earlier Sections and are both 
derived by using the same definitions and existence conditions, (i.e.  Definition 3.1, Definition 3.2 and 
Corollary 3.1). These allow the SMC and the VSF to be smoothly “fused” together in order to achieve a 
satisfactory control objective. 
The objective is trajectory following control for the uncertain system of Eqs. (10) and (11); this 
requires full-state feedback. However, in practice not all state variables are measured due to the cost of 
instrumentation, accuracy, or availability of appropriate transducers. The Variable Structure Filter can be 
formulated as a full-state observer as presented in Section 4.2. The estimated states by the VSF may be fed 
back to the sliding mode controller to obtain a discontinuous control signal to drive the plant to follow the 
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desired state trajectory. Using the a posteriori estimated states to replace the actual states in Eq. (12), the 
sliding hyperplance of the controller is obtained as: 
0         
)( ]ˆ[]ˆ[)(ˆ
1|1||
=
−=−−=−= −− kckkkdkkd KeCKXXCXXCkS kkkk ,     (34) 
where kK  is the state estimator (or the VSF) gain and the control error 1|ˆ11/ −−= −− kkdc XXe kkk . 
Optimal control deals with the problem of finding a control law for a given system such that a certain 
optimality criterion is achieved. The design criteria for the combined Sliding Mode Controller and Filter 
(SMCF) are i) driving the systems states to follow the desired states; ii) and considering the size of control 
“effort”. The sliding surface design in SMCF is chosen by using the Linear Quadratic approach that is 
commonly used in optimal control [20]. In this method, the cost function penalizes the control energy 
(measured in a quadratic form) and the time it takes the system to reach the desired trajectory. In addition, 
not all the states kX  for the system are known, but they can be estimated by the VSF, which means that the 
kX  can be substituted by the a posteriori estimate kkX |ˆ . As such, the cost function is defined as following: 
][
|| 11 kkkk
sm
kk o
T
oc
k
T
c RuuQeeJ +=∑∞ ,        (35) 
where  uo is the optimal control signal, Q is the state weighting matrix, and R is the control weighting 
matrix, such that the states response time and control energy will be kept small by adjusting the Q and R.  
Thus the sliding surface definition becomes the design of optimal controller as previously stated in Eq. 
(35) such that: 
kkkk cco eCCFeu || 11
1
21
−== ,        (36) 
where F is the optimal feedback gain derived from the switching function coefficients 21  and CC . These 
coefficients in turn define the sliding surface and are determined by solving a standard Linear Quadratic 
Regulator (LQR) problem solution to the discrete Algebraic Riccati Equation (ARE). The sliding surface 
design will inherit the important property of LQR, i.e. guaranteed robustness [21]. 
Replacing the kX  by kkX |ˆ  in Eq. (23) and substituting Eq. (27) into it, the control law may be 
obtained as: 
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)/][()ˆ(][)ˆ(
)/]ˆ[()ˆ(        
]ˆ[)ˆ(
1|1|
11
1|
1
1|
1
ckckceq
ckkkd
kkkdeqk
KeCsatKcGCKeCGCu
KXXCsatKcGC
KXXCGCuu
kkkkk
k
kk
ψ
ψ
−⋅+−−=
−−⋅+
−−−=
−−
−−
−−
−−
,    (37) 
where the equivalent control is obtained as:  
]}ˆ[ˆ{)ˆ( 1|
1
1 kkkdeq KXXCGCu kk −Φ−= −− + ,       (38) 
and kK  is the VSF gain defined by Eq. (31). The sign and magnitude of kK  is dependent on the 
estimation error which will affect the system stability as discussed later. Furthermore, The controller’s 
sliding gain Kc is chosen as a constant which is a upper bound of the term of )(Cw , i.e. 
 ∆+= max)(CwKc ,         (39) 
where ∆  is any positive number that affects the controller performance in terms of stability and speed of 
response as indicated in Appendix A and as follows. The sliding constant Kc will make sure the sliding 
motion is maintained despite system uncertainties. The choice of a bigger value of Kc (and thus ∆ ) will 
lead to a faster system response faster; however, in the case of real sliding mode that occurs in systems with 
switching delay, a larger Kc or ∆  leads to excessive control action and chattering. The boundary layer of 
the controller is chosen as: σψ +> max)(Cwc . 
where σ  is a positive number that relates to the upper bound of system uncertainties. 
The design of combined Sliding Mode Controller and Filter (SMCF) can be regarded as a predictor-
corrector control strategy, the implementation process of SMCF may be summarized as the following steps:  
1. The a priori state estimate 1ˆ −k|kX  and the a priori estimates of measurements, 1|ˆ −kkZ may be 
predicted by using the estimated model as following: 
11|11|
ˆˆˆˆ −−−− +Φ= kkkkk uGXX ,        (40) 
1|1|
ˆˆˆ −− = kkkk XHZ .         (41) 
2. A corrective VSF gain nkK ℜ∈  is calculated as a function of the estimate error 1| −kkfze  by Eq. 
(31). 
3. The sliding hyperplane and sliding mode control gain Kc is calculated and determined based on 
the VSF gain kK  by Eqs. (34) and (39) respectively.  
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4. The control input application to the system is obtained as a function of control error signal and 
VSF gain as indicated in Eqs. (37) and (38). 
5. The a priori state estimate is refined into an a posteriori state estimate such that: 
kkkkk KXX += −1|| ˆˆ .         (42) 
6. Steps 1 to 5 are iteratively repeated. 
 
The VSF can be formulated to provide convergence for the estimated the states to the existence 
boundary subspace in only one sampling interval. This leads to only one time step lag in the estimation 
errors as shown in Eq. (31). This high convergent rate is independent of the convergence of the controller 
or the closed-loop system.  
Consider a desired trajectory following control system problem in which the system states would track 
the desired states Xd such that: 
11
ˆˆ
−− +Φ= kkk ddd uGXX ,         (43) 
where the desired control signal can be chosen as the ideal control, i.e. equivalent control in Sliding Mode 
Control. 
Subtract both sides of Eq. (43) by Eq. (40), yields: 
][ˆˆ 111|| −−+Φ= −− keqcc uuGee kkkkk .        (44) 
Substitute the lag step of Eqs. (31) and (37) into Eq. (44), given as: 
ℑ+ℵ+Φ=
−⋅−
−+−+Φ=
−−−
−−
−−−−−
−−
−−
2|11|
2|1
2|1111||
ˆ        
)}/][()ˆ(            
][)ˆ({ˆˆ
1
1
1
1
kkkk
kk
kkkkkkkk
cc
ckc
kceqeqcc
ee
KeCsatKcGC
KeCGCuuGee
ψ ,     (45) 
where CGCG 1)ˆ(ˆ −=ℵ , and 
)/][()ˆ(ˆ)]sgn(
})|~ˆˆ||ˆ(||~ˆˆ|
)|~ˆ(||ˆˆ||~ˆˆ|
|||ˆ|{|ˆˆ| ˆˆ[)ˆ(ˆ
1
1
maxmax
11
1max
1
maxmax
1
1max
1
11
2|12|1
1|
ckcfz
ABSABSABSk
ABSABSABSk
ABSfzABSABS
KeCsatKcGCGe
WHHuH
VIHzH
eHHHCGCG
kkkk
kk
ψ
δ
ξξξ
−−
+−−−+−
+−−+−
++−−
−⋅−⋅
⋅Φ+Φ+Φ+
++⋅Φ+Φ+
⋅Υ⋅Φ⋅Φ=ℑ
−−−−
−
. 
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The choice of the coefficients of the SMC’s switching function, C, and gain Kc together with the VSF’s 
gain matrix Y determines the stability, speed, and manner of convergence for the controller. This may be 
verified by taking the Z transform of (45), such that: 
ℵ−Φ−
ℑ= −− 21 ˆ| zze kkc I ,        . (46) 
where I is the identity matrix and z is the Z transform factor. 
Thus, the poles of discrete transfer function of (46) can be placed within the unit circle by design, 
leading to a stable SMCF process. 
 
5 APPLICATION TO AN EHA SYSTEM 
The ElectroHydraulic Actuator (EHA) is a high performance actuation system based on the principle of 
closed circuit hydrostatic transmission as shown in Fig. 4. In this system, a variable speed pump is used to 
directly regulate the movement of a hydraulic cylinder as shown in Fig. 5. The main constituents of EHA 
are: an electrical motor, a bi-directional gear pump, a symmetrical actuator, pressure and position sensors, 
and an inner accumulator sub-circuit. Details of its operation can be found in the references cited. 
 
 
Fig. 4 The EHA Prototype 
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Fig. 5 Schematic of the Electrohydraulic Actuator (EHA) [22] 
 
The EHA is capable of moving large loads with sub-micron precision. All of the results reported in this 
section are unique to this work and have been experimentally generated by using a prototype of the EHA 
system as shown in Fig. 4. 
A mathematical model of the dominant dynamics of the EHA system can be represented by a third 
order transfer function as follows [22]: 
)3916553.39(
1.13)(
2 ++= ssssGh .        (47) 
The discrete state-space equation of the EHA may be approximated with a sampling period 
sTs 001.0=  to: 
)(
0131.0
0
0
)(
9605.0165.390
001.010
0001.01
)1( kukXkX








+








−
=+ ,      (48) 
[ ] )(001)( kXkZ = .         (49) 
Based on the EHA system, some coefficients, such as sliding gain, sliding surface coefficients, 
boundary layer and so on, are consistent with and estimated from experimental tests. Considering the 
stability of the system and the optimal system performance, the sliding surface can be determined by 
solving the unique solution of the ARE of Eq. (35) given as: 
[ ] )(35.8423196.2450358.0318)()( kXkCXkS ee == .     (50) 
The gain Kc is chosen as 10, which satisfies the condition of ∆+> max)(CwKc . It is assumed the 
maximum of system noise is given as: 
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Tw ]001.0001.0001.0[max =  and the upper bound of  measurement noise is 001.0max =v . The 
choice of Kc will affect the system response such that the bigger gain will obtain a high regulation rate, but 
could conceivably cause system instability. The boundary layer of Sliding Mode Controller if chosen to be 
5=cψ  which makes σψ +> max)(Cwc .  
For the filter, the boundary layer width is evaluated as the VSF gain reaches the maximum value such 
that all states can be contained within the boundary, 
T552
max
1
max
11
]103103103[      
}|)]|||     
||)||(I(|[|{|||
−−−
−
+−+−
×××=
Φ+
Φ+ΦΦ=
ABSABS
ABSABSABSABSf
w
vHHHψ
,     (51) 
and the diagonal matrix Y  is chosen as 








=
9.100
09.10
009.1
Y .         (52) 
The choice of Y is initially somewhat arbitrary and is based on the stability of the system (see Eq. 
(46)). 
The EHA system is third order and has three states associated with position, velocity and acceleration. 
The only measured signal available from the EHA system is from a position encoder with a resolution of 
50nm. For the experimental system tested, the EHA system was at rest and therefore its initial states were 
known and set at ]000[0 =X .  
The reference input (i.e. the desired trajectory of all states) was chosen to be as illustrated by the solid 
lines in Fig. 6, Fig. 7 and Fig. 8. 
The VSF is used to estimate the system states from the only measurement (position) from the EHA.  
The controller receives the measured and estimated system states from the VSF and subsequently forces the 
system to follow the desired state trajectories. The estimated states (position, velocity, acceleration) are the 
dash-dot lines shown in Fig. 6, Fig. 7 and Fig. 8. The measured position resulting from the SMCF is the 
dashed line shown in Fig. 6. The errors between the desired and actual system position and the estimation 
errors, i.e. the difference between the desired and estimated states, are shown in Fig. 9, Fig. 10 and Fig. 11. 
It is evident that the magnitude of the transient errors between the desired and the actual states are very 
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small and thus it can be concluded that in the presence of uncertainties, the SMCF can obtain a high degree 
of robustness and accurate control without an actual measurement of the velocity and the acceleration. The 
chattering that is evident in the error plots can be further suppressed by adjusting the boundary layer 
designed for the SMCF. 
It is recognized that an alternative to using the VSF to estimate the velocity and acceleration states is to 
estimate them directly through direct differentiation. Since the position of load can be measured directly, its 
first derivative and second derivative can be directly obtained as shown in Fig. 12. The presence of noise is 
very evident in this plot. The measured position is differentiated and then filtered to provide a derived 
filtered velocity. The same procedure is applied to the filtered velocity to obtain the smooth filtered 
acceleration. This procedure is referred to as Derivative-filtered approach. The measured position and 
filtered velocity and acceleration are shown in Fig. 13. The maximum cut-off frequency of the second order 
digital filter was set to 2.25Hz. It is evident that the cut-off frequency is very low which will limit the 
system in response to a rapidly changing input signal. The results in Fig. 13 show that the digital filter 
strategy discussed above cannot follow the desired states very effectively when compared to the VSF 
shown in Fig. 6, Fig. 7, and Fig. 8. It is evident that the magnitude of the errors as shown in Fig. 14 
between the derivative-filtered approach and desired states is substantively larger than for the VSF 
approach for velocity and acceleration.   
 
Fig. 6 The desired, measured and estimated state trajectories associated with position 
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Fig. 7 The desired and estimated state trajectories associated with velocity 
 
Fig. 8 The desired and estimated state trajectories associated with acceleration 
 
Fig. 9 The trajectory following error associated with position using the measured signal compared to that of 
the VSF state estimate.  
Sliding Mode Controller and Filter Applied to an Electrohydraulic Actuator System 
February 6, 2006, Wang, - 22 - 
 
Fig. 10 The trajectory following error associated with velocity obtained by using the associated VSF state 
estimate (note only the estimate error is shown since the actual velocity is not known).  
 
Fig. 11 The trajectory following error associated with acceleration obtained by using the associated VSF 
state estimate. 
 
Fig. 12 The measured position and its first derivative and second derivative 
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Fig. 13 The measured position and its first filtered derivative and filtered second derivative and desired 
states. 
 
Fig. 14 The errors between Derivative-filtered and desired states 
 
6 COMPARITIVE ANALYSIS  
In the previous sections, the concepts of the SMCF and its application to the EHA system have been 
presented. In this section to facilitate comparison to a classical controller, a form of a PID controller was 
introduced and tuned using standard practices [22]. This controller is shown in Figure 14.  
It was of interest to apply this well known controller to the EHA model subject to follow the desired 
state trajectories of Fig. 6 to Fig. 8. 
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Fig. 15 PID form controller designed for an EHA 
 
With this PID controller, the actual output position of EHA system, its first and second filtered 
derivative (using second order digital filtering as described in Section 5) are shown in Fig. 16. From this 
experimental result, it is obvious that there is a significant trajectory following error with the PID 
controller. Comparing these results with those of the SMCF (Fig. 6, Fig. 7, Fig. 8), the SMCF achieves 
much better performance in terms of tracking accuracy and settling times.  
 
 
Fig. 16 Desired and actual position of EHA produced by a PID controller 
 
7 OBSERVATIONS 
An examination of the system bandwidth resulting from the implementation of the SMCF is necessary 
to confirm the ability of the controller to regulate the system in tracking the input trajectories. A large 
bandwidth corresponds to a small rise time, or fast response. For the EHA system, one design objective for 
the SMCF was to maximize the bandwidth of the EHA. In this case, a swept sinusoid signals with 
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magnitude of 1 volt and frequency range from 0.1Hz to 200Hz, was input into the EHA plant directly 
without any controller. The open loop bandwidth of the EHA was determined to be approximately 6Hz 
shown in Fig. 17. The Bode diagram of the EHA with the SMCF implemented is illustrated in Fig. 18. The 
bandwidth of the closed-loop system with SMCF was approximately 40Hz. As such, the SMCF improves 
the bandwidth of EHA system by more than 6 times than the system in the open loop. The closed loop 
bandwidth with the PID trajectory following controller is shown in Fig. 19. It is apparent that the SMCF’s 
performance is better by a factor of two. It must be stated that the poorer performance was in part due to the 
low cut-off frequency of digital filter used in PID controller as explained Section 6. If however, the filter 
cutoff frequency was increased, the performance of the PID controller rapidly deteriorated. 
 
 
Fig. 17 Bode plot of EHA plant 
 
Fig. 18 Bode plot of EHA plant with SMCF 
In the SMCF system, the VSF was used for state estimation. The response of the filter should be faster 
than the convergence rate of the controller such that the dynamics of the VSF is insignificant as seen by the 
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SMC. The VSF gain Kk that is used to refine the estimated position is shown in Fig. 20. The corresponding 
a priori and a posteriori states are shown in Fig. 21. It is clear from this figure that the estimated state lags 
the actual state by only one sampling interval, which is 0.001s. It may be said that the convergence  speed 
of the VSF is experimentally 1000Hz, which is 25 times faster than that of the of the combined closed loop 
system (given that the bandwidth of the system with SMC is 40Hz).  
 
 
Fig. 19 Bode plot of EHA plant with PID 
 
Fig. 20 VSF gain compensating the position 
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Fig. 21 The actual and estimated position (the estimated states lag the actual states by one time step) 
 
8 CONCLUSIONS 
A new control strategy, referred to as the SMCF is proposed based on the concepts of Variable 
Structure Control and Filter and represents the unique contribution of this paper. Meanwhile, the SMCF can 
easily be implemented by several iteration calculation steps in the same form as a predictor-corrector 
method, although it is composed of different function blocks, i.e., Controller and Filter. Also, the 
advantages of the proposed controller include robustness and faster system response. The SMCF was 
applied to an experimental high performance hydrostatic actuation system referred to as the EHA. 
Experimental results indicate that SMCF can deal with a stochastic system with unmatched modeling 
uncertainties. 
In the paper, the stability of SMCF is proven by the mathematical derivation. The chattering problem 
can be alleviated by introducing a boundary layer and internal high frequency loop in the SMCF. The 
comparison between SMCF with a form of the classical PID controller with digital filters is provided. The 
SMCF provides a very considerable improvement in performance over a PID type trajectory following 
controller.  
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APPENDIX A: DERIVATION OF SMC 
For the case of 0ˆ >kS , from Eq. (18) 
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kk SS ˆˆ 1 <+ ,          (53) 
where 
)ˆˆ(ˆ 
111 kkkdck wuGXXCCeS kk −−Φ−== +++ .      (54) 
Substituting (16) into (54) 
kkeqk CwuGCuGCS k −−=+ ˆˆˆ 1 .        (55) 
Thus Eq. (53) may be rewritten as: 
kkkeq SCwuGCuGC k
ˆˆˆ <−− ,        (56) 
For the case of 0ˆ <kS , the existence condition (18) may be written as: 
kk SS ˆˆ 1 >+ .          (57) 
The existence condition of (18) is satisfied if: 
kkkeq SCwuGCuGC k
ˆˆˆ >−− .        (58) 
Thus the control law may choose the maximum or minimum value of the last term on the left hand side 
of inequality of (56) and (58) which depends on the sign of switching function, such that: 
)ˆsgn()ˆ(ˆ)ˆ( 11 kkeqk SKcGCSGCuu k ⋅+−= −− ,       (59) 
where the gain ∆+= max)(CwKc , in which ∆  and σ  are arbitrary positive number. 
To handle the chattering, the sign function of )ˆsgn( kS  in (59) may be replaced by saturation function 
as follows: 


 ≤=
otherwise      ) /ˆ(
|ˆ|               /ˆ 
)/)ˆ(
ck
ckck
ck
Ssign
SS
Ssat ψ
ψψψ , 
where σψ +> max)(Cwc , in which max)(Cw  is the upper bound of kCw .  
APPENDIX B: DERIVATION OF VSF GAIN 
In the discrete form, define the a priori and a posteriori estimated errors in terms of measured output 
signals as in a vector form: 
kkkz ZZe kk |
ˆ
|
−= ,          (60) 
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1|
ˆ
1| −−=− kkkz ZZe kk .          (61) 
Similarly 
kkkz ZZe kk |11
ˆ
|1 ++ −=+ .         (62) 
Substitute the system model as defined by Eq. (3) and the next a priori state estimate Eq. (28) into Eq. 
(62) to yield: 
)ˆˆˆ(ˆ)(         
)ˆˆˆ(ˆ         
ˆ
|1
|11
|11|1
kkkkkkk
kkkkk
kkkz
uGXHvwGuXH
uGXHvHX
ZZe
kk
+Φ−+++Φ=
+Φ−+=
−=
+
++
+++
.     (63) 
Rearranging Eq. (63) and substituting Eqs. (27) and (3) into Eq. (63) yields: 
kk
kkkkz
kkkkkkz
KHv
wHHuvZe
vuGHHGXHwXHe
kk
kk
Φ−+
++++−+=
+−+Φ−+Φ=
+
+
−
+
ˆˆ             
)~ˆ(~)~ˆ(~ˆ           
)ˆˆ(ˆˆˆ)(
1
1|
1|
|1
δξξξξ ,     (64) 
where δδδδδ ˆ-~   ,ˆˆˆ  , === GHHG , ++ Φ=Φ= HHHH ˆˆˆˆ  , ξξ , ξξξ ˆ-~ = , HHH ˆ-~ = . 
Substituting 
kkze |1+  from Eq. (64) into )sgn( 1||1 −+ kkikki zz ee  of Eq. (30): 
)sgn(])~ˆ(ˆˆ~ˆˆ    
ˆˆ)~ˆ(ˆˆ~ˆˆˆ[ˆˆ
)sgn(    
1|
1||1
11
1
111
1|
−
−+
⋅−+Φ+Φ+
Φ++Φ−Φ+⋅Φ=
+−+−
++−+−+−−+
kk
kkkk
zkkk
kkkkk
zz
eKwHHHuH
vHvHZHeHH
ee
δ
ξξξ .     (65) 
Let 
kk
kkkkkk
wHHHuH
vHvHZHeHf
)~ˆ(ˆˆ~ˆˆ         
ˆˆ)~ˆ(ˆˆ~ˆˆˆ
11
1
111
1|
+Φ+Φ+
Φ++Φ−Φ+=
+−+−
++−+−+−−+
δ
ξξξ
    (66) 
Eq. (65) becomes, 
)sgn(][ˆˆ)sgn(
1|1||1 −−+ ⋅−⋅Φ= kkkkkk zkkzz eKfHee .  .    (67) 
From Eq. (30), the )sgn( 
1||1 −+ kkkk zz ee  is negative definite. The VSF gain Kk may be defined as the 
following so that it can satisfy the condition of Eq. (30). Thus Kk may be derived from Eq. (67) as: 
)]sgn(|||ˆˆ[|ˆˆ 
1|
1
−⋅⋅ΦΦ=⋅ +− kkzABSkABSk eFHHK ,       (68) 
where Fk is the upper bound of fk,  
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])|~ˆˆ||ˆ(|
|~ˆˆ|)|~ˆ(||ˆˆ|
|~ˆˆ|||||[
maxmax
11
max
1
maxmax
1
max
1
1|
WHH
uHVIH
ZHeHF
ABSABS
ABSkABSABS
ABSkABSzABSk kk
⋅Φ+Φ+
Φ+++⋅Φ+
Φ+⋅⋅Υ=
+−−
+−+−
+−+
−
δξξ
ξ
,     (69) 
and the modeling uncertainties of H~  ,~  ,~ δξ , and also system noise and measured noise kw  and kv  are 
respectively upper bounded by maxmaxmax
~  ,~  ,~ Hδξ , maxW  and maxV , where Y is a diagonal matrix with 
elements 1≥ijγ . 
The VSF gain of a model with an explicit consideration of modeling uncertainties can be written as: 
)sgn(]}
)|~ˆˆ||ˆ(||~ˆˆ|
)|~ˆ(||ˆˆ||~ˆˆ|
||||[|ˆˆ| {ˆˆ
  
1|
1|
max
max
11
max
1
maxmax
1
max
1
1
−
−
⋅⋅
Φ+Φ+Φ+
++⋅Φ+Φ+
⋅⋅Υ⋅Φ⋅Φ
=
+−−+−
+−+−
++−
kk
kk
z
ABSABSABSk
ABSABSABSk
ABSzABSABS
k
eW
HHuH
VIHZH
eHHH
K
δ
ξξξ .     (70) 
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ABSTRACT 
This paper considers the application of Sliding Mode Control (SMC) to a high precision 
Electrohydraulic Actuator (EHA) system with nonlinear discontinuous friction effect. An important 
consideration in such systems is the oscillations that occur in the system response due to friction for small 
input signals at cross-over regions where the velocity changes sign. A new model for a high precision 
hydrostatic actuation system is developed for investigating the effects of discontinuous and nonlinear 
friction. This model is used in the development of a sliding mode control strategy. A significant result from 
this study is that the SMC can suppress such oscillations. In addition, the paper introduces for the first time, 
a linear quadratic approach for defining a discrete-time sliding surface for nonlinear systems.  
A comparative study involving the application of the proposed SMC versus a gain-scheduled 
proportional controller is presented. This comparison demonstrates the performance improvements 
resulting from the SMC and the added robustness of this strategy given large modeling uncertainties. 
 
Keywords: Sliding mode control, Discontinuous nonlinear friction, Transient oscillations, 
Electrohydraulic Actuator  
 
1 INTRODUCTION 
Nonlinear friction exists in all hydraulic systems which have sliding surfaces aided by lubricating oil. 
It is very difficult to model friction characteristics in most simulation studies and hence often the approach 
is to approximate the friction characteristic by an “equivalent” linear viscous friction term. Friction can 
lead to tracking errors, undesirable “stick-slip” motion and even limit cycle oscillations. [1]. A general 
survey of friction and control was done by Armstrong-Helouvry et al in 1994, [2]. Seven representations of 
friction were considered including Viscous, Coulomb, Static+Coulomb+Viscous, Stribech, Rising Static 
Friction, Frictional Memory, and Presliding Displacement. For these cases, black box and model-based 
control strategies have been investigated extensively by many researchers. Black box compensation for 
friction have included stiff PD control [3], adaptive pulse-width control (PWC) [4], and neural network 
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control [5] amongst others. Model-based-control approaches have included compensation [6] and adaptive 
control [7]. A unique two-relay system configuration method was proposed in [8] to identify and control a 
system with a dominant Coulomb friction effect.  
In this manuscript, friction compensation in a novel hydrostatic actuation system referred to as the 
Electrohydraulic Actuator (EHA) is considered. This actuation system is the first reported hydrostatic 
system that has achieved an experimental sub-micron resolution of 50nm and is hence used as the subject 
of this paper. In [9], a linearized mathematical model of the EHA was derived and used as a basis for model 
identification. A prototype model of the EHA system was fabricated and extensively tested. Experimental 
studies indicated that coulomb, static and viscous friction exist in the linear actuator [10]. Further to 
experimental results of [10], a typical friction characteristic from a prototype of the EHA is shown in Fig. 1. 
This friction characterization is adopted in the simulation and experimental study of this actuator in order to 
faithfully reproduce the associated physical effects of friction. Ability to compensate for friction is 
particularly important for achieving a higher level of precision and resolution with the EHA system. The 
control strategy presented in this paper includes friction compensation and is particularly relevant to 
precision trajectory tracking.  
 
Fig. 1. Experimental friction in the EHA and the linear and quadratic approximation 
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In [11], a linearized model of the EHA was presented that assumed a linear characteristic for the load 
friction (as illustrated in Fig. 1). Based on this model, proportional control and nonlinear proportional 
control were applied to the EHA in [12] and [13] respectively. The challenge was to be able to achieve a 
high trajectory tracking performance in the presence of severe nonlinear friction but with a higher dynamic 
performance. Thus the objective of this study was to investigate nonlinear type controllers to achieve this 
goal. This paper will first present a revised nonlinear model of the EHA which includes static, coulomb and 
viscous friction in the actuator. A controller is then presented that is based on the concept of sliding mode 
control (SMC).  
Sliding Mode Control (SMC), a subclass of variable structure systems (VSSs) theory, is a popular 
nonlinear control method that forces a prescribed structural response from a system. SMC achieves this 
effect by using a switching nonlinear input that drives the state trajectory to a predetermined sliding surface 
and then retains them on that surface. The dynamic response of the system is then determined by the choice 
of the switching surface. Although the derivation of a suitable control signal (u) is relatively simple and 
straightforward, the analysis and choice of the switching surface can be challenging, [14]. Utkin and Young 
have proposed three methods for designing the sliding surface in SMC systems: desirable placement of 
eigenvalues of the plant’s system matrix, optimal quadratic performance, and optimal quadratic 
performance with equivalent control defined in the cost function, [15]. All of these methods apply to both 
continuous and discrete linear systems. The sliding surface for the discrete linear system using a Lyapunov 
function was proposed by Spurgeon in 1992 [16]. DeCarlo, et al in 1996 proposed a sliding surface design 
approach using a “regular” form (the form of the plant equations after a diffeomorphic transformation) of 
the plant dynamics for one class of continuous nonlinear systems [17]. In 1984, Slotine presented a sliding 
mode controller for tracking a class of continuous nonlinear time-varying multivariable systems in the 
presence of disturbances and parameter variations, [18]. In 1988, Decarlo et al published a tutorial paper 
about variable structure control (VSC) of nonlinear systems in which VSC design developments were 
described and several approaches were summarized, [19]. In 1997, Misawa proposed a discrete-time sliding 
mode controller with uncertainties which did not require the controller to satisfy the “matching conditions” 
for nonlinear systems, [20].  
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In a study on friction compensation, it has been reported that as the velocity of an actuator changes 
direction (or sign), small oscillatory transients are observed at the crossover point when using a classical 
PID controller, [21]. This effect can be attributed to nonlinear friction and to alleviate it, Qian et al [1] 
proposed a combined PID/Neural Network controller that suppressed these crossover transients. Their 
control strategy did reduce the magnitude of the transient at the crossover points, but could not completely 
remove them. 
The objective of this paper is to apply a nonlinear controller to the EHA system to compensate in part 
its nonlinear friction characteristics to implement trajectory tracking. The proposed method will use some 
of the concepts introduced in [15] and [16]; in particular, the diffeomorphic transformation is used and the 
linear optimal quadratic method (similar in concept to the optimal quadratic performance) is applied to a 
discrete nonlinear system to determine the sliding surface. In this paper, the nomenclature is provided in 
Section 2. In Section 3, the EHA system and its nonlinear model are described. In Section 4, the design of a 
sliding mode controller and its application to the EHA system are presented. The implementation results in 
a simulated and experimental study are considered in Section 5. Section 6 contains the concluding remarks. 
2 NOMENCLATURE 
Before the theoretical and experimental study, it should be clarified several terminologies used in this 
paper. In the paper, the term “plant” will refer to either the physical system or a set of nonlinear equations 
and measured parameters that best represent the physical plant. The term “nonlinear model” will refer to 
the equations that are used to formulate the Sliding Mode Controller. 
Table 1 gives all parameters and coefficients and their values. Matrices and vectors are denoted by 
using bold letters. 
Table 1: Nomenclature (Experimental values for the prototype EHA were obtained from [10]). 
Symbol Comments Values and Units 
.ˆ  Denotes uncertain values  
A Pressure area in symmetrical actuators 2410051.5 m−×  
,, 21 aa
3a  
Coefficients of the quadratic function of nonlinear function 4101.2 × , -1450, 46 
B Viscous friction coefficient mNs /760  
b , )(⋅∆b  Input vector and its scalar uncertainty factor  
C(k) Real-valued constant vector  
ξ+
2
L
 Lumped pump and actuator leakage coefficient sPam /105 313−×  
pD  Pump volumetric displacement radm /106925.1 37−×  
fff ∆,ˆ,  Nonlinear function, uncertain nonlinear function and its uncertainties  
i, j Subscripts used to identify elements of matrices and vectors  
J linear quadratic cost function  
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K Calculation step index  
K Sliding gain  
pipeK  Pipe coefficient relating pressure drop to flow 6212 /105.2 mPas×  
L Leakage coefficient sPam /3  
21, PP  Actuator chamber pressures Pa 
ba PP ,  Pump port pressures Pa 
pipeP  The modeled pressure drop for the pump/actuator pipe connection Pa 
rP  The accumulator pressure Pa 
P_gain Scheduled proportional gain  
ba QQ ,  Pump flow sm /3  
LQ  Load flow sm /3  
S Switching function  
T Diffeomorphic transformation matrix  
Ts Sampling period  
ceq uuu ,,  Control input, equivalent control and correct term of control  
V Optimal control  
ba VV ,  Pump section volumes associated with its two ports 3m  
0V  Total mean volume 351085.6 m−×  
ac
V0  Pipe plus mean actuator chamber volume 3m  
max,Wwi
 
Lumped disturbance and its upper bound  
xx ,0  Pump section volumes associated with its two ports 3m  
x, xd, xe System states and their desired value and desired/actual error  
z, zd, ze Transformed states and their desired value and desired/actual error  
γβ ,  Adjustment gain  
eβ  Effective bulk modulus of hydraulic oil Pa8101.2 ×  ε  Arbitrary positive constant  
σδ ),(ki  Numerical approximation errors  
∑∆ ),(ki  Lumped uncertainty term  
ξ  Pump cross-port leakage coefficient m3/sPa 
ΓΦ ,, Q  Matrix  
φ,Ψ  Boundary layer and its element  
pω  Pump angular velocity srad /  
 
3 EHA NONLINEAR MODEL 
A schematic of the EHA system is shown in Fig. 2. The EHA uses a bi-directional, fixed displacement 
gear pump to supply oil to the actuator and symmetrical actuator to provide high accurate motion by simply 
varying the speed of the electric motor. A simplified pump/actuator model was developed in [12] and is 
given as: 
( )
( )21
21
21
2
2               PPLP
PP
dt
dP
dt
dPVxAD
pipe
e
o
pp
−++
−+

 −+=
ξ
ξβω &       (1) 
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Fig. 2.  Schematic of the Electrohydraulic Actuator (EHA) 
The EHA system is connected to a horizontal sliding mass and the equation of motion for the actuator 
is obtained as follows: 
( ) fFxMAPP +=− &&21          (2) 
where friction fF  is written as a summation of three terms including Static ( staticF ), Coulomb 
( coulombF )and Viscous friction ( viscousF ) such that 
 viscouscoulombstaticf
FFFF ++=
.       (3) 
In [11, 12], coulomb and static friction were neglected for the derivation of a linear model for EHA. 
Chinniah in 2004 [10] used the Extended Kalman Filter to estimate the nonlinear friction. A quadratic form 
of the friction, which combined static, coulomb and viscous friction characteristic, was considered as 
follows: 
0       32
2
1 >++= xaxaxaF f &&&  
0     32
2
1 <−+−= xaxaxaF f &&&        (4) 
where 321  , , aaa  are the experimental coefficients whose values are given in Table 1 for the prototype of 
the EHA, and x&  is the load velocity. The nonlinear friction based on Eq. (4) and the actual EHA 
experimental friction coefficients are shown in Fig. 1. 
Substituting (4) into (2) yields, 
( ) 0       322121 >+++=− xaxaxaxMAPP &&&&&  
( ) 0        322121 <−+−=− xaxaxaxMAPP &&&&&       (5) 
This can be written as  
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( ) )()( 321221 xsignaxaxaxMAPP &&&&& +++=−       (6) 
Taking the derivative of both sides of Eq. (5) yields: 
0          
2
 2121 >++=− xx
A
a
A
xxa
x
A
M
dt
dP
dt
dP &&&&&&&&&  
0          
2
 2121 <+−=− xx
A
a
A
xxa
x
A
M
dt
dP
dt
dP &&&&&&&&& ,      (7) 
which can be written as: 
)(
2
 1221 xsign
A
xxa
x
A
a
x
A
M
dt
dP
dt
dP &&&&&&&&& ++=− .      (8) 
Note: the transient impulse due to the derivative of sign (
.
x ) at 0 is neglected in this model. 
A second nonlinearity which arises in the EHA system is due to pipe/entrance losses. Due to the 
symmetry of the EHA, the pump/actuator pipe connection is modeled as a pressure drop, pipeP , which is a 
function of flow. In the EHA system, pipeP  is approximately modeled by using Darcy’s pipe flow equation 
as: 
222
pppipeLpipepipe DKQKP ω≈≈        (9) 
Although it is most desirable to include all identifiable nonlinearities in the model, it is recognized that 
the resulting complexity would interfere with the proposed controller in the first instance. Preliminary 
studies showed that this nonlinearity was known to be small compared to the actuator friction effects and 
hence it was decided to linearize pipe flow. Thus in a linearized form: 
ppppipepipe DKP ωω ∆≈∆ 022         (10) 
Substituting Eqs (6), (8) and (10) into Eq. (1) yields, 
( )
)(
))(2/(2
)2/(
)
2
)2/(
(
 41
3
2
101
2
2
02
0
0
xsign
A
axaLxxVa
x
A
LaA
x
A
LMVa
x
A
MV
DKD
e
e
e
e
e
ppppipep
&&&&&
&&&
&&&
β
ξβ
ξ
β
ξβ
βωωξ
++++
++++++
=−
     (11) 
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In practice, 14 0 <<pppipe DK ξω . Choosing the state variables, ix , as shown in Eq (12) it is more 
convenient to convert these state equations into a discrete form. Assuming the presence of system noise, 
and  using the sampling period, sT , replacing the input term pω as u (a more general form of the input), the 
state-space discrete equations may be approximated (using the “forward difference” approach to 
discretization) as: 













++
+++
−
++
−







 ++
−=+
++=+
++=+
)()(
))((
]))(()[
2
()()(2
 )(
))
2
((
)()
)
2
(
(1)1(
)()()()1(
)()()()1(
3
0
2
0
3
2
213201
2
0
2
2
3
0
02
3
2322
1211
kwTku
MV
AD
T
kxsign
MV
akxaLkxkxVa
T
kx
MV
LaA
T
kx
MV
LMVa
Tkx
kwTkxTkxkx
kwTkxTkxkx
s
ep
s
e
s
e
s
e
s
ss
ss
β
ξβ
βξ
ξβ
     (12) 
The discrete equation can be now represented by the more generic form: 
)()())(())((ˆ)()1( kTkukbTkfTkk sss ∆+++=+ xxxx      (13) 
4 SLIDING MODE CONTROL 
SMC is fairly simple to implement and has been effective in controlling against external disturbances 
and parameter variations [22]. The theory and application of SMC design can be broken down into two 
steps: 
1. design of a sliding surface that represents the desired system dynamics, and, 
2. development of a control law that makes the sliding surface “attractive” (which means that there 
exists a part of surface in the neighborhood of which all the state trajectories are directed towards.). 
Before designing the controller, it is necessary to represent mathematically a generic discrete model 
which includes uncertainties. Consider the following class of uncertain systems: 
),(),(ˆ),(ˆ),,(ˆ tftutbtfutF xx)(x,xx(t)x ∆++==&      (14) 
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where nRtx ∈)(  is the state vector , )(tu  is the input signal and ),( txf∆  is the time-dependent parameter 
uncertainties with known upper bound. ),(ˆ txf  and ),(ˆ txb  are known functions determining the system 
characteristics, where 
[ ]Tn tftftftf ),(ˆ),(ˆ),(ˆ),(ˆ 21 xxxx L= ,  
[ ]Tn tbtbtbtb ),(ˆ),(ˆ),(ˆ),(ˆ 21 xxxx L=  
[ ]
[ ]Tnn
T
n
tftftftftftf
tftftftf
),(),(ˆ),(),(ˆ),(),(ˆ
),(),(),(),(
2211
21
xxxxxx
xxxx
−−−=
∆∆∆=∆
L
L
    (15) 
where [ ](.)(.)(.)(.) 21 nffff L=  is the function describing the plant, which is unknown in practice 
due to system uncertainties. The unknown exact input matrix b can be written as the product of the 
uncertain input matrix bˆ  and a scalar uncertainty factor )(⋅∆b , which is bounded such that 
1for      /1 >≤∆≤ βββ b , and 
)())((ˆ))(( ⋅∆= bkbkxb x         (16) 
The approach of “forward difference” approximation is used in the discretization of the state space 
model at any time sT  and given by: 
ni
k
T
kxkx
x i
s
ii
i
L
&
,2,1
)(
)()1(
=
+−+= δ
        (17) 
where sT  is the sampling time and the term )(kiδ  denotes the numerical approximation error. The discrete 
form of Eq. (14) can be written in the form of Eq (13). The general form of Eq (13) will now be used to 
design the sliding surface and the controller. 
4.1 Sliding Surface Design 
In sliding mode control, the full-order discrete-time system given in Eq. (13) is transformed into the 
cascade of two reduced-order subsystems, referred to as the “regular” form, 
)())((ˆ)()1( 1111 kTkfTkk ss ∆++=+ zzz       (18) 
)()(ˆ))((ˆ)()1( 22222 kTkubkfTkk ss ∆+++=+ zzz      (19) 
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where mnRk −∈)(1z , mRk ∈)(2z . This decomposition is done by applying a linear transformation, 
)()( kTk xz = , where T is a diffeomorphic transformation. In order to design a linear sliding surface, only 
Eq. (18) is required. However, in this form, only z2 contains the input variable. Thus it is necessary to 
choose a different form of T to define a new equation that does contain the input but is still linear. One such 
transformation is given by: TbbT ]ˆ0[ˆ 2= , [23]. It is assumed without loss of generality that Eq. (18) is 
linear such that it can be written in the form: 
)(
)(
)(
]ˆˆ[)1( 1
2
1
12111 kTk
k
k s∆+

ΦΦ=+
z
z
z       (20) 
where 1211 ˆ,ˆ ΦΦ  are constants. As an example and referring to the EHA model of equations of (12) and 
(13), 1211 ˆ,ˆ ΦΦ  can be obtained using diffeomorphic transformation matrix T=[I3] such that 


=Φ

=Φ
s
s
T
T 0ˆ,
10
1ˆ
1211 .  
In the derivation of the sliding surface, the known part of the dynamic model will be used and the 
uncertainties such as the term )(1 kTs∆  are assumed small and negligible.  
In state tracking or trajectory following problems, the sliding surface is defined in terms of the error. 
The control problem becomes one of constraining the states x to follow a prescribed trajectory xd. Let 
)](,),(),([)( )1( kxkxkxk nddd
−= L&dx        (21) 
Defining the sliding surface is very problem dependent. For tracking control, it is not unusual to 
assume: 
0)()()(
)(
)( ==∂
∂= kkCkkSkS ee
e
xx
x
       (22) 
where. )()()( kkk de xxx −= . 
e
kSkC
x∂
∂= )()(  is a real-valued vector. 
In discrete form, )()]()1()[()()1( kkkkCkSkS ee σ+−+=−+ xx , where )(kσ  is the numerical 
approximation error for the sliding surface.  
Using the transformation T, the parameter matrix of the switching function can be partitioned as: 
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

==
)(
)(
][)()(
2
1
21 k
k
CCkTCTkS
e
e
e
T
z
z
x       (23) 
During an ideal sliding motion, the z2e(k) can be expressed in terms of z1e(k): 
)()( 12 kFk ee zz −=          (24) 
where 1
1
2 CCF
−= .  
Assuming that the desired states satisfy the nonlinear model for a “hypothetical” control input [24], 
such that:  


ΦΦ=+
)(
)(
]ˆˆ[)1(
2
1
12111 k
k
k
d
d
d z
z
z ,       (25) 
then, 


ΦΦ=+
)(
)(
]ˆˆ[)1(
2
1
12111 k
k
k
e
e
e z
z
z ,       (26) 
where z1e(k)=z1d(k)-z1(k), z2e(k)=z2d(k)-z2(k). 
 
Consider the linear quadratic cost function: 
)()( kQkJ e
ksm
T
e xx∑∞= ,        (27) 
where 0>Q  are symmetric matrices, and k is the step in which the sliding motion is starting. The objective 
is to choose the coefficients of the linear sliding surface such as to minimize this cost function. By using the 
same transformation T as for the states, and by partitioning the matrix Q, then 


=
2221
1211
QQ
QQ
TQT T ,        (28) 
Defining, [22]: 
21
1
221211 QQQQ
−−=Γ ,        (29) 
and for: 
)()()( 121
1
222 kQQkk ee zzv
−+= ,       (30) 
the quadratic cost function given in Eq. (27) can be written as: 
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)]()()()([ 2211 kQkkkJ
T
ksm
T vvzz +Γ=∑∞        (31) 
where 022 >Q  ensured by 0>Q  so that 22Q  is nonsingular, and 0>Γ . 
Combining Eqs. (26) and (30) to eliminate the z2e , the constraint equation may be written as: 
)()(ˆ)1( 1211 kkk ee vzz Φ+Φ=+        (32) 
where 21
1
221211
ˆ QQ −Φ−Φ=Φ . 
A positive-definite unique solution P is guaranteed by the discrete algebraic Riccati equation defined 
as: 
0ˆˆ 12
1
2212 =Γ+ΦΦ−Φ+Φ − PQPPP TT .       (33) 
Thus the problem becomes one of minimizing the function of Eq (31) constrained by Eq (32), which 
can be restated as a standard optimal control law v(k) given as: 
)()( 112
1
22 kPQk e
T zv Φ−= − .        (34) 
Substituting (34) into (30) yields: 
)()()()( 111221
1
222 kFkPQQk ee
T
e zzz −=Φ+−= −        (35) 
From this equation, )( 1221
1
22 PQQF
TΦ+= −  and by hence 222 QC =  and )( 12211 PQC TΦ+= .  
Thus the sliding surface coefficients (embedded in F) can be determined by solving the discrete Riccati 
Eq. (33). This, then, is the first application of the linear quadratic method to a discrete nonlinear problem 
for sliding surface determination and is considered to be a very important contribution to this area. This 
optimally defined sliding surface is used in the following section in the derivation of the control law. 
4.2 Controller 
Sliding mode control (SMC) is a powerful control methodology for both linear and nonlinear systems 
because of its robustness to parameter changes, external disturbances and unmodelled dynamics. The 
equivalent control method for nonlinear systems was proposed by Utkin in 1977 [25]. The control law may 
be selected such that a “candidate” Lyapunov function satisfies Lyapunov stability criteria. The control 
signal will then ensure existence of a sliding mode on the surface S=0, which is determined as: 
)()(ˆ)( tututu ceq +=          (36) 
Sliding Mode Control for an Electrohydraulic Actuator System with Discontinuous Nonlinear Friction 
April 19, 2006, Wang, - 13 - 
where )(ˆ tueq  is the estimated equivalent control and )(tuc  is the corrective control or discontinuous term. 
ueq  is the continuous input that would maintain the system on the sliding hyperplane in the absence of 
a corrective term. In practice, the presence of uncertainties makes an exact calculation of the equivalent 
control input impossible. Slotine in 1984 proposed a sliding mode controller for continuous nonlinear 
systems in the presence of parametric variations and uncertainties, [18]. A discrete but similar approach is 
considered in this paper. For discrete-time nonlinear systems with large uncertainties, the discrete controller 
proposed by Misawa [20] is adopted here. This controller is expressed as  
)
)(
)(
(
)())((ˆ
|)(ˆ|
2
1)(ˆ
2
1)(
22
k
kSsat
kCkb
Kkpkpku φ
β
β
β
β
β ⋅



 +−++=
x
    (37) 
where 


 ∆+−=
s
d
T
k
kf
kCkxb
kCkp
)(
))((ˆ
)())((ˆ
)(
)(ˆ
x
x       (38) 
and )()1( kk ddd xxx −+=∆ . K is the sliding mode gain which is specified as 
εσ 2)()()( +∆−= kkCTkK s , whereε  is an arbitrary positive constant and β  is an adjustment coefficient. 
In the general case of nonlinear systems, the sliding surface can be chosen as a nonlinear function with an 
associated time index as shown in Eqs. (37) and (38). But for the controller implemented in this paper, the 
sliding surface is taken as linear and C(k) is a constant vector determined by solving Eq. (33) as indicated 
in the previous section. 
To remove the chattering caused by the discontinuous control signal, a smoothing boundary layer is 
defined as: 
)}())((||)({ kkSk ee φ≤=Ψ xx         (39) 
In this result, Misawa [20] has defined the value of )( kφ  (evaluated to be a maximum value which 
depends on )(⋅∆b ) is selected as β  or β/1  based on the sign of S and )(ˆ kp . But, the width of the 
boundary layer is a conservatively large number as first proposed in [20]. To obtain a more accurate 
trajectory following, the boundary layer can be adjusted by some gain γ  to make the boundary layer width 
smaller, such that, 
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}2)()1(]
)1(
)()(ˆ)1(            
|)(ˆ|)13[(
2
)1()())((ˆ{
2
)( 
222
2
2
2
εββφβ
βγβ
βφ
+Σ++



−−+
+⋅⋅−≥
k
k
kSsatkp
kpkCkbTk s x
     (40) 
where 10 << γ , )()()()( kkCTkk s ∆−=Σ σ  [20]. 
Further to above, the control law is defined by Eqs. (37), (38) and (40)) and by solving the Riccati Eq. 
(33) for the definition of the sliding surface. The numerical values for the control law as they pertain to the 
EHA system are provided in the following Section 5. 
5 SIMULATION AND EXPERIMENTAL RESULTS 
The model of the EHA can be expressed in the form of Eq. (12). This model contains uncertainties 
where the parameters such as 0321 ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ VDCMAaaa epT β  are not exactly known and may be subject to 
perturbations. As such, wi’s are used to denote lumped disturbances and uncertainties. Consider the 
following cases that assume different levels of uncertainty. These cases are presented by using computer 
simulation and are complemented by experimental tests on the EHA plant. 
Case I  
In this simulation, the variations in the parameters are assumed to be zero (therefore the model is 
assumed to be known). A gain scheduled proportional controller, proposed by Sampson et al [13] was used 
on the nonlinear EHA plant in order to provide a comparison with the performance of the Sliding Mode 
Controller. The nonlinear gain scheduled proportional controller (SPC) is illustrated in Fig. 3. The 
proportional gain is switched from 6980 to 42800 depending on whether the error signal was greater or less 
than m4105 −× . In this simulation study, the acceleration waveform was chosen such the position signal 
waveform resembled a step input for the period under consideration. Thus in all appropriate figures (Fig. 4, 
for example), the desired position input is not a “perfect” step waveform and is defined as a “quasi-step”.  
The simulated EHA output position tracking and its desired trajectory are shown in Fig. 4.  For final 
position control, the steady-state error is shown in Fig. 5. The oscillation effects caused by discontinuous 
friction are evident in these results. 
In applying the SMC to the same plant, the sliding surface coefficients are chosen as 
]11.335.30[)( =kC  and the gains set to 1=β  (assumed there are no uncertainties in model), and 
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5.0=γ  (which is dependent on a best accuracy obtained in simulation results). The output displacement 
and positional error for these conditions are shown in Fig. 6 and Fig. 7.  These results show the sliding 
mode controller can demonstrate a very fast response with a “more accurate motion” (compared to the 
SPC) given the nonlinear EHA plant. The maximum error (Fig. 6) is less than m5104 −×  in simulation. 
From these results, it is observed that the SMC produces a much shorter rise or settling time than the SPC 
and no oscillation in steady-state.  
 
Fig. 3.  Scheduled Proportional Controller for the EHA (after Sampson et al [13]) 
 
Fig. 4.  Quasi-step Response of the SPC (Simulation) 
 
Fig. 5.  Quasi-step Response Error of the SPC (Simulation) 
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Fig. 6. Quasi-step Response of SMC (Simulation)  
 
 
Fig. 7.  Step Response Steady state Error of SMC (Simulation).  
(Note that the error is “smooth” as compared to the oscillations observed SPC in Figure 5) 
 
Case II 
In order to improve the settling time of the SPC on the nonlinear EHA plant, the switched gain was 
increased by a factor of 4 such that: 



×≤=
×>=
mgainP
mgainP
4-
-4
105error   171200_
105error     27920_
. 
where P_gain is the scheduled proportional gain. 
The step response with the new switched gain is shown in Fig. 8. The results show that the SPC also 
can obtain a very fast response with higher switched gains. However, because of discontinuous friction, 
oscillatory effects can also be observed in the system response as shown in Fig. 8 (just visible at steady 
Sliding Mode Control for an Electrohydraulic Actuator System with Discontinuous Nonlinear Friction 
April 19, 2006, Wang, - 17 - 
state) and Fig. 9 (quite dominant). 
 
Fig. 8.  Step Input Response of SPC (Simulation) 
 
Fig. 9.  Step Input Response Error of SPC (Simulation) 
For the computer simulation study, it is should be noted that all the states (Position, Velocity, and 
Acceleration) of the system are available and can be used to verify the effectiveness of control 
performance. Given periodic input signals, the displacement, velocity and acceleration of the actuator for 
the SPC controller are shown in Fig. 10. The maximum errors between desired and actual states are 
summarized in Table 1 (presented after Case III). 
Sliding Mode Control for an Electrohydraulic Actuator System with Discontinuous Nonlinear Friction 
April 19, 2006, Wang, - 18 - 
 
Fig. 10.  Periodic Input Response of SPC (Simulation) 
(Note that the desired acceleration is periodic square wave, but in this figure it does not appear as such  due to the magnitude of 
the transient oscillation in acceleration) 
 
Fig. 11.  Periodic Input Response of SMC (Simulation).  
(This result can be compared to Figure 10 which demonstrates that the severe oscillations of the SPC are not evident here) 
The EHA has been prototyped as shown in Fig. 12. Experimental studies from this prototype are used 
here to confirm the observations made by simulation. In practical experimental tests, only the position can 
be measured in the EHA system. But in this work, SMC is a full-feedback controller, which means all the 
states are needed for feedback. As a first step, the Extended Kalman Filter is used to provide an on-line 
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estimate of the states in the experimental tests and then these estimated states are fed back to the controller.  
The SPC control law was applied to the EHA prototype as shown in Fig. 13. The same desired 
reference input as for the simulation case as shown in Fig. 10 is used to implement the experiment tests. 
The experimental results from this application of the SPC are shown in Fig. 14 to 15.  
From the above simulation and experimental results, it is observed that there are visible transients in 
the output response of the EHA at the zero velocity cross over points or the maximum position points (such 
as at time 0, 2, 4, 6 seconds) using the SPC (Fig. 14). The SPC provides significant “kicks” at these time 
points. These coincide with regions where the discontinuity in friction occurs and support the hypothesis 
stipulated in [1].  
For the sliding mode controller, the same periodic input signals are used as inputs to the experimental 
EHA prototype The same sliding surface and adjustment gains β , γ  as in Case I, were chosen. The 
control law and its transient responses from experiments are shown in Fig. 16 and Fig. 17. The simulation 
results (as shown in Fig.11) and experimental results demonstrate that the oscillations in the output that are 
attributed to nonlinear friction have been removed by the application of the SMC without compromising 
the speed of system response (the maximum states errors are indicated in Table 1). There are no obvious 
“kicks” occurred in SMC control signal than in SPC. 
 
Fig. 12.  The EHA Prototype 
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Fig. 13. The Control Law of Periodic Input of SPC (Experiment) 
 
Fig. 14. The Position Response of Periodic Input of SPC (Experiment) 
 
Fig. 15. The Magnified Position Response of Periodic Input of SPC (Experiment) 
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Fig. 16. The Control Law of Periodic Input of SMC (Experiment) (Note that this result is compared to Fig 13 which 
demonstrates that the  “kicks” which are observed at the transient points of the SPC does not occur here) 
 
Fig. 17.  The Position Response of Periodic Input of SMC (Experiment) 
 
Case III. 
The most important characteristic of SMC is its insensitivity to parametric variations, uncertainties, 
and rejection of external disturbances, i.e. robustness. In this case a 20% of parametric error (uncertainty) 
for all coefficients is injected into the nonlinear model of EHA at the same time such that: 
T
epT
T
epT
DCMAaaa
DCMAaaa
],,,,,,,[*)2.01(
]ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ,ˆ[
321
321
β
β
+= . 
The same periodic reference input was used as in case II. The sliding surface was defined by the 
discrete linear quadratic approach as ]1106100[)( =kC  and adjustment gains 1.1=β  (considering the 
20% uncertainties) and 5.0=γ  (which is dependent on the best performance obtained in practical tests). 
The simulated transient response of the states with respect to the desired input is shown in Fig. 18. The 
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position of load in the experimental tests is demonstrated in Fig. 19. 
 
Fig. 18. Periodic Input Response of SMC for Nonlinear Model with 20% Uncertainties (Simulation) 
 
 
Fig. 19. The Position Response of Periodic Input of SMC with Nonlinear Model with 20% Uncertainties (Experiment) 
 
Maximum Errors from Simulation Maximum Errors from Experiment  
Position (m) Velocity(m/s) Acceleration(m/s2) Position(m/s) 
SPC 4102 −×     Case I 
SMC 5105.3 −×     
SPC 01.0  0.15 20 4105.3 −×  Case II 
SMC 6105 −×  5102 −×  0.02 4103 −×  
Case III SMC 3101 −×  3102 −×  0.03 4104 −×  
 
Table 1 Maximum Errors of simulation and experiment study 
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The results show that even with 20% variation in the parameters, the proposed SMC shows an 
excellent trajectory following capability with minimal transient effects at the cross over points (maximum 
error of m4104 −× ). But the steady state error of states is increased compared to Case II due to the large 
level of uncertainties.  
The controller is successful in both cases (involving a known model and the nonlinear model allowing 
for uncertainties) in compensating the oscillations due to static friction (observed in Fig. 10 and Fig. 14). 
The effect of the controller can be explained by considering the elements that make up the control signal. In 
essence, the control signal (input to the plant) consists of two elements that are its continuous and its 
discontinuous (switching) elements. There is a limit in the size of the gains associated with the continuous 
element of the controller that is determined by the stability of the closed loop system. To alleviate the effect 
of static friction this gain would need to increase at the expense of stability. In the controller presented in 
this paper, the gain of the continuous element of the control signal is indeed set to a conservative level that 
satisfies the stability considerations. The added control action needed for compensating for static friction is 
provided by the discontinuous element of the control signal. The discontinuous terms comes into effect 
only when the error is greater than the width of the smoothing boundary layer. In this case, it compensates 
the uncertainty due to friction in the small error margins that the static friction is significant and thus 
alleviates its effects without causing instability or oscillations.  
The importance of the presented controller becomes evident when considering the application that is 
considered in this paper. The EHA actuator is capable of moving large loads with extreme precision. Static 
friction is an important limiting factor for this level of precision. The SMC controller compensates static 
friction here without the necessity of implementing high gains that could result in instability.  
6 CONCLUSIONS 
The paper considers the application of sliding mode control to a hydrostatic actuation system with 
discontinuous and nonlinear friction effects. The associated sliding surface design is defined by using a 
linear quadratic cost function. This is the first application of the linear quadratic method to a discrete 
nonlinear problem for the determination of the switching hyperplane.  
An important controller design consideration for systems with discontinuous friction is the oscillations 
that can occur given small input signals at crossover regions where the sign of the velocity changes. The 
Sliding Mode Controller proposed in this paper shows little sensitivity to discontinuous friction and 
Sliding Mode Control for an Electrohydraulic Actuator System with Discontinuous Nonlinear Friction 
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alleviates the above mentioned oscillations. A comparative study with a gain-scheduled proportional 
controller demonstrates the robustness and performance benefits of the SMC.  
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1A SMOOTH VARIABLE STRUCTURE FILTER FOR STATE ESTIMATION 
Shu Wang* Saeid Habibi** Richard Burton*** 
 
Abstract 
A new method of filtering strategy, referred to as the Smooth Variable Structure Filter 
(SVSF) is reviewed and applied to the problem of state estimation. The reaching stability 
of the SVSF (closely related to that of Variable Structure Control (VSC)), is verified by a 
mathematical proof. The mathematical foundation behind, and the methodology of SVSF 
are presented. The robustness of SVSF to system noise, measured noise and parameter 
variations is verified by a numerical example. 
Key Words 
Smooth Variable Structure Filter, State Estimation, Inverse Function 
 
1. Introduction 
A “full-state feedback” control system is based on the assumption that all the state 
variables can be measured. However, in practice not all state variables are available due 
to the cost, accuracy, or availability of appropriate transducers [ 1 ]. Under some 
circumstances, it is possible to estimate the states which are then fed to the controller 
rather than actual states. 
One of the earliest approaches to state estimation (also referred  to as filtering) was 
forwarded by Kalman who defined a systematic approach to linear filtering based on the 
method of least-squares [2] and [3]. An introduction to stochastic/random processes and 
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both the theoretical and practical aspects of Kalman filtering are provided in [4]. The 
concept of an “observer” for a dynamic system was introduced in 1966 by Luenberger 
which was used to estimate unavailable state variables [5]. An adaptive filter was used to 
perform satisfactorily in an environment where knowledge of relevant statistics is not 
available [6]. The unscented filter was introduced for nonlinear systems indicating more 
accurate than the Extended Kalman Filter (EKF) [7]. The Particle filters, known as 
Sequential Monte Carlo Methods, are introduced as a sophisticated model estimation 
techniques based on simulation [8, 9, 10]. 
A filtering strategy defined as a Variable Structure Filter (VSF) [11 ] for state 
estimation was proposed by Habibi and Burton to be used for estimating the states of an 
observable Linear Time Invariant (LTI) systems. This filter was designed to estimate the 
states of systems with uncertainties and was found to be very robust in the presence of 
noise. As an extension of this work, a Smooth Variable Structure Filter (SVSF) was first 
presented in 2004 [ 12 ]. The SVSF is reviewed in this paper and modified to 
accommodate a limited class of discontinuities. The SVSF uses concepts closely related 
to Variable Structure Control. However, its implementation procedure is similar to the 
Kalman Filter [ 13 ]. Usually sliding observers use a constant feedback gain and a 
discontinuous vector to correct the predicted estimates of the system dynamics [14]. 
Although SVSF can be regarded as a special form of sliding observer, the function of the 
SVSF is to directly estimate the states of a system by a discontinuous component. This 
discontinuous component called a “SVSF gain”, (which is calculated by transformation), 
is used to correct state estimates. The form of the SVSF gain, however, is different from 
the sliding observer gain and this will be expanded upon. 
The SVSF is a novel state estimation strategy which is stable and has a simple 
formulation. An estimate of the state trajectory is generated by using an uncertain model 
of the system. The SVSF forces the estimated state trajectory towards the true state 
trajectory until it reaches a subspace referred to as the “existence subspace”. The SVSF is 
a predictor corrector method and involves two stages. In the first stage of prediction, a 
model of the system under consideration is used to predict the state trajectories. In the 
second stage of correction, an SVSF gain is calculated and used to refine the estimated 
state variables.  
2. Mathematical Background 
 In SVSF theory, it is required that an inverse function can be calculated from the 
system dynamical model. A “smooth function” is defined as one that is infinitely 
differentiable, i.e., has derivatives of all finite orders [15]. Thus, a necessary condition to 
obtain its inverse function is possessed by a smooth function. Given a smooth function 
nnf ℜ→ℜ: , if the Jacobian is invertible at 0, then there is a neighbourhood U containing 
0 such that )(: UfUf → is a diffeomorphism. That is, there is a smooth inverse 
UUff →− )(:1 , [16].. For a function f to have a valid inverse, it must be a bijection, which 
means the system is completely observable and completely controllable 
In many systems, discontinuous behaviour appears in the operation of the plant or in 
the case of a VSC, the controller. To make the nonlinear terms compatible to the SVSF, 
several requirements associated with inverse functions must be satisfied. In the presence 
of discontinuous nonlinear terms (for example, caused by coulomb friction) in some 
control problems, it is impossible to obtain the inverse function. Here, an approximation 
may be used for smoothing out the discontinuity from the function, e.g. a sign function 
being replaced by the hyperbolic tangent function as an example. For the function 
tanh(Cx), as C increases, then the tanh function approaches the sign function in the limit. 
The inverse of the hyperbolic tangent is often called the arc hyperbolic tangent function: 
⎟⎟⎠
⎞
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−
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x
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1
1ln)arctanh(
2
. As such, this approximation is used for calculate the inverse 
function for the Smooth Variable Structure Filter. 
3. SVSF Estimation 
Control system models with no stochastic elements are called deterministic. Among the 
models with stochastic elements, the least complex are those with a single uncertain 
vector, containing additive noise terms while more complicated models have uncertain 
parameters, measurement errors, uncertain initial state vectors and time-varying 
parameters. For the SVSF, an estimate of the state trajectory is generated using a 
deterministic albeit uncertain model. The estimated trajectory is forced towards the true 
state trajectory by the use of a discontinuous gain until it reaches a neighbourhood of 
actual state trajectory; the size of this neighbourhood determines the accuracy of SVSF. 
This neighbourhood is referred to here as the “existence subspace”. The existence 
subspace will enclose the actual state trajectory [12]. The SVSF is formulated such that 
once the estimated trajectory reaches the existence subspace; it remains confined within 
this neighbourhood without leaving, switching back and forth along the actual state 
trajectory. 
Consider a nonlinear system which may be expressed by a smooth function, i.e. 
which can be infinitely differentiable, such that: 
),()()())((),,,( tdtutbtfwutF x)(xxx(t)x ++==&      (1) 
where ))(( tf x  and ))(( tb x  are differentiable functions determining the system 
characteristics. 
It is assumed that the relationship between the measurement signals and the states is 
linear, or at least piece-wise linear, such that: 
)()()( tvtHt += xz          (2) 
where H is a constant matrix, and v(t) is the measurement noise. 
The approach of “forward difference” approximation is used in the discretization of 
the state space model at any time )(kTs  and is given by: 
nik
T
kxkxx i
s
ii
i L& ,2,1  )(
)()1( =+−+= δ       (3) 
where sT  is the sampling time and the terms of )(kiδ  are the numerical approximation 
errors. The discrete model of (1) can be written as: 
kkkskskk w)ub(T)f(T +++=+ xxxx 1       (4) 
where ][ kksk dTw δ−=  is the lumped uncertainty term. 
The discrete-time form of (2) may be expressed as: 
kkk vH += xz           (5) 
The system wk and measured vk noise are assumed to have Gaussian distributions. To 
a high level probability, they are assumed to be amplitude bounded. Furthermore, the 
systems and measurement noise are assumed to be uncorrelated and upper bounded. 
The SVSF is a predictor-corrector method that uses an internal model to predict an a 
priori estimate of states. The a priori estimate is corrected into an a posteriori state 
estimate through a corrective term Kk+1.  
The SVSF estimation process is summarized as follows, [12]: 
1. The a priori state estimate is predicted by using the estimated model of the system 
such that: 
kk|ksk|ksk|k|kk )u(bT)(fT xxxx ˆˆˆˆˆˆ 1 ++=+        (6) 
The state estimate in (6) is obtained by using the previous a posteriori state estimate 
k|kxˆ  or at the inception of the process, by using the initial conditions, 0xˆ . The estimated 
states are then used for predicting the a priori estimates of measurements such that: 
kkkk H |1|1 ˆˆˆ ++ = xz          (7) 
2. A corrective gain nkK ℜ∈+1  is calculated as a function of the error in the 
predicted output. 
3. The a priori state estimate is refined into an a posteriori state estimate such that: 
1|11|1 ˆˆ ++++ += kkkkk Kxx          (8) 
4. Steps 1 to 3 are iteratively repeated. 
In the following section, a derivation for the corrective gain of stage 2 is provided. 
4. SVSF Prediction 
Let a surface be defined in the continuous time as: 
eS Λ=           (9) 
where the estimation error is xx ˆ−=e , 0>ijλ  are the components of vector of Λ . Thus 
the stability condition for the sliding mode may be stated as: 
0
)( <
dt
sds ii           (10) 
where is  are elements of S in (9). 
Since constant 0>ijλ , from (9) and (10), the stability condition may be written as: 
0
)( <
dt
ed
e ii           (11) 
In practice, the states are not available for the calculation of the estimated error; 
hence, the measured output, kz , must be used in state estimation. In the discrete form, the 
a priori and a posteriori estimated errors in terms of measured output signals are defined 
as: 
1|111|1
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where 
kkkk ii
zz
|11|1
ˆ and ˆ +++  are elements of the following estimated output vectors: 
1|11|1 ˆˆˆ ++++ = kkkk Hxz          (14) 
kkkk H |1|1 ˆˆˆ ++ = xz          (15) 
The corrective term Kk+1 is a discontinuous term that is designed to guarantee the 
stability of the estimation process. The SVSF gain 1+kK  is used to force the estimated 
states to approach the desired trajectory. In order to derive the SVSF gain, a stability 
Lemma has to be considered. 
Lemma 1: the stability condition of (11) is satisfied if: 
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z
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ee
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         (16) 
It is should be noted that the physical meaning of the Lemma 1 is that the error in 
state estimation for each step is reduced which means that the estimated states move 
closer to the desired trajectory, i.e., the actual system states. 
Proof: Let a Lyapunov function be defined such that 2
|kkzk
e=ν . The estimation process 
is stable if ( ) 0221 |1|1 <−=Δ +++ kkkk zzk eeν . This stability condition is satisfied by equation 
(16). 
 
For a completely controllable and a completely observable system model, the stability 
of the output estimate implies the stability of the state estimate. 
The SVSF gain that would satisfy Lemma 1 can be found from theorem 1 which 
states: 
Theorem 1: Based on the stability condition, the SVSF gain may be chosen in the form 
of: 
)sgn()(ˆ
|1||11 kkikkkk zABSzABSzk
eeeHK
++
+= ++ γ      (17) 
where mm×ℜ∈γ  diagonal matrix, and its elements 10 <≤ iiγ .  
Proof: See Appendix A. 
 
If the system is completely observable and completely controllable or bijective in the 
case of nonlinear systems, it is possible to construct a full state observer, i.e. SVSF. In the 
prediction stage of SVSF, the state vector may be divided into two parts: the state 
estimates with explicit measurements associated with them denoted as yk(m) and the 
remaining state estimation yk(u). To facilitate the development of the SVSF, a new form of 
output vector is defined that would correspond to the above mentioned state vector 
partition as follows: 
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where T is a transformation matrix, the superscripts of (m) and (u) means measured and 
unavailable state variables. 
Thus, the upper partition of (18) can be replaced by the actual measured output 
described by (5). Now the output can be written as a summation of measured output 
vector (with a noise term) and estimated output vector as: 
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The problem now is to estimate )(uky  associated with the unavailable state partition of 
(19). For the discrete system model (4), rewriting the equation using the transformation T 
yields: 
}{),,,( 1 kkkskskkkkkk w)ub(T)f(TTTvwu +++==Θ + xxxxy    (20) 
where T=[In], and In is a identity matrix with the dimension of nn× .  
The transformation model may be written as: 
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For a reduced order form of the system, the transformed model (20) can be 
partitioned as two parts as: 
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Since the model of (1) assumes all smooth functions, and assumes 21 ,ΘΘ and  are 
both smooth functions inherently (because the transformation T=[In]), the estimated 
output )(uky  can be calculated by the unique inverse functions from (22) as: 
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Similarly, as in the estimated model of (6) and (7), the a posteriori and priori 
estimation can be expressed as estimated functions following the form of (23). Define an 
estimated term for the upper partition of (23) without noise term as: 
),,(ˆˆ 1
1
11 kkkk u+
−
+ Θ= zzσ         (24) 
The priori estimated states can be derived from the lower partition of (23) as: 
),ˆ,(ˆˆ 2
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u
kk uσzy Θ=+         (25) 
Thus, unavailable state estimate are refined by the SVSF gain Kk+1 as: 
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where the )( 1
u
kK +  are the elements for unavailable states in the SVSF gain vector. 
The a priori error between the estimations from the measured state partition and 
unavailable state partition of the output matrix may be defined as: 
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The a posteriori error can therefore be defined as: 
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Since the estimated term 1ˆ +kσ  is derived from the canonical form of the discrete 
nonlinear model, the calculation process resembles the differential of the previous states 
in the states vector. The system noise may also be magnified by this calculation process 
which is dependent on the sampling time. The SVSF corrective gain of the unavailable 
states may be adjusted by a gain which is sampling time Ts, and can be defined in the 
same form of (17) as: 
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Note that as an example, the output matrix Hˆ  is of the commonly used form in 
engineering systems which is a pseudo-diagonal matrix with elements equal to 1 such 
that [ ]nmIH ×=ˆ . 
For the measured state partition, since all the elements of this partition can be 
measured, the SVSF gain can be written as: 
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m
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Thus, the corrective SVSF gain can be expressed as a combination of (29) and (30): 
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The sign function in equation (31) leads to a high frequency switching effect that is 
referred to as chattering. To remove the chattering, the sgn(vec) in (31) may be replaced 
by the saturation function ),( Ψvecsat  with elements defined as follows [17]: 
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The gain Kk obtained by (33) is used in the SVSF process to refine the a priori state 
estimates as indicated by (8). 
5. Numerical Example 
A nonlinear hydraulic system, referred to as ElectroHydraulic Actuator (EHA) system, is 
used in this section to illustrate the application of the SVSF method for state estimation. 
The EHA system was developed as a typical pump control hydrostatic system and based 
on the principle of closed circuit hydrostatic transmission as shown in Fig. 1. The 
particular EHA system was capable of moving large loads with sub-micron precision and 
large stroke. A nonlinear model with considering discontinuous and nonlinear friction 
effects in the EHA, is considered for the SVSF application. . A third order system which 
in its state space form is given by [18, 19].  
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Figure 1. The EHA system 
The model of this system is nonlinear and contains a discontinuous term involving a 
sign function )sgn( 2x of the second state 2x . In order to satisfy the smoothness 
requirement, the hyperbolic tangent with a high gain of 100, i.e. 2100tanh x , was used to 
approximate to the term )sgn( 2x  based on the discussion in Section 2. A discrete system 
model is obtained as [20, 21]: 
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In this system model, it is assumed that displacement and velocity can be measured 
only and acceleration is not available. In (35), the sampling time is sT =0.001s. The 
maximum amplitude of system noise is set as: 
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⎤
⎢⎢
⎢
⎣
⎡
=
1.0
01.0
001.0
))(max(
))(max(
))(max(
3
2
1
max
kwT
kwT
kwT
W
s
s
s
. The measurement from the system pertains to 
position and velocity and all the measurements are subjected to white noise of maximum 
amplitude of: ⎥⎦
⎤⎢⎣
⎡=⎥⎦
⎤⎢⎣
⎡=
001.0
001.0
)max(
)max(
2
1
max v
v
V . The initial condition of states is 
T]000[0 =x . The input to the system is a random signal with amplitude in the range 
of -1000 to 1000 that correspond to the demanded pump speed in revolutions per minute 
in the hydrostatic system example. The coefficients of (35) are set as: ,713 −=a  
,781002 =a  ,210011 =a  ,161012 =a  5.312 =a . The diagonal matrix γ  is chosen as 
⎥⎥
⎥
⎦
⎤
⎢⎢
⎢
⎣
⎡
1.000
01.00
001.0
.  
In a real application, the state variables are not available and therefore the exact value 
of the estimation error is unknown. However, in this study, the states and the estimation 
error are available and can be used to evaluate the effectiveness of the SVSF since the 
study is based on computer simulation. The three actual (plant) and estimated states that 
represent position, velocity and acceleration are shown in Figure 2. The estimated states 
follow and converge rapidly to the actual states as shown in Figure 2. The estimation 
error and the error between actual states and unrefined states from estimated model of (6) 
and (7), referred to as “Non-filtered error”, are shown in Figure 3. Fig. 3 shows that the 
use of the SVSF provides an improved performance for state estimation.  
In practice, there exist uncertain parameter variations since the exact model is 
unknown, which means the coefficients in (35), such as 23131211 ,,,, aaaaa  are not exactly 
known. In the second simulation study, it was assumed that the uncertain parameters 
were known within 20%, i.e. as such an error is deliberately injected in the estimated 
filter model such that ],,,,[%120]ˆ,ˆ,ˆ,ˆ,ˆ[ 2313121123131211 aaaaaaaaaa ×= . The simulation 
results of estimated states and estimation errors are illustrated in Figure 4 and Figure 5, 
respectively. These results show that SVSF is robust against uncertainties as predicted by 
Lemma 1. 
6. Conclusions 
The paper reviews and applies a recently proposed state estimation strategy, referred to as 
Smooth Variable Structure Filter (SVSF). The derivation of SVSF gain and the stability 
of the SVSF process are provided. The SVSF estimation process in its original form only 
applies to smooth differentiable functions. In paper a mathematical approximation is used 
in order to allow the SVSF’s application to models that contain sign function 
discontinuities. Simulation results pertaining to the application of the SVSF to a 
hydraulic system described by a nonlinear discontinuous model are presented. 
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Figure 2. Actual and estimated states by SVSF 
 
Figure 3. State estimation errors by SVSF and Non-filtered errors 
 
 Figure 4. Actual and estimated states by SVSF for a model with uncertainties 
 
 
Figure 5. State estimation errors by SVSF and Non-filtered errors for a model with 
uncertainties 
Appendix A: Proof of Theorem 1 
It is necessary to prove Theorem 1 which established that the SVSF is stable according to 
Lemma 1. The states must first be “refined” using the SVSF with (8) written as: 
1|11|1 ˆˆ ++++ += kkkkk Kxx          (36) 
Pre-multiply both sides of (36) by output matrix of Hˆ  such that: 
1|11|1
ˆˆˆˆˆ ++++ += kkkkk KHxHxH         (37) 
Substitute (12), (13), (14) and (15) into (37) yields: 
1
ˆ
|11|1 +−= +++ kzz KHee kkkk          (38) 
Thus: 
ABSzzABSk kkkk
eeKH
1|1|11
ˆ
+++ −=+        (39) 
From (16) and (39), it can be derived as: 
ABSzABSzABSk kkkk
eeKH
||11
ˆ +< ++        (40) 
And then: 
ABSzABSzkk kkkk
eeKHKH
||1
)ˆsgn(ˆ 1 +< ++       (41) 
Rewriting (41) yields: 
)(ˆ)ˆsgn(
||111 ABSzABSzkk kkkk
eeHKHK +< ++++      (42) 
Hence, from (42) and (50), the SVSF gain can be chosen as a moderate gain with a 
bound which is the right side of inequality of (42) such that: 
)sgn()(ˆ
|1||11 kkkkkk zABSzABSzk
eeeHK ++ += ++ γ       (43) 
where mm×ℜ∈γ , and its elements 10 <≤ iiγ .  
To verify the stability condition, assume on the k+1th step there exists:  
ABSkABSz KHe kk |
ˆ||| 1|1 +<+          (44) 
Thus, from (38) and the assumption of (44), the sign of 
1|1 ++ kkze  depends on value of 
1
ˆ +kKH , namely 
)ˆsgn()sgn( 11|1 +−=++ kz KHe kk         (45) 
Then from (38): 
)ˆsgn(|ˆ|)sgn(|| 111|11|1|1 +++= +++++ kABSkzABSzz KHKHeee kkkkkk     (46) 
Substituting (45) into (46) yields: 
)ˆsgn()|||ˆ(| 11 1|1|1 ++ ⋅−= +++ kABSzABSkz KHeKHe kkkk      (47) 
Substituting (38) into (47) gives: 
)ˆsgn()|ˆ||ˆ(| 111 |1|1 +++ ⋅−−= ++ kABSzkABSkz KHeKHKHe kkkk     (48) 
From (44) and (48): 
)ˆsgn(|| 1|1|1 +⋅= ++ kABSzz KHee kkkk        (49) 
which results in : 
)ˆsgn()sgn( 1|1 +=+ kz KHe kk         (50) 
From (44) and (50), (40) may be written as: 
ABSzABSkz kkkk
eKHe
||1 1
ˆ <− ++         (51) 
Substituting (38) into (51), the stability condition of Lemma 1 is satisfied for the state 
estimate, i.e.: 
ABSzABSz kkkk
ee
|1|1
<++          (52) 
Appendix B: Nomenclature 
 lists all the constants and variable used in this paper. Vectors of state and output are 
denoted by using bold letters. Their elements are denoted by italic lower case letters with 
i and or j. k denotes calculation step. Subscripts k|k and k|k-1 are used to identify a 
posterori and a priori estimates. The symbol “^” is used to identify uncertain parameters 
and to denote estimated value for state variables.  
Symbol Comments Dimension 
^ Estimated variable and uncertain parameter  
(m), (u)  Superscripts for measured and unavailable states  
ABS
 Absolutely value  
23131211 ,,,, aaaaa  Coefficients of system model. 1×1 
b Input matrix m×1 
e  State estimation error n×1 
1||
, −kkkk zz ee  
Output estimation error calculated by using the a 
posteriori and a priori output estimates 
m×1 
f, F Nonlinear function  
H Output matrix m×n 
Im Identity matrix m×m 
i, j Subscripts used to identify elements of matrices and 
vectors 
1×1 
k Calculation step index 1×1 
kK  SVSF gain n×1 
m Number of measurements 1×1 
n Number of states 1×1 
S Switching function  
sat Saturation function  
sgn Signum function  
tanh, sinh, cosh Hyperbolic tangent, sine and cosine function  
T Transformation matrix n×n 
Ts Sampling time 1×1 
u Input 1×1 
vec Any vector  
v, maxV  Measurement noise and its upper bound m×1 
w, maxW  System noise and its upper bound n×1 
0x x,  System states and their initial condition n×1 
1|| ˆ ,ˆ −kkkk xx  A posteriori and a priori state estimates n×1 
y  Transformed system state n×1 
z Measured output m×1 
1|| ˆ ,ˆ −kkkk zz  A posteriori and a priori output estimates m×1 
Λ  Constant diagonal matrix with elements 0>ijλ  n×n 
Θ  Differentiable function  γ  Constant diagonal gain matrix with elements 1≥ijγ  n×n 
Ψ  Boundary layer n×1 
Table 1 Nomenclature 
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ABSTRACT 
A new method of filtering strategy, referred to as the 
Smooth Variable Structure Filter (SVSF) is applied to the 
problem of state estimation on a class of nonlinear 
system. A comparative study is presented in which the 
Extended Kalman Filter (EKF) is applied to the same 
nonlinear system model. The estimation convergence and 
accuracy of the SVSF and EKF are comparable. The 
robustness of the SVSF to parameter variations is 
established though simulation results. This study is 
important because it allows the new SVSF to be critically 
compared to a standard technique such as the EKF. 
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Smooth Variable Structure Filter, Extended Kalman 
Filter, State Estimation, Inverse Function 
 
 
1  Introduction 
The extended Kalman filter (EKF) has been extensively 
studied and applied to state estimation and tracking in the 
control engineering area because of its simplicity and 
robustness. The EKF can be applied to some nonlinear 
systems by linearizing the model about an operating point 
so that the traditional linear Kalman filter can be applied 
[ 1 ]. However, this linearization at each time step can 
introduce large errors and in some instances, can result in 
divergence of the filter [2]. When the EKF is applied to a 
complex system a problem which sometimes arises is the 
computation of the state transition matrix which requires 
calculation of the Jacobian matrix and its matrix 
exponential. Often, the Jacobian may be difficult to 
evaluate, and time consuming to carry out (especially for 
a complex and higher order system). Furthermore, The 
Jacobian must be re-evaluated at every prediction step of 
the filter [1, 3]. Higher order Kalman filters have been 
developed to minimize the linearization errors, but they 
are more difficult to implement and prone to instability 
[4]. 
The Smooth Variable Structure Filter (SVSF) as applied 
to parameter estimation was first proposed by Habibi and 
Burton in 2004 [5]. This filtering strategy can also be 
used to estimate system states for Linear Time Invariant 
(LTI) and nonlinear systems with system and measured 
uncertainties [ 6 ]. In this paper, the Smooth Variable 
Structure Filter (SVSF) structure introduced in [5] and [6] 
is reviewed and subsequently revised using a canonical 
control system form of an “adjusting” gain. The SVSF 
uses concepts closely related to Variable Structure 
Control. However, its implementation procedure is similar 
to the Kalman Filter [4]. The SVSF can be regarded as a 
special form of a sliding observer. The function of the 
SVSF is to directly estimate the states of a system by a 
discontinuous component. This discontinuous component 
called a “SVSF gain”, (calculated by a series 
transformation) is used to correct state estimates.  
In this paper, both the “revised” SVSF gain and EKF are 
used to predict the states of a nonlinear hydraulic model. 
The transient dynamics and steady-state conditions of 
both filters are compared. An advantage of using this 
form of the SVSF is that it inherently contains the robust 
properties for uncertainties (which, in fact stem from the 
basic properties of Variable Structure Control). Thus the 
robustness of the SVSF and EKF are compared in this 
paper. The original contributions of this paper lie in the 
presentation of the revised form of the SVSF and in the 
crucial comparison to a standard estimation technique, the 
EKF. 
This paper is organized as follows: Section 2 describes 
the filtering strategy of the SVSF. Section 3 reviews the 
implementation procedure of the EKF. Simulation results 
and comparison analysis of a numerical example applied 
using the SVSF and EKF are illustrated in Section 4. 
Section 5 concludes the paper and the Appendix provides 
the transformation process of SVSF and the 
nomenclature. 
 
2  Smooth Variable Structure Filter 
Much of the following description has appeared in [5, 6], 
but for continuity and clarity, it is repeated in this section. 
The description of the “transformation process” appears 
in this section and Appendix A. For the SVSF, an 
estimate of the state trajectory is generated using a 
stochastic model. It is the objective of any observer to 
estimate specified (unknown) states of the system as the 
states change over time (state trajectory) As shown in Fig. 
 2
1, the estimated trajectory is forced towards the true state 
trajectory by the use of a discontinuous gain, referred to 
as SVSF gain, until it reaches a neighborhood of the 
actual state trajectory. This neighborhood is referred to 
here as the “existence subspace”. The size of existence 
subspace determines the accuracy of the SVSF. The 
SVSF is formulated such that once the estimated 
trajectory reaches the existence subspace; it remains 
confined within this neighborhood without leaving, 
switching back and forth along the actual state trajectory. 
Thus the existence subspace always encloses the actual 
state trajectory [5].  
 
Fig. 1 SVSF State Estimation 
 
Consider a nonlinear system which may be expressed by a 
smooth function, (infinitely differentiable), such that, 
),()()())((),,,( tdtutbtfwutF x)(xxx(t)x ++==&  (1) 
where nRt ∈)(x  is the state vector , b is the input matrix. 
)(tu  is the input signal and ),( td x  is a time-dependent 
disturbance with known upper bound. ))(( tf x  and 
))(( tb x  are differentiable functions determining the 
system characteristics, where 
[ ]Tn tftftftf ))(())(())(())(( 21 xxxx L= , 
[ ]Tn tbtbtbtb ))(())(())(())(( 21 xxxx L=  
It is assumed that the relationship between the 
measurement signals and the states is linear, or at least 
piece-wise linear, such that 
)()()( tvtHt += xz .    (2) 
where H is a constant matrix, and v(t) is the measurement 
noise. 
The approach of “forward difference” approximation is 
used in the discretization of the state space model at any 
time )(kTs  and is given by: 
ni
k
T
kxkx
x i
s
ii
i
L
&
,2,1
)(
)()1(
=
+−+= δ
   (3) 
where sT  is the sampling time and the terms of )(kiδ  are 
the numerical approximation errors. 
The discrete model of (1) can be written as: 
kkkskskk w)ub(T)f(T +++=+ xxxx 1   (4) 
where ][ kksk dTw δ−=  is the lumped uncertainty term. 
The discrete-time form of (2) may be expressed as: 
kkk vH += xz .     (5) 
The system wk and measured vk noise are assumed to have 
Gaussian distributions. To a high level of probability, the 
system measured and system noise are assumed to be 
amplitude bounded. Furthermore, they are assumed to be 
uncorrelated and upper bounded. 
The SVSF is a predictor-corrector method that uses an 
internal model to predict an a priori (unrefined) estimate 
of states. The a priori estimate is corrected into an a 
posteriori (refined) state estimate through a corrective 
term Kk.  
 
The SVSF estimation process detailed in [5] is 
summarized as follows: 
1. The a priori state estimate is predicted by using 
the estimated model of the system such that: 
kk|ksk|ksk|k|kk )u(bT)(fT xxxx ˆˆˆˆˆˆ 1 ++=+   (6) 
where the hat symbol “^” denotes an estimated state, 
function, or parameter, (it should be noted that as such, a 
“^” on the f and b means an uncertain function or 
parameter). The state estimate in (6) is obtained by using 
the previous a posteriori state estimate k|kxˆ  or at the 
inception of the process, by using the initial conditions, 
0xˆ . These estimated states are then used for predicting 
the a priori estimates of measurements such that: 
kkkk H |1|1 ˆˆˆ ++ = xz      (7) 
2. A corrective gain nkK ℜ∈+1  is calculated as a 
function of the error in the predicted output. 
3. The a priori state estimate is refined into an a 
posteriori state estimate such that: 
1|11|1 ˆˆ ++++ += kkkkk Kxx .    (8) 
4. Steps 1 to 3 are iteratively repeated. 
 
It should be noted that the order of the steps can be 
changed, that is, the unrefined state estimate is adjusted 
with the corrective gain first to give the refined states, and 
then projected forward to the next time step using Eq. (6) 
which in turn becomes the unrefined estimate for the next 
cycle. 
In practice, the states are not available for the calculation 
of the estimated error; hence, the measured output, kz , 
must be used in state estimation. In the discrete form, the 
a priori and a posteriori estimated errors of the k+1 step in 
terms of measured output signals are defined as: 
1|111|1
ˆ
+++++
−=
kkkkki iiz
zze     (9) 
kkkkki iiz
zze
|11|1
ˆ +++ −=     (10) 
where 
kkkk ii zz |11|1 ˆ and ˆ +++  are elements of the estimated 
output vectors as defined in Eq. (7). 
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As implied above, an alternate way of interpreting  
1|1
ˆ ++ kkiz is to consider it as a “refined” estimate of 1+kiz and 
kkiz |1ˆ + as an “unrefined” estimate of 1+kiz . 
1|11|1 ˆˆˆ ++++ = kkkk Hxz     (11) 
kkkk H |1|1 ˆˆˆ ++ = xz      (12) 
The corrective term Kk+1 is a discontinuous term that is 
designed to guarantee the stability of the estimation 
process. The SVSF gain 1+kK  is used to force the 
estimated states to approach the desired trajectory 
estimate. 
The SVSF gain was derived in [5, 6] and may be chosen 
in the form of:  
)sgn()(ˆ
|1||1 kkkkkk zABSzABSzk
eeeHK ++ += + γ . (13) 
where mm×ℜ∈γ  diagonal matrix, and its elements 
10 <≤ iiγ , the +Hˆ  is pseudo inverse of output matrix in 
the  estimated model. The derivation for the proof of the 
SVSF gain is provided in [6]. 
If the system is completely observable and completely 
controllable or bijective in the case of nonlinear systems, 
it is possible to construct a full state observer, (one which 
can observe all the states rather than just some which is 
found in a reduced order observer). Unique to this 
research, for the SVSF, the state vector is divided into two 
parts: the state estimates with explicit measurements 
(measured states) and the remaining state (unavailable 
states) estimation. Through a series of transformation 
process (see Appendix A), the a priori error of the output 
vector between the estimations from the measured states 
partition and unavailable states partition may be defined 
as 
)(
|11
)( ˆˆ
|1
u
kkk
u
y kk
e ++ −=+ yσ     (14) 
where superscripts (u) represent the unavailable states, 
1ˆ +kσ  is an estimated term calculated by Eq. (35) in 
Appendix A. 
The a posteriori error can therefore be defined as: 
)(
1|11
)( ˆˆ
1|1
u
kkk
u
y kk
e +++ −=++ yσ     (15) 
In addition, since the estimated term 1ˆ +kσ  is derived from 
the canonical form of discrete nonlinear model, the 
calculation process resembles the differential of the 
previous states in the states vector. The system noise may 
also be magnified by this calculation process which is 
dependent on the sampling time. The SVSF corrective 
gain of the unavailable states may be adjusted by a gain 
which is nothing more than the sampling time Ts, and as 
such it can be defined in the same form as Eq. (13): 
)sgn()(ˆ )()()()(1)(
|11|1|1
u
yABS
u
y
u
ABS
u
ysk
u
kkkkkk
eeeTHK
++++
+⋅⋅= ++ γ
.      (16) 
Note that in this example, the pseudo inverse of output 
matrix +Hˆ assumes the common engineering form, a 
pseudo-diagonal matrix with elements equal to 1 such that 
[ ]mnIH ×+ =ˆ . 
For the measured state partition, since all the elements of 
this partition can be measured, the SVSF gain can be 
written as: 
)sgn()(
|11|1|1
)(
1
)(
kkkkkk zABSz
m
ABSz
k
m eeeK ++++ +=+ γ . (17) 
Thus, the corrective SVSF gain can be expressed as a 
combination of (16) and (17): 
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      (18) 
The sign function in equation (18) leads to a high 
frequency switching effect that is referred to as chattering. 
To remove the chattering, the sgn(vec) in (18) may be 
replaced by the saturation function ),( Ψvecsat  with 
elements defined as follows [7]: 


>Ψ⇔Ψ
≤Ψ⇔Ψ=Ψ
.1|/|)/(
1|/|)/(
),(
iiii
iiii
vecvecsign
vecvec
vecsat  (19) 
So, 
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The gain Kk so obtained by (20) is used in the SVSF 
process to refine the a priori state estimates as indicated 
by (8). 
 
3.  The Extended Kalman Filter 
The Extended Kalman Filter (EKF) is an extension of the 
linear Kalman filtering theory to nonlinear problems. The 
Kalman Filter (KF) is an optimal state estimation process 
applied to a dynamic system with random perturbations.  
The goal is to minimize the estimation error for the states 
of a nonlinear system along a trajectory by applying a 
linearization technique. [8].  
Consider the same nonlinear discrete model as Eq. (4) and 
measurement model of Eq. (5), the implementation 
process of EKF may be summarized as the following 
steps [4]:  
1. The a priori state estimate |kk 1ˆ +x may be 
predicted by using the same estimated model of the 
system in SVSF as Eq. (6). The a priori estimates of 
 4
measurements, kk |1ˆ +z , can also be predicted by using the 
same estimate measurement model of (7) in SVSF.  
2. A corrective EKF gain nkKf ℜ∈+1  may be 
calculated by the following steps and equations: 
a) Linearize the estimation system model as: 
k|kx
kk|ksk|ksk|k
kk x
)u(bT)(fT
x
xxx
ˆ
|
]ˆˆˆˆˆ[
=
∂
++∂≈Φ , 
      (21) 
where kk |Φ  is the linearized form of the nonlinear model. 
b) Compute the a priori covariance matrix: 
kkkkkkk QPP +ΦΦ=+ ||1 ,    (22) 
where kQ  is the covariance matrix associated with wk and 
is defined as: 
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The )(⋅E  is the expectation which represents the central 
position of a random process. 
c) Compute the EKF gain: 
]ˆˆ[ˆ |1|11 kkkkkk RHPHHPKf += +++ .   (23) 
where kR  is the covariance matrix associated with vk and 
is defined as: 
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. 
d) Computing the a posteriori covariance matrix: 
kkkkk PHKfIP |111|1 ]ˆ[ ++++ −= ,   (24) 
where I is identity matrix with a dimension of nm× .  
3. The a priori state estimate is refined into an a 
posteriori state estimate such that: 
)ˆ(ˆˆ |111|11|1 kkkkkkkk Kf ++++++ −+= zzxx .  (25) 
4. Steps 1 to 3 are iteratively repeated. 
 
4.  Numerical Example 
A nonlinear hydraulic model is used in this section to 
illustrate the application of the SVSF method for state 
estimation. Consider a third order system which in its 
state space form is given by: 



+++−−=
=
=
buxaxaxxaxaxax
xx
xx
)sgn(][- 213
2
212321122333
32
21
&
&
&
      (26) 
where 321 ,, xxx  are the displacement and velocity and 
acceleration of a load; u is the input to the system, and 
43131211 ,,,, aaaaa  are constants. It should be noted that 
these equations are descriptive of a “real” physical plant, 
which is a hydrostatic system referred to as an 
Electrohydraulic Actuator (EHA) system [9].  
The model (indeed, the physical system) is nonlinear and 
contains a discontinuous term involving a sign function 
)sgn( 2x of the second state 2x . In order to satisfy the 
smoothness requirement, the hyperbolic tangent with a 
high gain of 100, i.e. 2100tanh x , is used to approximate 
the term )sgn( 2x  [6]. Using the “forward difference” 
approach to obtain an approximated discrete state-space 
model at time T(k), the system model which represents the 
actual system and includes  the system and measurement 
noise, is obtained as: 
[ ]
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sss
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      (27) 
where 321 ,, www  are system noise. 
In this system model, it is assumed that displacement and 
velocity can be measured only and acceleration is not 
available, which means the output matrix H can be written 
as: 


=
010
001
H .     (28) 
In the model of (27), the sampling time is chosen to be 
sT =0.001s. This particular sampling time was chosen to 
satisfy Shannon’s Sampling Theorem and was 
approximately 10 times the highest system frequency of 
interest. The maximum amplitude of system noise is set 
as: 

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s
.  
The measurements from the system pertain to position 
and velocity and all the measurements are subjected to 
white noise of maximum amplitude: The settings of 
system noise and measurement noise are rough guesses 
based on experimental tests on the EHA and they 
represent real limits to the EHA system. 


=

=
001.0
001.0
)max(
)max(
2
1
max v
v
V . The initial condition of 
states are T]000[0 =x . The input to the system is a 
random signal with amplitude in the range of -100 to 100 
Note that for the EHA example, this corresponded to a 
pump speed in revolutions per minute. Based on the 
model derived and experimentally verified in [9], the 
coefficients of (27) are set as: 
,713 −=a  ,781002 =a  ,210011 =a  ,161012 =a  
5.312 =a .  
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In the SVSF, the diagonal matrix γ  is chosen as 








1.000
01.00
001.0
, and in the EKF, the initial condition of 
the predicted covariance matrix is given as: 


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=
100
010
001
)0(P ,  
The system noise covariance matrix is set as: 


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=
−
−
−
11
7
4
1000
0100
0010
kQ ,  
and the measurement noise covariance matrix is set as: 
910−=kR . 
In a real application, the state variables are not available 
and therefore the exact value of the estimation error is 
unknown. However, in this study, the states and the 
estimation error are available and can be used to evaluate 
the effectiveness of the SVSF since the study is based on 
computer simulation, a great advantage when it comes to 
assessing the capabilities of any new technique. The three 
actual (plant) states that represent position, velocity and 
acceleration are shown in Fig. 2. The simulated states by 
the estimation model of (6) and (7), which are referred as 
“Non-filtered states”, are shown as dotted lines in Fig. 2. 
It should be noted that the output position produced by the 
“non-filtered” system (based on equations 6 and 7) is very 
small and appears almost zero in the figure when 
compared to the actual value on the same scale. Thus, it 
can be concluded that the model described by Eq. (26) is a 
poor representation of the actual system. The estimated 
states using the SVSF follow and converge rapidly to the 
actual states as shown in Fig. 3. The estimated states 
using the EKF and the actual states for the same model 
are illustrated in Fig. 4. The estimation error by the SVSF 
and EKF, and the error between actual states and 
unrefined states from the estimation model of (6) and (7), 
referred to as “Non-filtered error”, are shown in Fig. 5 
and Fig. 6, respectively. These Figures illustrate that the 
use of the SVSF and EKF provides an improved 
performance for state estimation.  
Figure 7 shows the comparison of estimation errors by the 
SVSF and EKF. It is clear that the SVSF produces better 
estimation accuracy than the EKF. In addition, the SVSF 
demonstrates a shorter convergence time than that of the 
EKF (it takes several steps to converge at the initial 
conditions for the acceleration estimate). This is because 
the SVSF is based on the same principals related to 
Variable Structure Control (VSC) which has shown to 
have a superb regulation rate [ 10 ]. In order to more 
clearly establish the performance differences between the 
SVSF and EKF, the transient dynamics (simulation time 
from 0s~0.02s) and steady-state conditions (simulation 
time from 0.3s~0.7s) of estimation errors are magnified as 
show in Fig. 8 and Fig. 9. It is observed that the EKF 
takes five steps to converge but the SVSF only takes one 
step. Moreover, the SVSF converges to less than half of 
the steady-state estimation error than EKF does, which 
mean the SVSF improved the estimate performance about 
double (100%) that of the nonlinear model in the EKF 
leads to larger errors. This because that the linearization 
approximation of the nonlinear model leads to larger 
errors in EKF process. In contrast, SVSF uses the 
nonlinear model continuously. 
In practice, there exist uncertain parameter variations 
since the exact model is unknown, which means the 
coefficients in (27), such as 43131211 ,,,, aaaaa  are not 
exactly known. In the second simulation study, it was 
therefore assumed that the uncertain parameters were 
known within 15%. An error was deliberately injected 
into the estimated filter model such that 
],,,,[%115]ˆ,ˆ,ˆ,ˆ,ˆ[ 4313121143131211 aaaaaaaaaa ×= . The 
simulation results of estimated states and estimation 
errors are illustrated in Fig. 10 and Fig. 11, respectively. 
Figure 11 is partially magnified as transient and steady-
state parts as shown in Fig. 12 and Fig. 13, which indicate 
that SVSF obtained a more accurate estimate of the 
acceleration (in the order of 100%) and demonstrated 
faster convergence than the EKF. These results show that 
the SVSF is robust in the presence of uncertainties and 
obtains a better estimation performance than the EKF. 
 
Fig. 2 Actual and Non-filter states  
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Fig. 3 Actual and estimated states by the SVSF 
 
Fig. 4 Actual and estimated states by the EKF  
 
Fig. 5 State estimation errors by the SVSF and Non-
filtered errors 
 
Fig. 6 State estimation errors by the EKF and Non-filtered 
errors 
 
Fig. 7 State estimation errors by the SVSF and EKF 
 
Fig. 8 State estimation acceleration errors by the SVSF 
and EKF (from 0.00s~0.02s) 
 
 
Fig. 9 State estimation acceleration errors by SVSF and 
EKF (from 0.3s~0.7s) 
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Fig. 10 Actual and estimated states by SVSF and EKF for 
a model with uncertainties 
 
 
Fig. 11 State estimation errors by SVSF and EKF for a 
model with uncertainties 
 
 
Fig. 12 State estimation acceleration errors by the SVSF 
and EKF with model uncertainties (from 0.00s~0.02s) 
 
 
Fig. 13 State estimation acceleration errors by SVSF and 
EKF with model uncertainties (from 0.3s~0.7s) 
 
5.  Conclusions 
The paper considers a revised form of the Smooth 
Variable Structure and applies this state estimation 
strategy, and the Extended Kalman Filter (EKF) to a 
nonlinear hydraulic model of a hydrostatic system. The 
higher convergent rate is obtained using the SVSF 
compared to the EKF since the SVSF is based on 
concepts similar to Variable Structure Control (VSC). 
SVSF improve the estimation accuracy more than 100% 
compared to the EKF because for the EKF it was 
necessary to linearize the nonlinear model relationships 
which could lead to deviations from the nonlinear model. 
The calculation of the SVSF gain is always based on the 
nonlinear model. The SVSF and EKF are both applied to 
an uncertain model in the presence of parameter 
uncertainties. The SVSF demonstrated a higher robust 
property than the EKF for the system studied. 
The main contribution of this paper is through the 
comparative study, the SVSF shows significant 
improvement when compared to the EKF for state 
estimation performance. This study demonstrates the 
potential of the SVSF when applied to accurate models of 
“real” applications, the implication being that the same 
trends would be demonstrated for real systems. This is 
now being actively pursued. 
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Appendix A: Transformation Process of 
SVSF 
In the SVSF, the state vector may be divided into two 
parts: the state estimates with explicit measurements 
associated with them denoted as yk(m) and the remaining 
state estimation yk(u). To facilitate the development of the 
SVSF, a new form of output vector is defined that would 
correspond to the above mentioned state vector partition 
as follows [5, 6]: 
 8
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==
+
+
++ )(
1
)(
1
11 u
k
m
k
kk T
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xy     (29) 
where T is a transformation matrix, the superscripts of (m) 
and (u) means measured and unavailable state variables. 
Thus, the upper partition of (29) can be replaced by the 
actual measured output described by (5). Now the output 
can be written as a summation of measured output vector 
(with a noise term) and estimated output vector as: 

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+
+ )(
1
1
1 u
k
k
k y
z
y .     (30) 
The problem now is to estimate )(uky  associated with the 
unavailable state partition of (30). 
For the discrete system model (4), rewriting the equation 
using the transformation T yields: 
}{                              
),,,( 1
kkksksk
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Tvwu
+++=
=Θ +
xxx
xy
.      (31) 
where T=[In], In is a identity matrix with the dimension of 
nn× . And ),,,( kkkk vwuyΘ  is the transformed states 
The transformation model may now be written as: 
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For a reduced order form of the system, the transformed 
model (31) can be partitioned as two parts as: 
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The model of (1) assumes all smooth functions, and 
therefore, 21,ΘΘ  are both smooth functions inherently 
(because the transformation T=[In]). The estimated output 
)(u
ky  can be calculated by the unique inverse functions 
from (33) as: 
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Similarly, as in the estimated model of (6) and (7), the a 
posteriori and a priori estimation, can be expressed as 
estimated functions following the form of (34). Define an 
estimated term for the upper partition of (34) without 
noise term as: 
),,(ˆˆ 1
1
11 kkkk u+−+ Θ= zzσ     (35) 
The priori estimated states can be derived from the lower 
partition of (34) as: 
),ˆ,(ˆˆ 2
)(
|1 kkk
u
kk uσzy Θ=+     (36) 
Thus, unavailable state estimate are refined by the SVSF 
gain Kk as: 
1
)(
|1
)(
1|1 ˆˆ ++++ += ku kku kk Kyy     (37) 
The a priori error between the estimations from the 
measured state partition and unavailable state partition of 
the output matrix may be defined as 
)(
|11
)( ˆˆ
|1
u
kkk
u
y kk
e ++ −=+ yσ     (38) 
The a posteriori error can therefore be defined as: 
)(
1|11
)( ˆˆ
1|1
u
kkk
u
y kk
e +++ −=++ yσ     (39) 
 
Appendix B: Nomenclature 
Table 1 Nomenclature 
Table 1 lists all the constants and variable used in this 
paper. Vectors of state and output are denoted by using 
bold letters. Their elements are denoted by italic lower 
case letters with i and or j. k denotes calculation step. 
Subscripts k|k and k|k-1 are used to identify a posterori 
and a priori estimates. The symbol “^” is used to identify 
uncertain parameters and to denote estimated value for 
state variables.  
Symbol Comments Dimension 
^ Estimated variable and uncertain 
parameter 
 
(m) ,  (u)  Superscripts for measured and 
unavailable states 
 
ABS  Absolutely value  
43131211 ,,,, aaaaa  Coefficients of system model. 1×1 
b Input matrix m×1 
e  State estimation error n×1 
kkkk zz ee |11|1 , +++  
Output estimation error calculated by 
using the a posteriori and a priori 
output estimates 
m×1 
f, F Nonlinear function  
H Output matrix m×n 
Im Identity matrix m×m 
i, j Subscripts used to identify elements 
of matrices and vectors 
1×1 
k Calculation step index 1×1 
kK  SVSF gain n×1 
kKf  EKF gain n×1 
kkk RQP ,,  Covariance matrix associated with 
system, system noise and 
measurement noise 
 
m Number of measurements 1×1 
n Number of states 1×1 
S Switching function  
sat Saturation function  
sgn Signum function  
tanh Hyperbolic tangent function  
T Transformation matrix n×n 
Ts Sampling time 1×1 
u Input 1×1 
vec Any vector  
v, maxV  Measurement noise and its upper 
bound 
m×1 
w, maxW  System noise and its upper bound n×1 
0x x,  System states and their initial 
condition 
n×1 
kkkk |11|1 ˆ ,ˆ +++ xx  A posteriori (refined) and a priori state (unrefined) estimates 
n×1 
y  Transformed system state n×1 
z Measured output m×1 
kkkk |11|1 ˆ ,ˆ +++ zz  A posteriori (refined) and a priori (unrefined)  output estimates 
m×1 
kkd δ,  Uncertainty term n×1 
Θ  Transformed states   
γ  Constant diagonal gain matrix with 
elements 1≥ijγ  
n×n 
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kΦ  Linearized estimation model  
Ψ  Boundary layer n×1 
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ABSTRACT 
This paper proposes a combined state feedback and control method based on the concept of Variable 
Structure Systems (VSS). This method is defined as the Smooth Sliding Mode Controller and Filter 
(SSMCF) and can be applied to a class of nonlinear systems. This paper provides a derivation of the 
SSMCF and defines the conditions for its stability. The experimental application of the SSMCF to a 
nonlinear hydraulic system is illustrated. The results indicate that the SSMCF maintains the advantages of 
VSS, such as fast response and robustness. 
 
Keywords: Smooth Sliding Mode Controller and Filter, Estimation, Stability, Nonlinear systems 
 
1 INTRODUCTION 
The purpose of the control law in a closed loop system is to improve the system’s error characteristics. 
If the controller requires full state feedback, and if some states are not available, an estimator must be 
designed and combined with the control law to track the reference input. As such, the control-law would be 
based on the estimated rather than the actual states. [1] 
Sliding Mode Control (SMC) is a robust control method that can overcome system and modeling 
uncertainties. Sliding Mode theory can also be used for robust state estimation, (referred to as Sliding Mode 
Observer or SMO). 
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The SMO for time-invariant systems was originally developed in the Soviet Union, [2]. In 1987, 
Slotine et al. [3] proposed a SMO in which the output errors are fed back in both a linear and discontinuous 
way. Elmali et al in 1996, [4], introduced the concept of Perturbation Estimation in SMC, which resulted in 
a procedure called Sliding Mode Control with Perturbation Estimation (SMCPE). Korondi et al 
summarized the theoretical background and the three main steps in designing an Observer-based Discrete-
time Sliding–Mode (ODSM) control in 1998 [5]. A new SMO was proposed for a class of uncertain 
nonlinear systems in [6]. A comparative study of a SMO with the standard and extended versions of the 
Kalman filter for full state estimation in an induction machine was done in 2002 [7]. An adaptive sliding 
mode observer was proposed and applied to sensorless speed control of induction motors by Li, et al in 
2005 [8].  
A new strategy referred to as the Variable Structure Filter was proposed in [9], which uses concepts 
closely related to Variable Structure Control. The VSF is a model-based strategy that can be used for 
estimating the states of a linear observable system. The Smooth Variable Structure Filter (SVSF) was 
another new estimation method, first presented in 2004 [10], which is also developed from the concept of 
Variable Structure Control (VSC) used for nonlinear system. The results show that the SVSF provides 
excellent performance both in transient and steady state when compared to the results using an Extended 
Kalman Filter (EKF) in a previous comparative study [11]. 
The implementation and experimental verification of a new Sliding Mode Controller and Filter (SMCF) 
was proposed and presented by Wang et al in [12] and [13]. The SMCF combined the SMC and Variable 
Structure Filter (VSF) to acquire a full state feedback tracking control without effects of unmatched 
bounded uncertainties. This paper is an extension of the work presented in [13]. In this paper, a class of 
nonlinear uncertain systems is considered. The approach in this paper is applied to nonlinear systems with 
unmatched uncertainties. A new full state feedback nonlinear control with an estimator, referred to as the 
Smooth Sliding Mode Controller and Filter (SSMCF) is introduced, which will “fuse” the Discrete-time 
Sliding Mode Controller (DSMC) and Smooth Variable Structure Filter (SVSF), as shown in Fig. 1. The 
DSMC proposed by Misawa [14] is employed in the SSMCF. The revised form of SVSF [15] is used as an 
observer or estimator in the SSMCF. Since both SMC and SVSF are model-based control strategies and are 
derived from the same fundamental theory, (that is, VSC), the model of nonlinear plant is used to determine 
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the switching surfaces and calculating procedures for both the controller and estimator as shown in Fig. 1. 
The measured outputs are the elements of vector Z , which has a dimension of 1×m . And the desired 
states are dX  ( 1×n ). Since mn > , not all states  from the plant are available to compare with desired 
states. Thus, the measured outputs Z  and control input are firstly fed into the SVSF to obtain the estimate 
states Xˆ , which has a dimension of 1×n . Then full feedback control can be constructed with estimate 
states and the DSMC. 
In practice, although the model of the plant is not exactly known (due to parametric uncertainties), it 
may still be used to calculate the dynamics of plant provided it has the same control input as the plant itself 
(ref Fig. 1). The model “reference” states mX  can be developed with the control input u shown in Fig. 1. 
The model reference states may be used as a “compensation” for the measurements in order to solve any 
observability problem which may arise. 
 
 
Fig. 1 SSMCF Schematic 
 
In this paper, the method and its derivation are presented in Section 2. Section 3 provides the analysis 
of stability of the SSMCF. The implementation and experimental applications to a nonlinear hydraulic 
system are provided in Section 4. Section 5 gives the conclusions. The appendices contain the proofs of the 
control law, stability and sliding surface definition, and provide the nomenclature. 
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2 DERIVATION 
Consider a particular nonlinear system which may be expressed by a smooth function, i.e. a function 
which is differentiable, such that, 
),(),(ˆ),(ˆ),,(ˆ tXftXutXbtXfutXFtX Δ++== ),()(&      (1) 
where nRtX ∈)(  is the state vector , )(tu  is the input signal and ),( txfΔ  is the time-dependent parameter 
uncertainties with known upper bound. ),(ˆ tXf  and ),(ˆ tXb  are known functions determining the system 
characteristics, where 
[ ]Tn tXftXftXftXf ),(ˆ),(ˆ),(ˆ),(ˆ 21 L= ,  
[ ]Tn tXbtXbtXbtXb ),(ˆ),(ˆ),(ˆ),(ˆ 21 L=  
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),(),(),(),(
2211
21
−−−=
ΔΔΔ=Δ
L
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    (2) 
[ ](.)(.)(.)(.) 21 nffff L=  is the exact model function describing the plant, which is unknown in 
practice due to system uncertainties. The unknown exact input matrix b can be written as the product of the 
uncertain input matrix bˆ  and a scalar uncertainty factor )(⋅Δb , which is bounded such that: 
1for      /1 >≤Δ≤ βββ b ,         (3) 
where ))((ˆ/))(()( kXbkxbb =⋅Δ . 
It is assumed that the relationship between the measurement signals and the states is linear, or at least 
piece-wise linear, such that 
)()(ˆ)( tvtXHtZ += .         (4) 
where Hˆ  is the uncertain output matrix, and v(t) is the measurement noise. 
The approach of “forward difference” approximation is used in the discretization of the state space 
model at any time )(kTs  and is given by: 
ni
k
T
kxkx
x i
s
ii
i
L
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,2,1
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)()1(
=
+−+= δ
        (5) 
where sT  is the sampling time and the terms of )(kiδ  are the numerical approximation errors. 
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The discrete model of Eq. (1) can be written as: 
kkkskskk w)u(XbT)(XfTXX +++=+ ˆˆ1        (6) 
where ][ kksk fTw δ−Δ=  is the lumped uncertainty term. 
The discrete-time form of Eq. (4) may be expressed as: 
kkk vXHZ += ˆ .          (7) 
The uncertainty term wk and measurement noise vk are assumed to have Gaussian distributions. To a 
high level of probability, the noise is assumed to be amplitude bounded. Furthermore, the system and 
measurement noise are assumed to be uncorrelated and upper bounded. 
The SVSF is a predictor-corrector method that uses an internal model to predict an a priori estimate of 
states [10]: 
11111111
ˆˆˆˆˆˆ −−−−−−−− ++= k|kks|kks|kkk|k )uX(bT)X(fTXX       (8) 
where the hat symbol “^” denotes an estimated state, function, or parameter, (it should be noted that as 
such, a “^” on the f and b means an estimated function or parameter that is uncertain but known). The state 
estimate is obtained by using the previous a posteriori state estimate 11ˆ −− |kkX  or at the inception of the 
process, by using the initial conditions, 0Xˆ . The estimated states are then used for predicting the a priori 
estimates of measurements such that: 
1|1|
ˆˆˆ −− = kkkk XHZ           (9) 
The a posteriori state estimate can be obtained by a priori estimate refined by a corrective term, Kk+1: 
kkkkk KXX += −1|| ˆˆ ,         (10) 
where nkK ℜ∈ is calculated as a function of the error in the predicted output: 
)sgn()(ˆ
1|1|11| −−−− += + kkkkkk fABSfABSfk eeeHK γ ,      (11) 
where the superscript “+” denotes the pseudo-inverse. The derivation of the SVSF gain can be seen in [10, 
15]. In Eq. (11), 
1|
ˆ
1| −−=− kkkf ZZe kk          (12) 
1|11
ˆ
1|1 −−− −=−− kkkf ZZe kk .         (13) 
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In state tracking or trajectory following problems, the sliding surface is defined in terms of the error of 
the states. Assume that the control problem is to constrain the states X to follow a prescribed trajectory Xd , 
let: 
],,,[ )1( −= ndddd kkkk xxxX L&         (14) 
Since the actual states are not fully known, the full feedback controller can only use the estimate states.  
Define the sliding surface to be 
0)(ˆˆ == kck eSS           (15) 
where kkdc XXe kk |
ˆ−= . 
The sliding surface can be approximately described using the Taylor series expansion as:  
kkckckkk eeSS ζσ +−+= ++ )(ˆˆ 11 ,        (16) 
where the gradient of sliding surface is defined by 
kc
k
k e
S
∂
∂= ˆσ .          (17) 
The robust stability of the discrete-time sliding mode controller for the previously described systems 
can be guaranteed using the discrete-time Lyapunov stability theory. The Lyapunov function is chosen to 
be  
2ˆ
kk SV =           (18) 
The sliding surface S=0 is attractive if 
0   ˆˆ 22 11 ≥∀<⇒< ++ kSSVV kkkk         (19) 
The condition may be written as: 
0 ˆˆ2ˆ                 
ˆ]ˆ2ˆ[                 
]ˆˆ][ˆ2 ˆˆ[ˆˆ
2
11
22
1
<Δ+Δ=
Δ+Δ=
−+−=− +++
kkk
kkk
kkkkkkk
SSS
SSS
SSSSSSS
.       (20) 
Eq. (20) can be written as: 
kkk SSS ˆˆ2ˆ
2 Δ−<Δ           (21) 
where kkk SSS ˆˆˆ 1 −=Δ + . 
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Thus, 
kkkkkdk
kcck
kkk
XXX
ee
SSS
k
kk
ζσ
ζσ
++−Δ=
+−=
−=Δ
++
+
+
]ˆ[ 
][
ˆˆˆ
|1|1
1
1
        (22) 
From Eqs. (8) and (10), Eq. (22) can be written as 
kkkk|ksk|ksdk
kkkkkkdkk
K)uX(bT)X(fTX
XKXXS
k
k
ζσ
ζσ
+−−−Δ=
++−−Δ=Δ
+
++
]ˆˆˆˆ[
]ˆˆ[ˆ
1
|1|1
      (23) 
where 
kkk ddd XXX −=Δ +1 . 
 
The Lyapunov function Eq. (15) contains the SVSF corrective term 1+kK  for state estimation as 
shown in Eq. (23). Further to Eqs. (18) to (23), it is now possible to derive a robust sliding mode controller 
that would include the dynamics of the state estimation. It should be noted that if the system (described by 
Eqs (6) and (7)) is completely controllable and completely observable, the output stability implies that all 
states are controlled and stable. The quality of trajectory error pertaining to each state is determined by the 
value of kσ  that is obtained here are using the LQ method (see appendix C). The sliding mode controller 
used here is based on the method proposed in [14]. Further to [14], the derivation of the control law is 
given in Appendix A and leads to the following control input: 
)ˆ(
)ˆ(ˆ
|ˆ|
2
1ˆ
2
1
|
22
k
kkk
C
kkk Ssign
Xb
K
ppu ⋅⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−++= σ
β
β
β
β
β      (24) 
where  
[ ]1|
|
)ˆ(ˆ
)ˆ(ˆ
ˆ +−Δ+−= kdkks
kkks
k
k KXXfT
XbT
p
kσ
σ
      (25) 
and  
εζε 22 +≥+Σ≥
s
k
kC T
K         (26) 
where 0>ε  is an arbitrary positive constant. 
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The proof of stability is given in Appendix B. The nonlinear system defined by Eq. (1) with the control 
law of Eqs. (24) and (25) is forced to reach sliding mode. However, the discontinuity and the switching 
nature of the control signal results in a “chattering” problem [14]. To remove chattering, a boundary layer 
can be used with an adjusting gain as specified in [16] and as follows: 
}εββφββμβ σβφ 221222 |
2
2)1(
ˆ
)1(|ˆ|)13(
2
)ˆ(ˆ)1(
2
+Σ++⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−++
⎪⎩
⎪⎨
⎧ ⋅⋅−≥
−
k
k
k
k
kkks
k
Ssatp
XbT   (27) 
where 10 << μ  is the adjusting gain. 
The discontinuous sign function )(⋅sign  in Eq. (24) can be replaced by a saturation function to smooth 
the sliding motion such that: 
⎪⎩
⎪⎨
⎧ ≤=
otherwise      ) /ˆ(
|ˆ|               /ˆ 
)
ˆ
(
kk
kkkk
k
k
Ssign
SSS
sat φ
φφ
φ .       (28) 
The control signal of SSMCF contains two discontinuous switching actions, namely that of SMC 
( )ˆ( kSsign ) and of SVSF ( )sgn( 1| −kkfe ) as seen in Eqs. (11) and (24). Although these switching actions can 
be smoothed by their respective boundary layers individually, it is possible that chaotic chattering may be 
excited by combining these two switching actions. Thus, the stability is a critical problem for this combined 
strategy of the SSMCF. In the next section, the combined stability pertaining to the SSMCF is further 
discussed. 
 
3 STABILITY ANALYSIS 
Since the SSMCF is a combined strategy that includes an estimator and a controller, the 
implementation process of the SSMCF can be divided into parts. The stability of the SSMCF is an 
“integrated” issue of three processes in that it introduces three terms into the SSMCF: 1-the Estimation 
Process (EP), 2- the Control Process (CP), and 3- the Integrated Process (IP). In this section, the stability 
will be discussed for each of these processes separately. 
Figure 2 graphically shows a visual representation of the three processes of the SSMCF. The main 
objective of the SSMCF is for the control law of Eq. (24) to make the estimate kkX |ˆ and actual kX  states 
to follow the desired trajectory 
kdX . The stability condition of the SSMCF is such that all the various error 
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signals shown in Fig. 2 converge to zero as quickly as possible with the prescribed control law. These error 
signals include EP error (the difference between actual and estimated states), CP error (the difference 
between desired and estimated states), and IP error (the difference between desired and actual states). 
 
Fig. 2 The Error Processes of the SSMCF 
 
In the SSMCF, the sliding surface is a function of the error signals of the control response as defined in 
Eq. (15). The CP error is chosen as: 
kkdc XXe kk |
ˆ−=          (29) 
where 
kdX  are the desired trajectories, and kkX |
ˆ  are the a posteriori estimates for the states by the SVSF. 
The control law is derived from and satisfied the Lyapunov stability criterion as shown by Eq. (19). In 
this case, the sliding surface can be chosen as a linear surface by the Linear Quadratic method [16], which 
means that 
kc
k
k e
S
∂
∂= ˆσ  is a constant C, such that, 
 ˆˆ 22 11 kkkk SSVV <⇒< ++         (30) 
Then 
  ) ( )( 22
1 kk cc
CeCe <+ ,         (31) 
such that 
 || ||
1 kk cc
CeCe <+ .         (32) 
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Since C  is a constant vector, the pseudo inverse of C  may be defined as +C . Pre-multiplying by the 
absolute value of this pseudo inverse, i.e. +C  on both sides of the inequality of (32), yields, 
  
1 kk cc
CeCCeC ++ <+ .        (33) 
From Eq. (33), since 1=+CC , the error in state estimation for each step is reduced which means that 
the estimated states move closer to the desired trajectory. The stability of CP of SSMCF is guaranteed by 
the inequality as follows: 
 || ||
1 kk cc
ee <
+
.          (34) 
In the linear system, the control gain cK  and tuning gain γ  can be substituted into the system model 
to obtain their upper bounds to satisfy the condition of Eq. (34) and further to make the system stable. This 
can be verified by the error transfer function by placing all of its poles in the unit circle in the Z-domain 
[13]. However, due to the nonlinear characteristics in this case, it is very difficult to directly derive an 
upper bound of cK . To consider the stability of the CP, the determination of cK  is a summation of its 
lower limit 
s
k
T
ζ
 and a small positive value ε2  shown in Eq. (26). Thus, an appropriate choice of the 
value of ε2  may be used to satisfy the stability condition. 
The posteriori estimate can be obtained by refining the a priori estimate by the SVSF gain as Eq. (10), 
such that: 
kkkdc KXXe kk −−= −1|ˆ          (35) 
From Eqs. (7), (9) and (12), 
kkkkf vXHXHe kk +−= −− 1|ˆˆˆ1| .        (36) 
Then, 
kkfkk vHXeHX kk
++− −−=− − ˆˆˆ 1|1| .       (37) 
where 
1| −kkfe  is the a priori EP error. 
Substituting Eq. (37) into Eq. (35) yields: 
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kkfwc vHKeHee kkkk
++ −−+= − ˆˆ 1| ,       (38) 
where kdw XXe kk −=  is the error signal of IP in the SSMCF. 
Computing the absolute value of Eq. (38) yields: 
ABSkkfABSwc vHKeHee kkkk |
ˆˆ|||
1|
++ −−=− − ,      (39) 
Substituting the SVSF gain of Eq. (11) into Eq. (39) yields: 
ABSkfABSfABSwc
vHeeHee
kkkkkk
|ˆ)sgn(ˆ|||
1|1|1
++ −=− −−−γ ,     (40) 
It is assumed that the measurement noise kv  is upper bounded such that: 
ABSABSfABSABScABSw
vHeHee
kkkk
|ˆ||ˆ||||| max1|1
++ +≤− −−γ     (41) 
where max|| vv ABSk ≤ . 
Eq. (41) may be written as: 
ABSABSfABSABScABSw
vHeHee
kkkk
|ˆ||ˆ||||| max1|1
++ ++≤ −−γ      (42) 
The lag step of the IP error can be written as: 
ABSABSfABSABScABSw
vHeHee
kkkk
|ˆ||ˆ||||| max2|211
++ ++≤ −−−− γ     (43) 
The stability of the SVSF estimation process (i.e. EP) is also guaranteed by the Lyapunov function (the 
proof is given in reference [10, 15]), i.e.: 
ABSfABSf kkkk
ee
2|21|1 −−−− < .         (44) 
Thus, under the condition of a linear sliding surface chosen, and 0>+H  and 10 << γ , and bounded 
measurement noise, from Eq. (42), the IP error signals for each step are bounded by the CP and EP errors 
and the upper-bound of measurement noise. Eq. (42) consequently ensures that the chattering problem will 
not be excited in the SSMCF. Although it cannot guarantee that the IP errors reduce for each calculation 
step caused by the randomness of measurement noise as shown in Fig 2, the Eqs. (42) and (43) indicate that 
the overall tendency of IP errors will be to decrease, which is satisfied with the stability conditions. 
Under an ideal condition, i.e. there exists no measurement noise, 0=kv , the stability condition of the 
IP can be derived as shown in Appendix B as: 
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ABSwABSw kk ee |||| 1−< .         (45) 
In this case, the choice of γ  will affect the convergent rate of the Integrated Process. 
 
4 EXPERIMENTAL VERIFICATION 
To illustrate the SSMCF, a high precision hydrostatic system, which is referred to as ElectoHydraulic 
Actuator (EHA) system was the physical system that was examined. The nonlinear model of the EHA was 
introduced in [16] and is given as: 
⎪⎪⎩
⎪⎪⎨
⎧
+
++−−−=
=
=
u
xsignxxxxxx
xx
xx
4
233
2
232323122313
32
21
        
)(][
α
ααααα&
&
&
     (46) 
where 321 ,, xxx  are the states representing the position, velocity and acceleration of load in the EHA 
system, u  is the voltage input to an electric motor to control the system. The coefficients of equations for 
the experimental EHA are: 711 −=α , 390002 =α  210031 =α , 161032 =α , 5.333 =α , 5354 =α . 
Using the discretization approach of Eq. (5) and sampling time sTs 001.0= , the discrete model of the 
EHA system may be written as: 
⎪⎪⎩
⎪⎪⎨
⎧
++++−
−=
++=
++=
+
+
+
kkkkkk
kkk
kkkk
kkkk
wuxsignxxx
xxx
wxxx
wxxx
32
2
232
2313
23212
12111
54.0)(]0035.06.11.2[
0.391.1
001.0
001.0
     (47) 
where kw  is a bounded system noise. 
Since the Coulomb friction was considered in the model of Eq. (47), a sign function is involved to 
describe the discontinuous effect. But the SVSF requires a continuous function and hence a hyperbolic 
tangent with high gain, )tanh(hx , was used to approximate the sign function to a form, [15].  
In the actual EHA, only the position could be measured directly by a digital transducer. For the model 
given in Eq. (47), the linearized equations of Eq (47) are unobservable if only one state variable (position, 
1x ) is known which means another state, i.e. velocity 2x  must be made available. In this case, the model 
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reference output of velocity can be used to design the SSMCF, as was shown in Fig. 1. Thus the output 
equation for the EHA system can be written as: 
kkk vXZ +⎥⎦
⎤⎢⎣
⎡=
010
001
.         (48) 
For the experimental tests, the sliding surface coefficients are chosen as a constant vector 
]137035[== Ckσ  using the Linear Quadratic method [16] as shown in Appendix C. 
The gains were set to 1=β  (which assumes that there are no uncertainties in the model), and 5.0=μ  
(which is dependent on a best accuracy obtained in test results). The control gain CK  is chosen as 6 to 
satisfy the condition of εζ 2+≥
s
k
C T
K  and the adjusting gain 1.0=γ  to match the stability condition. 
In the tests, the desired trajectories are given as periodic signals for the reference trajectories of 
position, velocity and acceleration, as shown in Fig. 3. With the control law using the SVSF estimation 
process as was given in Eq. (24), the actual measured position and model reference velocity are shown in 
Fig. 3.  It is observed that the output states follow the desired trajectory effectively. The estimated states 
shown as dash-dot lines in Fig. 3 also track the desired states very well. Figure 4 gives the error signals for 
the Control Process (CP) and the Integrated Process (IP) separately. It shows that the SSMCF provides a 
high performance tracking control and hence, the stability of the different processes in the SSMCF is 
verified here experimentally. 
 
Fig. 3 The Response States of the EHA with the SSMCF 
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Fig. 4 The Response Errors of the EHA with the SSMCF 
 
The SSMCF is a new combined control strategy derived using the concept of VSC. It is expected that 
the SSMCF will inherit the most important advantage of VSC, i.e. robustness. To verify this point, 20% 
percent variations of all coefficients of Eq. (47) are injected to the nonlinear model of the EHA, such that: 
851 −=α , 468002 =α  252031 =α , 193232 =α , 2.433 =α , 6424 =α . 
In the experimental tests on the EHA, the tracking control of the SSMCF with the parameter variation 
is given the same periodic desired trajectories as the above tests. The sliding surface coefficients are 
determined as a vector  ]1106100[== Ckσ . The gains set to 55.1=β  (caused by 20% parameter 
uncertainties in model), and the gains of μ  CK  and γ  are set as the same values as the above tests. 
 
Fig. 5 The Response States of the EHA with the SSMCF (20% parameter uncertainties) 
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Fig. 6 The Response Errors of the EHA with the SSMCF (20% parameter uncertainties) 
Figures 5 and 6 show the responses of the states and their error signals given the large parametric 
uncertainties. The results show that the actual states can still obtain a fast and effective tacking of the 
desired trajectories. The only difference is that the errors between the actual and desired states do increase 
as compared to those shown in Figure 4. It can be concluded that the SSMCF exhibits the robustness of the 
VSC as expected. 
 
5 CONCLUSIONS 
This paper introduced a new combined control and estimation strategy, which is referred to as the 
Smooth Sliding Mode Controller and Filter (SSMCF). This method is derived from the concepts of 
Variable Structure Systems. It may be used on a class of smooth nonlinear systems to provide a robust and 
high performance state estimation and trajectory tracking control given modeling uncertainties. The 
stability of this method is guaranteed given bounded uncertainties. The stability conditions are analyzed 
and proven by mathematically. 
In this paper a nonlinear hydraulic system is used to experimentally verify the SSMCF. The robustness 
and performance of the SSMCF given large modeling uncertainties are experimentally demonstrated. 
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APPENDIX A: PROOF OF THE CONTROL LAW 
The proof of the control law follows the approach used by Misawa [14]. The new defined Lyapunov 
function (from Eqs. (18) ~ (23)) is involved the SVSF gain and used to determine the control law of the 
SSMCF. 
Based on the location of representative points (the values of switching function) related to sliding 
surface, two conditions should be considered individually: 
1. When 0ˆ >S , i.e. the representative points  lie in the upper side of the surface, where 
0ˆˆˆ 1 <−=Δ + kkk SSS .         (49) 
From Eq. (21), 
kk SS ˆ2ˆ0 −>Δ> .          (50) 
Substituting Eq. (23) into Eq. (50): 
kkkkkkkkkksdk SKuXbXfTX k
ˆ2])ˆ(ˆ)ˆ(ˆ[0 1|| −>−++−Δ> +σζσσ .    (51) 
So 
ks
k
ks
k
ks
kk
ks
dk
k
kkk
kkk
ks
k
ks
kk
ks
dk
k
kkk
T
S
TT
K
T
XXf
uXb
TT
K
T
XXf
k
k
σσ
ζ
σ
σ
σ
σ
σ
σ
σ
ζ
σ
σ
σ
σ
σ
σ
ˆ2)ˆ(ˆ
              
)ˆ(ˆ
)ˆ(ˆ
1|
|
1|
−−+Δ−>
−>−+Δ−
+
+
.     (52) 
Using Eq. (3), Eq. (52) may be written as: 
kkks
k
kkks
k
kkks
kk
kkks
dk
kkk
kkk
k
kkks
k
kkks
kk
kkks
dk
kkk
kkk
XbT
S
XbT
XbT
K
XbT
X
Xb
Xf
ub
XbTXbT
K
XbT
X
Xb
Xf
k
k
σσ
ζ
σ
σ
σ
σ
σ
σ
σ
ζ
σ
σ
σ
σ
σ
σ
)ˆ(ˆ
ˆ2
)ˆ(ˆ
)ˆ(ˆ)ˆ(ˆ)ˆ(ˆ
)ˆ(ˆ
 )(
)ˆ(ˆ)ˆ(ˆ)ˆ(ˆ)ˆ(ˆ
)ˆ(ˆ
||
|
1
||
|
||
1
||
|
++
−Δ+−<⋅Δ<
+−Δ+−
+
+
.     (53) 
2. When 0ˆ <S , i.e. the representative point lies in the lower side of the surface,  where 
0ˆˆˆ 1 >−=Δ + kkk SSS .         (54) 
From Eq. (21), 
kk SS ˆ2ˆ0 −<Δ< .          (55) 
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Substituting Eq. (23) into Eq. (55) yields: 
kkks
k
kkks
k
kkks
kk
kkks
dk
kkk
kkk
k
kkks
k
kkks
kk
kkks
dk
kkk
kkk
XbT
S
XbT
XbT
K
XbT
X
Xb
Xf
ub
XbTXbT
K
XbT
X
Xb
Xf
k
k
σσ
ζ
σ
σ
σ
σ
σ
σ
σ
ζ
σ
σ
σ
σ
σ
σ
)ˆ(ˆ
ˆ2
)ˆ(ˆ
)ˆ(ˆ)ˆ(ˆ)ˆ(ˆ
)ˆ(ˆ
 )(
)ˆ(ˆ)ˆ(ˆ)ˆ(ˆ)ˆ(ˆ
)ˆ(ˆ
||
|
1
||
|
||
1
||
|
++
−Δ+−>⋅Δ>
+−Δ+−
+
+
.     (56) 
The control law may be given as a summation of two terms, kk pp
~ ,ˆ , such that: 
kkk ppu
~ˆ += .          (57) 
Based on inequalities of (53) and (57), kpˆ  may be selected as: 
[ ]1|
|
)ˆ(ˆ
)ˆ(ˆ
ˆ +−Δ+−= kdkks
kkks
k
k KXXfT
XbT
p
kσ
σ
.      (58) 
i) For the case of 0ˆ >S  
kkks
k
kkks
k
k
kk
kkks
k
k
XbT
S
XbT
p
ppb
XbT
p
σσ
ζ
σ
ζ
)ˆ(ˆ
ˆ2
)ˆ(ˆ
ˆ      
 ]~ˆ)[(
)ˆ(ˆ
ˆ
||
|
++<
+⋅Δ<+
,       (59) 
and then 
kkks
k
kkks
k
k
k
kkks
k
k
XbT
S
XbT
pb
pb
XbT
pb
σσ
ζ
σ
ζ
)ˆ(ˆ
ˆ2
)ˆ(ˆ
ˆ)](1[     
~)(
)ˆ(ˆ
ˆ)](1[
||
|
++⋅Δ−<
⋅Δ<+⋅Δ−
.      (60) 
From the left inequality of (60), 
)()ˆ(ˆ
ˆ1
)(
1~
| ⋅Δ
+⎥⎦
⎤⎢⎣
⎡ −⋅Δ> bXbTpbp kkks
k
kk σ
ζ
.       (61) 
Define kp
~ as the switching form of control signal as: 
)ˆ(
)ˆ(ˆ
~
|
k
kkk
C
kk Ssign
Xb
K
qp σ
β+= ,        (62) 
where )(⋅sign  is the signum function, and where β  is the upper bound of )(/1 ⋅Δb . 
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The following condition may be derived so that the inequality (62) is satisfied: 
s
k
kCkk T
Kp
b
q
ζ≥Σ≥⎥⎦
⎤⎢⎣
⎡ −⋅Δ≥      ,ˆ1)(
1 .       (63) 
The first inequality is satisfied if 
0ˆ  if    ,0ˆ)1( >>−≥ kkk ppq β , 
0ˆ  if      ,0ˆ1 <>−≥ kkk ppq β
β .        (64) 
where β  and β/1  is the bound of )(⋅Δb  defined by Eq. (3). 
ii) Similarly, for the case of 0ˆ <S , kq  must satisfy: 
kk pb
q ˆ1
)(
1 ⎥⎦
⎤⎢⎣
⎡ −⋅Δ≤ .         (65) 
So 
0ˆ  if      ,0ˆ1 ><−≤ kkk ppq β
β , 
0ˆ  if    ,0ˆ)1( <<−≤ kkk ppq β .        (66) 
If the inequalities of (64) and (66) can be satisfied, then kq  may be selected as: 
)]ˆ(|ˆ|ˆ[
2
1)]ˆ(|ˆ|ˆ[
2
1
kkkkkkk SsignppSsignppq −−++−= β
ββ .     (67) 
The control law of Eq. (57) can be written as: 
)ˆ(
)ˆ(ˆ
|ˆ|
2
1ˆ
2
1     
)ˆ(
)ˆ(ˆ
ˆ
|
22
|
k
kkk
C
kk
k
kkk
C
kkk
Ssign
Xb
K
pp
Ssign
Xb
K
qpu
⋅⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−++=
⋅++=
σ
β
β
β
β
β
σ
β
.     (68) 
To remove the chattering caused by discontinuous control signal, the boundary layer is defined as: 
})(ˆ||{ kcc kk eSe φ≤=Ψ .         (69) 
The control law of Eq. (68) is given as: 
)
ˆ
(
)ˆ(ˆ
|ˆ|
2
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⎢⎢⎣
⎡
+−++= .     (70) 
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In order to evaluate the width of boundary layer kφ , the right inequality of Eq. (53) is considered: 
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.   (71) 
For the worst case of 0ˆ >= kkS φ , Eq. (71) is given as: 
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which may be given as 
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where the sliding gain of CK  is selected as  
ε2+Σ= kCK ,          (74) 
and where 0>ε  is arbitrary positive constant, so that Eq. (63) may be satisfied. 
For the case of 0ˆ <= kkS φ , the right inequality of (56) is given as: 
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The combination of these two results of Eqs. (73) and (75) gives: 
}εββ
φβββ
σβφ
22
1
22
2
|
2
2)1(
ˆ
)1(|ˆ|)13(
2
)ˆ(ˆ)1(
2
+Σ++
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛−++
⎪⎩
⎪⎨
⎧ −≥
−
k
k
k
k
kkks
k
S
satp
XbT
.    (76) 
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In this result, the value of kφ  evaluated to be a maximum value, depends on the fact that )(⋅Δb  is 
selected as β  or β/1  based on the sign of kSˆ  and kpˆ . Thus, the width of boundary layer is a relative 
conservative number. To obtain a more accurate trajectory following, the boundary layer can be adjusted by 
a gain to get an appropriate width such that: 
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where 10 << μ . 
 
APPENDIX B: PROOF OF THE STABILITY 
Assuming there is no measurement noise or very small which can be neglected in systems, i.e. 0=kv , 
from Eq. (40), 
ABSfABSfABSwc kkkkkk
eeHee |)sgn(ˆ|||
1|1|1 −−−
+=− γ .      (78) 
Then, 
ABSfABSABSwc kkkk
eHee
1|1
|ˆ||| −−
+=− γ .       (79) 
Thus, 
ABSfABSABScABSw kkkk
eHee
1|1
|ˆ||||| −−
+≤− γ .      (80) 
The lag step of Eq. (79) may be described as: 
ABSfABSABSwABSc kkkk
eHee
2|211
|ˆ||||| −−−−
+≤− γ .      (81) 
Summing up the both sides of Eq. (80) and (81) yields: 
}{|ˆ|
||||||||
2|21|1
11
ABSfABSfABS
ABScABScABSwABSw
kkkk
kkkk
eeH
eeee
−−−−
−−
−+
−≤−
+γ .      (82) 
Combining Eqs (34), (44) and (82), yields: 
0||||
1
≤− − ABSwABSw kk ee .         (83) 
Thus, in the ideal condition, i.e. no measured noise, the stability condition of IP can be derived as: 
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ABSwABSw kk ee |||| 1−≤ .         (84) 
 
APPENDIX C: SLIDING SURFACE DEFINITION 
In sliding mode control, the full-order discrete-time system given in Eq. (8) is transformed into the 
cascade of two reduced-order subsystems, referred to as the “regular” form, 
kskskK TZfTZZ 11111 )(ˆ Δ++=+ ,        (85) 
kskkskk TubZfTZZ 222212 ˆ)(ˆ Δ+++=+ ,       (86) 
where mnk RZ
−∈1 , mk RZ ∈2 . This decomposition is done by applying a linear transformation, 
kkk XTZ |ˆ= , where T  is a diffeomorphic transformation. In order to design a linear sliding surface, only 
Eq. (85) is required. However, in this form, only 2Z  contains the input variable. Thus it is necessary to 
choose a different form of T  to define a new equation that does contain the input but is still linear. One 
such transformation is given by: TbbT ]ˆ0[ˆ 2= , [17]. It is assumed without loss of generality that Eq. (85) 
is linear such that it can be written in the form: 
ks
k
k
k TZ
Z
Z 1
2
1
121111 ]ˆˆ[ Δ+⎥⎥⎦
⎤
⎢⎢⎣
⎡ΦΦ=+         (87) 
where 1211 ˆ,ˆ ΦΦ  are constants. As an example and referring to the EHA model of equations of (46) and 
(47), 1211 ˆ,ˆ ΦΦ  can be obtained using diffeomorphic transformation matrix ][ 3IT =  such that 
⎥⎦
⎤⎢⎣
⎡=Φ⎥⎦
⎤⎢⎣
⎡=Φ
s
s
T
T 0ˆ,
10
1ˆ
1211 .  
Defining the sliding surface is very problem dependent. For tracking control, it is not unusual to 
assume: 
0
ˆˆ ==∂
∂=
kk
k
cc
c
k
k eCee
SS ,         (88) 
where. kkdc XXe kk |
ˆ−= . 
kc
k
k e
S
C ∂
∂== ˆσ  is a real-valued vector. 
In discrete form of Eq. (16), kζ  is the numerical approximation error for the sliding surface.  
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Using the transformation T , the parameter matrix of the switching function can be partitioned as: 
⎥⎦
⎤⎢⎣
⎡==
ke
ke
c
T
Z
Z
CCTeCTkS
k
2
1
21 ][)( .       (89) 
During an ideal sliding motion, the keZ 2  can be expressed in terms of keZ1 : 
keke FZZ 12 −= ,          (90) 
where 1
1
2 CCF
−= .  
Assuming that the desired states satisfy the nonlinear model for a “hypothetical” control input [18], 
such that:  
⎥⎥⎦
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⎡ΦΦ=+
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Z
Z
2
1
121111
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then, 
⎥⎥⎦
⎤
⎢⎢⎣
⎡ΦΦ=+
ke
ke
ke Z
Z
Z
2
1
121111 ]ˆˆ[ ,        (92) 
where kkdke ZZZ 111 −= , kkdke ZZZ 222 −= . 
 
Consider the linear quadratic cost function: 
ck
ksm
T
ck QeeJ ∑∞= ,          (93) 
where 0>Q  are symmetric matrices, and k is the step in which the sliding motion is starting. The 
objective is to choose the coefficients of the linear sliding surface such as to minimize this cost function. 
By using the same transformation T  as for the states, and by partitioning the matrix Q , then 
⎥⎦
⎤⎢⎣
⎡=
2221
1211
QQ
QQ
TQT T .         (94) 
Defining, [19]: 
21
1
221211 QQQQ
−−=Γ ,         (95) 
and for: 
kekek ZQQZ 121
1
222
−+=Λ .        (96) 
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The quadratic cost function given in Eq. (93) can be written as: 
][ 2211 k
T
kke
ksm
k
T
e QZZJ ΛΛ+Γ=∑∞ ,        (97) 
where 022 >Q  ensured by 0>Q  so that 22Q  is nonsingular, and 0>Γ . 
Combining Eqs. (92) and (96) to eliminate the eZ 2 , the constraint equation may be written as: 
kkeke ZZ ΛΦ+Φ=+ 12111 ˆ ,         (98) 
where 21
1
221211
ˆ QQ −Φ−Φ=Φ . 
A positive-definite unique solution P  is guaranteed by the discrete algebraic Riccati equation defined 
as: 
0ˆˆ 12
1
2212 =Γ+ΦΦ−Φ+Φ − PQPPP TT .       (99) 
Thus the problem becomes one of minimizing the function of Eq (97) constrained by Eq (98), which 
can be restated as a standard optimal control law kΛ  given as: 
ke
T
k PZQ 112
1
22Φ−=Λ − .         (100) 
Substituting (100) into (96) yields: 
keke
T
ke FZZPQQZ 111221
1
222 )( −=Φ+−= − .       (101) 
From this equation, )( 1221
1
22 PQQF
TΦ+= −  and by hence 222 QC =  and )( 12211 PQC TΦ+= .  
Thus the sliding surface coefficients (embedded in F ) can be determined by solving the discrete 
Riccati Eq. (99). 
 
APPENDIX D: NOMENCLATURE 
Table 1 gives all variables, parameters and coefficients used in this paper. 
 
Table 1: Nomenclature 
Symbol Comments 
.ˆ  Denotes uncertain values 
+ The superscript denotes the pseudo-inverse 
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max The subscripts denotes the upper bound 
ABS  
Absolute value 
satsign  ,  Signum and saturation functions 
,, 21 aa 3131, aa  
433 , aa  
Coefficients of the nonlinear model of the EHA 
b , )(⋅Δb  Input vector and its scalar uncertainty factor 
C Real-valued constant vector 
kkkk ff ee |1| ,−  The a priori and a posteriori error signals in the Estimation  
Process 
kce  The error signals in the Control Process 
kwe  The error signals in the Integrated Process 
fff Δ,ˆ,  Nonlinear function, uncertain nonlinear function and its uncertainties 
i, j Subscripts used to identify elements of matrices and vectors 
K Calculation step index 
kK  The SVSF gain 
CK  Sliding gain 
kkk qpp ,
~ ,ˆ  Nonlinear function 
kSˆ  
Switching function 
Ts Sampling time 
ku  Control input 
kvv,  Measurement noise 
kV  Lyapunov function 
kww,  System noise 
kxx,  System state elements 
kdk XX ,  Actual and desired system states 
kkkk XX |1| ˆ,ˆ −  
The a priori and a posteriori estimate of system states 
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kZ  System outputs 
kkkk ZZ |1| ˆ,ˆ −  
The a priori and posteriori estimate of system outputs 
γβ ,  Adjustment gain 
ε  Arbitrary positive constant 
kk ζδ ,  Numerical approximation errors 
kσ  The gradient of sliding surface 
kk ∑Δ ,  Lumped uncertainty term 
kφ  Boundary layer and its element 
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