The Hausdorff dimension of the boundary of the Mandelbrot set and Julia
  sets by Shishikura, Mitsuhiro
ar
X
iv
:m
at
h/
92
01
28
2v
1 
 [m
ath
.D
S]
  1
2 A
pr
 19
91
THE HAUSDORFF DIMENSION OF THE BOUNDARY
OF THE MANDELBROT SET AND JULIA SETS
Mitsuhiro Shishikura
Tokyo Institute of Technology
and
State University of New York at Stony Brook
Dedicated to Prof. John W. Milnor on the occasion of his sixtieth birthday
Abstract. It is shown that the boundary of the Mandelbrot set M has Hausdorff
dimension two and that for a generic c ∈ ∂M , the Julia set of z 7→ z2 + c also
has Hausdorff dimension two. The proof is based on the study of the bifurcation of
parabolic periodic points.
Introduction
The dynamics of complex quadratic polynomials Pc(z) = z
2+c has been studied
extensively recent years (for example [DH]). The main interest in this subject is to
study the nature of the Julia sets Jc in the dynamical plane and the Mandelbrot
set M in the parameter space. The boundary of M also has a meaning as “the
locus of bifurcation”, or more precisely, by Man˜e´-Sad-Sullivan [MSS] or by Lyubich
[Ly1], ∂M = {c ∈ C| Pc is not J-stable } (see §1 for definition). In this paper, we
are concerned with the Hausdorff dimension (denoted by H-dim(·)) of these sets.
Some of the consequences are:
Theorem A.
H-dim(∂M) = 2.
Moreover for any open set U which intersects ∂M , we have H-dim(∂M ∩ U) = 2.
Theorem B. For a generic c ∈ ∂M ,
H-dimJc = 2.
In other words, there exists a residual (hence dense) subset R of ∂M such that if
c ∈ R, then H-dimJc = 2.
Typeset by AMS-TEX
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Theorem C. There exists a residual set R′ of R/Z such that if Pc has a periodic
point with multiplier exp(2πiα) with α ∈ R′, then H-dimJc = 2.
Theorem A was conjectured by many people (for example, Mandelbrot [Ma], Mil-
nor [Mi2, Conjecture 1.7]). It means that the bifurcation locus is large in dimension,
and this explains the complexity of M , which is observed by many numerical ex-
periments. As to the Julia sets, if Pc is hyperbolic, or if 0 is strictly preperiodic,
H-dimJc is less than 2 (see §1, Property (1.4)). However it was conjectured that
there exists a sequence of parameters such that H-dim Jc tends to 2. Theorem B
gives a stronger solution to this conjecture. We will see that the method in this
paper applies to other families under certain condition.
The above theorems are obtained as consequences of Theorems 1 and 2 stated
in §1. Theorem 1 amounts to comparing the Hausdorff dimension of the set of
J-unstable parameters with that of a certain subset (“hyperbolic subset”) of the
Julia set. It reflects the similarity between the Mandelbrot set and some Julia sets.
(Compare with Tan Lei [T].) Theorem 2 is the most important result in this paper,
and it assures that one can obtain maps whose Julia sets have Hausdorff dimension
(or “hyperbolic dimension”) arbitrarily close to 2, from “the secondary bifurcation”
of a parabolic periodic point. See Figures 1, 2 and the remark after Theorem 2 in
§2.
Figure 1. The boundary of he Mandelbrot set (top left) and its blow-
ups near the cusp c = 14 .
It was already observed that after a small perturbation of a parabolic periodic
point, the Julia set may inflate drastically. In fact, the proof of Theorem 2 shows
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Figure 2. The Julia sets for c = 14 (left) and for c = 0.25393+0.00048i
(middle) and its blow up near the fixed points (right)
that such an inflated part of the Julia set can have Hausdorff dimension close to 2.
The main tool in the study of such a bifurcation is the theory of Ecalle cylinders,
which was introduced by Douady-Hubbard [DH] and developed by Lavaurs [L].
Using the Ecalle cylinder, we introduce a new renormalization procedure associated
with parabolic fixed points (see Remark (ii) in §6). Our result can be interpreted
as follows: The renormalization induces a map between old and new dynamical
planes, which resembles an exponential map. Comparing this observation with
McMullen’s result [Mc] which claims that the Julia set of an exponential map has
always Hausdorff dimension 2, it becomes conceivable that a certain subset of the
Julia set can have Hausdorff dimension close to 2. The proof in this paper will
justify this argument, or even more, twice renormalization is enough in order to
attain dimension two.
One can compare the above theorems with Jakobson’s result for the family of
unimodal interval maps [J], M. Rees’ result for a certain family of rational maps
[Re] and Benedicks-Carleson’s result on the family of He´non maps [BC]. These
results show the existence of a “chaotic dynamics” for a set of positive Lebesgue
measure of parameters. For example, M. Rees’ result shows that there exists a set
of positive Lebesgue measure of parameters for which the Julia sets are the whole
Riemann sphere. Such parameters are found near a special parameter for which
all critical points are strictly preperiodic. For this parameter, the map has good
ergodic theoretical properties and the Julia set is the whole sphere.
On the other hand, for a polynomial Pc acting on C, the Julia set Jc or the
filled-in Julia set Kc can never be the entire plane, since there is always the basin
of∞. So there always exists some orbits which escape to∞ from the neighborhood
of Kc. Moreover, as remarked above, if the critical point 0 is strictly preperiodic,
H-dimJc < 2. For example if c = −2, J−2 = [−2, 2] ⊂ R and H-dimJ−2 = 1.
Therefore one can hardly expect an analogous result or approach for the family Pc
as those of Jakobson and Rees. Instead, in this paper, we use the perturbation of
parabolic periodic points.
As for the area (the 2-dimensional Lebesgue measure), it is conjectured that ∂M
and Jc (for any c) have area zero. There are partial results: the set of parameters
in ∂M for which Pc are not infinitely renormalizable has area zero [Sh]. If Pc has
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no irrationally indifferent periodic point and is not infinitely renormalizable, then
the Julia set Jc has area zero [Ly2] and [Sh].
This paper is organized as follows: In Section 1, we define the notion of hyperbolic
subsets and the hyperbolic dimension, state our main results (Theorems 1 and 2,
Corollary 3) and assuming these results, we prove Theorems A, B and C. We
prove basic properties of hyperbolic subsets and hyperbolic dimension in Section
2. Theorem 1 is proved in Section 3, using holomorphic motions. The rest of
the paper is devoted to the proof of Theorem 2. The theory of the parabolic
bifurcation and Ecalle cylinders is reviewed in Section 4. Further properties of the
Ecalle transformation are studied in Section 5. After these preparations, Theorem
2 is proved in Section 6 (the case with multiplier 1) and in Section 7 (the other
cases). In the Appendix, we give the proof of the facts stated in Sections 4 and 7.
Acknowledgement. I would like to thank specially Curt McMullen for introduc-
ing me these problems and having inspiring discussions with me throughout on
this subject; A. Douady for his lectures which introduced me the theory of Ecalle
cylinders; and also A. Hinkkanen, M. Lyubich, M. Rees, D. Sullivan and J. Milnor
for helpful discussions and comments while this paper was written. Finally I am
grateful to the Institute for Mathematical Sciences, State University of New York
at Stony Brook for the hospitality.
Computer pictures have been produced using J. Milnor’s program.
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§1. Some definitions and Main results.
In this section, we define the hyperbolic subset and the hyperbolic dimension for
a rational map, and state our main results– Theorems 1 and 2. Assuming these
results, we give the proof of Theorems A, B and C in Introduction.
Definitions. Let f be a rational map. A closed subset X of C is called a hyperbolic
subset for f , if f(X) ⊂ X and there exist positive constants c and κ > 1 such that
‖(fn)′‖ ≥ cκn on X for n ≥ 0,
where ‖ · ‖ denotes the norm of the derivative with respect to the spherical metric
of C. (A similar notion was already seen in [Ru] and [Ly1]. The condition requires
that f is expanding on X , however we call such a set “hyperbolic” following the
standard terminology for dynamical systems.)
The hyperbolic dimension of f is
hyp-dim(f) = sup{H-dim(X)| X is a hyperbolic subset for f}.
Properties of hyperbolic subsets and hyperbolic dimension.
Let X be a hyperbolic subset of f .
(1.0) There are no critical points of f in X .
(1.1) X is a subset of the Julia set J(f) of f . Hence
H-dim J(f) ≥ hyp-dim(f).
(1.2) X is “stable” under a perturbation, i.e. there exists a neighborhood N of f
in the space of rational maps of the same degree, such that if g ∈ N then g has a
hyperbolic subset Xg and there is a homeomorphism ιg : X → Xg which conjugates
f to g. Moreover, for each z ∈ X , ιg(z) is a complex analytic function in g, and
ιf = idX . ({ιg} is a holomorphic motion in the sense of §3.)
(1.3) f 7→ hyp-dim(f) is lower semi-continuous, or equivalently, for any number c,
the set {f | hyp-dim(f) > c} is open.
(1.4) Suppose that f is a hyperbolic rational map (i.e., all critical points are at-
tracted to attracting periodic orbits) or a subhyperbolic polynomial (every critical
point is either attracted to an attracting periodic orbit or pre-periodic, see [DH]).
Then
H-dim J(f) = hyp-dim(f).
Moreover J(f) has positive and finite δ-dimensional Hausdorff measure if δ =
H-dimJ(f), and H-dim J(f) < 2.
For the proof and remarks, see §2.
Problem. When does hyp-dim(f) coincide with H-dimJ(f)?
Definition. A family {fλ| λ ∈ Λ } of rational maps is J-stable at λ0 ∈ Λ, if there
exists a continuous map h : Λ′×J(fλ0)→ C, such that Λ
′ is a neighborhood of λ0 in
Λ, hλ ≡ h(λ, ·) is a conjugacy from (J(fλ0), fλ0) to (J(fλ), fλ) and hλ0 = idJ(fλ0 ).
We also say that fλ0 is J-stable in this family, if there is no confusion.
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Theorem 1. Let {fλ| λ ∈ Λ } be a complex analytic family of rational maps of
degree d (> 1), where Λ is an open set in C. Suppose fλ0 (λ0 ∈ Λ) is not J-stable
in this family. Then
H-dim
{
λ ∈ Λ
∣∣∣∣ fλ is not J-stable and has a hyperbolic subsetcontaining a forward orbit of a critical point
}
≥ hyp-dim(fλ0).
The proof will be given in §3.
Definition. A periodic point is called parabolic if its multiplier is a root of unity.
The parabolic basin of a parabolic periodic point ζ of period k is
{z ∈ C| fnk → ζ (n→∞) in a neighborhood of z },
and the immediate parabolic basin of ζ is the union of periodic connected compo-
nents of the parabolic basin.
Theorem 2. Suppose that a rational map f0 of degree d (> 1) has a parabolic fixed
point ζ with multiplier exp(2πip/q) (p, q ∈ Z, (p, q) = 1) and that the immediate
parabolic basin of ζ contains only one critical point of f0. Then:
for any ε > 0 and b > 0, there exist a neighborhood N of f0 in the space of rational
maps of degree d, a neighborhood V of ζ in C, positive integers N1 and N2 such
that if f ∈ N , and if f has a fixed point in V with multiplier exp(2πiα), where
qα = p±
1
a1 ±
1
a2 + β
with integers a1 ≥ N1, a2 ≥ N2 and β ∈ C, 0 ≤ Re β < 1, | Imβ| ≤ b, then
hyp-dim(f) > 2− ε.
The proof will be given in §§6 and 7, after preparations in §§4 and 5.
Figure 3 shows the region for α described in Theorem 2.
Figure 3. the region for α
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The condition a1 ≥ N1 is in fact unnecessary, since a1 must be large when
f is close to f0. However if we take a family {fα} such that fα(0) = 0, f ′α(0) =
exp(2πiα), then the condition in Theorem 2 can be expressed in terms of α (without
N and V ).
The condition on α has a meaning that f is obtained by a “secondary bi-
furcation”, in the following sense: The primary bifurcation of f0 produces a se-
quence of maps having parabolic fixed points with multipliers exp(2πiαn), where
qα = p± 1n (n = 1, 2, . . . ). Then the bifurcation from these maps gives rise to the
maps as in Theorem 2.
There are immediate consequences of Theorems 1 and 2 for the family Pc. Before
stating them, let us recall the definition of Jc and M :
Kc = {z ∈ C| P
n
c (z) 6→ ∞ as n→∞} (the filled-in Julia set of Pc),
Jc = ∂Kc = the closure of { repelling periodic points of Pc} (the Julia set of Pc),
M = {c ∈ C| 0 ∈ Kc} = {c ∈ C| Kc is connected } (the Mandelbrot set).
Corollary 3. (i) If U is an open set containing c ∈ ∂M , then
H-dim(∂M∩U) ≥ H-dim{c ∈ ∂M∩U | 0 is non-recurrent under Pc} ≥ hyp-dim(Pc).
(ii)If Pc has a parabolic periodic point with multiplier 1, then there exists a sequence
{cn} in ∂M such that cn → c and hyp-dim(Pcn)→ 2, as n→∞.
Proof of Corollary 3. (i) Immediate from Theorem 1 and the fact that c ∈ ∂M if
and only if Pc is J-unstable ([MSS],[Ly1]).
(ii) It is known that that if Pc has a parabolic periodic point ζ of order k, then
f0 = P
k
c satisfies the hypothesis of Theorem 2, since there is only one critical point
(in C) for Pc. Any parabolic periodic point of Pc is not persistent (otherwise all
Pc would have parabolic periodic points), and it can be perturbed into a periodic
point whose multiplier is as in Theorem 2. If Imβ = 0, then the new periodic
point is indifferent, and the perturbed polynomial is also J-unstable. One can thus
obtain the sequence {cn} (⊂ ∂M). Furthermore, it is also possible to choose cn
such that 0 is strictly preperiodic under Pcn , since such parameters are dense in
∂M by [MSS]. 
Now we can prove the Theorems A, B and C.
Proof of Theorem A. By Man˜e´-Sad-Sullivan [MSS] or Lyubich [Ly1], parameters
for which Pc has (non-persistent) parabolic periodic points are dense in ∂M . The
assertion follows immediately from Corollary 3. 
Proof of Theorem B. Let Rn = {c ∈ ∂M | hyp-dim(Pc) > 2−
1
n} (n = 1, 2 · · · ).
Then R =
⋂
n≥0Rn = {c ∈ ∂M | hyp-dim(Pc) = 2 } ⊂ {c ∈ ∂M | H-dim J(Pc) =
2 }. By Property (1.3), Rn are open in ∂M . Moreover Rn is dense in ∂M ,
by Corollary 3(ii) and the above remark (the density of parabolic parameters in
∂M). Hence R is residual. (A residual set is a set containing the intersection of a
countable collection of open dense subsets of ∂M .) Such an R is dense in ∂M by
Baire’s theorem. 
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Proof of Theorem C. Let W be a hyperbolic component, i.e. a connected com-
ponent of the set of c’s such that Pc has an attracting periodic point. Then it was
shown by Douady-Hubbard [DH] that there exists a homeomorphism from W onto
the closed unit disc (conformal in W ) defined by the multiplier of a non- repelling
periodic orbit. So in ∂W , the parameters with parabolic periodic points are dense.
By the proof of Corollary 3(ii) and a similar argument to the proof of Theorem B,
we can prove that for generic α ∈ R/Z, if c ∈ ∂W and Pc has a periodic point with
multiplier exp(2πiα), then H-dimJc = 2. However, there are only countably many
hyperbolic components. Hence the assertion follows. 
Remark. (i) It also follows easily from Theorem 2 that
sup
c∈W0
H-dim(Pc) = sup
c∈C\M
H-dim(Pc) = 2 ,
where W0 = {c| Pc has an attracting fixed point } (the cardioid).
(ii) It is easy to see that a similar result holds for other families of rational maps
which have “only one critical point” that can be involved in the parabolic basin.
For example, fa(z) = z
3 + az2, gb(z) = (z
2 + b)/(z2 − 1).
§2. Hyperbolic subsets and hyperbolic dimension
In this section, we give the proof of the Properties (1.0)-(1.3). We also give an
example of the hyperbolic subset and an estimate of its Hausdorff dimension, which
will be used later.
Proof of the properties of hyperbolic subsets and hyperbolic dimension.
(1.0) is obvious.
(1.1) The family {fn} cannot be normal in any open set intersecting X , since the
derivatives grow exponentially. Hence the assertion follows.
(1.2) This is a well-known fact. The outline of the proof is as follows. There exists
a neighborhood V of X such that for g near f , g is expanding on V . Hence for
x ∈ X , the orbit {fn(x)}∞n=0 with respect to f is a pseudo-orbit for g, which can
be traced by an orbit (a real orbit) of a point y for g. (The Pseudo-Orbit Tracing
Property, see [Bo1].) Then let y = ιg(x). In fact, y can be expressed as
y = lim
n→∞
g−1x0 ◦ g
−1
x1 ◦ · · · ◦ g
−1
xn (xn+1),
where xj = f
j(x) and g−1z is the branch of g
−1 defined in a neighborhood of f(z)
such that g−1z (f(z)) is near z. By the expanding property for g near f , ιg is well-
defined and conjugates f |X to g|Xg with Xg = ιg(X). Moreover, ιg(x) depends
analytically in g, since the convergence in the above is uniform.
(In [Ly1], the analyticity is proved under the assumption that periodic points
are dense in X , which is in fact unnecessary by the above.)
(1.3) Let N , Xg and ιg be as in (1.2). (Suppose N is open.) It is enough to prove
that N ∋ g 7→ H-dimXg is continuous. We will prove this fact in §3, using a result
on holomorphic motions. It is also possible to prove it directly. In fact, one can
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estimate the exponent of the Ho¨lder continuity of ιg, in the proof of (1.2).
(1.4) We do not use this fact for the proof of our main theorems. If f is hyperbolic,
then J(f) itself is a hyperbolic subset, hence H-dimJ(f) = hyp-dim(f); the second
assertion follows from Bowen’s formula ([Bo], [Ru]); and the fact H-dim J(f) < 2
can be shown by a standard argument using the expanding property of f and the
Lebesgue’s density theorem. (See [Su].) The case with preperiodic critical points
will be discussed in another paper, but the fact H-dimJ(f) < 2 seems to be already
known.
In the proof of Theorem 2 (§6), we will construct a special kind of hyperbolic
sets which are described as follows.
Suppose that U is a simply connected open set of C (with ♯(C − U) ≥ 2);
U1, . . . , UN are disjoint simply connected open subsets of U with U i ⊂ U ; n1, . . . , nN
are positive integers such that fni maps Ui onto U bijectively (i = 1, . . . , N). It
follows from Schwarz’ lemma that τi ≡ (fni |Ui)
−1 : U → Ui is a contraction with
respect to the Poincare´ metric of U (at least on ∪iU i). So there exists a Cantor set
X0 generated by {τi}, that is, X0 is the minimal non-empty closed set satisfying
X0 = τ1(X0) ∪ · · · ∪ τN (X0).
Lemma 2.1. The set X = X0 ∪ f(X0) ∪ · · · ∪ fM−1(X0), (where M = maxni) is
a hyperbolic subset of f .
Proof. ObviouslyX is closed. We have f(X) ⊂ X , since f(fM−1(X0)) = f
M (τ1(X0)∪
· · · ∪ τN (X0)) = fM−n1(X0) ∪ · · · ∪ fM−nN (X0) ⊂ X.
Note that fni |Ui is expanding on X0 ∩ Ui with respect to the Poincare´ metric
of U which is equivalent to the spherical metric on X0. In order to see that f is
expanding on X , it suffices to factorize the iterate fn at z (∈ X) to
f j1 ◦ (fni1 |Ui1 ) ◦ . . . ◦ (f
nik |Uik ) ◦ f
j2
where i1, . . . , ik ∈ {1, . . . , N} and 0 ≤ j1, j2 < M are determined by z′ = f j2(z) ∈
X0, z
′ ∈ τik ◦ · · · ◦ τi1(X0) and n = j1 + ni1 + . . .+ nik + j2. (Lemma 2.1)
We only use the simplest estimate for the Hausdorff dimension of X0. Suppose
∞ /∈ U .
Lemma 2.2. Let δ = H-dimX0. Then
1 ≥
N∑
i=1
inf
U
|τ ′i |
δ ≥ N ·
(
max
i
sup
Ui
|(fni)′|
)−δ
,
hence
δ ≥
logN
log
(
max
i
sup
Ui
|(fni)′|
) .
Proof. The first inequality is well-known; it can be proven, for example, from
Bowen’s formula ([Bo2] and [Ru]). The rest is immediate. (Lemma 2.2)
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§3. Holomorphic motions.
Definition. Let X be a subset of C and Λ a complex manifold with a base point
λ0 ∈ Λ. A family of maps iλ : X → C (λ ∈ Λ) is called a holomorphic motion of
X , if each iλ is injective, iλ0 = identityX and for each z ∈ X , iλ(z) is analytic in
λ. We also say that Xλ ≡ iλ(X) is a holomorphic motion of X . We are mostly
interested in the case Λ = {λ ∈ C
∣∣ |λ| < R} (R > 0) with the base point λ0 = 0.
Lemma 3.1. If iλ : X → C ( |λ| < R) is a holomorphic motion, then both iλ
and i−1λ are Ho¨lder continuous with exponent α(|λ|/R), where α : (0, 1)→ R+ is a
function (independent of the motion) satisfying α(t)ր 1, as tց 0.
Proof. The improved λ-lemma in [ST] (see also [MSS], [BR]) implies that iλ can be
extended to a K(|λ|/R)-quasiconformal mapping and K(t) ց 1 (as t ց 0). Since
K-quasiconformal mapping is 1/K-Ho¨lder continuous (Mori’s inequality, see [A]),
the assertion holds with α(t) = 1/K(t). For example, by [BR], one can have
1 ≥ α(t) ≥ (1− 3t)/(1 + 3t), for 0 < t < 1/3.
(Lemma 3.1)
As an application, we can now complete the proof of (1.3) (see §2), by showing
that:
for N (an open neighborhood of f) and Xg in (1.2), N ∋ g 7→ H-dimXg is contin-
uous.
Proof. For any g0 ∈ N , ιg ◦ ι−1g0 (z) is a holomorphic motion of Xg0 . Lemma 3.1
implies that for g near g0, ιg ◦ ι−1g0 is α
′-bi-Ho¨lder (0 < α′ = α′(g0, g) ≤ 1) and
α′ → 1 when g → g0. Then we have
α′ · H-dimXg0 ≤ H-dimXg ≤ α
′−1 · H-dimXg0 .
Hence H-dimXg is continuous in g. 
Lemma 3.2. Let iλ : X → C (λ ∈ ∆ ≡ {λ ∈ C :
∣∣ |λ| < 1}) be a holomorphic
motion. Suppose v : ∆ → C is an analytic map such that v(0) = z0 ∈ X and
v(λ) 6≡ iλ(z0). Then
H-dim{λ ∈ ∆| v(λ) ∈ iλ(X) } ≥ lim
r→0
H-dim(X ∩Dr(z0)),
whereDr(z0) denotes the disc of radius r centered at z0 with respect to the spherical
metric.
Proof. Changing the coordinate by Mo¨bius transformations depending analytically
on λ, we may assume that z0 = 0 and iλ(0) ≡ 0. First suppose that v′(0) 6= 0.
There exist positive constants ρ (< 1) and a such that in {λ
∣∣ |λ| < ρ}, v(λ) is
injective and a|λ| ≤ |v(λ)| <∞. Let
br = sup{ |iλ(z)|
∣∣ z ∈ X ∩Dr(0), |λ| ≤ ρ}.
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It follows from λ-lemma [MSS] (or Montel’s theorem) that br → 0 as r → 0. So
there is r0 > 0 such that aρ > br for 0 < r < r0. Take such an r.
For z ∈ X ∩Dr(0) and |µ| < Rr ≡ aρ/br, let us consider the equation
(3.3) v(λ) − iλµ(z) = 0 (λ ∈ ∆µ ≡ {λ
∣∣ |λ| < min{ρ, ρ/|µ|}}).
Both v(λ) and iλµ(z) are analytic in ∆µ, and for λ ∈ ∂∆µ we have
|v(λ)| ≥ a ·min{ρ, ρ/|µ|} > br ≥ |iλ(z)|.
Since v = 0 has the unique solution 0 in ∆µ, the equation (3.3) also has a unique
solution by Rouche´’s theorem, and it depends analytically on µ. Moreover, for the
same µ and a different z, the equation gives a different solution, because of the
injectivity of iλ.
Now define
Y rµ = {λ ∈ ∆µ| v(λ) = iλµ(z) for some z ∈ X ∩Dr(0) }.
Then by the above, Y rµ (|µ| < Rr) is a holomorphic motion of Y
r
0 , and the injections
jrµ : Y
r
0 → Y
r
µ are given by the following: λ = j
r
µ(v
−1(z)) is the unique solution of
the equation (3.3). Note that Y r0 = v
−1(X ∩Dr(0)), hence H-dimY
r
0 = H-dim(X ∩
Dr(0)) and that Y
r
1 ⊂ {λ ∈ ∆| v(λ) ∈ iλ(X) }. By Lemma 3.1, j
r
µ : Y
r
0 → Y
r
µ is
α(|µ|/Rr)-bi-Ho¨lder, therefore we have
H-dim{λ|v(λ) ∈ iλ(X)} ≥ H-dimY
r
1 ≥ α(1/Rr)·H-dimY
r
0 = α(1/Rr)·H-dim(X∩Dr(0)).
Letting r → 0, we obtain the desired inequality.
Let us consider the case v′(0) = 0. By the assumption, v 6≡ 0. By a coordinate
change, we may assume that ∞ ∈ X and iλ(∞) ≡ ∞. Let m = order(v, 0) and
G(z) = zm. Define X˜λ = G
−1(Xλ) and X˜ = X˜0. By lifting v and iλ by G which is
a branched covering branched over 0 and∞, one obtains an analytic map v˜ : Λ→ C
satisfying v = G ◦ v˜, v˜′(0) 6= 0, and a holomorphic motion i˜λ : X˜ → X˜λ satisfying
iλ ◦ G = G ◦ i˜λ. Hence the inequality holds for i˜λ and v˜. On the other hand, we
have
{λ|v(λ) ∈ Xλ} = {λ|v˜(λ) ∈ X˜λ} and H-dim(X∩Dr(0)) = H-dim(X˜∩G
−1(Dr(0))),
since G is locally Lipschitz except at 0 and ∞. Thus we obtain the inequality for
iλ and v. (Lemma 3.2)
Now we can give:
Proof of Theorem 1. For any ε > 0, there exists a hyperbolic subset X for fλ0
such that H-dimX > hyp-dim(fλ0) − ε. By the compactness of X , there exists a
point z0 ∈ X such that limr→0H-dim(X ∩Dr(z0)) = H-dimX.
By Property (1.2) of the hyperbolic subset, there exist a neighborhood Λ′(⊂ Λ)
of λ0 and a holomorphic motion iλ : X → Xλ for λ ∈ Λ′ such that iλ ◦fλ0 = fλ ◦ iλ,
Xλ is a hyperbolic set of fλ and iλ0 = idX . Moreover Λ
′ can be chosen smaller so
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that limr→0H-dim(Xλ ∩ Dr(iλ(z0))) > H-dimX − ε for λ ∈ Λ′ , by Lemma 3.1,
and that the critical points of fλ do not bifurcate in Λ
′ − {λ0}.
It follows from Man˜e´-Sad-Sullivan’s theory (Lemma III.2 [MSS]) that there exist
λ1 ∈ Λ′ − {λ0}, an integer N > 0 and a critical point c of fλ1 such that f
N
λ1
(c) =
iλ1(z0). Then there exists a branch of critical points cλ of fλ in a neighborhood
Λ′′(⊂ Λ′) of λ1 with cλ1 = c, (hence cλ is a meromorphic function). Note that in
the above, λ1 and c can be chosen so that f
N
λ (cλ) 6≡ iλ(z0) in Λ
′′. Applying Lemma
3.2 to iλ (λ ∈ Λ′′) and v(λ) = fNλ (cλ), (after a suitable affine change of parameter),
one obtains
H-dim{λ ∈ Λ′′| fNλ (cλ) ∈ Xλ } ≥ lim
r→0
H-dim(Xλ1∩Dr(iλ1(z0))) > hyp-dim(fλ0)−2ε.
It is easy to see that if fNλ (cλ) ∈ Xλ, fλ is not J-stable in the family, since f
N
λ (cλ) 6≡
iλ(z) for any z. As ε > 0 was arbitrary, the theorem is proved. (Theorem 1)
Remark. If we assume a certain transversality condition for the motion of the crit-
ical value v(λ) relative to the hyperbolic set, it is also possible to prove a similar
result (to Theorem 1 or to Lemma 3.2) without assuming the analytic dependence
of iλ and v on the parameter.
§4. Parabolic bifurcation and Ecalle cylinders
4.0 Overview.
Let us consider a holomorphic mapping
f0(z) = z + a2z
2 + . . .
defined near 0 with a2 6= 0. The origin z = 0 is a parabolic fixed point of f0. If we
perturb f0, this fixed point bifurcates into two fixed points near 0 in general.
Figure 4 indicates the phase portraits of f0 and some of its perturbations. Ob-
serve that a perturbation can create a new type of orbits which go through “the
gate” between the two fixed points. Such orbits can give rise to a drastic change
of the global dynamics (such as the inflation of the Julia set). However it takes an
extremely long time for these orbit to goes through the gate, so we need to consider
a large number of iterates of the map in order to see the phenomenon.
We analyze such a bifurcation using the theory of Ecalle cylinders, and the
principle can be summarized as follows. For f0, one can find “fundamental regions”
S+0 and S
−
0 , each of which has a boundary consisting of two curves joining the fixed
point 0 such that one is mapped to the other. See Figure 5.
Gluing these two curves of S−0 (resp. S
+
0 ), one obtains a topological cylinder C
−
0
(resp. C+0 ), called the outgoing (resp. incoming) Ecalle cylinder, which turns out to
be conformally isomorphic to the bi-infinite cylinder C∗ (or C/Z). The orbits going
from the ends (“horns”) of S−0 to S
+
0 induce a continuous and analytic mapping
Ef0 from a neighborhood of the ends of C
−
0 to C
+
0 (the Ecalle transformation). The
identification C/Z → C−0 can be lifted and extended to a map ϕ0, defined on a subset
12
Figure 4
Figure 5
of C (which is considered to be the universal cover of C/Z) into the dynamical plane
of f0, similarly the identification C
+
0 → C/Z can be lifted to a map Φ0 : B → C,
where B is the parabolic basin of 0. Note that these functions can have critical
points after the extension to the maximal domain of definition.
13
We consider the perturbation of the form f(z) = e2πiαz + O(z2) with α 6= 0
satisfying | argα| < π/4. Then it can be shown that fundamental regions S−f , S
+
f
continue to exist, with boundary curves joining two fixed points. See Figure 5. The
quotient cylinders C−f , C
+
f are still isomorphic to C
∗. So we can define functions
ϕf , Φf , Ef which are similar to ϕ0, Φ0, Ef0 . (The domains of definition may be
smaller.)
Now there is “a gate” open between the fixed points, and any orbit starting from
S+f passes through the gate and eventually falls into S
−
f . This induces a new map
χf from C
+
f to C
−
f , which is a conformal isomorphism. Thus we define the return
map Rf = χf ◦Ef , which corresponds near the ends of C
−
f to the map of S
−
f sending
z ∈ S−f to the first return point to S
−
f along its forward orbit. Therefore the return
map corresponds to a heigh iterate of the map f . So one can study orbits of f
which return many times to the neighborhood of 0 using the return map.
Moreover it will be shown that when f tends to f0 with the above restriction on
argα, the limit behaviour of the return map is determined by α and Ef0 ,
The Ecalle cylinders were first studied and applied to some problems by Douady-
Hubbard and Lavaurs ([DH], [L]). The aim of this section is to state some notions
and facts in this theory, in fact we state only the facts about ϕ0, Φ0, Ef0 , ϕf and
Rf . The formulation presented here is somewhat different from [DH], [L]. In this
paper, we focus more on the return map, the quantitative aspect of the theory and
the renormalization arising from the Ecalle transformation. The proof of these facts
will be given in the Appendix, although most of the results can be found in [Mi]
and [DH].
Notations.
In the following, a function f is always associated with its domain of definition
Dom(f) (an open set of C or C/Z etc.); that is, two functions are considered as
distinct, if they have distinct domains, even if one is an extension of the other. A
neighborhood of an analytic map f : Dom(f)→ C is a set containing
{g : Dom(g)→ C| g is analytic,Dom(g) ⊃ K and sup
z∈K
d(g(z), f(z)) < ε},
where K is a compact set in Dom(f), ε > 0 and d(·, ·) is the spherical metric.
(If the map is to some other space, then d should be replaced by an appropriate
metric.) The system of these neighborhoods defines “the compact-open topology
together with the domain of definition”, which is unfortunately not Hausdorff, since
an extension of f is contained in any neighborhood of f .
Let
F = {f : Dom(f)→ C| f is analytic , 0 ∈ Dom(f) ⊂ C and f(0) = 0}.
We use the following notations:
π : C → C∗ ≡ C− {0}, π(z) = exp(2πiz);
π1 : C → C/Z (the natural projection); π2 : C/Z → C∗, π = π2 ◦ π1;
Note that π2 sends “the upper end” of C/Z (Im z → +∞) to 0, and “the lower
end” (Im z → −∞) to ∞.
T : C → C, T (z) = z + 1;
τ0(z) = −
1
z .
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4.1 Parabolic fixed point.
Let f0 ∈ F such that f ′0(0) = 1 and f
′′
0 (0) 6= 0. By a linear coordinate change,
we may suppose that f ′′0 (0) = 1. We assume this throughout in this section.
Fact: There exist objects Ω±, ϕ0,Φ0 and Ef0 satisfying (4.1.1)-(4.1.4).
See Figure 6.
Figure 6
(4.1.1) Ω+ and Ω− are simply connected domains and Ω+,Ω− ⊂ Dom(f0);
the boundaries ∂Ω+, ∂Ω− are Jordan curves containing 0;
Ω+ ∪ Ω− ∪ {0} is a neighborhood of 0;
f0(Ω+) ⊂ Ω+ ∪ {0} and f0(Ω− ∪ {0}) ⊃ Ω− ;
f is injective on Ω+ ∪ Ω− ∪ {0};
Ω+ ∩ Ω− consists of two components;
fn0 → 0 as n→∞ uniformly on Ω+;
a point z belongs to the parabolic basin B of 0 for f0, if and only if for some
n ≥ 0, fn0 (z) is defined and belongs to Ω+.
Here, the parabolic basin of a parabolic fixed point ζ of an analytic function f is
B =
{
z
∣∣∣∣ z has a neighborhood on which f
n (n = 1, 2, . . . ) are defined
and fn → ζ uniformly as n→∞
}
.
Note that ζ itself is not in the parabolic basin.
(4.1.2) ϕ0 : Dom(ϕ0)→ C is an analytic function satisfying:
ϕ0(w + 1) = f0 ◦ ϕ0(w) if both sides are defined,
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and in fact the left hand side is defined if and only if the right hand side is; Dom(ϕ0)
contains Q0 = {w ∈ C| π/3 < arg(w+ ξ0) < 5π/3 } and {w| | Imw| > η0} for large
ξ0, η0 > 0;
ϕ0(Q0) = Ω−; ϕ0 is injective on Q0;
let ϕ∗0 = τ
−1
0 ◦ ϕ0, then
ϕ∗0(w) = w + a logw + b+ o(1) as Q0 ∋ w →∞,
where a, b are some constants.
It follows from the above condition that if f0 is a rational map or an entire
function, then Dom(ϕ0) = C.
(4.1.3) Φ0 : B → C is an analytic function satisfying
Φ0 ◦ f0(z) = Φ0(z) + 1 for z ∈ B;
and Φ0 is injective on Ω+ (⊂ B).
(4.1.4) Let B˜ = ϕ−10 (B), then T (B˜) = B˜ and B˜ contains {w
∣∣ | Imw| > η0} for some
η0 > 0.
Now define E˜f0 : B˜ → C by
E˜f0 = Φ0 ◦ ϕ0.
It satisfies
E˜f0(w + 1) = E˜f0(w) + 1 for w ∈ B˜.
Hence Ef0 = π ◦ E˜f0 ◦ π
−1 : π(B˜) → C∗ is well-defined. Moreover it extends to 0
and ∞ analytically by Ef0(0) = 0 and Ef0(∞) = ∞, and E
′
f0
(0) 6= 0, E ′f0(∞) 6= 0.
So Dom(Ef0) = π(B˜) ∪ {0,∞}.
The map Ef0 is called the Ecalle transformation, or the horn map (since it is
defined near the ends of the cylinder).
(4.1.5) Normalization. Note that ϕ0(w + c) and Φ0(z) + c
′ also satisfy (4.1.2) and
(4.1.3). So we adjust Φ0 by adding a constant so that
E ′f0(0) = 1.
4.2 Perturbation. Let
F1 = {f ∈ F| f
′(0) = exp(2πiα) with α 6= 0 and | argα| < π/4}.
In the following, we consider only the perturbations f ∈ F1.
Notations. If f ∈ F and f ′(0) 6= 0, we express the derivative f ′(0) as
f ′(0) = exp(2πiα(f))
where α(f) ∈ C and − 12 < Reα(f) ≤
1
2 .
If f ∈ F is close to f0, then f has two fixed points near 0 counted with multi-
plicity, one of them is 0 and the other is denoted by σ(f). Note that
σ(f) = −2πiα(f)(1 + o(1)) as f → f0.
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Fact: There exist a neighborhood N0 of f0 and a constant ξ0 > 0 (which can
be the sama as that in the definition of Q0 (4.1.2)) such that for f ∈ N0 ∩ F1,
there exist analytic maps ϕf : Dom(ϕf ) → C and Rf : Dom(Rf ) → C satisfying
(4.2.1)-(4.2.4).
(4.2.1) If w,w + 1 ∈ Dom(ϕf ), then ϕf (w) ∈ Dom(f) and
ϕf (w + 1) = f ◦ ϕf (w);
Dom(ϕf ) contains Qf (see Figure 6), where
Qf = {w ∈ C
∣∣ π/3 < arg(w + ξ0) < 5π/3 and | arg(w + 1
α(f)
− ξ0)| < 2π/3 };
ϕf (w) → 0 when w ∈ Qf and Imw → +∞; ϕf (w) → σ(f) when w ∈ Qf and
Imw → −∞.
(4.2.2) 0,∞ ∈ Dom(Rf ), Rf (0) = 0, Rf (∞) =∞; Rf (Dom(Rf ) ∩ C∗) ⊂ C∗;
R′f (0) = exp(−2πi
1
α(f)
), hence α(Rf ) ≡ −
1
α(f)
(mod Z).
(4.2.3) If w,w′ ∈ Dom(ϕf ), Rf (π(w)) = π(w′) and | arg(w′ +
1
2α(f) − w)| < 2π/3,
then fn(ϕf (w)) = ϕf (w
′) for some n ≥ 1.
Moreover if U,U ′ are connected subsets of Dom(ϕf ) such that Rmf (π(U)) ⊂
π(U ′) for some m ≥ 1, ϕf |U , π|U ′ are injective, and | arg(w′ +
1
2α(f) −w)| < 2π/3
for w ∈ U , w′ ∈ U ′, then there exists an n > m such that
fn = ϕf ◦ (π|U ′ )
−1 ◦ Rmf ◦ π ◦ (ϕf |U )
−1 on ϕf (U).
(4.2.4) With respect to the topology defined in Notations in §4.0, we have
ϕf → ϕ0 and e
2πi/α(f)Rf → Ef0 when f ∈ N0 ∩ F1 and f → f0.
Denote Eˆf0 = π
−1
2 ◦ Ef0 ◦ π2 and Rˆf = π
−1
2 ◦ Rf ◦ π2. Then
Rˆf +
1
α(f)
→ Eˆf0 when f ∈ N0 ∩ F1 and f → f0.
(4.2.5) To study the quantitative aspect, it is often more convenient to work with
ϕ∗f = τ
−1
0 ◦ ϕf .
For η ∈ R, define D(η) = {w ∈ C
∣∣ |w − iη| ≤ |η|/4} and D′(η) = {w ∈
C
∣∣ |w − iη| ≤ |η|/2}.
As a corollary of the above facts, we have:
For large η > 0, there exists a neighborhood N1(η)(⊂ N0) of f0, depending on η,
such that if f ∈ N1(η) ∩ F1, then ϕf is defined and injective on D(±η), the image
ϕ∗f (D(±η)) is contained in D
′(±η) and 12 < |(ϕ
∗
f )
′| < 2 on D(±η).
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4.3 Remarks.
(4.3.1) For f ∈ F with 3π/4 < argα(f) < 5π/4, instead of being in F1, we can
obtain a similar result with the following changes:
the lower end of C/Z corresponds to the fixed point 0;
in (4.2.1), ϕf (w) → σ(f) (w ∈ Qf and Imw → +∞), ϕf (w) → 0 (w ∈ Qf and
Imw → −∞);
in (4.2.1), (4.2.3) and (4.2.4), use − 1α(f) instead of
1
α(f) ;
in (4.2.2), R′f (∞) = exp(−2πi
1
α(f) ).
(4.3.2) The above facts suggest the following factorization:
Rˆf = Tˆ−1/α ◦ (Rˆf +
1
α
),
where Tˆ−1/α(w) = w − 1/α on C/Z, α = α(f). Here (Rˆf +
1
α ) is a non-linear map
defined only in a subset of C/Z, but approaches a fixed map Eˆf0 , whereas, Tˆ−1/α is
an isomorphism of C/Z, but depends sensitively on f , since α(f) → 0 as f → f0.
Therefore if {fn} is a sequence in N0∩F1 such that fn → f0 and 1/α(fn)−kn → −c
as n→∞, where kn are integers, then there exists a limit
lim
n→∞
Rˆfn = Eˆf0 + c,
since we are considering the maps in C/Z.
The Ecalle transformation Ef0 was originally defined as a map between two
different spaces— (a part of) C−0 and C
+
0 . So there is, a priori, no meaning as a
dynamical system. However the above observation implies that for any c ∈ C, the
map
w 7−→ Eˆf0(w) + c
on C/Z can be realized as the limit of return maps of fn.
(4.3.3) In [DH] and [L], they use ϕ0 ◦ Tc ◦Φ0, where Tc(z) = z + c (c ∈ C), instead
of E˜f0 + c = Tc ◦Φ0 ◦ϕ0. Then for a sequence {fn} as above, there is a sequence of
integers kn such that ϕ0 ◦ Tc ◦ Φ0 is the limit of fknn on the parabolic basin B.
(4.3.4) A more accurate statement of (4.2.3) is as follows: There exists a particular
lift of Rf to the universal cover, R˜f : π−1(Dom(Rf )) → C, such that if w,w′ ∈
Dom(ϕf ) and R˜mf (w) + n = w
′, where n,m ≥ 0 are integers, then fn(ϕf (w)) =
ϕf (w
′).
§5. Global behaviour of Ecalle transformation
In this section, we study the property of the maximal extension of the Ecalle
transformation for a certain class of maps F0. As in the previous section, we suppose
that f0 ∈ F is a function satisfying f ′0(0) = 1 and f
′′
0 (0) = 1. So we have ϕ0 and
Ef0 as in the previous section. Let us denote g0 = Ef0 .
Inverse orbits and ϕ0.
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Definition. For a mapping f , a sequence of points {zj}∞j=0 is called an inverse
orbit (of z0) for f , if zj ∈ Dom(f) and f(zj) = zj−1 for j ≥ 1.
Lemma 5.1. For w ∈ Dom(ϕ0), let zj = ϕ0(w − j) (j = 0, 1, . . . ). Then {zj}∞j=0
is an inverse orbit for f0 converging to 0. This gives a one to one correspondence
between Dom(ϕ0) and the set of inverse orbits converging to 0, except the orbit
zj = 0 (j = 0, 1, . . . ).
Moreover if zj (j ≥ 1) are not critical points, then ϕ′0(w) 6= 0.
Proof. If w ∈ Dom(ϕ0), then w − j ∈ Dom(ϕ0) (j = 0, 1, . . . ) and ϕ0(w − j) → 0
by (4.1.2), so the first statement is obvious. Let {zj} be an inverse orbit converging
to 0 and suppose zj 6= 0 for some j. For large j, say for j ≥ j0, zj belongs to
Ω+ ∪Ω− (see (4.1.1)). But fn0 tends to 0 uniformly on Ω+, so there exists j0 such
that zj ∈ Ω− for j ≥ j0. Let w = (ϕ0|Q0)
−1(zj) + j (j ≥ j0). It is easy to see that
w does not depend on j ≥ j0 and corresponds to the inverse sequence {zj}. If w
and w′ give the same inverse sequence, take j ≥ 0 such that w − j, w′ − j ∈ Q0,
then we have w = w′ by the injectivity of ϕ0 on Q0.
The last statement follows from the facts that ϕ0(w) = f
n
0 ◦ ϕ0(w − n) for
w ∈ Dom(ϕ0) and that ϕ′0 6= 0 in Q0. 
Immediate parabolic basin.
Definition. Let ζ be a parabolic fixed point of an analytic function f . A connected
open set B ⊂ Dom(f) is called an immediate parabolic basin of ζ for f , if B is
a connected component of the parabolic basin of ζ for f (see (4.1.2)) such that
f(B) = B and f : B → B is proper (hence a branched covering).
For a rational map, a parabolic periodic point always has an immediate parabolic
basin and it coincides with the previous definition (§1). However a parabolic fixed
point in general may not have any immediate parabolic basin.
Lemma 5.2. Suppose that f ∈ F and f ′(0) = 1, f (k)(0) = 0 (1 < k ≤ q),
f (q+1)(0) 6= 0 (q ≥ 1), i.e. q + 1 is the order of f(z) − z at 0. Then f has at
most q immediate parabolic basins of 0, each of which contains at least one critical
value of f , except for a parabolic Mo¨bius transformation. Moreover if an immediate
parabolic basin contains only one critical point (or critical value), then it is simply
connected.
Proof. This is a well-known argument for rational maps. Let us see it briefly. By
local analysis as in §4.1 (case q = 1) (see also §7 or [Mi]), it can be shown that
there exist q disjoint simply connected open sets V (1), . . . , V (q) (⊂ Dom(f)) (called
“attracting petals”) such that 0 ∈ ∂V (i); f(V
(i)
) ⊂ V (i) ∪ {0}; f is injective
on V (i); a point z ∈ Dom(f) belongs to the parabolic basin of 0 if and only if
fn(z) ∈ ∪iV (i) for some n ≥ 0; and the orbit spaces V (i)/∼ (where z ∼ f(z) if
z, f(z) ∈ V (i)), are isomorphic to C.
Let B be an immediate basin of 0, and B′ the parabolic basin. By the above,
B ∩ ∪iV
(i) 6= φ and ∪iV
(i) ⊂ B′. Since B is a component of B′, B contains one of
V (i)’s. So there are at most q immediate basins.
Define V
(i)
n (n = 0, 1, . . . ) inductively, as follows: V
(i)
0 = V
(i); if f(V
(i)
n ) ⊂ V
(i)
n ,
V
(i)
n+1 is the component of f
−1(V
(i)
n ) containing V
(i)
n , which exists and f(V
(i)
n+1) =
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V
(i)
n ⊂ V
(i)
n+1. It is easy to see that for each i, ∪n≥0V
(i)
n is a component of B′.
Now suppose B = ∪n≥0V
(i)
n is an immediate parabolic basin, hence by definition,
f : B → B is a branched covering. If B contains no critical value or no critical point,
then f : V
(i)
n+1 → V
(i)
n , hence fn : V
(i)
n → V (i) are covering maps, therefore they
induces a covering map B → V (i)/∼. Moreover V
(i)
n hence B are simply connected.
Therefore B must be isomorphic to C and f is a Mo¨bius transformation.
Similarly, if B contains only one critical point or critical value, then one can
show inductively that V
(i)
n are simply connected, hence so is B. 
Let us go back to our f0 as at the beginning of this section. Suppose that f0 has
an immediate parabolic basin B of 0. The above argument applies to V (1) = Ω+,
hence B is unique and contains Ω+ (see (4.1.1)). Let B
′ be the (whole) parabolic
basin of 0, and define B˜ = ϕ−10 (B) and B˜
′ = ϕ−10 (B
′). By (4.1.4), {w
∣∣ | Imw| >
η0} ⊂ B˜′. Since for any w ∈ B˜′ there is n ≥ 0 such that T n(w) ∈ B˜, we have
{w
∣∣ | Imw| > η0} ⊂ B˜.
Denote by B˜u (resp. by B˜ℓ) the component of B˜ containing {w| Imw > η} (resp.
{w| Imw < −η}). (The superscript “u” stands for upper, and “ℓ” for lower.) In
general, B˜u and B˜ℓ may coincide. Obviously T B˜u = B˜u, T B˜ℓ = B˜ℓ. Then define
Bu = π(B˜u), Bℓ = π(B˜ℓ).
Covering property of g0.
Definition. Let F0 be the set of functions f ∈ F such that f ′(0) = 1, f ′′(0) = 1
and f has an immediate parabolic basin which contains only one critical point of
f . Then it is automatically simply connected by Lemma 5.2.
Proposition 5.3. Let f0 ∈ F0 and B, B˜u, B˜ℓ as before. Then g0 : Bu ∪Bℓ → C∗
is a branched covering of infinite degree, ramified only over one point v ∈ C∗.
The sets B˜u, B˜ℓ, Bu ∪ {0}, Bℓ ∪ {∞} are simply connected, and Bu ∩Bℓ = φ.
Proof. Let us first show that Φ0 : B → C is a branched covering (see (4.3.2)).
In fact, Φ0|Ω+ is injective, hence Φ0 : f
−n
0 (Ω+) ∩ B → T
−nΦ0(Ω+) is a branched
covering (n ≥ 0). So it follows that Φ0 on B is a branched covering.
Now let us show that ϕ0 : B˜
u ∪ B˜ℓ → B is a branched covering. Let z be
a point in B. Take simply connected neighborhoods U , U ′ of z such that U ⊂
U ′ and U ′ contains at most one forward orbit of the critical point. Let z′ be a
point in ϕ−10 (U) ∩ (B˜
u ∪ B˜ℓ). Let U ′n be the component of f
−n
0 (U
′) containing
ϕ0(z
′ − n) (n = 0, 1, . . . ). Then for some m ≥ 0, U ′n (n ≥ m) do not contain
the critical point. Hence there exist inverse branches f
(−k)
0,U ′m
: U ′m → U
′
m+k of
fk0 . The family {f
(−k)
0,U ′m
} is normal, since it avoids at least three values (0 and
the orbit of the critical point). Moreover it converges to 0 uniformly on compact
sets, since it does so near ϕ0(z
′ − m). Hence there exists an n ≥ m such that
Un = f
(−n+m)
0,U ′m
(Um) ⊂ Ω− = ϕ0(Q0). Let V = T n ◦ (ϕ0|Q0)
−1(Un). Then z
′ ∈ V
and ϕ0|V = (fn0 |Un) ◦ (ϕ0|Q0) ◦T
−n. So ϕ0 : V → U is a branched covering with at
most one critical point, since U contains at most one critical orbit. This shows that
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each component of ϕ−10 (U) is either unramified or ramified over a common point
in U , hence ϕ0 : B˜
u ∪ B˜ℓ → B is a branched covering.
Therefore E˜f0 = Φ0 ◦ ϕ0 : B˜
u ∪ B˜ℓ → C and Ef0 : B
u ∪ Bℓ → C∗ are branched
coverings. Moreover it is easy to see from the above that Ef0 is ramified only over
v = π ◦ Φ0(c), where c is the unique critical point.
Now let U be a component of f−10 (f0(Ω+)) contained in B, different from Ω+.
Then we have fn0 (U)∩U = φ (n ≥ 1). Hence for any component V of ϕ
−1
0 (U), π|V
is injective (by the functional equation for ϕ0). On the other hand, π◦Φ0 : U → C∗
is infinite to one, since π ◦Φ0|U = π ◦Φ0|Ω+ ◦ f0|U and π ◦Φ0|Ω+ is infinite to one.
Hence g0 is of infinite degree.
Let us show the simple connectivity of B˜u (or B˜ℓ). If γ is a closed curve in
B˜u, γ′ = T−nγ ⊂ Q0 for some n ≥ 0. Let W be a region bounded by ϕ0(γ′),
not containing 0. Since both the immediate basin B and Ω− = ϕ0(Q0) are simply
connected and do not contain 0, we have W ⊂ B ∩ Ω−. It follows that γ′ is trivial
in B˜u and so is γ. Therefore B˜u is simply connected.
Then Bu ∪ {0} (or Bℓ ∪ {0}) is also simply connected, since the fundamental
group of Bu is generated by a curve around 0, which is trivial in Bu ∪ {0}.
Finally, let us show that B˜u and B˜ℓ are different components of B˜. Suppose
B˜u = B˜ℓ. Then B˜u = B˜ℓ = C, since B˜u and B˜ℓ are invariant under T , simply
connected, and contain half planes. Therefore B contains Ω+ and Ω− = ϕ0(Q0),
and the union is a punctured neighborhood of 0. But B is simply connecteda
punctured neighborhood of 0, so B = C − {0}. Hence f0 is a parabolic Mo¨bius
transformation, since it is analytic on C and has no periodic point in B. Then
f0 has no critical point and this contradicts with the assumption. Thus we have
B˜u ∩ B˜ℓ = φ, hence Bu ∩Bℓ = φ. 
Iteration of g0.
By the normalization in (4.2.5), we have g′0(0) = 1. So 0 is again a parabolic
fixed point of g0.
Lemma 5.4. Let f0 ∈ F0 and g0 = Ef0 . Then g
′′
0 (0) 6= 0 and g0 has a simply
connected immediate parabolic basin which contains only one critical point. In
other words, g0 belongs to F0 after a linear scaling of the coordinate. Moreover
gn0 (v) (n = 0, 1, . . . ) are defined and g
n
0 (v) → 0 (n → ∞), where v is the unique
critical value of g0.
Proof. Obviously g0 6≡ 0. So there exist attracting petals V (i) (i = 1, . . . , q) for g0 as
in the proof of Lemma 5.2, where q + 1 = ord(g0(z)− z). Since g0 : Bu ∪Bℓ → C∗
is a branched covering, we can also construct V
(i)
n and g0 : V
(i)
n+1 → V
(i)
n is a
branched covering with at most one critical point. Then V
(i)
n are simply connected
and deg g0|V (i)n
(n = 0, 1, . . . ) are eventually constant. It follows that Bi = ∪iV
(i)
n
are simply connected and g0 : Bi → Bi is a branched covering with at most one
critical point. Hence Bi are immediate parabolic basins. By Lemma 5.2, we have
q = 1, i.e., g′′0 (0) 6= 0. The rest follows easily. 
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§6. The construction of a hyperbolic subset
In this section, we prove Theorem 2 in the case the multiplier is 1 (hence q = 1,
p = 0). We will see in §7 how to modify the proof in other cases.
To construct a hyperbolic subset as in §2, we trace certain inverse images of the
fixed point 0 using ϕ0, Ef0 , ψ0, Eg0 , etc., then analyze the perturbed maps along
these orbits.
Step 0. f0 and {zj}.
Suppose f0 is a rational map and f0 ∈ F0. There exists an inverse orbit (see §5
for definition) {zj}
∞
j=0 for f0 such that z0 = 0, zj 6= 0 (j > 0) and zj → 0 (j →∞).
In fact, since 0 is in the Julia set, there is an inverse image of 0 near 0 (see [Bl],
[Mi]). This point must have an inverse sequence converging to 0, otherwise it would
belong to the parabolic basin. (see the local analysis in §4.1.)
Step 1. g0 and {wj}, {w′j}.
By the construction in the previous sections, we obtain ϕ0 and g0 = Ef0 . Let v
be the unique critical value of g0.
By Lemma 5.1, there exists a unique w˜0 ∈ Dom(ϕ0) corresponding to the inverse
orbit {zj} such that ϕ0(w˜0 − j) = zj . In fact, for Moreover note that z0 = 0 does
not belong to the parabolic basin of 0, hence π(w˜0) /∈ Dom(g0) by the definition of
g0.
Lemma 6.1. For given w0 ∈ C∗, there exist two inverse orbits {wj}∞j=0, {w
′
j}
∞
j=0
of w0 for the map g0 such that:
w0 = w
′
0; wj , w
′
j → 0 (j →∞); {wj}
∞
j=1 ∩ {w
′
j}
∞
j=1 = φ; and wj , w
′
j (j ≥ 2) are
not critical point of g0. Moreover if w0 /∈ Dom(g0), w1, w′1 are not critical point.
Proof. First note that g−10 (w0) can contain at most one periodic point. It is easy
to see that if g−10 (w0) contains two points of {g
n
0 (v)|n ≥ 0}, then one of them must
be periodic. Hence ♯(g−10 (w0) ∩ {g
n
0 (v)|n ≥ 0}) ≤ 2. So we can choose two distinct
non-periodic points w1 and w
′
1 in (g0)
−1(w0)−{gn0 (v)|n ≥ 0}, since g0 is a branched
covering of infinite degree.
Since 0 is a parabolic fixed point of g0, there exists an inverse orbit {w′′j }
∞
j=1 for
g0 such that w
′′
j → 0 as j → 0, w
′′
j 6= 0 and {w
′′
j }
∞
j=1 ∩ {(g0)
n(v)}∞n=0 = φ. By
Lemma 5.4, gn0 (v) → 0 (n → ∞). So we can take a simply connected open set
D ⊂ C∗ − {gn0 (v)}
∞
n=0 containing w1, w
′
1 and w
′′
1 .
Since g0 is a branched covering onto C
∗ ramified only over v, for each j ≥ 1,
there exists an inverse branch Gj : D → C
∗ of gj0 such that g
j
0 ◦ Gj = idD and
Gj(w
′′
1 ) = w
′′
j+1. The family {Gj} is normal, since it omits at least three values 0,
∞ and v. As w′′j+1 = Gj(w
′′
1 )→ 0 (j →∞), Gj →∞.
Now define wj+1 = Gj(w1) and w
′
j+1 = Gj(w
′
1). It is easy to check that these
sequences have the claimed properties. 
Applying this lemma to w0 = π(w˜0), we obtain {wj}, {w
′
j} as above.
Step 2. hˆ and {Wj}.
As g0 ∈ F0, one can apply the construction of §§4 and 5 to g0. Denote ψ0 = ϕ0,g0
(“ϕ0” corresponding to g0) and h0 = Eg0 , for simplicity. As in the previous step, by
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Lemma 5.1, there exist ζ˜0, ζ˜
′
0 ∈ Dom(ψ0) corresponding to {wj}, {w
′
j}, respectively.
Hence w0 = ψ0(ζ˜0) and w
′
0 = ψ0(ζ˜
′
0). Moreover ψ
′
0(ζ˜0) 6= 0 and ψ
′
0(ζ˜
′
0) 6= 0. The
following is the key lemma in the proof of Theorem 2.
Lemma 6.2. Let b > 0. There exist: a neighborhood N2 of h0, where we consider
that 0,∞ ∈ Dom(h0); two disjoint discs W,W ′ ⊂ C/Z containing ζˆ0 = π1(ζ˜0), ζˆ′0 =
π1(ζ˜
′
0) respectively; and positive constants C0, C1, C
′
1, with the following properties.
If h1 ∈ N2, β ∈ C/Z with | Imβ| ≤ b and
hˆ(ζ) = π−12 ◦ h1 ◦ π2(ζ)− β (for ζ ∈ Dom(hˆ) ≡ π
−1
2 (Dom(h1)) ⊂ C/Z),
then there exists a sequence of disjoint topological discs Wj ⊂ C/Z satisfying:
W0 =W or W
′;
Wj ⊂ Dom(hˆ), hˆ(Wj) =Wj−1 and hˆ|Wj is injective (j ≥ 1);
for any K > 0, Wj ⊂ {ζ ∈ C/Z
∣∣ | Im ζ| > K}, for large j;
diamWj < 1/2, dist(Wj ,Wj+1) < C0, and
C1 < |(hˆj)′| < C′1 on Wj , for j ≥ 0.
Proof. Let us first consider h = e2πiβh0 with | Imβ| ≤ b, and hˆ = π
−1
2 ◦ h ◦ π2. We
denote by B˜u and B˜ℓ as in §5, the upper and the lower domain of definition of E˜g0
(not for g˜0 = E˜f0 !) and also define B
u = π(B˜u) and Bℓ = π(B˜ℓ)
Since Bu and Bℓ are disjoint, at least one of them, say Bu, does not contain
the unique value of h. Hence, by Lemma 5.3, the local inverse of h near 0 can be
extended to Bu ∪ {0}. So we have an analytic function H : Bu ∪ {0} → Bu ∪ {0}
such that h ◦ H = id, H(0) = 0 and |H ′(0)| < 1 by Schwarz’ lemma. Then it is
well known (see [Mi]) that there exists a linearizing coordinate L(z) such that L is
conformal near 0, L(0) = 0, L′(0) = 1 and L ◦H(z) = H ′(0) ·L(z) near 0. Passing
to C/Z model, where we denote Hˆ = π−12 ◦H ◦ π2, we obtain the following:
(a) There exist constants y0 ∈ R, C′′1 , C
′′
2 > 0 and an analytic function Lˆ : Y = {ζ ∈
C/Z
∣∣ Im ζ > y0} → C/Z such that in Y , Hˆ is defined, 0 < Im(Hˆ(ζ) − ζ) < C′′1 ,
Lˆ ◦ Hˆ = Lˆ+ a, where a = 12πi logH
′(0) and Im a > 0, and C′′2
−1
< |Lˆ′| < C′′2 .
Note that in the case where Bℓ does not contain the critical value, we obtain a
similar result with Im(·) replaced by − Im(·).
As for ζˆ0 and ζˆ
′
0, at least one of them, say ζˆ0, is not the critical value. So pick
ζˆ1 ∈ hˆ−1(ζˆ0) ∩ Bu and let ζˆj = Hj−1(ζˆ1) (j ≥ 2). Then there exists j0 ≥ 1 such
that ζj0 ∈ Y .
(b) There exist j0 ≥ 1, a small disc neighborhood W0 of ζˆ0 (or ζˆ′0) and its inverse
image W1, . . . ,Wj0 such that W j (j = 0, . . . , j0) are disjoint, are contained in B
u,
and contain no critical points of hˆ; hˆ mapsWj ontoWj−1 bijectively (j = 1, . . . , j0);
W0 ∩ Y = φ and Wj0 ⊂ Y .
Note that the properties (a) and (b) are stable under a perturbation, i.e., (a) and
(b) still hold for h = e2πiβ
′
h1 with h1 near h0 and β
′ near β, and the constants are
uniform in the neighborhood. Then, by the compactness of {β ∈ C/Z
∣∣ | Imβ| ≤ b },
there exist a neighborhood N2 of h0 disjoint discs W , W ′ in C/Z containing ζˆ0, ζˆ′0,
respectively, such that for h1 ∈ N2 and β with | Imβ| ≤ b, (a) and (b) hold with
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uniform constants and W0 = W or W
′. Moreover we may assume that there are
also uniform estimates for (hˆj |Wj )
′, diamWj , dist(Wj ,Wj+1 (0 ≤ j ≤ j0). Now
define Wj = H
j−j0 (Wj0) (j > j0). Then we have uniform estimates on (hˆ|Wj )
′
etc., since |(hˆj−j0 )′(ζ)| = |Lˆ′(ζ)| · |Lˆ′(hˆj−j0 (ζ))|−1. The rest of statements can be
checked easily. 
Step 3. Many Ui’s.
The results in §4 applies both to f0 and to g0. So let us denote the objects ϕf ,
Rf , N1(η), etc. in §4.2, by ϕf , Rf , N1(f0, η) for f0, f , and ψg, Rg, N1(g0, η) for
g0, g.
LetWj be the discs in Lemma 6.2. Then there exists a constant γ > 0 (depending
only on C0) such that for large η > 0, if f ∈ N1(f0, η) ∩ F1 and g ∈ N1(g0, e2πη) ∩
F1, then there exist disjoint topological discs U1, . . . , UN , where N ≥ γη(e
2πη)2,
satisfying:
U i ⊂ ϕf (D(η)) ⊂ D′(η);
Vi = π ◦ (ϕf |D(η))
−1(Ui) ⊂ ψg(D(η′)) ⊂ D′(η′), where η′ = ±e2πη;
Wj(i) = π1 ◦ (ψg|D(η′))
−1(Vi) for some j(i) ∈ N.
Proof. Let us use ϕ∗f = τ
−1
0 ◦ϕf , ψ
∗
f = τ
−1
0 ◦ψf and π
∗ = τ−10 ◦ π. By Lemma 6.2,
the Wi’s tend to the upper or lower end of C/Z. Suppose they tend to the upper
end, and let η′ = e2πiη. (In the other case we take η′ = −e2πiη.)
Then the disc D(η′) contains entirely at least γ(η′)2 components of π−11 (Wi)’s
for some constant γ > 0, since the area of D(η′) is (π/16)(η′)2. By (4.2.5), ψg
maps these components into D′(η′) injectively. The inverse image of D′(η′) by π∗
consists of components, each of which is contained in a “box”
{z ∈ C
∣∣ n < Re z < n+ 1, η + 1
2π
log
1
2
< Im z < η +
1
2π
log
3
2
}
for some n ∈ Z. So D(η) contains at least η of these components, for η large.
Finally ϕ∗f maps D(η) into D
′(η) injectively. As for the components of π−11 (Wi),
they have at least γη(η′)2 entire preimages by π1 ◦ (ψ∗g |D(η′))
−1 ◦ π∗ ◦ (ϕf |D(η))
−1.
And this proves the above assertion, using (ψ∗g |D(η′))
−1 ◦π∗ = (ψg|D(η′))
−1 ◦π. 
Let us denote U∗i = τ
−1
0 (Ui), V˜i = (ϕf |D(η))
−1(Ui), V
∗
i = τ
−1
0 (Vi). Then we
have maps
Ui
τ−10−−→ U∗i
(ϕ∗f |D(η))
−1
−−−−−−−−→ V˜i
π∗
−→ V ∗i
π1◦(ψ
∗
g |D(η′))
−1
−−−−−−−−−−→Wj(i)
and the estimates on the derivatives
1
2
<
∣∣[(ϕ∗f |D(η))−1]′∣∣ < 2, 12 <
∣∣[π1 ◦ (ψ∗g |D(η′))−1]′∣∣ < 2, 14η2 < |(τ−10 |Ui)′| <
9
4
η2
and πe2πη < |(π∗|V˜i)
′| < 3πe2πη.
For the last estimate, use the fact that V˜i is contained in a box as above.
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Step 4. from W0 to U .
There exists an integer k ≥ 0 such that zj (j > k) are not critical point of f0.
Let π(−1) be the local inverse of π near w0 such that π
(−1)(w0) = w˜0− k. Similarly
let π
(−1)
1 be the local inverse of π1 near ζ0 and ζ
′
0 such that π
(−1)
1 (ζ0) = ζ˜0 and
π
(−1)
1 (ζ
′
0) = ζ˜
′
0.
Note that in Lemma 6.2, we may take W , W ′ smaller without changing the
statement. By Lemma 5.1, we have ϕ′0(w˜0 − k) 6= 0, ψ
′
0(ζ˜0) 6= 0 and ψ
′
0(ζ˜
′
0) 6= 0.
Then it follows that we can change W , W ′ smaller, so that there exist a small
neighborhood U of zk, neighborhoodsN3(f0), N3(g0) of f0, g0 and constants C2, C′2
such that
for f ∈ N3(f0) ∩ F1 and g ∈ N3(f0) ∩ F1, ϕf ◦ π
(−1) ◦ ψg ◦ π
(−1)
1 is defined and
injective on W and on W ′, and their images cover U ; and moreover the derivative
has a bound C2 < |(ϕf ◦ π(−1) ◦ ψgπ
(−1)
1 )
′| < C′2 on W ∪W
′.
Step 5. last k iterate.
Let U be as above and ν = degzk f
k
0 . Then it can be easily seen that there
exists a neighborhood N4(f0, η) of f0, depending on large η > 0, such that for
f ∈ N4(f0, η), there exists an open set U ′ ⊂ U such that fk : U ′ → τ0(D′(η)) is
bijective and
C3
(
1
η
) ν−1
ν
< |(fk)′| < C′3
(
1
η
) ν−1
ν
on U ′,
where C3, C
′
3 > 0 are constants independent of η.
Step 6. a hyperbolic set Xf .
Let f0 be a rational map belonging to the class F0, b > 0 and η > 0 large.
First note that if an analytic function is close to f0, then it can be conjugated to a
function in F close to f0 by a translation near id. So for Theorem 2, we only need
to consider the functions in F .
Suppose that f ∈ F is close to f0 and
α(f) =
1
a1 −
1
a2 + β
with large positive integers a1, a2 and β ∈ C satisfying 0 ≤ Re β < 1, | Imβ| ≤ b.
Other cases with different signes in the expression of α(f) can be treated similarly,
by using the complex conjugates or by reformulating the procedure for the lower
end of C/Z instead of the upper end. See Remark (4.3.1).
If f is close to f0 and a1 is large, then | argα(f)| < π/4, Rf is defined and
e2πi/α(f)Rf is close to g0 = Ef0 (or Rˆf +
1
α(f) is close to gˆ0 = Eˆf0). Let us denote
g = Rf . If, moreover, a2 is sufficiently large, then g itself is close to g0, | argα(g)| =
| arg 1a2+β | < π/4, h = Rg exists and h1 = e
2πi/α(g)Rg = e2πiβh is close to h0 = Eg0 .
(Note here that, by (4.2.2), α(g) ≡ −1/α(f) ≡ 1/(a2 + β) (mod Z).) Therefore,
for f close to f0, a1, a2 large, we have f ∈ N1(f0, η) ∩ N3(f0) ∩ N4(f0, η), g ∈
N1(g0, |η′|) ∩ N3(g0) and h1 ∈ N2. In particular, we can apply Lemma 6.2 to
hˆ = π−12 ◦ h ◦ π2 to obtain Wj . Then let Ui, U be as in Steps 3 and 4.
25
Figure 7
Now let us consider the following sequence of maps:
(*)
Ui
τ−10−−−→ U∗i
(ϕ∗f |D(η))
−1
−−−−−−−−→ V˜i
π∗
−→ V ∗i
π1◦(ψ
∗
g |D(η′))
−1
−−−−−−−−−−→Wj(i)yhˆj(i)
fk(U)
fk
←− U ⊂ U ′
ϕf◦π
(−1)
←−−−−−−−−−− V
ψg◦π
(−1)
1←−−−−−−−−−−−W0
where V = ψg ◦ π
(−1)
1 (W0) and U
′ = ϕf ◦ π(−1)(V ). Note that all maps except
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the last fk are injective. Write U = τ0(D′(η)) and let U ′ ⊂ U be the set obtained
in Step 5. Then tracing the inverse image of U via U ′ by the maps (*), we obtain
Ui ⊂ Ui.
Moreover the composition of (*) on Ui is equal to fni for some integer ni ≥ 1
(i = 1, . . . , N). In fact, by (4.2.3), gmi = ψg ◦ π
(−1)
1 ◦ hˆ
j(i) ◦ π1 ◦ (ψg|D(η′))
−1 on
Vi, since | arg(z′ +
1
2α(g) − z)| < 2π/3 for z ∈ D(η
′), z′ ∈ π
(−1)
1 (W ∪W
′)), if |η′| is
large. Similarly, we have fn
′
i = ϕf ◦ π(−1) ◦ gmi ◦ π ◦ (ϕf |D(η))
−1 on Ui, for some
n′i ≥ 1. And recall that ϕ
∗
f = τ
−1
0 ◦ ϕf , π
∗ = τ−10 ◦ π, etc.
Thus we obtained (f,U ,Ui) as described in §2, i.e., U i ⊂ U such that fni : Ui → U
is bijective (i = 1, . . . , N). Moreover, combining all the above estimates, we have
N ≥ γη(e2πη)2
and
|(fni |Ui)
′| ≤ Cη1+1/νe2πη,
where γ and C are positive constants independent of η.
Hence by Lemmas 2.1 and 2.2, we have a hyperbolic subset Xf for f and an
estimate for the Hausdorff dimension
δ = H-dimXf ≥
log γ + log η + 4πη
logC + (1 + 1ν )) log η + 2πη
.
The right hand side tends to ∞ as η →∞. Thus we have proved Theorem 2 in the
case f ′0(0) = 1. 
Remarks. (i) Note that the maps in (*) other than fk|U , π∗, τ
−1
0 |Ui have bounded
derivatives, and that the effect of π∗ dominates others.
(ii) The procedure F0 ∋ f0 7−→ g0 = Ef0 ∈ F0 can be considered as a renormal-
ization. It it related, as we have seen, to the return map of f near f0. One can
interpret that π ◦ ϕ−10 is a correspondence between the phase spaces of f0 and “its
renormalization” g0, and that it has an exponential effect, because f moves points
extremely slowly near 0 and require a large number of iterate for the return map.
In this sense, the renormalization procedure is essential in the above estimate.
(iii) It will be instructive to make a “caricature” (proposed by Curt McMullen) to
understand the situation. For simplicity, assume k = 0 (ν = 1), and pretend that
the maps in (*) other than τ−10 and π
∗ were affine. In particular, hˆ is supposed to
be a translation on C/Z. So it produces a one dimensional array of discs Wj , then
π−11 unwraps them to a two dimensional array. These discs are squeezed by (π
∗)−1,
and finally inverted by τ0. One can show that an invariant set produced by this
system has dimension two.
(iv) Note that the map f0 need not to be a rational map. In fact, it is enough to
assume that f0 ∈ F0 and 0 has an inverse orbit {zj} as in Step 0.
§7. Parabolic fixed points with multiplier 6= 1
Let us consider an analytic function f0(z) near 0 such that
f0(0) = 0, f
′
0(0) = exp(2πip/q),
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where p, q ∈ Z, q > 1 and (p, q) = 1. Then it is known that if f q0 (z) 6≡ z, then it
has an expansion of the form
f q0 (z) = z + aνq+1z
νq+1 +O(zνq+2),
where ν is a positive integer and aνq+1 6= 0. In the following, we assume that ν = 1,
in other words, (f q0 )
(q+1) 6= 0. Then, as before, we may assume that aq+1 = 1. The
dynamics of f0 and its perturbation is shown in Figure 8.
Figure 8
To analyze the bifurcation, we need to consider q incoming and q outgoing Ecalle
cylinders Ck,+0 , C
k,−
0 (k ∈ Z/qZ), see Figure 9. Now the Ecalle transformations map
the upper end of Ck,−0 to that of C
k,+
0 , the lower end of C
k,−
0 to that of C
k−1,+
0 .
Figure 9
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Consequently, the statements of §§4-6 should be changed as follows. We only
remark the part which is to be changed.
Changes in §4.
4.1. (4.1.1) There 2q regions Ω
(k)
+ ,Ω
(k)
− (k ∈ Z/qZ) instead of two regions Ω+, Ω−;
∪kΩ
(k)
+ ∪ Ω
(k)
− ∪ {0} is a neighborhood of 0, on which f0 is injective;
f0(Ω
(k)
+ ) ⊂ Ω
(k+p)
+ ∪ {0} and f0(Ω
(k)
− ∪ {0}) ⊃ Ω
(k+p)
− ;
Ω
(j)
+ ∩ Ω
(k)
− is non-empty and connected, if j = k or j = k − 1, it is empty
otherwise;
fn0 → 0 as n→∞ uniformly on Ω
(k)
+ ;
The parabolic basins B(k) are defined to be ∪n≥0f−nq(Ω
(k)
+ ), then a point belongs
to ∪kB
(k) if and only if it has a neighborhood on which fn (n = 1, 2, . . . ) are defined
and fnq → 0 uniformly as n→∞.
Let us fix a k ∈ Z/qZ.
(4.1.2) ϕ0, f0, Ω− should be replaced by ϕ
(k)
0 , f
q
0 , Ω
(k)
− . As for ϕ
∗
0, define
ϕ
(k)∗
0 (w) = −
1
q(ϕ
(k)
0 )
q
,
then
ϕ
(k)∗
0 (w) = w +O
(
w
q−1
q
)
.
(4.1.3) Φ0, B, f0, Ω+ are to be replaced by Φ
(k)
0 , B
(k), f q0 , Ω
(k)
+ .
(4.1.4) Let B˜(k,u) = (ϕ
(k)
0 )
−1(B(k)) and B˜(k,ℓ) = (ϕ
(k)
0 )
−1(B(k−1)). then B˜(k,u), B˜(k,ℓ)
are invariant under T and B˜(k,u) ⊃ {w
∣∣ Imw > η0}, B˜(k,ℓ) ⊃ {w ∣∣ Imw < −η0} for
some η0 > 0.
Define E˜
(k,u)
f0
: B˜(k,u) → C, E˜
(k,ℓ)
f0
: B˜(k,ℓ) → C by
E˜
(k,u)
f0
= Φ
(k)
0 ◦ ϕ
(k)
0 and E˜
(k,ℓ)
f0
= Φ
(k−1)
0 ◦ ϕ
(k)
0 .
They satisfy
E˜
(k,u)
f0
(w + 1) = E˜
(k,u)
f0
(w) + 1 for w ∈ B˜(k,u), etc;
E
(k,u)
f0
= π ◦ E˜
(k,u)
f0
◦ π−1 : π(B˜) ∪ {0} → C is well-defined and analytic, and
E
(k,u)
f0
′
(0) 6= 0. Similarly, E
(k,ℓ)
f0
= π ◦ E˜
(k,ℓ)
f0
◦ π−1 : π(B˜) ∪ {∞} → C − {0} is
analytic, and E
(k,ℓ)
f0
′
(∞) 6= 0.
4.2 Perturbation.
F1 = {f ∈ F| f
′(0) = exp(2πi
p+ α
q
) with α 6= 0 and | argα| < π/4}.
Set
f ′(0) = exp(2πi
p+ α(f)
q
).
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The periodic points of f of period q near 0 are labelled so that
σ(k)(f) = (−2πiα(f))1/qe2πik/q(1 + o(1)) as f → f0,
where | arg(−2πiα(f))1/q| < π/q, then f(σ(k)(f)) = σ(k+p)(f).
The functions ϕf , Rf , Ef0 are to be replaced by ϕ
(k)
f , R
(k,u)
f , E
(k,u)
f0
. The func-
tionnal equation for ϕf becomes
ϕ
(k)
f (w + 1) = f
q ◦ ϕ
(k)
f (w).
In (4.2.3) and (4.3.4), fn is to be replaced by fnq+r, where r is an integer such that
0 < r < n and rp ≡ −1 (mod q). Finally
ϕ
(k)∗
f (w) = −
1
q(ϕf (w))q
satisfies (4.2.5).
4.3 Remarks. (4.3.1) If f ∈ F satisfies 3π/4 < argα(f) < 5π/4, then we use
R
(k,ℓ)
f , E
(k,ℓ)
f0
instead of R
(k,u)
f , E
(k,u)
f0
.
Changes in §5.
Let f0 be as in §4. Then f0 has q parabolic basins B(k) (k ∈ Z/qZ). Let F0
be the set of such functions f0 ∈ F having an immediate parabolic basin B
(k) in
each B(k), containing only one critical point of f q0 . Let B˜
(k,u) be the component of
B˜(k,u) containing {w
∣∣ Imw > η0}, and B(k,u) = π(B˜(k,u)).
Then g0 = E
(k,u)
f0
: B(k,u) → C∗ is a branched covering of infinite degree, ramified
only over one point. (Proposition 5.3)
Other statements are similar.
Changes in §6.
Note that g0 is in F0 in the sense of §4, that is g′0(0) = 1. So we only need to
change ϕf as above and τ
−1
0 |Ui to
z 7→ −
1
qzq
.
Hence in Step 3, the estimate on the derivative of τ−10 should be replaced by
Cηq+1 < (τ−10 |Ui)
′ < C′ηq+1,
and in Step 6, the estimate on (fni |Ui)
′ becomes
|(fni |Ui)
′| ≤ Cηq+1/νe2πη.
This is enough to prove that H-dimXf → 2 as η →∞.
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Appendix. Proof of the properties of Ecalle cylinders
In this Appendix, we give the proof or comments for the facts which were stated
in §4 and §7. Note that the facts in §4.1 can be found in [Mi] and most of the
facts in §4.2 can be found in [DH]. We prove the facts in §4.2 by introducing a new
coordinate, and it makes clearer the relationship between the return map and the
renormalization of functions with irrationally indifferent fixed points (cf. Yoccoz
[Y]).
A.1 Coordinate changes.
Let f0(z) = z + z
2 + . . . as in §4.1. Let us introduce a new coordinate w by
z = −1/w = τ0(w), then f0 corresponds to the map F0 of the form
(A.1.1) F0(w) = w + 1 +O(1/w).
For functions near f0, we introduce a new coordinate by the following.
Lemma A.1.2. There exist a neighborhood N ′ of f0 in F and a neighbourhood
V of 0 in C such that if f ∈ N ′ then V ⊂ Dom(f) and f(z) can be expressed as
(A.1.3) f(z) = z + z(z − σ)u(z),
where σ = σ(f) is a point in V and u(z) = uf (z) is a non-zero holomorphic function
defined in a neighborhood of V . Hence 0 and σ(f) are the only fixed points of f in
V . Moreover σ(f0) = 0, uf0(z) = (f0(z)− z)/z
2, e2πiα(f) = f ′(0) = 1− σ(f)uf (0),
hence
(A.1.4) σ(f) = −2πiα(f)(1 + o(1)) as f → f0.
The correspondence f 7→ σ(f), f 7→ uf(z) (withDom(uf ) = V fixed) are continuous
(with respect to the topology defined in §4.0).
The proof is left to the reader.
For a function f ∈ N ′ with α(f) 6= 0 (i.e. σ(f) 6= 0), let us introduce a new
coordinate w ∈ C by
(A.1.5) z = τf (w) ≡
σ
1− e−2πiαw
,
where σ = σ(f) and α = α(f). And define the map Ff (w) by
(A.1.6) Ff (w) = w +
1
2πiα
log
(
1−
σu(z)
1 + zu(z)
)
with z = τf (w)
and
Tf (w) = w −
1
α
.
Here Ff (w) is defined for w such that |σu(z)/(1 + zu(z))| ≤ 1/2, and the above
formula defines a single-valued function using the branch of logarithm with −π <
Im log(·) ≤ π.
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Lemma A.1.7. (Properties of Ff , τf and Tf ) There exist R0 > 0 and a neigh-
bourhood N ⊂ N ′ of f0 such that if f ∈ N and α(f) 6= 0, then:
(i) The map τf : C → C− {0, σ(f)}, w 7→ z = τf (w) is a universal covering, whose
covering transformation group is generated by Tf ; τf (w)→ 0 as Imαw →∞, and
τf (w)→ σ as Imαw → −∞;
(ii) If
w ∈ C−
⋃
n∈Z
T nf DR0 , where DR0 = {w
′
∣∣ |w′| < R0},
then τf (w) ∈ V and |σu(z)/(1 + zu(z))| ≤ 1/2, hence (A.1.6) is well-defined and
moreover satisfies
|Ff (w) − (w + 1)| <
1
4
, |F ′f (w) − 1| <
1
4
Moreover Ff (w) = w + 1 +O(1/w
2) as Imαw → 0;
(iii) f ◦ τf = τf ◦ Ff and Tf ◦ Ff = Ff ◦ Tf ;
(iv) When f → f0, τf (w) → τ0(w) uniformly on {w
∣∣ |Reα| < 34} and Ff (w) →
F0(w) uniformly on C− ∪n∈ZT nf DR0 .
The proof is immediate by a computation and left to the reader.
A.2 General construction.
For b1, b2 ∈ C with Re b1 < Re b2, define
Q(b1, b2) = {z ∈ C| Re(z − b1) > −| Im(z − b1)|, Re(z − b2) < | Im(z − b2)| }.
If b1 = −∞ (resp. b2 =∞), the condition involving b1 (resp. b2) should be removed.
Proposition A.2.1. Let F be a holomorphic function defined in Q = Q(b1, b2),
where Re b2 > Re b1 + 2 (here b1 or b2 may be −∞ or ∞). Suppose
(A.2.2) |F (z)− (z + 1)| <
1
4
, and |F ′(z)− 1| <
1
4
for z ∈ Q.
Then
(0) F is univalent on Q.
(i) Let z0 ∈ Q be a point such that Re b1 < Re z0 < Re b2 − 5/4. Denote by S the
closed region (a strip) bounded by the two curves ℓ = {z0 + iy|y ∈ R} and F (ℓ).
Then for any z ∈ Q, there exists a unique n ∈ Z such that Fn(z) is defined and
belongs to S − F (ℓ).
(ii) There exists a univalent function Φ : Q → C satisfying
Φ(F (z)) = Φ(z) + 1
whenever both sides are defined. Moreover Φ is unique up to addition of a constant.
(iii) If we normalize Φ by Φ(z0) = 0, where z0 ∈ Q, then the correspondence F 7→ Φ
is continuous with respect to the compact-open topology. (See also §4.0 Notations.)
Proof. (0) and (i) are easy and left to the reader.
(ii) Let z0 ∈ Q be as in (i). Define h1 : {z| 0 ≤ Re z ≤ 1} → Q by
h1(x+ iy) = (1− x)(z0 + iy) + xF (z0 + iy), for 0 ≤ x ≤ 1, y ∈ R.
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Then we have
∂h1
∂x
= F (z0 + iy)− (z0 + iy),
∂h1
∂y
= ixF ′(z0 + iy) + i(1− x).
Hence
∣∣∣∣∂h1∂z − 1
∣∣∣∣ = 12
∣∣{F (z0)− (z0 + iy + 1)}+ x(F ′(z0 + iy)− 1)∣∣ ≤ 1
4
,
∣∣∣∣∂h1∂z¯
∣∣∣∣ = 12
∣∣{F (z0)− (z0 + iy + 1)} − x(F ′(z0 + iy)− 1)∣∣ ≤ 1
4
.
Therefore
∣∣∂h1
∂z¯ /
∂h1
∂z
∣∣ < 1/3 and h1 is a quasiconformal mapping onto the strip S,
and satisfies h−11 (F (z)) = h
−1
1 (z) + 1 for z ∈ ℓ. Let σ0 be the standard conformal
structure of C, and take the pull-back σ = h∗1σ0 on {z| 0 ≤ Re z ≤ 1}. Then extend
σ to C by σ = (T n)∗σ on {z| − n ≤ Re z ≤ −n + 1}, where T (z) = z + 1 . By
Ahlfors-Bers measurable mapping theorem [A], there exists a unique quasiconformal
mapping h2 : C → C such that h∗2σ0 = σ and h2(0) = 0, h2(1) = 1. By the
definition of σ, T preserves σ. Hence h2 ◦T ◦h
−1
2 preserves the standard conformal
structure σ0, i.e. conformal, therefore it must be an affine function. Since T
has no fixed point in C, so does h2 ◦ T ◦ h
−1
2 , hence it is a translation. Using
h2 ◦ T ◦ h
−1
2 (0) = 1, we have h2 ◦ T ◦ h
−1
2 = T .
Now define Φ by Φ = h2◦h
−1
1 on S , and extend to the whole Q using the relation
Φ(F (z)) = Φ(z) + 1. Then Φ is well-defined by (i), continuous and homeomorphic
by the above relations on h−11 and h2. Moreover Φ is analytic outside the orbit of
ℓ, then analytic in the whole Q by Morera’s theorem. Thus we have obtained the
desired univalent function Φ.
If Φ′ is another such function, then Φ′′(z) = Φ′◦Φ−1 commutes with T at least in
Φ(Q). Hence Φ′′(z)−z extends to C as a periodic function, then Φ′′ extends to C as
a holomorphic function commuting with T . Similarly Φ′′
−1
also has this property,
therefore ϕ must be an affine function. However an affine function commuting with
the translation T is also a translation by a constant. Hence the assertion follows.
(iii) Let us consider F and F0 defined in the same Q and satisfying the condition
of the Proposition. As in (ii), we can construct h1, h2, Φ for F and h1,0, h2,0, Φ0
for F0. It is easy to see that on any compact set of {z|0 ≤ Re z ≤ 1},
∂h1
∂z¯ /
∂h1
∂z →
∂h1,0
∂z¯ /
∂h1,0
∂z as F → F0. Hence σF = h
∗
1σ0 → σF0 = h
∗
1,0σ0 and h2 → h2,0 on any
compact set as f → F0. It follows from the definition of the extension of Φ that
Φ→ Φ0 as F → F0. 
A strip S as in Proposition A.2.1 (ii), is called a fundamental region for the map
F |Q. The quotient space
C = S/∼, where ℓ ∋ z ∼ F (z) ∈ F (ℓ)
= Q/∼, where z ∼ F (z) if z ∈ Q ∩ F
−1(Q)
is topologically a cylinder which is called the Ecalle cylinder. Moreover, C has a
natural structure of a Riemann surface, using F near ℓ as a coordinate patching.
33
Lemma A.2.3. Let F , Q, S be as above. Then π ◦ Φ induces an isomorphism
Φ : C = S/∼ → C
∗ = C− {0}.
Proof. It is easy to see from the construction that Φ is a covering map and
induces an isomorphism between the fundamental groups. 
Lemma A.2.4. Suppose that Φ and v are holomorphic functions in a region U
satisfying:
Φ is univalent in U , |v(z)− 1| < 1/4 for z ∈ U and
Φ(z + v(z)) = Φ(z) + 1, if z, z + v(z) ∈ U .
(i) There exist universal constants R1, C1, C2 > 0 such that if U = {z
∣∣ |z−z0| < R}
for R ≥ R1, then
∣∣Φ′(z0)− 1
v(z0)
∣∣ ≤ C1
(
1
R2
+ |v′(z0)|
)
≤
C2
R
.
(ii) Suppose U = {z ∈ C∗| θ1 < arg z < θ2} (θ2 < θ1 + 2π) and |v′(z)| ≤ C/|z|1+ν
(z ∈ U) for some C, ν > 0. For z0 ∈ U and θ′1, θ
′
2 with θ1 < θ
′
1 < θ
′
2 < θ2, there
exists R2, C3 > 0 and ξ ∈ C such that
∣∣Φ(z)−
∫ z
z0
dζ
v(ζ)
− ξ
∣∣ ≤ C3
(
1
|z|
+
C
|z|ν
)
,
for z satisfying θ′1 < arg z < θ
′
2, dist(z,C− U) > R1. Moreover C3 depend only on
θi, θ
′
i.
See [Y] for a similar estimate.
Proof. (i) We may suppose z0 = 0. We take R so that R >> 1. It follows from
Koebe’s distortion theorem [P] that if |z| < R − 2, then
|v(z)|
(1 + |v(z)|/2)2
≤
∣∣∣∣Φ(z + v(z))− Φ(z)Φ′(z)
∣∣∣∣ ≤ |v(z)|(1 − |v(z)|/2)2 ,
since Φ is univalent in {ζ
∣∣ |ζ − z| < 2 }. Hence C ≤ |Φ′(z)| ≤ C′ if |z| < R − 2.
We have |Φ′′(z)| ≤ C/R if |z| < R/2. (In fact, by Cauchy’s formula, Φ′′(z) can be
expressed in terms of an integral of Φ′(ζ)/(ζ−z)2 over the contour {ζ
∣∣ |ζ−z| = R/2},
then use the above estimate.) Using the formula
Φ(z + a) = Φ(z) + aΦ′(z) + a2
∫ 1
0
(1− t)Φ′′(z + at)dt,
we obtain |1 − Φ′(z)v(z)| ≤ C/R if |z| < R/2 − 5/4. Again by Cauchy’s formula,
|(1 − Φ′(z)v(z))′| = |Φ′′(z)v(z) + Φ′(z)v′(z)| ≤ C/R2 if |z| < R/4. It also fol-
lows from Cauchy’s formula that |v′′(z)| ≤ C/R2 for |z| < R/2. Hence we have
|Φ′′(z)| ≤ C(1/R2 + |v′(0)|) for |z| < R/4. By the above formula again, we have
|1− Φ′(0)v(0)| ≤ C(1/R2 + |v′(0)|).
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A.3. Fatou coordinates for f0—Proof of 4.1.
Let Q+0 = Q(ξ1,∞), Q
−
0 = Q(−∞,−ξ1) for ξ1 > 0. If ξ1 is large enough, F0
satisfies (A.2.2) on Q+0 and Q
−
0 . Hence by Proposition A.2.1, there exist univalent
analytic functions Φ+,0 : Q
+
0 → C and Φ−,0 : Q
−
0 → C satisfying Φ+,0(F0(w)) =
Φ+,0(w) + 1 and Φ−,0(F0(w)) = Φ−,0(w) + 1. If
F0(w) = w + 1 +
a
w
+O(
1
w2
),
then by Lemma A.2.4 (ii), we have
Φ±,0(w) = w − a logw + c±,0 + o(1)
as w tend to∞ within a sector as in Lemma A.2.4 (ii) with U = Q±0 , where c±,0 are
constants and the branches of logarithm for Φ±,0 are chosen so that they coincide
in the upper component of Q+0 ∩ Q
−
0 and differ by 2πi in the lower. Then for
large ξ0 > 0, Q0 as in (4.1.2) is contained in Φ−,0(Q
−
0 ) Define Ω+ = τ0(T (Q
+
0 )),
Ω− = τ0(Φ
−1
−,0(Q0)). The properties in (4.1.1) are easily verified. (If necessary, take
a larger ξ0.)
Let ϕ0 = τ0 ◦ Φ
−1
−,0 hence ϕ
∗
0 = τ
−1
0 ◦ ϕ0 = Φ
−1
−,0. Then by the above, Q0 ⊂
Dom(ϕ0) and ϕ0(w + 1) = f0 ◦ ϕ0(w) if w,w + 1 ∈ Q0. Using this relation, we
extend ϕ0 to the maximal domain {w ∈ C
∣∣ w − n ∈ Q0 for an integer n ≥
0 and f j0 (ϕ0(w−n)) ∈ Dom(f0) for j = 0, . . . , n−1}. Note that for a large η0 > 0,
{w
∣∣ |Rew| ≤ 1/2, | Imw| > η0} is contained inQ0 and its image by ϕ0 is contained
in τ0(Q
+
0 ) ⊂ B. The rest of (4.1.2) can be checked easily.
Let Φ0 = Φ+,0◦τ
−1
0 and we extend it similarly to B using the functional equation
for Φ+,0. Hence (4.1.3) follows.
The properties of B˜ in (4.1.4) follow from the above. The function E˜f0 = Φ0◦ϕ0 =
Φ+,0 ◦ Φ
−1
−,0 satisfies the functional equation and is univalent in {w
∣∣ | Imw| > η′0}
for a large η′0 > 0. Moreover Im E˜f0(w) → ±∞ as Imw → ±∞. Hence Ef0 can be
extended to 0 and ∞ conformally. This proves (4.1.4).
By the normalization (4.1.5), we have c+,0 = c−,0.
A.4. Fatou coordinates for f ∈ N ∩ F1— Proof of 4.2.
Let f ∈ N ∩ F1, where F1 is as in §4.2. Define Q
+
f = Q(ξ1,−ξ1 +
1
α ) and
Q−f = Q(ξ1 −
1
α ,−ξ1) = Tf (Q
+
f ) for ξ1 > 0. One can choose N small and xi1
large so that Re 1α > 2ξ1 + 2, Q
±
f ⊂ Dom(Ff ) and Ff satisfies (A.2.2) on Q
±
f .
By Proposition A.2.1, there exist univalent analytic functions Φ+,f : Q
+
f → C
and Φ−,f : Q
−
f → C satisfying Φ+,f (Ff (w)) = Φ+,f (w) + 1 and Φ−,f (Ff (w)) =
Φ−,f (w) + 1. We fix two points w+ ∈ Q
+
0 and w− ∈ Q
−
0 , and normalize Φ±,f by
setting Φ±,f(w±) = Φ0,f (w±).
Since Ff (w) = w + 1+O(1/w
2) as Imαw → 0 by Lemma A.1.7, it follows from
Lemma A.2.4 (ii) that there exist constants c± = c±(f) such that
(A.4.1) Φ±,f(w) = z + c± + o(1)
35
when w tend to ∞ within a sector of the form {w
∣∣ θ′1 < arg(w − ω0) < θ′2} ⊂ Q±f ,
where 1/3 < θ′1 < theta
′
2 < 3/4 and ω0 ∈ C.
The function Φ−,f◦Tf is defined onQ
+
f and satisfies the same functional equation
as Φ+,f by Lemma A.1.7 (iii). It follows from the uniqueness in Proposition A.2.1
(ii) that there exists a constant d1 = d1(f) such that
(A.4.2) Φ−,f ◦ Tf = Φ+,f + d1.
In fact, (A.4.1) determines the constant: d1 = c−(f)− c+(f)−
1
α .
Now define E˜f(w) = Φ+,f ◦ Φ
−1
−,f on Φ−,f (Q
+
f ∩ Q
−
f ), which contains at least
the vertical strip {w
∣∣ |Rew| ≤ 1, | Imw| ≥ η0} for a large η0 > 0. This η0 can
be chosen uniformly for f ∈ N ∩ F1 near f0. It satisfies the functional equation
E˜f (w + 1) = E˜f (w) + 1 whenever the both sides are defined. By this relation, E˜f
can be extended to {w
∣∣ | Imw| > η0}. By (A.4.1), we have
(A.4.3) E˜f (w) = w + c+(f)− c−(f) + o(1) when Imw →∞.
Similarly, E˜f (w) − w tends to a constant as Imw → −∞.
By Proposition A.2.1, we have Φ+,f → Φ+,0 and Φ−,f → Φ−,0 as f → f0,
therefore E˜f → E˜f0 uniformly on {w
∣∣ 0 ≤ Rew ≤ 1, Imw = η0}, then
(A.4.4)
c+(f)−c−(f) =
∫ 1+iη0
iη0
(E˜f (w)−w)dw →
∫ 1+iη0
iη0
(E˜f0(w)−w)dw = c+,0−c−,0 = 0,
where the integrals are over the segment joining iη0 and 1 + iη0.
Let us show that Φ−,0(Q
−
f ) contains Qf as in §4.2, for large ξ0, η0 > 0. Combin-
ing (A.1.6), Lemma A.2.4 and Proposition A.2.1 (iii), one can show that the right
boundary curve of Qf is contained in Φ−,0(Q
−
f ), if ξ0 and η0 are large enough.
Similarly, The left boundary curve of T−1f (Qf ) is contained in Φ+,0(Q
+
f ). Us-
ing Q−f = Tf (Q
+
f ), (A.4.2) and (A.4.4) and increasing ξ0, η0 if necessary, we con-
clude that the left boundary curve of Qf is contained in Φ−,0(Q
−
f ). Therefore
Qf ⊂ Φ−,0(Q
−
f ).
Define ϕf = τf ◦ Φ
−1
−,f , then we have Qf ⊂ Dom(ϕf ) and ϕf (w + 1) = f ◦ ϕ(w)
if w,w + 1 ∈ Qf . Using this relation, extend ϕf to the domain {w ∈ C
∣∣ w − n ∈
Qf for an integer n ≥ 0 and f
j(ϕf (w − n)) ∈ Dom(f) for j = 0, . . . , n− 1}. Then
ϕ0 satisfies (4.2.1).
Let R˜f = Φ−,f ◦Tf ◦ϕf . Then R˜f coincides with E˜f + c−(f)− c+(f)−
1
α on its
domain of definition and satisfies R˜f (w + 1) = R˜f (w) + 1. So cRf = π ◦ R˜f ◦ π−1
is well-defined and extends analytically to 0 by (A.4.3) and similarly to ∞. Since
R˜f (w) = w−
1
α +o(1) as Imw →∞, R
′
f (0) = exp(−2πi
1
α ). Thus (4.2.2) is proved.
It is easy to see that ϕf → ϕ0 and E˜f → E˜f0 when f ∈ N ∩ F1 and f → f0.
Hence
R˜f +
1
α
= E˜f + (c−(f)− c+(f))→ E˜f0 .
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Using the fact that cRf is extended analytically to 0 and ∞, we have
e2πi/αRf → Ef0 .
Thus (4.2.4) is proved.
In order to see (4.2.3), let us first verify (4.3.4). In fact the latter is immediate
from the definition of ϕf and R˜f , τf ◦ Tf = τf and the functional equation for ϕf .
To obtain (4.2.3), we restrict Dom(R˜f ) so that
(A.4.5) |R˜f (w) +
1
α
− w| <
1
2α
on Dom(R˜f ).
Note that (4.2.4) is still true. Now suppose that w,w′ ∈ Dom(ϕf ) andRmf (π(w)) =
π(w′) for a positive integer m. Then for the lift, there exists an integer n such that
R˜mf (w)+n = w
′. By (A.4.5), we have n > m. Hence the assertions of (4.2.3) follow
from (4.3.4).
The corollary (4.2.5) follow from (4.1.2) and (4.2.4).
One can prove (4.3.1) similarly.
A.5. Parabolic fixed points with the multiplier 6= 1.
We only state the coordinate changes which correspond to A.1. The rest of
arguments in A.2-A.4 is immediately generalized to this case.
First, let f0 be as in §7. The exists a coordinate near 0, in which f
q
0 has the form
f q0 (z) = z + z
q+1 +O(z2q+1).
Let us introduce a coordinate w by
z = −
1
qwq
.
Then the corresponding map in this coordinate has the form
F0(w) = w + 1 +O(1/w),
where note that F0 is multi-valued.
The coordinate w should be understood in terms of the Riemann surface W as
follows. Let Q+,k0 , Q
−,k
0 (k ∈ Z/qZ) be q copies of Q
+
0 , Q
−
0 in A.3. The intersection
Q+0 ∩ Q
−
0 has two components—the upper and lower triangles. Identify the upper
triangle of Q+,k0 with that of Q
−,k
0 ; and the lower triangle of Q
+,k−1
0 with that of
Q−,k0 (k ∈ Z/qZ). The obtained Riemann surface W is isomorphic to a punctured
disc and the map w 7→ z = −1/qwq gives a conformal map map from W onto a
punctured neighbourhood of 0 in C. We consider that the map F0 sends Q
+,k
0 into
Q+,k+p0 , and Q
−,k
0 − (a neighbourhood of the boundary curve) into Q
−,k+p
0 .
Now let f ∈ F1 and σ(k)(f) the periodic points of f as in §7. We choose a new
coordinate near 0 so that σ(k)(f) = e2πik/qσ(0)(f), as follows. Put
(z − σ(0)(f)) · · · (z − σ(k−1)(f)) = zq − bq−1(f)z
q−1 − · · · − b1(f)z − b0(f).
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Then it is easily seen that
b0(f) = −2πiα(f)(1 + o(1)) and bj(f) = O(α(f)) (j = 1, . . . , q − 1) as f → f0.
Define a new coordinate z′ by
z′ =
z(
1 + b1b0 z + · · ·+
bq−1
b0
zq−1
)1/q .
This is a well defined coordinate near 0, and in this coordinate we have σ(k) =
e2πik/qσ(0).
So we can write
f q(z) = z + z(zq − σ(f)q)uf (z),
where σ(f) = σ(0)(f) and uf(z) is a non-zero analytic function defined near 0.
Finally, we introduce the coordinate w by
zq
zq − σq
= e2πiαw
and the map Ff by
Ff (w) = w +
1
2πiα
log
(
1−
σquf(z)
1 + zuf(z)
)
.
Here the coordinate w should be interpreted on a suitable Riemann surface which
is isomorphic to a neighbourhood of 0 in C with 0 and σ(k)(f) removed, then the z
in the definition of Ff can make sense.
For these maps, one can obtain analogous results as in A.2-A.4. The detail is
left to the reader.
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