Abstract. We propose a heuristic for solving the maximum independent set problem for a set of processors in a network with arbitrary topology. We assume an asynchronous model of computation and we use modified Hopfield neural networks to find high quality solutions. We analyze the algorithm in terms of the number of rounds necessary to find admissible solutions both in the worst case (theoretical analysis) and in the average case (experimental Analysis). We show that our heuristic is better than the greedy one at 1% significance level.
Introduction
The Maximum Independent Set problem (MIS) requires finding the largest independent set in a graph G, i.e. the maximum subset of vertices of G such that no two vertices are joined by an edge. This is one of the first problems shown to be NP-hard [17] and, according to the result of Feige et al. [7] for the Maximum Clique problem (the same problem as MIS on the complementary graph), even approximating MIS within a constant factor is NP-hard. In particular, if
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, no polynomial time algorithm can approximate MIS within a factor n 1−ε for any ε > 0, where n is the number of vertices of the graph [13] . This problem is relevant for many theoretical research areas and practical applications. For instance, the clustering problem for peer-to-peer mobile wireless networks can be easily reduced to the problem of finding a maximum independent set of nodes in the network graph [9] .
In this paper we propose an asynchronous distributed algorithm for the MIS problem, synchronous variant of which has been discussed in [11] . The original method from which we derive both distributed algorithms is based on a finite sequence of discrete-time Hopfield networks [14] , the attractor sequence of which converges to an admissible locally optimal solution [4] . The networks generated by the algorithm are progressively determined by a simple and efficient weights updating rule which controls the relaxation process in order to allow the system to escape from not admissible local minima.
This method always ensures the finding of an admissible solution; moreover, the quality of the solution is high as shown in the simulation results of previous works and ratified here (i.e., in the distributed case). Since Hopfield neural networks do not guarantee that an admissible solution to constrained optimization problems will be found, many researches have been focused on improving the original model in order to obtain a high percentage of admissible high quality solutions. One of the most relevant works has been done by Li [19] , who proposes a new method to solve constrained optimization problems combining augmented Lagrange multipliers and Hopfield networks. To corroborate the fact that our algorithm does not suffer the dilemma between quality and convergence, we experimentally show that our weights updating rule is more effective in finding good solutions than the Li's method.
We refer to an asynchronous model of computation in which the topology of the network of processors is described by an arbitrary graph. We do not make any assumptions except for the following: the time is discrete, the message delivering and receiving is done within a fixed time and the time taken for local computations is considered to be negligible. We define the time complexity in terms of the rounds needed by the system to find a solution. In every round a processor is allowed to send messages to the processors linked with it. We determine the time complexity both in the worst case (theoretical) and in the average case (experimental).
To test the solution quality of our algorithm, we experimentally compare it with a very good probabilistic heuristic derived by the so called Ant Colony Optimization technique [18] , with the standard greedy algorithm, widely used in distributed applications, and with a very fast self-stabilizing algorithm for asynchronous distributed system [15] .
The solution quality found by our algorithm on various randomly generated instances shows it has on average better performances than the other algorithms mentioned here at 1% significance level.
Related works
With reference to the MIS problem, several heuristic techniques have been developed in recent years and most of them have a good ability to find good approximate solutions for the problem. These techniques include simulated annealing [5] , neural networks [4] , tabu search [3] , greedy randomized adaptive search (GRASP) [8] , genetic and evolutionary algorithms [1, 20] and, more recently, Ant Colony Optimization [18] . All these techniques allow us to find approximate solutions to the problem in polynomial-time.
In the field of distributed algorithms, many heuristics have been developed to solve a related problem called Maximal Independent Set problem that consists in finding a maximal independent set but not the largest. This problem is solvable in polynomial time by a very simple greedy algorithm 2 . The interest for Maximal Independent Set problem is due the fact that in many applications it is more important to find a maximal independent set quickly than to find the largest one. In [15] , the authors present a fault-containing self-stabilizing algorithm for the Maximal Independent Set problem in asynchronous distributed systems and they claim that it is the most efficient algorithm known at the publication time. In [10] a fast synchronous algorithm is shown for ad hoc networks of constant dimension but with variable topology. Finally, in [2] a greedy distributed algorithm for the efficient determination of a maximal weighted independent set for wireless network is proposed and analyzed.
Preliminaries
We consider arbitrary undirected graphs G = V, E , where V = {1, . . . , n} is the set of vertices and E ⊆ V ⊕ V (not ordered pairs) is the set of edges e = {i, j}. For graph G, a subset S ⊆ V of vertices is an independent set if and only if every pair of distinct vertices are not joined by an edge in E. An independent set is maximal if it is not a subset of another independent set.
The MIS problem is a maximization problem which consists in finding a maximum independent set (among the maximals) of a given graph G. Formally
Max Independent Set (MIS)
Instance: Graph G = V, E . Solution: An independent set of G, i.e., a subset S ⊆ V such that no two distinct vertices in S are joined by an edge in E. Measure: Cardinality of the independent set, i.e., |S|. Goal: MAX. Let A = (a ij ) denote the adjacency matrix of G and d i the degree of the vertex i. Unlike many formulations introduced for MIS problem, we reduce it to an integer 2 The algorithm starts with an empty set V . Then it searches for a vertex v that is not connected to any vertex in V and if such v is found, adds v to V . The algorithm stops when it cannot find v not connected to any vertex in V . This results in an independent set that is not contained in any larger independent set. linear programming problem subject to quadratic constraints. To this end, let S ⊆ {1, . . . , n} and let (x 1 , . . . , x n ) be the characteristic vector of S. Then i<j a ij x i x j represents the number of edges in E with end-points in S. It is easy to show that S is an independent set if and only if i<j a ij x i x j = 0.
Based on this remark, the MIS problem can be expressed as:
where α ≥ 1 is an integer constant. The role of α is extremely important because on one hand it preserves the local optima of the equivalent and more natural program (that with α = 1), whereas on the other hand it strengthens the ability of the neural heuristic to find better solution on average. From now on, we will focus on the function Φ : {0, 1} n → N + defined as:
A property of Φ that we will use in the design of the algorithm concerns the relation between its maximum value and the cost of the optimum solution of the instance, as described in the following proposition. 
ISHN: overview of the algorithm
In this section we present an approximation algorithm for MIS based on the discrete Hopfield networks [14] for which we briefly report the main results.
We denote a Hopfield network R of n neurons with states in {0, 1} by the pair R = W, λ , where W = (w ij ) n×n is the (symmetric) weight matrix and λ = (λ i ) 1×n the threshold vector; both the matrix and the vector have integer components.
We consider the discrete-time dynamics with sequential updating. Let U i (t) be the state of the neuron i at time t, the dynamics is formally described as follows:
where HS is the heavy side step function.
Under these assumptions, the following Lyapunov function, called energy, can be associated to every network R = W, λ :
Given an initial condition U(0) = U 0 , equation (1) 
We denote byỹ the attractor of R initialized by U 0 .
If equation (1) is modified as
then the trajectory {U(t)} t≥0 admits as attractor a point of local maximum for the energy E.
We are now able to present an algorithm, called Independent-Set-HopfieldNets (ISHN), that finds approximate solutions for (P ). This algorithm is based on a sequence of discrete Hopfield networks in which the neurons correspond to the vertices of G.
The sequence {R k } k≥0 of Hopfield networks is inductively defined by
For all k, the set {{i,
= 1} is the set of constraints violated by the attractorỹ (k) .
The algorithm consists of two alternating phases: one is the evolution of the current network, the other is the weights updating when the current network has reached an attractor. Both phases are repeated as long as there are violated constraints. ISHN is sketched in Algorithm 1.
= 1 end while Output: a maximal independent set S of G As far as the analysis of ISHN is concerned, the following result states that the algorithm converges, i.e., the sequence of Hopfield networks is finite. Proof. Let A = (a ij ) n×n be the adjacency matrix of G, α be a positive integer and
be the energy function of the network R k constructed at the k-th step. Note that (w (0) ij ) n×n = (a ij ) n×n , the adjacency matrix of G. By induction on k it is easy to prove:
To determine an upper bound to w (k) ij , letỹ (k) be the attractor of the network R k initialized withỹ (k−1) ; for any i = 1, . . . , n:
Under the hypothesis that {i, j} ∈ E andỹ
which implies w
and, by the updating rule of the algorithm,
Obviously, the same result holds for j. (8) and (7), the number of networks constructed by the algorithm is at most α · |E|.
Let us show now that the output S is a maximal independent set. Letỹ (h) be the attractor of the last network R h , so that S = {i |ỹ
Because of the termination condition, we know that
this implies that S is an independent set of G.
Let us suppose that S is not maximal, i.e., there is v ∈ S such that a vs = 0 for all s ∈ S. Then:
Remark 4.1. In ISHN neural networks are determined by a simple weights updating rule: if two adjacent nodes are in the solution found by a network, the weight of their edge is incremented by 1 in the following network. It has been shown that the model of Hopfield networks solving optimization problems with constraints can be improved with respect to the quality of the solutions and to the computation time if one considers the Augmented Lagrangian variant of the Hopfield model [19] , where the dilemma between the goal of finding good quality solutions and the convergence necessity is effectively solved. In short, given a problem: min
where F and c i are continuous functions, Augmented Lagrange methods transform this problem into an equivalent one without constraints:
where L is a Lagrange function with the same local extremum points of F , m is the vector of Lagrange multipliers and ρ is the penalty factor of the method. For example, a typical Augmented Lagrange quadratic function for the problem (9) is:
To determine an optimal solution, the Augmented Lagrangian Hopfield Networks method sets up an iterative process where, in each phase, a Hopfield network is built to find a solution to the problem (10) where the vector m is given by an external estimator and the value of ρ is fixed. It has been shown that the solution x converges to the optimal point x * as m converges to the optimal m * . So, it is crucial to have a good multipliers estimator. As an example, a simple multipliers estimator of the first order is given by
To study the Augmented Lagrangian Hopfield Networks method for the MIS problem, we have built an Augmented Lagrangian Hopfield Networks algorithm with an appropriate quadratic Lagrange function and an appropriate linear multipliers estimator (ALHN algorithm) and we have experimentally compared its solutions with ISHN solutions. The instances groups chosen for the test were the same used in [11] . We have repeated the test for different initial values of m multipliers and for different value of penalty factor ρ. In all tests, ISHN solutions were better than the solutions calculated by ALHN at 1% significance level, while the computation times of the latter were better by an order of magnitude for almost all instances. For details, see Table 1 . The experiments suggest that for the MIS problem, ISHN can be considered more effective than a quadratic Augmented Lagrange Hopfield Networks method with respect to the quality of the solutions found.
Remark 4.2.
As we will show in the experimental results section, the sequence of networks obtained by ISHN is a necessary process in order to obtain a good heuristic for the problem at hand. In particular, ISHN performs better than the standard GREEDY heuristic 3 , even if it requires more time to find a solution (see Sect. 6). Even so, it can be shown that as the process of network building progresses, the behavior of the networks tends to be that of the greedy. Since the weights sequence tends to the input constant α, i.e., lim k→∞ w (k) ij = α for all {i, j} ∈ E, it is easy to prove that the network R with all the weights w ij = α has really the same behavior as the GREEDY heuristic. To conclude, we can informally write: lim
DISHN: the distributed version of ISHN
The ISHN algorithm presented in the previous section is based on two properties of fundamental importance for the architecture of the distributed system we now introduce:
(1) the neurons updating (during the evolution phase) depends only on the state of the adjacent neurons; (2) the weights updating is done locally by each neuron.
As a consequence, we can directly implement ISHN on a network of processors p 1 , . . . , p n for which we wish to find a maximal independent set of processors (Distributed ISHN for MIS problem). With reference to the message passing system, each processor p k is an independent processing unit which simulates the neuron k, it keeps in memory the state of the neuron, the state of its neighbourhoods N (k) (i.e., the adjacent processors) and the weights w s for all s ∈ N (k). It sends and receives messages to and from its neighbours on dedicated two-way communication channels.
Moreover, we assume that:
• the time is discrete and it is divided into units called TIME-SLICEs;
• the message delivering and receiving is done within a TIME-SLICE, while the local computations are instantaneous (negligible time); • the topology of the network is static and it is described by the graph (also called communication graph) the nodes of which are the processors and the edges are the communication channels; • the processors do not refer to a global time, so the system is asynchronous.
The main difference between ISHN and DISHN lies in the updating rule of the neurons. In the former case the updating rule is the sequential (asynchronous) dynamics described by (2) , while in the latter case it consists of partially synchronous dynamics. In fact, for DISHN we adopt a weaker condition with respect to the dynamics used in ISHN, in which each processor randomly chooses a time-slice from which to simulate the neuron activity. From the point of view of the Hopfield model, since there is a positive probability to update linked neurons simultaneously, it is well known that the convergence to an equilibrium state (attractor) may be compromised in favor of an oscillatory behavior. Nonetheless, this risk does not compromise the whole convergence process to a valid solution for the following two reasons.
First, the expected number of "neuron collisions" may be controlled through the width of the temporal window in which to pick out the time-slice for to the neuron updating. Let M be a positive integer representing the number of TIMESLICEs in which each processor picks out (with probability 1 M ) the one for the updating. Since the neuron connections (channels) agree with the set of edges E of the graph describing the network topology, the expected number of collisions is |E| M , which is less than 1 when |E| < M. Therefore, by choosing M in order to have no collisions, the expected behavior of DISHN is that of ISHN.
Second, even if the intermediate networks in the sequence {R k } k≥0 do not reach an attractor, thanks to the fact that the weights are incrementally updated (see Th. 4.2, Eq. (8)), when they reaches the value α, also under the hypothesis that the units involved are updated synchronously (a very little probability), they will assume state 0, always assuring an admissible solution.
After these preliminary remarks, we now present in more details the DISHN algorithm starting by a general description of the three phases in which it can be logically divided.
Preparatory phase:
To optimize the number of messages in the broadcasting operations, we find a minimum spanning tree of the communication graph that becomes the actual communication network used by the processors to swap messages. The diameter D of the communication network is at most n − 1 (the maximum length over all paths). There are two kinds of messages that can circulate on the communication network: one called CHANGE-STATE, sent by a processor to its neighbourhood when the neuron changes its state; the other, called KEEP-ALIVE, which is broadcast on the communication network when a processor detects a violation of the constraints. The number of KEEP-ALIVE messages broadcast in this case is equal to the diameter of the network. Please note that the messages size is 1 bit. RUN phase: in this phase each processor simulates the neuron activity until some criterion of stop execution occurs. WAIT phase: in this phase each processor evaluates if a valid configuration is reached. It waits for a fixed time "listening to" the network to capture both the KEEP-ALIVE and CHANGE-STATE messages; when a message arrives to the processor, the processor immediately switches to the RUN phase, otherwise, after a fixed number of TIME-SLICEs (time-out), it terminates the computation because the solution is found. This phase is not necessary in the centralized version since the solution is totally accessible, and therefore totally checkable by the central process. Therefore, we say that a processor is in the RUN, WAIT or STOP state. The dynamics by which the processor p k , during the execution, passes from one state to the other is given by the pseudo-code of Algorithm 2. A temporal diagram of the processor phases is given in Figure 1 . Each processor executes independently from the others and changes its state depending on the check done after a fixed time (number of neuron activations). If there are no constraint violations it passes to the WAIT state, otherwise it continues in the RUN state after doing the suitable weights updating. Through the broadcast system, every processor is informed about possible constraints violations occurred in other units. The time (number of TIME-SLICE) necessary to inform every processor depends on the diameter of the network and on the length of the RUN phase. This system of notification allows every processor to determine when the neural network has reached a stable state on the basis of the arrival time of the last message.
Here is a detailed description of the RUN and WAIT phases with the relative pseudo-code (Algorithm 3 and Algorithm 4).
RUN phase
• It consists of a sequence of N FRAMEs and each FRAME is divided into a fixed number M of TIME-SLICEs. Within every FRAME the neuron selects, with uniform probability, an activation TIME-SLICE in order to recalculate its state. If the state changes, it sends the message CHANGE-STATE to its neighbours, otherwise it will not do anything.
• The incoming KEEP-ALIVE messages are broadcast through the communication network; the incoming CHANGE-STATE message causes a local memory change to hold the new state.
• At the end of this phase, if no violations with its neighbours occur, the processor goes into the WAIT state, otherwise it modifies the weights according to the weights updating rule. 
WAIT phase
• In the WAIT phase the processor waits for incoming messages. When a message KEEP-ALIVE or CHANGE-STATE arrives, the processor sends the KEEP-ALIVE message and it starts a new RUN phase. In case of CHANGE-STATE it stores the state of the neighbour in its local memory.
• If no message arrives within a fixed time interval (STOP-WINDOW), then the processor enters into the STOP state and it stops. Finally, we have investigated the worst case time complexity of DISHN. By assuming that in each communication round every processor is allowed to send a message to each of its neighbours, the time complexity is the number of rounds the algorithm needs to solve the problem. There are three factors that concur to determine this value: the worst case number of networks α|E| (given in Th. 4.2), the number M of TIME-SLICEs in the RUN phase and the number M + D of TIME-SLICEs in the WAIT phase. In conclusion, assuming that the number of expected neuron collisions is less then one and using the upper bound of D, we have that:
Therefore, for sparse graphs, i.e. such that |E| = O(n), we have a complexity O(n 3 ), while for dense graphs, i.e. when |E| = Ω(n 2 ), we have a time complexity O(n 5 ) in the worst case. In the following section, we will experimentally show that the assessment of the number of rounds obtained in the worst case is rather pessimistic.
Simulation results
In this section we present an experimental analysis of the behaviour of DISHN based on two types of computer simulations.
The goal of the first type of simulations is to compare ISHN 4 with the AS-MISP heuristic [18] , built by means of a recent technique inspired by the behaviour of colonies of real ants [6] , and with ALHN, the variant based on the augmented Lagrange multipliers in order to complete the experimental analysis of the model.
We have chosen AS-MISP because in [18] there is a wide comparison between AS-MISP and other heuristics such as the genetic algorithm of Bäck and Khuri [1] and the GRASP program of Feo et al. [8] .
The goal of second type of simulations is twofold. First, it is to verify that the DISHN performances do not vary significantly when compared to the ISHN ones: the migration from the centralized model to the distributed one does not alter the solution quality. Second, it is to compare DISHN with other well-known distributed heuristics, such as the GREEDY algorithm and the FCSS (FaultContaining Self-Stabilizing) algorithm [15] . GREEDY is the best known and most widely-used algorithm in distributed environments [12] . FCSS is a faultcontaining self-stabilizing algorithm that finds a maximal independent set for an asynchronous distributed system and exhibits a O(∆) stabilization time, where ∆ is the maximum node degree in the system [15] . In [15] , the authors claim that "FCSS algorithm can be considered to be the most efficient fault-containing selfstabilizing algorithm for the maximal independent set finding up to this point". We compare our algorithm with FCSS even if the latter is designed for the Maximal (no Maximum) Independent Set problem because we wish provide experimental evidence that our algorithm approximate solutions are always better than exact solutions of a very efficient distributed algorithm for the previously mentioned easier variant of the problem.
We concentrate our analysis on the goodness of solutions, on the number of rounds (time complexity) and on the number of messages (message complexity) required by the algorithm to find a legal solution.
With regard to the solution quality, Table 1 reports the most interesting results obtained on a group of instances given by the so-called p-random graphs
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. The first group of algorithms (AS-MISP, ALHN and ISHN) have been run as centralized process, the second group (GREEDY, FCSS and DSHN) have been run as distributed process. For each type of instances, we have considered a set of 30 random instances. The data reported in the table are the maximum and the average values respectively found for each set of instances. The average values are given at 99% confidence level. Moreover, we have evaluated the one-sided null hypothesis H 0 that the average results of GREEDY are better then those of DSHN. The experimental results show that it is possible to reject the null hypothesis at 1% significance level.
With respect to the performance of ALHN, we have noted that the results of DISHN are always better than those of ALHN even for instances proposed in [18] . The results indicate that DISHN and ISHN perform slightly better than AS-MISP and outperform all the other heuristics.
We have implemented all algorithms in C language, compiled by gcc 3.2 and the simulations have been executed on a workstation with Pentium IV 2.0 GHz processor, 512MB RAM and Linux 2.4.20 operating system. Table 1 . Simulations results on different p-random graphs. The "Mn-p" label represents a group of 30 p-graphs of size n, "max" the MIS maximum size found among all graphs and "µ" the MIS average size calculated at 99% confidence level. For brevity, the confidence interval is shown only for the first two best distributed algorithms: Greedy and DSHN. In the two groups of heuristics, the best averages are in bold face. As far as the message complexity is concerned, we have included the average number of messages for channel in Figure 3 . Similarly to the previous parameter, this ratio increases with the size and the density of the graph and, consequently, the performances are better for low density graphs.
Conclusions
In this paper, an asynchronous distributed not-deterministic algorithm for the MIS problem is proposed together with some computer simulation showing the goodness of the solutions found. The algorithm uses Hopfield-type neural networks in which the neurons behaviour is simulated by independently running processors. The time and message complexity analysis shows that the lower the graph density, the better the performances.
Further work must be done in order to generalize the distributed algorithm for topology that changes dynamically, as in the peer-to-peer mobile network framework. From a theoretical point of view, the model is robust against any changing of the neighbourhood of neurons since the sequence of networks always guarantees the convergence of the system. However, a better knowledge about the system behaviour when the network topology changes may be obtained by means of an intensive experimental analysis.
A problem closely connected with MIS is the problem concerning the search of the minimum set of vertices of a graph such that every edge of the graph has at least one of its end points in the set. This problem is known as Minimum Vertex Cover. It is easy to show that this problem can be solved approximately by the neural system described here.
