Health forecasting can improve health service provision and individual patient outcomes. Environmental factors are known to impact chronic respiratory conditions such as asthma, but little is known about the extent to which these factors can be used for forecasting. Using weather, air quality and hospital asthma admissions, in London (2005London ( -2006, two related negative binomial models were developed and compared with a naive seasonal model. In the first approach, predictive forecasting models were fitted with 7-day averages of each potential predictor, and then a subsequent multivariable model is constructed. In the second strategy, an exhaustive search of the best fitting models between possible combinations of lags (0-14 days) of all the environmental effects on asthma admission was conducted. Three models were considered: a base model (seasonal effects), contrasted with a 7-day average model and a selected lags model (weather and air quality effects). Season is the best predictor of asthma admissions. The 7-day average and seasonal models were trivial to implement. The selected lags model was computationally intensive, but of no real value over much more easily implemented models. Seasonal factors can predict daily hospital asthma admissions in London, and there is a little evidence that additional weather and air quality information would add to forecast accuracy.
The successful forecasting of the future health events can be used to improve health service provision and individual patient outcomes. [1] [2] [3] [4] [5] An example of the latter form of health forecasting was developed for the patients having chronic obstructive pulmonary disease (COPD) and was offered by the United Kingdom Meteorological Office (the Met Office). By understanding the relationship between weather, air quality and the onset of COPD crises, [6] [7] [8] [9] the Met Office sought to alert COPD patients about changes in their personal risk of an adverse event. 2 Once alerted to an increased risk, individual COPD patients could then take steps to mitigate that risk. Nonetheless, there are reported challenges associated with realising the acclaimed benefits of a health forecasting scheme, 10, 11 even though successes have equally been documented. 12 Forecasting health events for health service provision, however, has the potential to have a more far reaching public health effect than simply mitigating adverse health events in individuals at known risk. 3 Health service providers can also be alerted to a likely increase in demand for services. Forewarned, hospitals can make rational decisions about resource allocation. Do extra beds need to be made available? Do extra staff or staff with particular skill sets need to be put on the roster? The obvious area in which health forecasting could play a role is in the prediction of adverse events that related to time-varying environmental exposures, such as those diseases affected by weather and air quality.
Though there are a number of studies on the association between asthma and environmental factors, [13] [14] [15] [16] relatively little research has been focussed on health forecasting. 17 In general, the approach taken to understanding the relationship between the occurrence of adverse health events and factors such as weather, air quality and season has relied on disentangling the causal relationships between the environmental factors and the health outcome. Time series analysis has been used to answer such questions as ''is there a statistically significant relationship between an air quality factor (say PM 2.5 ) and cardiovascular disease, after controlling for other potential causes?'' 18 In this way, researchers seek to understand the specific causes of adverse health; and by understanding the causes, it is hoped that long-term management strategies can be developed and government policy adjusted appropriately (such as emissions policies).
However, if the goal is to forecast the increase in the demand for hospital services, the causal relationships need not necessarily be understood. An indicator that is known not to have a causal relationship with an adverse health event may nonetheless be an exceptional predictor. As Breiman, 19 and Kostenko and Hyndman 20 have all observed, statistically significant causal models need not generate good predictions, and the measure of a forecasting model is its predictive performance.
Where there is a substantial literature looking at causal effects, there is surprisingly little literature that looks at forecasting the demand for health services based on environmental predictors (exceptions include studies by Bibi et al., 21 Moustris et al., 22 and Novikov et al. 23 ). Using weather, air quality and hospital asthma admissions data from 2005 to 2006 in the London area (the region bounded by the M25 motorway), two related negative binomial models were developed and compared with a naive seasonal model. The modelling was constrained by need for a low cost, relatively easily implemented forecast. 24 
Methods
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Forecasting models were developed using three date-linked datasets that included a daily record of hospital admissions, daily weather and daily air quality.
The asthma admissions data are count data, and following earlier work, negative binomial models were developed with the key focus on forecasting. 25, 26 Data Hospital (asthma) admissions data were sourced from the nationally recorded Hospital Episode Statistics maintained by the National Health Service, England. The data included an unidentified record of all asthma-related, emergency hospital admissions within London from 1 January 2005 to 31 December 2006 (i.e. 731 days of continuous data).
The operational definition for an asthma admission was any hospital emergency admission with a primary diagnosis of asthma (i.e. an ICD-10 code of ''J-45''). A count of the asthma admissions across all the hospital emergency departments within London was recorded for each day of the study period, and this daily count was used as the primary dependent variable in the analyses.
Weather data were obtained from the UK Met Office database and were based on averaged daily results from the weather monitoring sites across London. The weather data contained 97% of complete daily records for: ambient air temperature, vapour pressure (HPa) and humidity (%). All temperature data were recorded in C.
Air quality data were based on 24 h averages from air quality monitoring sites across London. The Numerical Atmospheric-dispersion Modelling Environment of Met Office was used to generate measures for all corresponding postcodes in the database. The indicators available with full daily records were carbon monoxide, formaldehyde, nitrogen dioxide, nitrogen oxide, ozone, particulate matter (specifically PM 10 ) and sulphur dioxide. All data were recorded in kilograms per cubic metre but converted to milligram per cubic metre for carbon monoxide and parts per million for the other pollutants. All the measured weather and air quality factors examined were identified in previous studies of respiratory or cardiacrelated adverse health events, including asthma. [27] [28] [29] [30] The incidence of respiratory illnesses are also known to be seasonally dependent 31 and so an additional temporal predictor (i.e. meteorological seasons) was generated to account for seasonality.
The final time series dataset aggregated the daily count of asthma admissions as the dependent variable, and potential predictors included the averaged 24h daily weather measures (including temperature and humidity) as well as the averaged 24 h daily air quality measures of ozone, nitrogen dioxide and nitrogen oxide for London. The complete date-linked dataset covered the period from 1 January 2005 to 31 December 2006. There were 24 days with missing temperature and humidity data. The missing data points were approximately uniformly distributed over the 2-year period.
Data analysis
Generally, in the analysis of time series data, particularly in causal modelling, it is important to base the analysis on a modified form of the time series known as a stationary time series. ''Stationarity'' refers to the idea that the probabilistic structure of the time series data is the same, no matter where in the series one begins to observe the data. 32 The value of a stationary time series in causal modelling arises because when two non-stationary time series are generated by independent processes, they can appear to be related simply in virtue of shared temporality and not from any true underlying relationship. In applied settings, stationarity is achieved by the removal of trend and periodicity elements from the data. 33 By contrast, in predictive modelling, a stationary time series is not critical because the test of the model is ultimately a predictive validity. 34 Furthermore, working with stationary time series for predictive modelling created a level of complexity not warranted given the implementation issues for asthma forecasting.
The data were analysed using negative binomial regression. Poisson regression is generally well suited to the modelling count data and is one of the most common techniques used for modelling asthma admissions. 35 However, it is not applicable for the cases in which the variance of the count data is substantially above the mean (i.e. over dispersion). The number of daily hospital admissions for asthma across London ranged from six admissions per day to 130 admissions per day. The distribution was observed to be slightly skewed with over dispersion of the variance, and it was for this reason, negative binomial regression was the preferred modelling technique. 26, 36 The choice of negative binomial modelling technique for this dataset was further confirmed by a likelihood test suggested by Long and Freese. 37 This test is available as an application in the Stata statistical software and has been described earlier elsewhere. 38 The negative binomial model for an expected number of daily admissions for asthma can be presented in the following form
where l is the mean of the distribution, a is the overdispersion parameter, y is the number of daily asthma admissions and G is the gamma function. Further interpretation to the negative binomial model has been described earlier. 38 Data analysis followed a traditional approach taken in forecasting, which is to divide the dataset into a hold-in sample (which refers to the sample of the data used in developing forecast models) for model development, and then test the fit of the model against a hold-out sample (refers to the sample of the data used in validating forecast models) or cross-validation sample. Model development was conducted using 16 months of data, reserving the last 8 months of data for cross-validation. The selected split on the data allowed for more than a single annual cycle of data for the model development, unfortunately constrained by the fact that there were only two annual cycles in the full dataset. Limitations of this are discussed later. A simple seasonal model based on dummy predictors for autumn, winter and spring was developed for comparison purposes. This had a better fit than the equivalent Fourier series. 39 However, a similar model including dummy predictors of ''day of the week'' did not yield a better fit for the overall model, and so was dropped. Subsequent models involving weather and air quality variables included the seasonal predictors. A forecast ''model'' of the 2005 average daily admissions (i.e. 28.05) was also used as a point of comparison.
One of the challenges in time series analyses is the selection of appropriate lags. That is, how many days back should one go back in history to identify appropriate predictors, and how many lags should be included; that is, was it just yesterday's humidity level that was important or was it yesterday's and the day before's? (See. for instance, study by Peng and Dominici 33 ). Most of the causal modelling research in asthma has limited the investigated lags to 14 days or fewer, but even with this constraint, there are 2 14 -1 (i.e. 16,383) possible combinations of lags for each of the three weather variables and each of the seven air quality variables. Two strategies were adopted to reduce the variable selection space; both strategies used the Akaike Information Criteria (AIC) as a measure of the fit of the models for the purposes of model development 40 and as a mechanism for removing variables that did not contribute to the models' fit. 39 The first strategy was to fit a model with the 7-day averages of each of the 10 predictors, 22 and use backward elimination to remove variables that were not statistically significant, while checking that the fit (AIC) improved. This was the 7-day average model. When data were missing in the 7-day period, the average of the remaining data was used. The second strategy was to conduct an exhaustive search of the fit (AIC) between the 2 14 -1 possible combination of lags and asthma admission, for each weather and air quality variable in turn. For any one variable, the smallest model that had an AIC no greater than 2 and more than the best fitting model was selected. 39 An initial model was developed using the combination of bestfit lags for all 10 predictors. Backward elimination was then used to remove variables that were not statistically significant, while ensuring that the fit (AIC) improved. This was the selected lags model. Unfortunately, when data were missing for a particular day, the ''missingness'' was propagated across the lags. Data were missing for 24 of the 730 days for air temperature, humidity and vapour pressure. No data were missing for the air quality measures.
Validation and forecasting. There has been considerable discussion in the literature about appropriate measures of forecasting accuracy. [40] [41] [42] We used three measures: root mean squared error (RMSE), because it has traditionally been widely used in forecasting evaluation 42 ; mean absolute percentage error (MAPE), because it is currently the most widely used measure of forecast accuracy 41 ; and mean absolute scaled error (MASE), because it has desirable properties for comparing across models. 40, 41 The RMSE is an error measure of the squared difference between an observation (A) and a forecast (F) at a given time, t, and is usually presented as follows
This approach for estimating the forecast error has the ability to capture an error that is not localised, but also not widely distributed in data. It also has the ability to differentiate error measures at different points in history.
The MAPE is an error measure based on generic percentages. MAPE is estimated as follows
where A t is the true value, F t is the forecast value, and n and t represent the number of individuals and time, respectively. MAPE is a useful measure because it is less cumbersome to report comparative forecast models. It is however worth noting that MAPE has a limitation in measuring or estimating forecast error when n ¼ 0. MASE is another approach for estimating forecasting error that compares forecast accuracy across a series on different scales. It is presented as follows
e t ¼ forecast error for a given period (t); and e t ¼ A t À F t . The MASE has been described in greater detail by Hyndman and Koehler. 41 The analyses were conducted in the R statistical environment (R Foundation for Statistical Computing, R Development Core Team, Vienna, Austria) and Stata statistical software version 11 (Stata Corp LP., College Station, Texas, USA).
Results
The summary statistics of the key variables used in the analyses are presented in Table 1 . During the hold-in period, the average daily number of admissions was 27.9 (SD ¼ 9.3), and in the hold-out period, it was 29.7 (SD ¼ 10.7). Because the hold-in and hold-out periods cover different periods of time in a year, it is unwise to try and interpret the difference. There appear, however, to be no radical differences in the means and ranges of the weather and air quality data for the hold-in and hold-out periods. Missing weather data are observable from the variations in sample size for both the hold-in and hold-out data.
A graph of asthma admissions from 1 January 2005 to 31 December 2006 is shown in Figure 1 . The separation between the hold-in and hold-out periods is indicated by a vertical line on 25 April 2006. Even over the 2-year period, there appear to be cycles for the admissions. There are two notable admission peaks that occur in the series, one in the early summer of 2005 (130 admissions) and one in the early summer of 2006 (77 admissions).
The base model against which the other models were compared was the seasonal, negative binomial model that was developed using the hold-in data; and forecasts were made using the seasonal model against the hold-out data. The initial 7-day average model was developed on the hold-in data. The model included season and the 7-day averages for all 10 available weather and air quality variables (AIC ¼ 3251). The reduced 7day average model had an AIC of 3245, that is, an improvement in AIC with a reduction in the number of predictors. The reduced 7-day average model included: season, air temperature, vapour pressure, carbon monoxide, sulphur dioxide, nitrogen oxide and PM 10 . Figure 2 shows the plot of the seasonal model and the reduced 7-day average model for the hold-in and hold-out (forecast) periods. In this illustration, the 7-day average model (solid black line) and the seasonal model (dashed black line) are shown over the time series of asthma admissions (grey line). Visually, the fit appears better for both the seasonal model and the 7-day average model for the hold-in period than the hold-out period. In the hold-out period, neither model seems to predict few enough admissions during the period of low admissions or a large enough number during the period of high admissions.
The selected lags models included season, and a total of 21 separate lags from 10 different weather and air quality variables. The AIC for the initial model fitted to the hold-in data was 2598. The reduced, selected lags model included season, three lags for air temperature (2, 6 and 9 days), three lags for humidity (2, 3 and 4 days), one lag for vapour pressure (14 day), two lags for ozone (7 and 14 days), one lag for nitrogen oxide (3 day) and one lag for formaldehyde (1 day). The AIC for the reduced model was 2585a definite improvement with a reduction in model size. Figure 3 shows the selected lags model (solid black line) and the seasonal model (dashed black line) over the time series of asthma admissions (grey line). The gaps in the fitted line for the selected lags models indicate the dates with missing data. Because missing data are propagated across the dataset when they are lagged, the dates with no fitted data occur relatively frequently. The fit of the selected lags model in the hold-in period appears to track the actual admission data better than in the hold-out period, with the forecasts cutting through the trough (occurring around late July 2006) and the peak (around early November 2006).
A comparison of the performance of the models was made using RMSE, MAPE and MASE (Table 2) . The seasonal model was used as the comparison model and provided the scaling factor for the calculation of MASE. The 2005 mean admissions was used as a naive model for comparison purposes. The selected lags model consistently underperformed the seasonal and the 7-day average models for the hold-in and the hold-out data and underperformed the mean model for a number of comparisons. The 7-day average model outperformed the seasonal model for both the hold-in and the hold-out data when the models were compared using MAPE. When compared using RMSE, the seasonal model outperformed the 7-day average model for the hold-out data, but not the holdin data. When compared using MASE, the seasonal model outperformed the 7-day average and selected lags models on the hold-in and hold-out data. The seasonal model and the 7-day average model consistently outperformed the mean model.
Discussion
In this study, we assessed the temporal variation in environmental exposures and asthma daily admissions in London over a 2-year period, using negative binomial models to iteratively model the effects of these exposures. We observed that seasonality was the main predictor of asthma daily admissions with little influence of additional meteorological data.
Health forecasting is important for health systems and services delivery and can provide additional decision-making tools/ways of doing more with existing resources and health data. 1, 5 Given its potential far reaching public health benefit, health forecasting for chronic health conditions like asthma, can guide the planning process and also safeguard resource utilisation in health delivery.
Environmental-weather and air quality-factors are known to have a significant causal effect on respiratory events, including asthma; and this has a small but significant literature. 6, 7 In contrast, forecasting future adverse respiratory events based on current and past weather and air quality factors is an inchoate field, 2, 7, 11 and within that field, there has been relatively little research looking at the forecasting of the demand for hospital services. [21] [22] [23] The task is important for ensuring the delivery of efficient and appropriate care according to the needs of the community. Three models were considered here. A base modelseasonal effects only-contrasted with a 7-day average model and a selected lags model, which included weather and air quality predictors consistent with the literature. 9, [13] [14] [15] [16] 27 The naive mean model was also included. The single most striking feature of the models was the importance of season as a predictor. For RMSE and MASE, season produced the best forecasting models, and the forecast accuracy deteriorated with the inclusion of weather and air quality data. Only for MAPE did the 7-day average model marginally outperform the seasonal model, and MAPE is known to be biased by analysing whether the forecast value is above or below the true value. 41 Even the mean model outperformed the selected lags model for the hold-out data for the RMSE and MASE measures.
The failure of weather and air quality models to outperform a seasonal model is surprisingly given the reported success of the Met Office COPD forecasting model 2 and other asthma forecasting models (Moustris et al. 22 ). However, there are some important differences in the approach, which may shed some light on this. The COPD model 2 included seasonal effects in the model and did not contrast the seasonal model with the combined seasonal, weather and air quality factors. The COPD model also used R 2 as the measure of fit, which is quite unreliable in forecasting, because one can obtain an R 2 of 1 and be consistently wrong. It is well known that for the last 40 years, air temperature exacerbates COPD 8 and air temperature is strongly seasonal. In a recent asthma forecasting model, season again was implicitly included in the model as dummy variables of month, 22 and again, there was no contrast model that just contained season. The study also used R 2 as a measure of fit as well as RMSE. The more widely accepted MAPE and recently proposed MASE were not used.
The 7-day average and season models were trivial to implement and do not rely on excessive numbers of weather or air quality factors. The selected lags model is computationally intensive, but appears to be of no real value over much more easily implemented models. There are, however, a number of limitations with the approach taken, and these need to be factored into decisions about future directions for research. The hold-out dataset on which the validation was conducted did not cover a full year. This means that predictions associated with certain times of the year were missed, and this would need to be considered in future research, utilising more than 2-years of data. The causal relationships between weather, air quality and asthma are not uniform across geographical locations. [27] [28] [29] [30] 35 That is, the findings cannot be uncritically generalised from one setting to another. A similarly cautious approach should be taken in the development of forecasting models. Where the approach may be used as a guide for future research, the specifics would almost certainly require ''localisation''.
There is a clear need in the health forecasting area for researchers to adopt consistent approaches that allow a ready comparison of models. Season is a basic factor influencing hospital utilisation for respiratory diseases, and it is important to know if (for the sake of simplicity) it is enough just to take account of season, or whether additional factors would add significantly to forecasting accuracy. Future research would need to explore alternative modelling techniques, and forecasting peak admissions rather than average admissions may ultimately be of greater value to health service planners. In situations like these when multivariate time series predictions become limited to temporal factors, because of the lack of exposure-related phenomena that predicts asthma admissions, it is suggested that non-linear techniques be used to complement predictions of particularly extreme events. One of such approaches is the use of quantile regression models that help to predict unusual events. 43 Other approaches may involve a detailed examination of the temporal fluctuations of daily admissions, in order to identify if the pattern of behaviour follow a power law/function that can be used in prediction. The latter approach is yet to be investigated with our dataset.
The daily hospital asthma admissions in London may be predicted and forecast using seasonal factors, and there is a little evidence that additional weather and air quality information would add to forecast accuracy. It is not trivial to assemble data on all the known confounders. A weakness in our study was the lack of data on some commonly known effects like viral or influenza epidemics and pollen counts, which have a major influence in exacerbating respiratory diseases. Furthermore, obtaining representative population exposure measures for a wide and diverse area like London is difficult. This is because weather conditions and air pollutant levels vary widely even in small areas, and, more particularly, between indoors and outdoors. It is therefore difficult to know if this result is unexpected, because other forecasting studies seem to have included seasonal factors as a matter of course. The computationally intensiveexhaustive search for the best fitting lags results in a relatively poorly fitting model. There is real potential value for relatively simple models in forecasting demand for hospital services, and hence this article presents an opportunity for further analysis and forecasting of asthma daily admissions in London using any available current data.
