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Notations et onventions
≡ égal par dénition
gµν métrique minkowskienne
ηµν métrique du ne de lumière
ωp ≡
√
(po)2 − (pi)2 énergie sur ouhe de masse dans le as minkowskien
ξ− ≡ (p⊥)2+m2p+ énergie sur ouhe de masse sur le ne de lumière
poff ≡ (p−, p+, p⊥) [ou (po, pi)℄, impulsion hors ouhe de masse (o-shell)
pon ≡ (ξ−, p+, p⊥) [ou (ωp, pi)℄, impulsion sur ouhe de masse (on-shell)
〈x, y〉M ≡ xoyo − xiyi produit salaire minkowskien
〈x, y〉CL ≡ 12x+y− + 12x−y+ − x⊥y⊥ produit salaire du ne de lumière (dans la onvention de
Brodsky-Lepage)
sgn(x) fontion signe de x, =

1 si x > 0
−1 si x < 0
0 si x = 0
θ(x) fontion éhelon de x, =

1 si x > 0
0 si x < 0
1
2 si x = 0
CLP(AP) Conditions aux Limites Périodiques (Anti-Périodiques)
La lettre x représentera indiéremment la variable x unidimensionnelle, le quadruplet de oordonnées
(xo, x1, x2, x3), ou (x+, x−, x⊥), selon le ontexte. On utilisera le mot lassique pour signier non
quantique et onventionnelle pour qualier la quantiation dans l'Instant Form. Enn toutes les
sommations seront eetuées dans la onvention d'Einstein.

Introdution
"Pour l'essentiel, e point de vue subsiste enore
aujourd'hui et forme le dogme entral de la théorie quantique des
hamps : la réalité essentielle est un ensemble de hamps soumis
aux lois de la relativité restreinte et de la méanique quantique ;
tout le reste n'est qu'une onséquene de la dynamique
quantique de es hamps."
Steven Weinberg
Une des tâhes essentielles de la physique théorique du vingtième sièle a été d'élaborer une théorie
rassemblant le prinipe de relativité d'Einstein ave eux de la méanique quantique. Le résultat,
la Théorie Quantique des Champs, est le fondement atuel du Modèle Standard de la physique des
partiules. De façon plus inattendue, elle permit aussi de grands progrès dans la ompréhension de
la physique statistique, notamment pour les phénomènes ritiques. Son élément entral, le hamp
quantique, est en eet un objet qui permet de dérire des interations à nombre inni de degrés de
liberté, e qui est néessaire dans la théorie relativiste, où l'équivalene masse-énergie implique un
nombre de partiules indéterminé, mais aussi dans les modèles dérivant les phénomènes ritiques.
Le proessus de quantiation, dans sa version anonique par prinipe de orrespondane, s'eetue à
partir de la formulation hamiltonienne, en faisant orrespondre aux rohets de Poisson, les ommu-
tateurs des variables anoniques, onsidérées omme des q-nombres. Dans ette optique, l'élaboration
d'une théorie quantique ET relativiste demande don omme préalable une formulation hamiltonienne
de la dynamique relativiste. En 1945 Dira [12℄ montre que, ontrairement au as lassique, une telle
formulation n'est pas unique. A té de la formulation onventionnelle, qu'il nomme Instant Form,
oexistent deux autres formulations (on montrera plus tard [38℄ qu'il en existe en fait inq) : la Front
Form et la Point Form. Dans l'Instant Form, la surfae des onditions initiales est l'hyperplan t=te,
dans la Point Form 'est un hyperboloïde de révolution, et dans la Front Form il s'agit d'un hyperplan
tangent au ne de lumière. Ces formulations sont équivalentes mais elles présentent des partiularités
très diérentes.
Bien que l'essentiel de la Théorie Quantique des Champs se soit développé dans le adre de l'Instant
Form, des reherhes sont poursuivies depuis Dira pour bâtir une TQC quantiée sur le ne de lumière
(LCQ) ('est-à-dire dans la Front Form). La question de savoir si l'équivalene de es formulations
survit au proessus de quantiation est une question enore ouverte. L'enjeu est de taille ar l'une des
propriétés essentielles de la LCQ est la trivialité de l'état fondamental de l'hamiltonien en interation,
'est-à-dire l'état du vide, e qui simplie onsidérablement les aluls. Mais ette médaille semble avoir
un bien sombre revers puisque alors, dira-t-on, la LCQ ne pouvant pas dérire un autre vide que le vide
trivial, restera antonnée au domaine perturbatif. En fait la LCQ semble bien apable de dérire un
vide non trivial, du moins dans les théories de hamps salaires, où le phénomène de brisure spontanée
de symétrie à été dérit ave suès [26℄ [1℄ [48℄. La struture du vide ne pouvant se trouver dans le ket
fondamental, elle apparaît en fait dans les opérateurs de mode zéro du hamp, qui dépendent des autres
modes par une ou des relations aussi omplexes que l'hamiltonien en interation. Cette situation est
aratéristique de la LCQ : elle semble bien dérire la même physique que la TQC onventionnelle mais
par des onepts, des méthodes et des aluls très diérents. L'objetif ultime ahé de es reherhes
est une formulation onsistante de QCD sur le ne de lumière, ave l'espoir que les simpliations
apportées sur l'état fondamental de l'hamiltonien permettent de dérire des domaines non pertubatifs,
impossibles à atteindre en quantiation onventionnelle. Beauoup de progrès ont été réalisés [60℄ [33℄
[19℄ [47℄ [7℄ mais le but n'est pas enore atteint.
Notre travail se situe dans le adre plus restreint de la théorie salaire φ4, qui est bien onnue dans
l'Instant Form et qui permet don des omparaisons entre les deux formulations. La détermination
des modes zéros des hamps est une étape essentielle. Des tentatives ont été eetuées, en utilisant
une approximation de hamp moyen. Cette thèse s'insrit dans la ontinuité de reherhes qui visent
à obtenir une expression des modes zéros par d'autres moyens dans le but d'obtenir des résultats
non perturbatifs. La première méthode étudiée utilise un développement en série de Haag assoié
à un traitement des hamps au sens des distributions. Cette méthode permet en outre un traitement
satisfaisant des divergenes infrarouges et ultraviolettes et nous a permis d'élairir la nature de la limite
entre la desription disrète et la desription ontinue sur l'exemple de la fontion de Pauli-Jordan.
Nous avons également obtenu des résultats dans l'étude de la transition de phase qui se omparent
avantageusement ave eux des méthodes onventionnelles. Le deuxième proédé étudié onsiste à
rajouter à la théorie φ4 une symétrie interne O(N) pour permettre un développement des modes zéros
en série de 1/N. Nos travaux omplètent et préisent eux déjà eetués dans e domaine, notamment
en e qui onerne les hamps et les propagateurs. Néanmoins l'étude de la transition de phase dans e
formalisme reste à mener.
Première partie
Fondements de la physique sur le ne
de lumière
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Chapitre 1
Les formes de la dynamique relativiste
"Working with a front is a proess that is unfamiliar to physiists.
But still I feel that the mathematial simpliation that it introdues
is all-important. I onsider the method to be promising and have reently
been making an extensive study of it. It oers new opportunities,
while the familiar instant form seems to be played out."
P.A.M. Dira (1977)
1.1 Dynamique relativiste du point
En guise d'introdution à la Front Form nous allons examiner le as de la dynamique relativiste d'une
partiule pontuelle libre.
Son ation a une origine géométrique, 'est la longueur de son histoire, prise entre deux événements
xes A et B :
S = −m
∫
A→B
ds
où ds est l'absisse urviligne : ds =
√
gµνxµxν =
√
(xo)2 − (xi)2
Pour faire apparaître un lagrangien, il faut introduire un paramètre d'évolution τ , généralement inter-
prété omme étant le temps :
S = −m
∫ τB
τA
dτ
√
(
dxo
dτ
)2 − (dx
i
dτ
)2
Il paramétrise l'histoire de la partiule xo = xo(τ) et xi = xi(τ). Le lagrangien assoié à e hoix de
paramètre s'érit don :
Lτ (x
o, xi) = −m
√
(x˙o)2 − (x˙i)2
où le point désigne la dérivation par rapport à τ .
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CHAPITRE 1. LES FORMES DE LA DYNAMIQUE RELATIVISTE
La propriété essentielle pour la suite est que ette ation est invariante sous hangement de τ (on dit
qu'elle est invariante sous reparamétrisation) :
τ ′ = f(τ) ⇒ S′ = S
ave τ ′
A
= τA et τ
′
B
= τB
Un hoix habituel onsiste à dire que τ est le temps propre de la partiule, soit :
dτ = ds
e qui permet de dénir une 4-vitesse (puisque ds est un salaire de Lorentz alors u
µ ≡ dxµdτ est bien
un 4-veteur). Ce hoix n'est ependant pas adapté à une formulation lagrangienne de la dynamique
puisqu'il dénit omme lagrangien Lτ = −m .
Un autre hoix possible est le temps de l'observateur τ = xo pour lequel le lagrangien s'érit :
Lxo = −m
√
1− dx
i
dxo
Dans le as général les équations du mouvement s'érivent :
d
dτ
x˙µ√
(x˙o)2 − (x˙i)2 = 0
soit
x¨µ(x˙ν .x˙v)− x˙µ(x¨v.x˙v) = 0
Sur es quatre équations seules trois sont indépendantes.
On onstate en outre que la hessienne
Wµv ≡ ∂
2L
∂x˙µ∂x˙v
= − m
2
(x˙σ .x˙σ)
[gµv(x˙
σ .x˙σ)− x˙µx˙v]̟
est de rang 3. Il y a une valeur propre nulle x˙µWµv = 0
Le lagrangien est don singulier. Le passage à la formulation hamiltonienne néessite l'utilisation de
l'Algorithme de Dira-Bergmann (DBA).
1
Les moments onjugués de xµ sont :
−pµ ≡ ∂L
∂(x˙µ)
= m
x˙µ√
x˙2
(1.1)
1
Cf. appendie A. On peut aussi utiliser tout autre méthode adaptée omme, par exemple, elle de Fadeev-Jakiw [16℄
qui présente l'avantage de traiter diretement les ontraintes seondaires.
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1.1. DYNAMIQUE RELATIVISTE DU POINT
(où le signe moins est onventionnel et x˙2 ≡x˙ν .x˙v )
Ces quatre moments sont liés par une ontrainte (omme l'indique le rang trois de la hessienne) qui
n'est autre que la relation de ouhe de masse :
pµ.pµ = 0
L'inversion des relations (1.1) donne
x˙i(τ) =
pi
po
x˙o(τ)
qui ne dit rien sur x˙o.
Comme dans la formulation lagrangienne il y a une indétermination.
L'hamiltonien anonique est même nul :
Hc ≡ −pµx˙µ − L = 0
Tout ei est aratéristique des ations invariantes sous reparamétrisation. Utilisons DBA :
La relation de ouhe de masse dénit une ontrainte primaire :
θ(τ) ≡ p2 −m2 (1.2)
et l'hamiltonien primaire s'érit :
H1 = u(τ).θ(τ)
où u(τ) est un multipliateur de Lagrange. On onstate immédiatement que θ(τ) est une ontrainte de
première lasse :
{θ(τ), θ(τ)} = 0
et don la ondition de onsistane θ˙(τ) = 0 ne permet pas la détermination de u(τ). Les équations
d'Hamilton, enore indéterminées à e stade, s'érivent :{
x˙µ = {xµ, H1} = −2u(τ)pµ
p˙µ = {pµ, H1} = 0
Pour déterminer u(τ) et xer la dynamique il faut imposer une ondition subsidiaire (ou de jauge) sur
les variables dynamiques et sur τ :
Ω(xµ, τ) = 0
Sa relation de onsistane s'érit :
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Ω˙(τ) ≡ ∂Ω
∂τ
+ {Ω, H1} = 0
et on en tire :
u(τ) =
∂Ω
∂τ
1
2 ∂Ω∂xσ p
σ
On voit qu'il est ruial que Ω dépende à la fois de τ et au moins de l'un des xσ.
Cette ondition subsidiaire exprime don le paramètre d'évolution en fontion des oordonnées et
orrespond à un hoix de paramétrisation. On peut l'érire sous la forme :
Ω(xµ, τ) = τ − F (xµ) (1.3)
Dans le as onventionnel elle s'érit simplement :
Ω(xµ, τ) = τ − xo
qui donne u(τ) = − 12po
L'hamiltonien primaire est alors
2 H1 = − p
2−m2
2po
et les équations d'Hamilton : {
x˙i = {xi, H1} = p
i
po
p˙i = {pi, H1} = 0
1.2 Les formes de Dira
La dynamique relativiste d'une partiule est don engendrée pour partie par la ontrainte primaire
(1.2) et pour partie par la ondition subsidiaire (1.3). La première ontient l'information dynamique et
la seonde xe le paramètre d'évolution. Dira s'est demandé ombien de hoix possibles il y avait pour
ette ondition Ω. Choisir un paramètre de temps revient à xer la surfae sur laquelle on exprime les
onditions initiales. De fait, à haque Ω orrespond une foliation de l'espae de Minkowski paramétrée
par τ = F (xµ) = cte. A une surfae donnée orrespond un temps unique xé (dans le as habituel
τ = xo , il s'agit bien sûr des hyperplans de genre espae orthogonaux à l'axe xo) , une métrique et un
système de oordonnées naturel.
Appelons ξi(xµ) les trois oordonnées qui paramétrisent notre surfae et ξo(xµ)≡ τ le temps. Alors
ds =
√
gµνdxµdxν =
√
gµν
∂xµ
∂ξα
∂xν
∂ξβ
dξαdξβ
2
Cet hamiltonien est équivalent à l'hamiltonien habituel Hp =
p
(pi)2 +m2 (on vérie qu'il engendre les mêmes équa-
tions d'Hamilton). Pour l'obtenir, il sut de onsidérer la ontrainte sous la forme (équivalente) θ = po−
p
(pi)2 +m2 ≈ 0.
Alors u(τ) = −1 et H1 ≡ uθ = −po+
p
(pi)2 +m2. Comme xo = τ n'est plus une variable dynamique, sa variable onju-
guée po se omporte omme une onstante et n'est plus une variable dynamique (la dérivation par rapport à po disparaît
des rohets de Poisson). L'ériture la plus simple de l'hamiltonien est bien H1 =
p
(pi)2 +m2.
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où
ηαβ ≡ gµν ∂x
µ
∂ξα
∂xν
∂ξβ
(1.4)
est la métrique naturelle pour es oordonnées (ηij est la métrique de la surfae τ = F (x
µ) = cte).
Pour être aeptables les surfaes initiales doivent respeter la ondition de ausalité suivante : ouper
toutes les lignes d'univers, une seule et unique fois. En outre toute formulation de la dynamique relati-
viste doit engendrer une représentation du groupe de Poinaré en termes de ses variables dynamiques.
Ces onditions sont très restritives et Dira a montré [12℄ qu'il n'existe que trois sortes de surfaes qui
la respetent
3
: l'Instant Form, la Point Form et la Front Form. La question se pose de savoir quelle
est la meilleure surfae initiale, don la meilleure formulation de la dynamique relativiste. Il n'y a pas
de réponse absolue à ette question et haque formulation semble jouir d'avantages et d'inonvénients
selon les situations auxquelles on l'applique.
Cependant on s'attend à e que la dynamique d'un système relativiste soit la plus simple possible
si le nombre de générateurs du groupe de Poinaré qui font évoluer le système hors de la surfae
intiale est minimum. On appelle es générateurs les générateurs dynamiques, puisqu'ils ontiennent les
informations sur l'interation. Les autres, qui forment un groupe, dit de stabilité, laissent invariante la
surfae initiale et sont appelés générateurs inématiques.
Une transformation de Poinaré s'érit :
U(ωµν , aµ) = e
− 12Mµνωµν+Pµaµ
où Mµν et Pµ sont les générateurs :
Moi = Ki génèrent les boosts,
M ij = ǫijkJk génèrent les rotations, et
Pµ génèrent les translations d'espae-temps
et ωµν et aµ sont les paramètres. Les tenseurs M
µν
et ωµν étant antisymétriques et de même struture.
Ces générateurs obéissent à l'algèbre de Lie du groupe de Poinaré :
[Pµ, P ν ] = 0
[Mµν , P ρ] = gνρPµ − gµρP ν
[Mµν ,Mρσ[ = gµσMνρ + gνρMµσ − gµρMνσ − gνσMµρ
(1.5)
Une réalisation simple de ette algèbre à l'aide des variables dynamiques est :
Pµ ≡ pµ, et Mµν ≡ xµpν − xνpµ (1.6)
ave
{xµ, pν} = −gµν (1.7)
Cette réalisation est triviale dans le sens où elle ne dérit auune interation et ne représente auun
hoix de paramétrisation.
3
En fait Leutwyler et Stern [38℄ ont montré plus tard qu'il en existait 2 de plus. Il y a don 5 formes pour la dynamique
relativiste mais, à notre onnaissane, es deux dernières formes n'ont pas (enore ?) trouvé d'utilisation pratique.
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Une transformation innitésimale s'érit :
δU(ωµν , aµ) = −1
2
Mµνδωµν + P
µδaµ
et l'ation de δU sur une fontion salaire F (xµ) est :
δF = {F, δU} = ∂νF ∂(δU)∂pν = −xµ∂νF.δωµν + ∂νF.aν
= − 12 (xµ∂ν − xν∂µ)F.δωµν + ∂µF.aµ (1.8)
Examinons à présent les 3 formes de Dira.
 L'INSTANT FORM
C'est la formulation onventionnelle de la dynamique relativiste.
Paramètre d'évolution : τ ≡ xo
Surfae intiale : Σ : xo = 0
Coordonnées naturelles : xµ (oordonnées lorentziennes)
La métrique naturelle est bien sûr la métrique minkowskienne :
gµν =

1
−1
−1
−1
 (1.9)
Représentation du groupe de Poinaré
Pour bâtir la représentation du groupe de Poinaré engendrée par l'Instant Form nous devons ajouter
dans (1.6) l'information sur la dynamique (1.2) et sur le hoix de l'Instant Form (1.3). Cela revient à
éliminer la variable po dans (1.6) et à prendre xo = 0. On obtient :
P i = pi M ij = xipj − xjpi
P o = ωp M
io = xiωp
avec ωp ≡
√
(pi)2 +m2
Groupe de stabilité :
L'ation d'une tranformation de Poinaré (1.8) sur la surfae initiale F (xµ) ≡ xo donne :
δF = {F, δU} = −xiδωio + δao
On lit sur ette relation les générateurs dynamiques :
 l'hamiltonien : P o
 les 3 boosts : K1, K2, K3
et les générateurs inématiques :
 les 3 translations d'espae : P 1, P 2, P 3
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 les 3 rotations : J1, J2, J3
Le groupe de stabilité est don de dimension 6.
 LA POINT FORM
Paramètre d'évolution : τ =
√
xσxσ
Surfae initiale : Σ : (xo)2 − (x1)2 − (x2)2 − (x3)2 = cte. Il s'agit des hyperboloïdes de révolution
entrés autour du point 0
4
. Ils sont entièrement ontenus à l'intérieur du ne de lumière et respetent
la ondition de ausalité, exepté pour le as τ = 0, où l'hyperboloïde se réduit au ne de lumière qui
n'est pas une surfae aeptable. Pour éviter ela on hoisit τ > 0.
Coordonnées naturelles :
Les oordonnées naturelles sont les oordonnées hyperboliques :
x0 = τchω
x1 = τshωsinθcosϕ
x2 = τshωsinθsinϕ
x3 = τshωcosϕ
De (1.4) et (1.9) on tire la métrique loale de l'hyperboloïde :
1 0 0 0
0 −τ2 0 0
0 0 −τ2sh2ω 0
0 0 0 −τ2sin2θsh2ω

Représentation du groupe de Poinaré : On pourrait, de la même façon que préédemment,
éliminer dans (1.6) la variable dynamique assoiée à τ , mais les oordonnées hyperboliques ompliquent
un peu l'opération. Il est plus simple de suivre la méthode Dira qui onsiste à introduire dans (1.6) la
ontrainte (1.2) ave des multipliateurs de Lagrange λµ et λµν qui seront déterminés en demandant
que les rohets de Poisson de Pµ et Mµν ave xσxσ soient nuls :
Pµ = pµ + λµ(pσpσ −m2)
Mµν = xµpν − xνpµ + λµν(pσpσ −m2)
Il vient :
λµ = − x
µ
2(pσxσ)
et λµν = 0
et don
Pµ = pµ − xµ2(pσxσ)(pσpσ −m2)
Mµν = xµpν − xνpµ
4
On pourrait, en dénissant τ =
√
x2 − a2, entrer es hyperboloïdes autour de tout autre point.
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Générateurs et groupe de stabilité : On lit diretement sur la représentation préédente que les
rotations et les boosts sont inématiques dans la Point Form, e qui n'est pas surprenant puisque les
surfaes initiales Σ : τ =
√
xσxσ = cte sont des salaires sous le groupe de Lorentz. C'est d'ailleurs là le
prinipal avantage de la Point Form. Les 4 moments Pµ sont dynamiques, le groupe de stabilité est don
de dimension 6, omme dans l'Instant Form. L'autre avantage de la Point Form est que la séparation
entre générateurs inématiques et dynamiques respete le aratère tensoriel de es quantités rendant
les équations transparentes à e point de vue. Cependant les oordonnées hyperboliques rendent la
quantiation partiulièrement diile et peu de travaux ont été eetués [17℄ [56℄ dans ette forme de
la dynamique relativiste.
1.3 La Front Form
C'est la formulation dans laquelle on va se plaer dans toute la suite de e travail.
Paramètre d'évolution : On hoisit omme axe temps l'axe τ ≡ xo+x3 . C'est l'une des génératries
du ne de lumière.
Surfae intiale : La surfae orrespondante a pour équation : Σ : xo−x3 = 0. C'est l'hyperplan tangent
au ne de lumière et orthogonal (au sens minkowskien) à l'axe xo + x3 = 0. On l'appelle parfois le
front de lumière
5
. La ondition de ausalité n'est pas pleinement satisfaite pour les partiules de
masse nulle, puisque leurs histoires sont ontenues dans le front de lumière. On peut don s'attendre
(et 'est e qui arrive) à avoir des problèmes pour formuler sur le ne de lumière les théories à masses
nulles. Dans la suite on s'intéressera seulement aux théories massives.
5
Le hoix de τ ≡ xo + x3 omme paramètre d'évolution est purement onventionnel. On pourrait pareillement hoisir
τ ≡ xo − x3 et Σ : xo + x3 = 0. Notre hoix est ependant le plus répandu dans la littérature.
20
1.3. LA FRONT FORM
Cne et front de lumière
Coordonnées naturelles :
Les oordonnées naturelles de la Front Form sont elles du ne de lumière :
xµCL = C
µ
νx
ν avec Cµν ≡

1 0 0 1
0 1 0 0
0 0 1 0
1 0 0 −1

On notera
Cµ
ν ≡ [C−1]νµ=

1
2 0 0
1
2
0 1 0 0
0 0 1 0
1
2 0 0 − 12

En pratique
6
:
xoCL = x
o + x3 ≡ x+
x1CL = x
1
x2CL = x
2
x2CL = x
o − x3 ≡ x−
Les omposantes inhangées x1, x2, notées olletivement xi ou x⊥, sont dites transverses, tandis que
la omposante x−est dite longitudinale7.
La métrique induite s'obtient à partir de (1.4) et de (1.9) :
6
L'indie CL sera sous-entendu partout où on utilisera les indies +,⊥, et−. Ainsi par exemple xoCL = x+. Par ailleurs
on notera que e système de oordonnées n'est plus lorentzien puisque le déterminant de C est -2.
7
Ces appellations proviennent du  référentiel de moment inni  ( innite momentum frame ). Voir plus loin.
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ηµν =

0 0 0 12
0 −1 0 0
0 0 −1 0
1
2 0 0 0
 (1.10)
et onduit au produit salaire
x.y =
1
2
x+y− +
1
2
x−y+ − x⊥y⊥
Le aratère antidiagonal de (1.10) dans les indies + et − a pour eet, lors du passage des oordonnées
ontravariantes aux oordonnées ovariantes, de hanger aussi la nature de la omposante :
x+ = 12x−
x− = 12x+
Cei est partiulièrement important pour les opérateurs diérentiels, puisque :
∂− = ∂∂x− =
1
2
∂
∂x+ =
1
2∂+
∂− = ∂∂x− = 2
∂
∂x+
= 2∂+
ne dérivent pas par rapport à la même variable. C'est pour ela que les équations dynamiques sur le
ne de lumière ont une struture diérente de elles de l'Instant Form. D'autre part le développement
du produit salaire :
p.x =
1
2
p+x− +
1
2
p−x+ − p⊥x⊥
montre que si x+ est la oordonnée de temps alors 'est p− , 'est-à-dire la quatrième omposante du
4-veteur p, qui est l'énergie du système.
Représentation du groupe de Poinaré
Dans les oordonnées du ne de lumière la ontrainte (1.2) s'érit :
p− =
(p⊥)2 +m2
p+
(1.11)
Cette relation se diérenie de son analogue dans l'Instant Form sur plusieurs points :
 absene de raine arrée
 p+ et p− sont de même signe
 disontinuité en p+ = 0
qui suggèrent que la physique sur le ne de lumière doit s'exprimer de façon radialement diérente.
Nous reviendrons sur es points dans la suite. On peut aussi remarquer que la limite des grandes
énergies p− peut s'obtenir ave de grands p⊥ , mais aussi ave de petits p+, e qui a des onséquenes
majeures sur la renormalisation et onstitue la base des travaux de Wilson sur l'appliation du groupe
de renormalisation aux théories sur le ne de lumière [63℄
De (1.11) et de (1.6), et en prenant x+ = 0, on tire la représentation du groupe de Poinaré :
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P+ = p+ M−+ = x−p+
P⊥ = p⊥ M⊥+ = x⊥p+
P− = ξ−p M
⊥− = x⊥ξ−p − x−p⊥
et M12 = x1p2 − x2p1
avec ξ−p ≡ (p
⊥)2+m2
p+
(1.12)
Générateurs et groupe de stabilité :
Erivons les générateurs dans les oordonnées du ne de lumière :
PµCL = C
µ
νP
ν, MµνCL = C
µ
αM
αβCνβ
donne :
P+ = P o + P 3
P− = P o − P 3
P⊥ = P 1, P 2
M+1 = J2 +K1 ≡ E1
M+2 = −J1 +K2 ≡ E2
M+− = −2K3
M−1 = −J2 +K1 ≡ F 1
M−2 = J1 +K2 ≡ F 2
M12 = J3
L'ation de es générateurs sur la surfae intiale Σ : x+ = 0 est, d'après (1.8) :
δF = {F, δU} = −2x⊥δω⊥− + 2δa−
où on lit les générateurs dynamiques :
 l'hamiltonien P−
 les M⊥−, 'est-à-dire F 1 et F 2 qui génèrent les rotations autour des diretions transverses
et les générateurs inématiques
8
:
 Les 3 translations d'espae P+, P 1, P 2
 les M⊥+, 'est-à-dire E1 et E2 qui génèrent les boosts dans les diretions transverses
 M12, 'est-à-dire J3 le générateur des rotations autour de l'axe longitudinal
 M+−, 'est-à-dire −2K3 le générateur des boosts dans la diretion longitudinale.
C'est don dans la Front Form que le groupe de stabilité, de dimension 7, est maximal.
Quelques propriétés du groupe de Poinaré sur le ne de lumière :
Un boost longitudinal est un simple hangement d'éhelle. La représentation matriielle de K3 dans
une base lorentzienne étant
8
Le générateur K3 n'est inématique que si l'on hoisit expliitement x+ = 0 , à l'exlusion de tout autre onstante,
ontrairement aux autres générateurs inématiques qui le restent pour toute surfae du type x+ = cte.
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[K3Lz]
µ
ν =

0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

on en déduit sa représentation sur le ne de lumière :
[K3CL]
µ
ν = Cα
ν [K3Lz]C
β
ν =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 −1

Si on onsidère deux systèmes de oordonnées reliés par un boost longitudinal de rapidité ω , soit
x
′µ = e−
1
2ω(−2[K3CL]µν)xν , on obtient :
x
′+ = eωx+
x
′− = e−ωx−
Ainsi le omportement du système dans un tel boost est partiulièrement simple. On peut à nouveau
remarquer que seule la surfae x+ = 0 est invariante.
A l'aide de (1.12) et de (1.7) on peut aluler sans diulté les relations de ommutation (f. tableau
i-après). On voit apparaître plusieurs strutures :
 J3, F 1 et F 2 forment un sous-groupe :
{F 1, F 2} = 0
{J3, F i} = ǫijF j
 K3, E1, et E2 forment un sous-groupe du groupe de stabilité :
{E1, E2} = 0
{K3, Ei} = Ei
 P i, P−, P+Ei, et J3 onstituent un sous-groupe isomorphe au groupe de Galilée à 1+1 dimensions :
{J3, Ei} = ǫijEi
{J3, P i} = ǫijP i
{Ei, P−} = −2P i
{Ei, P j} = −δijP+
ave tous les autres rohets de Poisson qui sont nuls. On peut vérier l'isomorphisme en identiant P−
à l'hamiltonien, P i aux deux générateurs des translations d'espae, J3 à la rotation, Ei aux deux boosts
galiléens et P+ à la masse qui est l'opérateur de Casimir. L'existene de e sous-groupe galiléen laisse
supposer qu'on va retrouver dans la dynamique sur le ne de lumière ertains aspets de la dynamique
galiléenne. Et 'est eetivement e qui se passe. On peut montrer [58℄ [32℄ que dans un système de
partiules en interation sur le ne de lumière, le mouvement relatif déouple du mouvement global
du entre de masse, exatement omme dans le as non relativiste.
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P− P+ P 1 P 2 E1 E2 J3 K3 F 1 F 2
P− 0 0 0 0 2P 1 2P 2 0 P− 0 0
P+ 0 0 0 0 0 0 0 −P+ 2P 1 2P 2
P 1 0 0 0 0 P+ 0 −P 2 0 P− 0
P 2 0 0 0 0 0 P+ P 1 0 0 P−
E1 −2P 1 0 −P+ 0 0 0 −E2 −E1 2K3 −2J3
E2 −2P 2 0 0 −P+ 0 0 E1 −E2 2J3 2K3
J3 0 0 P 2 −P 1 E2 −E1 0 0 F 2 −F 1
K3 −P− P+ 0 0 E1 E2 0 0 −F 1 −F 2
F 1 0 −2P 1 −P− 0 2K3 −2J3 −F 2 F 1 0 0
F 2 0 −2P 2 0 −P− 2J3 −2K3 −F 1 F 2 0 0
Groupe de Poinaré sur le ne de lumière : le retangle gris foné est le groupe
de stabilité, le retangle en gris lair (hevauhant le préédent) est le sous-groupe galiléen.
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Chapitre 2
La théorie quantique des hamps sur le
ne de lumière
"Qu'exige la lumière ? Que tu t'y perdes."
Vilhelm Ekelund
2.1 L'algèbre de Poinaré pour les hamps
Dans la suite on va onsidérer une théorie d'un hamp salaire φ(x) dotée d'une interation V (φ) sans
terme dérivatif :
L ≡ 1
2
∂µφ∂µφ− 1
2
m2φ2 − V (φ) (2.1)
Suite à l'invariane de Poinaré de e lagrangien on sait, par appliation du théorème de Noether, qu'il
existe 2 ourants onservés :
square le tenseur énergie-impulsion T µν ≡ ∂L∂(∂µφ)∂νφ− ηµνL = ∂µφ∂νφ− ηµνL
square et le tenseur boost-angulaire Jρµν ≡ T ρνxµ − T ρµxν
dont les intégrales à travers une surfae initiale Σ : τ = F (x) sont les harges onservées :
Pµ ≡ ∫
Σ
T µνdσν
Mµν ≡ ∫ΣJρµνdσρ
qui obéissent à l'algèbre de Lie du groupe de Poinaré.
Plaçons-nous sur le ne de lumière :
L ≡ 1
2
∂+φ∂−φ− 1
2
(∂⊥φ)2 − 1
2
m2φ2 − V (φ) (2.2)
donne l'équation du mouvement :
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(∂+∂− +m2)φ = −δV (φ)
δφ
(2.3)
L'élément de surfae de la surfae Σ : τ = x+ = 0 s'érit :
dσµ =
1
2
dx−d2x⊥nµ
ave nµ ≡

1
0
0
0
veteur normal à Σ . On obtient pour les générateurs :
Pµ = 12
∫
T µ+dx−d2x⊥
Mµν = 12
∫
(T+νxµ − T+µxν)dx−d2x⊥
Dans le as du hamp libre (V = 0 ) on obtient expliitement :
P+ = 12
∫
dx−d2x⊥(∂+φ)2
P⊥ = 12
∫
dx−d2x⊥[∂+φ∂⊥φ]
P− = 12
∫
dx−d2x⊥[(∂⊥φ)2 +m2φ2]
J3 = 12
∫
dx−d2x⊥∂+[x1∂2φ− x2∂1φ]
K3 = 14
∫
dx−d2x⊥x−(∂+φ)2
Ei = 12
∫
dx−d2x⊥xi(∂+φ)2
F i = 12
∫
dx−d2x⊥
[
xi[(∂⊥φ)2 +m2φ2]− x−∂+φ∂iφ]
2.2 Une théorie singulière
A partir de maintenant, on va se plaer à 1+1 dimensions. Le terme inétique du lagrangien (2.2) est
linéaire dans les vitesses
∂φ
∂x+ =
1
2∂
−φ et ela signie que le lagrangien est singulier1. Le référentiel du
ne de lumière ne peut don pas être approhé par une suite de référentiels de Lorentz dont on ferait
tendre l'impulsion p3 vers l'inni2. Une telle limite est disontinue puisque dans tout référentiel lorent-
zien le lagrangien (2.1) demeure régulier : les strutures simpletiques sont diérentes. Historiquement
1
La hessienne est identiquement nulle : W (x, y) = δ
2L
δ[∂−φ(x)]δ[∂−φ(y)] = 0
2
On onsidère un référentiel lorentzien, qu'on appelle référentiel de moment inni, se déplaçant selon l'axe x3 à vitesse
v par rapport à elui du laboratoire. On a p3IMF =
p3+vpo√
1−v2
. Dans la limite v → 1 l'impulsion longitudinale p3IMF devient
innie et la desription du mouvement s'eetue en unité de α ≡ p3 + vp0 qui reste ni. Dans ette limite du moment
inni, α s'identie à l'énergie p− sur le ne de lumière.
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'est ependant par e biais que de nombreuses reherhes ont ommené, notamment ave Weinberg
[62℄ et Susskind [58℄ .
Il faut don utiliser l'algorithme de Dira-Bergmann pour onstruire la dynamique. Le moment onjugué
du hamp est :
Π ≡ ∂L
∂( ∂φ∂x+ )
= ∂+φ
qui est indépendant de ∂−φ et engendre la ontrainte primaire :
θ(x) = Π(x)− ∂+φ(x) ≈ 0 (2.4)
L'hamiltonien primaire s'érit :
H1(x
+) = HC(x
+) +
∫
dy µ(y)θ(y)
où Hc est l'hamiltonien anonique
HC =
∫
dx−
[
1
2
m2φ(x)2 + V (φ(x))
]
Sahant que
δθ(x)
δφ(z) = − δ(∂
+φ(x))
δφ(z) = −∂
+(δφ(x))
δφ(z) = −∂+x δ(x− z)
δθ(x)
δΠ(z) = δ(x− z)
(2.5)
on obtient pour la matrie des ontraintes primaires :
C(x, y) = ∂−y δ(y − x)− ∂−x δ(x− y)
C'est un opérateur diérentiel dont l'ation sur une fontion f quelonque est :∫
dy C(x, y)f(y) = −4∂f(x)
∂x−
La ondition de onsistane s'érit :
θ˙(X) = {θ(x), H1} = {θ(x), HC(x+)} +
∫
dyC(x, y)µ(y)
soit
∂
∂x−
µ(x) =
1
4
B(x) (2.6)
ave B(x) ≡ −{θ(x), HC(x+)}. La forme de C(x, y) montre que l'unique ontrainte θ(x) est de
deuxième lasse. L'équation (2.6) est eetivement soluble
3
et C(x, y) admet pour inverse :
3
La solution la plus générale est en fait : C−1(x, y) = − 1
4
sgn(x− − y−) + g(x+), où g(x+) est une fontion arbitraire
que nous prenons ii nulle. Elle peut être déterminée par un hoix de onditions aux limites.
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C−1(x, y) = −1
4
sgn(x− − y−)
d'où
µ(x) = −1
4
∫
dy−sgn(x− − y−)B(x+, y−)
La dynamique est alors entièrement déterminée par les rohets de Dira :
{A(x), B(y)}∗
x+=y+
= {A(x), B(y)}x+=y+
+ 14
∫
dzdw{A(x), θ(z)}
x+=z+
sgn(z− − w−){θ(w), B(y)}
w+=y+
(2.7)
En utilisant (2.5) et (2.7) on trouve les rohets fondamentaux :
{φ(x), φ(y)}∗x+=y+ = − 14sgn(x− − y−)
{Π(x),Π(y)}∗x+=y+ = 14 ∂∂x− δ(x− − y−)
{φ(x),Π(y)}∗x+=y+ = 12δ(x− − y−)
(2.8)
Les deux premiers rohets, non nuls, indiquent qu'il existe une relation ausale entre deux hamps
pris à temps égaux. Cette situation ontraste ave la dynamique onventionnelle dans les référentiels
de Lorentz, mais n'est pas étonnante puisque la surfae des temps égaux est ii justement de genre
lumière. Ces résultats ont été obtenus par d'autres auteurs, ave d'autres méthodes, dans des ontextes
diérents. Notamment, en étudiant l'invariane par translation le long du plan xo + x3 = 0, Neville et
Rohrlih [43℄ trouvent aussi un fateur
1
2 dans le ommutateur [φ(x),Π(y)] =
1
2δ(x
− − y−).
Signalons un autre aspet du aratère singulier de la théorie : le problème de Cauhy est mal posé. A
priori la onnaissane des onditions initiales sur les surfaes aratéristiques de l'équation hyperbolique
(2.3), par exemple x+ = 0 et x− = 0, est néessaire pour en déterminer omplètement les solutions.
Or dans la Front Form la quantiation est réalisée sur l'hyperplan x+ = 0, en faisant orrespondre les
rohets (2.8) à des ommutateurs. Pour satisfaire aux ritères du problème de Cauhy il faudrait aussi
quantier le hamp sur la surfae x− = 0, omme l'ont noté plusieurs auteurs [43℄ [55℄ [31℄, e qui a
pour inonvénient d'introduire un deuxième temps et d'obsurir ainsi l'élaboration d'une formulation
hamiltonienne.
Néanmoins, Heinzl et Werner [31℄ ont montré que la valeur du hamp sur la surfae x− = 0 pouvait
s'exprimer entièrement en fontion de elle sur x+ = 0, pourvu que l'on introduise des onditions aux
limites périodiques, levant ainsi l'apparente ambiguïté dans la formulation du problème de Cauhy.
2.3 Quantiation du hamp libre
La ontrainte (2.4) étant de seonde lasse, la quantiation est réalisée en remplaçant les rohets
de Dira dans (2.8) par les ommutateurs et en élevant les hamps fondamentaux φ et Π au rang
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d'opérateurs
4
. Dans le as du hamp libre V ≡ 0, l'équation du mouvement est l'équation de Klein-
Gordon sur le ne de lumière :
(∂+∂− +m2)φ(x) = 0
soit dans l'espae de Fourier
5
:
(−4k+k− +m2)φ˜(k) = 0
ave
φ(x) =
∫ +∞
−∞
dk+dk−
(2π)2
φ˜(k)e−i(k
+x−+k−x+)
Il existe don une distribution φ(k) telle que
φ˜(k) = δ(4k+k− −m2)φ(k)
d'où :
φ(x) =
∫ +∞
0
dk+
2π
∫ +∞
−∞
dk−
2π
θ(k−)
|k+| δ(k
− − ξ−k )φ(k+, k−)e−
i
2 (k
+x−+k−x+)
+
∫ 0
−∞
dk+
2π
∫ +∞
−∞
dk−
2π
θ(−k−)
|k+| δ(k
− − ξ−k )φ(k+, k−)e−
i
2 (k
+x−+k−x+)
La diérene ave la résolution en oordonnées de Minkowski est, qu'ii, l'énergie on-shell ξ−k ≡ m
2
k+
dépend du signe de k+, d'où la séparation en deux intégrales i-dessus.
On obtient :
φ(x) =
∫ +∞
0
dk+
2π
1
k+ φ(k
+, ξ−k )e
− i2 (ξ−k x++k+x−)
+
∫+∞
0
dk+
2π
1
k+φ(−k+,−ξ−k )e
i
2 (ξ
−
k x
++k+x−)
après avoir hangé k+ en −k+ dans la deuxième intégrale.
En posant omme presription de quantiation, pour k+ > 0 :
φ(k+, ξ−k )√
2(2π)k+
φ(k+,ξ−k )√
2πk+
→ ak
φ(−k+,−ξ−
k
)√
2πk+
→ a†k
avec
[
ak, a
†
q
]
= δ(k+ − q+)
4
L'autre approhe possible, la quantiation par intégrale de hemin des systèmes singuliers, a été étudiée par Senja-
novi [54℄.
5
Le fateur 4 vient des fateurs
1
2
dans la métrique.
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on vérie les ommutateurs fondamentaux (2.8) et on obtient :
φ(x) =
1√
2π
∫ +∞
0
dk+
1√
k+
{
a†ke
i
2k
on.x + ake
− i2kon.x
}
(2.9)
On voit apparaître, outre la divergene ultraviolette déjà présente en quantiation onventionnelle,
une divergene infrarouge en k+ → 0. Shleider et Seiler [51℄, ainsi que Maskawa et Yamawaki [40℄ [42℄,
ont montré qu'il était impossible de dénir de façon onsistante les opérateurs ak et a
†
k en y inluant le
point k+ = 06. Longtemps on a onsidéré ette divergene omme une singularité supplémentaire qui
venait s'ajouter à la divergene ultraviolette. Nous montrerons dans la deuxième partie qu'il n'en est
rien.
Il est instrutif de onstruire un propagateur de Feynman à partir de l'expression (2.9). Pour ela on
utilise le produit hronologique T+ qui ordonne les opérateurs selon les x+roissants .
i∆F (x− y) ≡< 0|T+φ(x)φ(y)|0 >= θ(x+ − y+) < 0|φ(x)φ(y)|0 > +θ(y+ − x+) < 0|φ(y)φ(x)|0 >
(2.10)
A l'aide de la représentation intégrale de la fontion θ :
θ(x+ − y+) = limǫ→0 i
2π
∫ +∞
−∞
dw
e−iw(x
+−y+)
w + iǫ
(2.11)
et après avoir fait le hangement de variable : w = k− − ξ−k on obtient :
∆F (x− y) =
∫ +∞
−∞
dk−
2π
∫ +∞
0
dk+
2π
e−i[k
−(x+−y+)+k+(x−−y−)]
k+[k−−ξ−k +iǫ]
+
∫+∞
−∞
dk−
2π
∫ +∞
0
dk+
2π
e−i[k
−(y+−x+)+k+(y−−x−)]
k+[k−−ξ−k +iǫ]
(2.12)
En faisant le hangement k− → −k− et k+ → −k+ dans la seonde intégrale on obtient nalement :
∆F (x− y) =
∫ +∞
−∞
dk−
2π e
−ikoff (x−y)
{∫ +∞
0
dk+
2π
1
k+[k−−ξ−k +iǫ]
+
∫ 0
−∞
dk+
2π
1
−k+[−k−+ξ−k +iǫ]
}
=
∫ +∞
−∞
d2k
(2π)2
e−k
off (x−y)
k2−m2+iǫ
qui est bien l'expression manifestement ovariante du propagateur de Feynman. Cependant le alul
pour en arriver là est diérent du alul habituel du propagateur de Feynman. Cette situation est
typique de la physique sur le ne de lumière : il semble toujours possible de onstruire les mêmes
quantités physiques qu'en quantiation onventionnelle mais au prix de manipulations mathématiques
diérentes. Ii on peut noter que dans (2.12) il n'y a qu'un seul ple en k− = ξ−k , identique dans les
deux intégrales. Cela est à rapproher des résultats obtenus par Weinberg [62℄ dans le ontexte du
référentiel de moment inni : dans l'Anienne Théorie des Perturbations
7
, les graphes assoiés à la
réation et à l'annihilation de partiules à partir du vide (les graphes en Z voir gure i-après) ont
une ontribution nulle
8
.
6
L'exlusion de la valeur k+ = 0 dans la dénition des opérateurs ne modie ependant pas l'intégrale puisque 'est
un point de mesure nulle.
7
Littéralement : Old-Fashioned Perturbation Theory. Développement non ovariant où les propagateurs ont un déno-
minateur d'énergie :
1
E1−E2+iǫ et les graphes sont orientés dans le temps.
8
Posons y+ = 0 pour simplier. Alors (2.10) ontient une fontion θ(x+)θ(k+) = θ(x+k+), très diérente de son
analogue onventionnelle θ(xoko). Chaque ligne porte don x+ > 0 , k+ > 0 ou bien x+ < 0, k+ < 0 (antipartiule) et
ave la onservation de k+ aux vertex, les graphes en Z sont impossibles.
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x+
Tout ei suggère que la théorie ovariante des perturbations sur le ne de lumière ne semble pas
diérente de son analogue onventionnelle et, eetivement, ette équivalene a été établie depuis
longtemps [8℄ et plus réemment [52℄. La situation est légèrement diérente dans le as des fermions
où il apparaît des termes instantanés supplémentaires [52℄. La question se pose maintenant : omment
apparaît la physique non-perturbative sur le ne de lumière ?
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Chapitre 3
Le problème du vide
"Auune armation ne me semble plus apitale que
elle-i : le vide n'est pas vide.Le vide est le siège
de manifestations physiques des plus violentes."
John A.Wheeler
3.1 La nature du problème
La formulation axiomatique de la théorie quantique des hamps [2℄ suppose les propriétés suivantes sur
le spetre des générateurs de Poinaré :
P 2 ≥ 0 et P o ≥ 0 (3.1)
La première inégalité exlut les solutions à masse imaginaire de type tahyon et la seonde indique que
le spetre de l'opérateur d'énergie, générant l'évolution dans le futur, doit se trouver dans le demi-ne
de lumière positif. Ces propriétés, naturelles en quantiation onventionnelle, ont ii des onséquenes
majeures. De (3.1) on tire :
(P o)2 − (P 3)2 ≥ (P⊥)2 ≥ 0 soit P o ≥ |P 3|
Pour l'impulsion longitudinale sur le ne de lumière
P+ ≡ P o + P 3 ≥ |P 3|+ P 3
soit
P+ ≥ 0
La omposante P+ est bornée inférieurement. Auune supposition n'est faite sur la dynamique pour
arriver à e résultat. Ainsi, sur le ne de lumière, un état physique quelonque |Ψ > a don un moment
longitudinal positif ou nul :
< Ψ|P+|Ψ >≥ 0
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Considérons le hamp salaire Φ en interation, pris au temps x+ = 0 pour simplier. Il peut se
développer en termes d'opérateurs de réations et d'annihilations généralisés dits de quasi-partiule
A†(k+, k⊥) et A(k+, k⊥) tels que :
A(k+, k⊥) ≡ 1
(2π)2
∫
dx−dx⊥Φ(x−, x⊥)ei(
1
2 k
+x−−k⊥x⊥)
P+ génèrent les translations longitudinales :[
P+,Φ(x+, x⊥)
]
= −∂+Φ soit [P+, A(k+, k⊥)] = −k+A(k+, k⊥)
Pour un état quelonque |q+, q⊥ > on en déduit :
P+A(k+, k⊥)|q+, q⊥ >= (q+ − k+)A(k+, k⊥)|q+, q⊥ >
D'où A(k+, k⊥)|q+, q⊥ > est état propre de P+ ave la valeur propre q+ − k+, on peut l'érire |(q+ −
k+), (q⊥ − k⊥) >. Appliquons ei au vide |ω > de la théorie en interation qui, pour satisfaire à
l'invariane de Poinaré, doit s'érire |q+ = 0, q⊥ = 0 > :
A(k+, k⊥)|ω >= | − k+,−k⊥ >= 0
puisque que le spetre de P+ est borné inférieurement par 0. Ainsi sur le ne de lumière l'état fon-
damental de l'hamiltonien en interation n'a pas de struture et s'identie ave l'état fondamental de
l'hamiltonien libre
1
'
2
:
|ω >= |0 >
Cet état de fait a longtemps fait roire que la quantiation sur le ne de lumière n'était pas apable de
dérire les phénomènes physiques liés à un vide omplexe tels que la brisure spontanée de symétrie, les
solutions solitoniques, le onnement des quarks dans QCD, et plus généralement l'ensemble des eets
non perturbatifs reliés au vide. Cela semblait notamment remettre en ause le théorème de Coleman qui
arme que les symétries du vide sont les symétries de l'hamiltonien en interation (puisque sur le ne
de lumière le ket fondamental est le même pour tous les hamiltoniens ! ). Cette question a été résolue
par Heinzl et al. [25℄ à la n des années 80. Pour ela il faut revenir à l'algorithme de Dira-Bergmann
et au traitement de la divergene infrarouge.
3.2 Seteur du vide, seteur des partiules
Dans le milieu des années 80 Brodski et Pauli [44℄ ont proposé une version disrétisée de la quantiation
sur le ne de lumière appelée DLCQ
3
, généralisant ainsi les idées de Maskawa et Yamawaki [40℄, qui
a été appliquée à l'étude des états liés en QED et QCD ave un ertain suès [46℄. L'idée de départ
1
Voir [37℄ pour une disussion omplète.
2
On peut aussi s'en onvainre par l'argument heuristique suivant : pour un système de partiules (de masse non nulle)
en interation, les impulsions s'ajoutent ; or, on sait que pour haune d'elles k+ ≥ 0 et k− = m2+(k⊥)2
k+
. Il est don
impossible de onstruire pour e système un état qui ait à la fois une énergie non nulle et un k+total nul, 'est-à-dire un
vide non trivial (à l'exeption du as non physique d'une énergie innie).
3
Disretized Light Cone quantization
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onsistait à se plaer dans une boîte [−L,+L], ave les onditions aux limites périodiques (CLP), pour
obtenir une disrétisation des impulsions
k+n =
2nπ
L
n ∈ Z
ξ−n ≡
m2
k+n
=
m2L
2nπ
et à traiter la divergene infrarouge de (2.9) par soustration du mode zéro n = 0 .
ϕ(x) =
1√
4π
+∞∑
n=1
1√
n
{
a†ne
i(nπx
−
L +
m2Lx+
4nπ ) + ane
−i(nπx−L +m
2Lx+
4nπ )
}
Les résultats physiques nals étant obtenus par passage à la limite L→∞ à la n des aluls.4
Mais l'utilisation des onditions aux limites périodiques modie les onditions d'inversion de la relation
(2.6). En eet le spetre de
d
dx devient disret et le noyau de l'appliation C n'est pas vide : il ontient
les fontions onstantes. On peut hoisir omme base de l'espae fontionnel les fontions propres de
d
dx− , soit { 1√2Le
iπnx−
L , n ∈ Z} , et dans e as :
Ker ddx− = V ect{ 1√2L}
Im ddx− = V ect{ 1√2Le
iπnx−
L , n ∈ Z∗}
où V ectE désigne l'espae vetoriel engendré par E5. Il est utile de représenter les projeteurs P et Q
dénis à l'appendie A à l'aide de la base préédente
6
:
PL =
1
2L projette sur Ker
d
dx
QL(x, y) =
1
2L
∑
n6=0 e
iπn(x−y)
L projette sur Im ddx
qui vérient bien les propriétés (A.8), notamment :
PL +QL(x, y) =
+∞∑
n=−∞
e
inπ(x−y)
L = δ(x− y) (3.2)
4
Nous montrerons dans la suite que ette limite est hautement non triviale.
5
En eet
dµ(x)
dx− = 0 donne µ(x) = µo onstante, telle que µ(−L) = µ(L).
6
La disrétisation des impulsions n'est pas obligatoire pour représenter les opérateurs P et Q. Toute suite de fontions
δǫ dont la limite ǫ→ 0 tend vers la distribution de Dira δ peut être utilisée pour dénir le projeteur P. Par exemple :
P (k+) = lim 1
L
→0PL(k
+) =

1 pour k+ = 0
0 pour k+ 6= 0
PL(k
+) ≡ sin(k+L)
k+L
Voir [27℄ pour plus de détails.
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L'équation de onsistane θ˙ ≈ 0 (2.6) mène don à la ontrainte7
θ3 ≡ PL ∗B(x) ≈ 0 (3.3)
et à l'équation dynamique
d
dx
µQ(x) = −1
4
QL(x, y) ∗B(y) (3.4)
en notant ∗ la multipliation pour les opérateurs (pour une fontion f quelonque, fP (x) ≡ P ∗ f(x) =
1
2L
∫ L
−L dx
−f(x) et fQ(x) ≡ (1− P ) ∗ f(x)). On résout ette dernière équation en alulant sa fontion
de Green. En projetant
d
dx
G(x − y) = δ(x− y) (3.5)
sur Im ddx− on obtient
d
dx
GQ(x− y) = QL(x, y) ∗ [PL +QL(x, y)] = QL(x, y)
De (3.5) et (3.2) on tire
G(x− y) = 1
2
+∞∑
n=−∞
e
iπn(x−y)
L
inπ
= sgn(x− y)
d'où
GQ(x− y) = (1− PL)G(x − y) = 1
2
∑
n6=0
e
iπn(x−y)
L
inπ
soit
GQ(x− y) = sgn(x− y)− 1
2L
(x − y)
et don
µQ(x) = −1
4
∫
dy
{
sgn(x− y)− 1
2L
(x − y)
}
B(y)
où on lit l'inverse de la matrie des ontraintes
C−1(x, y) = −1
4
[
sgn(x− y)− 1
2L
(x − y)
]
7
La projetion de la ontrainte primaire θ donnant lieu à :
θ2 = P ∗ θ = P ∗Π ≈ 0
θ1 = Q ∗ θ = Q ∗ (Π− ∂+φ) ≈ 0
qui n'ont pas d'intérêt dans la suite.
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et on trouve
[φ(x), φ(y)]x+=y+ = −
1
4
[
sgn(x− y)− 1
2L
(x− y)
]
Il est intéressant de noter que e qui diérenie e ommutateur de (2.8) est simplement la soustration
du point k+ = 0 dans le disret, mais qu'à la limite du ontinu L → ∞ elle devient loalement nulle.
Dans ette limite la fontion G(x− y) est loalement égale à GQ(x− y) mais globalement elle en dière
radialement. Il faut don être prudent en eetuant L→∞ : si des objets apparaissent dans la théorie
qui s'annulent loalement, mais pas globalement, le passage à ette limite doit être réalisé omme toute
dernière opération.
Il est judiieux de traduire au niveau du hamp l'ation des opérateurs P et Q . On dénit :
Q ∗ φ(x) ≡ ϕ(x) (les modes normaux)
P ∗ φ(x) ≡ Ω (le mode ze´ro)
L'appliation du projeteur P sur le hamp total φ isole la (ou les) ontribution(s) assoiée(s) à un
moment longitudinal k+ nul, aratéristique du vide. A l'inverse le projeteur Q séletionne toutes
les ontributions telles que k+ 6= 0 et ϕ représente l'ensemble des exitations à l'exeption de elles
assoiées au vide. On est don amené à dénir deux seteurs orthogonaux et omplémentaires dans
toute théorie exprimée sur le ne de lumière : le seteur du vide (obtenu par projetion P) et le
seteur des partiules (obtenu par projetion Q). La ontrainte (3.3), dans le seteur du vide, est d'une
importane apitale : elle exprime le lien entre des quantités P (Ω ou µP ) et des quantités Q (ϕ ou
µQ), par l'intermédiaire de B(x) qui est assoié au terme d'interation du lagrangien. Le mode zéro Ω
dépend, à travers la ontrainte θ3, de tous les autres modes du hamp ϕ et e, ave la omplexité de
l'hamiltonien en interation
8
. Grâe à e shéma, la valeur moyenne du hamp total dans le vide est
suseptible d'avoir des valeurs tout à fait non triviales malgré la simpliité de l'état fondamental de
l'hamiltonien en interation |ω >= |0 >9 :
< ω|φ|ω >=< 0|φ|0 >=< 0|Ω+ ϕ|0 >=< 0|Ω|0 > 6= 0
Ainsi l'expression élèbre sur le ne de lumière le vide est trivial est vraie seulement si on omprend
le vide omme étant l'état fondamental de l'hamiltonien. Elle est fausse si on se réfère aux propriétés
physiques du vide, représentées par les valeurs moyennes des hamps dans l'état fondamental, qui pos-
sèdent, omme on vient de le voir, toute la omplexité de la théorie en interation. Il est maintenant
admis que les propriétés non perturbatives des théories quantiées sur le ne de lumière s'expriment
par la prise en ompte des modes zéros des hamps et leur interation ave tous les autres modes. Divers
auteurs [26℄, [1℄, [48℄ ont dérit ave suès la brisure spontanée de symétrie d'un hamp salaire sur le
ne de lumière. D'autres[28℄ [41℄ [36℄ ont montré que les vides θ du modèle de Shwinger (QED1+1) ad-
mettent aussi une formulation onsistante. Cependant, malgré de nombreux travaux [60℄[33℄[19℄[47℄[7℄,
la question essentielle du traitement du vide de QCD sur le ne de lumière n'a pas enore trouvé de
réponse satisfaisante, notamment à ause des nombreuses ontraintes de jauge qui s'ajoutent à elles
spéiques au ne de lumière.
8
Pour s'en onvainre on peut aluler le rohet de Dira {ω, ϕ(x)}∗, à partir des rohets des ontraintes θ1, θ2 etθ3,
et onstater non seulement qu'il n'est pas nul , mais qu'il est très omplexe. Dans le as d'une interation
λ
4!
φ4 :
{ω, ϕ(x)}∗ = − 1
2
1
2L
λ
2
n
m2 + λ
2
Ω2 + 1
2L
λ
2
R+L
−L dyϕ(y)
2
o−1R+L
−L dyGQ(x− y)[2Ωϕ(y) + ϕ2(y)]
9
En fait, le hoix de porter une information au niveau des opérateurs au lieu des états n'est pas exeptionnelle :
l'équivalene des points de vue de Heisenberg et de Shrödinger en méanique quantique en est un exemple. Ii ependant
la trivialité de l'état fondamental impose de reherher les propriétés du vide au niveau des opérateurs de hamp.
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3.3 Résolution des équations aux modes zéros : exemple de la
théorie φ41+1
Pour rendre ei plus expliite onsidérons l'interation V (φ) = λ4!φ
4
. En poussant DBA à son terme,
on obtient, à partir de (3.4), les équations d'Hamilton qui xent la dynamique dans le seteur Q. Il est
ependant plus simple, et tout à fait équivalent, de projeter diretement l'équation du mouvement sur
le seteur des partiules
10
:
(∂+∂− −m2)ϕ = m2Ω + λ
3!
Q ∗ (Ω + ϕ)3
et de la même façon on obtient la ontrainte θ3 par projetion sur le seteur du vide
11
:
m2Ω+
λ
3!
P ∗ (Ω + ϕ)3 = m2Ω + λ
3!
Ω3 +
λ
3!
1
2L
∫ +L
−L
dx−[3Ωϕ2 + ϕ3] ≈ 0
La dynamique de la théorie est entièrement déterminée par la donnée de es deux relations. Cependant
si les rohets de Dira permettent de déterminer les ommutateurs fondamentaux, il n'en reste pas
moins une ambiguïté sur l'ordre des hamps ϕ et Ω au moment de la quantiation des deux équations
i-dessus
12
. Cette situation est bien onnue en quantiation onventionnelle. Nous hoisissons ii la
presription de Weyl qui ordonne les produits de façon symétrique :
(∂+∂− −m2)ϕ = m2Ω+ λ3!Q ∗ [Ω3 +Ω2ϕ+ ϕΩ2 +ΩϕΩ
+Ωϕ2 + ϕ2Ω+ ϕΩϕ+ ϕ3]
m2Ω + λ3!Ω
3 + λ3!
1
2L
∫ +L
−L dx
−[Ω2ϕ+ ϕΩ2 +ΩϕΩ
+Ωϕ2 + ϕ2Ω+ ϕΩϕ+ ϕ3] ≈ 0
(3.6)
Ces équations fournissent une relation fontionnelle opératorielle non linéaire entre le mode zéro Ω et
les autres modes ϕ. Leur résolution est le point-lef pour aéder aux propriétés non perturbatives de
la théorie. Plusieurs méthodes ont été employées à e jour
13
:
 DEVELOPPEMENT PERTURBATIF : On suppose pour Ω un développement perturbatif :
Ω =
+∞∑
n=0
λnωn
que l'on insère dans les équations (3.6) et, en prenant pour ϕ la solution libre, on détermine les
oeients ωn. Comme on pouvait s'y attendre, ette méthode, la première, ne donne pas de résultats
diérents des résultats perturbatifs.
10
On onstate, omme on pouvait s'y attendre, que l'équation du mouvement n'est inversible que dans le seteur Q.
11
Là aussi on aurait pu obtenir ette équation en développant P ∗B(x) ≈ 0.
12
Ce problème n'apparaît que maintenant puisque nous n'avons onsidéré jusqu'ii que des ommutateurs qui se
révélaient n'être que des -nombres. A l'exeption notable du rohet entre ϕ et ω qui est équivalent à la ontrainte θ3en
question.
13
On pourra onsulter [30℄ pour plus de préisions.
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 ANSATZ DE CHAMP MOYEN : On hoisit pour Ω un ansazt de hamp moyen qui ne transfère
auune impulsion :
Ω = φo +
∑
n>0
ωna
†
nan
où φo est un -nombre onstant, et on prend pour ϕ la solution libre. C'est ave ette méthode que
Heinzl et al. [29℄ ont étudié la transition de phase de ϕ41+1. Nous généraliserons ette méthode en
proposant une version ontinue et en développant le hamp ϕ en série de Haag.
 TRONCATION A LA TAMM-DANCOFF : Introduite après la guerre par I. Tamm et S.M. Dano
en quantiation onventionnelle [59℄ [11℄, ette méthode fut rapidement abondonnée à ause de la
omplexité de l'état du vide. Wilson et al. [46℄ l'utilisèrent en 1990 dans le ontexte du ne de
lumière (Light-Front Tamm-Dano). Radialement diérente des autres méthodes, elle onsiste à
limiter la dimension de l'espae de Fok en xant un nombre limite de partiules dénissant un état.
Plus préisément à l'aide des projeteurs à zéro, une, ... N partiules :
Po ≡ |0 >< 0|
P1 ≡
∑
n>0 |n >< n|
PN ≡ 1N !
∑
n1,n2,...nN>0
|n1, n2, ...nN >< n1, n2, ..nN |
on dénit le projeteur de Tamm-Dano qui projette sur la somme direte de tous les seteurs qui
ontiennent N partiules ou moins :
℘N ≡
N∑
α=1
Pα
La tronation de Tamm-Dano onsiste alors à opérer le hangement :
an → ℘Nan℘N
a† → ℘Na†n℘N
Dans les deuxième et troisième parties de ette thèse nous proposons deux autres méthodes de résolution
approhée des équations du mouvement et des ontraintes (3.6).
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Deuxième partie
L'approhe ontinue de la
quantiation sur le ne de lumière
43

Chapitre 7
Les bases de la formulation ontinue
7.1 Quantiation et régularisation du hamp libre
Considérons l'équation de Klein - Gordon :
(✷+m2)ϕ = 0
soit en variables de Fourier :
(−p2 +m2)ϕ˜(p) = 0
qui admet omme solution la distribution :
ϕ˜(p) = δ(p2 −m2)ϕ(p) avec ϕ(p) fonction quelconque (7.1)
et on a
1
ϕ(x) =
1
2π
∫
d2pδ(p2 −m2)ϕ(p)e−i<p,x>
Considérons à présent la distribution Φ telle que
Φ[u] ≡ 〈Φ, u〉 =
∫
d2yϕ(y)u(y)
où u(y) est une fontion de deux variables2, indéniment dérivable à support borné et entrée autour
de 0. La translatée TxΦ de ette distribution selon un paramètre x est telle que :
TxΦ[u] = 〈TxΦ, u〉 = 〈Φ, Txu〉 =
∫
d2yϕ(y)u(x− y)
1
Où l'on note < p, x >le produit salaire minkowskien ou sur le ne de lumière des variables o-shell : poxo − p1x1
ou p+x− − p−x+.
2
On aura y = (yo, y1) où y = (y+, y−)selon que l'on se plae en oordonnées minkowskiennes ou du ne de lumière.
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En développant u dans l'espae de Fourier :
u(x− y) =
∫
d2q
(2π)2
e−i<q,x−y>f(q)
et en utilisant (7.1) on obtient :
TxΦ[u] =
∫
d2p
(2π)2
e−i<p,x>δ(p2 −m2)ϕ(p)f(p)
Il faut noter que la fontion u(x) , à support ompat, est une fontion à déroissane rapide au sens de
Shwartz [53℄ et que 'est don aussi le as pour f(p). Ainsi la distribution préédente est parfaitement
dénie dans l'espae des x omme dans elui des p. Dans toute la suite nous postulerons que ette
distribution représente le hamp libre de Klein-Gordon et on notera simplement ϕ1(x) en lieu et plae
de TxΦ[u]. Dans le as minkowskien l'intégration sur p
o
fournit après quantiation anonique :
ϕ1(x) =
∫
dp
(2π)
1
2
√
ωp
{
a†p.e
i〈p,x〉M + ap.e−i〈p,x〉M
}
f(p, ωp) (7.2)
où < p, x >M≡ ωpx0 − px1 est le produit salaire minkowskien, ωp ≡
√
m2 + p2, et où l'on a explii-
tement indiqué les deux variables de f .
En imposant à la fontion f les onditions :∫
dp
1
2
√
ωp
∣∣〈s ∣∣a†p∣∣ s′〉∣∣ |f(p, ωp)| <∞
∫
d3p
1
2
√
ωp
|〈r |ap| r′〉| |f(p, ωp)| <∞
où |s〉, |s′〉 et |r〉 , |r′〉 sont des ouples d'états arbitraires entre lesquels ap et a†p ont des éléments de
matrie non nuls, alors l'intégrale (7.2) est exempte de toute divergene. La fontion test f va jouer le
rle d'un régulateur.
De façon analogue, on obtient sur le ne de lumière :
ϕ1(x) =
1√
4π
∫
dp√
p+
{
a˜†p.e
i〈p,x〉CL +eap .e−i〈p,x〉CL
}
f˜(p+, ξ−p ) ≡ ϕ+1 (x) + ϕ−1 (x) (7.3)
ave < p, x >CL≡ 12p+x− + 12ξ−p x+ et ξ−p ≡ m
2
p+
Les deux intégrales (7.2) et (7.3) sont égales : on peut les voir omme une intégrale de surfae sur la
variété dénie par p2 = m2 , alulée dans deux systèmes de oordonnées diérents. La fontion test
sur le ne de lumière f˜(p+, ξ−p ) s'exprime à partir de elle en oordonnées minkowskiennes :
f˜(p+, ξ−p ) = f(p
0, p) = f [
1√
2
(p+ +
m2
p+
),
1√
2
(p+ − m
2
p+
)]
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où l'on voit qu'il n'y a pas de singularité infrarouge dans (7.3) s'il n'y en a pas dans (7.2), étant donné
que la divergene en
1√
p+
est omplètement ouverte par le omportement de la fontion test pour
p+ → 0 (on pourra onsulter la référene [21℄ pour une démonstration rigoureuse dans le adre de la
théorie des distributions). C'est la ondition de ouhe de masse du ne de lumière qui est responsable
de l'arrivée de ette divergene IR apparente (terme
3
en
1√
p+
dans (7.3) qui vient de δ(m2−p2) ), ainsi
que de son eetive disparition (omportement de la fontion test en 0).
Prenons par exemple la fontion test [53℄ indéniment dérivable partout et à support ompat :
f(p+, p−) = e
1
Λ e
[− 1
Λ2−(p+2+p−2) ] pour p+2 + p−2 ≤ Λ2
= 0 pour p+2 + p−2 > Λ2
(7.4)
Au besoin on peut, à partir de ette fontion, en onstruire une autre qui est égale à 1 dans la sphère
de rayon Λ− ǫ , va vers 0 dans la ouronne [Λ− ǫ,Λ] et s'annule partout ailleurs. Cette fontion reste
indéniment dérivable (et peut don jouer son rle de fontion test) pour tout ǫ arbitrairement petit.
Le support de (7.4) étant le erle de rayon Λ, elle régularise dans l'UV les deux oordonnées du ne de
lumière p+etp−. De la même façon f(po, p1) régularise dans l'UV les deux oordonnées minkowskiennes
p0 et p1. En imposant à ette fontion de deux variables la ondition de ouhe de masse, on obtient
la fontion d'une variable f(ξ−p , p
+). Mais dans le as du ne de lumière, et seulement dans e as, la
ondition de ouhe de masse induit automatiquement une régularisation dans l'IR : la oupure pour
les p+ grands se transmet aux p+ petits : f. gures suivantes. Dans la suite on notera simplement
fˆ(p) ≡ f(p+, ξ−p ).
3
La raine dans les fateurs
1√
ωp
et
1√
p+
a la même origine : une simple normalisation permettant au ommutateur
[ap, a
†
q] = δ(p − q) d'avoir une forme simple. Il ne faut pas la onfondre ave la raine entrant dans la dénition de ωp
qui a une origine fondamentale : le développement minkowskien de p2 −m2 .
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f(p+,p-)
p-
p+
p2=m2
p
p0
La fontion f(p+, p−), qui est égale à 1 dans le disque de rayon Λ − ǫ, et nulle en dehors. L'intersetion ave
l'hyperbole représentant la ondition de ouhe de masse p+ = m
2
p+
détermine le support, ompat, de la fontion
fˆ(p+) indiqué par la ligne épaisse.
1/Λ
 Λ
1
f(p+)
6p+
Fontion fˆ(p+)
Le traitement du hamp libre en tant que distribution agissant expliitement sur une fontion test
fournit une méthode de régularisation onsistante, à la fois en oordonnées minkowskiennes et sur le
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ne de lumière. La régularisation de la divergene ultraviolette minkowskienne entraîne automatique-
ment elle des divergenes ultraviolettes et infrarouges sur le ne de lumière sans qu'il soit néessaire
d'introduire un deuxième ut-o. Contrairement à une opinion répandue dans la littérature, il n'y a
don pas de divergene supplémentaire qui apparaisse lorsqu'on se plae sur le ne de lumière. En
outre la régularisation par fontions tests évite de disrétiser les intégrales (omme dans DLCQ), e qui
est vital pour l'étude des phénomènes ritiques dans le adre de théories eetives, où la dépendane
de la masse ritique en fontion du ut-o doit être onnue omplètement (e qui n'est possible qu'ave
une formulation ontinue de la théorie).
Par ailleurs, l'utilisation des fontions tests trouve une justiation supplémentaire dans le adre du
problème de Cauhy (f. hapitre 2). Heinzl et Werner [31℄ ont montré que la valeur du hamp sur
la surfae aratéristique x− = 0 pouvait s'exprimer entièrement en fontion de elles sur l'autre
aratéristique x+ = 0, si l'on impose à l'amplitude ϕ(p) la ondition :
limp+→0
1
p+
ϕ(p+,
m2
p+
) = 0
En onsidérant le hamp omme une distribution agissant sur des fontions tests, ette ondition
s'applique à elles-i :
limp+→0
1
p+
f(p+,
m2
p+
) = 0
et se trouve automatiquement satisfaite par les fontions tests que nous avons dénies (par exemple
(7.4)). Le problème de Cauhy est alors bien posé et la donnée du hamp et de sa vitesse en tout point
de la surfae x+ = 0 sut pour déterminer une solution unique à l'équation de Klein-Gordon sur le
ne de lumière. On poura onsulter [31℄ pour une étude approfondie.
Dans la suite la méthode de traitement des hamps en tant que distributions et d'utilisation des
fontions tests omme régulateurs sera appelée Continuum Light Cone Quantisation (CLCQ), par
opposition à la méthode de disrétisation DLCQ.
7.2 Développement du hamp en interation en série de Haag
Pour onstruire la solution en interation nous allons utiliser un développement en série de Haag [23℄
[22℄, dont les termes φn(x) sont les puissanes suessives du hamp libre prises dans l'ordre normal.
Cette méthode est onnue, dans la théorie onventionnelle, pour être équivalente à un développement
perturbatif. Dans notre problème ependant, le développement onjoint du hamp et du mode zéro
permet d'atteindre les domaines non perturbatifs.
Le hamp total en interation s'érit :
φ(x) = φo +
+∞∑
n=1
φn(x)
ave (on se limitera à l'ordre 2) :
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φo = terme c− nombre, constant
φ1(x) = ϕ1(x), champ libre
φ2(x) =
∫
dy−1 dy
−
2 :
{
g++2 (x
− − y−1 , x− − y−2 )ϕ+1 (y1)ϕ+1 (y2)
+g+−2 (x
− − y−1 , x− − y−2 )ϕ+1 (y1)ϕ−1 (y2)
+g−+2 (x
− − y−1 , x− − y−2 )ϕ−1 (y1)ϕ+1 (y2)
+g−−2 (x
− − y−1 , x− − y−2 )ϕ−1 (y1)ϕ−1 (y2)
}
:
(7.5)
où tous les hamps ϕ1 sont pris à temps égaux
4
et les fontions g2 sont des amplitudes inonnues à
déterminer. En insérant (7.3) dans (7.5) et en développant les fontions g2 dans l'espae de Fourier, on
obtient :
φ2(x) =
∫ +∞
0
dk+1 dk
+
2√
k+1 k
+
2
fˆ(k+1 )fˆ(k
+
2 )
{
g++2 (k
+
1,k
+
2 )
[
a†k1a
†
k2
e
i
2 (k
+
1 +k
+
2 )x
−
+ ak1ak2e
i
2 (k
+
1 +k
+
2 )x
−
]
[
g+−2 (k
+
1 ,−k+2 ) + g−+2 (−k+2 , k+1 )
]
a†k1ak2e
i
2 (k
+
1 −k+2 )x−
}
(7.6)
en utilisant les identités : {
g++2 (k
+
1,k
+
2 ) = g
−−
2 (k
+
1,k
+
2 )
g−+2 (−k+1,k+2 ) = g+−2 (k+1, − k+2 )
qui assurent l'hermitiité de φ2.
La onstante φo est bien sûr dans le seteur P, tandis que le hamp libre ϕ1 est entièrement dans le
seteur Q. Le terme d'ordre 2 a des omposantes dans les deux seteurs :
Ω̂ ≡ P ∗ φ2(x)
ϕ2(x) ≡ Q ∗ φ2(x) = φ2(x)− P ∗ φ2(x)
ave
Ω̂ =
∫ +∞
0
dpfˆ2(p)C(p)a†pap
C(p) ≡ 4π
p
[g+−2 (p,−p) + g−+2 (−p, p)]
et
ϕ2(x) =
∫ +∞
0
dk+1 dk
+
2√
k+1 k
+
2
fˆ(k+1 )fˆ(k
+
2 )
{
g++2 (k
+
1 , k
+
2 )[a
†
k1
a†k2e
i
2 (k
+
1 +k
+
2 )x
−
+ ak1ak2e
− i2 (k+1 +k+2 )x− ]
+ G2(k
+
1 ,−k+2 )a†k1ak2e
i
2 (k
+
1 −k+2 )x−
}
4
Bien que, pour des raisons de simpliité, e ne soit pas notre hoix ii, il est possible d'érire les intégrales de Haag
de manière expliitement ovariante, en rajoutant des intégrations sur les y+ et en omprenant les moments o-shell.
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où
5
G2(k
+
1 ,−k+2 ) ≡
{
g+−2 (k
+
1 ,−k+2 ) + g−+2 (−k+2 , k+1 ) si k+1 6= k+2
0 si k+1 = k2
Dans la suite nous allons utiliser la formulation ontinue à l'aide des distributions pour étudier le
ommutateur de Pauli-Jordan, et expliquer notamment que e ommutateur a un omportement ausal
qualitativement diérent en quantiation disrète et ontinue. Le traitement des hamps en tant que
distributions permet d'éluider le ouplage entre la limite sur le ut-o et elle sur la taille de la boîte
ayant servi à la disrétisation, et d'exhiber le terme responsable de la brisure de ausalité.
Puis nous étudierons les propriétés de la transition de phase de la théorie φ41+1, aratérisée par l'ap-
parition d'une valeur moyenne du hamp total dans le vide non nulle :
< 0|φ|0 >=< 0|Ω|0 >= φo 6= 0
C'est φ0 qui sera le paramètre d'ordre de ette transition.
La méthode générale onsiste à injeter les développements de Haag de ϕ et Ω (à l'ordre 1 puis à l'ordre
2) dans l'équation du mouvement et dans les ontraintes, puis, par projetion sur les états de Fok, de
déterminer les amplitudes inonnues g2, G2 et C. La projetion de la ontrainte sur les états du vide
fournissant une équation déterminant le ouplage ritique en fontion de toutes les autres quantités.
5
Le as G2(p,−p) = 0 exlut ainsi le mode zéro dans ϕ2(x).
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Chapitre 8
Le ommutateur de Pauli-Jordan
Nous allons appliquer le traitement des hamps en tant que distributions au ommutateur de Pauli-
Jordan (ou fontion de Shwinger). La omparaison ave l'approhe DLCQ est partiulièrement enri-
hissante. Ave DLCQ les passages aux limites L→∞ (taille de la boîte) et N →∞ (borne supérieure
des sommes disrètes, 'est-à-dire le ut-o ultraviolet) ne peuvent être eetués de façon direte. Or,
si on se limite à des N nies, les expressions de DLCQ présentent des ontributions non ausales. La
quantiation eetuée diretement dans le ontinu, CLCQ, va nous permettre d'élairir es points.
Le ommutateur de Pauli-Jordan est la fontion :
∆DLCQ(x
+, x−) ≡ [φ(x+, x−), φ(0, 0)]
Cette quantité relie des hamps dénis à des instants diérents et ontient don des informations sur la
dynamique de la théorie. Nous allons l'évaluer pour ommener en x+ = 0 puis pour un x+ quelonque,
et omparer ave le résultat fourni par la fomulation disrétisée.
8.1 Evaluation à x+ = 0
Ave DLCQ, on plae le système dans une boîte [−L,+L]
On sait que
1
:
1
On a :
∆DLCQ(0, x
−) =
+∞X
n = 1
m = 1
1
4π
√
nm
h
an, a
†
m
i
e−i
nπx−
L −
h
am, a
†
n
i
ei
nπx−
L
ﬀ
=
+∞X
n = −∞
n 6= 0
1
4πn
e−i
nπx−
L =
+∞X
n=−∞
1
4πn
e−i
nπx−
L − (−i)x
−
4L
Le développement de Fourier de δ dans [−L,L] ave CLP s'érit [53℄ :
δ(x−) =
1
L
+∞X
n=−∞
e−i
nπx−
L
Sahant que
dsgn(x−)
dx− = δ(x
−) on tire ∆DLCQ(0, x−) = −i4
h
sgn(x−) − x−
L
i
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∆DLCQ(x
+ = 0, x−) = − i
4
[
sgn(x−)− x
−
L
]
où le terme en
x−
L orrespond à la soustration direte du mode zéro dans la somme.
-L L
–1
1
gA
Fontion gA(x−, L) ≡ 4i∆DLCQ(0, x−, L)
D'autre part, ave CLCQ on obtient, par un alul analogue :
∆CLCQ(x
+ = 0, x−) =
1
2iπ
∫ ∞
0
dp+
p+
fˆ2(2p+) sin(p+x−) (8.1)
En prenant, par exemple, pour fˆ la forme :
fˆ(p) =

1− e[ 1Λ2p2−1+1] 0 ≤ p < 1Λ
1 1Λ ≤ p ≤ Λ− 1Λ
1− e[ 1Λ2(p−Λ)2−1+1] Λ− 1Λ < p ≤ Λ
0 Λ < p
où Λ est le ut-o, on peut évaluer numériquement le omportement de l'intégrale :
0.1 0.2 0.3 0.4 0.5
x
0.5
1
gB
100 200 300 400 500
x
0.5
1
gB
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400 800 1200
x
0.5
1
gB
Fontion gB(x−,Λ) ≡ 4i∆CLCQ(0, x−,Λ)
Le omportement global de ∆CLCQ est prohe de elui de ∆DLCQ : une déroissane osillant autour
d'une pente moyenne
1
Λ dans la région d'ordre de grandeur Λ qui orrespond à la déroissane linéaire
de ∆DLCQ. Pour les grands x
−
(≥ 10Λ), de lentes osillations autour de 0 orrespondent à la région
dans laquelle ∆DLCQ est nulle. Ces omportements reètent dans les deux as l'élimination du mode
zéro, n = 0 pour ∆DLCQ, le halo de points autour de p
+ = 0 pour ∆CLCQ. Néanmoins ∆CLCQ roît
jusqu'à 1 dans la région des petits x− sur une distane d'autant plus ourte que Λ est grand alors que
∆DLCQ déroît immédiatement à partir de 1. Cela est dû à la régularisation ultraviolette venant de la
fontion test, et qui est absente dans ∆DLCQ . Il est bien entendu possible d'opérer ette régularisation
dans ∆DLCQ en sommant jusqu'à un entier N. Mais le passage au ontinu devient alors hasardeux : on
ne onnaît pas de proédure permettant d'eetuer à la fois L→∞ et N →∞ et qui reste ompatible
ave la ausalité. Pour examiner ette question on onsidère maintenant un intervalle d'espae-temps
quelonque.
8.2 Evaluation pour x+ quelonque
Ave DCLQ on a :
∆DLCQ(x
+, x−) = −limN→∞
i
2π
N∑
n=1
1
n
sin(
nπx−
L
+
m2Lx+
4πn
) (8.2)
Habituellement on utilise la somme oupée dans les aluls en DLCQ ave l'idée que la limite L→∞
peut être réalisée au besoin en n de alul. Mais ei pose un problème de ausalité. En eet, il ne
peut exister de orrélation entre des hamps qui sont séparés par des intervalles de genre espae, 'est-
à-dire tels que x+x− < 0. Or la somme i-dessus, pour L et N nis, montre de telles ontributions non
ausales :
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1
1.2
1.4
1.6
1.8
2
2.2
2.4
gC
2 4 6 8 10N
1
1.2
1.4
1.6
1.8
2
2.2
2.4
gC
20 40 60 80 120 160 200N
x+ = 1, x− = 1, L = 10, N = 10 x+ = 1, x− = 1, L = 10, N = 200
–0.7
–0.68
–0.66
–0.64
–0.62
–0.6
–0.58
–0.56
–0.54
–0.52
gC
2 4 6 8 10N –0.4
–0.2
0
0.2
0.4
0.6
0.8
gC
20 40 60 80 100N
x+ = 1, x− = 10, L = 10, N = 10 x+ = 1, x− = 10, L = 100, N = 100
–0.6
–0.4
–0.2
0
0.2
0.4
gC
N
–0.6
–0.4
–0.2
0
0.2
0.4
gC
N
x+ = 1, x− = −1, L = 10, N = 10 x+ = 1, x− = −1, L = 10, N = 200
–0.8
–0.6
–0.4
–0.2
0
gC
N
x+ = 1, x− = −1, L = 10000, N = 100
Fontion gC(x+, x−, L,N) ≡∑Nn=1 1nsin(nπx−L m2Lx+4πn )
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Heinzl, Kröger et Sheu [24℄ [50℄ ont étudié de façon détaillée la perte de ausalité dans ∆DLCQ et
ont montré que elle-i pouvait être rétablie si, au lieu d'utiliser un éhantillonnage équidistant des
moments (k+ = 2πnL ), on augmente leur densité autour de 0 ave une fréquene
1
n . Le point k
+ = 0
devient un point d'aumulation pour le spetre de Fourier, et la densité roissante de points vers 0
permet de mieux rendre ompte des osillations du sinus. En hoisissant par exemple
2
la disrétisation
anharmonique :
k±n =
1
L
√
n2π2 +m2L2 ± nπ
ils ont obtenu une version ausale du ommutateur de Pauli-Jordan disrétisé sur le ne de lumière :
∆cDLCQ(x
+, x−) = − 1
L
∑
n
k+n
(k+n )2 +m2
sin(
1
2
k−n x
+ +
1
2
k+n x
−)
Cependant, omme l'ont noté les auteurs, e moyen de rendre ausales les expressions de DLCQ semble
limité puisque haque expression néessite sa propre disrétisation, e qui n'est évidemment pas aep-
table.
L'expression du ommutateur de Pauli-Jordan en CLCQ est :
∆CLCQ(x
+, x−) = − i
2π
∫ +∞
0
dp+
p+
fˆ2(2p+) sin
[
p+x− +
m2x+
4p+
]
Cette intégrale étant onvergente ne néessite pas de régularisation. A la limite Λ → ∞ on peut
remplaer fˆ par 1, et le hangement de variable p+ → ± p+x+ montre qu'elle ne dépend que du produit
x+x−. Elle admet une expression analytique [20℄ :
= − i
4
[
sgn(x+) + sgn(x−)
]
Jo(m
√
x+x−)
qui respete bien, elle, la ausalité.
Le passage au ontinu à partir de la formulation disrétisée n'est pas réalisable diretement. La limite
L → ∞ dans la somme ne peut pas être prise avant d'avoir eetué la sommation sur N , ar le sinus
osille fortement et le résultat est indéni. On peut se demander à partir de quel moment la ausalité
est perdue et essayer de omprendre omment se réalise le passage du disret au ontinu.
A ette n on onsidère le peigne de Dira :
Tp(x) =
∑+P
p=−P c(x)δ(x − p)
c(p) = e
i(ax+b/x)
x (1− sin(πx)πx )
Cette distribution agit sur la fontion test{
ΩM (x) =
∑+M
m=−M U(x−m) pour |x| ≤M + 1
ΩM (x) = 0 pour |x| ≥M + 1
2
Pour k+n ∼ 0 , 'est-à-dire n→ −∞, on obtient bien ∆k+n ∼ 1n .
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dénie à partir de fontions U(x)3 indéniment dérivables, déomposant l'unité sur l'intervalle ]−1, 1[,
et nulles ailleurs :
∀x ∈]− 1, 1[ U(x) + U(x− 1) = 1 (8.3)
De ette façon ΩM (x) déompose l'unité
4
sur l'intervalle [−M,M ].
0
0.2
0.4
0.6
0.8
1
U
–1 –0.6 0.20.40.60.8 1
Fontion U(x)
3
Un exemple de fontion U est :(
U(x) = 1
U(0)
R 1
|x| e
− 1
t(1−t) dt
U(x) = 0 pour |x| ≥ 1
pour |x| < 1
4
De (8.3) il vient la propriété suivante sur la transformée de Fourier V (k) de U(x)
V (k) =

1 si k = 0
0 si k = 2nπ avec n entier non nul
qui est néessaire pour l'inversion des oeients de la série de Fourier d'une distribution agissant sur U(x) : pour
f(x) =
P+∞
n=−∞ cne
2 inπx
L
on obtient
cn =
1
L
Z +∞
−∞
f(x)U(
x
L
)e
2inπx
L
dx
Si f est une fontion L-périodique intégrable, les cn sont les oeients de Fourier standards puisque U(
x
L
)+U( x
L
−1) =
1.
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Fontion ΩM (x) déomposant l'unité sur [-M,M℄
L'ation de Tp(x) sur ΩM (x) est :
< Tp(x),ΩM (x) >=
+P∑
p=−P
+M∑
m=−M
∫ +∞
−∞
c(x)U(x −m)δ(x − p)dx (8.4)
soit
+P∑
p=−P
c(p)
+M∑
m=−M
U(p−m)
A la limite M →∞ la deuxième somme devient 1 en tout point et on trouve
+P∑
p=−P
c(p) =
+P∑
p=1
sin(ap+ b/p)
p
En posant a ≡ πx−L et b ≡ m
2Lx+
4π on retrouve, à la limite P →∞ , le ommutateur de Pauli-Jordan en
DLCQ :
Tab(x)[Ω] ≡ limP→∞limM→∞ < Tp(x),ΩM (x) >= 2iπ∆DLCQ(x)
Par ailleurs, sahant le développement en série de Fourier [53℄ :
+∞∑
p=−∞
δ(x− p) =
+∞∑
p=−∞
e2ipπx
(8.4) s'érit à la limite P →∞ :
+∞∑
p=−∞
∫
c(x)e2ipπx
+M∑
m=−M
U(x−m)
La deuxième somme devient 1 là aussi ave M →∞ et on obtient :
Tab(x)[Ω] =
+∞∑
p=−∞
I(p)
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ave
I(p) ≡ 1
2i
∫ +∞
−∞
dx Ω(x)
ei[(a+2pπ)x+b/x]
x
(1 − sin(πx)
πx
)
=
∫ +∞
0
dx sin[(a+ 2pπ)x+ b/x](1− sin(πx)
πx
)
La première intégrale
I1(p) ≡
∫ +∞
0
dx sin[(a+ 2pπ)x+ b/x]
est onnue [20℄
I1(p) =
π
2
[sgn(a+ 2pπ) + sgn(b)] Jo(2
√
(a+ 2pπ)b)
La deuxième
I2(p) ≡
∫ +∞
0
dx sin[(a+ 2pπ)x+ b/x]
sin(πx)
πx
s'exprime failement à partir de la première :
=
1
2π
d
db
∫ +∞
0
dx sin[(a+ (2p+ 1)π)x + b/x] − 1
2π
d
db
∫ +∞
0
dx sin[(a+ (2p− 1)π)x+ b/x]
= 12πb
{
[sgn(a+ (2p+ 1)π) + sgn(b)] J1(2
√
(a+ (2p+ 1)π)b)
}
− 12πb
{
π
2 [sgn(a+ (2p− 1)π) + sgn(b)] J1(2
√
(a+ (2p− 1)π)b)
}
où J0 (resp. J1 ) est la fontion de Bessel d'ordre 0 (resp. 1).
On obtient
5
:
Tab(x)[Ω] =
π
2
+∞∑
p=−∞
(sgn(x− + 2pL) + sgn(x+)) Jo(m
√
x+x− + 2pLx+)
5
On peut se onvainre de la validité de ette expression en l'évaluant pour x+ = 0. Sahant que ∀N > 0
+NX
p=−N
sgn(x− + 2pL) = sgn(x−)
1
2L
+NX
p=−N
˘
sgn[x− + (2p + 1)L][x− + (2p + 1)L]− sgn[x− + (2p − 1)L][x− + (2p− 1)L]¯ = x−
L
et que
J0(0) = 1 et lima→0
1√
a
J1(m
√
a) =
m
2
on voit que l'on retrouve bien l'expression de ∆DLCQ(0, x
−)
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−π
2
1
mLx+
+∞∑
p=−∞
{
(sgn(x− + (2p+ 1)L) + sgn(x+))
√
x2 + (2p+ 1)Lx+J1(m
√
x2 + (2p+ 1)Lx+)
− (sgn(x− + (2p− 1)L) + sgn(x+))
√
x2 + (2p− 1)Lx+J1(m
√
x2 + (2p− 1)Lx+)
}
il est important de noter que e dernier terme est l'analogue du terme en
x−
L apparaissant dans l'ex-
pression en x+ = 0 de ∆DLCQ(0, x
−) qui orrespond à la soustration du mode zéro. En déomposant
selon le signe de p la première somme devient :
limN→∞
{
[sgn(x−) + sgn(x+)]Jo(m
√
x+x−)+
N∑
p=1
[
[1 + sgn(x+)]Jo(m
√
x+x− + pLx+) + [−1 + sgn(x+)]Jo(m
√
x+x− − 2pLx+)
]}
ar
∀p > 0 sgn(x− ± 2pL) = ±1
On peut le réérire :
limN→∞
{
[sgn(x−) + sgn(x+)]Jo(m
√
x+x−) + 2sgn(x+)
N∑
p=1
Jo(m
√
x+x− + 2pLx+sgn(x+))
}
Par un alul similaire, on obtient pour la seonde somme :
2
√
x+x− + (2N + 1)Lx+sgn(x+)J1(m
√
x+x− + (2N + 1)Lx+sgn(x+))
Rassemblant tout ela, on obtient :
Tab(x)[Ω] = 2iπ∆DLCQ
= 2iπ∆CLCQ
+limN→∞ π
N∑
p=1
sgn(x+)) Jo(m
√
x+x− + 2pLsgn(x+)x+)
−limN→∞ π
mLx+
√
x2 + (2N + 1)Lsgn(x+)x+J1(m
√
x2 + (2N + 1)Lsgn(x+)x+)
On a ainsi fait apparaître les termes qui diérenient ∆DLCQ de ∆CLCQ. Il reste à étudier leur om-
portement dans la limite L → ∞. Auparavant, il faut eetuer la limite N → ∞ qui n'apparaît pas
enore lairement. Pour ela on va utiliser une des nombreuses représentations intégrales des fontions
de Bessel :
Jo(x) =
1
2iπ
∫
C
dz
z
e(z−
x2
4z )
où C est le ontour entourant le demi-axe réel négatif :
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  0
Il devient alors possible d'eetuer la sommation sur p :
N∑
p=1
Jo(m
√
x+x− + 2pLsgn(x+)x+) =
1
2iπ
∫
C
dz
z
e(z−
α+β
z )
1− e−Nβz
1− e−βz
ave α ≡ m2x+x−4 et β ≡ m
2Lx+sign(x+)
2 .
Il vient :
=
1
2iπ
∫
C
dz
z
e
»
z−α+(N+1)
β
2
z
–
sh(βN2z )
sh( β2z )
=
1
2iπ
∫
C
dz
z
e
√
α+ β2 (N+1)[z− 1z ]
sh
(
Nβz
2
√
α+ β2 (N+1)
)
sh
(
βz
2
√
α+ β2 (N+1)
)
où l'on a eetué le hangement de variable : z → −
√
α+ β2 (N+1)
z . Pour N →∞ on a l' équivalent :
1
sh
(
βz
2
√
α+(N+1) β2
) ∼ 2
√
α+ (N + 1)β2
βz
(8.5)
d'où : ∑N
p=1 Jo(m
√
x+x− + 2pLsgn(x+)x+) ≈ 12iπ
√
α+(N+1) β2
β
∫
C
dz
z2 e
√
α+(N+1) β2 (z− 1z )[
e
Nβz
2
√
α+(N+1)
β
2 − e
− Nβz
2
√
α+(N+1)
β
2
]
(8.6)
En opérant les hangements de variables :
z → z
√
α+ β/2(N + 1)
α+ β(N + 12 )
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z → z
√
α+ β/2(N + 1)
α+ β2
dans la première et la seonde exponentielle, on obtient :
≈ 12iπβ (α+ β(N + 12 ))
∫
C
dz
z2 e
(z−α+β(N+
1
2
)
z )
− 12iπβ (α+ β/2)
∫
C
dz
z2 e
(z−α+β/2z )
où l'on reonnaît l'intégrale de ontour de la fontion J1 :
≈ 1β
√
α+ β(N + 12 ) J1(2
√
α+ β(N + 12 ))− 1β
√
α+ β2 J1(
√
α+ β2 )
Pour se onvainre que nous avons isolé la partie divergente, il faut maintenant montrer que le reste
de notre développement (8.5) disparaît à la limite N →∞ . A l'ordre suivant on a :
1
sh
(
βz
2
√
α+(N+1) β2
) ∼ 2
βz√
α+(N+1) β2
+ 124
(
βz√
α+(N+1) β2
)3
∼ 2
βz
− 2βz
24(
√
α+ (N + 1)β2 )
3 + (βz)2
∼ 2
βz
e qui donne pour (8.6) :
1
2iπβ
∫
C
dz
z2
e
√
α+ β2 (N+1)[z− 1z ]sh
 Nβz
2
√
α+ (N + 1)β2

qui se omporte omme une fontion de Bessel d'ordre 1 : elle disparaît en N−
1
4
à l'inni.
On obtient don :
πsgn(x+)
+∞∑
p=1
Jo(m
√
x+x− + 2pLsgn(x+)x+) =
limN→+∞ πmLx+
{√
x+x− + (2N + 1)Lx+sgn(x+)J1(m
√
x+x− + (2N + 1)Lx+sgn(x+))
−
√
x+x− + Lx+sgn(x+)J1(m
√
x+x− + Lx+sgn(x+)
}
On voit apparaître un terme qui ompense exatement le dernier terme de Tab(x)[Ω]. On peut eetuer
maintenant le passage à la limite N → +∞ et nalement :
∆DLCQ(x
+, x−, L) = ∆CLCQ(x+, x−)
− 12mLx+
√
x+x− + 2Lx+sgn(x+)J1(m
√
x+x− + 2Lx+sgn(x+)) +O(L−
5
4 )
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Ainsi on a bien
limL→+∞ ∆DCLQ(x+, x−, L) = ∆CLCQ(x+, x−) (8.7)
Le terme en J1 qui se omporte en L
− 34
est le premier terme à l'origine de la violation de la ausalité. Il
est issu de l'élimination du mode zéro dans la somme (8.2). Ainsi le fait de se plaer dans une boîte de
longueur L nie et d'utiliser la soustration du mode zéro omme une régulation infrarouge se fait au
prix de l'apparition de termes brisant la ausalité. L'existene de la limite (8.7) n'indique don pas une
équivalene entre les méthodes DCLQ et CLCQ. L'élimination du terme non ausal, disparaissant dans
ette limite, montre que les problèmes infrarouges subsisteront dans le passage au ontinu de DLCQ
ar e terme est justement elui qui tient ompte des eets des modes zéros.
La situation de la CLCQ nous semble don beauoup plus satisfaisante : elle permet à la fois une
régularisation onsistante de la divergene infrarouge grâe aux fontions tests et la prise en ompte
des eets du vide, tout en satisfaisant à l'exigene de ausalité. Dans les hapitres suivants nous allons
montrer que CLCQ fournit aussi des résultats plus satisfaisants que DLCQ dans l'étude de la transition
de phase dénie au hapitre préédent.
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Chapitre 9
Caluls à l'ordre 1
On onsultera la référene [21℄ pour un traitement détaillé.
9.1 Contraintes et régularisation des divergenes
On onsidère le développement à l'ordre 1 du hamp et à l'ordre 2 du mode zéro :
ϕ = ϕ1
Ω = φo + Ω̂
(où l'on note Ω̂ pour Ω̂11)
ϕ1(x) =
1√
4π
∫ +∞
0
dp+√
p+
f̂(p)
{
a†pe
−iponx + apeip
onx
}
Ω = φo +
∫ +∞
0
f̂2(p)C(p)a†pap ≡ φo + Ω̂
Les méthodes présentées ii sont générales et seront utilisées, mutatis mutandis, pour l'ordre suivant.
La ontrainte s'érit :
θ3 = m
2(φo + Ω̂) +
λ
3!
(φo + Ω̂)
3 +
λ
3!
1
V
∫
dx−
{
3φoϕ
2
1 + Ω̂ϕ
2
1 + ϕ
2
1Ω̂ + ϕ1Ω̂ϕ1 + ϕ
3
}
= 0
On obtient une équation opératorielle que l'on va projeter sur les seteurs à zéro et à une partiule de
l'espae de Fok. Ave les éléments de matrie
1
non nuls :
1
Cf. appendie B pour des exemples de aluls d'éléments de matrie.
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< 0|ϕ21|0 > = 14π
∫ +∞
0
dp+
p+ fˆ
2(p+)
< 0|ϕ1Ωˆϕ1|0 > = 14π
∫ +∞
0
dp+
p+ fˆ
4(p+)C(p+)
< k+|Ωˆn|k+ > = fˆ2n(k+)Cn(k+) n = 1, 2, 3
< k+|ϕ21|k+ > = 12π fˆ
2(k+)
k+ +
1
4π
∫ +′∞
0
dp+
p+ fˆ
2(p+)
< k+|ϕ21Ωˆ|k+ > = 12π fˆ
4(k+)
k+ C(k
+) + 14π fˆ
2(k+)C(k+)
∫ +∞
0
dp+
p+ fˆ
2(p+)
= < k+|Ωˆϕ21|k+ >
< k+|ϕ1Ωˆϕ1|k+ > = 12π fˆ
4(k+)
k+ C(k
+) + 14π fˆ
2(k+)C(k+)
∫ +∞
0
dp+
p+ fˆ
2(p+) + 14π
∫ +∞
0
dp+
p+ fˆ
4(p+)C(p+)
Il vient les deux équations :
< 0|θ3|0 > = µ2φo + λ3!φ3o + λ24π
∫ +∞
0
dp
p fˆ
2(p)C(p) = 0
< k+|θ3|k+ > = λ3! fˆ6(k+)C3(k+) + λ2φofˆ4(k+)C2(k+)+
fˆ2(k+)C(k+){µ2 + λ2φ2o + λ4πk+ fˆ2(k+)}+ λ4πk+φofˆ2(k+) = 0
(9.1)
où on a utilisé la première pour simplier la seonde, et on pose :
µ2 ≡ m2 + λ
8π
∫ +∞
0
dp
p
fˆ2(p)
Les intégrales sont régularisées par les fontions f qui dépendent du ut-o Λ. Pour les évaluer, on va
ompter les moments en unités de µ (les moments sont à présent à omprendre omme des quantités
sans dimension) et utiliser f̂(p, Λµ ) = θ(p− µΛ )− θ(µΛ − p), e qui revient à hoisir µ omme éhelle de
régularisation. Alors :
∫ +∞
0
dp
p fˆ
2(p) =
∫ Λ
µ
µ
Λ
dp
p = 2ln
Λ
µ
et
µ2 = m2 +
λ
4π
ln(
Λ
µ
)
qui dénit la renormalisation de la masse à l'ordre le plus bas. On onstate la présene d'une divergene
logarithmique, qui n'est autre que la divergene perturbative orrespondant au tadpole, bien onnue
en quantiation onventionnelle. Il reste à examiner maintenant l'intégrale de (9.1a) ontenant C(p) :
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IΛ ≡ λ
24π
∫ +∞
0
dp
p
fˆ4(p)C(p)
Dans le domaine des petits p+ (tout en restant dans elui où fˆ(p+) = 1 ) on tire de (9.1b) :
C(p+) ∼ − λφo
4πp+
fˆ2(p+)
fˆ4(p+) λ4πp+
= −φo (9.2)
Le paramètre d'ordre φo détermine le omportement du mode zéro dans le domaine infrarouge.
Pour les grands p+ :
C(p+) ∼ 1
p+
(9.3)
L'intégrale ontenant C(p+) onverge don en +∞ et diverge logarithmiquement en 0. Les eets non
perturbatifs induits par la prise en ompte des modes zéros n'introduisent don pas de divergenes
d'une struture diérente de elle déjà renontrée, et es divergenes peuvent être absorbées dans un
ontre-terme de masse identique au ontre-terme perturbatif. La proédure de renormalisation est don
ohérente. Ave (9.2) et (9.3) on obtient failement :
IΛ ≡ g
6
∫ Λ
µ
µ
Λ
dp
p
C(p) =
g
6
φo ln
Λ
µ
+
g
6
µ
Λ
+ o(
µ2
Λ2
) + fini
ave
g ≡ λ
4πµ2
9.2 Caratéristiques de la transition de phase
Le paramètre φo représente les propriétés du système dans le vide. C'est la ontrainte (9.1a) qui,
onnaissant C(k), permet d'aéder au ouplage ritique. Dans la phase où il est non nul, le paramètre
d'ordre φo devient très petit lorsqu'on approhe le point ritique (et de même pour C(k) qui est une
orretion de φo ). On peut don poser φo, C(p
+) ≪ 1 et linéariser les équations (9.1). On obtient de
(9.1b) :
C(p+) = −gcφo 1
(gc + p+)
que l'on reporte dans (9.1a) :
g2c
6
∫ Λ
µ
µ
Λ
dp
1
p+(gc + p+)
= 1
qui donne, après alul diret :
m2 +
λc
4π
ln
Λ
µ
− λc
24π
[2ln
Λ
µ
− ln(Λ
µ
+ gc)]− λc
24π
lngc = 0 (9.4)
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où tous les termes divergents sont de nature logarithmique et peuvent don être absorbés par des
ontre-termes de masse appropriés. On obtient :
gc
6
ln(gc) = 1
d'où on tire la valeur :
gc =
6
W (6)
≃ 4.19...
où W est la fontion W de Lambert (solution de f(z)ef(z) = z). Cette valeur de gc est 30% plus grande
que la valeur orrespondante obtenue ave DLCQ [29℄ qui est gcDLCQ = 3.18
Pour aluler la fontion βo(g) et omparer ave les résultats obtenus par la méthode du groupe de
renormalisation, on va se plaer dans le point de vue des phénomènes ritiques : on onserve explii-
tement Λ (qui est maintenant l'éhelle de validité de la théorie) dans la ontrainte et dans la masse
ritique M(Λ, g) qui est dénie par le premier membre de la ontrainte (9.1a) :
M2(λ, µ, g) ≡< 0|θ3|0 >= µ2 + λ
24π
∫ Λ
µ
µ
Λ
dp+
C(p+)
p+
Elle s'annule à la transition de phase. De là, on peut tirer la fontion βo(g) en mettant M
2
sous la
forme :
M2(λ, g) =
λ
24π
(
6
g
− lng)
βo(g) ≡ 2M2
[
∂M2
∂g
∣∣∣
λ
]−1
= −2g 6− glng
6 + g
(9.5)
et l'exposant ritique ω ≡ dβodg
∣∣∣
gc
= 2.
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–2
–1
0
1
2
3
4
β
1 2 3 4 5 6
Fontion βo(g)
Il est onnu, par l'étude standard du groupe de renormalisation, que la fontion β(g) doit se omporter
pour les faibles ouplages omme :
β(g)
g˜→0 − (4−D)g + o(g2) (9.6)
où D est la dimension de l'espae, et 'est bien le as de la fontion (9.5).
Comparons es résultats ave eux obtenus par Parisi [45℄. Pour ela il faut utiliser le ouplage réduit :
r ≡ 3µ
2
2Λ2
g (9.7)
qui est normalisé de façon que la onstante de ouplage perturbative au premier ordre soit égale à 1
(r1 = 1.0). Alors, pour les grands Λ, l'équation (9.4) se ramène à :
yey =
9
r
, avec y ≡ lnΛ
2
µ2
qui admet pour solution :
y(r) = W (
9
r
)
De (9.7) on tire don :
g =
2
3
reW (
9
r )
que l'on peut résoudre graphiquement :
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–2
–1
0
1
2
h
1 2 3 4
r
La fontion h(r) ≡ 2
3
reW (
9
r
)
− 4.19 s'annule pour r=1.50
Le tableau suivant ompare nos résultats à eux du 4e ordre du groupe de renormalisation (r4) et à
eux des théories sur réseaux (rlat).
ra,b1 r
a,b
4 r
c
lat rLC
1 1.85 1.80±.05 1.5
a) Ref. [45℄ b)Ref. [64℄ ) Ref. [10℄
Bien que nous ayons onsidéré l'ordre 1 du développement du hamp (e qui orrespond en e sens au
r1 de Parisi), le ouplage du hamp au mode zéro à travers les ontraintes est tout à fait non perturbatif
et explique l'amélioration onsidérable que nous obtenons par rapport à r1.
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Chapitre 10
Caluls à l'ordre 2
10.1 Contraintes et équation du mouvement
10.1.1 L'équation du mouvement
A l'ordre suivant, la présene du terme d'interation ϕ2 néessite la résolution de l'équation du mou-
vement.
(4∂+∂− +m2)ϕ2 = − λ
3!
Q ∗ (φo + Ωˆ + ϕ1 + ϕ2)3
Le terme de droite (rhs) est plutt omplexe, mais s'agissant d'étudier la théorie au voisinage de la
transition de phase, on ne onservera que les termes linéaires en φo, C(p
+) et g2 :
(4∂+∂− +m2)ϕ2 = − λ
3!
Q ∗
[
3φoϕ
2
1 + ϕ1Ωˆϕ1 + ϕ
2
1Ωˆ + Ωˆϕ
2
1 + ϕ
2
1ϕ2 + ϕ2ϕ
2
1 + ϕ1ϕ2ϕ1
]
La projetion de ette équation sur les états de Fok à deux et zéro partiules (resp. à une et une
partiule) va isoler dans le membre de gauhe la fontion g++2 (resp. G2) :
< q+1 q
+
2 |(4∂+∂− +m2)ϕ2|0 > = 2
[
m2 −K(1 + 2)] fˆ(q+1 )fˆ(q+2 )√
q+1 q
+
2
g++2 (q
+
1 , q
+
2 )e
i
2 (q
+
1 +q
+
2 )x
−
+δ(q+1 , q
+
2 )
∫ +∞
0
dp
p
fˆ2(p)G2(p, p)
< q+1 |(4∂+∂− +m2)ϕ2|q+2 >=
[
m2 −K(1− 2)] fˆ(q+1 )fˆ(q+2 )√
q+1 q
+
2
G2(q
+
1 ,−q+2 )e
i
2 (q
+
1 −q+2 )x−
ave les notations :
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K(1± 2) ≡ (q+1 ± q+2 )(
m2
q+1
± m
2
q+2
)
δ(q+1 , q
+
2 ) = 0 si q
+
1 6= q+2
= 1 si q+1 = q
+
2
Pareillement on projette les termes du membre de droite
1
.Sur le seteur deux partiules-vide :
< q+1 q
+
2 |ϕ21ϕ2|0 > = 12π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 +q
+
2 )x
−
{
g++2 (q
+
1 , q
+
2 )
∫ +∞
0
dp
p fˆ
2(p)
+ 2
∫ +∞
0
dp
p
[
g++2 (p, q
+
1 ) + g
++
2 (p, q
+
2 )
]}
< q+1 q
+
2 |ϕ2ϕ21|0 > = 12π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 +q
+
2 )x
−
{
g++2 (q
+
1 , q
+
2 )
∫ +∞
0
dp
p fˆ
2(p)
+
∫ +∞
0
dp
p
[
G2(q
+
1 ,−p) +G2(q+2 ,−p)
]}
< q+1 q
+
2 |ϕ1ϕ2ϕ1|0 > = 14π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 +q
+
2 )x
−
{
2g++2 (q
+
1 , q
+
2 )
∫ +∞
0
dp
p fˆ
2(p)
+
∫ +∞
0
dp
p
[
2g++2 (p, q
+
1 ) + 2g
++
2 (p, q
+
2 ) +G2(q
+
1 ,−p) +G2(q+2 ,−p)
]}
< q+1 q
+
2 |Ωˆϕ21|0 > = 12π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
[C(q+1 )fˆ(q
+
1 ) + C(q
+
2 )fˆ(q2)]
< q+1 q
+
2 |ϕ1Ωˆϕ1|0 > = 14π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
[C(q+1 )fˆ(q
+
1 ) + C(q
+
2 )fˆ(q
+
2 )]
et sur le seteur une partiule-une partiule :
1
Cf. appendie B pour des exemples de aluls détaillés.
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< q+1 |ϕ21|q+2 > = 14π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 −q+2 )x− + δ(q+1 , q
+
2 )
1
4π
∫ +∞
0
dp
p fˆ
2(p)
< q+1 |ϕ21ϕ2|q+2 > = < q+2 |ϕ2ϕ21|q+1 >
= 14π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 −q+2 )x−
{
G2(q
+
1 , q
+
2 )
∫ +∞
0
dp
p fˆ
2(p)
+
∫ +∞
0
dp
p fˆ
2(p) [4g++2 (p, q
+
1 ) + 2G2(p, q
+
2 )]
}
+δ(q+1 , q
+
2 )
1
2π
∫ +∞
0
dp1dp2
p1p2
fˆ2(p1)fˆ
2(p2)g
++
2 (p1, p2)
< q+1 |ϕ1ϕ2ϕ1|q+2 > = 14π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 −q+2 )x−
{
G2(q
+
1 , q
+
2 )
∫ +∞
0
dp
p fˆ
2(p)
+
∫ +∞
0
dp
p fˆ
2(p)
[
2g++2 (p, q
+
1 ) + 2g
++
2 (p, q
+
2 ) +G2(q
+
1 , p) +G2(p, q
+
2 )
]}
+δ(q+1 , q
+
2 )
1
4π
∫ +∞
0
dp1dp2
p1p2
fˆ2(p1)fˆ
2(p2)G2(p1, p2)
< q+1 |ϕ21Ωˆ|q+2 > = < q+2 |Ωˆϕ21|q+1 >
= 12π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 −q+2 )x−C(q+2 )fˆ
2(q+2 ) + δ(q
+
1 , q
+
2 )
1
4πC(q
+
1 )fˆ
2(q+1 )
∫ +∞
0
dp
p fˆ
2(p)
< q+1 |ϕ1Ωˆϕ1|q+2 > = 14π
fˆ(q+1 )fˆ(q
+
2 )√
q+1 q
+
2
e
i
2 (q
+
1 −q+2 )x−
[
C(q+2 )fˆ
2(q+2 ) + C(q
+
1 )fˆ
2(q+1 )
]
+δ(q+1 , q
+
2 )
1
4πC(q
+
1 )fˆ
2(q+1 )
∫ +∞
0
dp
p fˆ
2(p) + 14π δ(q
+
1 , q
+
2 )
∫ +∞
0
dp
p fˆ
4(p)C(p)
L'appliation de l'opérateur Q au seond membre de l'équation du mouvement orrespond à la sous-
tration du mode zéro q1 = q2 : tous les termes en δ(q1, q2) doivent être éliminés. En outre la fontion
θ(q2 − q1) assure que l'on se trouve bien dans le seteur des partiules où le transfert de moment est
positif.
En rassemblant tout ei on obtient le système d'équations :
[
m2 + λ8π
∫ +∞
0
dp
p fˆ
2(p)−K(1 + 2)
]
g++2 (q
+
1 , q
+
2 ) = − λ8πφo − λ16π [C(q+1 )fˆ(q+1 ) + C(q+2 )fˆ(q+2 )]
− λ16
∫ +∞
0
dp
p fˆ
2(p) { 2 g++2 (p, q+1 ) + 2g++2 (p, q+2 ) +G2(q+1 ,−p) +G2(q+2 ,−p)
}
[
m2 + λ8π
∫ +∞
0
dp
p fˆ
2(p)−K(1− 2)
]
G2(q
+
1 ,−q+2 ) = − λ4πφo − λ8π [C(q+1 )fˆ(q+1 ) + C(q+2 )fˆ(q+2 )]−
−λ8
∫ +∞
0
dp
p fˆ
2(p) { 2 g++2 (p, q+1 ) + 2g++2 (p, q+2 ) +G2(q+1 ,−p) +G2(p,−q+2 )
}
où l'on a posé :
K(1± 2) ≡ (q+1 ± q+2 )(
m2
q+1
± m
2
q+2
)
On érira dorénavant q1 pour q
+
1 pour alléger les éritures. On obtient le système d'équations ouplées
déterminant ϕ2 :
73
CHAPITRE 10. CALCULS À L'ORDRE 2

g++2 (q1, q2) = g20(g, φo, q1, q2) +
g
4
q1q2
q21+q
2
2+q1q2
∫ +∞
0
dp
p fˆ
2(p)
[
2g++2 (p, q1) + 2g
++
2 (p, q2)
+G2(q1,−p) +G2(q2,−p)]
G2(q1,−q2) = 2g20(g, φo, q1,−q2)− g2 q1q2q21+q22+q1q2
∫ +∞
0
dp
p fˆ
2(p)
[
2g++2 (p, q1) + 2g
++
2 (p, q2)
+G2(q1,−p) +G2(p,−q2)]
(10.1)
ave :
g ≡ λ
4πµ2
g20(g, φo, q1,−q2) ≡ −g
4
q1q2
q21 + q
2
2 − q1q2
[C(q1)fˆ
2(q1) + C(q2)fˆ
2(q2) + 2φo]
et la même dénition de µ2 qu'à l'ordre préédent.
10.1.2 La ontrainte
Après linéarisation et élimination des termes ne onservant pas le nombre de partiules, elle s'érit :
θ3 = m
2φo +m
2Ωˆ +
λ
3!
1
V
∫
dx−
{
ϕ21ϕ2 + ϕ2ϕ
2
1 + ϕ1ϕ2ϕ1 + 3φoϕ
2
1 + ϕ
2
1Ωˆ + Ωˆϕ
2
1 + ϕ1Ωˆϕ1
}
ave
< q+1 |Ωˆ|q+2 >= δ(q1 − q2)fˆ2(q+1 )C(q+1 )
et les éléments de matries déjà alulés, il vient
2
:[
2g++2 (p, q
+
1 ) +
1
2
[G2(p,−q+1 ) +G2(q+1 ,−p)]
]
< q+1 |θ3|q+1 >=
gφo
q+1
C(q+1 )[1 + g
fˆ2(q+1 )
q+1
] +
g
q+1
∫ +∞
0
dp
p
fˆ2(p) (10.2)[
2g++2 (p, q
+
1 ) +
1
2
[G2(p,−q+1 ) +G2(q+1 ,−p)]
]
(10.3)
qui relie C à g++2 et G2 et
< 0|θ3|0 >= φo + 2
3
g
∫ +∞
0
dp1dp2
p1p2
fˆ2(p1)fˆ
2(p2)
[
g++2 (p1, p2) +
1
4
G2(p1, p2)
]
+
g
6
∫ +∞
0
dp
p
fˆ4(p)C(p)
(10.4)
2
En notant que le terme
g
2q+1
G2(q
+
1 −q+1 )
R +∞
0
dp
p
fˆ2(p) s'annule ar G2(q
+
1 ,−q+1 ) = 0, le mode zéro étant expliitement
pris en ompte par Ω.
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La donnée des équations du mouvement (10.1) et des ontraintes (??,10.4) détermine toute la dyna-
mique. Il s'agit d'un système d'équations intégrales ouplant g++2 et G2 (le hamp) et C (le mode zéro).
Les équations du mouvement permettent de déterminer G2 et g2 en fontion de C, qui est lui même
xé par la ontrainte (??). Enn la ontrainte (10.4) xe le ouplage ritique gc en fontion de toutes
les autres quantités.
10.2 Résolution approhée des équations du mouvement et des
ontraintes
Nous allons étudier la solution de (10.1) par itérations, en prenant omme termes initiaux les termes
soures non intégraux
3
:
g
++(o)
2 (g, φo, q1, q2) ≡ g2o(g, φo, q1, q2)
G
(o)
2 (g, φo, q1,−q2) ≡ 2θ(q1 − q2)g2(g, φo, q1,−q2)
et le terme obtenu à l'ordre préédent de la série de Haag pour C :
C(o)(q1) ≡ − gφo
(q1 + g)
(10.5)
En notant que
g2o(q1, q2) + g2o(q1,−q2) = − 2q1q2
q21 + q
2
2 + q1q2
g2o(q1, q2)
la première itération onduit aux équations :
g
++(1)
2 (q1, q2) = g2o(q1, q2)− g q1q2q21+q22+q1q2
{
q1
∫ q1
0 dpfˆ
2(p) g2(p,q1)
p2+q21−pq1 + q2
∫ q2
0 dpfˆ
2(p) g2o(p,q2)
p2+q22−pq2
− 12
∫ +∞
q1
dp
p fˆ
2(p)g2o(p, q1)− 12
∫ +∞
q2
dp
p fˆ
2(p)g2o(p, q2)
}
G
(1)
2 (q1,−q2) = 2g2o(q1,−q2) + g q1q2q21+q22−q1q2
{
q1
∫ q1
0 dpfˆ
2(p) g2o(p,q1)
p2+q21−pq1 + q2
∫ +∞
q2
dpfˆ2(p) g2o(p,q2)
p2+q22−pq2
− 12
∫ +∞
q1
dp
p fˆ
2(p)g2o(p, q1)− 12
∫ q2
0
dp
p fˆ
2(p)g2o(p, q2)
}
Les intégrales des membres de droite peuvent être évaluées ave Maple et fournissent un résultat assez
lourd. A la limite des grands q1 on a :
g
++(1)
2 (q1, q1) ∼
1
6
gφo − g
2φo
6
1
q1
[1− g π
√
3
9
] + o(
1
q21
) (10.6)
et on onstate que l'on retrouve ette même limite pour g
++(o)
2 (q1, q1) si l'on substitue dans C(g, φo, q1)
un ouplage eetif geff ≡ g(1 − gπ
√
3
9 ) à la plae de g. De manière analogue on bâtit la solu-
tion au 2e ordre des itérations g
++(2)
2 et G
(2)
2 où les intégrales peuvent aussi être évaluées. On peut
3
Pour alléger les notations on omettra dans la suite les variables g et φo pour les rétablir lorsque e sera néessaire.
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alors faire la onstatation suivante : g
++(2)
2 (g, φo, q1, q2) et G
(2)
2 (g, φo, q1,−q2) restent très prohes de
g
++(o)
2 (geff , φo, q1, q2)et G
(o)(geff , φo, q1, q2) où
geff ≡ g
1 + g π
√
3
9
(10.7)
On s'attend à e que les itérations suivantes ne modient pas drastiquement la forme de g
++(i)
2 et
G
(i)
2 . Par ailleurs les orretions apportées par les itérations suivantes fournissent des termes plus que
linéaires en φo qui sont négligeables près de la transition. En outre elles font apparaître une alternane
de signes + et − dans la limite (10.6) pour g++(i)2 qui permet d'envisager une série innie onvergeant
vers un ouplage eetif de la forme (10.7).
g22 :
g21 :
g20 :
0.0005
0.001
0.0015
0.002
2 4 6 8q1~
g=1.5
g22 :
g21 :
g20 :
0.001
0.003
0.005
0.007
2 4 6 8q1~
g=4.2
 g22 :
 g21 :
2*g20 :
–0.002
–0.004
–0.006
–0.008
2 4 6 8
q1~
g=1.5
 g22 :
 g21 :
2*g20 :
–0.004
–0.008
–0.012
–0.016
2 4 6 8
q1~
g=4.2
Il reste à montrer qu'il est justié d'utiliser l'expression à l'ordre 1 pour C (10.5). Examinons la solution
d'ordre 1 :
C(1)(q1)[q1 + gfˆ
2(q1)] + gφo+
2g
∫ +∞
0
dp
p fˆ
2(p)
{
g2o(p, q1) +
1
2θ(p− q1)g2o(p,−q1) + 12θ(q1 − p)g2o(q1,−p)
}
= 0
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qui donne
C(1)(q1) = − gφoq1+g −
g2
2(q1+g)
∫ +∞
0
dpfˆ2(p)C(o)(p)
{
1
p2+q21+pq1
− 12 1p2+q21−pq1
}
−[C(q1)fˆ2(q1) + 2φo] g
2q1
2(q1+g)
∫ +∞
0 dp
{
1
p2+q21+pq1
− 12 1p2+q21−pq1
}
Sahant que ∫ +∞
0
dp
1
p2 + q21 ± pq1
=

2π
√
3
9q1
(+)
4π
√
3
9q1
(−)
on en déduit que la 2e intégrale est nulle. Quant à la première, elle est dominée par sa valeur au ple
et, à une bonne approximation, on peut érire :
∫ +∞
0
dp
C(o)(p)
p2 + q21 ± pq1
≃ C(o)(q1)
∫ +∞
0
dp
1
p2 + q21 ± pq1
e qui annule aussi le premier terme intégral. Ainsi C(1) est très peu diérent de C(o).
C  :
C0:
–0.003
–0.005
–0.007
–0.009
2 4 6 8k~
Nous avons montré que la solution à l'ordre 1 garde la même forme générale que elle à l'ordre 0. Pour
aner notre approximation, on introduit dans le ouplage eetif une fontion inonnue x(g) (que l'on
attend prohe de 1) :
geff ≡ g
1 + gx(g)π
√
3
9
et on va déterminer sa valeur optimale par une méthode de moindres arrés (f. appendie C).
Pour des g ≤ 7 on trouve omme attendu que x(g) est prohe de 1 :
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x(g) = 1 +
g
12
Finalement une solution satisfaisante pour C est don
C(g, φo, q1) = C
(o)(geff , φo, q1) = − 9gφo
9g + q1[9 + gπ
√
3(1 + g/12)]
(10.8)
10.3 Calul de la onstante de ouplage
Injetons dans (10.4) la solution (10.8) :
φo +
2g
3
∫ +∞
0
dp1dp2
p1p2
fˆ2(p1)fˆ
2(p2)
[
g2o(geff , φo, p1, p2) +
1
2
θ(p1 − p2)g2o(geff , φo, p1,−p2)
]
+
g
6
∫ +∞
0
dp
p
fˆ4(p)C(p) = 0
que l'on peut érire :
φo + I1 + I2 + I3 = 0
ave
I1 =
2g2φoπ
√
3
27
∫ +∞
0
dp
p fˆ
2(p) + 2g
2π
√
3
27
∫ +∞
0
dp
p fˆ
2(p)C(geff , φo, p)
I2 = − g
2φoπ
√
3
27
∫ +∞
0
dp
p fˆ
2(p)− g2π
√
3
27
∫ +∞
0
dp
p fˆ
2(p)C(geff , φo, p)
I3 =
g
6
∫ +∞
0
dp
p fˆ
4(p)C(p)
qui se simplie en :
φo +
g
6
∫ +∞
0
dp
p
fˆ4(p)C(g, φop) +
g2π
√
3
27
∫ +∞
0
dp
p
fˆ2(p)C(geff , φo, p) +
g2φoπ
√
3
27
∫ +∞
0
dp
p
fˆ2(p) = 0
(10.9)
En utilisant fˆ(p) = θ(p− µΛ )+ θ(Λµ − p) on peut onstater que les seules divergenes dans les intégrales
i-dessus sont logarithmiques et peuvent être absorbées dans la masse renormalisée µ par des ontre-
termes du même type que eux de l'ordre préédent :
1− g
6
{∫ Λ
µ
µ
Λ
dp
p
−
∫ Λ
µ
µ
Λ
dp
p+ g
}
− g
2π
√
3
27
{
2
∫ Λ
µ
µ
Λ
dp
p
−
∫ Λ
µ
µ
Λ
dp
p+ geff
}
= 0
On obtient, pour les grands Λ :
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1− g
6
(1 + 2g
π
√
3
9
)lng + g2
π
√
3
27
ln[1 + g(1 +
g
12
)
π
√
3
9
] = 0
d'où l'on tire la solution numérique :
gc = 4, 78
Le terme d'ordre 2 apporte une ontribution positive au résultat d'ordre 1.
10.4 Fontion β1(g) et omparaison ave les théories ritiques
La masse ritique M(g,Λ) du système est dénie à partir de la ontrainte (10.4) :
M2(g,Λ) ≡ µ2
{
1− g
6
(1 +
2gπ
√
3
9
)lng +
g2π
√
3
27
ln[1 + g(1 +
g
12
)
π
√
3
9
]
}
De là on tire la fontion β1(g) du système
β1(g) ≡M2
[
∂M2
∂g
∣∣∣∣
λ,Λ
]−1
= −2gN(g)
D(g)
ave
N(g) = [1− g6 (1 + g 2π
√
3
9 )lng + g
2 π
√
3
27 ln(1 +
π
√
3
9 (1 +
g
12 ))][1 + g
π
√
3
9 (1 +
g
12 )]
D(g) = (1 + g6 )[1 + g
π
√
3
9 (1 +
g
12 )] +
gπ
√
3
108 (1− 2g
2π
√
3
9 )
+ g
2π
√
3
27 (1 +
gπ
√
3
9 (1 +
g
12 )]ln[
g
(1+g π
√
3
9 (1+
g
12 ))
]
Comme à l'ordre préédent, on vérie qu'elle remplit bien la ondition (9.6) et que l'exposant ritique
ω reste égal à 2.
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β0:
–2
–1
0
1
2
3
1 2 3 4 5g
10.5 Comparaison ave les résultats des théories ritiques
A partir de (10.9) il faut onserver les divergenes en Λ :
1 = g(
1
6
+ g
π
√
3
27
)ln
Λ2
µ2
− g
6
ln
(
Λ
µ + g
µ
Λ + g
)
− g2π
√
3
27
ln
(
Λ
µ + geff
µ
Λ + geff
)
et passer au ouplage réduit r tel que g ≡ 23 Λ
2
µ2 r :
1 = − 19reyln
(
1+ 23 re
y
2
1+ 23 re
3y
2
)
− 4π
81
√
3
r2e2y
{
y
2 + ln
(
1+geff (y,r,x)e
−y
2
1+geff (y,r,x)e
y
2
)}
en notant y ≡ lnΛ2µ2 . La résolution numérique de ette équation est traitée à l'appendie C. On obtient
rLC2 = 1.71
ra,b1 r
a,b
4 r
c
lat rLC1 rLC2
1 1.85 1.80±.05 1.5 1.71
a) Ref. [45℄ b)Ref. [64℄ ) Ref. [10℄
10.6 Conlusion
La version ontinue de la quantiation sur le ne de lumière se présente omme une méthode puissante
et relativement éonome en aluls pour l'étude des propriétés ritiques des théories de hamps salaires.
Le ouplage des modes zéros ave les modes normaux, assoié à la régularisation des divergenes par
des fontions tests, permet d'aéder aux domaines non perturbatifs de la théorie de façon tout à fait
satisfaisante, du moins pour e qui onerne le ouplage ritique, la fontion β(g) et l'exposant ritique
ω. Des améliorations sont envisageables. Il est possible de prendre en ompte dans les ontraintes et les
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équations du mouvement les termes plus que linéaires en φo mais ela alourdirait onsidérablement les
aluls. En outre, la transition de phase étant dénie pour les φo petits, nous pensons que ela n'ap-
porterait pas de orretions signiatives à nos résultats. On pourrait aussi pousser le développement
de Haag du hamp ϕ jusqu'à l'ordre 3. Pareillement on peut onsidérer le terme suivant du dévelop-
pement de Haag du mode zéro, mais là aussi, le nombre d'éléments de matries à aluler devient très
important. Un autre axe de reherhe onsiste à aluler d'autres exposants ritiques, notamment le
oeient η assoié aux fontions de orrélation. A ette n nous avons onsidéré une généralisation
du mode zéro, en lui permettant de varier dans l'espae. Le hamp total Φ s'érivant alors :
Φ(x+, x−) = φc(x+, x−) + φo +Ω11 + ...+ ϕ1(x+, x−) + ϕ2(x+, x−) + ...
où φc(x
−) est un -nombre ('est en fait la partie lassique du hamp Φ), qui est lui aussi ouplé ave
les modes normaux ϕ1et ϕ2. La dépendane spatiale de φc lui permet de transférer de l'impulsion (en e
sens e n'est plus strito sensu un mode zéro), e qui nous a permis d'obtenir la relation de dispersion
et l'exposant ritique η. Ces travaux sont toujours en ours.
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Troisième partie
La théorie des hamps ϕ4 O(N ) sur le
ne de lumière.
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Chapitre 18
Développement de la théorie φ4O(N )
quantiée par intégrales de hemin
"More variables usually means greater omplexity, but not always ..."
Sidney Coleman
18.1 Mise en forme de la fontionnelle génératrie
Dans ette troisième partie nous allons préiser et ompléter les travaux présentés dans la thèse [3℄.
On onsidère N hamps salaires φa soumis à la symétrie O(N), en interation φ4. Cette symétrie
est onnue [9℄ pour permettre des développements non perturbatifs en série de
1
N . L'existene d'un
paramètre permettant un développement non perturbatif suggère une possibilité nouvelle de résolution
des ontraintes et des équations du mouvement de la théorie sur le ne de lumière, ordre par ordre
en
1
N . Comme préalable à ette étude, dans un but de omparaison, nous allons examiner en détail
les fontions de orrélation de la théorie eulidienne dans l'Instant Form en utilisant les intégrales de
hemin. Des travaux sur es fontions de orrélation ont été menés [35℄, mais une approhe systématisée
nous a semblé néessaire pour réduire au minimum le risque d'erreur qui, omme on le onrmera en
n de hapitre, est important.
Le lagrangien de la théorie φ4 O(N) s'érit :
L =
1
2
∂µφ
a∂µφ
a +
1
2
m2φaφa +
λ
4!
(φaφa)2
Les fontions de orrélation s'obtiennent à partir de la fontionnelle génératrie
Z[J ] =
∫
D[φa]e−S[φ
a]+
R
d4xJa(x)φa(x)
(18.1)
où S est l'ation
S =
∫
d4xL(φa(x))
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et Ja(x) le terme de ourant, soure des hamps φa(x). En multipliant la fontionnelle (18.1) par la
onstante
K =
∫
D[σ]e−
N
2g
R
d4x(σ+ i2
g
N φ
aφa)
2
où l'on a posé λ ≡ 3gN , on fait apparaître des termes gaussiens
Z[J ] =
∫
D[φa]D[σ]e
− R d4xn 12∂µφa∂µφa+ 12 (m2+ i2σ)φaφa+N2 σ2g −Jaφao
qui rendent possible le alul de l'intégrale fontionnelle sur φa :
Z[J ] = cte
∫
D[σ]e−
N
2 tr.ln[−∂µ∂µ+m2+iσ]− N2g
R
d4xσ2− 12
R
d4xd4y{Ja(x)[−∂µ∂µ+m2+iσ]−1Ja(y)}
(18.2)
où l'on a intégré par partie le terme inétique et où tr signie trae. La multipliation par la onstante
K, qui ne modie en rien la dynamique
1
, permet l'introdution du hamp auxiliaire σ(x) e qui auto-
rise l'intégration sur les hamps φa qui disparaissent dès lors de la fontionnelle génératrie. De fait,
l'ensemble de la théorie se trouve maintenant exprimé à l'aide de e hamp auxiliaire σ pour lequel il
faut introduire un terme de ourant soure. Pareillement le terme soure pour les hamps φa , devenu
inutile, est supprimé
2
:
Z[j] = cte
∫
D[σ]e−
N
2 Seff [σ]+
R
d4xj(x)σ(x)
où
Seff [σ] = tr.ln[−∂µ∂µ +m2 + iσ] + 1
g
∫
d4xσ2(x)
est une ation eetive non loale que l'on peut développer autour de la solution σo qui la minimise
(méthode du point de selle). Posons :
σ(x) = σ˜(x) + σo
En utilisant l'ensemble omplet d'états :
∫
d4x |x >< x| = 1
1
Puisque la fontionnelle génératrie est simplement multipliée par une onstante. On peut le vérier également en
érivant l'équation d'Euler-Lagrange pour σ :
σ = −1
2
g
N
φaφa
qui n'est pas dynamique.
2
La suppression du terme soure pour φa est en fait une aaire de goût. Il est tout à fait possible de le onserver,
au prix d'expressions plus lourdes, omme l'ont fait Kristjansen et Flyvbjerg [35℄. Les fontions de orrélation que l'on
obtient sont alors modiées simplement par leurs pattes externes, qui deviennent des propagateurs de hamps φa. Alors
que tous les autres, et notamment les boules internes, demeurent identiques.
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on développe le terme en tr.ln3 :
Seff [σ] =
N
2
{∫
d4x 1gσ
2 + 12
∫
d4xd4yσ(x)∆(x − y)σ(y)∆(x − y)
− i3
∫
d4xd4yd4zσ(x)∆(x − y)σ(y)∆(y − z)σ(z)∆(z − x) + ...} (18.3)
ave
< x|σ˜|y > = σ˜(x)δ(x − y)
< x|[−∂µ∂µ +m2 + iσo]−1|y > ≡ ∆(x− y)
En eetuant l'intégration gaussienne sur les termes quadratiques de Seff et en eetuant le hangement
σ˜(x) − 1
N
∫
d4y[
1
g
δ(x− y) + 1
2
∆(x, y)∆(y, x)]−1j(y)→ σ˜(x)
la fontionnelle génératrie s'érit :
Z[j] = e
N
2
P+∞
k=3
(−i)k
k
R
d4x1...d
4xk δ1...δk
(18.4)
e
1
2N
R
d4xd4yj(x)
2
664 1g δ(x−y)+ 12
3
775
−1
j(y)
(18.5)
où l'on note
δ
δj(xi)
= δi, et en utilisant les représentations suivantes :
D(x− y) = [ 1g δ(x− y) + 12 ]−1
=
∆(x, y) =
Ces quantités s'interprètent aisément :
 D(x − y), issue de l'inversion de la partie quadratique de l'ation eetive, est le propagateur libre
pour le hamp σ˜.
3
On a :
tr.ln[−∂µ∂µ +m2 + iσ] =
Z
< x|ln[(−∂µ∂µ +m2 + iσo)(1 + eσ(−∂µ∂µ +m2 + iσo)]|x >
En développant le ln(1 + a) = a− 1
2
a2 + 1
3
a3 + ... et en utilisant la stationnarité de l'ation en σo :
δSeff [σ]
δσ |σ=σo
= 0
qui donne l'équation du gap :
1
g
σo +∆(x, x) = 0
on aboutit à l'expression (18.3).
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 ∆(x, y) est un propagateur eetif, relié aux hamps éliminés φa. Ces propagateurs interviennent
toujours en produits représentés par des erles qui jouent le rle de vertex eetifs non loaux pour
les propagateurs D(x − y). De fait tout se passe omme si le hamp σ˜ se propageait dans un milieu
polarisable.
L'expression (18.5) permet d'obtenir les fontions de orrélation en σ˜(x). Ces fontions se représentent
sous forme de diagrammes omposés de propagateursD(x−y) et ∆(x−y). Chaque diagramme porte un
fateur NL−P où L est le nombre de erles fermés et P le nombre de propagateurs D. Puisqu'un erle
fermé est aompagné d'au moins trois dérivées fontionnelles δi et que deux soures sont attahées à
un propagateur D, la relation 3L ≤ 2P doit être satisfaite (si P est nul, L l'est aussi). Don Z[j] peut
se développer en puissane de
1
N et seul un nombre ni de diagrammes ontribue à haque ordre. En
eet, à un ordre donné k, on doit avoir P − L ≤ k, mais L ≤ 2P3 implique que P ≤ 3k et L ≤ 2k.
Bien sûr, ave un nombre ni de erles et de propagateurs, on ne peut onstruire qu'un nombre ni
de diagrammes.
18.2 Algorithme pour la détermination des diagrammes ontri-
buant aux fontions de orrélation
Dans la relation donnant Z[j] on eetue le hangement
√
Nσ˜(x) → σ˜(x) de façon à obtenir un
développement en puissane de
1√
N
, plus failement utilisable par la suite. En eet le fateur en
1√
N
est alors simplement déterminé par le nombre k de vertex présents sur le erle et vaut
1
N
k
2
−1 .
On utilise les notations suivantes :
A(n) ≡ δj1 ...δjn
2
3
1
n
A2(n) = δj1 ...δjn δj11 ...δjn1
2
3
1
n
21
31
11n1
etc
avec ZD ≡ e 12
R
d4xd4yj(x)D(x−y)j(y)
A(3)ZD = {3 + }.ZD
A(4)ZD = {4 + 2 + }.ZD
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18.2. ALGORITHME POUR LA DÉTERMINATION DES DIAGRAMMES CONTRIBUANT AUX FONCTIONS DE CORRÉLATION
A(5)ZD = {5 + 5 + 5 + 5 + 5
+ }.ZD
A(6)ZD = {6 + 12 + 6 + 6 + 3
+3 + 6 + 3 + 6
+3 + 6 + }.ZD
La fontionnelle génératrie s'érit alors :
Z[j] = {1 + 1
6
√
N
A(3) + 18NA(4)− 172NA2(3)− i10N√NA(5)−
i
1296N
√
N
A3(3)
+ i
48N
√
N
A(3)A(4) + 131104N2A
4(3)− 1576N2A2(3)A(4) + 1128N2A2(4)
+ 160N2A(3)A(5)− 112N2A(6) +O( 1N2√N )}.ZD
Dans la suite on notera
CZD(2) =
1
ZD
(A(3)ZD)
CZD(3) =
1
ZD
(A(4)ZD)
CZD(5) =
1
ZD
(A(5)ZD)
CZD(6) =
1
ZD
(A(6)ZD)
Les fontions de orrélation onnetées s'obtiennent à partir du développement de W [j] ≡ lnZ[j] qui
peut s'érire :
W [j] =
5∑
n=1
CW (n).W (n) +O(
1
N2
√
N
)
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ave
CW (1..5) = {1, i
6
√
N
,
1
72N
,
i
6480N
√
N
1
155520N2
}
et
W (1) =
∫
d4xd4yj(x)D(x, y)j(y)
W (2) = CZD(2)
W (3) = CZ2D(2) + 9CZD(3)− CZD(4)
W (4) = −10CZ3D(2)− 135CZD(2)CZD(3) + 15CZD(2)CZD(4)
−648CZD(5)− 5CZD(6) + 135CZD(7)
W (5) = −30CZ4D(2)− 540CZ2D(2)CZD(3)− 1215CZ2D(2) + 60CZ2D(2)CZD(4)
+270CZD(3)CZD(4)− 15CZ2D(4)− 2592CZD(2)CZD(5)− 20CZD(2)CZD(6)
+540CZD(2)CZD(7) + 5CZD(8)− 270CZD(9) + 1215CZD(10) + 2592CZD(11)
+12960CZD(12)
etc
En notant F2n les parties onnetées des diérentes ontributions on a :
CZD(4) =
1
ZD
(A2(3)ZD) = CZ
2
D(2) + F24
CZD(6) =
1
ZD
A(3)[CZ2D(2).ZD + F24.ZD]
= CZ3D(2) + 3CZD(2).F24 + F26
CZD(7) =
1
ZD
A(3)[CZD(3).ZD]
= CZD(2)CZD(3) + F27
CZD(8) =
1
ZD
A(3)[CZ3D(2).ZD + 3CZD(2).F24.ZD + F26.ZD]
= CZ4D(2) + 6CZ
2
D(2)F24 + 4CZD(2)F26 + 3F
3
24 + F28
CZD(9) =
1
ZD
A(3)[CZD(7).ZD]
= CZ2D(2)CZD(3) + CZD(3)F24 + 2CZD(2)F27 + F29
CZD(10) =
1
ZD
A(4)[CZD(3).ZD]
= CZ2D(3) + F210
CZD(11) =
1
ZD
A(3)[CZD(5).ZD]
= CZD(2)CZD(5) + F211
En reportant dans les expressions de W (n), les parties déonnetées disparaissent omme il se doit. Il
reste :
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18.3. DÉVELOPPEMENT DIAGRAMMATIQUE DE LA FONCTION À UN POINT
W (3) = −F24 + 9CZD(3)
W (4) = −5F26 + 135F27 − 648CZD(5)
W (5) = 1215F210 + 2592F211 + 5F28 − 270F29 − 12960CZD(12)
Les quantités onnetées F2n se alulant simplement en eetuant les dérivées fontionnelles indiquées
dans les dénitions de CZD(n), n = (4, 6, 7, 8, 9, 10, 11) et en soustrayant les diérents termes déon-
netés, puissanes de CZD(2), produits CZD(i)CZD(j) et CZD(i)F2n. On peut onstater alors que
F210 et F211 regroupent toutes les ontributions à 2 boules, F29 les ontributions à trois boules, F28
elles à quatre boules et CZD(12) elles à une boule. On aura don :
< σ˜(x) >=
5∑
n=1
CW (n)
δW (n)
δj(x)
|j(x)=0 +O(
1
N2
√
N
)
et
< σ˜(x)σ˜(y) >=
5∑
n=1
CW (n)
δ2W (n)
δj(x)δj(y)
|j(x)=j(y)=0 +O(
1
N2
√
N
)
Seuls les termes n = 2 et 4 ontribuent à < σ˜(x) >, et n = 1, 3 et 5 à < σ˜(x)σ˜(y) >. Le alul formel
est entièrement eetué par l'appliation que nous avons développée sous Mathematia détaillée dans
l'appendie D. Le alul normal à la main devient vite fastidieux et inextriable, ave de multiples
possibilités d'erreurs et d'omissions de ontributions omme on le verra plus loin.
18.3 Développement diagrammatique de la fontion à un point
Dans un but de omparaison ave les résultats de la littérature et ave eux du hapitre suivant, on
rétablit la dépendane habituelle en
1
N (σ˜(x)→ 1√N σ˜(x))
< σ˜(x) > =
i
2N
+
i
N2
{−1
2
− 1
2
− 1
2
+
1
2
+
1
4
+
1
2
+
1
4
+
1
2
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−1
4
− 1
8
− 1
4
}
+o(
1
N3
)
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18.4. DÉVELOPPEMENT DIAGRAMMATIQUE DE LA FONCTION À DEUX POINTS
18.4 Développement diagrammatique de la fontion à deux points
Pour la fontion de orrélation à deux points on obtient :
< σ˜(x)σ˜(y) > =
1
N
+
1
N2
{ + 1
2
−1
2
− 1
2
}+ 1
N3
{−
− − − −
− − 1
2
− 1
2
− 1
2
+
1
2
+ +
+ + +
+
1
2
+
1
2
+
1
2
+
1
2
+
1
2
+
1
2
+
1
4
+ +
+
1
2
+
1
2
−
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− − 1
2
−1
2
− 1
2
−1
2
− 1
4
−1
4
− 1
2
−1
2
− 1
4
−1
4
− 1
2
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−1
2
− 1
4
+
1
2
+
1
2
+
1
2
+
1
2
+
1
2
+
1
4
+
1
2
+ +
1
2
+
1
2
+ +
1
2
−1
2
− 1
4
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− − 1
2
−1
2
− 1
2
−1
4
− 1
4
−1
2
− 1
2
− 1
4
−1
4
− 1
4
−1
2
− 1
4
− 1
8
+
1
4
+
1
2
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+
1
2
+
1
4
+
1
2
+
1
4
+
1
4
+
1
4
+
1
8
+
1
4
}
+o(
1
N4
)
C. Kristjansen et H. Flyvbjerg [35℄ font état d'un alul identique où les diagrammes suivants sont
absents :
; ;
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Pour tous les autres as, les diagrammes et les poids trouvés ii sont en aord ave eux rapportés par
es auteurs.
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Chapitre 19
Vers la quantiation de la théorie
φ4 O(N ) sur le ne de lumière
Si vous fermez la porte à toutes les erreurs, la vérité restera dehors."
Rabindranâth Tagore
19.1 Contrainte et équations du mouvement
L'ériture de la fontionnelle génératrie suggère d'utiliser omme lagrangien :
L = −1
2
N
g
σ2(x) − N
2
< x|ln[∂µ∂µ +m2 + iσ]|x >
où l'on est passé de l'ériture eulidienne à l'ériture minkowskienne
1
. Il faut remarquer que e lagran-
gien est invariant de forme si l'on passe en oordonnées du ne de lumière : la variable x peut don
représenter indiéremment les oordonnées minkowskiennes ou elles du ne de lumière. Cependant
l'unique présene du hamp auxiliaire non dynamique σ(x) rend e lagrangien maximalement singulier.
Le moment onjugué de σ(x) est nul2 :
πσ ≡ δL
δσ˙
= 0
1
C'est-à-dire que l'on a eetué :
−(∂µ∂µ)eucl = ∂µ∂µZ
D[σ]e−
R
d4xeuclLeucl(xeucl) =
Z
D[σ]ei
R
d4xL(x)
ave
d4xeucl = id
4x
2
Que σ˙(x) représente ∂σ
∂xo
ou bien
∂σ
∂x+
.
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Il en déoule la ontrainte primaire (qui n'a auun rapport ave la singularité des systèmes sur ne de
lumière) :
θ1(x) = πσ(x) ≈ 0
qui engendre elle-même une ontrainte seondaire
3
:
θ2(x) =
1
g
σ(x) + i
N
2
< x|[∂µ∂µ +m2 + iσ]−1|x >≈ 0 (19.1)
Il est faile de se onvainre (f. la thèse [3℄) que ette ontrainte est de seonde lasse, tout omme
θ1, et que la matrie des ontraintes C(x, y) = {θi(x), θj(y)} est inversible. La ontrainte θ2(x) ≈ 0
est don l'équation dynamique de la théorie. Notre objetif étant de la résoudre ordre par ordre, on
développe pour e faire le hamp σ˜(x) = σ(x) − σo en puissanes de 1√N :
σ˜(x) =
+∞∑
n=1
σn(x)
[
√
N ]n
qui induit un développement analogue de θ(x) ≡ θ2(x)N pouvant s'érire4 :
θ(x) = 1gσo +
i
2∆(x, x)
+ 1√
N
{
1
gσ1(x) +
1
2
∫
d4y∆(x, y)σ1(y)∆(y, x)
}
+ 1N
{
1
gσ2(x) +
1
2
∫
d4y∆(x, y)σ2∆(y, x)− i2
∫
d4yd4z∆(x, y)σ2(y)∆(y, z)σ2(z)∆(z, x)
}
+ 1
N
√
N
{
1
gσ3(x) +
1
2
∫
d4y∆(x, y)σ3(y)∆(y, x) − i2
∫
d4yd4z∆(x, y)σ1(y)∆(y, z)σ2(z)∆(z, x)
− i2
∫
d4yd4z∆(x, y)σ1(y)∆(y, z)σ2(z)∆(z, x)− i2
∫
d4yd4z∆(x, y)σ2(y)∆(y, z)σ1(z)∆(z, x)
− 12
∫
d4yd4zd4t∆(x, y)σ1(y)∆(y, z)σ1(z)∆(z, t)σ1(t)∆(t, x)
}
+ ...
(19.2)
Chaque terme de e développement doit s'annuler pour que (19.1) soit vériée. La première équation
obtenue est simplement l'équation du gap :
3
L'hamiltonien primaire s'érit :
H1(x
o) =
Z
d3x

N
2g
σ2(x) +
N
2
< x|ln[∂µ∂µ +m2 + iσ]|x > +µ1(x)θ1(x)
ﬀ
et la ondition de onsistane
θ˙1(x) = {θ1(x), H1(y)}xo=yo
ne permet pas la détermination de la fontion µ1(x) et onduit à la ontrainte θ2(x).
4
Cette expression s'obtient en développant l'opérateur [∂µ∂µ + m2 + iσ]−1de la même façon que l'on a développé
ln[−∂µ∂µ +m2 + iσ] au hapitre préédent.
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19.2. RÉSOLUTION DE L'ÉQUATION DU MOUVEMENT LIBRE ET QUANTIFICATION
1
g
σo +
i
2
∆(x, x) = 0
Comme on pouvait s'y attendre, on onstate que :
θ2(x) =
δSeff [σ]
δσ(x)
e qui montre que la deuxième équation, obtenue à l'ordre
1√
N
, est reliée au propagateur D(x, y) ; 'est
en fait l'équation du mouvement libre pour σ1(x) :
1
g
σ1(x) +
1
2
∫
d4y∆(x, y)σ1(y)∆(y, x) ≈ 0 (19.3)
Les équations d'ordre supérieur apparaissent alors omme des équations du mouvement, dont le terme
d'interation est bâti à partir des hamps déterminés aux ordres préédents.
19.2 Résolution de l'équation du mouvement libre et quanti-
ation
Dans l'espae de Fourier l'équation (19.3) s'érit :
D−1(p2).σ̂1(p) ≈ 0
ave
σ1(x) =
∫ +∞
−∞
d4p
(2π)4
eipxσ̂1(p)
et
5
D−1(p2) ≡ 1
g
+
1
2
∫
d4q
(2π)4
1
(q2 +m2)[(q + p)2 +m2]
(19.4)
où l'on a fait le hangement de notation : m2 + iσo → m2. Après régularisation à l'éhelle µ e
propagateur s'érit (f. [3℄) :
D−1r (p
2) =
1
gr
− 1
(4π)2
ln(
p2
µ2
)
On obtient don l'équation du mouvement :
5
Dans la suite on notera pour simplier D(p), mais il faut se souvenir que D ne dépend que de p2 .
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[
1
gr
− 1
(4π)2
ln(
p2
µ2
)].σ̂1(p) ≈ 0
qui admet pour solution la distribution :
σ̂1(p) = δ[
1
gr
− 1
(4π)2
ln(
p2
µ2
)].σ1(p)
soit
6
:
σ̂1(p) =
(4π)2M2
2ωp
[δ(po − ωp) + δ(po + ωp)].σ1(p)
et don
σ1(x) =
(4π)2M2
2
∫ +∞
−∞
d3p
(2π)3
1
ωp
{
σ1(−ωp,−pi)e−i(ωpx
o−pixi) + σ1(ωp, pi)ei(ωpx
o−pixi)
}
La question qui se pose alors est de hoisir une quantiation onsistante ave la dénition du propa-
gateur libre (19.4) de σ1(x) lequel orrespond à l'inversion de la partie quadratique de l'ation eetive
(f. hapitre préédent). On doit avoir :
< 0|Tσ1(x)σ1(y)|0 >= iD(x− y) (19.5)
où T est le produit hronologique.
La presription lassique
σ1(ωp, p
i) 1√
2ωp
→ a†p
σ1(−ωp,−pi) 1√
2ωp
→ ap (19.6)
ne onvient pas puisque (19.6) donne simplement un propagateur de Klein-Gordon de masse M. On
utilise la presription :
6
D'après la théorie des distributions on sait que δ[f(x)] =
P
{xo}
1
|f ′(x)|δ(x− xo) où les xo sont les zéros de f(x). On
a ii :
f(po) ≡ 1
gr
− 1
(4π)2
ln(
(po)2 − (pi)2
µ2
)
dont les deux zéros sont :
po± = ±
r
µ2e
(4π)2
gr + (pi)2
et
f ′(±ωp) = − 2
(4π)2
±ωp
µ2e
(4π)2
gr
Cei suggère que la masse du hamp σ1 est M
2 ≡ µ2e
(4π)2
gr
.
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σ1(ωp, p
i) (4π)
2M2√
2ωp
→ a†pg(ωp, pi)
σ1(−ωp,−pi) (4π)
2M2√
2ωp
→ apg(−ωp,−pi)
(19.7)
où g est une fontion telle que7 :
g(p2on)g(−p2on)
p2off −M2 + iǫ
= D(p2off ) (19.8)
e qui assure l'égalité (19.5). En fait la fontion g, néessaire pour réaliser une quantiation onsistante,
indique que le hamp σ1a un aratère non loal :
σ1(x) =
∫ d3p
(2π)3
1√
2ωp
{
a†pg(p
on)eip
onx + apg(−p)e−iponx
}
=
∫
d3x′
(2π)3
∫
d3p
(2π)3
2√
2ωp
{
a†pg(x+ x
′)eip
onx + apg(−x− x′)e−iponx
} (19.9)
ave
g(p) =
∫
d3x′
(2π)3
e−ipx
′
g(x′)
Ave la presription (19.7)(19.8) un alul diret
8
montre que l'égalité (19.5) est satisfaite. Dans la
suite nous utiliserons pour σ1(x) le développement (19.9), e qui ontraste ave la démarhe
9
suivie
dans [3℄.
19.3 Caluls des hamps d'ordre supérieur
19.3.1 Champs à l'ordre 2
Le hamp σ2(x) est solution de l'équation :
1
g
σ2(x) +
1
2
∫
d4y∆(x, y)σ2(y)∆(y, x) =
i
2
I(x) (19.10)
en notant
I(x) ≡
∫
d4yd4z∆(x, y)σ1(y)∆(y, z)σ1(z)∆(z, x)
On a
7
La fontion g ne peut pas être spéiée au-delà du produit g(p)g(−p), mais ei n'est pas gênant puisque 'est toujours
e produit qui intervient dans la suite.
8
Il sut d'érire
< 0|Tσ1(x)σ1(y)|0 >= θ(xo − yo) < 0|σ1(x)σ1(y)|0 > +θ(yo − xo) < 0|σ1(y)σ1(x)|0 >
et d'utiliser la représentation intégrale de la fontion θ(f. page 30)
9
Le hoix de et auteur était de onsidérer pour σ1 un hamp de Klein-Gordon. Les ples des propagateurs sont
identiques aux ntres, mais le omportement de la fontion d'onde est tout à fait diérent. Cet aspet est apital pour la
struture des divergenes dans les intégrales.
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σ1(y)σ1(z) =
∫ d3p
(2π)3
d3q
(2π)3
1√
4ωpωq
{
a†pa
†
qg(p)g(q)e
i(py+qz) + apaqg(−p)g(−q)e−i(py+qz)
+a†paqg(p)g(−q)[ei(py−qz) + ei(pz−qy)]
}
+
∫
d3p
(2π)2
1
2ωp
g(p)g(−p)eip(z−y)
en utilisant [ap, a
†
q] = δ(p− q) et en érivant le développement de Fourier de ∆(x, y) :
∆(x, y) =
∫
d4p
(2π)4
eip(x−y)
p2 +m2
On trouve, après un alul diret :
I(x) =
∫
d3p
(2π)3
d3q
(2π)3
1√
4ωpωq
{
[a†pa
†
qg(p)g(q)e
i(p+q)x + apaqg(−p)g(−q)e−i(p+q)x]A(p, q)
+2a†paqA(p,−q)g(p)g(−q)ei(p−q)x
}
+
∫
d3p
(2π)3
1
2ωp
A(p,−p)g(p)g(−p)
ave
A(p, q) ≡
∫
d4k
(2π)4
1
(k2 +m2)[(k − p)2 +m2][(k + q)2 +m2]
Pour résoudre (19.10) on suppose pour σ2(x) un développement de struture identique au seond
membre I(x) :
σ2(x) =
∫
d3p
(2π)3
d3q
(2π)3
{
α(p, q)[a†pa
†
qg(p)g(q)e
i(p+q)x + apaqg(−p)g(−q)e−i(p+q)x]
+β(p, q)a†paqg(p)g(−q)ei(p−q)x
}
+
∫
d3p
(2π)3 γ(p)g(p)g(−p)
où α, β et γ sont des oeients inonnus que l'on détermine10 par projetion sur les états de Fok de
l'équation (19.10). La projetion sur les états < p, q| et |0 >, < p| et |q >, et < 0| et |0 > donne11 :
D−1(p+ q)α(p, q) =
i
2
1√
4ωpωq
A(p, q)
D−1(p− q)β(p, q) = i 1√
4ωpωq
A(p,−q)
D−1(0)γ(p) =
i
2
1
2ωp
A(p,−p)
10
Cette méthode permet de déterminer seulement la partie inhomogène σI2 de la solution de l'équation (19.10). Elle
s'ajoute lairement à une solution homogène σH2 . Celle-i est identique à σ1puisque les noyaux des termes intégraux sont
les mêmes. Cei est vérié à tous les ordres du développement (19.2) : on peut don redénir σ1 omme la somme des
solutions homogènes à tous les ordres et de ette façon σ1 représente alors la totalité de la partie libre du hamp eσ(f. [3℄
pour plus de préisions). Dans la suite on se plaera dans ette optique, en ne onsidérant que les solutions inhomogénes
des équations.
11
On peut noter que β(p, q) = 2α(p,−q).
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et nalement :
σ2(x) =
i
2
∫
d3p
(2π)3
d3q
(2π)3
1√
4ωpωq
{
A(p, q)D(p+ q)[a†pa
†
qg(p)g(q)e
i(p+q)x + apaqg(−p)g(−q)e−i(p+q)x]
+2A(p,−q)D(p− q)a†paqg(p)g(−q)ei(p−q)x
}
+ i2D(0)
∫
d4p
(2π)4A(p,−p)D(p)
Dans le dernier terme nous avons utilisé la relation :∫
dp
2π
g(p)g(−p)
2ωp
=
∫
d2p
(2π)2
g(p)g(−p)
p2off −M2 + iǫ
=
∫
d2p
(2π)2
D(p)
qui nous permet de reonstruire les propagateurs D à l'aide de la presription (19.8).
19.3.2 Champs à l'ordre 3
Les aluls sont plus lourds pour la détermination du hamp σ3(x) mais la méthode utilisée est identique
à la préédente. Le hamp σ3(x) est solution de l'équation :
1
g
σ3(x) +
1
2
∫
d4y∆(x, y)σ3(y)∆(y, x) =
1
2
J(x) +
i
2
K(x) +
i
2
L(x) (19.11)
ave
J(x) ≡ ∫ d4yd4zd4t∆(x, y)σ1(y)∆(y, z)σ1(z)∆(z, t)σ1(t)∆(t, x)
K(x) ≡ ∫ d4yd4z∆(x, y)σ1(y)∆(y, z)σ2(z)∆(z, x)
L(x) ≡ ∫ d4yd4z∆(x, y)σ2(y)∆(y, z)σ1(z)∆(z, x)
En utilisant la relation de ommutation anonique et les symétries sur les variables de Fourier, on peut
mettre es intégrales sous les formes suivantes :
J(x) =
∫
d3p
(2π)3
d3q
(2π)3
d3r
(2π)3
1√
8ωpωqωr
{
a†pa
†
qa
†
rB(p, q, r)g(p)g(q)g(r)e
i(p+q+r)x+
apaqarB(p, q, r)g(−p)g(−q)g(−r)e−i(p+q+r)x+
a†pa
†
qar[E(p, q,−r) + E(p,−r, q) + E(−r, p, q)]g(p)g(q)g(−r)ei(p+q+r)x+
a†paqar[E(p,−q,−r) + E(−q, p,−r) + E(−q,−r, p)]g(p)g(−q)g(−r)ei(p−q−r)x }
+
∫
d3p
(2π)3
d3q
(2π)3
1√
8ω2pωq
{
a†q[F (p, q) + 2G(p, q)]g(q)g(p)g(−p)eiqx+
aq[F (p, q) + 2G(p, q)]g(−q)g(p)g(−p)e−iqx }
ave
E(p, q, r) ≡ ∫ d4k(2π)4 1(k2+m2)[(k+r)2+m2][(k−q)2+m2][(k−q−p)2+m2]
F (p, q) ≡ E(p, q, p)
G(p, q) ≡ E(p, q, 0)
D'autre part :
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L(x) = K(x) =
∫ d3p
(2π)3
d3q
(2π)3
d3r
(2π)3
1√
2ωp
{
a†pa
†
qa
†
rH(p, q, r)g(p)g(q)g(r)e
i(p+q+r)x+
apaqarH(p, q, r)g(−p)g(−q)g(−r)e−i(p+q+r)x+
a†pa
†
qar[2H(p, q,−r) +H(−r, q, p)]g(p)g(q)g(−r)ei(p+q+r)x+
a†paqar[H(p,−q,−r) + 2H(−q, p,−r)]g(p)g(−q)g(−r)ei(p−q−r)x }
+
∫
d3p
(2π)3
d3q
(2π)3
1√
2ωp
{
a†p[M(p, q) + 2N(p, q)]g(p)g(q)g(−q)eipx+
ap[M(−p, q) + 2N(−p, q)]g(−p)g(q)g(−q)e−ipx }
ave
B(p, q, r) ≡ ∫ d4k(2π)4 1(k2+m2)[(k−p)2+m2][(k+q+r)2+m2]
H(p, q, r) ≡ α(q, r)B(p, q, r) = i2 1√4ωqωrD(q + r)A(q, r)B(p, q, r)
M(p, q) ≡ M(−p, q) = γ(q)A(p,−p) = i2 12ωqD(0)A(q,−q)A(p,−p)
N(p, q) ≡ α(p, q)A(p, q) = i2D(p+ q) 1√4ωpωqA(p, q)
2
Les oeients A et B représentent les erles à 3 points ; E,F,G, les erles à 4 points et H, M et N
l'assoiation de deux erles à trois points.
En hoisissant pour le hamp σ3(x) un développement de struture identique à elle de J, K, et L, et
en projetant l'équation du mouvement (19.11) sur les états de Fok omme pour σ2, mutatis mutandis,
on obtient nalement :
σ3(x) =
∫ d3p
(2π)3
d3q
(2π)3
d3r
(2π)3
1√
8ωpωqωr
{
a†pa
†
qa
†
rg(p)g(q)g(r)e
i(p+q+r)xD(p+ q + r)[ 12B(p, q, r)− 12D(q + r)A(q, r)B(p, q, r)]+
apaqarg(−p)g(−q)g(−r)e−i(p+q+r)xD(p+ q + r)[ 12B(p, q, r) − 12D(q + r)A(q, r)B(p, q, r)]+
a†pa
†
qarg(p)g(q)g(−r)ei(p+q−r)xD(p+ q − r)[ 12 (E(p, q,−r) + E(p,−r, q) + E(−r, p, q))
−D(q − r)A(q,−r)B(p, q,−r) − 12D(p+ q)A(p, q)B(−r, q, p)]+
a†paqarg(p)g(−q)g(−r)ei(p−q−r)xD(p− q − r)[ 12 (E(p,−q,−r) + E(−q, p,−r) + E(−q,−r, p))
− 12D(q + r)A(q, r)B(p,−q,−r) −D(p− r)A(p,−r)B(−q, p,−r)] }
+
∫
d3p
(2π)3
d4q
(2π)4
1√
2ωp
{
a†pg(p)e
ipxD(p)D(q)[ 12F (p, q) +G(q, p)
− 12D(0)A(q,−q)A(p,−p)−D(p+ q)A(p, q)2]+
apg(−p)eipxD(p)D(q)[12F (p, q) +G(q, p)
− 12D(0)A(q,−q)A(p,−p)−D(p− q)A(p,−q)2] }
où nous avons fait apparaître les propagateurs D dans les termes ave un seul opérateur ap ou a
†
p omme
nous l'avons fait pour σ2.
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1
N2
19.4 Fontions de orrélation à l'ordre
1
N2
19.4.1 Fontions à un point
Les aluls que nous avons eetués permettent de onnaître la valeur moyenne du hamp dans le vide
à l'ordre
1
N seulement
12
. Les projetions sur les états du vide de σ1 et σ3 étant nulles, on obtient :
< 0|σ˜(x)|0 > = 1
N
< 0|σ2(x)|0 > +O( 1
N
)
=
i
2N
D(0)
∫
d4p
(2π)4
D(p)A(p,−p)
=
i
N2
19.4.2 Fontion à deux points
Le développement de la fontion à deux points s'érit :
< 0|T σ˜(x)σ˜(y)|0 > = 1N < 0|Tσ1(x)σ1(y)|0 >
+ 1N2 < 0|Tσ2(x)σ2(y)|0 >
+ 1N2
1
2 [< 0|Tσ1(x)σ3(y)|0 > + < 0|Tσ3(x)σ1(y)|0 >]
+O( 1N3 )
où T représente le produit hronologique habituel. Nous avons introduit un fateur
1
2 dans la dernière
expression an d'éliminer les doublons dus aux termes roisés symétrisés.
Le premier terme est le propagateur du hamp libre σ1(x) :
< 0|Tσ1(x)σ1(y)|0 > =
Dans l'élément de matrie < 0|σ2(x)σ2(y)|0 >, seul le terme en ap′aq′a†pa†q subsiste à la ontration et
donne δ(p′ − p)δ(q′ − q) + δ(p′ − q)δ(q′ − p), d'où l'on tire :
12
Il faudrait aluler σ4(x) pour obtenir le terme en
1
N2
.
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< 0|σ2(x)σ2(y)|0 >= −1
2
∫
d3p
(2π)3
d3q
(2π)3
1
4ωpωq
D(p+ q)2A(p, q)2ei(p+q)(x−y)
L'appliation du produit hronologique onduit
13
à
< 0|Tσ2(x)σ2(y)|0 > = −1
2
∫
d4p
(2π)4
d4q
(2π)4
D(p)D(q)D(p + q)2A(p, q)2ei(p+q)(x−y)
=
1
2
De la même façon dans < 0|σ1(x)σ3(y)|0 > seul le terme en ap′a†p ontribue et on aboutit à :
< 0|Tσ1(x)σ3(y)|0 > = < 0|Tσ3(x)σ1(y)|0 >
=
∫
d4p
(2π)4
d4q
(2π)4D(p)
2D(q)[12F (p, q) +G(p, q)
− 12D(0)A(p,−p)A(q,−q)−D(p+ q)A(p, q)2]
=
1
2
+
−1
2
−
13
Il faut noter que :
θ(xo − yo) = θ(xo − yo)2
θ(xo − yo)θ(yo − xo) = 0
et érire
< 0|Tσ2(x)σ2(y)|0 > = − 12
R d3p
(2π)3
θ(xo − yo)X(p)eip(x−y) R d3q
(2π)3
θ(xo − yo)X(q)eiq(x−y)Y (p, q)
− 1
2
R d3p
(2π)3
θ(yo − xo)X(p)eip(y−x) R d3q
(2π)3
θ(yo − xol)X(q)eiq(y−x)Y (p, q)
− 1
2
R d3p
(2π)3
θ(xo − yo)X(p)eip(x−y) R d3q
(2π)3
θ(yo − xo)X(q)eip(y−x)Y (p, q)
− 1
2
R d3p
(2π)3
θ(yo − xo)X(p)eip(y−x) R d3q
(2π)3
θ(xo − yo)X(q)eip(x−y)Y (p, q)
où l'on a posé :
X(p) ≡ 1
2ωp
g(p)g(−p)
Y (p, q) ≡ A(p, q)2D(p+ q)2
La reonstrution des propagateurs expliitement ovariants se fait alors diretement.
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1
N2
Le dernier graphe est identique à elui qui apparaît dans < 0|Tσ2(x)σ2(y)|0 > et doit don être éliminé
de notre omptage. Cei provient de la struture de nos équations du mouvement dont les termes
d'interation sont bâtis, à un ordre donné, en fontion des hamps déterminés aux ordres préédents.
Il apparaît de e fait des ontributions spurieuses dans les fontions de orrélation. Elles s'identient
aisément : si deux graphes sont identiques mais proviennent de produits de hamps d'ordre diérent,
seul elui venant du hamp à l'ordre le plus bas doit être onsidéré. Ce phénomène est identique à elui
que l'on retrouve dans le développement de l'équation de Dyson.
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Finalement on obtient des résultats identiques à eux du hapitre préédent, e qui valide notre mé-
thode :
< σ˜(x)σ˜(y) > =
1
N
+
1
N2
{1
2
+
−1
2
− 1
2
}+ o( 1
N3
)
19.5 Indiations sur la phase brisée
L'ensemble des onsidérations préédentes peut sembler n'avoir qu'un intérêt limité pour la physique sur
le ne de lumière puisque le lagrangien onsidéré est invariant de forme. Cependant elles onstituent
une étape qu'il était indispensable d'élairir avant d'aborder le as de la théorie à phase brisée. Il
nous semble en eet très intéressant d'étudier la transition de phase de la théorie φ4 O(N) onstituée
par l'apparition d'une valeur moyenne dans le vide non nulle pour l'une des omposantes du hamp.
Ce phénomène brise lairement la symétrie O(N) en la symétrie plus faible O(N − 1). L'intégration
gaussienne dans la fontionnelle génératrie, permise par l'introdution du hamp eetif σ, ne onerne
plus dès lors que les N − 1 omposantes symétriques du hamp φi, 1 ≤ i ≤ N − 1. Le lagrangien de
la omposante φN (que l'on notera simplement φ) restant identique à e qu'il était, le lagrangien total
dans la phase brisée s'érit :
L =
N − 1
2
[−1
g
σ2(x)− < x|ln[∂µ∂µ +m2 + iσ]|x > +∂µφ∂µφ−m2φ2 − iσφ2
Ce lagrangien voit sa struture modiée , à travers le terme inétique de φ, lorsqu'on se plae sur le
ne de lumière :
L =
N − 1
2
[−1
g
σ2(x)− < x|ln[∂µ∂µ +m2 + iσ]|x > +∂+φ∂−φ− (∂⊥φ)2 −m2φ2 − iσφ2]
Des ontraintes spéiques au ne de lumière s'ajoutent à elles que nous avons déjà observées. Il
est alors indispensable d'eetuer une projetion des équations du mouvement sur les seteurs P et Q
an de prendre en ompte les eets du mode zéro de φ. L'objetif est d'étudier les divergenes et leur
renormalisation dans les ontraintes, de façon à aéder aux propriétés de la transition de phase de la
même façon que dans les travaux de la deuxième partie, à l'exeption notable du développement des
hamps et modes zéros qui ne sera plus du type série de Haag mais du type série en
1
N . Cette étude
est toujours en ours.
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Conlusion
Démons et merveilles
Vents et marées
Au loin déjà la mer s'est retirée
Jaques Prévert
Inspirée des observations de Dira sur la dynamique relativiste, la quantiation sur le ne de lumière
fait partie des méthodes permettant d'aéder aux domaines non perturbatifs des théories quantiques
de hamps. L'étape essentielle pour l'obtention de résultats non perturbatifs est la prise en ompte du
mode zéro du hamp, étroitement assoié aux propriétés du vide, ainsi que la résolution des équations
ouplant e mode zéro au reste du hamp. Nous avons utilisé deux approhes distintes, l'une mettant
en oeuvre un développement en série de Haag dans la théorie φ4, et l'autre un développement en 1√
N
dans la théorie φ4 O(N).
Un autre aspet important de ette méthode est le traitement de la divergene infrarouge. L'utilisation
de fontions tests, qui est naturelle lorsqu'on onsidère les hamps quantiques omme des distributions
à valeur d'opérateur, nous a permis de montrer que elle-i n'était qu'une onséquene direte de la
divergene ultraviolette minkowskienne. En évitant ainsi une régularisation brutale par soustration du
mode zéro après disrétisation, nous pensons être parvenu à une bien meilleure desription du domaine
infrarouge de la théorie. Eetivement nos résultats onernant la onstante de ouplage de la transition
de phase de la théorie φ4 se omparent avantageusement à eux de la quantiation onventionnelle,
ainsi qu'à eux des versions disrétisées de la quantiation sur le ne de lumière. L'utilisation des
distributions nous a permis d'autre part d'élairer le problème de ausalité apparaissant dans la
forme disrète du ommutateur de Pauli-Jordan. L'étude détaillée de la limite du ontinu a montré
que les termes qui rétablissent la ausalité sont préisément eux qui, au moins à l'ordre dominant,
disparaissent lors de la soustration du mode zéro dans les sommes disrètes.
L'étude de la phase symétrique de la théorie φ4 O(N), bien que non diretement reliée au ne de
lumière, est une étape indispensable avant elle de la phase à symétrie brisée. Nous avons validé nos
méthodes de résolution en ontruisant des fontions de orrélation identiques à elles obtenues en
quantiation par intégrales de hemin.
Les étapes suivantes naturelles de e travail sont d'aner l'étude de la transition de phase de la théorie
φ4 an d'obtenir d'autres exposants ritiques, e qui semble néessiter l'introdution d'un mode zéro
dynamique, et d'étudier la phase brisée de la théorie φ4 O(N) sur le ne de lumière en utilisant les
fontions tests omme nous l'avons fait pour la théorie φ4. Une bonne onnaissane du traitement
des eets non perturbatifs des modes zéros et de la renormalisation dans es théories simples est un
préalable à l'extension de es méthodes aux théories de jauges, qui présentent de nombreux fateurs de
omplexité supplémentaires. Enn, la formulation ontinue de la quantiation sur le ne de lumière
permet d'envisager sous un angle nouveau la prise en ompte des solutions topologiques du type solitons
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qui étaient exlues dans la formulation disrétisée par la néessité d'utilisation des onditions aux limites
périodiques.
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Appendie A
L' algorithme de Dira-Bergmann
"Le simple éolier sait maintenant des vérités
pour lesquelles Arhimède eût sarié sa vie."
Ernest Renan
On donne ii quelques indiations sur l'algorithme de traitement des ontraintes de Dira-Bergmann.
Pour une présentation plus poussée on se réfèrera à [13℄ [14℄ [57℄ [18℄. On se plae dans un ontexte
lassique.
A.1 Théories régulières et singulières
Considérons un système déni par le lagrangien L = L(qi, q˙i)
1
possédant les 2N degrés de liberté : et qi
et q˙i, 1 ≤ i ≤ N . Les équations du mouvement déoulent des équations d'Euler-Lagrange :
∂L
∂qi
− d
dt
∂L
∂q˙i
= 0 (A.1)
soit, expliitement :
Wik q¨k =
∂L
∂qi
− ∂
2L
∂q˙i∂qk
q˙k 1 ≤ i ≤ N (A.2)
où Wik ≡ ∂2L∂q˙i∂q˙k est appelée la matrie hessienne.
Si le déterminant W de la matrie hessienne (le hessien) est nul, le système d'équations (A.2) n'est
pas inversible, et il est impossible d'exprimer toutes les aélérations q¨i en fontion des q˙i et des qi : on
ne peut pas exprimer la dynamique du système de façon omplète. De même, si on essaie de bâtir une
desription hamiltonienne, on se heurte à la même ondition sur le hessien. Le passage de la desription
1
Pour simplier on ne onsidère que les lagrangiens ne dépendant pas expliitement du temps. En outre, on exlut tout
lagrangien trop exotique qui amène à des équations inonsistantes, que e soit au niveau des équations du mouvement
ou des ontraintes.
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lagrangienne L = L(qi, q˙i, t) à la desription hamiltonienne H = H(qi, pi, t) repose sur le hangement
de variable q˙i → pi. Ces moments anoniques onjugués sont dénis par
pi ≡ ∂L
∂q˙i
(A.3)
e qui doit fournir une relation entre les pi et les q˙i qui onserve le nombre de degrés de liberté. Il
doit y avoir une bijetion entre l'ensemble des (qi, q˙i) et elui des (qi, pi). Cette ondition s'érit en
demandant que le jaobien du hangement de variable soit non nul :
J ≡ det( ∂p
i
∂q˙k
) = det(
∂2L
∂q˙k∂q˙i
) = W 6= 0
Dans la desription hamiltonienne omme dans la desription lagrangienne, il faut don un hessien non
nul pour obtenir des équations du mouvement solubles par les méthodes lassiques. Dans le as ontraire,
si on appelle R le rang de la hessienne, les N équations (A.2) se déomposent en : un sous-système de
R relations (orrespondant à la sous-matrie inversible de Wik) permettant de résoudre R aélérations
q¨i en fontion des q˙i et des qi et d'obtenir ainsi R équations du mouvement, et un sous-système non
inversible de M ≡ N −R relations entre les q˙i et les qi que l'on appelle des ontraintes.
On distingue don
2
:
 Les lagrangiens réguliers dont le hessien est non nul. La dynamique est bien déterminée et les
équations du mouvement sont toutes solubles.
 Les lagrangiens singuliers (ou ontraints) dont le hessien est nul. La dynamique est inomplète et
seules R équations du mouvement sont solubles.
Examinons le as des théories singulières. Les R équations du mouvement vont s'érire
3
:
q¨a = qa(qi, q˙i) avec 1 ≤ a ≤ R
et les M ontraintes :
Φb(qi, q˙i) = 0 avec R < b ≤M
Remarque : Strito sensu, es M relations ne sont pas toutes forément des ontraintes indépendantes.
Certaines peuvent donner des inonsistanes, d'autres peuvent engendrer des ontraintes identiques.
Dans es as il y aura seulement M ′ < M véritables ontraintes. Pour simplier, dans la suite on
onsidérera M ′ = M .
Dans le formalisme hamiltonien on va avoir R moments onjugués onstituant R degrés de liberté :
pa = pa(qi, q˙i) avec 1 ≤ a ≤ R (A.4)
et M moments onjugués :
2
Remarque : Le aratère régulier ou singulier est un attribut du lagrangien et non pas du système physique qu'il
dérit.
3
Sans perte de généralité on a renuméroté les indies, ii et dans la suite, pour simplier les éritures.
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pb = P b(qi, p
a) avec R < b ≤ N et 1 ≤ a ≤ R
onstituant M ontraintes :
θb ≡ pb − P b(qi, pa) (A.5)
que l'on qualie de primaires ar déoulant diretement du lagrangien. L'inversion des relations (A.4)
permet de déterminer R vitesses :
q˙a = q˙a(qi, pa, q˙b)
et il en reste M indéterminées. Si l'on tente d'érire l'hamiltonien anonique on obtient :
HC(qi, p
a, q˙b) = p
iq˙i − L(qi, q˙i) = paq˙a + P b(qi, pa)q˙b − L(qi, q˙i)
d'où l'on tire les équations d'Hamilton suivantes :
∂HC
∂pa = q˙a +
∂P b
∂pa q˙b
∂HC
∂qi
= ∂P
b
∂qi
q˙b − ∂L∂qi
∂HC
∂q˙b
= P b(qi, p
a)− ∂L∂q˙b = 0
Ave (A.5), (A.1) et (A.3), ei s'érit :{
q˙a =
∂HC
∂pa +
∂θb
∂pa q˙b
−p˙i = ∂HC∂qi + ∂θ
b
∂qi
q˙b
On a là seulement N+R équations du mouvement (omme dans le as lagrangien) et il subsiste en outre
M vitesses q˙b indéterminées. L'espae des phases que nous avons obtenu s'est réduit à N+R dimensions.
Cette formulation n'est pas satisfaisante.
L'algorithme de Dira-Bergmann est une proédure qui permet de onstruire une formulation hamilto-
nienne onsistante à partir d'un lagrangien singulier. Notons Γ l'espae des phases initial et Γ′ le sous-
espae que nous avons obtenu. L'idée de Dira est de onstruire un nouvel hamiltonien, dit primaire,
déni sur Γ(ou du moins dans un voisinage de Γ′) et permettant de retrouver toute la dynamique.
Le système d'équations dénissant Γ′ en tant que sous-espae de Γ est simplement l'ensemble des
ontraintes θb = 0, R < b ≤ N . Ces ontraintes qui s'annulent don sur Γ′ inuenent néanmoins la
dynamique du système ar leurs dérivées dans un voisinage de Γ′ sont a priori non nulles. En pratique
ei signie que l'on doit annuler les ontraintes seulement après avoir alulé toutes les dérivées dans
les rohets de Poisson. Dira a proposé la notation suivante :
Soit une fontion F (qi, p
i)dénie sur Γ :
 on appelle égalité faible sur Γ′ ( et on note ave ≈) une équation qui annule la restrition de F (qi, pi)
sur Γ′ sans rien supposer sur ses dérivées :
F (qi, p
i)|Γ′ = 0
 on appelle égalité forte sur Γ′ (et on note ave = ) une équation qui annule la restrition sur Γ′ de
F (qi, p
i) ainsi que son gradient :
F (qi, p
i)|Γ′ = 0(
∂F
∂qi
; ∂F∂pi
)
|Γ′ = 0
Les ontraintes sont don toutes des égalités faibles
4
, tandis que les équations du mouvement sont des
4
Le sous-espae Γ' est don déni lui-même par des égalités faibles.
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égalités fortes. On va montrer que toute fontion s'annulant faiblement sur Γ′peut s'érire omme une
ombinaison linéaire des ontraintes qui dénissent Γ′. La restrition à Γ′ de F s'obtient en remplaçant
les pb (R < b ≤ N) par leurs valeurs P b(qi, pa) :
F (qi, p
i)|Γ′ ≈ F [qi, pa, P b(qi, pa)]
Alors une variation totale de F sur Γ′ s'érit :
δF |Γ′ = ∂F
∂qi
δqi +
∂F
∂pa
δpa +
∂F
∂pb
δpb avec δpb =
∂P b
∂qi
δqi +
∂P b
∂pa
δpa
soit :
δF |Γ′ = (∂F
∂qi
+
∂F
∂pb
∂P b
∂qi
)δqi + (
∂F
∂pa
+
∂F
∂pb
∂P b
∂pa
)δpa
Alors F ≈ 0 implique
∂F
∂qi
− ∂F
∂pb
∂θb
∂qi
≈ 0
∂F
∂pi − ∂F∂pb ∂θ
b
∂pi ≈ 0
où l'on a remplaé P b par −θb, et étendu la sommation pour 1 ≤ i ≤ N dans la dernière équation. Cei
étant possible puisque pour R < b, c ≤ N on a :
∂θb
∂pc
= δbc
et la dernière équation est alors automatiquement satisfaite. En négligeant les termes diérentiels
d'ordre supérieur on obtient :
∂
∂qi
(F − ∂F
∂pb
θb) ≈ 0
∂
∂pi (F − ∂F∂pb θb) ≈ 0
On tire don
F = µbθ
b avec µb ≡ ∂F
∂pb
Ainsi toute fontion F s'annulant faiblement sur Γ′ peut don s'érire omme une ombinaison linéaire
de es ontraintes
5
.
On va dénir sur Γ l'hamiltonien primaire H1 en demandant qu'il se réduise à l'hamiltonien anonique
sur Γ′ :
H1 −HC ≈ 0
Ainsi on a :
H1 = HC + µbθ
b
5
En d'autres termes les ontraintes sont les seules quantités indépendantes qui génèrent l'espae Γ′
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Cet hamiltonien primaire engendre les équations du mouvement sur Γ :
q˙i =
∂H1
∂pi
= {qi, H1}
p˙i =
∂H1
∂qi
= {pi, H1}
où {, } sont les rohets de Poisson habituels :
{A,B} ≡ ∂A
∂qi
∂B
∂pi
− ∂A
∂pi
∂B
∂qi
avec 1 ≤ i ≤ N
où toutes les oordonnées qi et p
i
sont onsidérées omme indépendantes (puisque H1 est déni sur Γ).
A.2 La proédure de Dira-Bergmann
Jusque là, nous n'avons fait que donner une forme adaptée à notre problème. Il y subsiste toujours
M quantités indéterminées, les multipliateurs de Lagrange µb (qui orrespondent aux M vitesses non
résolues). Pour les déterminer, Dira impose une hypothèse très raisonnable sur les ontraintes : elles-i
doivent rester immuables dans l'évolution temporelle du système. Cela revient à poser l'invariane de
l'espae Γ′ dans le temps. Ces onditions, appelées onditions de onsistane, s'érivent :
θ˙b ≈ 0 pour R < b ≤ N
soit
θ˙b = {θb, H1} = {θb, HC}+ µc{θb, θc} ≈ 0
On notera Bb ≡ {θb, HC} (que l'on supposera non nul) et Cbc ≡ {θb, θc} la matrie des ontraintes
primaires
6
. Les onditions de onsistane s'érivent don
Cbcµc ≈ Bb pour R < b ≤ N (A.6)
La détermination des µc passe don par l'inversion de la matrie des ontraintes. Notons r son rang.
Deux as peuvent se présenter :
 Premier as : r =M
La matrie est maximalement inversible, le système (A.6) est soluble pour tous les µc :
µc = −[C−1]cbBb
L'hamiltonien primaire est alors omplètement déterminé :
H1 = HC − θc[C−1]cb{θb, HC}
e qui xe la dynamique. L'évolution d'une grandeur physique quelonque A s'érit :
A˙ = {A,H1} = {A,HC} − {A, θc}[C−1]cb{θb, HC}
6Cbc est antisymétrique et de dimension M ×M
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Introduisons les rohets de Dira {, }∗ :
{A,B}∗ ≡ {A,B} − {A, θc}[C−1]cb{θb, B}
En remplaçant les rohets de Poisson par eux de Dira, toutes les équations dynamiques retrouvent
alors leur forme anonique. (ref de Hansen et al.) (werner p40). Ainsi les équations de Hamilton
s'ériront
7
:
q˙i = {qi, HC}∗
p˙i = {pi, HC}∗
Remarque : l'étape essentielle est l'inversion de la matrie des ontraintes C, e qui en pratique peut
se révéler assez ardu.
 Deuxième as : r < M
C n'est pas inversible mais il existe une sous-matrie de C inversible de dimension r2 . Le système
(A.6) est don partiellement soluble : on peut déterminer r oeients µc en fontion des m ≡M −r
autres, et il reste m relations entre les qi et les pi ne faisant pas intervenir les µc .
 Si es relations ne reproduisent auune des ontraintes primaires et ne sont pas tautologiques
(0=0), elles sont alors elles-mêmes de nouvelles ontraintes, que l'on qualie de seondaires. Elles
dénissent, ave les ontraintes primaires, un nouvel hamiltonien, seondaire, (on notera mainte-
nant θ1et θ2 pour distinguer ontraintes primaires et seondaires) :
H2 ≡ HC + µ1cθc1 + µ2dθd2 pour R < c ≤ N et r < d ≤M
qui fait apparaître m oeients seondaires µ2 supplémentaires. On se retrouve don dans la
situation initiale ave M + m ontraintes dénissant un espae des phases réduit Γ′′ (auquel
l'égalité faible fait maintenant référene). Il faut alors imposer les onditions de onsistane sur les
deux types de ontraintes :
θ˙c1 = {θc1, H2} pour R < c ≤ N
θ˙d2 = {θd2 , H2} pour r < d ≤M
et la proédure reommene jusqu'à e que tous les multipliateurs de Lagrange soient déterminés,
ou que l'on se retrouve dans le as suivant.
 Si parmi es relations ertaines sont tautologiques ou reproduisent des ontraintes primaires (no-
tons l < m le nombre de es relations), les onditions de onsistane n'apporteront auune infor-
mation supplémentaire sur la dynamique du système et il restera l oeients µ dénitivement
indéterminés. On peut montrer qu'il s'agit là d'une aratéristique propre du lagrangien qui signale
7
Ces rohets possèdent toutes les propriétés des rohets de Poisson (antisymétrie, Jaobi, et.) sauf les relations
anoniques :
{qi, qj} 6= 0
{pi, pj} 6= 0
{qi, pj} 6= δji
Les rohets de Dira sont très utiles si l'on envisage de quantier le système par quantiation anonique. Le prinipe
de orrespondane assoie habituellement les ommutateurs d'opérateurs quantiques aux rohets de Poisson. Dans le
as d'un système ontraint, la quantiation se fera par assoiation ave les rohets de Dira :
{A,B}∗ → [Aˆ, Bˆ]
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la présene d'une invariane de jauge. Pour xer la dynamique, il faudra imposer sur les variables
dynamiques l onditions supplémentaires appelées onditions subsidiaires :
Ωa(qi, p
i) = 0 pour 1 ≤ a ≤ l
qui seront en fait autant de hoix de jauge.
A.3 La lassiation des ontraintes selon Dira
Pour préiser et simplier les onsidérations préédentes, Dira a introduit un lassement judiieux des
ontraintes.
Dénition : Une variable dynamique A sera dite de première lasse si elle poissonne ave toutes les
ontraintes :
{A, θa} ≈ 0 pour toutes contraintes θa
Dans le as ontraire A est dite de deuxième lasse.
Les ontraintes elles-mêmes se divisent en ontraintes de première ou de deuxième lasse (CPC ou
CDC). Dans la suite on lassera l'ensemble des ontraintes θ(primaires, seondaires, et.) en :
 ontraintes de première lasse ϕa, ave des oeients µϕa, 1 ≤ a ≤ Nϕ
 ontraintes de deuxième lasse Ψα, ave des oeients µΨα ,1 ≤ α ≤ NΨ
La matrie des ontraintes (quelle que soit l'étape de la proédure) peut don se réérire sous la forme :
ϕ
ϕ
Ψ
Ψ
où ∆αβ ≡ {Ψα,Ψβ} est la matrie des ontraintes de deuxième lasse.
Propriété : ∆ est toujours inversible.
Si tel n'était pas le as il existerait en eet un veteur propre v de ∆ tel que :
∆αβvβ = {Ψα,Ψβvβ} = 0
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D'autre part on a aussi pour haque CPC ϕa(par dénition) :
{ϕa,Ψβvβ} = 0
Ainsi le rohet de Poisson de Ψβvβave toutes les ontraintes s'annule, 'est don une quantité de
première lasse, ontrairement à e qu'on a supposé. Don ∆ est inversible. La séparation entre CPC
et CDC est don frutueuse puisqu'elle permet de voir diretement quels sont les oeients solubles
(µΨ) et eux qui ne le sont pas (µϕ ).
Dénitions et propriétés :
 A toute variable dynamique A dénie sur Γ′ on assoie la variable A∗ dénie sur Γ telle que :
A∗ ≡ A− {A,Ψα}(∆−1)αβΨβ
C'est une variable de première lasse (elle poissonne par onstrution ave tous les Ψα ) et on a :
A∗ ≈ A
(pare que Ψβ s'annule faiblement sur Γ′ et qu'elle se trouve en dehors d'un rohet de Poisson)
 Les rohets de Dira se dénissent à partir de ∆ et des CDC :
{A,B}∗ ≡ {A,B} − {A,Ψα}[∆−1]αβ{Ψβ, B}
et on a les égalités suivantes :
{A∗, B} ≈ {A,B∗} ≈ {A∗, B∗} = {A,B}∗
 La dernière égalité n'est pas au sens faible ar les rohets de Dira ont été justement onstruits
pour ne plus faire de distintion entre égalité faible et forte. On sait que Ψα ≈ 0 et {A,Ψα} 6≈ 0 mais
{A,Ψa}∗ = 0.
 Premier as : la théorie ne ontient que des CDC.
Si une théorie ne ontient que des CDC, alors ∆ = C et la dynamique est entièrement déterminée
par la proédure. On a :
HF = HC + µΨαΨ
α avec 1 ≤ α ≤ NΨ
ave
µΨα = −[∆−1]αβ{Ψβ, HC}
et l'évolution de grandeur physique est donnée par :
A˙ ≈ {A,HF } ≈ {A,HC} − {A,Ψα}[∆−1]αβ{Ψβ, HC}
≈ {A,H∗C} = {A,HC}∗
 Deuxième as : la théorie ontient des CPC et des CDC.
Si la théorie ontient des CPC et de CPC, l'hamiltonien nal s'érit :
HF = HC + µϕaϕ
a + µΨαΨ
α avec 1 ≤ a ≤ Nϕ, 1 ≤ α ≤ NΨ
et les onditions de onsistane du type :
Ψ˙α ≈ 0
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permettent de déterminer tous les µΨ :
µΨα = −[∆−1]αβ{Ψβ, HC} (A.7)
alors que les onditions de onsistane du type :
ϕ˙a ≈ 0
donnent
{ϕa, HC} ≈ 0
Les oeients µϕa sont déterminés par un hoix de jauge
Ωa(qi, p
i) = 0
L'hamiltonien nal peut s'érire omme :
HF = H
∗
C + µϕaϕ
a avec 1 ≤ a ≤ Nϕ
et l'évolution d'une grandeur physique A se fait don par :
A˙ ≈ {A,HF } ≈ {A,H∗C + µϕaϕa}
= {A,HC + µϕaϕa}∗
A.4 Formulation pour une théorie de hamp
On va généraliser les onsidérations préédentes au as d'une théorie lassique de hamp salaire φ(x).
Les orrespondanes suivantes sont immédiates (les indies k et l indiquent si la ontrainte est primaire,
seondaire, et.) :
qi → φ(x)
q˙i → ∂φ(x)∂xo
pi → Π(x) ≡ δLδ( ∂φ∂xo )
θk → θk(x)
Ckl(x, y) = {θk(x), θl(y)}
H1 = Hc +
∫
dx µk(x)θk(x)
{A(x), B(y)} = ∫ dzo [ δA(x)δφ(z) δB(y)δΠ(z) − δA(x)δΠ(z) δB(y)δφ(z) ]
L'équation de onsistane pour les ontraintes primaires∫
dyC11(x, y)µ1(y) = B1(x)
dénit une appliation
C11 : µ1 → B1 = C11µ1
.
Pour étudier l'inversibilité de ette appliation on n'a plus aés à la notion de rang réservée aux
dimensions nies. A la plae on dénit deux projeteurs P et Q projetant respetivement sur le noyau
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KerC11 et sur l'image ImC11 de l'appliation C11. Ils dénissent une déomposition orthogonale de
l'espae total
8
. On a immédiatement les propriétés :
P 2 = P Q2 = Q PQ = QP = 0
CP = PC CQ = QC
P +Q = 1
(A.8)
La projetion sur le noyau de l'équation de onsistane :
PCµ = CPµ = 0 = PB
dénit alors les ontraintes seondaires :
PB = 0
tandis que la projetion sur l'image donne :
QC11µ = C11Qµ = C11Q
2µ = QC11Qµ = (QC11Q)(Qµ) = QB
où QB = B puisque B est dans ImC11 et où (QC11Q) est la restrition de C11 à ImC11 et est de e
fait inversible
9
. En notant µ1Q ≡ Qµ1 on obtient :
µ1Q = (QC11Q)
−1B
qui permet la détermination de µ1Q .
L'équation de onsistane des ontraintes seondaires
{PB,HC} ≈ 0
va dénir une appliation C22 pour laquelle on dénira des projeteurs P2 et Q2 et ainsi de suite en
suivant le même algorithme qu'en dimension nie.
8
Si on note E l'espae fontionnel dans lequel l'appliation C11 est dénie, on sait que KerC11 ⊕ ImC11 = E
9
En général l'inversion de la matrie C11 n'est pas unique, ontrairement au as en dimension nie. L'équation
B1 = C11µ1 est en fait une équation aux dérivées partielles et il existe un arbitraire dans la résolution des µ1 qui est levé
par la xation de onditions aux limites. Voir [57℄ à e sujet.
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e B
Evaluation des éléments de matrie
B.1 Calul de l'élément de matrie < q+1 |ϕ21ϕ2|q+2 >
On rappelle que
ϕ1(x) =
1√
2π
∫ +∞
0
dp+1√
p+1
f̂(p+1 )
[
ap1e
− i2p+1 x− + a†p1e
i
2 p
+
1 x
−
]
ϕ2(x) =
1
2π
∫ +∞
0
dk+1 dk
+
2√
k+1 k
+
2
f̂(k+1 )f̂(k
+
2 )
{[
a†k1a
†
k2
e
i
2 (k
+
1 +k
+
2 )x
−
+ ak1ak2e
− i2 (k+1 +k+2 )x−
]
g++2 (k
+
1 , k
+
2 )
+ G2(k
+
1 ,−k+2 )a†k1ak2e
i
2 (k
+
1 −k+2 )x−
}
Alors :
< q+1 |ϕ21(x)ϕ2(x)|q+2 > = 1(2π)2
∫ +∞
0
dp1dp2dk1dk2√
p1...k2
f̂(p1)...f̂(k2) {
< q+1 |a†p1ap2a†k1ak2 |q+2 > G2(k+1 ,−k+2 )e
i
2 (p
+
1 −p+2 +k+1 −k+2 )x−
+ < q+1 |ap1a†p2a†k1ak2 |q+2 > G2(k+1 ,−k+2 )e−
i
2 (p
+
1 −p+2 −k+1 +k+2 )x−
+ < q+1 |ap1ap2a†k1a
†
k2
|q+2 > g++2 (k+1 , k+2 )e−
i
2 (p
+
1 +p
+
2 −k+1 −k+2 )x− }
Ave
[ap, aq] = δ(p
+ − q+) (B.1)
on a le développement suivant des produits d'opérateurs a et a† :
< q+1 |a†p1ap2a†k1ak2 |q+2 > = θ(q2 − q1)δ(k2 − q2)δ(q1 − p1)δ(p2 − k1)
< q+1 |ap1a†p2a†k1ak2 |q+2 > = θ(q2 − q1)δ(k2 − q2) [δ(q1 − p2)δ(p1 − k1) + δ(q1 − k1)δ(p1 − p2)]
< q+1 |ap1ap2a†k1a
†
k2
|q+2 > = θ(q2 − q1)δ(q1 − k1) [δ(p1 − q2)δ(p2 − k2) + δ(p1 − k2)δ(p2 − q2)]
+ θ(q2 − q1)δ(q1 − k2) [δ(p1 − q2)δ(p2 − k1) + δ(p1 − k1)δ(p2 − q2)]
+ δ(q1 − q2)[δ(p1 − k1)δ(p2 − k2) + δ(p1 − k2)δ(p2 − k1)]
(B.2)
où e dernier terme représente l'interation de mode zéro : q1 = q2. Après avoir eetué toutes les
intégrations on obtient le résultat nal :
< q+1 |ϕ21ϕ2|q+2 > = θ(q
+
2 −q+1 )
(2π)2
bf(q+1 ) bf(q+2 )√
q+1 q
+
2
e
i
2 (q
+
1 −q+2 )x−
∫ +∞
0
dp
p f̂
2(p)[2G2(p1 − q2) + 4g++2 (p, q1)]
+ 12π δ(q
+
1 , q
+
2 )
∫ +∞
0
dp1
p1
dp2
p2
f̂2(p1)f̂(p2)
2g++2 (p1, p2)
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B.2 Approhe formelle systématique
Le alul des éléments de matrie peut se révéler vite fastidieux, surtout si on s'intéresse aux produits
d'ordre plus élevé. Le point important est la détermination et l'évaluation des produits d'opérateurs a
et a† qui subsistent lors de la projetion sur les états de Fok. Il est possible de systématiser es aluls
. Nous avons élaboré une appliation sous Maple V qui reproduit l'algèbre (B.1) et fournit l'ensemble
des ontrations du type (B.2) (il ne reste plus qu'à eetuer les intégrations pour obtenir le résultat
nal). La donnée initiale est un élément de matrie de la forme < bra|ϕ1...ϕn|ket > où les ϕ sont des
sommes de produits (non ommutatifs) d'opérateurs ap et a
†
p, où les moments p sont traités omme des
indies. Ceux-i doivent impérativement s'érire omme un ouple lettre-hire : p3, k3, l1 et. Chaque
hamp ϕ doit porter une lettre de moment diérent. Enn le programme suppose qu'il y a une symétrie
d'éhange entre des moments qui portent la même lettre (ainsi k1, k2 et k3 ont un rle symétrique)
sauf si ette lettre est une lettre apitale (ainsi Q1 et Q2 ne sont pas interhangeables).
Le progamme se ompose de plusieurs modules :
 Com : reproduit l'algèbre (B.1)
 Ha : onstruit l'ensemble des ontrations de Wik en évaluant le hanien [34℄
 Mef : met en forme utilisable le produit de départ
 Elim : élimine les ontrations nulles
 Sym : reherhe les symétries
 Simp : eetue toutes les simpliations
 Vev : proédure prinipale
PROGRAMME : aaroix
Vev := pro(A)
loal i, j, k, Ll, ontrat, term, Lterm, Res, Com, Ha, Mef,
Elim, Sym, Simp ;
global elem, fatnum, elemlist, fatnumlist, our, momsym;
Com := pro(A, B)
loal C ;
global dt ;
dt := pro(A, B)
loal temp ;
if A = B then temp := 0
else temp := delta(A*B)
 ;
RETURN(temp)
end ;
if A[1℄ = B[1℄ then C := 0
elif A[1℄ = ds then C := dt(A[2℄, B[2℄)
else C := -dt(A[2℄, B[2℄)
 ;
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RETURN(C)
end ;
Ha := pro(A)
loal perm, permlist, p, i, n, np, Q, H, Hf ;
with(ombinat) ;
printf("Ha running...\n") ;
n := nops(A) ;
perm := permute(n) ;
np := nops(perm) ;
permlist := permute(A) ;
H := 0 ;
for p to np do
Q := 1 ;
for i by 2 to n do
if perm[p℄[i + 1℄ < perm[p℄[i℄ and
permlist[p℄[i℄[1℄ = ds or
permlist[p℄[i + 1℄[1℄ = ds then Q := 0
else Q := Q*Com(permlist[p℄[i℄,
permlist[p℄[i + 1℄)

od ;
H := H + Q
od ;
Hf := H/(1/2*n) ! ;
RETURN(Hf)
end ;
Mef := pro(A)
loal A1, A2, i, j, NL, opera, moment, L, expr ;
global fatnum, elem, Nel ;
printf("Mef running ...\n") ;
A1 := expand(A) ;
A2 := onvert(A1, list) ;
Nel := nops(A2) ;
if whattype(A1) <> `+` then A2 := [A1℄ ; Nel := 1
 ;
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elem := array(1 .. Nel) ;
fatnum := array(1 .. Nel) ;
for i to Nel do
L := onvert(A2[i℄, list) ;
if op(0, op(1, L)) <> r and
op(0, op(1, L)) <> ds then
fatnum[i℄ := op(1, L) ; L := op(2, L)
else fatnum[i℄ := 1
 ;
NL := nops(L) ;
expr := [℄ ;
for j to NL do
opera := op(0, op(j, L)) ;
moment := op(1, op(j, L)) ;
expr := [op(expr), [opera, moment℄℄
od ;
elem[i℄ := expr ;
print(fatnum[i℄, elem[i℄)
od
end ;
Elim := pro()
loal i, j, Nelem, Nbop, nul ;
global fatnum, elem, fatnumlist, elemlist ;
printf("Elim running ...\n") ;
for i to Nel do
nul := non ;
Nelem := nops(elem[i℄) ;
Nbop := 0 ;
for j from Nelem by -1 to 1 do
if elem[i℄[j℄[1℄ = r then
Nbop := Nbop + 1
else Nbop := Nbop - 1
 ;
if Nbop < 0 then nul := oui ; break 
od ;
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if Nbop <> 0 then nul := oui  ;
if nul = oui then
elem[i℄ := 0 ; fatnum[i℄ := 0

od ;
elemlist :=
remove(x -> x = 0, onvert(elem, list)) ;
fatnumlist :=
remove(x -> x = 0, onvert(fatnum, list)) ;
printf("Il y a %d terme(s) qui ontribue(nt) :\n",
nops(elemlist)) ;
for i to nops(elemlist) do
print(fatnumlist[i℄, elemlist[i℄)
od
end ;
Sym := pro(A)
loal i, j, nA, lettre, operat, sym, indie,
lettreourante, operatourant, ABC, letmomsym, res ;
printf("Sym running ...\n") ;
ABC := [A, B, C, D, E, F, G, I, J, K, L, M, N, O,
P, Q, R, S, T, U, V, W, X, Y, Z℄ ;
nA := nops(A) ;
for i to nA do
operat[i℄ := op(1, op(i, A)) ;
lettre[i℄ := substring(op(2, op(i, A)), 1) ;
indie[i℄ := substring(op(2, op(i, A)), 2)
od ;
sym := {} ;
for i to nA do
lettreourante := lettre[i℄ ;
operatourant := operat[i℄ ;
if member(lettreourante, ABC) then next  ;
for j from i + 1 to nA do
if lettre[j℄ = lettreourante and
operat[j℄ = operatourant then sym := sym
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union {at(lettre[i℄, indie[i℄),
at(lettre[j℄, indie[j℄)}

od
od ;
letmomsym := map(x -> substring(x, 1), sym) ;
res := NULL ;
for i in letmomsym do res := res, sort(onvert(
selet(x -> substring(x, 1) = i, sym), list))
od ;
res := {res} ;
printf("Les moments symétriques sont :") ;
print(res) ;
RETURN(res)
end ;
Simp := pro(A, B)
loal
i, nA, nB, a, A2, A3, res, sym, temp, X, Y, Xlist ;
if B = {} then RETURN(A)  ;
nA := nops(A) ;
nB := nops(B) ;
A2 := NULL ;
for i to nA do
a := {op(1, op(1, op(i, A))),
op(2, op(1, op(i, A)))} ;
A2 := A2, a
od ;
A2 := {A2} ;
for k to nB do
X := table() ;
for i in op(k, B) do
temp :=
op(1, selet(x -> member(i, x), A2)) ;
X[i℄ := op(1, temp minus {i})
od ;
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Xlist := onvert(X, list) ;
Y := sort(Xlist) ;
A3 := remove(x ->
x interset onvert(op(k, B), set) <> {},
A2) ;
for i to nops(op(k, B)) do
A3 := A3 union {{Y[i℄, op(i, op(k, B))}}
od ;
A2 := A3
od ;
res := 1 ;
for i to nA do res :=
res*dt(op(1, op(i, A3)), op(2, op(i, A3)))
od ;
RETURN(res)
end ;
Mef(A) ;
Elim(elem) ;
Ll := nops(elemlist) ;
for i to Ll do
printf("\n TERME N
◦
%d -\
-\n", i) ;
momsym := Sym(op(i, elemlist)) ;
term := Ha(op(i, elemlist)) ;
Lterm := nops(term) ;
if whattype(term) = `+` then
Res := 0 ;
printf("Simp running ...\n") ;
for j to Lterm do
Res := Res + Simp(op(j, term), momsym)
od
else Res := term
 ;
printf("RESULTAT : terme n
◦
%d \n", i) ;
print(fatnumlist[i℄*Res)
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od
end
INITIALISATION DES DONNEES
> bra2 :=&*(ds[Q1℄,ds[Q2℄) ;
> ket2 :=&*(r[Q3℄,r[Q4℄) ;
> phi11 :=r[k1℄+ds[k1℄ ;
> phi12 :=r[q1℄+ds[q1℄ ;
> phi2 :=r[l1℄&*r[l2℄+2*(r[l1℄&*ds[l2℄)+ds[l1℄&*ds[l2℄ ;
> phi31 :=&*(r[p1℄,r[p2℄,r[p3℄)+3*&*(r[p1℄,r[p2℄,ds[p3℄)+3*&*(r[p1℄ ,ds[p2℄,ds[p3℄)+&*(ds[p1℄,ds[p2℄,ds[p3℄) ;
> phi32 :=&*(r[q1℄,r[q2℄,r[q3℄)+3*&*(r[q1℄,r[q2℄,ds[q3℄)+3*&*(r[q1℄ ,ds[q2℄,ds[q3℄)+&*(ds[q1℄,ds[q2℄,ds[q3℄) ;
> Omega11 :=&*(r[m1℄,ds[m1℄) ;
> Mb2k2 :=&*(bra2,ket2) ;
> Mb211 :=&*(bra2,phi11,phi12) ;
> M303 :=&*(phi31,Omega11,phi32) ;
> Mb2123 :=&*(bra2,phi11,phi2,phi31) ;
EXEMPLES D'UTILISATION
> Vev(Mb2k2) ;
Mef running ...
1, [[ds, Q1℄, [ds, Q2℄, [r, Q3℄, [r, Q4℄℄
Elim running ...
Il y a 1 terme(s) qui ontribue(nt) :
1, [[ds, Q1℄, [ds, Q2℄, [r, Q3℄, [r, Q4℄℄
 TERME N
◦
1 
Sym running ...
Les moments symétriques sont :
{}
Ha running...
Simp running ...
RESULTAT : terme n
◦
1
delta(Q1 Q3) delta(Q2 Q4) + delta(Q1 Q4) delta(Q2 Q3)
>
> Vev(Mb211) ;
Mef running ...
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1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, q1℄℄
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [ds, q1℄℄
1, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, q1℄℄
1, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [ds, q1℄℄
Elim running ...
Il y a 1 terme(s) qui ontribue(nt) :
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, q1℄℄
 TERME N
◦
1 
Sym running ...
Les moments symétriques sont :
{}
Ha running...
Simp running ...
RESULTAT : terme n
◦
1
delta(Q1 k1) delta(Q2 q1) + delta(Q1 q1) delta(Q2 k1)
> Vev(M101) ;
Mef running ...
1, [[r, k1℄, [r, m1℄, [ds, m1℄, [r, q1℄℄
1, [[r, k1℄, [r, m1℄, [ds, m1℄, [ds, q1℄℄
1, [[ds, k1℄, [r, m1℄, [ds, m1℄, [r, q1℄℄
1, [[ds, k1℄, [r, m1℄, [ds, m1℄, [ds, q1℄℄
Elim running ...
Il y a 1 terme(s) qui ontribue(nt) :
1, [[ds, k1℄, [r, m1℄, [ds, m1℄, [r, q1℄℄
 TERME N
◦
1 
Sym running ...
Les moments symétriques sont :
{}
Ha running...
RESULTAT : terme n
◦
1
delta(k1 m1) delta(m1 q1)
> Vev(M303) ;
Mef running ...
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1, [[r, p1℄, [r, p2℄, [r, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [r, q3℄℄
3, [[r, p1℄, [r, p2℄, [r, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [ds, q3℄℄
3, [[r, p1℄, [r, p2℄, [r, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [ds, q2℄, [ds, q3℄℄
1, [[r, p1℄, [r, p2℄, [r, p3℄, [r, m1℄, [ds, m1℄, [ds, q1℄, [ds, q2℄, [ds, q3℄℄
3, [[r, p1℄, [r, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [r, q3℄℄
9, [[r, p1℄, [r, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [ds, q3℄℄
9, [[r, p1℄, [r, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [ds, q2℄, [ds, q3℄℄
3, [[r, p1℄, [r, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [ds, q1℄, [ds, q2℄, [ds, q3℄℄
3, [[r, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [r, q3℄℄
9, [[r, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [ds, q3℄℄
9, [[r, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [ds, q2℄, [ds, q3℄℄
3, [[r, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [ds, q1℄, [ds, q2℄, [ds, q3℄℄
1, [[ds, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [r, q3℄℄
3, [[ds, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [ds, q3℄℄
3, [[ds, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [ds, q2℄, [ds, q3℄℄
1, [[ds, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [ds, q1℄, [ds, q2℄, [ds, q3℄℄
Elim running ...
Il y a 1 terme(s) qui ontribue(nt) :
1, [[ds, p1℄, [ds, p2℄, [ds, p3℄, [r, m1℄, [ds, m1℄, [r, q1℄, [r, q2℄, [r, q3℄℄
 TERME N
◦
1 
Sym running ...
Les moments symétriques sont :
{[q1, q2, q3℄, [p1, p2, p3℄}
Ha running...
Simp running ...
RESULTAT : terme n
◦
1
18 delta(p1 m1) delta(p2 q2) delta(p3 q3) delta(m1 q1)
> Vev(Mb2123) ;
Mef running ...
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [r, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [r, l2℄, [r, p1℄, [r, p2℄, [ds, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [r, l2℄, [r, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [r, l2℄, [ds, p1℄, [ds, p2℄, [ds, p3℄℄
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2, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
6, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [ds, p3℄℄
6, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [ds, p2℄, [ds, p3℄℄
2, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [r, l1℄, [ds, l2℄, [ds, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [ds, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [ds, l1℄, [ds, l2℄, [ds, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [r, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [r, l2℄, [r, p1℄, [r, p2℄, [ds, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [r, l2℄, [r, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [r, l2℄, [ds, p1℄, [ds, p2℄, [ds, p3℄℄
2, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
6, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [ds, p3℄℄
6, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [ds, p2℄, [ds, p3℄℄
2, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [ds, l2℄, [ds, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [ds, p3℄℄
3, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [ds, p2℄, [ds, p3℄℄
1, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [ds, l1℄, [ds, l2℄, [ds, p1℄, [ds, p2℄, [ds, p3℄℄
Elim running ...
Il y a 2 terme(s) qui ontribue(nt) :
1, [[ds, Q1℄, [ds, Q2℄, [r, k1℄, [ds, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
2, [[ds, Q1℄, [ds, Q2℄, [ds, k1℄, [r, l1℄, [ds, l2℄, [r, p1℄, [r, p2℄, [r, p3℄℄
 TERME N
◦
1 
Sym running ...
Les moments symétriques sont :
{[p1, p2, p3℄, [l1, l2℄}
Ha running...
Simp running ...
RESULTAT : terme n
◦
1
6 delta(Q1 k1) delta(Q2 p1) delta(l1 p2) delta(l2 p3) + 6 delta(Q1 p1) delta(Q2 k1) delta(l1 p2)
delta(l2 p3)
 TERME N
◦
2 
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Sym running ...
Les moments symétriques sont :
{[p1, p2, p3℄}
Ha running...
Simp running ...
RESULTAT : terme n
◦
2
12 delta(Q1 l1) delta(Q2 p1) delta(k1 p2) delta(l2 p3) + 12 delta(Q1 p1) delta(Q2 l1) delta(k1 p2)
delta(l2 p3)
+ 12 delta(Q1 p1) delta(Q2 p2) delta(k1 l1) delta(l2 p3)
>
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Appendie C
Caluls numériques
C.1 Optimisation du ouplage eetif
On va minimiser, au sens des moindres arrés, la diérene entre les membres de droite (rhs) et de
gauhe (lhs) des équations du mouvement, évalués ave notre solution approhée :
g
++(ap)
2 (g, geff , φo, q1, q2) ≡ − g4 q1q2q21+q22−q1q2 [C
(ap)(geff , φo, q1) + C
(ap)(geff , φoq2) + 2φo]
G
(ap)
2 (g, geff , q1,−q2) ≡ g2 q1q2q21+q22+q1q2 [C
(ap)(geff , φo, q1) + C
(ap)(geff , φo, q2) + 2φo]
C(ap)(geffφo, q1) ≡ − geffφogeff+q1
geff (x, g) ≡ g
1+gx π
√
3
9
Ave les notations :
Ig(g, geff , φo, q2) ≡
∫ +∞
0
dp
p g
++(ap)
2 (g, geffφo, p, q2)
IG(g, geff , φo, q2) ≡
∫ q2
0
dp
p G
(ap)
2 (g, geff , φoq2,−p)
JG(g, geff , φo, q2) ≡
∫ +∞
q2
dp
p G
(ap)
2 (g, geffφo, p,−q2)
les membres de gauhe s'érivent :
lhsg = [1− ( 1q1 + 1q2 )(q1 + q2)]g
++(ap)
2 (g, geffφo, q1, q2)
lhsG = [1− ( 1q1 − 1q2 )(q1 − q2)]G
(ap)
2 (g, geff , φoq1,−q2)
et les membres de droite
rhsg = − gφo2 − g4 [C(g, φo, q1) + C(g, φo, q2)]− g2 [Ig(g, geff , φo, q1) + Ig(g, geff , φoq2)
+ 12IG(g, geff , , φo, q1) +
1
2IG(g, geff , φo, q2)]
rhsG = −gφo − g2 [C(g, φo, q1) + C(g, φo, q2)]− g[Ig(g, geff , φo, q1) + Ig(g, geff , φo, q2)
+ 12IG(g, geff , φo, q1) +
1
2JG(g, geff , φo, q2)]
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Toutes es intégrales sont onvergentes (d'où l'inutilité des fontions fˆ(p)) et peuvent être évaluées
ave Maple. Pour évaluer le moindre arré nous allons utiliser une grille de 16 points orrespondant
aux raines k[i] du 16e polynme de Legendre ramenées à l'intervalle [0,+∞] qui nous intéresse par la
transformation :
q[i] = 3.5tan[
π
4
(1 + k[i])]
Les oeients de pondération sont alors :
wq[i] = 3.5
π
4
wk[i][1 + tan[
π
4
(1 + k[i])]2]
où les wk[i] sont les poids assoiés aux raines du polynme de Legendre :
wk[i] =
[
dP16(x)
dx
∣∣∣∣
x=k[i]
]−1
vp
∫ +1
−1
dx
P16(x)
x− k[i]
La fontion de moindres arrés pondérés (lsqg et lsqG) s'érit :
lsqg(g, x, φo) =
16∑
m=1
wq[m]
16∑
n=m
wq[n]
[
1− rhsg(g, geff (g, x)φo, q[m], q[n])
lhsg(g, geff (g, x), φo, q[m], q[n])
]2
et il faut trouver le x qui la rend minimale. Il est lair que x doit dépendre de g, mais d'après l'argument
analytique du hapitre 4, on s'attend à e que ette dépendane soit minime.
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
0.6 0.7 0.8 0.9 1 1.1 1.2x
6
8
10
12
14
16
18
20
22
24
26
28
0.6 0.7 0.8 0.9 1 1.1 1.2
x
22
24
26
28
0.9 1 1.1 1.2 1.3
x
56
58
60
62
64
66
68
70
72
74
76
78
80
82
0.9 1 1.1 1.2 1.3x
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114
116
118
120
122
1.11.14 1.18 1.22 1.26 1.3 1.34 1.38
x
198
200
202
204
206
1.21.24 1.28 1.32 1.36 1.4 1.44 1.48x
314
316
318
320
322
324
326
328
330
332
334
336
1.21.24 1.28 1.32 1.36 1.4 1.44 1.48
x
La fontion de moindres arrés lsq(g, x, φ) pour g=1,2,...,7
Pour les valeurs de g qui nous intéressent on trouve :
g 0.2 1 2 3 4 5 6 7
x(g) 0.82 0.92 1.0 1.09 1.17 1.256 1.33 1.41
On onstate que x(g) est bien toujours prohe de 1 et que la dépendane en g est pratiquement linéaire.
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0.9
1
1.1
1.2
1.3
1.4
1 2 3 4 5 6 7
Un t linéaire par moindres arrés donne une orretion de 0, 084g ≃ g12 :
x(g) ≃ 1 + g
12
valable pour g < 7. Il faut noter que pour les g petits la valeur de x ommene à dépendre notablement
de la répartition des points dans les moindres arrés. Dans es as l'argument analytique du hapitre
4 joue toujours et indique x ≃ 1.
C.2 Calul du ouplage réduit de Parisi pour l'ordre 2
Pour évaluer le ouplage réduit ritique à partir de l'équation (ref), il faut tout d'abord onstater que
pour les grands Λ, 'est-à-dire les grands g, le paramètre x tend vers une valeur xe de 1.4, que nous
allons utiliser
1
.
Notons X(y, r, x) la quantité :
X(y, r, x) ≡ 1 + 19reyln
(
1+ 23 re
y
2
1+ 23 re
3y
2
)
+ 4π
81
√
3
r2e2y
{
y
2 + ln
(
1+geff (y,r,x)e
−y
2
1+geff (y,r,x)e
y
2
)}
X(y, r, x = 1.4) garde le même omportement et est simplement déalée pour les diérentes valeurs de
r :
1
Cette valeur de x fournit le même ouplage ritique gc = 4.78.
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–2
–1.8
–1.6
–1.4
–1.2
–1
–0.8
–0.6
–0.4
–0.2
0
0.2
0.4
0.6
0.8
1
1.2
y
La fontion X(y, r, x = 1.4) pour r=1,2,3 et 4 (de droite à gauhe)
Notons Y 2(r, x) l'inversion, réalisée numériquement, de X(y, r, x) = 0, Y 1(r, x) elle limitée aux deux
premiers termes de X(y, r, x) et Y 0(r) = W (9r ) la valeur de y(r) obtenue à l'ordre préédent.On peut
onstater que les ourbes se hevauhent presque parfaitement :
0
1
2
3
4
5
6
y~
1 2 3 4 5 6 7g
Les fontions Y 0(r), Y 1(r, x = 1.4) et Y 2(r, x = 1.4)
Cette façon de hoisir x n'est pas unique : on pourrait hoisir une autre paramétrisation pour x, tout
aussi satisfaisante au regard de gc, qui rendrait l'aord entre Y 1 et Y 2 enore meilleur. Il est don
tout à fait susant d'opérer une simple règle de trois par rapport à la détermination à l'ordre 1 de rc :
rc = 1.5× 4.78
4.19
= 1.711
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Appendie D
Appliation pour le alul des
fontions de orrélation
Les pages suivantes présentent le programme, réalisé sous Mathematia, que nous avons mis au point
pour aluler de façon systématique le développement des fontions de orrélation. La première partie
dénit les expressions fondamentales et les représentations graphiques de base
1
. Le module VEVsig
alule toutes les ontributions apparaissant dans les fontions de orrélation, dénies à partir des
dérivées fontionnelles formelles sur la fontionnelle génératrie. Enn le module Rediag proède à la
rédution nale de toutes les ontributions identiques en tenant ompte des symétries.
1
Nous n'avons pas reproduit les ontributions sous forme graphique pour des raisons de plae.
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Appendie E
Publiations
Nous avons regroupé dans les pages suivantes les parties de notre travail qui ont fait, ou vont faire,
l'objet de publiation :
1 - Fields Dynamis on the light one : Compat versus Continuum Quantization
Stéphane Salmons, Pierre Grangé, Ernst Werner
publié dans Physial Review D60 (1999) 067701
2 - Critial Properties of φ41+1 theory in Light Cone Quantization
Stéphane Salmons, Pierre Grangé, Ernst Werner
En préparation.
3 - Order parameter utuations and dynamial zero modes
Ernst Werner, Pierre Grangé, Stéphane Salmons
Soumis à Nulear Physis.
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Résumé : La quantiation sur le ne de lumière est une méthode de quantiation opérant dans
la Front Form de Dira et néessitant une proédure de traitement des ontraintes dynamiques.
Elle est abordée dans le as de deux théories salaires.
La théorie ϕ41+1 est examinée à l'aide d'une formulation ontinue du développement de Haag
des hamps et des modes zéros (CLCQ). Cei permet une résolution originale des équations du
mouvement et des ontraintes ainsi qu'une renormalisation onsistante des divergenes infrarouges
et ultraviolettes. L'analyse de la transition de phase fait apparaître au deuxième ordre un ou-
plage ritique non perturbatif de valeur analogue aux résultats du quatrième ordre des méthodes
onventionnelles.
L'étude omparée du ommutateur de Pauli-Jordan dans les formulations disrètes et ontinues
montre que la violation de ausalité n'est qu'un pur eet de taille nie assoié à la soustration
du mode zéro dans les sommes disrètes.
L'étude de la théorie ϕ43+1O(N) est amorée par le alul des hamps et des modes zéros à
l'ordre 3 du développement en
1√
N
qui permet de retrouver jusqu'à l'ordre
1
N3 les fontions de
orrélation onventionnelles obtenues par intégrales de hemin.
Mots lés : Quantiation - Cne de lumière - Théorie ϕ4 - Formulation ontinue - Pauli-Jordan -
Renormalisation - Théorie ritique - Développement
1
N
Abstrat : Light-one quantization proeeds through Dira's Front Form and needs a proedure for
the handling of dynamial onstraints. It is treated within the sope of two salar theories.
The ϕ41+1 theory is examined with the help of a ontinuum formulation of the elds and zero
modes Haag expansion (CLCQ). This allows an original solution of the equations of motion and
onstraints as well as a onsistant infrared and ultraviolet divergenes renormalization. Phase
transition analysis shows a seond order non perturbative ritial oupling onstant similar to
onventionnal methods fourth order results
Comparative study of disrete and ontinuum Pauli-Jordan ommutator formulations demons-
trates that violation of ausality is nothing but a nite volume eet linked with zero modes
substration in disrete sums.
The study of the ϕ43+1O(N) theory is initiated with order 3 elds and zero modes
1√
N
expansion
whih enables to get, up to the
1
N3 order, the same onventionnal orrelation funtions as those
obtained by path integration.
Keywords : Quantization - Light-one - ϕ4 theory - Continuum formulation - Pauli-Jordan - Renor-
malization - Critial theory -
1
N expansion
