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Abstract
Consider the sequential optimization of an unknown, expensive to evaluate and
possibly non-convex objective function f from noisy observations which can be
considered as a continuum-armed bandit problem. Bayesian optimization algo-
rithms based on Gaussian Process (GP) models are shown to perform favorably in
this setting. In particular, upper bounds are proven on the regret performance of
two popular algorithms — GP-UCB and GP-TS — under both Bayesian (when
f is a sample from a GP) and frequentist (when f lives in a reproducing kernel
Hilbert space) settings. The regret bounds crucially depend on a quantity referred
to as the maximal information gain γT between T (∈ N) observations and the un-
derlying GP (surrogate) model. In this paper, we build on the spectral properties
of positive definite kernels to prove novel bounds on γT . In comparison to the
existing works which rely on specific kernels (such as Matérn and SE) to provide
explicit bounds on γT and regret, we provide general results in terms of the decay
rate of the eigenvalues of the kernel. Specialising our results for common kernels
leads to significant improvements over the existing bounds on γT and regret. For
the Matérn and SE kernels, where the lower bounds on regret are known, our re-
sults reduce the gap between the upper and lower bounds from a polynomial in T
factor, in the existing work, to a logarithmic one, under the Bayesian setting. Fur-
thermore, since our bounds on γT are independent of the optimisation algorithm,
they impact the regret bounds under various other settings where γT is essential.
Keywords— Information gain, effective dimension, regret bounds, Bayesian optimization, GP-UCB, GP-TS,
continuum-armed bandits.
1 Introduction
Sequential optimization is one of the fastest growing areas of machine learning. Bayesian opti-
mization building on Gaussian Process (GP) models has proven a powerful tool for addressing the
exploration-exploitation trade-off in the sequential optimization of non-convex objective functions
with bandit feedback. This class of problems finds application in a variety of scientific and indus-
trial settings that have the nature of experimental design. Examples include: scientific experiments
to gain insights into physical and social phenomena; industrial production; clinical trials and drug
discovery; software and web design; sensor networks to monitor ecological systems; and hyper-
parameter tuning in machine learning models (see e.g. Shahriari et al., 2016, for a review).
Preprint. Under review.
There have been significant recent advances in the analysis of GP-based Bayesian optimization algo-
rithms providing performance guarantees in terms of regret. That is defined as the cumulative loss in
the value of the objective function f at a sequence of observation points {xt}Tt=1, T ∈ N, in compar-
ison to its value at a global maximum x∗ ∈ argmaxx∈X f(x) over the search space X ∈ Rd (see (1)).
In their seminal paper, Srinivas et al. (2010) established performance guarantees for GP-UCB, an
optimistic optimization algorithm which sequentially selects xt that maximize an upper confidence
bound score over the search space. They considered a fully Bayesian setting where f is assumed to
be a sample from a GP with a known kernel, as well as, a frequentist setting (referred to as agnostic
in Srinivas et al. (2010)) where f is assumed to live in a reproducing kernel Hilbert space (RKHS)
with a known kernel. They showed an O˜(
√
γTT )
1 and an O˜(γT
√
T ) regret bound for GP-UCB
under the Bayesian and frequentist settings, respectively, where γT is a measure of the hardness of
the optimization task referred to as the maximal information gain (see §3.3). The scaling of γT with
T is sublinear and depends on the GP kernel. Since the pioneering result of Srinivas et al., there has
been several works on improving the bounds toward their optimal value. Chowdhury and Gopalan
(2017) improved the regret bounds under the frequentist setting by multiplicative logarithmic in T
factors. Furthermore, they showed that O˜(γT
√
T ) regret bounds, under the frequentist setting, also
hold for GP-TS, a Bayesian optimization algorithm based on Thompson Sampling which sequen-
tially draws xt from the posterior distribution of x
∗. Under the Bayesian setting, Kandasamy et al.
(2018) built on ideas from Russo and Van Roy (2014, 2016) to show that GP-TS achieves the same
order of regret as GP-UCB.
The regret bounds mentioned above become complete only when γT is properly bounded which
proves challenging. Srinivas et al. (2010) showed that γT = O˜(T
d(d+1)
2ν+d(d+1) ) for the Matérn-ν kernel
(see (10)) and γT = O(logd+1(T )) for the Squared Exponential (SE) kernel. Plugging these bounds
on γT into the regret bounds mentioned above results in explicit upper bounds in terms of T which
are in the form of O˜(T
ν+d(d+1)
2ν+d(d+1) ) and O˜(T
ν+1.5d(d+1)
2ν+d(d+1) ) for the Matérn-ν kernel, under the Bayesian
and frequentist settings, respectively; and in the form of O(T 12 log d2+1(T )) and O(T 12 logd+1(T ))
for the SE kernel, under the Bayesian and frequentist settings, respectively.
Finding the optimal regret bounds is a long standing open question. In the case of Matérn and
SE kernels, there exist lower bounds on the performance of Bayesian optimization algorithms which
facilitate the assessment of the upper bounds. Specifically, Scarlett et al. (2017) proved anΩ(T
ν+d
2ν+d )
lower bound for Bayesian optimization algorithms with Matérn-ν kernel. A comparison between
this lower bound and the existing upper bounds unfortunately shows a drastic gap which can be as
large as O(
√
T ), under both settings, with particular configurations of parameters ν and d2. In the
following section, we discuss our contributions, one of which is reducing this polynomial gap in T
to a logarithmic one.
1.1 Contribution
Our contribution is to establish novel bounds on γT which directly translate to new regret bounds
for Bayesian optimization algorithms. Crucial to our analysis, we use Mercer’s theorem to represent
the GP kernel in terms of its eigenvalue-eigenfeature decomposition — an inner product in the
corresponding reproducing kernel Hilbert space (RKHS)—which is infinite dimensional for typical
kernels. To overcome the difficulty of working in infinite dimensional spaces, we use a projection
on a finite D dimensional space that allows us to bound the information gain in terms of D and the
spectral properties of the GP kernel.
1We use the notations O and Ω to denote the standard mathematical orders and the notation O˜ to suppress
the logarithmic factors.
2E.g. consider a case where ν and d grow large; ν grows faster than d and slower than d2. In this case, the
lower bound and the upper bounds become arbitrarily close to Ω(
√
T ) and O(T ), respectively. Therefore, the
worst case gap between them is in O(
√
T ).
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For a GP kernel with decreasing eigenvalues {λm}∞m=1, we consider two cases of polynomial,
λm = O(m−βp), βp > 1, and exponential, λm = O(exp(−mβe)), βe > 0, decays. We prove
O
(
T
1
βp log
1− 1
βp (T )
)
and O
(
log1+
1
βe (T )
)
upper bounds on γT under these two cases, respec-
tively. The application of our bounds on γT to the regret bounds results in new upper bounds based
on βp and βe which are summarized in Table 1. In comparison to the existing works which rely
on specific kernels (e.g. Matérn-ν, SE) for explicit regret bounds, our results provide general ex-
plicit regret bounds, as long as the conditions on the decay rate of the eigenvalues of the GP kernel
(referred to as eigendecay for brevity) are satisfied.
Decay rate of λm Bound on γT Regret Bound (GP-UCB)
Polynomial O
(
T
1
βp log
1− 1
βp (T )
) Bayesian: O
(
T
βp+1
2βp log
1− 1
2βp (T )
)
λm = O(m−βp) Frequentist: O
(
T
βp+2
2βp log
1− 1
βp (T )
)
Exponential O
(
log
1+ 1
βe (T )
) Bayesian: O (T 12 log1+ 12βe (T ))
λm = O(exp(−mβe)) Frequentist: O
(
T
1
2 log
1+ 1
βe (T )
)
Table 1: The bounds on the information gain and the regret of GP-UCB under Bayesian and Frequentist
settings and conditions on the eigendecay of the GP kernel. The regret bounds for GP-TS, under all cases, are
the same as the respective ones for GP-UCB up to a multiplicative O(
√
log(T )) factor.
As an instance of polynomially decaying eigenvalues, our results apply to the Matérn-ν kernel
(see (10)) showing O˜(T ν+d2ν+d ) and O˜(T ν+1.5d2ν+d ) regret bounds under the Bayesian and frequen-
tist settings, respectively (which are respectively improvements over the regret bounds reported
in Srinivas et al. (2010) and Chowdhury and Gopalan (2017)). Our regret bound is tight under the
Bayesian setting, closing the gap with the Ω(T
ν+d
2ν+d ) lower bound reported in Scarlett et al. (2017)
and indicating the optimality of our bound on the effective dimension (both up to an O(log(T )) fac-
tor). Under the frequentist setting, our regret bounds improve, polynomially in T , upon the existing
ones. However, the question of optimal regret bounds under this setting remains open (see §5). As
an instance of exponentially decaying eigenvalues, our results apply to the Squared Exponential (SE)
kernel. A summary of the results is given in Table 2.
Kernel Bound on γT Lower Bound Upper Bound (GP-UCB)
Matérn−ν O˜
(
T
d
2ν+d
)
Ω(T
ν+d
2ν+d )
Bayesian: O˜
(
T
ν+d
2ν+d
)
Frequentist: O˜
(
T
ν+1.5d
2ν+d
)
SE O (logd+1(T )) Ω(T 12 (log d2 (T )) Bayesian: O
(
T
1
2 log
d
2
+1(T )
)
Frequentist: O
(
T
1
2 logd+1(T )
)
Table 2: The bounds on the information gain and the regret of GP-UCB under Bayesian and Frequentist
settings with Matérn-ν and SE kernels (established in this paper). The regret bounds for GP-TS, under all
cases, are the same as the respective ones for GP-UCB up to a multiplicative O(
√
log(T )) factor. The lower
bounds on the second column of the table were reported in Scarlett et al. (2017). Under the Bayesian setting,
the gap between the upper and lower bounds is reduced to a log(T ) factor. Under the frequentist setting with
the SE kernel, the gap is reduced to a poly log(T ) factor. Under the frequentist setting with the Matérn kernel,
the gap remains polynomial; although, significantly reduced with our results.
While we focus on the classic sequential optimization problem in this paper, it is worth noting that
the bounds on γT are also essential for numerous variants of the problem such as the ones under the
settings with contextual information, safety constraints and multi-fidelity evaluations (see §1.2 for
a list of references). Our bounds on γT directly apply and improve the regret bounds depending on
γT under these various settings.
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The interest in the bounds on γT goes beyond the regret bounds. For example, the concentration in-
equalities of the GP models under the frequentist setting (cf. Theorem 2 of Chowdhury and Gopalan
(2017)) depend on γT . Our results improve such concentration inequalities.
A closely related quantity to the information gain is the so called effective dimension DT of the
problem that satisfies DT = O(γT ) (see §2.5 for the details). Calandriello et al. (2019) introduced
a variation of GP-UCB which improves its computational cost. The improved computational cost
depends on DT . Our bounds on γT (consequently on DT ) improve such bounds on the algorithmic
properties of GP-based methods.
1.2 Other Related Work
There has been an increasing interest in Bayesian optimization based on GP models in recent
years. Performance guarantees for GP-UCB and GP-TS are studied under various settings in-
cluding contextual information (Krause and Ong, 2011), high dimensional spaces (Djolonga et al.,
2013; Mutny and Krause, 2018), safety constraints (Berkenkamp et al., 2016; Sui et al., 2018),
parallelization (Kandasamy et al., 2018), meta-learning (Wang et al., 2018), multi-fidelity eval-
uations (Kandasamy et al., 2019), ordinal models (Picheny et al., 2019), and corruption toler-
ance (Bogunovic et al., 2020), to name a few. Javidi and Shekhar (2018) introduced an adaptive
discretization of the search space improving the computational complexity of a GP-UCB based
algorithm. Sparse approximation of GP posteriors are shown to preserve the regret orders while
significantly improving the computational complexity of both GP-UCB (Mutny and Krause, 2018;
Calandriello et al., 2019) and GP-TS (Vakili et al., 2020). Most of the existing works report their
regret bounds in terms of γT (or equivalently, in terms of the bounds on DT ). Our results directly
apply to all the works mentioned above and improve their regret bounds shall our bounds on γT
replace the existing ones.
Our analytical approach and conditions on the eigendecay of the GP kernel bear similarity
to Chatterji et al. (2019) which studied the problem of online learning with kernel losses. The prob-
lems and their analysis however have substantial differences. They considered a more challenging
adversarial setting for the objective function. However, they restricted the objective function to the
subspace of one dimensional functions in the RKHS which is very limiting for our purposes (one
of the main challenges in our analysis is the infinite-dimensionality of the GP model in the RKHS).
The algorithmic designs, based on exponential weights, under the adversarial setting are also signif-
icantly different from GP-UCB and GP-TS, especially, in the sense that their analysis does not rely
on the information gain.
Both GP-UCB and GP-TS are rooted in the classic multi-armed bandit literature (see Auer et al.,
2002; Russo and Van Roy, 2016; Slivkins, 2019; Zhao, 2019, and references therein). Our work
strengthens the link between linear (Dani et al., 2008; Rusmevichientong and Tsitsiklis, 2010;
Abbasi-Yadkori et al., 2011; Agrawal and Goyal, 2013; Abeille and Lazaric, 2017) and kernelized
(GP-based) (Srinivas et al., 2010; Chowdhury and Gopalan, 2017) models for sequential optimiza-
tion with bandit feedback, as we build our analysis based on a finite-dimensional projection that is
equivalent to linear bandits.
The rest of the paper is organized as follows. The problem formulation, the preliminaries on GPs,
GP-UCB and GP-TS, and the background on the connection between the regret bounds and the
information gain are presented in §2. The analysis of the bounds on γT is provided in §3. The
explicit regret bounds (in terms of T ) for GP-UCB and GP-TS are given in §4. We conclude with
discussing the open problem of the optimal regret bounds under the frequentist setting in §5.
2 Problem Formulation And Preliminaries
In this section, we provide background information on sequential optimization, GPs, and the con-
nection between the information gain and the regret bounds for Bayesian optimization algorithms.
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We use the following notations throughout the paper. For a square matrixM ∈ Rn×n, the notations
det(M) and tr(M) denote the determinant and the trace of M , respectively. The notation M⊤
denotes the transpose of an arbitrary matrixM . For a positive definite matrix P , log det(P ) denotes
log(det(P )). The identity matrix of dimension n is denoted by In. For a vector z ∈ Rn, the notation
||z||2 denotes the 2-norm of z.
2.1 The Sequential Optimization Problem
Consider the sequential optimization of a fixed and unknown objective function f over a compact set
X ∈ Rd. A learning algorithm π sequentially selects an observation point xt ∈ X at each discrete
time instance t = 1, 2, . . . , and receives the corresponding real-valued reward yt = f(xt)+ǫt, where
ǫt is the observation noise. Specifically, π = {πt}∞t=1 is a sequence of mappings πt : Ht−1 → X
from the history of observations to a new observation point;Ht = {Xt,yt},Xt = [x1, x2, ..., xt]⊤,
yt = [y1, y2, ..., yt]
⊤, xs ∈ X , ys ∈ R, for all s ≥ 1. The regularity assumptions on f and ǫt are
specified in §2.4.
The goal is to minimize regret defined as the expected cumulative loss compared to the maximum
attainable objective, over a time horizon T . Specifically,
R(T ;π) = E
[
T∑
t=1
(f(x∗)− f(xt))
]
, (1)
where x∗∈argmaxx∈Xf(x) is a global maximum of f and the expectation is taken with respect to the
possible randomness in Xt that is determined by π and {ǫt}Tt=1. To keep the notation uncluttered,
we do not include the dependency on π in the notation of Xt, as it shall be clear from the context
throughout the paper.
2.2 Gaussian Processes
The learning algorithms considered here build on GP (surrogate) models. A GP is a ran-
dom process {fˆ(x)}x∈X , whose finite subsets each follows a multivariate Gaussian distribu-
tion (Rasmussen and Williams). The distribution of a GP can be specified by its mean func-
tion µ(x) = E[fˆ(x)] and a positive definite kernel (or covariance function) k(x, x′) =
E
[
(fˆ(x) − µ(x))(fˆ (x′)− µ(x′))
]
. Without loss of generality, it is typically assumed that ∀x ∈
X , µ(x) = 0 for prior GP distributions.
Conditioning GPs on available observations provides us with powerful non-parametric Bayesian
(surrogate) models over the space of functions. In particular, conditioned on Ht, the posterior of
fˆ is a GP with mean function µt(x) = E[fˆ(x)|Ht] and kernel function kt(x, x′) = E[(fˆ(x) −
µt(x))(fˆ (x
′)− µt(x′))|Ht] specified as follows:
µt(x) = k
⊤
Xt,x(KXt,Xt + τI)
−1yt,
kt(x, x
′) = k(x, x′)− k⊤
Xt,x(KXt,Xt + τI)
−1kXt,x′ ,
where kXt,x = [ k(x1, x), k(x2, x), . . . , k(xt, x) ]
⊤
andKXt,Xt is the t× t positive definite covari-
ance matrix [k(xi, xj)]
t
i,j=1. The posterior variance of fˆ(x) is given by σ
2
t (x) = kt(x, x).
2.3 Bayesian Optimization Algorithms (GP-UCB and GP-TS)
GP-UCB relies on an optimistic upper confidence bound score to select the observation points.
Specifically, at each time t, xt is selected as
xt = argmaxx∈X µt−1(x) + αtσt−1(x),
where µt−1 and σt−1 are the posterior mean and the standard deviation based on previous observa-
tions defined in §2.2, and αt is a user-specified scaling parameter.
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GP-TS selects the observation points by posterior sampling. Specifically, at each time t, a sample
fˆt(x) is drawn from a GP with mean µt−1 and kernel function α
2
t kt−1 where µt−1 and kt−1 are the
posterior mean and the posterior kernel based on previous observations defined in §2.2, and αt is a
user-specified scaling parameter. Then, xt is selected as
xt = argmaxx∈X fˆt(x).
The scaling parameters αt are designed to ensure sufficient exploration of the search space and
increase with t (αt > αt′ when t > t
′). See, e.g., Srinivas et al. (2010); Chowdhury and Gopalan
(2017) for the specifications of αt.
2.4 Regularity Assumptions
The regret performance of the learning algorithms is analysed under two different settings, referred
to as Bayesian and frequentist.
Under the Bayesian setting, f is assumed to be a sample from a prior GP with kernel k. The obser-
vation noise {ǫt}Tt=1 are assumed to be i.i.d. zero mean Gaussian random variables with variance τ .
Under the frequentist setting, f is assumed to live in the RKHS corresponding to k. In particular,
||f ||Hk ≤ B, for some B > 0, where ||.||Hk denote the RKHS norm (see §3.1 for the definition of
the RKHS norm). The observation noise are assumed to be i.i.d. sub-Gaussian random variables.
Specifically, it is assumed that ∀h ∈ R, ∀t ∈ N,E[ehǫt ] ≤ exp(h2R22 ), for some R > 0. The
sub-Gaussian assumption implies that E[ǫt] = 0, for all t.
2.5 The Information Gain and The Upper Bounds on Regret
The regret analysis of GP-UCB and GP-TS consists of two main components. One is a bound on the
information gain, and the other is a concentration inequality on random processes. The information
gain is treated the same under both Bayesian and frequentist settings. Concentration inequalities that
are utilized under each setting are however different. We first discuss the regret under the Bayesian
setting, and then point out the difference with the frequentist setting.
Srinivas et al. (2010) showed that, under the Bayesian setting on a finite search space,
R(T ;GP-UCB) = O

αT
(
T
T∑
t=1
σ2t−1(x)
) 1
2


where αt = (2 log(|X |t3π2/6)) is the scaling parameter of GP-UCB.
The same order of the regret bound was then extended to the case of a general compact X under
the following technical assumption, which ensures a dense set approximating the GP sample can
efficiently be constructed within X .
Assumption 1. For some a, b > 0, for all j = 1, 2, . . . , d,
Pr[sup
x∈X
|∂fˆ/∂xj | > L] ≤ ae−(L/b)2.
In particular, when Assumption 1 is satisfied, under a Bayesian setting on a compact search space
X ,
R(T ;GP-UCB) = O(αT
√
DTT )
where αT = O(
√
log(T )) and DT denotes the cumulative variance at the observation points, i.e.,
DT =
T∑
t=1
σ2t−1(xt). (2)
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Sometimes referred to as the effective dimension of the problem (cf. Calandriello et al. (2019)),
DT can be interpreted as the total uncertainty (measured by variance) experienced by a learning
algorithm.
The standard approach for bounding DT is to use the information gain that refers to the mutual
information I(yt; fˆ) (Cover, 1999) between yt and fˆ . Using the closed form expression of mutual
information between two multivariate Gaussian distributions, we know
I(yt; fˆ) =
1
2
log det(It +
1
τ
KXt,Xt).
Using Jensen inequality, Srinivas et al. (2010) proved that
DT ≤ c1I(yT ; fˆ)
where c1 = 2/ log(1 + 1/τ) is an absolute constant.
It is noteworthy that a reverse inequality can also be proven; I(yT ; fˆ) ≤ c2DT where c2 = 1/(2τ),
which implies that the scaling of DT and I(yT ; fˆ) with T is of the same order.
Most existing work proceed by defining a kernel-specific andXT -independentmaximal information
gain,
γT = sup
XT⊆X
I(yT ; fˆ), (3)
and giving the regret bounds in terms of γT ;
R(T ;GP-UCB) = O(αT
√
γTT ). (4)
For specific kernels (Matérn and SE), Srinivas et al. (2010) proved upper bounds on γT which are
commonly used to provide explicit regret bounds.
Under the frequentist setting, similar regret bounds with similar analysis follow; albeit, with a much
larger αt = B + R
√
2(γt−1 + log(t) + 1), scaling with O(√γt) and resulting in
R(T ;GP-UCB) = O(γT
√
T ). (5)
The difference between the Bayesian and frequentist settings is due to the difference in the concen-
tration inequalities which hold for the GP (surrogate) models under the two settings. In particular,
under the Bayesian setting, for a fixed x ∈ X , it directly follows from the standard bounds on the
CDF of normal distributions that, with probability at least 1− δ,
|fˆ(x)− µt(x)| ≤ ut(δ)σt(x)
where ut(δ) =
√
2 log(1δ ). Chowdhury and Gopalan (2017) proved a similar concentration
inequality under the frequentist setting, however, with a significantly larger ut(δ) = B +
R
√
2(γt−1 + 1 + log(1/δ))which scales withO(√γt) and manifests in the multiplicativeO(√γT )
difference between the regret bounds under the Bayesian and frequentist settings.
The contribution of this paper is to derive novel bounds on γT (consequently, also, on DT ) which
immediately translate to the improved regret bounds under various settings.
3 Upper Bounds On The Information Gain
In this section, we present our bounds on the information gain. Our results are achieved by a finite
dimensional projection of the GP model in the RKHS corresponding to k. We start with laying out
the details of the RKHS and the finite dimensional projection of the GP model. We then present the
bounds on γT .
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3.1 RKHS and Mercer’s Theorem
Consider a positive definite kernel k : X × X → R+. A Hilbert space Hk of functions on X
equipped with an inner product 〈·, ·〉Hk is called an RKHS with reproducing kernel k if the following
are satisfied. For all x ∈ X , k(·, x) ∈ Hk, and for all x ∈ X and f ∈ Hk, 〈f, k(·, x)〉Hk = f(x)
(reproducing property).
An RKHS is completely specified with its kernel function and vice-versa. The inner product induces
the RKHS norm ||f ||2Hk = 〈f, f〉Hk that can be interpreted as a measure of the complexity of f .
Mercer’s theorem provides an alternative representation for GP kernels as an inner product of infinite
dimensional feature maps (e.g. see Theorem 4.1 in Kanagawa et al.).
Theorem 1 (Mercer’s Theorem). Let k be a continuous kernel . There exists {(λm, φm)}∞m=1 such
that λm ∈ R+, φm ∈ Hk, form ≥ 1, and
k(x, x′) =
∞∑
m=1
λmφm(x)φm(x
′).
The {λm}∞m=1 and the {φm}∞m=1 are referred to as the eigenvalues and the eigenfeatures (or eigen-
functions) of k, respectively. Throughout the paper, we assume that {λm}∞m=1 are in a decreasing
order: λ1 ≥ λ2 ≥ . . . .
As a result of Mercer’s theorem, we can express a GP sample fˆ in terms of a weight vector in the
feature space of k
fˆ(·) =
∞∑
m=1
Wmλ
1
2
mφm(·), (6)
where the weights Wm are i.i.d. random variables with standard normal N (0, 1) distribution. It
is straightforward to check that fˆ given in (6) is a zero mean GP with kernel k. We refer to this
representation as the feature space representation in contrast to the function space representation
presented in §2.2.
The RKHS can also be represented in terms of {(λm, φm)}∞m=1 using Mercer’s representation theo-
rem (e.g. see Theorem 4.2 in Kanagawa et al. (2018)).
Theorem 2 (Mercer’s Representation Theorem). For a continuous kernel k, let {(λm, φm)}∞m=1 be
as in Theorem 1. Then, the RKHS of k is given by
Hk =
{
f(·) =
∞∑
m=1
wmλ
1
2
mφm(·) : ||f ||Hk ,
∞∑
m=1
w2m <∞
}
.
Mercer’s representation theorem provides an explicit definition for the RKHS norm. It also indicates
that {λ 12mφm}∞m=1 form an orthonormal basis forHk.
3.2 Projection On A Finite Dimensional Space
The feature space representation of typical GP kernels is infinite dimensional. To overcome the
difficulty of working in infinite dimensional spaces, we use a projection PD on a D dimensional
RKHS consisting of the first D features (corresponding to the D largest eigenvalues of the ker-
nel). Specifically, consider the D-dimensional feature space φD(.) = [φ1(.), φ2(.), . . . , φD(.)]
⊤,
the D-dimensional column vector WD = [W1,W2, . . . ,WD]
⊤ and the diagonal matrix ΛD =
diag([λ1, λ2, . . . , λD]) with [λ1, λ2, . . . , λD] as the diagonal elements. The projection of fˆ on the
D-dimensional space is given by
PD[fˆ(·)] = W⊤DΛ
1
2
DφD(·).
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Notice that PD[fˆ ] is a zero mean GP with kernel kP (x, x′) =
∑D
m=1 λmφm(x)φm(x
′). We used
the subscript P to signify the space resulted from the projection. In addition, let P⊥D [fˆ ] = fˆ−PD[fˆ ]
be the orthogonal part of fˆ with respect to the projection. Notice that P⊥D [fˆ ] is also a GP with kernel
kO(x, x
′) = k(x, x′)− kP (x, x′). We used the subscript O to signify the orthogonal part.
Let δD be an upper bound on the tail mass of eigenvalues of k. In particular, assume ψ =
supx∈X ,i∈N |φi(x)| exists . We define
δD =
∞∑
m=D+1
λmψ
2. (7)
Since λm decrease asm grows, δD becomes arbitrarily small whenD is large enough. We have the
following uniform bound on kO(x, x
′):
∀x, x′ ∈ X , kO(x, x′) ≤ δD. (8)
3.3 Analysis of the Information Gain
We establish a novel upper bound on γT in the following theorem.
Theorem 3 (Bounding γT ). Consider a GP with a continuous kernel k satisfying ∀x, x′ ∈ X ,
k(x, x′) ≤ k¯, for some k¯ > 0 . For D ∈ N, let δD be as defined in (7). The following upper bound
on γT , defined in (3), is satisfied for all D ∈ N.
γT ≤ c1
2
D log
(
1 +
k¯T
τD
)
+
c1
2
δDT.
where c1 = 2/ log(1 + 1/τ).
The expression can be simplified as
γT = O (D log(T ) + δDT ) . (9)
In contrast to the existing results, Theorem 3 provides an upper bound in terms of the spectral
properties of the GP kernel through δD that is applicable to all kernels based on their eigendecay.
Specializing this bound for common kernels (e.g., Matérn and SE) significantly improves the upper
bounds on γT (and consequently the upper bounds on regret) compared to the existing ones.
Proof Sketch. Recall I(yt; fˆ) =
1
2 log det(It +
1
τKXt,Xt). The problem is thus bounding the
log det of the covariance matrix It + KXt,Xt for an arbitrary sequence Xt of observation points.
To achieve this, we use the D-dimensional projection in the RKHS. Recall k = kP + kO. Let
us use the notations KP,Xt,Xt = [kP (xi, xj)]
T
i,j=1 and KO,Xt,Xt = [kO(xi, xj)]
T
i,j=1 to denote
the corresponding covariance matrices. We show that log det(It + KXt,Xt) is bounded in terms
of log det(It + KP,Xt,Xt) and a residual term depending on KO,Xt,Xt . The finite dimensionality
of the RKHS of kP allows us to use Weinstein–Aronszajn identity and the Gram matrix Gt in the
feature space of kP to bound log det(It + KP,Xt,Xt) in terms of log det(ID + Gt). Elementary
calculation can be used to establish a bound on the log det of a positive definite matrix in terms of
its trace. Utilizing this result, we bound log det(ID +Gt) by O(D log(T )). We then use the bound
on the log det of a positive definite matrix in terms of its trace, again, to bound the residual term
depending on KO,Xt,Xt by δDT , taking advantage of the property that kO(x, x
′) ≤ δD. A detailed
proof is given in Appendix A.
In comparison, Srinivas et al. (2010), in their analysis of the information gain, first showed that
I(yt, fˆ) = log det(It + KXt,Xt) is a submodular function in Xt. While finding the observation
sequence that maximizes I(yT , fˆ) is NP-hard (Ko et al., 1995), Srinivas et al. (2010) used the prop-
erties of submodular functions to show that γT is within a constant factor of log det(IT +KX˜T ,X˜T )
where X˜T is a sequence of observation points that is selected, in a greedy fashion, to maximize
DT (see (2)). Then, in order to bound log det(IT +KX˜T ,X˜T ), they used the proximity of the eigen-
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values of K
X˜T ,X˜T
and those of the kernel k. In contrast, we directly work with the eigenvalues
of k. The key idea in our analysis is the finite dimensional projection in the RKHS which allows
us to bound the information gain without having to handle the complexities of the greedy obser-
vation sequence and the eigenvalues of its covariance matrix. In a related work to the approach
of Srinivas et al. (2010), Seeger et al. (2008) proved bounds on E[I(yt, fˆ)] where the expectation is
taken with respect to a prior distribution on Xt. Those bounds are not applicable to the sequential
optimization problem due to the difference in the design ofXt.
Remark 1. In order to find an explicit bound on γT , we increase D such that D log(T ) and TδD
on the right hand side of (9) become of the same order. For such sufficiently large D, we have
γT = O(D log(T )), consequently,DT = O(D log(T )), which explains the use of the term effective
dimension. That is to say the behavior of the kernel (with regards to the cumulative variance which
is of the same order as the information gain) becomes similar to that of a finiteD-dimensional kernel
(up to a log(T ) factor).
3.4 Conditions on the Eigendecay of the GP kernel
We now discuss the implications of Theorem 3, under conditions on the eigendecay of k. In par-
ticular, we define the following characteristic eigendecay profiles (which are similar to the ones
in Chatterji et al. (2019)).
Definition 1 (Polynomial and Exponential Eigendecay). Consider the eigenvalues {λm}∞m=1 of k
as given in Theorem 1 in a decreasing order.
1. For some Cp > 0, βp > 1, k is said to have a (Cp, βp) polynomial eigendecay, if for all
m ∈ N, we have λm ≤ Cpm−βp .
2. For some Ce,1, Ce,2, βe > 0, k is said to have a (Ce,1, Ce,2, βe) exponential eigendecay, if
for allm ∈ N, we have λm ≤ Ce,1 exp(−Ce,2mβe).
The following corollary is a consequence of Theorem 3.
Corollary 1. Consider γT defined in (3).
If k has a (Cp, βp) polynomial eigendecay, we have
γT ≤ c1
2
(
(Cpψ
2T )
1
βp log
1− 1
βp (1 +
k¯T
τ
) + 1
)
.
The expression can be simplified as γT = O
(
T
1
βp log
1− 1
βp (T )
)
.
If k has a (Ce,1, Ce,2, βe) exponential eigendecay, we have
γT ≤
((
2
Ce,2
(log(T ) + Cβe)
) 1
βe
+ 1
)
log(1 +
k¯T
τ
),
where Cβe = log(
Ce,1ψ
2
Ce,2
) if βe = 1 and Cβe = log(
2Ce,1ψ
2
βeCe,2
)+ ( 1βe − 1)
(
log( 2Ce,2 (
1
βe
− 1))− 1)
)
,
otherwise.
The expression can be simplified as γT = O(log1+ 1βe (T ))
Corollary 1 provides general bounds on γT as long as the polynomial and exponential conditions on
the eigendecay of k are satisfied. A detailed proof is provided in Appendix B.
4 The Regret Bounds
In this section, we utilize the upper bounds on γT established in Theorem 3 and Corollary 1 to derive
regret bounds for GP-UCB and GP-TS.
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Theorem 4 (Regret Bounds). Consider the sequential optimization problem given in §2.1 and GP-
UCB with properly tuned αt
3. Assume k has a (Cp, βp) polynomial eigendecay. Under the Bayesian
setting, when Assumption 1 is satisfied:
R(T ;GP-UCB) = O
(
T
βp+1
2βp log
1− 12βp (T )
)
.
Under the frequentist setting:
R(T ;GP-UCB) = O
(
T
βp+2
2βp log
1− 1
βp (T )
)
.
Assume k has (Ce,1, Ce,2, βe) exponential eigendecay. Under the Bayesian setting, when Assump-
tion 1 is satisfied:
R(T ;GP-UCB) = O
(
T
1
2 log1+
1
2βe (T )
)
Under the frequentist setting:
R(T ;GP-UCB) = O
(
T
1
2 log1+
1
βe (T )
)
.
In comparison to the existing results (which either are implicit due to dependency on γT , or are
given for particular kernels. e.g. Matérn and SE), our general approach in bounding γT , allows us
to provide explicit regret bounds (in terms of T ) as long as the conditions on the eigendecay of k are
satisfied.
Remark 2. The regret bounds for GP-TS are the same as the respective ones for GP-
UCB up to a multiplicative O(
√
log(T )) factor under all the cases above. For ex-
ample, under the frequentist setting, if k has exponential eigendecay R(T,GP-TS) =
O
(
T
1
2 log
3
2+
1
βe (T )
)
(Chowdhury and Gopalan, 2017; Kandasamy et al., 2018). The extra mul-
tiplicativeO(√log(T )) factor in the regret bounds of GP-TS in comparison to GP-UCB is due to a
union bound step used because of posterior sampling (Chowdhury and Gopalan, 2017).
Matérn and squared exponential (SE) are perhaps the most popular kernels in practice for Bayesian
optimization (cf. Snoek et al.; Shahriari et al.),
kSE(x, x
′) = exp
(
− r
2
2l2
)
,
kMatérn(x, x
′) =
1
Γ(ν)2ν−1
(√
2νr
l
)ν
Bν
(√
2νr
l
)
, (10)
where r = ||x− x′||2 is the Euclidean distance between x and x′, l > 0 is referred to as lengthscale,
ν > 0 is referred to as the smoothness parameter, and Bν is the modified Bessel function of the
second kind. Variation over parameter ν creates a rich class of kernels. The SE kernel can also be
interpreted as a special case of Matérn when ν →∞.
It is known that, in the case of a Matérn kernel with smoothness parameter ν > 12 , λj =
O(j−
2ν+d
d ) (Santin and Schaback, 2016); and, in the case of SE kernel, λj = O(exp(−j 1d )) (Belkin,
2018). Also, see Riutort-Mayol1 et al. (2020) which gave closed form expression of their eigenvalue-
eigenfeature pairs on hypercubes. We now formally give the regret bounds with Matérn and SE
kernels as a direct result of Theorem 4.
Corollary 2. Consider the sequential optimization problem (§2.1) and GP-UCB and GP-TS with
properly tuned αt. Assume k is a Matérn kernel with smoothness parameter ν > 2. Under the
3See Srinivas et al. (2010); Chowdhury and Gopalan (2017) for the specification of αt which scales with
(O(√log t)) and O(√γt) under the Bayesian and frequentist settings, respectively.
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Bayesian setting:
R(T ;GP-UCB) = O
(
T
ν+d
2ν+d log(T )
)
.
Under the frequentist setting:
R(T ;GP-UCB) = O
(
T
ν+1.5d
2ν+d log(T )
)
.
Assume k is a SE kernel. Under the Bayesian setting:
R(T ;GP-UCB) = O
(
T
1
2 (log(T ))
d
2+1
)
Under the frequentist setting:
R(T ;GP-UCB) = O
(
T
1
2 (log(T ))d+1
)
.
The assumption ν > 2 ensures that Assumption 1 used in Theorem 4 is satisfied (Srinivas et al.,
2010).
In comparison to the existing work, our results significantly improve the regret bounds for the
Matérn kernel, reducing the worst case gap with the Ω(T
ν+d
2ν+d ) lower bounds (Scarlett et al., 2017)
to O(log(T )) (fromO(√T ) in the existing work), under the Bayesian setting.
5 Conclusion
We introduced a new and general approach to bounding the information gain in Bayesian optimiza-
tion problems. Using Mercer’s theorem, we decoupled the GP kernel into a finite D-dimensional
projection in the corresponding RKHS and its orthogonal part. In the finite dimensional space, γT
is bounded by D log(T ). Accounting for the effect of the orthogonal element using the eigendecay
of the GP kernel completes the upper bound. We provided explicit bounds in terms of T on γT and
the regret of GP-UCB and GP-TS under conditions on the eigendecay of the kernel which directly
apply to common kernels such as Metérn and SE and show significant improvements over the state
of the art.
Our results establish the first tight regret bounds (up to a log(T ) factor) with the Matérn kernel
under the Bayesian setting which shows our bound on γT is tight (up to a log(T ) factor). Under the
frequentist setting, although our regret bounds improve the existing ones, the question of optimal
regret bounds remains open.
We, similar to Scarlett et al. (2017), conjecture that O˜(√γTT ) regret bounds are provable under
the frequentist setting. If true, the regret bounds under the frequentist setting will also become op-
timal (up to a log(T ) factor), with our bounds on γT . The difference between the two settings
is in the concentration inequalities for the GP models used under each one (cf. Theorem 2 of
Chowdhury and Gopalan (2017)). The proof of stronger concentration inequalities applicable to
the elements of RKHS is challenging and requires a separate investigation. We consider that as an
interesting open problem.
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Appendices
A (Proof of Theorem 3)
We bound I(yt; fˆ) =
1
2 log det(It+KXt,Xt) for an arbitrary observation sequenceXt. Recall k =
kP +kO and the corresponding covariancematricesKP,Xt,Xt = [kP (xi, xj)]
T
i,j=1 andKO,Xt,Xt =
[kO(xi, xj)]
T
i,j=1. We have
I(yt; fˆ) =
1
2
log det(It +
1
τ
KXt,Xt)
=
1
2
log det
(
It +
1
τ
(KP,Xt,Xt +KO,Xt,Xt)
)
=
1
2
log det
(
(It +
1
τ
KP,Xt,Xt)(It + (It +
1
τ
KP,Xt,Xt)
−1KO,Xt,Xt)
)
=
1
2
log det(It +
1
τ
KP,Xt,Xt) +
1
2
log det
(
It + (It +
1
τ
KP,Xt,Xt)
−1KO,Xt,Xt
)
, (11)
where for the last line we used det(AB) = det(A) det(B) which holds for all two square matrices
of the same dimensions. The equation (11) decouples the log det of the covariance matrix corre-
sponding to k into that of kP and a residual term depending on kO. We now proceed to bounding
the two terms on the right hand side of (11).
The first term on the right hand side of (11) corresponds to the covariance matrix of the D-
dimensional PD[fˆ ]. We can upper bound this term using a bound on the log det of the Gram matrix.
Let us define Φt,D = [φD(x1),φD(x2), . . . ,φD(xt)]
⊤, a t × D matrix which stacks the feature
vectors φ⊤D(xs), s = 1, . . . , t, at the observation points, as its rows. Notice that
KP,Xt,Xt = Φt,DΛDΦ
⊤
t,D.
Consider the Gram matrix
Gt = Λ
1
2
DΦ
⊤
t,DΦt,DΛ
1
2
D.
By Weinstein–Aronszajn identity (that is a special case of matrix determinant lemma)
det(ID +
1
τ
Gt) = det(It +
1
τ
KP,Xt,Xt). (12)
We can prove the following lemma on the relation between the log det and the trace of a positive
definite matrix.
Lemma 1. For all positive definite matrices P ∈ Rn×n, we have
log det(P ) ≤ n log(tr(P )/n).
See the proof at the end of the appendix.
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We next bound the trace of ID +
1
τGt. Notice that, for all x ∈ X ,
‖φD(x)Λ
1
2
D‖22 =
D∑
m=1
λmφ
2
m(x)
= kP (x, x)
≤ k¯.
Thus,
tr(ID +
1
τ
Gt) = D +
1
τ
tr
(
t∑
s=1
Λ
1
2φD(xs)φ
⊤
D(xs)Λ
1
2
)
= D +
1
τ
t∑
s=1
tr
(
Λ
1
2φD(xs)φ
⊤
D(xs)Λ
1
2
)
= D +
1
τ
t∑
s=1
tr
(
Λ
1
2φ⊤D(xs)φD(xs)Λ
1
2
)
= D +
1
τ
t∑
s=1
‖φD(xs)Λ 12 ‖22
≤ D + tk¯
τ
.
For the first line we expanded the Gram matrix, the second line holds by distributivity of trace over
sum, and the third line is a result of tr(AA⊤) = tr(A⊤A) which holds for any matrix A.
Using Lemma 1 and (12), we have
log det(It +
1
τ
KP,Xt,Xt) = log det(ID +
1
τ
Gt)
≤ D log
(
tr(ID +
1
τGt)
D
)
= D log(1 +
k¯t
τD
). (13)
To upper bound the second term on the right hand side of (11), we use kO(x, x
′) ≤ δD . Notice
that (It +
1
τKP,Xt,Xt)
−1 is a positive definite matrix whose largest eigenvalue is upper bounded by
1. For two positive definite matrices A,B with the same dimensions, we have tr(AB) ≤ λ¯Atr(B)
where λ¯A is the largest eigenvalue of A (cf. Fang et al. (1994)). Thus
tr
(
(It +
1
τ
KP,Xt,Xt)
−1KO,Xt,Xt
)
≤ tr(KO,Xt,Xt).
Since ∀x, x′ ∈ X , kO(x, x′) ≤ δD, we have tr(KO,Xt,Xt) ≤ tδD. Therefore,
tr
(
It + (It +
1
τ
KP,Xt,Xt)
−1KO,Xt,Xt
)
≤ t(1 + δD).
Using Lemma 1, we have
log det
(
It + (It +
1
τ
KP,Xt,Xt)
−1KO,Xt,Xt
)
≤ t log
(
t(1 + δD)
t
)
= t log(1 + δM )
≤ tδM , (14)
where for the last line we used log(1 + z) ≤ z which holds for all z ∈ R.
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Putting (11), (13) and (14) together, we arrive at the following bound on the information gain.
I(yt; fˆ) ≤ 1
2
D log(1 +
k¯t
τD
) +
1
2
tδD,
which holds for any arbitrary sequenceXt ⊆ X . Thus
γT = sup
Xt⊆X
I(yt; fˆ)
≤ 1
2
D log(1 +
k¯t
τD
) +
1
2
tδD.
Proof of Lemma 1. Let {κm > 0}nm=1 denote the eigenvalues of P . Using the inequality of arith-
metic and geometric means
n∏
m=1
κm ≤ ( 1
n
n∑
m=1
κm)
n.
Thus,
log det(P ) = log
(
n∏
m=1
κm
)
≤ log
(
(
1
n
n∑
m=1
κm)
n
)
= log
(
(
tr(P )
n
)n
)
= n log
(
tr(P )
n
)
.
B (Proof of Corollary 1)
Under the (Cp, βp) polynomial eigendecay condition, the following bound on δD is straightfor-
wardly derived from the decay rate of λm.
δD =
∞∑
m=D+1
λmψ
2
≤
∞∑
m=D+1
Cpm
−βpψ2
≤
∫ ∞
z=D
Cpz
−βpψ2dz
= CpD
1−βpψ2.
We select D = ⌈(Cpψ2T ) 1β log− 1β (1 + k¯Tτ )⌉ which results in the lowest growth rate for DT . Theo-
rem 3 implies
DT ≤ c1
2
(
(Cpψ
2T )
1
β log1−
1
β (1 +
k¯T
τ
) + 1
)
.
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Under the (Ce,1, Ce,2, βe) exponential eigendecay condition,
δD =
∞∑
m=D+1
λmψ
2
≤
∞∑
m=D+1
Ce,1 exp(−Ce,2mβe)ψ2
≤
∫ ∞
z=D
Ce,1 exp(−Ce,2zβe)ψ2dz.
Now, consider two different cases of βe = 1 and βe 6= 1. When βe = 1,∫ ∞
z=D
exp(−Ce,2zβe)dz =
∫ ∞
z=D
exp(−Ce,2z)dz
=
1
Ce,2
exp(−Ce,2D).
When βe 6= 1, we have
∫ ∞
z=D
exp(−Ce,2zβe)dz = 1
βe
∫ ∞
z=Dβe
z
1
βe
−1 exp(−Ce,2z)dz
=
1
βe
∫ ∞
z=Dβe
z
1
βe
−1 exp(−Ce,2 z
2
) exp(−Ce,2 z
2
)dz
≤ 1
βe
∫ ∞
z=Dβe
(
2
Ce,2
(
1
βe
− 1)) 1βe−1 exp(−( 1
βe
− 1)) exp(−Ce,2 z
2
)dz
=
2
Ce,2βe
(
2
Ce,2
(
1
βe
− 1)) 1βe−1 exp(−( 1
βe
− 1)) exp(−Ce,2D
βe
2
).
The first equality is obtained by a change of parameter. The inequality holds since
max
z∈R
z
1
βe
−1 exp(−Ce,2 z
2
) = (
2
Ce,2
(
1
βe
− 1)) 1βe−1 exp(−( 1
βe
− 1)) (15)
which can be verified using the standard method of equating the derivative of the left hand side to
zero.
When βe = 1, we select
D = ⌈ 1
Ce,2
log(
Ce,1ψ
2T
Ce,2
)⌉.
When βe 6= 1, we select
D =
⌈(
2
Ce,2
(
log(T ) + log(
2Ce,1ψ
2
βeCe,2
) + (
1
βe
− 1)
(
log(
2
Ce,2
(
1
βe
− 1))− 1)
))) 1
βe
⌉
.
Theorem 3 implies
DT ≤
((
2
Ce,2
(log(T ) + Cβe)
) 1
βe
+ 1
)
log(1 +
k¯T
τ
),
Cβe = log(
Ce,1ψ
2
Ce,2
) when βe = 1, and Cβe = log(
2Ce,1ψ
2
βeCe,2
) + ( 1βe − 1)
(
log( 2Ce,2 (
1
βe
− 1))− 1)
)
,
otherwise.
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