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This paper addresses the question of determining the class of rectangular matrices having a 
given graph as a row or column graph. We also determine quivalent conditions on a given pair 
of graphs in order for them to be the row and column graphs of some rectangular matrix. In con- 
nection with these graph inversion problems we discuss the concept of minimal inverses. This con- 
cept turns out to have two different forms in the case of one-graph inversion. For the two-graph 
case we present a method of determining when an inverse is minimal. Finally we apply the two- 
graph theorem to a class of energy related matrices. 
1. Introduction 
Matrices and related constructs from linear algebra have been widely used by 
graph theorists in order to study various properties of graphs and, in particular, to 
define invariants associated with graphs (see [l] and [2] for reasonably up to date 
and extensive discussions of the application of algebraic methods to graph theory). 
In recent years, on the other hand, there has been a growing use of graph theory 
to provide insights into structural problems in matrix theory and to help solve such 
problems as the sign solvability problem and the sign stability problem (see [4], [IO], 
(111, [16], [17], [18], and [22] among others). A systematic use of various graphs 
to help study structural problems for rectangular matrices has recently been initiated 
by the present authors (see [6] and [7]). 
In this paper we consider the problem of identifying Boolean matrices A having 
a given row graph RG(A), or column graph, CG(A). Specifically, in the row graph 
the rows of A correspond to the points of RG(A), and two rows are adjacent in 
RG(A) if and only if they have a nonzero entry in the same column of A. The 
column graph is defined similarly. 
The basic concept that we use is the fact that the columns of A correspond to 
cliques of RG(A). The main result of Section 2, the one-graph inversion theorem, 
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has several applications to problems that involve edge coverings by cliques (see 
Roberts[Zl]). In particular, Theorem 1 is used in [12] to characterize competition 
graphs (see Roberts [20]), in [13] to characterize upper bound graphs (see McMorris 
and Zaslavsky [19]), and in [14] to characterize consanguinity graphs (see Florence 
[3]). In Section 2 we also investigate the concept of minimal inverses. 
We consider the two-graph inversion problem in Section 3. In particular, we 
characterize the pairs of graphs for which there exists a matrix whose row and col- 
umn graphs are precisely the given graphs. Theorem 2 is used in [ 151 to characterize 
the pairs of graphs that are the competition graph and common enemy graph of the 
same food web, in [14] to characterize the pair of graphs that are the upper bound 
graph and consanguinity graph of the same digraph, and in [S] to characterize 2-step 
graphs. 
One application of our results is to the class of physical flows networks which 
have been identified by H.J. Greenberg [9] as often being an important component 
of energy related linear programming problems. We show in Section 4 exactly how 
the two-graph inversion theorem applies to such problems. 
Throughout this paper we deal only with matrices having the property that each 
row and column has at least one nonzero element. We will call such a matrix a 
regular matrix. 
The authors whish to thank D. Scott Provan of the National Bureau of Standards 
for providing us with valuable comments on this work. 
2. One-graph inversion 
Let G = (V,E) be a graph with p points, p = 1 VI. Observe that if a matrix A 
can be found such that RG(A)=G, then the matrix AT has the property that 
CG(AT) = G. Consequently we can and shall consider only matrices A such that 
RG(A) = G. 
In order to discover the family of regular Boolean matrices such that RG(A) = G 
for any A in the family, we require the following definitions. Recall that a k-clique, 
kr 1, of a graph is a complete subgraph on k-points. Given a graph G = (V, E), a 
finite set S of cliques of G will be called a clique cover if every point and edge of 
G belongs to at least one clique in S. We will use the notation (X1 to denote the 
subgraph of G generated by the set X when XC V. 
With the above definition as background we can now formulate our main one- 
graph inversion theorem. 
Theorem 1. Given the graph G = (V, E) with p = j VI, the regular boolean matrix A 
has the property that RG(A) = G iff A has p rows and columns of A correspond to 
a clique cover of G. 
Proof. Suppose first that RG(A) = G. Then the rows of A correspond to the points 
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of G. Let c, be a column of A with nonzero entries in rows i,, i2, . . ..ip. Then 
(iI,&,..., iP> is a p-clique of RG. Thus, each column of A corresponds to a clique 
of RG(A) = G. Also, the regularity of A assures that each point of G belongs to one 
of these cliques. Finally, observe that if [x,y] is an edge of G, then some column 
of A must contain a nonzero element in rows x and y, so [x,Y] belongs to at least 
one clique corresponding to a column of A. 
For the converse let S= {C,, . . . , C,} be a clique cover of G. Construct the 
boolean matrix A with p rows and o columns as follows. Let the points of G be 
labelled r,, r,, . . . , rP. Let column C,, 1 Sk5 6, have ones in rows rklr . . . , rkp where 
C,= (rklr ***, r,@) and zeros in all the remaining rows. Then each row and column 
of A has at least one nonzero element and A is regular. We must show RG(A) = G. 
Obviously 1 V/ =p, so the points of G are in l-1 correspondence with the rows of 
A. It remains to show that [ri,rj] belongs to G iff at least one column of A has 
ones in rows rj and rj. But the line [ri,rj] belongs to G iff it belongs to at least one 
clique in S, hence iff at least one column of A satisfies the conditions. This proves 
the theorem. 
The following corollary establishes existence of the inversion problem. 
Corollary 1. Let G = (V,E) be a graph with p = / V/, n = IL’/. Then there exists a 
p x (n +pO) matrix A such that RG(A) = G, where p,, is the number of isolated 
points in G. 
Proof. The set of edges and isolated points form a clique cover S of G. Using S, 
the construction in the proof of the theorem produces a matrix A satisfying the con- 
ditions of the corollary. 
3 2 5 
Fig. 1. 
Let us consider as a simple example the graph of Fig. 1. For this graph, the 
matrices all have the property that RG(A;) = G. 
A*= 
‘1 0 
1 0 
10, 
0 1 1 
258 H.J. Greenberg et al. 
Thus it is clear that the inverse of G is not uniquely defined. Also note that repeti- 
tions of columns are allowed corresponding to a clique occurring more than once 
in a clique cover. The clique covers associated with these matrices are: 
Before we discuss minimality it will be useful for our work on two-graph inversion 
to introduce an additional graph. Let S be a clique cover of the graph G. We 
associate with S a clique cover graph, Q(S), in the following way. Let 
S= {C,, . . . . CO}. Then Q(S) is a graph on the points 1,2, . . . , Q and the line [i, j] 
belongs to Q(S) iff Ci and Cj contain at least one common point. Hence, we have 
the following reformulation of Theorem 1 using the graph Q(S). 
Theorem 1’. Given the graph G = ( V, E) with p = 1 VI, the regular boolean matrix A 
has the property that RG(A) = G iff A has p rows and there exists a clique cover S 
of G such that CG(A) is isomorphic to Q(S). 
It will be convenient to set 
W(G) = {A : A is a regular Boolean matrix and RG(A) = G} , 
g(G) = (A : A is a regular Boolean matrix and CG(A) = G}. 
Given a matrix A E S?(G), we next consider the problem of finding A’E W(G) that 
has fewer nonzeros than A or fewer columns than A. In other words we may desire 
to find, in some well-defined sense, a minimal inverse of G. 
Let S be a clique cover of G. If A E 9?(G), A is said to be generated by the clique 
cover S if CG(A’) = Q(S). We say that S is minimal or a spanning set of cliques for 
G if the removal of any clique from the set S violates the cover condition. The 
matrix A will be called a minimal row inverse of G if A is generated by S where S 
is minimal. Similarly we can define a minimal column inverse of G. The following 
result is an immediate consequence of Theorem 1. 
Corollary 2. A is a minimal row inverse of G iff the deletion of any column of A 
changes the graph of RG(A). 
We note that for the graph illustrated above in Fig. 1 the clique covers St and 
Sz are minimal. Therefore the matrices Al and A2 are minimal row inverses of G. 
Let us denote by 9&,(G) the set of minimal row inverses of G and by go(G) the 
set of minimal column inverses of G (defined in a similar way). It is clear that the 
elements of g,,(G) have fewer columns, in some sense than the elements in 
9?(G) - Z,,(G). However, the graph in Fig. 1 shows that not every element of 
9?,(G) has fewer columns than every element of g(G) - &,(G). Indeed, A, E 2$(P) 
has more columns than A3~ 4’(G)- %$(G). 
Using Corollary 2, we get the following result. 
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Corollary 3. For every A E d(G) columns can be deleted so that the resulting matrix 
is in R,(G). 
To find a row inverse of G with the minimum number of columns, we must find 
a clique cover with the smallest number of cliques. This number is denoted by k(G), 
the clique cover number of G (see (141). We next deduce the following result. 
Corollary 4. Given the graph G = ( V, E) with p = 1 Vi and E = k(G), there exists a 
regular p x E boolean matrix A such that RG(A) = G and if A’ is any other p x E’ 
matrix with RG(A ‘) = G, then E I E’. 
2 
5 
Fig. 2. 
The matrix A in Corollary 4 need not be unique as is illustrated for the graph 
in Fig. 2. For this graph it is easy to verify that k(G)=4. Furthermore, St = 
{<1,2,3),(1,4,6),(2,4,5),(3,5,6)} and S,={(l,2,4),(1,3,6),(2,3,5),(3,5,6)} 
are clique covers which generate the following matrices: 
1100 
1 0 1 0 
At= 
1 0 0 1 
0 1 1 0 ’ 
0011 
0 1 0 1 
The following result is an immediate corollary of Theorem 1. 
Corollary 5. Let G be a graph. The set S&(g) consists of a unique matrix A iff 
every maximal clique of G is either a l-clique or a 2-clique. 
The set of graphs defined in the corollary includes some rather important subsets. 
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For example every bipartite graph satisfies the conditions and so does every graph 
that is a cycle of length 24. Also among the graphs in the set defined in the lemma 
are those row graphs associated with ‘physical flows network’ matrices (PFN), 
which will be discussed in Section 4 (see [9] for applications of these matrices). 
For the purpose of minimizing the number of nonzeros in a row inverse, the con- 
cept of minimality can be modified. Consider the graph in Fig. 3. For this graph, 
k(G)=3, and S,={(l,2,5),(2,4,5),(2,3,4)} and S2={(lt2,5),(4,5),(2,3,4)) 
are minimal clique covers, and 
A,= 
are the corresponding minimal row inverses. A, has fewer nonzeros than Al. 
5 4 
Fig. 3. 
The above example leads to the following definition. Let S be a clique cover of 
G. We say that S is a subminimal clique cover for G if it is not possible to remove 
a clique or replace any one clique with a proper subclique while retaining the cover- 
ing property. The matrix A will be called a subminimal row inverse of G if A is 
generated by S where S is subminimal. If we let a;(G) be the set of subminimal row 
inverses of G, then clearly %‘h(G) c &,(g) and the above example shows that this 
containment may be proper. 
Suppose A, A’E 2 (G) with dimensions m x n and m x n’, respectively. The rela- 
tion A’cA is defined to mean n’cn, a,>saU (for i= l,...,m;j= l,...,n’) and 
A’#A. Then we have the following corollary of Theorem 1. 
Corollary 6. A is a subminimal row inverse of G iff RG(A) = G and A’< A implies 
RG(A’) jt G. 
3. Two-graph inversion 
In this section we consider the following problem. Given graphs G, and Gz, 
when can a regular matrix A be constructed having the property that RG(A) = Gt 
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and CC(A) = G2? If such a matrix A exists, vve say that (G,, G,) is invertible. The 
first point to be made is that for a regular matrix A, the graphs CG(4) and RG(A-1) 
have the same number of components [7]. It follows that we cannot always invert 
the pair (G,, Gz); however, we can provide equivalent conditions for existence. 
Theorem 2. Given two graphs G, and G1, the following are equivalent: 
(i) (G,, G,) is invertible. 
(ii) G, is isomorphic to a clique cover graph of Gz. 
(iii) Gz is isomorphic to a clique cover graph of G,. 
Proof. We show first that (i) implies (iii). If G, and Gz are invertible, there exists 
a matrix A such that RG(A) = G, and CC(A) = G2 so that we have A E .d (G,) and 
A E / (Cl). By the one graph inversion theorem A E A(G,) implies that CC(A) = 
Q(S) where S is the clique cover of Gi. It follows that CC(A) = Gz is isomorphic to 
a clique cover graph of Gi. Thus (i) implies (iii). Next, we show that (iii) implies (i). 
Suppose Gz is isomorphic to a clique cover graph of Ct. Then G2 is isomorphic to 
Q(S) where S is a clique cover of Ct. Let A E d(G,) be determined by S, then 
RG(A) = G, and CG(A) = Q(S) = G2 by Theorem 1’. Hence Gi and Gz. are in- 
vertible. The equivalence of (i) and (ii) follows by symmetry. 
We have already pointed out a special case where G, and Gz are not invertible. 
One might conjecture that if Gt and G: are both connected, then they are inverti- 
ble. But this is not true as we shall show, by considering the pair of graphs illustrated 
in Fig. 4. Since G, has only two points and k(Gz) = 4, G, can’t be isomorphic to a 
clique cover graph of G?. 
1 2 
A-----s 
EL 
3 4 
Fig. 1. 
Now we will show how Theorem 2 can be used to invert a pair of graphs. Consider 
the pair of graphs in Fig. 5. If we choose the clique cover S= { (1,2,3), ( 1,3), (2,4)) 
of G,, then Gz is isomorphic to the clique cover graph of S. Using the method in 
the proof of Theorem 1 we can then construct 
rl 1 01 
A= 
Clearly RG(A) = GI and CG(A) = Cl. 
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Gl G2 
Fig. 5. 
Next, consider the concept of minimality for two-graph inversion. The pair of 
graphs, 
G,=G2=o, 
has two solutions (maintaining equivalence classes of rearrangements): 
A,= : y and A~=[: :I. [ 1 
Since A, sA,, we may regard A, as minimal. Note, however that A, is neither a 
minimal row inverse of G, nor a minimal column inverse of Gz. This is because 
row 1 is a singleton, and column 2 is a singleton, respectively. Thus, minimality can- 
not be equivalent o minimal clique covers as in the case of one-graph inversion. We 
call the inverse of (G,, G2), A, minimal if there is no other inverse, A’, for which 
A’<A is regular. In other words, A is minimal if no nonzero element can be replac- 
ed by a zero and still satisfy RG(A) = G1 and CG(A) = Gz. 
Minimality can be tested in an algebraic fashion as follows. Given an entry (i, j) 
rearrange the rows and columns of A using permatation matrices and P and Q to 
the form: 
PAQ= 0 . . . 0 (i,j) 1 . . . 1 
1 
i 
&j 
We call the matrix KU the connective matrix of entry (i,j). If row i or columnj has 
only one nonzero entry, KU is the empty set in which case we will call it trivial. 
Theorem 3. An inverse, A = (G,, G3)-‘, is minimal iff the connective of every non- 
zero entry is not regular or trivial. 
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Proof. Suppose A is minimal. Assume, for contradiction, that oij= 1 and Kti is 
regular. Let A ’ be the same as A except a,> = 0. We will show A ’ is an inverse of 
(G,, G,), thus contradicting minimality of A. The potential effect on row adjacen- 
cy when complementing element (i, i) (i.e., aij+ 1 - ag), is the elimination of edges 
between i and the rows of Kii. However, since Kii is regular, every row of Kii has 
a nonzero, so the edges between i and the rows of Kii remain. Hence, RG(A) =A, 
and a similar argument shows that CG(A’) + CG(A), so that A’ is an inverse of 
(G,, G,). 
Now suppose Kii is not regular or trivial when aii= 1. If A is not minimal, then 
there is a regular boolean matrix A’<A that is an inverse and such that A’ differs 
from A only in the i, j entry with a,$= 0 and (I,>= 1. Now if Kii is trivial, then A’ 
would not be regular, a contradiction, so we can assume that KU is not regular. 
Now suppose row r is a null row. From the construction of KU it is easy to see that 
[i, r] is in RG(A), but [i,r] is not RG(A’). A similar argument shows that 
CG(A) # CGU’) if KU has a null column. Thus we have completed the proof. 
The notion of connective makes it easy to test for minimality, particularly if the 
matrix A is sparse. Of peripheral interest is the general result: An element may be 
complemented without affecting row and column adjacency iff its connective is 
regular. We may thus look at the zeros of A to see if they can be made ones without 
introducing a new adjacency. We call A maximal if A <A’ implies A’# (G,, G2)-‘. 
The proof of the following result is similar to the proof of Theorem 3. 
Theorem 4. An inverse A = (Cl, G2)- ‘, is maximal iff the connective of every zero 
element is not regular. 
4. Application to PFN 
It is of interest to apply our results in Sections 2 and 3 to the PFN-matrix case. 
The matrices are defined as follows [9]. 
The rows can be partitioned into 2 nonempty classes R 1 and R2 and the columns 
into 3 nonempty classes Cl, C2 and C3 such that: 
(1) au=0 for i~R1 andjEC3 and for ieR2 andjEC1. 
(2) Each column in Cl and C3 has exactly 1 nonzero. 
(3) Columns in C2 have two nonzeros, one in R 1 and one in R2. 
If A is a PFN-matrix, RG(A) is bipartite on R 1 and R2, and adjacency in the row 
graph is completely determined by columns in C2. Using Corollary 5 it is thus simple 
to characterize g,,(G) when G is allegedly from a PFN-matrix. 
We will now derive a characterization of a physical flows matrix A in terms of 
RG(A) and CG(A). First the definition implies that there exists permutation 
matrices P and Q such that if A is a PFN-matrix 
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where each of the nonzero blocks in (1) has exactly one nonzero element in each 
column. 
From (1) we can deduce that if A is a PFN-matrix with row graph RG(A), then 
CG(A) is isomorphic to one of the following clique cover graphs of RG(A). By 
Corollary 5, RG(A) has a unique minimum clique cover SO consisting of the 
maximal cliques of RG(A). Let R I = {r, ,, . . . , rip ) and R 3 = { ~z,, .. . , rz4 1. If ( rli > is 
a l-clique of RG(A), let (Tii)* denote a finite repetition of (Tii), i.e. (rli)*= 
{rlir . . . , rli} where (rti >* may be empty. Similarly define (rri >*. Finally, if 
(rt;, rzj > is a 2-clique, let (Tti, r2j) * denote a finite repetition of (Ttiv r:j >. Then 
Let us present an example to clarify (2). The matrix 
r 0‘ 100 0 010 0 0100 0 0 
010110101010000 
A= 0 0 10 0 0 0 1 0 0 0 0 0 0 0 
000001001101000 
000000100010100 
,o 0 0 0 00 010 0 00 011 
is a PFN-matrix. For this matrix, R 1 = (rlrrz,r3j and R 1 = {T+ r5,r61. Then, 
&={(ri), (r2>,(r3)9 (rlrrJ)r (r29~5)rtr3,r6), (b,r4h (h), <rj), (r6)}. 
The nonempty finite repetitions are as follows: 
W*= (W, <r2>>, (r,,rq)*= (r,,r,), 
(r2,r5)*=(f-2,r5), (rh)*= (r&. 
Then CG(A) is isomorphic to the clique cover graph defined by the clique cover 
S=soU { (rl), (Q), (ri,r?), (r*,rj>, (rb)}, 
which has the form (2). 
It is clear that if G, is bipartite and if Gz is given in the form (2) relative to G,, 
then G, and G2 are invertible and the inverse matrix A with RG(A) = G, and 
CG(A)=G2 is a PFN-matrix. Thus we can state 
Theorem 5. The matrix A is a PFN-matrix iff RG(A) is bipartite and CG(A) is given 
by (2) where So is the set of maximal cliques of RG(A) and (r,,)*, (rzj)*, and 
(r,,,rzj>* denote finite repetitions of (rli), (r:,), and (r,,,rzj), respectively. 
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