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Chapter 1
Introduction
The numerical solution of large sparse systems of linear equations
Au = b, A ∈ Rn×n, u , b ∈ Rn, (1)
is important in many fields of physics and engineering sciences. Linear systems of
this type arise by discretizing of e.g. three dimensional partial differential equa-
tions for instance with finite differences, cf. Varga [36]. In the simplest case,
the coefficient matrix A possesses a block tridiagonal structure, however each of
the block matrices is block tridiagonal as well. To solve (1) we can use classical
iteration methods like the Jacobi iteration method (cf. Saad [28]), the Gauß-
Seidel method (cf. Hackbusch [15]), the conjugate gradient method (Golub, Van
Loan [12]) etc. But the disadvantage of the classical iteration methods is that
the convergence speed decreases when the discretization is refined, i.e., when
the size of problem (1) increases. Therefore, multigrid methods are considered
as alternative fast solvers, cf. Brandt [8], Hackbusch [15]. Well designed and
implemented multigrid algorithms lead to computational complexities and stor-
age requirements which are linearly proportional to the size of the problem, see
Hackbusch [14].
The main idea of a multigrid method is to approximate the large initial system
of linear equations by a small related system. Such a small system can be obtained
by the representation of the initial system on a coarse grid. The solution of
this coarse grid system is then interpolated into the fine grid and corrects the
starting approximation. This process is called coarse grid correction. However,
the coarse grid correction can not be applied as an iterative method, because
it reduces just smooth error components which can be well represented on the
coarse grid. Therefore, we need the second component of the multigrid method
called smoother which reduces the remaining error components. Here classical
iteration methods can be used as smoothers, see Briggs, Henson, McCormick
[9], Hackbusch [14], Wagner [37].
4Essential ingredients of the coarse grid correction are the restriction and
prolongation operators that transfer information from fine to coarse grids and
from coarse to fine grids, respectively. Dependent on the choice of coarser grids
and of the transfer operators we distinguish between several multigrid techniques,
see Hackbusch [14]. If the bilinear interpolation is chosen as the prolongation,
then the standard (or geometric) multigrid method results. In matrix-dependent
and algebraic multigrid methods the prolongation is computed using information
from the matrix A.
Our particular interest is attracted by the solution of three-dimensional el-
liptic boundary value problems arising from geophysical applications. They are
discretized on uniform but not necessarily equidistant grids Ω. Moreover, the co-
efficients in the differential equation are in general discontinuous across internal
boundaries of Ω; they actually may show jumps of several orders of magnitude.
In this case, the rate of convergence of a standard multigrid algorithm dete-
riorates due to discontinuity of coefficients (and/or due to the irregularity of the
mesh), see Wesseling [38], Wagner [37], Alcouffe, Brand, Dendy, Painter [1] etc.
Algebraic multigrid methods may suffer from the lack of preserving the struc-
ture of A, i.e., on coarser levels the regular structure of the coefficient matrix
is no longer guaranteed. In two spatial dimensions, there are matrix-dependent
blackbox multigrid solvers (see, e.g., Alcouffe, Brand, Dendy, Painter [1] and De
Zeeuw [40]) which overcome these difficulties. An approach for three-dimensional
problems is introduced and described in this work.
In Chapter 2 we explain the main idea of the standard multigrid algorithm
by studying the one-dimensional Poisson equation and the equation with discon-
tinuous coefficients. In order to understand the convergence behavior we apply
standard and matrix-dependent multigrid methods to the problems and analyze
them in detail.
The matrix-dependent coarse grid correction is described in Chapter 3 for one
and two dimensions and introduced for three-dimensional problems. We follow
Kettler [21], Wesseling [38], Meurant [23] by using an established incomplete LU
decomposition as smoother in our multigrid method. Since the initial matrix A
has a special sparse block structure, the smoother in our case is a generalized
version of incomplete block LU factorization which is described in Chapter 4.
Finally, in Chapter 5 we present some numerical examples. Particularly, a
three-dimensional problem is considered which has been arising from electrical
imaging of the subsurface. The corresponding differential equation has discon-
tinuous coefficients and is discretized on a non-uniform mesh. We consider the
convergence behavior of the matrix-dependent multigrid in comparison with the
standard multigrid algorithm.
Chapter 2
Two Simple Model Problems
In this chapter, the main idea of classical multigrid methods will be explained by
studying one-dimensional elliptic boundary value problems. We shall also indicate
the limitations of these methods when applied to problems with discontinuous
coefficients. We consider the differential equation
− (D(x)u′(x))′ = f(x), where x ∈ Ω = [0, 1] (2.1)
and D(x) is piecewise continuous with homogeneous Dirichlet boundary condi-
tions
u(0) = u(1) = 0. (2.2)
Elliptic boundary value problems are the type of problem to which the stan-
dard (or geometric) multigrid method can be applied very efficiently, for example,
if the diffusion coefficient D(x) is continuous. In practice, however, problems
with jumping coefficients occur very often, for instance, by electrical imaging of
a subsurface (see Dey, Morrison [11], Moucha, Bailey [24]). The discontinuity of
the diffusion coefficient D(x) can effect the convergence of the standard multi-
grid method. For illustration, we consider two model problems with constant and
discontinuous coefficients D(x). Without loss of generality we assume that in
the first case
D(x) = 1, x ∈ Ω, (MP-1)
and in the second case the discontinuity occurs at the point x = 1/2:
D(x) =
{
, x < 1/2,
1, x ≥ 1/2, x ∈ Ω, (MP-2)
with  ≥ 0.
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2.1 Discretization and Classical Iterative Meth-
ods
We will focus on finite difference discretizations as described, e.g., in Varga [36,
Chapter 6]. For this purpose we consider a uniform grid
Ωh = {xi = ih, 0 ≤ i ≤ n+ 1, h = 1/(n+ 1)}.
The discretization by central finite differences leads to a discrete approximation
of the differential equation (2.1)
Diui − Liui−1 − Uiui+1 = fih2, i = 1, . . . , n,
where ui = u(xi), fi = f(xi),
Li = D(xi−1/2),
Ui = D(xi+1/2),
Di = Li + Ui,
and xi−1/2 = ih−h/2 and xi+1/2 = ih+h/2, respectively. Summarizing a linear
system of equations has been derived which, in matrix notation, is
Au = b, (2.3)
where b = [f1, . . . , fn]
T , A ∈ Rn×n is tridiagonal and symmetric positive
definite (see Varga [36, Theorem 6.1]).
Example 2.1.1. For the model problem (MP-1), the coefficient matrix A is
given by
A =

2 −1
−1 2 −1
−1 2 −1
. . . . . . . . .
−1 2 −1
−1 2

. (2.4)
Lemma 2.1.2 (Briggs, Henson, McCormick [9]). The eigenvalues of A are given
by
λi = 4 sin
2
(
ipih
2
)
(2.5)
and the corresponding eigenvectors are given by
vi = [sin(ipih) sin(2ipih) . . . sin(nipih)]
T . (2.6)
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Note that these eigenvectors are orthogonal, i.e.,
vTi vj =
{
0, i 6= j
1
2h
, i = j,
see Briggs, Henson, McCormick [9].
Example 2.1.3. For the model problem (MP-2), the coefficient matrix A is
given by
A =

2 −
− . . . . . .
. . . 2 −
− 1 +  −1
−1 2 . . .
. . . . . . −1
−1 2

. (2.7)
This matrix can be represented as follows
A =
[
A11 A12
A21 A22
]
, (2.8)
where A12 = A
T
21 =

−
 ∈ Rk×m and A11 ∈ Rk×k, A22 ∈ Rm×m are
given by
A11 =

2 −
− 2 . . .
. . . . . . −
− 2
 , A22 =

1 +  −1
−1 2 . . .
. . . . . . −1
−1 2
 .
Note that m+ k = n. If n is odd, there is either k = (n+1)/2, m = (n− 1)/2
or k = (n− 1)/2, m = (n+ 1)/2. If n is even, there is k = n/2, m = n/2. We
consider the matrix with  = 0. In this case A0 has the following form
A0 =

0
0
0 1 −1
−1 2 . . .
. . . . . . −1
−1 2

. (2.9)
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The lower matrix represents the problem with the Neumann boundary condition
on the one end and the Dirichlet boundary condition on the other end. For
computation of the eigenvalues and the eigenvectors of A0 we use the lemma of
Shintani [29] which will be described in detail in Section 2.2. It is easy to see
that for the zero part the k eigenvalues are equal to zero and the corresponding
eigenvectors are standard unit vectors. The eigenvalues of the lower part are
given by
λi = 2− 2 cos
(
(2i+ 1)pi
2m+ 1
)
, i = 1, . . . ,m (2.10)
and the corresponding eigenvectors are given by
vi = [sin(θi), sin(2θi)− sin(θi), . . . , sin(mθi)− sin((m− 1)θi)]T , (2.11)
where θ = pi(2i− 1)/(2m+ 1), i = 1, . . . ,m.
To solve the linear system of equation (2.3) we consider classical iterative
methods which are based on a splitting of the coefficient matrix A
A = M −N,
where N,M ∈ Rn×n and M is invertible. The iterative method associated with
this splitting is
Mum+1 = Num + b, m ≥ 0
or, equivalently,
um+1 = (I −M−1A)um +M−1b. (2.12)
It is well known that (2.12) converges, for any u0, to the solution of Au = b if
and only if ρ(I−M−1A) < 1, where ρ(·) denotes the spectral radius (see Varga
[36, Theorem 3.29]).
We concentrate on the standard splitting of A, i.e.,
A = D − L− U,
where D is the diagonal part of A and where L is the strictly lower and U is the
strictly upper triangular part of A. If D is invertible then the choicesM = D and
M = D − L lead to the Jacobi and Gauß-Seidel iterative methods, respectively.
For reasons which will be described in the next section, the classical itera-
tive methods can be applied as smoother in a multigrid method. Meaning, the
smoother is one of the components of the multigrid method. The other compo-
nent is the coarse grid correction which will be described in Section 2.3.2. The
idea is to approximate the large linear system of equations (2.3) on the coarse
grid and then to solve it exactly. If this system on the coarse grid is still too large
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for exact solution, then it will be solved numerically with the multigrid method
and the process will be repeated. The convergence of the standard multigrid
method with the damped Jacobi iteration method as smoother applied to the
model problems (MP-1) and (MP-2) is shown in Figure 2.1.
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Figure 2.1: Convergence behavior of classical multigrid method for the model
problems (MP-1) and (MP-2) with different diffusion coefficients. The damped
Jacobi iteration method is chosen as smoother.
Obviously, the classical multigrid method converges very slowly if  is small.
Considering the two model problems, we will try to understand in which sence
the convergence of classical multigrid method depends on . At the beginning
we consider the first component of multigrid method, i.e., the smoother applied
to the two model problems (MP-1) and (MP-2).
2.2 Damped Jacobi method
The damped Jacobi method results from the choice M = 1
ω
D, where ω ∈ (0, 1]
is a relaxation parameter. The corresponding iteration matrix is given by
J = I −M−1A = I − ωD−1A.
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Since ρ(J) determines whether or not the damped Jacobi method converges, we
next compute the eigenvalues of J for our model problems.
Example 2.2.1. In the model problem (MP-1) the diagonal elements of A are
constant and equal 2. Hence, the Jacobi iteration matrix in this case is
J =

1− ω −ω
2
−ω
2
1− ω . . .
. . . . . . −ω
2
−ω
2
1− ω
 .
As shown in, e.g., Briggs, Henson, McCormick [9, Chapter 2], the eigenvalues
of J can be computed by
µk = 1− ω (1− cos(kpih)) = 1− 2ω sin2
(
kpih
2
)
, k = 1, . . . , n, (2.13)
where h = 1/(n+ 1) and the corresponding eigenvectors are
vk =
√
2h
[
sin (kpih) , sin (2kpih) , . . . , sin (nkpih)
]T ∈ Rn. (2.14)
Note that these eigenvectors form an orthonormal basis of Rn.
Lemma 2.2.2. The optimal relaxation factor (cf. Briggs, Henson, McCormick
[9]), i.e., the one which minimizes ρ(J) as a function of ω, is ω0 = 1. In this
case the spectral radius is given by
ρ(J) = cos(pih) ∼ 1− pi
2h2
2
for h→ 0.
Proof: The optimal relaxation parameter ω0 results from the following re-
quirement
max
1≤k≤n
∣∣∣∣1− 2ω0 sin2(kpih2
)∣∣∣∣ = minω max1≤k≤n
∣∣∣∣1− 2ω sin2(kpih2
)∣∣∣∣ .
It is easy to see that ω0 = 1. The spectral radius of J is then
ρ(J) = 1− 2 sin2
(
kpih
2
)
= cos(pih) ∼ 1− pi
2h2
2
for h→ 0.

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Example 2.2.3. The damped Jacobi iteration matrix for the model problem
(MP-2) is given by
J =

1− ω ω
2
ω
2
. . . . . .
. . . 1− ω ω
2
ω
2
1− ω ω
2
ω
1+
1− ω ω
1+
ω
2
1− ω ω
2
. . . . . . . . .
ω
2
1− ω ω
2
ω
2
1− ω

.
For → 0 the matrix J converges to
J0 =

1− ω ω
2
ω
2
. . . . . .
. . . 1− ω ω
2
ω
2
1− ω ω
2
0 1− ω ω
ω
2
1− ω ω
2
. . . . . . . . .
ω
2
1− ω ω
2
ω
2
1− ω

.
Analogously to (2.8), the Jacobi matrix J0 can be represented by
J0 =
[
J11 J12
0 J22
]
, (2.15)
2.2 Damped Jacobi method 12
where J12 =

ω
2
 and
J11 =

1− ω ω
2
ω
2
1− ω . . .
. . . . . . ω
2
ω
2
1− ω
 , J22 =

1− ω ω
ω
2
1− ω ω
2
. . . . . . . . .
. . . . . . ω
2
ω
2
1− ω
 .
Since the matrix J0 is block triangular, its eigenvalues are the eigenvalues of
diagonal blocks J11 and J22. The eigenvalues and the corresponding eigenvectors
of J11 are computed in the same way as in model problem (MP-1). To compute
the eigenvalues and eigenvectors of J22 we need the following two lemmas:
Lemma 2.2.4 (Shintani [29, Lemma 1] ). Let z be a real number and let Ur(z)
and Vr(z) be the solutions of the difference equation
yr+1 − zyr + yr−1 = 0, r = 0, 1, 2, . . . , (2.16)
satisfying the initial conditions y−1 = 0, y0 = 1 and y−1 = 1, y0 = z/2 respec-
tively. Then, Ur(z) and Vr(z) can be expressed as follows
Ur(z) =

sinh(r+1)θ
sinh θ
, 2 cosh θ = z, (z ≥ 2),
sin(r+1)θ
sin θ
, 2 cos θ = z, (|z| < 2),
(−1)r sinh(r+1)θ
sinh θ
, 2 cosh θ = |z|, (z ≤ −2),
Vr(z) =

cosh(r + 1)θ, 2 cosh θ = z, (z ≥ 2),
cosh(r + 1)θ, 2 cos θ = z, (|z| < 2),
(−1)r+1 cosh(r + 1)θ, 2 cosh θ = |z|, (z ≤ −2).
The general solution of the equation (2.16) is given by
yr = C1Ur−1(z) + C2Vr−1(z), (2.17)
where C1 and C2 are arbitrary constants.
Lemma 2.2.5 (Shintani [29, Lemma 2] ). Under the conditions
1 + α > 0, 1 + β > 0, (2.18)
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the eigenvalues of
T =

p 1 + α
1 0 1
. . . . . . . . .
1 0 1
1 + β q
 , p, q ∈ R
are all real and distinct and they are roots of the equation
Fn(λ) = Un(λ)− (p+ q)Un−1(λ) + (pq − α− β)Un−2(λ)
+ (pβ + qα)Un−3(λ) + αβUn−4(λ) = 0.
(2.19)
Let λ be an eigenvalue of T and set
vj = Uj−1(λ)− pUj−2(λ)− αUj−3(λ), j = 1, 2, . . . , n,
vT = (v1, . . . , vj, . . . , vn),
then v is an eigenvector corresponding to λ.
Proof: Let T = (tij), then since T is a real tridiagonal matrix and
ti+1,iti,i+1 > 0 (i = 1, . . . , k− 1), the eigenvalue of T are real and distinct (cf.
Varga [36]).
Let λ be an eigenvalue of T and v be an eigenvector corresponding to λ.
Then there holds the relation (T − λI)v = 0, namely
(p− λ)v1 + (1 + α)v2 = 0, (2.20)
vj−1 − λvj + vj+1 = 0, j = 2, . . . , k − 1, (2.21)
(1 + β)vk−1 + (q − λ)vk = 0. (2.22)
By (2.17) vj satisfying (2.21) can be written as follows
vj = C1Uj−1(λ) + C2Vj−1(λ) (2.23)
and, by (2.20) and (2.22), the constants C1 and C2 must satisfy the equations
(p− λ)v1 + (1 + α)v2 = pv1 + αv2 − v0
= (p+ αU1(λ))C1 + (pV0(λ) + αV1(λ)− 1)C2 = 0,
(2.24)
and
(1 + β)vk−1 + (q − λ)vk = βvk−1 + qvk − vk+1
= (βUk−2(λ) + qUk−1(λ)− Uk(λ))C1
+ (βVk−2(λ) + qVk−1(λ)− Vk(λ))C2 = 0.
(2.25)
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The necessary and sufficient condition for the equations (2.24) and (2.25) to
have a non-trivial solution is that
(p0 + αV1 − 1)(βUk−2 + qUk−1 − Uk)− (pU0 + αU1)(βVk−2 + qVk−1 − Vk)
= Uk − p(V0Uk − U0Vk)− qUk−1 + pq(V0Uk−1 − U0Vk−1)− βUk−2
− α(V1Uk − U1Vk) + pβ(V0Uk−2 − U0Vk−2) + qα(V1Uk−1 − U1Vk−1)
+ αβ(V1Uk−2 − U1Vk−2) = 0.
(2.26)
Using Lemma 2.2.4 and standard addition theorems for trigonometric and
hyperbolic functions, we can rewrite (2.26) as (2.19).
In the case where p+ αU1(λ) 6= 0, we have from (2.24)
C1 = C2(1− pV0(λ)− αV1(λ))/(p+ αU1(λ)),
and, if we put C2 = p+ αU1(λ), then it follows from (2.23) that
vj = Uj−1(λ)− p (V0(λ)Uj−1(λ))− α (V1(λ)Uj−1(λ)− U1(λ)Vj−1(λ))
= Uj−1(λ)− pUj−2(λ)− αUj−3(λ).
In the case where p+ αU1(λ) = 0, it follows from (2.18) that
1− pV0(λ)− αV1(λ) = 1 + α (U1(λ)V0(λ)− V1(λ)) = 1 + α > 0,
so that C2 = 0 from (2.24). If we put C1 = 1 + α, then we have
vj = C1Uj−1(λ) = (1 + α)Uj−1(λ)
= Uj−1(λ)− pUj−2(λ)− αUj−3(λ).
Thus the vector v is an eigenvector corresponding to λ.

Using Lemma 2.2.2 and 2.2.5, the eigenvalues of J0 are given by
µl =
{
1− ω (1− cos( jpi
k+1
)
)
, l = j, j = 1, . . . , k,
1− ω
(
1− cos
(
(2i−1)pi
2m
))
, l = k + i, i = 1, . . . ,m.
(2.27)
Remark 2.2.6. It is easy to see that µj are distinct for j = 1, . . . , k. Analogously,
µk+i are also distinct for i = 1, . . . ,m. But it can happen that for some i and
some j the corresponding eigenvalues match, i.e., µj = µk+i. Therefore, the
algebraic multiplicity of the eigenvalue µj is less than or equal to 2. Obviously,
the geometric multiplicity of µj is less than or equals to 2. It may happen that the
geometric multiplicity of an eigenvalue µj is indeed 2. In this case the matrix J0
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is possibly not diagonalizable, see Golub, Van Loan [12, Chapter 7]. For example,
it holds, if n = k+m is even also k and m are odd, then µ(k+1)/2 = µk+(m+1)/2.
We restrict our analysis to the case where n is odd, k is even and m is odd. Let
k = 2k˜ and m = 2m˜ + 1, where k˜, m˜ ∈ N. Assume that there are two equal
eigenvalues, then
j
k + 1
=
2i− 1
2m
,
which is equivalent to
2(2k˜ + 1)j = (2i− 1)(2m˜+ 1).
The left-hand side of this equation is even and the right-hand side is odd, which
is impossible. Therefore, for even k and odd m all eigenvalues J0 are distinct.
Lemma 2.2.7. The matrix J0 has eigenvectors corresponding to the eigenvalues
µi from (2.27), which are columns of W
W =

v11 · · · vk1 x11 · · · xm1
v12 · · · vk2 x12 · · · xm2
...
...
...
...
v1k · · · vkk x1k · · · xmk
y11 · · · ym1
0 y12 · · · ym2
...
...
y1m · · · ymm

,
where n = k +m is odd and
vj =
[
sin
(
jpi
k + 1
)
sin
(
2jpi
k + 1
)
· · · sin
(
kjpi
k + 1
)]T
,
yi =
[
2 2 cos
(
arccos
(µk+i
2
))
· · · 2 cos
(
(m− 1) arccos
(µk+i
2
))]T
,
xi =
[
−ω
k∑
j=1
v1j
vkj
µj − µk+i · · · − ω
k∑
j=1
vkj
vkj
µj − µk+i
]T
,
j = 1, . . . , k, i = 1, . . . ,m.
Proof: The eigenvectors wl of J0 can be computed from the characteristic
equation [
J11 J12
0 J22
] [
w1l
w2l
]
= µl
[
w1l
w2l
]
, l = 1, . . . , n,
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which can be rewritten by{
J11w1l + J12w2l = µlw1l
J22w2l = µlw2l.
(2.28)
If l = j, where j = 1, . . . , k, then µl are eigenvalues of J11. Hence, from
the second equation of (2.28) it can be easily seen that w2l = 0 and by
Lemma 2.2.2 w1l = vj, j = 1, . . . , k, are eigenvectors of J11 corresponding to
µl.
If l = k + i, where i = 1, . . . ,m, then µl are eigenvalues of J22, therefore
by Lemma 2.2.5 w2l = yi. In this case w1l can be computed from the first
equation of (2.28)
(J11 − µlI)w1l = −J12w2l.
The matrix J11 can be represented as J11 = V
TDV , where V consists of
eigenvectors of J11 and D is a diagonal matrix with eigenvalues of J11 on the
main diagonal. Therefore
(V TDV − µlI)w1l = −J12w2l,
V T (D − µlI)Vw1l = −J12w2l,
(D − µlI)Vw1l = −V J12w2l.
Respecting Remark 2.2.6, i.e., assuming that the eigenvalues µl of J0 are
distinct and the matrix D − µlI has nonzero elements, holds
w1l = −V T (D − µlI)−1V J12w2l.
Note that J12 in our case has just one non-zero entry, so that the product
J12w2l contains the first component of the vector w2l:
J12w2l = [0 · · · 0 ω]T ,
and V J12w2l = ωvk, l = 1, . . . ,m. Thus yields
w1l = −ωV T (D − µlI)−1vk.
By multiplication
xi := w1l =
 −ω
∑k
j=1 v1j
vkj
µj−µk+i
...
−ω∑kj=1 vkj vkjµj−µk+i
 .
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Finally the eigenvectors of the matrix J0 are
W =

v11 · · · vk1 x11 · · · xm1
v12 · · · vk2 x12 · · · xm2
...
...
...
...
v1k · · · vkk x1k · · · xmk
y11 · · · ym1
0 y12 · · · ym2
...
...
y1m · · · ymm


Lemma 2.2.8. The convergence of eigenvalues µ(J) of J towards the eigen-
values µ(J0) of J0 is governed by
|µ(J0)− µ(J)|2
1 + |µ(J0)− µ(J)| ≤ Cω

1 + 
, (2.29)
where C is a constant.
Proof: The matrix J can be also represented as a perturbation of the matrix
J0
J = J0 + E = J0 +

0
. . .
ω
1+
0 − ω
1+
. . .
0
 .
Hence, Theorem 1.12 (Stewart [32, Chapter IV]) can be applied which yields
the following estimate
|µ(J0)− µ(J)|M
1 + |µ(J0)− µ(J)|+ · · ·+ |µ(J0)− µ(J)|M−1 ≤ ‖V
−1EV ‖2,
where M is the size of the largest Jordan block of J0. In Remark 2.2.6 we
have seen that the maximal geometric multiplicity of any eigenvalue µl of J0
equals 2. That means, in our case the maximal size of the largest Jordan
block of J0 is M = 2. This yields
‖V −1EV ‖2 = cond(V )‖E‖2 = C1
√
2  ω
1 + 
= Cω

1 + 
.
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That means,
|µ(J0)− µ(J)|2
1 + |µ(J0)− µ(J)| ≤ Cω

1 + 
.

We return to the general damped Jacobi iteration method. From Lemmas
2.2.2 and 2.2.7 there follows that the convergence factor of the Jacobi method is
1−O(h2). In other words, the convergence is very slow if h is small. However, it is
easy to see that those error components which belong to the largest eigenvalues of
the Jacobi matrix are not significantly changed after a step of the Jacobi iteration,
in contrast to the error components corresponding to the small eigenvalues.
Therefore, we define vectors which are nearly the same after the Jacobi iteration
as smooth vectors and vectors which are rapidly reduced as oscillatory vectors.
So that we decompose the space Rn in a direct (and orthogonal) sum of two
subspaces
Rn = Usmooth ⊕Uoscil and Usmooth ⊥ Uoscil,
so that Usmooth consists only of the smooth vectors and Uoscil contains the os-
cillatory vectors.
Example 2.2.9. Considering the eigenvectors vi of the model problem MP-1 as
a basis of Rn, we define
Usmooth = span
{
vi : 1 ≤ i ≤ n
2
}
and Uoscil = span
{
vi :
n
2
< i ≤ n
}
.
It can be easily shown that Usmooth and Uoscil are J-invariant, that means
J : Usmooth → Usmooth,
J : Uoscil → Uoscil.
If we denote the error in the j-th Jacobi step by
ej = u
∗ − uj,
where u∗ is the exact solution of (2.3), and represent it as a sum of smooth and
oscillatory basis vectors, then the Jacobi method can be applied as a smoother
to reduce the oscillatory components. In Lemma 2.2.2 it was shown that the
optimal relaxation parameter ω to reduce both, smooth and oscillatory, vectors
is equal to 1. In terms of smoothing we actually need to consider the optimal ω
for reducing only the oscillatory part.
Lemma 2.2.10 (Briggs, Henson, McCormick [9]). The relaxation parameter
ω = 2/3 yields the optimum reduction for the oscillatory components.
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Lemma 2.2.11 (Briggs, Henson, McCormick [9]). Let ej = e smoothj + e
oscil
j be
the error after j Jacobi iteration steps in (MP-1), then holds
‖ej‖22 = ‖e smoothj ‖22 + ‖eoscilj ‖22,
e smoothj = J
je smooth0 ,
eoscilj = J
jeoscil0 .
If we choose ω = 2/3, than we have
‖eoscilj ‖22 ≤
1
3j
‖eoscil0 ‖22.
Example 2.2.12. Considering the model problem (MP-2) we also split Rn into
smooth and oscillatory subspaces using the same basis vectors vi as in Exam-
ple 2.2.9. From the equation
Jvi =

1− ω ω
2
ω
2
. . . . . .
. . . 1− ω ω
2
ω
1+
1− ω ω
1+
ω
2
1− ω ω
2
. . . . . . . . .
ω
2
1− ω


v1,i
...
vk,i
vk+1,i
vk+2,i
...
vn,i

=

µiv1,i
...
µivk,i
ω
1+
vk,i + (1− ω)vk+1,i + ω1+vk+2,i
µivk+2,i
...
µivn,i

,
where µi are the eigenvalues of J in (MP-1), see (2.13). Note that only the
(k+1)-st component of Jvi differs from the model problem (MP-1). Therefore,
the above equation can be represented by
Jvi = µivi + v˜i,
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where the vector v˜i consists of zeros except for the (k + 1)-st component
v˜k+1,i =
ω
1 + 
vk,i +
ω
1 + 
vk+2,i − ω
2
vk,i − ω
2
vk+2,i
= ω
1− 
1 + 
(vk+2,i + vk,i) .
Considering the norm of the operator J applied to a vector holds
‖Jvi‖ = ‖µivi+ v˜i‖ ≤ ‖µivi‖+‖v˜i‖ = ‖J‖+
∣∣∣∣ω1− 1 +  (vk+2,i + vk,i)
∣∣∣∣ , (2.30)
where J is the damped Jacobi iteration for (MP-1). It indicates that the Jacobi
method for model problem (MP-2) converges slower for smaller .
Example 2.2.13. To illustrate the smoothing effect of the damped Jacobi it-
eration for (MP-1) and (MP-2), we consider an error vector e0 ∈ R25×1. The
error can be represented in eigenvectors of A
e0 =
25∑
i=1
αivi =
13∑
i=1
αiv
smooth
i +
25∑
i=14
αiv
oscil
i ,
this is the so-called Fourier representation. In Figures 2.2 and 2.3 the initial error
e0, the error after one and two steps of the Jacobi iteration are shown. We see
that the smooth components are still large and the oscillatory components are
significantly reduced.
Example 2.2.14. Another perspective on the damping property is provided in
Figure 2.4 for (MP-1) and in Figure 2.5 for (MP-2). An initial error vector
e0 ∈ R64×1 on the top plot is also decomposed into smooth (left small picture)
and oscillate (right small picture) parts, which are handled separately. The next
left and right pictures represent the smooth and oscillatory vectors respectively
after one step of the damped Jacobi method with ω = 2/3. On the lower picture
both components are added to the smoothed resulting error vector. The action
of the Jacobi method on (MP-1) does not significantly differ from (MP-2) as it
was shown in (2.30).
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Figure 2.2: Fourier representation of the errors e0, e1, e2, i.e., the initial error
vectors and the error after one and two steps of the damped Jacobi iteration for
(MP-1).
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Figure 2.3: Fourier representation of the errors e0, e1, e2, i.e., the initial error
vectors and the error after one and two steps of the damped Jacobi iteration for
(MP-2).
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Figure 2.4: Model problem MP-1.
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Figure 2.5: Model problem MP-2.
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2.3 The Idea of Multigrid Method
In the previous sections we have seen that classical iterative methods, e.g. the
Jacobi iteration, converge too slowly to solve the linear system of equations
(2.3). However, they can be applied as a smoother to reduce the oscillatory
components of the error vector. If we apply the coarse grid correction to decrease
smooth components, then the combination of these methods will yield a multigrid
method.
2.3.1 Classical Transfer Operators
Firstly we denote Ωh = {ih, 1 ≤ i ≤ n, h = 1/(n + 1)} as a fine grid and
introduce a coarse grid
ΩH := {iH, 1 ≤ i ≤ N = (n+ 1)/2, H = 1/(N + 1)},
which can be constructed by choosing every second point of Ωh. Without loss
of generality, we assume that n is odd.
u u u u u u u u u
u u u u
0 1
0 1
ΩH
Ωh
Let vh ∈ Ωh and vH ∈ ΩH be a fine grid vector and a coarse grid vector,
respectively. The coarse grid vector vH can be also represented on the fine grid
Ωh using linear interpolation
vhi =
(
PvH
)
i
=
{
vHj , j = i/2,
1
2
(
vHj + v
H
j+1
)
, j = (i+ 1)/2,
where i = 1, . . . , n and vH0 = v
H
N+1 = 0, or in matrix form
Pvh =

1/2 0 0
1 0 0
1/2 1/2 0
0 1 0
0 1/2 1/2
0 0 1
0 0 1/2

 vH1vH2
vH3
 =

vH1 /2
vH1
(vH1 + v
H
2 )/2
vH2
(vH2 + v
H
3 )/2
vH3
vH3 /2

=

vh1
vh2
vh3
vh4
vh5
vh6
vh7

The linear mapping
P : RN → Rn
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is called classical prolongation operator. The transformation in the reverse direc-
tion, i.e., from fine to coarse grid, is defined as a classical restriction
R : Rn → RN ,
which is usually chosen as the transpose of the prolongation
R =
1
2
P T .
As basis vectors we consider the eigenvectors vi ∈ Rn of the model problem
(MP-1) on the fine grid
vi = [sin(ipih) sin(2ipih) · · · sin(nipih)]T , (2.31)
where i = 1, . . . , n and h = 1/(n+ 1).
Lemma 2.3.1 (Briggs, Henson, McCormick [9]). For j = 1, . . . , N and H =
1/(N + 1), it holds
PvHj = cos
2
(
jpih
2
)
vhj − sin2
(
jpih
2
)
vhn+1−j. (2.32)
Lemma 2.3.2 (Briggs, Henson,McCormick [9]). For j = 1, . . . , N , it holds
Rvhj = cos
2
(
jpih
2
)
vHj , (2.33)
RvhN−1+j = − sin2
(
jpih
2
)
vHj , (2.34)
RvhN+1 = 0. (2.35)
Remark 2.3.3. We consider PRvi as an approximation of vi. The Figures 2.6
and 2.7 show that a smooth vector and its approximation do not differ too much
from each other. But an oscillatory vector cannot be well represented on the
coarse grid.
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Ih
2h Ih2h
Figure 2.6: The transfer operators: the left side shows the restriction of a smooth
vector onto the coarse grid, the right side shows the prolongation of the restricted
vector from the coarse to the fine grid.
Ih2hIh
2h
Figure 2.7: The transfer operators: the left side shows the restriction of a oscil-
latory vector onto the coarse grid, the right side shows the prolongation of the
restricted vector from the coarse to the fine grid.
2.3 The Idea of Multigrid Method 26
2.3.2 Coarse Grid Correction
Since the fine and coarse grids have been introduced, it should be made clear
that the initial linear system of equation (2.3) is given on the fine grid
Ahuh = bh. (2.36)
Obviously, the equation (2.36) is equivalent to the residual equation
Ahe
m
h = r
m
h , (2.37)
where emh = uh − umh is an error after m-th iteration step on the fine grid, i.e.,
emh ∈ Ωh, and rmh = bh − Ahumh is the corresponding residual on the fine grid,
i.e., rmh ∈ Ωh. Assuming that the error emh after some smoothing steps is smooth
enough, yields
emh ≈ PemH ,
i.e., emh can be well represented on the coarse grid ΩH , e
m
H ∈ ΩH . Thus, (2.37)
can be rewritten as
AhPe
m
H = r
m
h .
This system of equation is in general unsolvable, therefore we project it into the
coarse grid
RAhPe
m
H = Rr
m
h . (2.38)
Introducing the notations AH := RAhP , r
m
H := Rr
m
h yields
AHe
m
H = r
m
H . (2.39)
The matrix AH = RAhP is called coarse grid matrix and the whole approach is
called Galerkin coarse grid approximation.
Summarizing all results, the idea of coarse grid correction is to compute the
exact error of the residual equation on the coarse grid ΩH , to transfer it to fine
grid and then to correct the iterative solution on fine grid Ωh
um+1h = u
m
h + c
m = umh + Pe
m
H = u
m
h + PA
−1
H R(bh − Ahumh ). (2.40)
Obviously, the coarse grid correction operator is given by
E := I − PA−1H RAh. (2.41)
Note that the effect on the residual caused by the coarse grid correction can be
described by the following matrix
E˜ = I − AhPA−1H R. (2.42)
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Thus can be easily seen from um+1h = u
m
h + Pe
m
H by computing the residual
bh − Ahum+1h = bh − Ah(umh + PemH ),
from which rm+1h = r
m
h − AhPA−1H Rrmh follows.
Subsequently we consider the effect of the coarse grid correction operator on
basis vectors vi for both model problems.
Example 2.3.4. In model problem (MP-1) the basis vectors vi are eigenvectors
of Ah at the same time, hence,
Ahvi = λ
h
i vi,
where λhi = 4 sin
2 (ipih/2), cf. Briggs, Henson, McCormick [9, Chapter 2], vj ∈
Usmooth and vn+1−j ∈ Uoscil, j = 1, . . . , N . For simplicity of notation, we set for
j = 1, . . . , N
γj := cos
(
jpih
2
)
(2.43)
σj := sin
(
jpih
2
)
. (2.44)
However, it holds
σn+1−j = sin
(
(n+ 1− j)pih
2
)
= sin
(
pi + jpih
2
)
= cos
(
jpih
2
)
= γj,
analogously, γn+1−j = −σj. Then the eigenvalues of Ah can be represented by
λhj =
{
4σ2j , j = 1, . . . , N,
4γ2j , j = 1, . . . , N.
This gives for j = 1, . . . , N
Ahv
h
j = 4σ
2
jv
h
j ,
Ahv
h
n+1−j = 4γ
2
j v
h
n+1−j,
Ahv
h
N+1 = 4 sin
2
(pi
4
)
vhN+1.
Using formulas (2.33)–(2.35) we have
RAhv
h
j = 4σ
2
jRv
h
j = 4γ
2
jσ
2
jv
H
j ,
RAhv
h
n+1−j = −4σ2jRvhj = −4γ2jσ2jvHj ,
RAhv
h
N+1 = 0.
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The coarse grid matrix AH computed by the Galerkin approximation is given by
AH = RAhP =
1
4

2 −1
−1 2 . . .
. . . . . . −1
−1 2
 .
Note that on the coarse grid we get the same matrix as if the differential equation
(MP-1) would have been discretized on the coarse grid. Meaning, the fine grid
matrix is represented on the coarse grid by the coarse grid matrix without loss of
information. Thus, our choice of the transfer operators for the model problem
(MP-1) is optimal.
Lemma 2.3.5. Let vhj be an eigenvector of Ah, j = 1, . . . , N , then v
H
j = Rv
h
j
is an eigenvector of AH .
Proof: We consider the k-th component of vHj , k = 1, . . . , N ,
vHk,j =
1
4
(vh2k−1,j + 2v
h
2k,j + v
h
2k+1,j)
=
1
4
(sin((2k − 1)jpih) + sin((2k + 1)jpih) + 2 sin(2kjpih))
=
1
4
(2 sin(2kjpih) cos(jpih) + 2 sin(2kjpih)) =
cos(jpih) + 1
2
sin(2kpih)
= cos2(jpih/2) sin(kpiH).
Thus, vHj is an eigenvector of AH . 
Obviously, the eigenvalues λHj of AH are given by
λHj = sin
2 (jpiH/2) = 4 sin2(jpih/2) cos2(jpih/2) = 4γ2jσ
2
j ,
which yields
A−1H RAhv
h
j = v
H
j ,
A−1H RAhv
h
n+1−j = −vHj ,
A−1H RAhv
h
N+1 = 0.
Summarizing all results and using (2.32), we get
Evhj = v
h
j − PvHj = vhj −
(
γ2j v
h
j − σ2jvhn+1−j
)
= σ2j (v
h
j + v
h
n+1−j),
Evhn+1−j = v
h
n+1−j + Pv
H
j = v
h
n+1−j +
(
γ2j v
h
j − σ2jvhn+1−j
)
= γ2j (v
h
j + v
h
n+1−j) = σ
2
n+1−j(v
h
j + v
h
n+1−j),
EvhN+1 = v
h
N+1.
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The Fourier components of the error and the action of the coarse grid correction
are shown on Figure 2.8. One step of coarse grid correction applied to the smooth
and the oscillatory parts of the error is represented on Figure 2.9.
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Figure 2.8: Fourier components of the error (upper picture) and Fourier compo-
nents of the error after one step of the coarse grid correction (lower picture).
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Figure 2.9: Effect of the coarse grid correction to the smooth and the oscillatory
parts of the error.
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Figure 2.10: The fine and the coarse grids with jumping point xk+1 belonging to
the coarse grid ΩH (left) and to the fine grid Ωh/ΩH .
Example 2.3.6. The eigenvector analysis for the second model problem (MP-2)
with  > 0 is more complicated because we even do not know eigenvalues and
eigenvectors of A. Therefore, we consider the extreme case with  = 0, i.e.,
the matrix A0, see (2.9). The eigenvectors of A0 in (2.11) are chosen as basis
vectors. In the same way as described in the previous section, we decompose Rn
into the smooth and the oscillatory parts
Usmooth = span{vi : 1 ≤ i ≤ k +m/2}
Uoscill = span{vi : k +m/2 + 1 ≤ i ≤ n}.
The smoother, for instance the damped Jacobi iteration method, reduces oscilla-
tory vectors but does not significantly change smooth vectors. We consider here
the smoothest eigenvector
v1 = {0, . . . , 0, sin(θ), sin(2θ)− sin(θ), . . . , sin(mθ)− sin((m− 1)θ)}, (2.45)
where θ = pi/(2m+ 1).
Considering the second model problem (MP-2) and constructing the coarse
grid, we have to distinguish between two cases: the discontinuity belongs to the
coarse grid ΩH or not, see Figure 2.10.
The reason for distinguishing between both cases is that the matrices com-
puted by the Galerkin approximation with standard transfer operators on the
coarse grid will be different.
We first consider the second case, where the jump in the coefficients happens
in the fine grid point xk+1 ∈ Ωh/ΩH . By the restriction the value at this point
on the coarse grid is the average of the values at the neighboring grid points. For
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example, the standard restriction applied to the smoothest basis vector yields
v˜1 := Rv1 =

0
...
0
vK
vK+1
vK+2
...
vN

.
The coarse grid matrix computed by Galerkin approximation is given by
A,H =
1
8

4 −2
−2 . . . . . .
. . . 4 −2
−2 1 + 3 −1− 
−1−  3 +  −2
−2 4 . . .
. . . . . . −2
−2 4

1
...
K − 1
K
K + 1
K + 2
...
N
(2.46)
where N = (n+1)/2 and K+1 is the jumping point. For simplicity of notation,
we will further denote A,h and A,H by Ah and AH , respectively. This matrix
can be interpreted as a union of two problems coupled with each other by the
Neumann boundary condition and having Dirichlet boundary conditions on the
other ends. Considering the extreme case  = 0 and the coarse grid correction
operator (2.41) applied to the vector v1
Ev1 = v1 − PA−1H RAhv1 = v1 − λ1PA−1H v˜1,
where λ1 is the accompanying eigenvalue of Ah. The arising difficulty is that we
do not know the inverse of AH or, moreover, the action of this inverse on v˜1.
Let y denote A−1H v˜1, then y can be considered as the solution of the following
system of linear equation
AHy = v˜1.
By interpretation of AH as a couple of two problems as mentioned before, we
concentrate on the first problem with the Dirichlet boundary condition on the left
end and with the Neumann boundary condition on the right end. That means
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we have to solve for  = 0
4 −2
−2 . . . . . .
. . . 4 −2
−2 1 + 3


y1
...
yK−1
yK
 =

0
...
0
v˜1,K
 .
In the general case the solution is given by
y =
v˜1,K
1 + 3
[
1
K
. . .
K − 1
K
1
]T
.
Note that the entries of y will be the larger the smaller  is, i.e., for  = 0 the
norm of y is the biggest. However, y approximates the first part of the initial
vector v1 on the coarse grid, which actually should be zero, see Figure 2.11. That
means, the bad approximation of the smoothest eigenvector leads to wrong action
of the coarse grid correction, see Figure 2.12, and hence, to slow convergence of
the standard multigrid method.
0 5 10 15 20 25
−0.05
0
0.05
0.1
0.15
0.2
0.25
0.3
0.35
0.4
 
 
eigenvector of A
ε
approximation with stand. MG
Figure 2.11: The smoothest eigenvector v1 of A,h ( = 10
−12) and its approxi-
mation PA−1H RAhv1 with standard prolongation and restriction.
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Figure 2.12: The Fourier representation of the error in (MP-2) after one step of
the coarse grid correction with standard prolongation and restriction.
In the first case, i.e., the jumping point xk+1 belongs to the coarse grid ΩH ,
the coarse grid matrix is given by
AH =
1
4

2 −
− . . . . . .
. . . 2 −
− 1 +  −1
−1 2 . . .
. . . . . . −1
−1 2

1
...
K
K + 1
K + 2
...
N
(2.47)
Obviously, the coarse grid matrix represents the initial problem on the coarse grid.
In this case, the approximation PA−1H Rv1 is good enough, see Figure 2.13, so that
the coarse grid correction reduces smooth vectors, see Figure 2.14. Hence, the
convergence of the standard multigrid method is not influenced by the jumping
coefficients.
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Figure 2.13: The smoothest eigenvector v1 of A,h ( = 10
−12) and its approxi-
mation PA−1H RAhv1 with standard prolongation and restriction.
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Figure 2.14: The Fourier representation of the error in (MP-2) after one step of
the coarse grid correction with standard prolongation and restriction.
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We have seen that the standard prolongation and restriction cannot well
approximate the initial system of linear equation on the coarse grid. This causes
bad approximation of the smooth basis vectors, that means the error represented
in basis vectors grows which leads to slow convergence. Now we consider a
multigrid method applied to (MP-2) with a different kind of transfer operators
depending on the coefficient matrix. The reason why we chose prolongation and
restriction in such a way will be explained in Chapter 3.
Example 2.3.7. As in the previous example the eigenvectors of A0 are chosen
as basis vectors of Rn, see (2.11). We also concern the smoothest eigenvector
v1 in (2.45). The matrix-dependent prolongation is defined by
P =

pie(1)
pic(1)
piw(1)
. . .
pie(N)
pic(N)
piw(N)

, (2.48)
where j = 1, . . . , N are indices of coarse grid points and the coefficients are
given by
pie(j) = Ah(2j, 2j − 1)/Ah(2j − 1, 2j − 1),
pic(j) = 1,
piw(j) = Ah(2j, 2j + 1)/Ah(2j + 1, 2j + 1).
The restriction is chosen in the usual way as a transpose of the prolongation, i.e.,
R = 1
2
P T . By construction of the coarse grid we also need to consider two cases
as in Example 2.3.6, i.e., the jumping point xk+1 belongs to the coarse grid ΩH
as well as only to the fine grid Ωh/ΩH . Apply the matrix-dependent restriction
to v1 we get coarse grid approximation in the first and in the second case,
v˜1 := Rv1 =

0
...
0
vK
vK+1
...
vN

v˜1 := Rv1 =

0
...
0
vK+1
vK+2
...
vN

,
respectively. It is easily to compute that in the first case the matrix-dependent
prolongation corresponds to standard prolongation which leads to the previous
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Example 2.3.6. So we now concentrate on the second case. Then the prolonga-
tion is given by
P =

1/2
1
1/2
. . .
1/2
1
/(1 + ) 1/(1 + )
1
1/2
. . .
1/2
1
1/2

. (2.49)
Applying the Galerkin approximation yields the coarse grid matrix in general case
( ≥ 0)
A,H =
1
8

4 −2
−2 . . . . . .
. . . 4 −2
−2 6− 421+ − 41+
− 41+ 6− 41+ −2
−2 4 . . .
. . . . . . −2
−2 4

1
...
K − 1
K
K + 1
K + 2
...
N
(2.50)
which for → 0 converges to
A0,H =
1
4

0 0
0
. . . . . .
. . . 0 0
0 1 −1
−1 2 . . .
. . . . . . −1
−1 2

1
...
K − 1
K
K + 1
...
N − 1
N
(2.51)
This matrix represents the fine grid problem for  = 0 on the coarse grid. Hence,
the smoothest eigenvector v1 has a good approximation, see Figure 2.15, and
will be reduced after coarse grid correction, see Figure 2.16.
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Figure 2.15: The smoothest eigenvector v1 of A,h ( = 10
−12) and its approxi-
mation PA−1H RAhv1 with matrix-dependent prolongation and restriction.
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Figure 2.16: The Fourier representation of the error in (MP-2) after one step of
the coarse grid correction with matrix-dependent prolongation and restriction.
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Algorithm 2.3.1 The Two-grid Method
a. Smoothing.
• After applying of a classical iteration method (i.o.w. smoother) to any
start vector u0h we get a new approximation uh of exact solution u˜h,
which has a smooth error eh = u˜h − uh.
We are searching for a correction c such that u˜ = uh + c.
b. Coarse grid correction.
• The optimal correction eh solves the residual equation
Aheh = rh := bh − Ahuh.
• eH ≈ Reh, because eh is smooth.
• From Aheh = rh and eh ≈ PeH yields AhPeH = rh.
• Projecting onto coarse grid yields
RAhPeH = Rrh or AHeH = rH .
• Finally we correct the approximation solution uh = uh + eh = uh + PeH .
2.3.3 Two- and Multigrid Methods
The two-grid method combines the smoother and the coarse grid correction,
see Algorithm 2.3.1. Concerning the error, the smoother reduces oscillatory
components of the error and the coarse grid correction makes smaller smooth
components of the error. The two-grid operator is given by
Z = (I − PA−1H RAh)(I −M−1Ah),
where the left expression means coarse grid correction and the right expression
means smoother in general form. The matrix M−1 is an approximation to the in-
verse of Ah, cf. Section 2.1. If we choseM as a diagonal matrix consisting of the
main diagonal of Ah, then we get the Jacobi iteration method, see Section 2.2.
Obviously, the convergence of the two-grid method depends on its compo-
nents. If either the smoother or the coarse grid correction does not work, then
the two-grid method converges slower or even diverges. Therefore, it is reason-
able to consider smoothing and approximation properties which was described in
Hackbusch [16] and [14], Wesseling [38], Yserentant [39].
Definition 2.3.8. An iteration S has the smoothing property if there exist a
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constant CS and a function η(ν) independent on h such that
‖AhS ν‖ ≤ CSh−2mη(ν), η(ν)→ 0 for ν →∞, (2.52)
where 2m is the order of the partial differential equation to be solved.
Example 2.3.9. Concerning the model problem (MP-1) in the form
1
h2
Ahu = b, (2.53)
and one step of the weighted Jacobi iteration as the smoother, holds
‖ 1
h2
AhJ‖ ≤ 1
h2
‖Ah‖‖J‖.
In Section 2.2 we have seen that the Jacobi method applied to oscillatory eigen-
vectors of Ah has norm less than
1
3
and applied to smooth eigenvectors less than
1. Since Ah is Hermitian, ‖Ah‖ = ρ(Ah) = maxi(λi(Ah)) = 4. Therefore, the
smoothing property holds
‖AhJ‖ ≤ CSh−2,
where CS =
4
3
or CS = 4 does not depend on mesh size h.
Example 2.3.10. Concerning the model problem (MP-2) in the form (2.53) and
the Jacobi iteration as the smoother yields
‖ 1
h2
A,hJ‖ ≤ 1
h2
‖A,h‖‖J‖.
The norm of the Jacobi matrix is given by
‖J‖ ≤ K + f(),
where K = 1
3
for oscillatory basis vectors and K = 1 for smooth basis vectors,
see Section 2.2. The norm of A,h satisfies
‖A,h‖ = ρ(A,h) ≤ 4.
Therefore, the smoothing property holds
‖A,hJ‖ ≤ CSh−2,
where CS = 4(1/3+ f()) for oscillatory basis vectors and CS = 4(1+ f()) for
smooth vectors.
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Definition 2.3.11. The approximation property holds if there exist a constant
CA independent on h such that
‖A−1h − PA−1H R‖ ≤ CAh2m, (2.54)
where 2m is the order of the partial differential equation to be solved.
Example 2.3.12. The approximation property for the model problem (MP-1)
with standard restriction and prolongation was described in detail by Hackbusch
[16], [14]. It can be shown using results from Example 2.3.4 in Section 2.3.2 in
the following way. It is known that the norm of any matrix T is given by
‖T‖ := sup
v 6=0
‖Tv‖
‖v‖ = sup‖v‖=1 ‖Tv‖,
see Varga [36]. In our case, substituting the eigenvectors of Ah yields
sup
1≤i≤n
‖h2(A−1h vhi − PA−1H R)vhi ‖ = h2 sup
1≤i≤n
‖(I − PA−1H RAh)A−1h vi‖
= h2 sup
1≤i≤n
‖σ
2
i
λi
(vhi + v
h
n+1−i)‖
= h2 sup
1≤i≤n
‖ σ
2
i
4σ2i
(vhi + v
h
n+1−i)‖ ≤
h2
2
,
where i = (n+ 1)/2, γi = cos
(
ipih
2
)
and σi = sin
(
ipih
2
)
.
Example 2.3.13. In Example 2.3.6 we have seen that by wrong representation
of A,h by standard prolongation and restriction on the coarse grid, the smoothest
eigenvector v1 has bad approximation PA
−1
h RAhv1, which norm depends on 
and on the problem size. That means, in the right hand side of the approxi-
mation property (2.54), the coefficient CA depends on h. In other words, the
approximation property is not fulfilled in this case.
Theorem 2.3.14 (Hackbusch [16]). Let the smoothing property (2.52) and
approximation property (2.54) hold. Then there exists a number ν¯ independent
on h such that
‖Z‖ ≤ CSCAη(ν) < 1, for all ν ≥ ν¯.
Proof: By the construction of Z using the smoothing and the approximation
properties we have
‖Z‖ ≤ CSCAη(ν).
According to (2.54) we have a ν¯ independent on h, from which the statement
of the theorem holds. 
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Algorithm 2.3.2 The Multigrid Method
a. Pre-Smoothing.
• After applying a smoother to any start vector u0L we get a new approxi-
mation uL of exact solution u˜L,
uL = (I −M−1AL)u0L.
b. Coarse grid correction.
• The fine grid residual is computed by rL = bL − ALuL and restricted to
the coarsest grid Ω1
for ` = L− 1 : 1
r` = Rr`+1
A` = RA`+1P
end
• On the coarsest grid the residual equation has be to solved exactly
A1e1 = r1
• The exact error e1 is prolongated to the finer grids
for ` = 2 : L− 1
e` = Pe`−1
end
• Finally we correct the approximation solution
uL = uL + PeL−1.
c. Post-Smoothing.
uL = (I −M−1AL)uL.
The multigrid method can be obtained by consideration of embedded coarser
grids: Ω1 ⊂ · · · ⊂ Ω` ⊂ · · · ⊂ ΩL, where ΩL is the finest grid and AL, bL are the
fine grid matrix and right hand side, respectively. Considering a smooth starting
approximation to the solution on the finest grid ΩL, the residual is computed
and restricted to the coarser grid until the coarsest grid is reached. On this
coarsest grid the residual equation is solved where the exact error is computed.
Then, the error on the coarsest grid is prolongated to the finest grid where the
initial starting approximation is corrected by the prolongated error. Finally, the
post smoothing is optionally applied to the new approximation. The described
multigrid method is given by Algorithm 2.3.2.
Remark 2.3.15. We have only considered the so-called V-cycle algorithm. There
are also the W-cycle, the µ-cycle and the full multigrid V-cycle algorithms which
have been described in detail in Briggs, Henson, McCormick [9].
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2.3.4 Symmetric Multigrid Method
In the previous sections we have emphasized that in case of a symmetric ma-
trix Ah the smoother and the coarse grid correction are also symmetric. The
requirements of symmetry for the coarse grid correction are
R = P T Ah > 0.
If the smoother S is not symmetric, we introduce
S˜ = S T .
Then the symmetric two-grid method is given by
Z = S˜ (I − PA−1H RAh)S .
The symmetric multigrid algorithm can be obtained by recursive application of
the two-grid method.
Chapter 3
Matrix-Dependent Coarse Grid
Correction
As we have seen in the previous chapter, the one-dimensional matrix-dependent
multigrid method applied to the model problem (MP-2) works better than stan-
dard multigrid method. We next explain in detail the construction of the matrix-
dependent transfer operators for one, two and three dimensions. In general, the
differential equation is given by
−∇ · (D(x )∇u(x )) = f(x ), where x ∈ Ω, (3.1)
where Ω is the domain of the boundary value problem. However, x = x, x =
(x, y) and x = (x, y, z) in one-, two- and three-dimensional case, respectively.
3.1 Discretization
The equation (3.1) is discretized with central differences as described, e.g., in
Varga [36, Chapter 6]. Without loss of generality, an equidistant grid is consid-
ered
Ω := {(hi), i = (i1, . . . , id), i` = 1, . . . , n`, h = (h1, . . . , hd),
h` =
1
n` + 1
, ` = 1, . . . , d, d = 1, 2, 3}, (3.2)
where d is the dimension of the given problem (3.1). In particular
d = 1: Ω = {ihx : i = 1, ..., nx, hx = 1
nx + 1
}
d = 2: Ω = {(ihx, jhy) : i = 1, ..., nx, j = 1, ..., ny,
hx =
1
nx + 1
, hy =
1
ny + 1
}
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d = 3: Ω = {(ihx, jhy, khz) : i = 1, ..., nx, j = 1, ..., ny, k = 1, ..., nz,
hx =
1
nx + 1
, hy =
1
ny + 1
, hz =
1
nz + 1
}.
In the one-dimensional case the discretization with central differences gives
−Liui−1 +Diui − Uiui+1 = h2xfi, i = 1, . . . , nx,
where
Li = D(xi−1/2), Ui = D(xi+1/2),
Di = Li + Ui,
see Section 2.1. In the two-dimensional case the equation (3.1) has the following
form
(D(x, y)ux(x, y))x + (D(x, y)uy(x, y))y = f(x, y). (3.3)
The discrete approximation of (3.3) on Ω leads to
−Li,jui−1,j −Ri,jui,j−1 +Di,jui,j − Ui,jui+1,j − Vi,jui,j−1 = fi,j,
where i = 1, . . . , nx, j = 1, . . . , ny and
Li,j = D(xi−1/2,j)/h2x, Ri,j = D(xi,j−1/2)/h
2
y,
Ui,j = D(xi+1/2,j)/h
2
x, Vi,j = D(xi,j+1/2,j)/h
2
y,
Di,j = Li,j +Ri,j−1 + Ui,j + Vi,j.
For three-dimensional equation
(D(x, y, z)ux(x, y, z))x + (D(x, y, z)uy(x, y, z))y
+ (D(x, y, z)uz(x, y, z))z = f(x, y, z),
(3.4)
analogously holds
− Li,j,kui−1,j,k −Ri,j,kui,j−1,k −Bi,j,kui,j,k−1 +Di,j,kui,j,k
− Ui,j,kui+1,j,k − Vi,j,kui,j+1,k − Ti,j,kui,j,k+1 = fi,j,k,
where i = 1, . . . , nx, j = 1, . . . , ny, k = 1, . . . , nz and
Li,j,k = D(xi−1/2,j,k)/h2x, Ri,j,k = D(xi,j−1/2,k)/h
2
y,
Bi,j,k = D(xi,j,k−1/2)/h2z, Ui,j,k = D(xi+1/2,j,k)/h
2
x,
Vi,j,k = D(xi,j+1/2,k)/h
2
y, Ti,j,k = D(xi,j,k+1/2)/h
2
z,
Di,j,k = Li,j,k +Ri,j,k +Bi,j,k + Ui,j,k + Vi,j,k + Ti,j,k.
The resulting 3-, 5- and 7-point difference scheme matrices have at most 3, 5 or 7
non-zero entries in each row corresponding to the problem dimension. Moreover,
they have block tridiagonal structure in dimension 2 and 3.
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3.2 Stencil notations
We next define the structure of A as
SA = {j : ∃i = 1, . . . , n with A(i, j) 6= 0}, (3.5)
where j ∈ Z := {0,±1,±2, · · ·± (3d− 1)/2} and d = 1, 2, 3 is the dimension of
the given problem. The set of values A(i, j) with j ∈ SA is called stencil of A at
the grid point i (Wesseling [38]). Note that the grid points are lexicographically
enumerated.
Example 3.2.1. For the one-dimensional problem (2.1) the stencil of the corre-
sponding matrix at i-th point is given by
[A]i = [A(i,−1) A(i, 0) A(i, 1)], i = 1, . . . , n,
or
[A]i = [a1(i) a2(i) a3(i)], i = 1, . . . , n.
If the matrix has constant coefficients like in the model problem (MP-1), the
stencil is also constant and can be written as
[A] = [−1 2 − 1]. (3.6)
The matrix stencil can be also represented geometrically, see Figure 3.1.
u uuA(i,−1) A(i, 0) A(i, 1)
xi−1 xi xi+1
Figure 3.1: Graphic representation of matrix stencil in one-dimensional case.
Example 3.2.2. The 5-point difference scheme applied to two-dimensional prob-
lems leads to a 5-point matrix stencil
[A]i =
 0 A(i, (0, 1)) 0A(i, (−1, 0)) A(i, (0, 0)) A(i, (1, 0))
0 A(i, (0,−1)) 0
 , (3.7)
which can be also represented geometrically as shown in Figure 3.2. The 5-point
stencil is a particular case of the 9-point stencil which arises by discretization of
the two-dimensional differential equation with mixed derivatives. Furthermore,
we also introduce the compact stencil notations for the general case
[A]i =
 a7(i) a8(i) a9(i)a4(i) a5(i) a6(i)
a1(i) a2(i) a3(i)
 . (3.8)
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Figure 3.2: Graphic representation of matrix stencil in two-dimensional case.
Example 3.2.3. The three-dimensional problem discretized by 7-point difference
scheme leads to the matrix with 7-point stencil
[A]i =
[
[A]1i [A]
0
i [A]
−1
i
]
(3.9)
where
[A]1i =
 00 A(i, (0, 0, 1)) 0
0
 ,
[A]0i =
 A(i, (0, 1, 0))A(i, (−1, 0, 0)) A(i, (0, 0, 0)) A(i, (1, 0, 0))
A(i, (0,−1, 0))
 ,
[A]−1i =
 00 A(i, (0, 0,−1)) 0
0
 .
The matrix stencil can be also represented geometrically, see Figure 3.3. The 7-
point stencil is a special case of the 27-point stencil which arises by discretization
of three-dimensional differential equation with mixed derivatives. Furthermore,
we introduce also the compact stencil notations
[A]i =
 a7(i) a8(i) a9(i) a16(i) a17(i) a18(i) a25(i) a26(i) a27(i)a4(i) a5(i) a6(i) a13(i) a14(i) a15(i) a22(i) a23(i) a24(i)
a1(i) a2(i) a3(i) a10(i) a11(i) a12(i) a19(i) a20(i) a21(i)
 .
(3.10)
Lemma 3.2.4 (Wesseling [38]). The adjoint of the matrix A with stencil A(k, i)
is computed as follows
A∗(k, i) = A(k + i,−i). (3.11)
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Figure 3.3: Graphic representation of matrix stencil in three-dimensional case.
Proof: With stencil notations for any vector u ∈ Rn the product Au can be
written as follows
(Au)i =
∑
j∈Zd
A(i, j)ui+j, i = 1, . . . , n. (3.12)
We now consider the usual inner product on Ω
(u, v)2 =
n∑
i=1
uivi,
and define the adjoint of the operator A in the usual way by
(Au, v)2 = (u,A
∗v)2, u, v ∈ Ω.
Substituting (3.12) into the above equation we obtain
(Au, v)2 =
n∑
i=1
∑
j∈Zd
A(i, j)ui+j
 vi
=
n∑
i=1
 ∑
k=i+j,j∈Zd
A(i, k − i)uk
 vi
=
∑
k=i+j,j∈Zd
(
n∑
i=1
A(i, k − i)vi
)
uk,
where
(A∗v)k =
∑
i∈Zd
A(i, k − i)vi =
∑
i∈Zd
A(i+ k,−i)vk+i =
∑
i∈Zd
A∗(k, i)vk+i.
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From this we obtain the following relation between the stencils of A and its
adjoint A∗
A∗(k, i) = A(k + i,−i).

The prolongation and restriction matrices are rectangular matrices with spe-
cific sparse non-zero structure (see e.g. Section 2.3.1) so that we can also use
stencil notations. We first consider the one-dimensional case and set
[P ]i = [piw pic pie].
That means, if vc is a unit vector on the coarse grid being 1 at some xi and
0 elsewhere, then the vector vf = Pvc on the fine grid has exactly three non-
zero values piw, pic, pie at points x2i−1, x2i, x2i+1, respectively. For example, the
stencil of the classical prolongation described in Section 2.3.1 can be written by
P =
[
1
2
1
1
2
]
. (3.13)
Remark 3.2.5. The stencil of standard prolongation for higher dimensions can
be obtained by Kronecker products. For instance, for two and three dimensions
there holds:[
1
2
1
1
2
]
⊗
[
1
2
1
1
2
]T
=
14 12 141
2
1 1
2
1
4
1
2
1
4
 ,
[
1
2
1
1
2
]
⊗
14 12 141
2
1 1
2
1
4
1
2
1
4
T =
18 14 181
4
1
2
1
4
1
4
1
2
1
4
14 12 141
2
1 1
2
1
4
1
2
1
4
18 14 181
4
1
2
1
4
1
8
1
4
1
8
 .
Since the restriction is usually chosen as transpose of the prolongation, see Sec-
tion 2.3.1, it has the same stencil as the prolongation. However, in this case the
stencil includes the non-zero entries in a row.
For simplicity of notation we further define the fine grid matrix by A and the
coarse grid matrix by Ac. Note that the coarse grid matrix is computed by the
Galerkin coarse grid approximation.
Lemma 3.2.6. Let A be a fine grid matrix with an m-point stencil, where
m = 3, 9, 27, and let P and R be a prolongation and a restriction defined by
(3.13) and Remark 3.2.5, respectively. Then the coarse grid matrix
Ac = RAP (3.14)
has also an m-point structure.
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Figure 3.4: Two color division of the fine grid Ωf .
Proof: The proof follows from the definition of prolongation and restriction
matrices. 
Lemma 3.2.7. If the fine grid matrix A is symmetric, then the coarse grid matrix
Ac = RAP is also symmetric.
Lemma 3.2.8. If the fine grid matrix A is positive definite, then the coarse grid
matrix Ac = RAP is also positive definite.
3.3 One-dimensional case
We next construct the one-dimensional prolongation and restriction. For this
purpose the fine grid Ωf is considered, see (3.2), and the coarse grid Ωc is
computed in the following way: every second point belonging to the fine grid is
chosen to the coarse grid
Ωc = {2jhx , j = 1, . . . , (nx + 1)/2}.
Note that the vectors u defined on the fine grid Ωf and the coarse grid Ωc we
subsequently denote as uf and uc, respectively. The grid Ωf can be split into
two disjunct subgrids
Ω0 := Ωc,
Ω1 := Ωf/Ωc.
The first grid Ω0 contains the coarse grid points and the second grid Ω1
includes the points belonging only to the fine grid (two color division, see Figure
3.4).
This splitting is useful for considering the interpolation operator from the
coarse to the fine grid. It is easy to see that function values uc at the coarse
grid points xj ∈ Ω0 should be exactly the same on the fine grid. That means,
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Figure 3.5: Graphic representation of the prolongation coefficients.
the interpolation coefficients for these points equal one. The fine grid points
belonging to Ω1 can be found as a weighted sum of neighboring coarse grid
points. Denoting prolongation as P holds
(Puc) (xi) =
{
uc(xi), xi ∈ Ω0
pie(xi−1)uc(xi−1) + piw(xi+1)uc(xi+1), xi ∈ Ω1
. (3.15)
Remark 3.3.1. If a fine grid point xi+1 is located, e.g., on the right-hand side
from a coarse grid point xi, then the coefficient in the corresponding prolongation
is pie(xi) (east-oriented), see Figure 3.5.
In Section 2.3.2 we have seen that the coarse grid correction applied to the
residual is given by
E˜ = I − APA−1c R,
see (2.42). Using the Galerkin coarse grid approximation it follows at once that
RE˜ = 0c,
which is the zero operator for vectors belonging to Ωc. That means that after
coarse grid correction the smooth components of the residual have been elimi-
nated. By prolongation of the residual onto the fine grid Ωf we are interested to
prevent the arising of non-zero elements in residual, i.e., to prevent huge jumps in
the l2-norm of the residual (cf. Alcouffe, Brandt, Dendy, Painter [1]). Therefore,
we require
(APec)(xi) = 0, xi ∈ Ω1, (3.16)
see De Zeeuw [40]. The equation (3.16) is the main equation to compute the
prolongation coefficients. Writing (3.16) in stencil notations for the fine grid
point xj gives
A(−1, j) (Pec) (xj−1) + A(0, j) (Pec) (xj) + A(1, j) (Pec) (xj+1) = 0.
Note that xj ∈ Ω1 and xj−1, xj+1 ∈ Ω0. Therefore with (3.15) the relation
(3.16) can be written as
A(−1, j)ec(xj−1) + A(0, j) [pie(xj−1)ec(xj−1) + piw(xj+1)ec(xi+1)]
+ A(1, j)ec(xj+1) = 0.
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Figure 3.6: Part of a two-dimensional fine grid where the coarse grid points are
denoted by open circles.
This induces the following prolongation stencil
[P ]j =
[
−A(1, j − 1)
A(0, j − 1) 1 −
A(−1, j + 1)
A(0, j + 1)
]
. (3.17)
The theoretical investigations for the one-dimensional case have been carried
out by Reusken [25], Reusken [26]. It was proved that a multigrid method applied
to a one-dimensional singularity perturbed boundary value problem has a uniform
convergence when matrix-dependent prolongation and restriction are employed.
However, representing the one-dimensional matrix-dependent multigrid method
by the algebraic multigrid method with given coarse grids, the convergence esti-
mations have been obtained in Ruge, Stu¨ben [27, Chapter 3], Trottenberg et. al
[34, Appendix A].
3.4 Two-dimensional case
As usual we assume that the matrix A is given on the fine grid Ωf defined by
(3.2). The coarse grid Ωc is computed by choosing every second point in each
direction, i.e.,
Ωc = {(2ihx, 2jhy), i = (nx + 1)/2, j = (ny + 1)/2},
see Figure 3.6. Including the coarse grid, the fine grid can be divided into four
subgrids Ω(0,0) := Ωc, Ω(0,1), Ω(1,0), Ω(1,1), see Figure 3.7. Corresponding to this
partitioning, the prolongation coefficients can be computed. Obviously, values
at the coarse grid points are the same as at the fine grid points, that means,
the prolongation coefficients for this points are equal ones. In other cases values
at fine grid points can be computed by weighted interpolation. So that the
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Figure 3.7: Partitioning of the fine grid Ωf into four subgrids.
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Figure 3.8: Geometrical representation of the prolongation stencil.
prolongated vector Puc at the point xi,j is given by
(Puc)i,j =

ui,j, xi,j ∈ Ω(0,0)
pie(i− 1, j)ui−1,j + piw(i+ 1, j)ui+1,j, xi,j ∈ Ω(1,0)
pis(i, j + 1)ui,j+1 + pin(i, j − 1)ui,j−1, xi,j ∈ Ω(0,1)
pise(i− 1, j + 1)ui−1,j+1 + pisw(i+ 1, j + 1)ui+1,j+1
+pine(i− 1, j − 1)ui−1,j−1 + pinw(i+ 1, j − 1)ui+1,j−1, xi,j ∈ Ω(1,1)
(3.18)
Therefore the prolongation matrix has the following stencil
[P ]i,j =
 pinw(i, j) pin(i, j) pine(i, j)piw(i, j) 1 pie(i, j)
pisw(i, j) pis(i, j) pise(i, j)
 , (3.19)
which can be also interpreted geometrically as shown in Figure 3.8.
The prolongation coefficients to be found can be divided in two groups.
Firstly, the prolongation at points xi,j ∈ Ω(1,0),Ω(0,1) is defined as follows:
• let xi,j ∈ Ω(1,0),Ω(0,1) be a point where a coarse grid correction has to be
interpolated, then derive the diffusion coefficients from different equations
in the neighborhood of xi,j;
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Figure 3.9: A part of the fine grid to compute piw(i, j) and pie(i, j) for the point
xi,j ∈ Ω(1,0).
• based on the local character of the reconstructed differential equation, use
some heuristic arguments to find appropriate prolongation weights at xi,j,
see De Zeeuw [40]. Secondly, the prolongation coefficients at points xi,j ∈ Ω(1,1)
are defined by the discrete homogeneous equation, analogously to (3.16), see
Section 3.3.
The weights piw, pie and pin, pis can be constructed analogously, therefore we
consider here the coefficients in the horizontal direction for xi,j ∈ Ω(1,0). This
fine grid point is located between two coarse grid points as shown in Figure 3.9.
On the interval [(i, j), (i+1, j)] the derivative ux from (3.3) is continuous. This
fact is used for the construction of the prolongation coefficients in the geometric
multigrid method. In this case the jumping coefficient D(x, y) leads to jumps of
D(x, y)ux and then to insufficient approximation on the coarse grid. Alcouffe,
Brandt, Dendy, Painter [1] suggested to consider the continuity of D(x, y)ux on
the interval [(i, j), (i+ 1, j)]
‖a6(i, j)(ui+1,j − ui,j)‖ ≤ L‖hx‖ → 0 for hx → 0, L ≥ 0.
Considering the continuity on the whole interval [(i− 1, j), (i+ 1, j)] leads to
a6(i, j)(ui+1,j − ui,j) = a4(i, j)(ui,j − ui−1,j).
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From this equation we extract the expression to compute ui,j at the fine grid
point xi,j ∈ Ω(1,0)
ui,j =
a4(i, j)ui−1,j + a6(i, j)ui+1,j
a4(i, j) + a6(i, j)
.
Using stencil notations (3.19) this can be rewritten as
ui,j = pie(i− 1, j)ui−1,j + piw(i+ 1, j)ui+1,j,
where
pie(i− 1, j) = a4(i, j)
a4(i, j) + a6(i, j)
and piw(i+ 1, j) =
a6(i, j)
a4(i, j) + a6(i, j)
. (3.20)
As we mentioned below, to compute the prolongation weights we need a local
reconstruction of the differential equation on the coarse grid. Therefore, points
connected with the fine grid point xi,j and their location corresponding to the
boundary have also to be respected, which yields
pie(i−1, j) = σ de(i, j)
de(i, j) + dw(i, j)
and piw(i+1, j) = σ
dw(i, j)
de(i, j) + dw(i, j)
, (3.21)
where
σ = min
(
1,
∣∣∣∣∣1−
∑9
`=1 a`(i, j)
a5(i, j)
∣∣∣∣∣
)
,
de = max(|a1(i, j) + a4(i, j) + a7(i, j)|, |a1(i, j)|, |a7(i, j)|),
dw = max(|a3(i, j) + a6(i, j) + a9(i, j)|, |a3(i, j)|, |a9(i, j)|).
Analogously, the prolongation coefficients in vertical direction for the point xi,j ∈
Ω(0,1) can be defined by
pin(i, j− 1) = σ dn(i, j)
dn(i, j) + ds(i, j)
and pis(i, j+1) = σ
ds(i, j)
dn(i, j) + ds(i, j)
, (3.22)
where
dn = max(|a1(i, j) + a2(i, j) + a3(i, j)|, |a1(i, j)|, |a3(i, j)|),
ds = max(|a7(i, j) + a8(i, j) + a9(i, j)|, |a7(i, j)|, |a9(i, j)|).
For calculation of the prolongation coefficients for the fine grid point xi,j ∈ Ω(1,1)
we use the same statement (3.16) as described in Section 3.3
APuc = 0.
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Figure 3.10: The fine grid point xi,j ∈ Ω(1,1) and the corresponding prolongation
coefficients.
Using stencil notation (3.8) this can be rewritten as
a1(i, j)(Puc)i−1,j−1 + a2(i, j)(Puc)i,j−1 + a3(i, j)(Puc)i+1,j−1
+a4(i, j)(Puc)i−1,j + a5(i, j)(Puc)i,j + a6(i, j)(Puc)i+1,j
+a7(i, j)(Puc)i−1,j+1 + a8(i, j)(Puc)i,j+1 + a9(i, j)(Puc)i+1,j+1 = 0.
By the definition of the prolongation (3.18) and by (3.21) and (3.22), the func-
tion values at the fine grid points xi,j ∈ Ω(1,1) can be easily computed, see
also Figure 3.10. Combining all terms belonging to (Puc)i,j, the prolongation
coefficients for xi,j ∈ Ω(1,1) are given by
pine(i− 1, j − 1) = −(a1(i, j) + a2(i, j)pie(i− 1, j − 1) + a4(x)pin(i− 1, j − 1))
a5(i, j)
pinw(i+ 1, j − 1) = −(a3(i, j) + a2(i, j)piw(i+ 1, j − 1) + a6(x)pin(i+ 1, j − 1))
a5(i, j)
pise(i− 1, j + 1) = −(a7(i, j) + a4(i, j)pis(i− 1, j + 1) + a8(x)pie(i− 1, j + 1))
a5(i, j)
pisw(i+ 1, j + 1) =
−(a9(i, j) + a8(i, j)pis(i+ 1, j + 1) + a6(x)piw(i+ 1, j + 1))
a5(i, j)
(3.23)
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3.5 Three-dimensional case
In this section we consider the three-dimensional matrix-dependent coarse grid
correction. The matrix A corresponds to a three-dimensional stencil (3.9) or
(3.10) which can be represented geometrically as shown in Figure 3.11.
1 2 3 
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5 6 
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11 12 
13 14 15 
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26 27 
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(1,1,0) 
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a) b)
Figure 3.11: The lexicographic (a) and geometric (b) notations of the matrix
stencil.
Assuming that the matrix A is given on the fine grid Ωf , we divide Ωf into
eight subgrids Ω(000), Ω(100), Ω(010), Ω(001), Ω(110), Ω(101), Ω(011), Ω(111), see
Figure 3.12. The coarse grid is constructed choosing every second point in each
direction
Ωc = {(2ihx, 2jhy, 2khz), i = (nx + 1)/2, j = (ny + 1)/2, k = (nz + 1)/2}.
Obviously, Ωc = Ω(000).
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Ω(0,0,0) Ω(0,1,0)
xi,j,k xi,j,k
Ω(0,0,1) Ω(1,0,0)
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xi,j,k xi,j,k
Figure 3.12: The fine grid points (black dots) for computing the prolongation
coefficients with respect to the coarse grid points (white dots).
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Figure 3.13: The geometric representation of stencil notations for the coarse grid
point.
Knowing the function values at the coarse grid points uc, the values at fine
grid points of u can be computed by weighted interpolation. So that the pro-
longated function on the fine grid Ωf is given by
(Puc)i,j,k =
=

ui,j,k, xi,j,k ∈ Ω(0,0,0)
pie(i− 1, j, k)ui−1,j,k + piw(i+ 1, j, k)ui+1,j,k, xi,j,k ∈ Ω(1,0,0)
pin(i, j − 1, k)ui,j−1,k + pis(i, j + 1, k)ui,j+1,k, xi,j,k ∈ Ω(0,1,0)
pif (i, j, k − 1)ui,j,k−1 + pib(i, j, k + 1)ui,j,k+1, xi,j,k ∈ Ω(0,0,1)
pine(i− 1, j − 1, k)ui−1,j−1,k + pinw(i+ 1, j − 1, k)ui+1,j−1,k
+pise(i− 1, j + 1, k)ui−1,j+1,k + pisw(i+ 1, j + 1, k)ui+1,j+1,k, xi,j,k ∈ Ω(1,1,0)
pibn(i, j − 1, k + 1)ui,j−1,k+1 + pifn(i, j − 1, k − 1)ui,j−1,k−1
+pibs(i, j + 1, k + 1)ui,j+1,k+1 + pifs(i, j + 1, k − 1)ui,j+1,k−1, xi,j,k ∈ Ω(0,1,1)
pibe(i− 1, j, k + 1)ui−1,j,k+1 + pibw(i+ 1, j, k + 1)ui+1,j,k+1
+pife(i− 1, j, k − 1)ui−1,j,k−1 + pifw(i+ 1, j, k − 1)ui+1,j,k−1, xi,j,k ∈ Ω(1,0,1)
pibne(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pibnw(i+ 1, j − 1, k + 1)ui+1,j−1,k+1
+pibse(i− 1, j + 1, k + 1)ui−1,j+1,k+1 + pibsw(i+ 1, j + 1, k + 1)ui+1,j+1,k+1
+pifne(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + pifnw(i+ 1, j − 1, k − 1)ui+1,j−1,k−1
+pifse(i− 1, j + 1, k − 1)ui−1,j+1,k−1 + pifsw(i+ 1, j + 1, k − 1)ui+1,j+1,k−1, xi,j,k ∈ Ω(1,1,1)
(3.24)
Remark 3.5.1. The abbreviations w, e, n, s, f, b stand for west, east, north,
south, forward, backward, respectively, regarding the coarse grid point, see Fig-
ure 3.13. I.e., piw means the prolongation coefficient from the coarse grid point
into the west direction, etc.
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Summarizing (3.24) we obtain the prolongation stencil
[P ]i,j,k =
 pifnw pifn pifne pinw pin pine pibne pibn pibnwpifw pif pife piw 1 pie pibe pib pibw
pifsw pifs pifse pisw pis pise pibse pibs pibsw
 . (3.25)
Obviously, the several prolongation coefficients can be computed analogously
and hence, divided into three main groups: for the points on the edges
xi,j,k ∈ Ω(1,0,0),Ω(0,1,0),Ω(0,0,1), for the points at the plane center xi,j,k ∈
Ω(1,1,0),Ω(0,1,1),Ω(1,0,1), and for the points at the cube center xi,j,k ∈ Ω(1,1,1), see
Figure 3.12. The idea is similar to the two-dimensional case. Firstly, the prolon-
gation at fine grid points xi,j,k ∈ Ω(1,0,0),Ω(0,1,0),Ω(0,0,1),Ω(1,1,0),Ω(0,1,1),Ω(1,0,1)
are computed using two arguments
• let the fine grid point xi,j,k be a point where a coarse grid correction
has to be interpolated, then derive the diffusion coefficients from different
equation in the neighborhood of xi,j,k;
• based on the local character of the reconstructed differential equation, use
some heuristic arguments to find appropriate prolongation weights at xi,j,k.
Secondly, the prolongation coefficients at points xi,j,k ∈ Ω(1,1,1) are defined by
the discrete homogeneous equation, analogously to (3.16), see Section 3.3.
3.5.1 Coefficients for xi,j,k ∈ Ω(1,0,0),Ω(0,1,0),Ω(0,0,1)
We have considered in detail in Section 3.4 the coefficients for the two-
dimensional prolongation for points located on the edges. Analogously, the
coefficients on the edges in three dimensions are computed using the conti-
nuity of ∇Du . From the continuity in the horizontal direction on the interval
[(i− 1, j, k), (i+ 1, j, k)] we have
a15(i, j, k)(ui+1,j,k − ui,j,k) = a13(i, j, k)(ui,j,k − ui−1,j,k),
or
ui,j,k = piw(i+ 1, j, k)ui+1,j,k + pie(i− 1, j, k)ui−1,j,k (3.26)
with
piw(i+ 1, j, k) =
a15(i, j, k)
a13(i, j, k) + a15(i, j, k)
,
pie(i− 1, j, k) = a13(i, j, k)
a13(i, j, k) + a15(i, j, k)
.
(3.27)
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In the same way the prolongation coefficients at the points xi,j,k ∈ Ω(0,1,0) and
Ω(0,0,1) can be derived by
pis(i, j + 1, k) =
a17(i, j, k)
a11(i, j, k) + a17(i, j, k)
,
pin(i, j − 1, k) = a11(i, j, k)
a11(i, j, k) + a17(i, j, k)
pib(i, j, k + 1) =
a5(i, j, k)
a5(i, j, k) + a23(i, j, k)
,
pif (i, j, k − 1) = a23(i, j, k)
a5(i, j, k) + a23(i, j, k)
,
(3.28)
respectively. Besides we need to respect the points which are located near the
boundary in the case of Dirichlet boundary condition. These points have incom-
plete stencil, i.e., the boundary elements have some zeros in the stencil. For this
purpose we introduce the factor σ
σ = min
(
1,
∣∣∣∣∣1−
∑27
`=1 s`
s14
∣∣∣∣∣
)
, (3.29)
which is one in the case of the complete stencil and less than one otherwise.
Note that after discretization as described by Varga [36], sum of stencil elements
for an inner grid point equals one.
Since the coarse grid matrix has mostly 27-point stencil, it needs to consider
a connections of ui,j,k in all directions, i.e., forward-north-east and corresponding
coefficient a7(i, j, k) and so on, see de Zeeuw [40]. So that using (3.29) we
expand formulas (3.27) and (3.28) in the following way
piw(i+ 1, j, k) = σ
dw(i, j, k)
dw(i, j, k) + de(i, j, k)
,
pie(i− 1, j, k) = σ de(i, j, k)
dw(i, j, k) + de(i, j, k)
,
pis(i, j + 1, k) = σ
ds(i, j, k)
ds(i, j, k) + dn(i, j, k)
,
pin(i, j − 1, k) = σ dn(i, j, k)
ds(i, j, k) + dn(i, j, k)
,
pib(i, j + 1, k) = σ
db(i, j, k)
db(i, j, k) + df (i, j, k)
,
pif (i, j − 1, k) = σ df (i, j, k)
db(i, j, k) + df (i, j, k)
,
(3.30)
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where
de(i, j, k) = max{|a1 + a4 + a7 + a10 + a13 + a16 + a19 + a22 + a25|,
|a1 + a10 + a19|, |a7 + a16 + a25|, |a1 + a4 + a7|,
|a19 + a22 + a25|, |a1|, |a19|, |a7|, |a25|},
dw(i, j, k) = max{|a3 + a6 + a9 + a12 + a15 + a18 + a21 + a24 + a27|,
|a3 + a12 + a21|, |a9 + a18 + a27|, |a3 + a6 + a9|,
|a21 + a24 + a27|, |a3|, |a21|, |a9|, |a27|},
ds(i, j, k) = max{|a7 + a8 + a9 + a16 + a17 + a18 + a25 + a26 + a27|,
|a7 + a16 + a25|, |a9 + a18 + a27|, |a7 + a8 + a9|,
|a25 + a26 + a27|, |a7|, |a9|, |a25|, |a27|},
dn(i, j, k) = max{|a1 + a2 + a3 + a10 + a11 + a12 + a19 + a20 + a21|,
|a1 + a10 + a19|, |a3 + a12 + a21|, |a1 + a2 + a3|,
|a19 + a20 + a21|, |a1|, |a3|, |a19|, |a21|},
db(i, j, k) = max{|a1 + a2 + a3 + a4 + a5 + a6 + a7 + a8 + a9|,
|a1 + a4 + a7|, |a3 + a6 + a9|, |a1 + a2 + a3|,
|a7 + a8 + a9|, |a1|, |a3|, |a7|, |a9|},
df (i, j, k) = max{|a19 + a20 + a21 + a22 + a23 + a24 + a25 + a26 + a27|,
|a19 + a22 + a25|, |a21 + a24 + a27|, |a19 + a20 + a21|,
|a25 + a26 + a27|, |a19|, |a21|, |a25|, |a27|}.
3.5.2 Coefficients for xi,j,k ∈ Ω(1,1,0),Ω(1,0,1),Ω(0,1,1)
In this section the fine grid points xi,j,k ∈ Ω(1,1,0),Ω(1,0,1),Ω(0,1,1) are considered
which are located in the plane center. The idea for computation of prolongation
coefficients for such points is the same as in Section 3.5.1. That means we
consider the continuity of ∇Du in the plane. For example, in the (X, Y )-
plane as shown in Figure 3.14 the continuity of ∇Du is used on intervals [(i−
1, j, k), (i+1, j, k)], [(i, j− 1, k), (i, j+1, k)], [(i− 1, j− 1, k), (i+1, j+1, k)],
[(i− 1, j + 1, k), (i+ 1, j − 1, k)]. It gives
a13(i, j, k)(ui,j,k − ui−1,j,k) = a15(i, j, k)(ui+1,j,k − ui,j,k),
a11(i, j, k)(ui,j,k − ui,j−1,k) = a17(i, j, k)(ui,j+1,k − ui,j,k),
a10(i, j, k)(ui,j,k − ui−1,j−1,k) = a18(i, j, k)(ui+1,j+1,k − ui,j,k),
a12(i, j, k)(ui,j,k − ui+1,j−1,k) = a16(i, j, k)(ui−1,j+1,k − ui,j,k).
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Figure 3.14: (X, Y )-plane of the stencil.
Summarizing all equations and extracting of ui,j,k lead to
ui,j,k =
a13(i, j, k)ui−1,j,k + a11(i, j, k)ui,j−1,k + a15(i, j, k)ui+1,j,k
+a17(i, j, k)ui,j+1,k + a10(i, j, k)ui−1,j−1,k + a18(i, j, k)ui+1,j+1,k
+a12(i, j, k)ui+1,j−1,k + a16(i, j, k)ui−1,j+1,k
a11(i, j, k) + a13(i, j, k) + a15(i, j, k) + a17(i, j, k)+
a10(i, j, k) + a12(i, j, k) + a16(i, j, k) + a18(i, j, k)
.
In the previous section we have computed the values of u at fine grid points
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belonging to Ω(1,0,0),Ω(0,1,0),Ω(0,0,1). Substituting expressions
ui−1,j,k = pin(i− 1, j − 1, k)ui−1,j−1,k + pis(i− 1, j + 1, k)ui−1,j+1,k,
ui+1,j,k = pin(i+ 1, j − 1, k)ui+1,j−1,k + pis(i+ 1, j + 1, k)ui+1,j+1,k,
ui,j−1,k = pie(i− 1, j − 1, k)ui−1,j−1,k + piw(i+ 1, j − 1, k)ui+1,j−1,k,
ui,j+1,k = pie(i− 1, j + 1, k)ui−1,j+1,k + piw(i+ 1, j + 1, k)ui+1,j+1,k,
into the above formula yields
u(i, j, k) = pine(i− 1, j − 1, k)ui−1,j−1,k + pinw(i+ 1, j − 1, k)ui+1,j−1,k
+ pise(i− 1, j + 1, k)ui−1,j+1,k + pisw(i+ 1, j + 1, k)ui+1,j+1,k,
where the corresponding prolongation coefficients in this case are given by
pine(i− 1, j − 1, k) = a13pin(i− 1, j − 1, k) + a11pie(i− 1, j − 1, k) + a10
a11 + a13 + a15 + a17 + a10 + a12 + a16 + a18
,
pise(i− 1, j + 1, k) = a13pis(i− 1, j + 1, k) + a17pie(i− 1, j + 1, k) + a16
a11 + a13 + a15 + a17 + a10 + a12 + a16 + a18
,
pinw(i+ 1, j − 1, k) = a15pin(i+ 1, j − 1, k) + a11piw(i+ 1, j − 1, k) + a12
a11 + a13 + a15 + a17 + a10 + a12 + a16 + a18
,
pisw(i+ 1, j + 1, k) =
a15pis(i+ 1, j + 1, k) + a17piw(i+ 1, j + 1, k) + a18
a11 + a13 + a15 + a17 + a10 + a12 + a16 + a18
.
We next consider the continuity of ∇Du on the Y Z-plane as shown on the
Figure 3.15. Analogously, the value of u at the fine grid point located in Ω(0,1,1)
can be expressed by
ui,j,k =
a2ui,j−1,k+1 + a11ui,j−1,k + a20ui,j−1,k−1
+a5ui,j,k+1 + a23ui,j,k−1 + a8ui,j+1,k+1
+a17ui,j+1,k + a26ui,j+1,k−1
a2 + a11 + a20 + a5 + a23 + a8 + a17 + a26
.
The values of u at xi,j,k ∈ Ω(1,0,0),Ω(0,1,0),Ω(0,0,1) are already computed in the
previous section
ui,j−1,k = pib(i, j − 1, k + 1)ui,j−1,k+1 + pif (i, j − 1, k − 1)ui,j−1,k−1,
ui,j,k+1 = pin(i, j − 1, k + 1)ui,j−1,k+1 + pis(i, j + 1, k + 1)ui,j+1,k+1,
ui,j+1,k = pib(i, j + 1, k + 1)ui,j+1,k+1 + pif (i, j + 1, k − 1)ui,j+1,k−1,
ui,j,k−1 = pin(i, j − 1, k − 1)ui,j−1,k−1 + pis(i, j + 1, k − 1)ui,j+1,k−1.
So that ui,j,k is given by
u(i, j, k) = pibs(i, j + 1, k + 1)ui,j+1,k+1 + pifs(i, j + 1, k − 1)ui,j+1,k−1
+ pibn(i, j − 1, k + 1)ui,j−1,k+1 + pifn(i, j − 1, k − 1)ui,j−1,k−1,
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Figure 3.15: Y Z-plane of the stencil.
where
pibs(i, j + 1, k + 1) =
a5pis(i, j + 1, k + 1) + a17pib(i, j + 1, k + 1) + a8
a2 + a11 + a20 + a5 + a23 + a8 + a17 + a26
,
pifs(i, j + 1, k − 1) = a23pis(i, j + 1, k − 1) + a17pif (i, j + 1, k − 1) + a26
a2 + a11 + a20 + a5 + a23 + a8 + a17 + a26
,
pibn(i, j − 1, k − 1) = a11pib(i, j − 1, k + 1) + a5pin(i, j − 1, k + 1) + a2
a2 + a11 + a20 + a5 + a23 + a8 + a17 + a26
,
pifn(i, j − 1, k − 1) = a11pif (i, j − 1, k − 1) + a23pin(i, j − 1, k − 1) + a20
a2 + a11 + a20 + a5 + a23 + a8 + a17 + a26
.
Finally, we consider the fine grid points xi,j,k ∈ Ω(1,0,1), see Figure 3.16.
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Figure 3.16: XZ-plane of the stencil.
The values of u at these points are given by
ui,j,k =
a4ui−1,j,k+1 + a5ui,j,k+1 + a6ui+1,j,k+1
+a13ui−1,j,k + a15ui+1,j,k + a22ui−1,j,k−1
+a23ui,j,k−1 + a24ui+1,j,k−1
a4 + a5 + a6 + a13 + a15 + a22 + a23 + a24
.
In the previous section we have already computed values of u at fine grid points
which are located at centers of the edges:
ui,j,k+1 = pie(i− 1, j, k + 1)ui−1,j,k+1 + piw(i+ 1, j, k + 1)ui+1,j,k+1,
ui,j,k−1 = pie(i− 1, j, k − 1)ui−1,j,k−1 + piw(i+ 1, j, k − 1)ui+1,j,k−1,
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Figure 3.17: Representation of the fine grid point xi,j,k ∈ Ω(1, 1, 1).
ui−1,j,k = pib(i− 1, j, k + 1)ui−1,j,k+1 + pif (i− 1, j, k − 1)ui−1,j,k−1,
ui+1,j,k = pib(i+ 1, j, k + 1)ui+1,j,k+1 + pif (i+ 1, j, k − 1)ui+1,j,k−1.
So that the substraction of ui,j,k yields
u(i, j, k) = pibe(i− 1, j, k + 1)ui−1,j,k+1 + pibw(i+ 1, j, k + 1)ui+1,j,k+1
+ pife(i− 1, j, k − 1)ui−1,j,k−1 + pifw(i+ 1, j, k − 1)ui+1,j,k−1,
with prolongation coefficients given by
pibe(i− 1, j, k + 1) = a5pie(i− 1, j, k + 1) + a13pib(i− 1, j, k + 1) + a4
a4 + a5 + a6 + a13 + a15 + a22 + a23 + a24
,
pibw(i+ 1, j, k + 1) =
a5piw(i+ 1, j, k + 1) + a15pib(i+ 1, j, k + 1) + a6
a4 + a5 + a6 + a13 + a15 + a22 + a23 + a24
,
pife(i− 1, j, k − 1) = a13pif (i− 1, j, k − 1) + a23pie(i− 1, j, k − 1) + a22
a4 + a5 + a6 + a13 + a15 + a22 + a23 + a24
,
pifw(i+ 1, j, k − 1) = a15pif (i+ 1, j, k − 1) + a23piw(i+ 1, j, k − 1) + a24
a4 + a5 + a6 + a13 + a15 + a22 + a23 + a24
.
3.5.3 Coefficients for xi,j,k ∈ Ω(1,1,1)
In this section we compute the prolongation coefficients for the fine grid points
located in the cube center, xi,j,k ∈ Ω(1,1,1), see Figure 3.17. For this purpose we
use the main residual equation (3.16) for calculation prolongation weights
APuc = 0.
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Using stencil notation (3.10) it can be rewritten by
a1(i, j, k)ui−1,j−1,k+1 + a2(i, j, k)ui,j−1,k+1 + a3(i, j, k)ui+1,j−1,k+1
+a4(i, j, k)ui−1,j,k+1 + a5(i, j, k)ui,j,k+1 + a6(i, j, k)ui+1,j,k+1
+a7(i, j, k)ui−1,j+1,k+1 + a8(i, j, k)ui,j+1,k+1 + a9(i, j, k)ui+1,j+1,k+1
+a10(i, j, k)ui−1,j−1,k + a11(i, j, k)ui,j−1,k + a12(i, j, k)ui+1,j−1,k
+a13(i, j, k)ui−1,j,k + a14(i, j, k)ui,j,k + a15(i, j, k)ui+1,j,k
+a16(i, j, k)ui−1,j+1,k + a17(i, j, k)ui,j+1,k + a18(i, j, k)ui+1,j+1,k
+a19(i, j, k)ui−1,j−1,k+1 + a20(i, j, k)ui,j−1,k+1 + a21(i, j, k)ui+1,j−1,k+1
+a22(i, j, k)ui−1,j,k+1 + a23(i, j, k)ui,j,k+1 + a24(i, j, k)ui+1,j,k+1
+a25(i, j, k)ui−1,j+1,k+1 + a26(i, j, k)ui,j+1,k+1 + a27(i, j, k)ui+1,j+1,k+1 = 0.
(3.31)
In Section 3.5.1 the values of u at the fine grid points
xi,j,k ∈ Ω(1,0,0),Ω(0,1,0),Ω(0,0,1) have been already computed
ui,j−1,k+1 = pie(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + piw(i+ 1, j − 1, k + 1)ui+1,j−1,k+1,
ui,j−1,k−1 = pie(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + piw(i+ 1, j − 1, k − 1)ui+1,j−1,k−1,
ui,j+1,k+1 = pie(i− 1, j + 1, k + 1)ui−1,j+1,k+1 + piw(i+ 1, j + 1, k + 1)ui+1,j+1,k+1,
ui,j+1,k−1 = pie(i− 1, j + 1, k − 1)ui−1,j+1,k−1 + piw(i+ 1, j + 1, k − 1)ui+1,j+1,k−1,
ui−1,j,k+1 = pin(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pis(i− 1, j + 1, k + 1)ui−1,j+1,k+1,
ui−1,j,k−1 = pin(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + pis(i− 1, j + 1, k − 1)ui−1,j+1,k−1,
ui+1,j,k+1 = pin(i+ 1, j − 1, k + 1)ui+1,j−1,k+1 + pis(i+ 1, j + 1, k + 1)ui+1,j+1,k+1,
ui+1,j,k−1 = pin(i+ 1, j − 1, k − 1)ui+1,j−1,k−1 + pis(i+ 1, j + 1, k − 1)ui+1,j+1,k−1,
ui−1,j−1,k = pib(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pif (i− 1, j − 1, k − 1)ui−1,j−1,k−1,
ui+1,j−1,k = pib(i+ 1, j − 1, k + 1)ui+1,j−1,k+1 + pif (i+ 1, j − 1, k − 1)ui+1,j−1,k−1,
ui−1,j+1,k = pib(i− 1, j + 1, k + 1)ui−1,j+1,k+1 + pif (i− 1, j + 1, k − 1)ui−1,j+1,k−1,
ui+1,j+1,k = pib(i+ 1, j + 1, k + 1)ui+1,j+1,k+1 + pif (i+ 1, j + 1, k − 1)ui+1,j+1,k−1.
Also the values of u at the fine grid points xi,j,k ∈ Ω(1,1,0),Ω(0,1,1),Ω(1,0,1) are
already known from Section 3.5.2:
ui,j−1,k = pibe(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pibw(i+ 1, j − 1, k + 1)ui+1,j−1,k+1
+ pife(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + pifw(i+ 1, j − 1, k − 1)ui+1,j−1,k−1,
ui,j+1,k = pibe(i− 1, j + 1, k + 1)ui−1,j+1,k+1 + pibw(i+ 1, j + 1, k + 1)ui+1,j+1,k+1
+ pife(i− 1, j + 1, k − 1)ui−1,j+1,k−1 + pifw(i+ 1, j + 1, k − 1)ui+1,j+1,k−1,
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ui−1,j,k = pibn(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pibs(i− 1, j + 1, k + 1)ui−1,j+1,k+1
+ pifn(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + pifs(i− 1, j + 1, k − 1)ui−1,j+1,k−1,
ui+1,j,k = pibn(i+ 1, j − 1, k + 1)ui+1,j−1,k+1 + pibs(i+ 1, j + 1, k + 1)ui+1,j+1,k+1
+ pifn(i+ 1, j − 1, k − 1)ui+1,j−1,k−1 + pifs(i+ 1, j + 1, k − 1)ui+1,j+1,k−1,
ui,j,k+1 = pine(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pinw(i+ 1, j − 1, k + 1)ui+1,j−1,k+1
+ pise(i− 1, j + 1, k + 1)ui−1,j+1,k+1 + pisw(i+ 1, j + 1, k + 1)ui+1,j+1,k+1,
ui,j,k−1 = pine(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + pinw(i+ 1, j − 1, k − 1)ui+1,j−1,k−1
+ pise(i− 1, j + 1, k − 1)ui−1,j+1,k−1 + pisw(i+ 1, j + 1, k − 1)ui+1,j+1,k−1.
Substituting these results in (3.31), ui,j,k at the fine grid point xi,j,k ∈ Ω(1, 1, 1)
can be expressed by
ui,j,k = pibne(i− 1, j − 1, k + 1)ui−1,j−1,k+1 + pibnw(i+ 1, j − 1, k + 1)ui+1,j−1,k+1
+ pibse(i− 1, j + 1, k + 1)ui−1,j+1,k+1 + pibsw(i+ 1, j + 1, k + 1)ui+1,j+1,k+1
+ pifne(i− 1, j − 1, k − 1)ui−1,j−1,k−1 + pifnw(i+ 1, j − 1, k − 1)ui+1,j−1,k−1
+ pifse(i− 1, j + 1, k − 1)ui−1,j+1,k−1 + pifsw(i+ 1, j + 1, k − 1)ui+1,j+1,k−1,
(3.32)
see Figure 3.17, where
pibne(i− 1, j − 1, k + 1) =
−
0
BBB@
a1(i, j, k) + a2(i, j, k)pie(i− 1, j − 1, k + 1) + a4(i, j, k)pin(i− 1, j − 1, k + 1)
+ a5(i, j, k)pine(i− 1, j − 1, k + 1) + a10(i, j, k)pif (i− 1, j − 1, k + 1)
+ a11(i, j, k)pibe(i− 1, j − 1, k + 1) + a13(i, j, k)pibn(i− 1, j − 1, k + 1)
1
CCCA /a14(i, j, k)
pibnw(i+ 1, j − 1, k + 1) =
−
0
BBB@
a3(i, j, k) + a2(i, j, k)piw(i+ 1, j − 1, k + 1) + a5(i, j, k)pinw(i+ 1, j − 1, k + 1)
+ a6(i, j, k)pin(i+ 1, j − 1, k + 1) + a11(i, j, k)pibw(i+ 1, j − 1, k + 1)
+ a12(i, j, k)pib(i+ 1, j − 1, k + 1) + a15(i, j, k)pibn(i+ 1, j − 1, k + 1)
1
CCCA /a14(i, j, k)
pibse(i− 1, j + 1, k + 1) =
−
0
BBB@
a7(i, j, k) + a4(i, j, k)pis(i− 1, j + 1, k + 1) + a5(i, j, k)pise(i− 1, j + 1, k + 1)
+ a8(i, j, k)pie(i− 1, j + 1, k + 1) + a13(i, j, k)pibs(i− 1, j + 1, k + 1)
+ a16(i, j, k)pib(i− 1, j + 1, k + 1) + a17(i, j, k)pibe(i− 1, j + 1, k + 1)
1
CCCA /a14(i, j, k)
pibsw(i+ 1, j + 1, k + 1) =
−
0
BBB@
a9(i, j, k) + a5(i, j, k)pisw(i+ 1, j + 1, k + 1) + a6(i, j, k)pis(i+ 1, j + 1, k + 1)
+ a8(i, j, k)piw(i+ 1, j + 1, k + 1) + a15(i, j, k)pibs(i+ 1, j + 1, k + 1)
+ a17(i, j, k)pibw(i+ 1, j + 1, k + 1) + a18(i, j, k)pib(i+ 1, j + 1, k + 1)
1
CCCA /a14(i, j, k)
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pifne(i− 1, j − 1, k − 1) =
−
0
BBB@
a19(i, j, k) + a10(i, j, k)pif (i− 1, j − 1, k − 1) + a11(i, j, k)pife(i− 1, j − 1, k − 1)
+ a13(i, j, k)pifn(i− 1, j − 1, k − 1) + a20(i, j, k)pie(i− 1, j − 1, k − 1)
+ a22(i, j, k)pin(i− 1, j − 1, k − 1) + a23(i, j, k)pine(i− 1, j − 1, k − 1)
1
CCCA /a14(i, j, k)
pifnw(i+ 1, j − 1, k − 1) =
−
0
BBB@
a21(i, j, k) + a11(i, j, k)pifw(i+ 1, j − 1, k − 1) + a12(i, j, k)pif (i+ 1, j − 1, k − 1)
+ a15(i, j, k)pifn(i+ 1, j − 1, k − 1) + a20(i, j, k)piw(i+ 1, j − 1, k − 1)
+ a23(i, j, k)pinw(i+ 1, j − 1, k − 1) + a24(i, j, k)pin(i+ 1, j − 1, k − 1)
1
CCCA /a14(i, j, k)
pifse(i− 1, j + 1, k − 1) =
−
0
BBB@
a25(i, j, k) + a13(i, j, k)pifs(i− 1, j + 1, k − 1) + a16(i, j, k)pif (i− 1, j + 1, k − 1)
+ a17(i, j, k)pife(i− 1, j + 1, k − 1) + a22(i, j, k)pis(i− 1, j + 1, k − 1)
+ a23(i, j, k)pise(i− 1, j + 1, k − 1) + a26(i, j, k)pie(i− 1, j + 1, k − 1)
1
CCCA /a14(i, j, k)
pifsw(i+ 1, j + 1, k − 1) =
−
0
BBB@
a27(i, j, k) + a15(i, j, k)pifs(i+ 1, j + 1, k − 1) + a17(i, j, k)pifw(i+ 1, j + 1, k − 1)
+ a18(i, j, k)pif (i+ 1, j + 1, k − 1) + a23(i, j, k)pisw(i+ 1, j + 1, k − 1)
+ a24(i, j, k)pis(i+ 1, j + 1, k − 1) + a26(i, j, k)piw(i+ 1, j + 1, k − 1)
1
CCCA /a14(i, j, k).
Chapter 4
Incomplete Block LU
Factorization
Sparse block factorization algorithms have been introduced by Underwood [35]
and further studied by Concus, Golub, Meurant [10], Axelsson [2] as precon-
ditioning techniques for the conjugate gradient method, see, e.g., Hestenes,
Stiefel [18], Greenbaum [13], Saad [28]. The incomplete line LU factorization
(ILLU) also called incomplete block LU (IBLU) was developed as a basic itera-
tive method for the solution of two-dimensional problems. However, IBLU was
also applied as smoother for a multigrid method, in particular for 7-point stencil
three-dimensional problems (cf. Kettler [20]). In this chapter we apply a general-
ization of the method described by Kettler [20] to non-symmetric 27-point stencil
problems. As we have seen in the previous chapter, two- and three-dimensional
matrices have a specific sparse block structure. Therefore, it makes sense to
apply the incomplete block LU method to such kind of problems. We do not
consider here the one-dimensional case because IBLU reduces to the point ILU
decomposition. But we are interested in the incomplete inverse of tridiagonal
matrices. For this purpose two methods, see Axelsson [3] and Meurant [23],
will be considered which actually lead to the same result. We begin with the
two-dimensional case.
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4.1 Two-dimensional IBLU
Let the matrix A be block tridiagonal
A =

B1 U1
L2 B2 U2
. . . . . . . . .
Ln−1 Bn−1 Un−1
Ln Bn
 ∈ Rmn×mn,
where
Bi =

f1 g1
e2 f2 g2
. . . . . . . . .
em−1 fm−1 gm−1
em fm
 ∈ Rm×m, i = 1, . . . , n
and Li, Ui−1, i = 2, . . . , n, are also tridiagonal. The incomplete block LU
method is based on the following factorization of the matrix A
A = (L+D)D−1(D + U), (4.1)
where L and U are the lower and the upper triangular parts of A, respectively,
L =

0
L2 0
. . . . . .
Ln−1 0
Ln 0
 , U =

0 U1
0 U2
. . . . . .
0 Un−1
0
 ,
and D is a block diagonal matrix
D = diag{D1, D2, . . . , Dn}.
From (4.1) and from
A = L+D + U + LD−1U
there follows
D1 = B1, Di = Bi − LiD−1i−1Ui−1, i = 2, . . . , n. (4.2)
Since the matrix A is sparse or rather a block tridiagonal matrix, we are interested
in its sparse approximation. The reason is storage and computational costs. Even
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if Di−1 is a sparse matrix with tridiagonal structure as in our case, its inverse
is not. Therefore, a sparse approximation of this inverse has to be computed.
Then, assuming that D−1 is approximated by a tridiagonal matrix and Li, Ui−1
are also tridiagonal, by multiplication of LiD
−1
i−1Ui−1 a 7-diagonal matrix arises.
To get Di tridiagonal we cut out the superfluous entries. By Axelsson [3] this
approach is called two levels of approximation:
• sparse approximation of D−1i−1, i = 2, . . . , n,
• tridiagonal approximation of Di, i = 2, . . . , n.
4.2 The incomplete inverse of a tridiagonal ma-
trix I
To describe the algorithm we consider an arbitrary tridiagonal matrix, not nec-
essarily symmetric:
A =

b1 −c1
−a2 b2 . . .
. . . . . . −cn−1
−an bn
 . (4.3)
An incomplete inverse with the same sparsity pattern has to be computed. That
means, we will calculate elements of the exact inverse only on the places, where
in the initial matrix the entries are non-zero.
The method which we consider here, was described by Axelsson at al. [4]. It
is based on the LU factorization of the matrix A
A = LU
and the explicit computed inverses of the lower and the upper triangular parts.
For simplicity of notations we illustrate this method for a small matrix in R3×3
A =
 b1 −c1−a2 b2 −c2
−a3 b3
 ,
L = [lij]1≤i,j≤3 is the lower triangular matrix and U = [uij]1≤i,j≤3 is the upper
triangular matrix with diagonal elements equal to ones. The elements of L and
U can be easily calculated which results in
L =
 b1−a2 b2 − a2c1b1−a3 b3 − a3c2b2−a2c1b1
 , U =
 1 −
c1
b1
1 − c2
b2−a2c1b1
1
 .
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Introducing the following notations
r1 =
a2c1
b1
, r2 =
a3c2
b2 − a2c1b1
, (4.4)
we can simplify the expressions
L =
 b1−a2 b2 − r1
−a3 b3 − r2
 , U =
 1 − r1a21 − r2
a3
1
 .
Then the inverse of the matrix A is given by
A−1 = U−1L−1.
Denoting the unknown elements of U−1 and L−1 as tij and xij, respectively, the
inverses are computed by solving the following equations 1 − r1a11 − r2
a3
1
 1 t12 t131 t23
1
 =
 1 1
1
 ,
 b1−a2 b2 − r1
−a3 b3 − r2
 (b1)−1x21 (b2 − r1)−1
x31 x32 (b3 − r2)−1
 =
 1 1
1
 .
So that the inverse of U and L are given by
L−1 =

1
b1
a2
b1(b2−r1)
1
b2−r1
a2a3
b1(b2−r1)(b3−r2)
a3
(b2−r1)(b3−r2)
1
b3−r2
 , U−1 =
 1 r1a2 r1r2a2a31 r2
a3
1
 .
Hence, the inverse of A can be computed as the product of U−1 and L−1
A−1 =

b2
b1(b2−r1) +
r1r2
b1(b2−r1)(b3−r2)
r1b3
a2(b2−r1)(b3−r2)
r1r1
a2a3(b3−r2)
b3a2
b1(b2−r1)(b3−r2)
b3
(b2−r1)(b3−r2)
r2
a3(b3−r2)
a2a3
b1(b2−r1)(b3−r2)
a3
(b2−r1)(b3−r2)
1
b3−r2
 . (4.5)
Since our initial matrix A is tridiagonal, we are interested only in the entries
positioned on the main diagonal, lower and upper subdiagonals. Substituting
(4.4) into (4.5) yields the incomplete inverse
A−1 =

1
b1− a2c1
b2−
a3c2
b3
1
b2−a2c1b1 −
a3c2
b3
c1
b1
0
a2
b2−a3c2b3
1
b1− a2c1
b2−
a3c2
b3
1
b2−a2c1b1 −
a3c2
b3
1
b3− a3c2
b2−
a2c1
b1
c2
b2−a2c1b1
0 a3
b3
1
b2−a2c1b1 −
a3c2
b3
1
b3− a3c2
b2−
a2c1
b1
 . (4.6)
For the general case, the following algorithm generates the entries of the incom-
plete inverse matrix recursively.
4.3 The incomplete inverse of a tridiagonal matrix II 74
Algorithm 4.2.1 The Incomplete Inverse Algorithm
r0 = 0;
for j = 1, . . . , n− 1, rj = aj+1cjbj−rj−1 ;
sn+1 = 0;
for j = n, . . . , 2, sj =
ajcj−1
bj−sj+1 ;
x11 = (b1 − s2)−1; xnn = (bn − rn−1)−1;
for j = 2, . . . , n− 1, xjj = (bj − rj−1 − sj+1)−1
for j = 1, . . . , n− 1, xj+1,j = sj+1xjjcj ;
for j = 2, . . . , n, xj−1,j =
xjjrj−1
aj
;
4.3 The incomplete inverse of a tridiagonal ma-
trix II
The second method to compute the incomplete inverse was proposed in Meurant
[22] for symmetric matrices. This method is also based on the LU factorization,
however the UL and the so-called twisted factorization of the initial matrix are
used too. We consider in this section a more general case, where the matrix A
in (4.3) is diagonally dominant but not necessarily symmetric.
Let us first briefly consider LU and UL factorizations of A. Denoting lower,
diagonal and upper parts of LU and UL decompositions by L, ∆, U and U , Σ,
L, respectively, yields
A = (L+∆)∆−1(∆ + U) = (U + Σ)Σ−1(Σ + L),
where elements of ∆ and Σ can be easily found by recurrences{
∆1 = b1,
∆i = bi − aici−1∆i−1 ,
{
Σn = bn,
Σi = bi − ciai+1Σi+1 .
The other matrix decomposition including both LU and UL factorizations, is
called twisted factorization or BABE (burn at both ends) algorithm, see Meurant
[23, Chapter 2]. The twisted factorization can be defined for each j = 2, . . . , n−1
by
A = (L + Φ)Φ−1(Φ +U ), (4.7)
where Φ is a diagonal matrix, Φ = diag(φ1, . . . , φn), and the matrices L and
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U have the following twisted structure:
L =

0
−a2 0
. . . . . .
−aj 0 −cj
. . . . . .
0 −cn−1
0

(4.8)
U =

0 −c1
. . . . . .
−aj 0 −cj
. . . . . .
−an 0
 . (4.9)
By inspection, we have
φi = ∆i, for i = 1, . . . , j − 1, (4.10)
φi = Σi, for i = n, . . . , j + 1, (4.11)
φj = bj − ajcj−1
∆j−1
− cjaj+1
Σj+1
. (4.12)
Note that knowing the LU and UL decompositions, the twisted factorization
can be computed for all j.
Lemma 4.3.1. The entries of the inverse are(
A−1
)
j,j
= φ−1j ,(
A−1
)
j−l,j =
cj−lcj−l+1 · · · cj−1
∆j−l∆j−l+1 · · ·∆j−1φj , l = 1, . . . , j − 1,(
A−1
)
j+l,j
=
aj+laj−l+1 · · · aj+1
Σj+lΣj+l−1 · · ·Σj+1φj , l = 1, . . . , n− j.
Proof: We first find the diagonal elements of the inverse by solving the
following system
(L + Φ)(I + Φ−1U )x = [ 0 · · · 0 1 0 · · · 0 ]T ,
where the one in the right-hand side is in the jth coordinate and x is the jth
column of the inverse matrix A−1. This system is equivalent to
(I + Φ−1U )x =
[
0 · · · 0 φ−1j 0 · · · 0
]T
,
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from which (A−1)j,j = φ
−1
j follows. Writing the previous equation more
detailed gives
x1 = φ
−1
1 c1x2,· · ·
xj−1 = φ−1j−1cj−1xj,
xj = φ
−1
j ,
xj+1 = φ
−1
j+1aj+1xj,
· · ·
xn = φ
−1
n anxn−1.
The results follows from (4.10) and (4.11). 
The next step consists in computing φ−1j and will be considered in the following
lemma.
Lemma 4.3.2.
φ−1j =
Σj+1Σj+2 · · ·Σn
∆n · · ·∆j+1∆j =
∆j−1∆j−2 · · ·∆1
Σ1 · · ·Σj−1Σj
Proof: From the previous lemma it is obvious that
φ−1j =
∆j−1∆j−2 · · ·∆1
cj−1cj−2 · · · c1 x1, (4.13)
φ−1j =
Σj+1Σj+2 · · ·Σn
aj+1aj+2 · · · an xn. (4.14)
Using the uniqueness of the inverse
A−1 = (∆ + U)−1∆(L+∆)−1 = (Σ + L)−1Σ(U + Σ)−1
we can compute the first (A−1)1,j and the last (A
−1)n,j elements in the jth
column. We first consider LU decomposition of A
A = (L+∆)∆−1(∆ + U) = (L+∆)(I +∆−1U)
and find the jth column of the inverse A−1

∆1
−a2 ∆2
. . . . . .
−an ∆n


1 −∆−11 c1
. . . . . .
. . . −∆−1n−1cn−1
1


x1
x2
...
xn
 =

0
...
1
...
0

,
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where the one in the right-hand side is in the jth position. Solving this
system of equations gives the last element of A−1 in the jth column
xn = (an · · · aj+1) / (∆n · · ·∆j+1∆j) .
In the same way x1 can be found from the UL decomposition
x1 = (c1 · · · cj−1) / (Σ1 · · ·Σj−1Σj) .
Substituting these results in (4.13) and (4.14) yields
φ−1j =
Σj+1Σj+2 · · ·Σn
∆n · · ·∆j+1∆j =
∆j−1∆j−2 · · ·∆1
Σ1 · · ·Σj−1Σj .

Using the previous lemma, the other elements of the inverse can be computed.
Lemma 4.3.3. For l = 1, . . . , j − 1 holds
(A−1)j−l,j =
∆j−l−1 · · ·∆1
cj−l−1 · · · c1 ·
c1 · · · cj−1
Σ1 · · ·Σj−1Σj ,
for l = 1, . . . , n− j holds
(A−1)j+l,j =
Σj+l+1 · · ·Σn
aj+l+1 · · · an ·
an · · · aj+1
∆n · · ·∆j+1∆j .
Proof: The proof follows by substitution of (4.13) and (4.14) into
Lemma 4.3.1.

Theorem 4.3.4. Introducing the following notations
ui =
Σi+1 · · ·Σn
ai+1 · · · an , i = 1, . . . , n− 1, un = 1,
vi =
an · · · ai+1
∆n · · ·∆i+1∆i , i = 1, . . . , n− 1,
t1 = 1, Ti =
∆i−1 · · ·∆1
ci−1 · · · c1 , i = 2, . . . , n,
pi =
c1 · · · ci−1
Σ1 · · ·Σi−1Σi , i = 2, . . . , n,
the inverse matrix A−1 can be written as
A−1 =

u1v1 t1p2 t1p3 · · · t1pn
u2v1 u2v2 t2p3 · · · t2pn
u3v1 u3v2 u3v3 · · · t3pn
...
...
...
. . .
...
unv1 unv2 unv3 · · · unvn

. (4.15)
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The incomplete tridiagonal inverse of A is given by
A¯−1 =

u1v1 t1p2 0 · · · 0
u2v1 u2v2 t2p3
. . .
...
0 u3v2 u3v3
. . . 0
...
. . . . . . . . . tn−1pn
0 · · · 0 unvn−1 unvn
 .
4.4 Three-dimensional IBLU
Let the matrix A have the following structure
A =

B1 U1
L2 B2 U2
. . . . . . . . .
Lnz−1 Bnz−1 Unz−1
Lnz Bnz
 ∈ Rnxnynz×nxnynz ,
where
Bi =

F1 G1
E2 F2 G2
. . . . . . . . .
Eny−1 Fny−1 Gny−1
Eny Fny
 ∈ Rnxny×nxny , i = 1, . . . , nz
and Li, Ui−1, i = 2, . . . , nz, are also block tridiagonal like Bi. The blocks Fj,
Ej and Gj belong to Rnx×nx and have in general tridiagonal structure:
Fj =

b1 −c1
−a2 b2 . . .
. . . . . . −cnx−1
−anx bnx
 , j = 1, . . . , ny. (4.16)
The idea of three-dimensional incomplete block LU decomposition is similar to
the two-dimensional case. Since the initial matrix has a three-dimensional block
structure, we start with the following block factorization
A = (L+D)D−1(D + U), (4.17)
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where L, U are the lower and the upper block triangular parts of A, respectively,
L =

0
L2 0
. . . . . .
Lnz−1 0
Lnz 0
 , U =

0 U1
0 U2
. . . . . .
0 Unz−1
0
 ,
and D is a block tridiagonal matrix
D = diag{D1, D2, . . . , Dnz},
D1 = B1, Di = Bi − LiD−1i−1Ui−1, i = 2, . . . , nz.
To make Di sparse we apply two levels of approximation, see Section 4.1, i.e.,
LiD
−1
i−1Ui−1 is approximated by a 9-diagonal matrix and D
−1
i−1 is approximated by
an incomplete inverse. Note that Di−1 is a two-dimensional matrix, that means
the described in Section 4.1 incomplete block LU for two dimensions can be
applied, see Algorithm 4.4.
Algorithm 4.4.1 Three-dimensional incomplete block LU algorithm
A = (L+D)D−1(D + U)
L and U are block lower and upper triangular parts of A,
D is block diagonal matrix, which blocks are given by
D1 = B1, Di = Bi − LiD−1i−1Ui−1, i = 2, . . . , nz
• Sparse approximation of D−1i−1
Di−1 = (L˜+ D˜)D˜−1(D˜ + U˜)
L˜,U˜ are lower and upper triangular parts of Di−1,
D˜ is block tridiagonal matrix, which blocks are given by
D˜1 = Di−1,1, D˜j = Di−1,j − L˜jD˜−1j−1U˜j−1, j = 2, . . . , ny
• Incomplete inverse of D˜j−1 ∈ Rnx×nx
• Approximation of L˜jD˜−1j−1U˜j−1
• Approximation of LiD−1i−1Ui−1
We next generalize the algorithm described by Meurant [23] for the two-
dimensional non-symmetric case. The idea is to handle with matrices instead of
matrix elements.
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4.5 The incomplete inverse of a block tridiagonal
matrix
For simplicity of notation we denote Di−1 in this section just by D
D =

B1 C1
A2 B2 C2
. . . . . . . . .
Any−1 Bny−1 Cny−1
Any Bny
 ,
where the blocks Ai, Bi and Ci ∈ Rnx×nx are tridiagonal matrices like in (4.16).
The way of construction of the incomplete two-dimensional inverse is similar
to the one-dimensional case, see Section 4.3. That means, first of all we construct
the LU, the UL and the twisted factorizations of the matrix D
D = (L+∆)∆−1(∆ + U) = (U + Σ)Σ−1(Σ + L) = (L + Φ)Φ−1(Φ +U ),
where L and U are lower and upper triangular parts of D, matrices ∆ and Σ are
block diagonal with the following blocks{
∆1 = B1,
∆i = Bi − Ai(∆i−1)−1Ci−1,
{
Σny = Bny ,
Σi = Bi − Ci(Σi+1)−1Ai+1,
matrices L and U have the following twisted structure
L =

0
−A2 0
. . . . . .
−Aj 0 −Cj
. . . . . .
0 −Cny−1
0

(4.18)
U =

0 −C1
. . . . . .
−Aj 0 −Cj
. . . . . .
−Any 0
 , (4.19)
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and Φ = {Φ1, . . . ,Φny} is block diagonal matrix with
Φi = ∆i, for i = 1, . . . , j − 1, (4.20)
Φi = Σi, for i = ny, . . . , j + 1, (4.21)
Φj = Bj − Aj(∆j−1)−1Cj−1 − Cj(Σj+1)−1Aj+1. (4.22)
Lemma 4.5.1. Let the matrices Ai, Ci,∆i and Σi be invertible. The inverse
matrix D−1 has the following blocks(
D−1
)
j,j
= Φ−1j ,(
D−1
)
j−l,j = ∆
−1
j−lCj−l∆
−1
j−l+1Cj−l+1 · · ·∆−1j−1Cj−1Φ−1j , l = 1, . . . , j − 1,(
D−1
)
j+l,j
= Σ−1j+lAj+lΣ
−1
j+l−1Aj−l+1 · · ·Σ−1j+1Aj+1Φ−1j , l = 1, . . . , ny − j,
where
Φ−1j = A
−1
j+1Σj+1A
−1
j+2Σj+2 · · ·A−1n Σn∆−1n An · · ·∆−1j+1Aj+1∆−1j
= C−1j−1∆j−1C
−1
j−2∆j−2 · · ·C−11 ∆1Σ−11 C1 · · ·Σ−1j−1Cj−1Σ−1j .
Proof: The proof is analogical to Lemma 4.3.1 and Lemma 4.3.2, where
instead of matrix entries and vectors we use matrices and block vectors re-
spectively. 
Theorem 4.5.2. Let the matrices Ai and Ci be nonsingular. Then the inverse
matrix D−1 can be written by
D−1 =

U1V1 T1P2 T1P3 · · · T1Pny
U2V1 U2V2 T2P3 · · · T2Pny
U3V1 U3V2 U3V3 · · · T3Pny
· · · · · · · · · . . . ...
UnyV1 UnyV2 UnyV3 · · · UnyVny
 ,
where
Ui = A
−1
i+1Σi+1 · · ·A−1nyΣny , i = 1, . . . , ny − 1, Uny = 1,
Vi = ∆
−1
n An · · ·∆−1i+1Ai+1∆−1i , i = 1, . . . , ny − 1,
T1 = 1, Ti = C
−1
i−1∆i−1 · · ·C−11 ∆1, i = 2, . . . , ny,
Pi = Σ
−1
1 C1 · · ·Σ−1i−1Ci−1Σ−1i , i = 2, . . . , ny.
Proof: The proof is similar to the Theorem 4.3.4. 
This theorem describes the structure of the exact inverse of the block matrix D.
To get the sparse approximative inverse, we cut out all matrices outside block
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diagonal, block lower and upper subdiagonals
D¯−1 =

U1V1 T1P2 0 · · · 0
U2V1 U2V2 T2P3
. . .
...
0 U3V2 U3V3
. . . 0
...
. . . . . . . . . Tny−1Pny
0 · · · 0 UnyVny−1 UnyVny

=

Φ−11 ∆
−1
1 C1Φ
−1
2 0
Σ−12 A2Φ
−1
1 Φ
−1
2
. . .
. . . . . . ∆−1ny−1Cny−1Φ
−1
ny
0 Σ−1nyAnyΦ
−1
ny−1 Φ
−1
ny
 .
D¯−1 is block tridiagonal, even though its blocks are full. Therefore, we need to
use again the above described two levels of approximation. Firstly we compute the
incomplete tridiagonal inverse of Ai, Ci, ∆i and Σi with algorithm described in
the Section 4.2 or 4.3. Secondly we approximate the blocks
(
D¯−1
)
j,j
,
(
D¯−1
)
j+1,j
,(
D¯−1
)
j−1,j by cutting out of superfluous subdiagonals. So that the resulting
sparse inverse matrix has the same sparsity pattern as the initial matrix D.
4.6 IBLU as a smoother
The IBLU method has a faster convergence in comparison to classic iterative
methods described in Chapter 2 and to the point ILU decomposition, see Fig-
ure 4.6. The theoretical investigations was done in Beauwens, Ben Bouzid [6].
But it is not fast enough to apply the IBLU method as a solver for a large system
of linear equations. Therefore, we use the incomplete block LU decomposition
as a smoother for the multigrid method.
Given the IBLU factorization (4.17), a smoothing step is applied to the system
Au = b as follows
um = um + cm,
where cm is the solution of the system of linear equations
(L+D)D−1(D + U)cm = b − Aum = rm.
This system of linear equations can be solved in three steps. Firstly, we introduce
z˜ := (I +D−1U)cm and solve the following block upper triangular system
(L+D)z˜ = rm,
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Figure 4.1: Convergence behavior of the damped Jacobi method, the point ILU
and the IBLU decompositions for a system linear of equations with 59925 un-
knowns.
with
z˜1 = D
−1
1 rm,1, z˜i = D
−1
i (rm,i − Liz˜i−1), i = 2, . . . , nz.
Then we solve (I +D−1U)cm = z˜ with
cm,nz = z˜nz , cm,i = z˜i −D−1i Uiz˜i+1, i = nz − 1, . . . , 1.
Note that the computation of each block, i.e., cm,i or z˜i, involves the solution of
systems of the type Dix = y , where x = {x1, . . . ,xnxny}, y = {y1, . . . ,ynxny}.
This can be done by using the factorization
Di = (L˜+ D˜)D˜
−1(D˜ + U˜) = (L˜+ D˜)(I + D˜−1U˜).
Analogously, denoting by x˜ = (I+ D˜−1U˜)x we solve the system (L˜+ D˜)x˜ = y
as follows
x˜1 = D˜
−1
1 y1, x˜i = D˜
−1
i (yi − L˜ix˜i−1), i = 2, . . . , ny.
Then the solution of (I − D˜−1U˜)x = x˜ is given by
xny = x˜ny , xi = x˜i − D˜−1i U˜ix˜i+1, i = ny − 1, . . . , 1.
The computation of each block x˜i and xi involves only the solution of a tridiag-
onal system D˜v = w , where v = {v1, . . . , vnx} and w = {w1, . . . ,wnx}, which
is trivial.
Chapter 5
Applications
In this chapter we present some numerical examples which are solved by multi-
grid methods. We consider the convergence behavior of the matrix-dependent
multigrid in comparison with the standard multigrid algorithm. As a smoother
we chose one step of the damped Jacobi iteration in one dimension and the
incomplete block LU decomposition described in Chapter 4 in two and three
dimensions.
5.1 Model problems
In this section we consider the model problems with huge jumps in the coefficients
which we have described in detail in previous chapters. These problems are
discretized on a not necessarily uniform grid by finite differences as described in
Chapter 3. To solve the obtained system of linear equations the matrix-dependent
multigrid method is applied and compared with the standard (or geometric)
multigrid method. In both cases for two- and three-dimensional problems the
incomplete block LU factorization is applied as a smoother.
5.1.1 One-dimensional case
The differential equation is given by
−∇ · (D(x)∇u(x)) = f(x), where x ∈ Ω. (5.1)
Example 5.1 (MP-1)
In this example we consider differential equation (5.1) with D(x) = 1 and the
Dirichlet boundary conditions. This problem was described in detail in Chapter 2.
In Figure 5.1 the convergence of standard multigrid method is shown for three
systems of linear equations with 108, 1012 and 1016 unknowns. The damped
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Figure 5.1: Convergence behavior of standard multigrid method.
Jacobi iteration method with ω = 2/3 is chosen as a smoother. It is clear to see
in this case the rate of convergence does not depend on the problem size.
Example 5.2 (MP-2)
The model problem (MP-2) was also described in detail in Chapter 2. How-
ever, we have seen in Section 2.3.2 that the multigrid method with standard
prolongation and restriction does not work very well for small  because of the
weak approximation on coarser grids. Therefore, we apply the matrix-dependent
multigrid method to (MP-2). In this case the initial problem is well approximated
on coarser grids, see Example 2.3.7, which leads to fast convergence, see Fig-
ure 5.2. In both cases we have chosen the damped Jacobi iteration method as a
smoother.
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Figure 5.2: Convergence behavior of the standard multigrid method (left) and
the matrix-dependent multigrid method (right) for (MP-2) with different ε.
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5.1.2 Two-dimensional case
The differential equation in two dimensions is given by
−∇ · (D(x, y)∇u(x, y)) = f(x, y), where (x, y) ∈ Ω. (5.2)
Example 5.3
In this example we concern differential equation (5.2) with Dirichlet bound-
ary conditions and with diffusion coefficient D(x, y) as depicted in Figure 5.3.
D(x, y) = 1 outside the striped region and D(x, y) =  inside it, where
 = 1, 10−2, 10−4 The problem is discretized on a uniform grid 512 × 512 by
5-point finite difference scheme. To this problem the standard and the matrix-
dependent multigrid methods with the incomplete block LU smoother are applied,
see Figure 5.4.
Figure 5.3: Construction of the coefficient D(x, y): inside the striped region it
equals ε, outside it equals 1.
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Figure 5.4: Convergence behavior of matrix-dependent and standard multigrid
methods for differential equation (5.2) with diffusion coefficients given by Fig-
ure 5.3 with ε = 1, 10−2, 10−4 .
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Example 5.4
The differential equation (5.2) with the Dirichlet boundary conditions is dis-
cretized by a 5-point finite difference scheme on a equidistant grid 31× 31. The
diffusion coefficient D(x, y) has several regions with different , see Figure 5.5.
The convergence history is represented in Figure 5.6.
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nz = 175
Figure 5.5: Construction of the coefficient D(x, y): green points denote ε =
10−8, red points denote ε = 10−6, blue points denote ε = 10−3, yellow points
denote ε = 1 and magenta points mean ε = 10.
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Figure 5.6: Convergence behavior of matrix dependent and standard multigrid
methods for different ε .
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1 ε 
Figure 5.7: The structure of the diffusion coefficient a: inside the shadow region
the value of b is one and outside equals ε, where ε = 10−8, 10−4.
5.1.3 Three-dimensional case
The differential equation in three dimensions is given by
−∇ · (D(x, y, z)∇u(x, y, z)) = f(x, y, z), where (x, y, z) ∈ Ω. (5.3)
Example 5.5
The first problem considered here is a three-dimensional elliptic boundary problem
(5.3) in the unit cube with Drichlet boundary conditions discretized by a standard
7-point difference scheme on a non-equidistant grid 31× 31× 31.
The diffusion coefficient D(x, y, z) ∈ R3 in (5.3) is diagonal
D(x, y, z) =
 a a
a
 , with a = {ε, if 0.4 ≤ x, y, z ≤ 0.6,
1, otherwise
as has been represented in Figure 5.7. We solve this problem with the standard
multigrid method and with the matrix-dependent multigrid method. The results
for various ε are plotted in Figure 5.8.
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Figure 5.8: Convergence behavior of the standard multigrid and the matrix-
dependent multigrid for equation (5.3) with different ε.
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ε = 10−4 ε = 1 ε = 10−2 
ε = 10−8 ε = 10 
Figure 5.9: Inhomogeneous cube consisting of several parts with various ε (left)
and non-uniform discretization grid (right).
Example 5.6. This example represents equation (5.3) on an inhomogeneous
cube, consisting of three layers, cf. Figure 5.9 (left). Upper and lower layers
are homogeneous with coefficient  = 10. The middle layer has a complex
structure, it consists of several parts with various . The problem (5.3) has
the Neumann boundary condition on the surface otherwise it has the Dirichlet
boundary conditions. We discretize this problem on a non-uniform mesh 31 ×
31×31, cf. Figure 5.9 (right), which has refinements near jumps in the diffusion
coefficient. The results are plotted in Figure 5.10.
10 20 30 40 50 60
10−10
10−8
10−6
10−4
10−2
100
102
Number of iterations
N
or
m
 o
f r
es
id
ua
l
 
 
matrix−dependent multigrid
standard multigrid
Figure 5.10: Convergence behavior of the standard multigrid and of the matrix-
dependent multigrid for equation (5.3) with coefficient D(x, y, z) given by Fig-
ure 5.9 discretized on a non-uniform mesh.
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5.2 Geoelectric equation
Electrical prospecting is a geophysical technique for imaging sub-surfaces struc-
ture from electrical measurements made at the surface, or by electrodes in one
or more boreholes. Especially, it may be also defined as prospecting by electricity
for mineral deposits and geologic structure. On the one hand, an ore body may
act as a battery and produce its own electrical field; on the other hand, the
considering ground may be energized by extraneous electro-amgnetic fields and
the response of subsurface conductors to such fields may be measured. Both
direct current and alternating current is used. Direct current can be introduced
into the ground only by galvanic contact, but alternating current can be ap-
plied by both contact and inductive coupling. The resulting fields are measured
by instruments making contact with the ground by electrodes or by employing
inductive coupling with reception frames, see Heiland [17, Chapter 10]. Thus,
in reference to the observation method, electrical methods can be divided into
potential and electromagnetic methods, see Keller and Frischknecht [19]. One
class of potential methods is the D. C. resistivity method.
In the D. C. resistivity method a current is supplied to the ground at two
points and the potential is measured between two additional points whose spacing
or distance from the primary electrodes is varied. Determination of subsurface
resistivities requires knowledge of the potential distribution in addition to the
input current. The effect of vertical changes in resistivity on surface potentials
is illustrated in Figure 5.11. The more conductive lower medium results in an
attraction of the current lines toward it. It is well known, the conductivity σ is
connected with the resistivity ρ by
ρ =
1
σ
.
In this example the current density in the upper medium is less than in the lower.
Since the equipotential lines are perpendicular to the current lines, their spacing,
and hence the potential gradient, is likewise affected by the presence of layers
of different conductivity. Measurements of potential differences can therefore
give information in respect to the presence of subsurface formations of different
conductivities. When these measurements are supplemented by measurements
of current, it is possible to determine the resistance of the circuit. By applying
a factor depending on the spacing of the electrodes, the ground resistivity can
be obtained. This is a true resistivity only if the medium is homogeneous. If
layers of different conductivities are present, it is an apparent resistivity which is
calculated by the same formula that applies to homogeneous ground.
Since the stationary electrical field in the ground is conservative, it can be
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Figure 5.11: Lines of current flow in layered section, where resistivity ρ = 1
σ
of
lower medium is less than that of upper, see Heiland [17, Chapter 10].
expressed by the negative gradient of the electrical potential
E = −∇φ.
Using Ohm’s law
j = σE ,
where j is current density, and the equation of continuity outside the current
source,
∇ · j = 0,
or
∇ · (σ∇φ) = ∇σ · ∇φ+ σ∇2φ = 0,
we obtain for a homogeneous conductive medium, i.e., σ = const,
∆φ = 0.
By consideration of the point source of injected charge with coordinates r0 :=
(x0, y0, z0), the spatial distribution of the current is given by
∇ · j = Iδ(r − r0) = Iδ(x− x0)δ(y − y0)δ(z − z0),
where δ is the Dirac delta-distribution. Summarizing all results, the direct current
equation can be written as
∇ · (σ∇φ) = −Iδ(x− x0)δ(y − y0)δ(z − z0). (5.4)
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yj, j=1,...,47
zk, k=1,...,25
Figure 5.12: The stretched grid in X-,Y - and Z-directions.
The integration of (5.4) over the finite volume dΩ leads to∫ ∫ ∫
Ω
∇ · (σ∇φ) dΩ =
∫ ∫ ∫
Ω
− Iδ(x)δ(y)δ(z)dΩ,
which can be expressed as the integral of flow density σ∇φ over the surface of
Ω using the Gauß theorem and
∫
δ(x)dx = 1∫ ∫
dΩ
σ∇φ η dF = −I,
where dF is the boundary layer of Ω and η is the outside directed normal. To
solve this equation numerically, the discretization by elemental volume described
by Dey and Morrison [11] is used. The grid is chosen to be a rectangular prism
with irregular spacing of the nodes in each direction
Ω = {(xi, yj, zk), i = 1, . . . , nx, j = 1, . . . , ny, k = 1, . . . , nz},
(see Figure 5.12). Any node (i, j, k) is assumed to represent the closed mesh
region ∆Vi,j,k about the node
∆Vi,j,k =
(∆xi +∆xi−1)(∆yj +∆yj−1)(∆zk +∆zk−1)
8
,
where ∆xi = xi+1 − xi,∆yj = yj+1 − yj,∆zk = zk+1 − zk. The conductivity at
the same point (x, y, z) is expressed by the weighted sum of adjacent cells. The
resulting linear equation at node (i, j, k) reads
C0i,j,kφi,j,k + C
1
i,j,kφi−1,j,k + C
2
i,j,kφi+1,j,k + C
3
i,j,kφi,j−1,k + C
4
i,j,kφi,j+1,k
+ C5i,j,kφi,j,k−1 + C
6
i,j,kφi,j,k+1 = −I,
(5.5)
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where
C1i,j,k =
1
4∆xi−1
(σi−1,j−1,k−1∆yj−1∆zk−1 + σi−1,j,k−1∆yj∆zk−1
+ σi−1,j,k∆yj∆zk + σi−1,j−1,k∆yj−1∆zk)
C2i,j,k =
1
4∆xi
(σi,j−1,k−1∆yj−1∆zk−1 + σi,j,k−1∆yj∆zk−1
+ σi,j,k∆yj∆zk + σi,j−1,k∆yj−1∆zk)
C3i,j,k =
1
4∆yj−1
(σi−1,j−1,k−1∆xi−1∆zk−1 + σi,j−1,k−1∆xi∆zk−1
+ σi,j−1,k∆xi∆zk + σi−1,j−1,k∆xi−1∆zk)
C4i,j,k =
1
4∆yj
(σi−1,j,k−1∆xi−1∆zk−1 + σi,j,k−1∆xi∆zk−1
+ σi,j,k∆xi∆zk + σi−1,j,k∆xi−1∆zk)
C5i,j,k =
1
4∆zk−1
(σi−1,j−1,k−1∆xi−1∆yj−1 + σi−1,j,k−1∆xi−1∆yj
+ σi,j−1,k−1∆xi∆yj−1 + σi,j,k−1∆xi∆yj)
C6i,j,k =
1
4∆zk
(σi−1,j−1,k∆xi−1∆yj−1 + σi−1,j,k∆xi−1∆yj
+ σi,j−1,k∆xi∆yj−1 + σi,j,k∆xi∆yj)
C0i,j,k = −Σ6`=1C`i,j,k,
for i = 1, . . . , nx, y = 1, . . . , ny, z = 1, . . . , nz.
The resistivity of air assumed to be infinit and hence, current does not flow
throught the earth-air interface. Therefore, Neumann boundary conditions are
applied on the surface
∂φ
∂z
= 0 on ∂Ω.
On the other hand, it is clear to see that at large distance the potential is nearly
zero, that means φi,j,k = 0 for the remaining boundaries.
Summarizing all coefficients in a matrix A ∈ Rnxnynz×nxnynz , the potential in
a variable u ∈ Rnxnynz and the current source information in a right-hand side
b ∈ Rnxnynz , leads to a system of linear equations
Au = b. (5.6)
It is easy to see that the matrix A is sparse block-block tridiagonal with maximum
seven non-zero diagonals.
To solve this system of linear equations, the preconditioned conjugate gradient
method can be used, see Spitzer [31], Hackbusch [16], Saad [28], Golub, Van
Loan [12]. The incomplete point LU method with 0 level of fill-in (ILU(0)) and
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Figure 5.13: The convergence behavior of conjugate gradient method precondi-
tioned by ILU(0) and IBLU.
the incomplete block LU decomposition (IBLU) described in Chapter 4 are chosen
as preconditioners.
The system of linear equations (5.6) can also be solved using multigrid meth-
ods. We apply the standard and the matrix-dependent multigrid methods, both
with the incomplete block LU decomposition as a smoother. It should be noted
that the matrix-dependent multigrid method converges faster than the standard
multigrid, but not fast enough. The results are represented in Figure 5.14. The
reason for such behavior is that the coarse grid matrix loses its M-Matrix property,
meaning, some positive elements arise on the subdiagonals. This leads to dete-
rioration of smoothing performance resulting in inaccurate coarse grid correction
(Wesseling [38]).
To solve the linear system of equations (5.6) the conjugate gradient method
preconditioned by multigrid methods can be used, see Tatebe [33], Bank and
Douglas [5], Braess [7], Sonneveld, Wesseling, De Zeeuw [30]. As shown in Fig-
ure 5.15 applying the CG-method preconditioned by matrix-dependent multigrid
in comparison with the CG-method preconditioned by standard multigrid method,
gets a better rate of convergence.
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Figure 5.15: The convergence behavior of the conjugate gradient method precon-
ditioned by the matrix-dependent multigrid method and by the standard multigrid
method.
Chapter 6
Summary
We consider systems of linear equations Au = b with a coefficient matrix A ∈
Rn×n arising from discretization of elliptic boundary value problems with finite
difference schemes on uniform but not necessarily equidistant grids. Moreover,
the diffusion coefficients may have jumps of several orders of magnitude. To
solve the linear system of equations a multigrid method is used.
In the one-dimensional case we have shown that the speed of convergence of
the standard (or geometric) multigrid method applied to this kind of problems
deteriorates with increasing jump sizes. The reason for this behavior is the failure
of the coarse grid correction. Because of discontinuous coefficients, the coarse
grid correction with standard transfer operators gives a weak approximation of
the matrix A on the coarse grid and certain error components are not reduced.
These difficulties can be overcome by choosing a matrix-dependent prolon-
gation and restriction. We have described the one- and two-dimensional case
and introduced a matrix-dependent coarse grid correction for three dimensions.
The prolongation weights are divided into four groups which can be computed
analogously.
A non-symmetric three-dimensional incomplete block LU factorization
method has been presented as a smoother. Four levels of approximation are
used in this method, among them the incomplete inverse of a tridiagonal matrix
and the incomplete inverse of a block tridiagonal matrix. We have considered
two ways of computing the approximation to the inverse of a tridiagonal matrix.
Both methods are based on the LU factorization of the matrix.
Combination of the incomplete block LU factorization as a smoother and
the matrix-dependent coarse grid correction gives a ”black-box” solver. As the
numerical examples have shown, the matrix-dependent multigrid method is very
successful for problems with huge jumps in the coefficients discretized on the
uniform mesh. For non-uniform grids the matrix A loses its M-Matrix property
on the coarse grid which leads to a slower convergence of the multigrid method. In
97
this case the conjugate gradient method preconditioned by the matrix-dependent
multigrid method or by the IBLU shows fast convergence.
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