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ABSTRACT
Clustering large data sets has become very important as the amount of available unlabeled
data increases. Single Pass Fuzzy C-Means (SPFCM) is useful when memory is too limited to load
the whole data set. The main idea is to divide dataset into several chunks and to apply fuzzy
c-means (FCM) to each chunk. SPFCM uses the weighted cluster centers of the previous chunk
in the next data chunks. However, when the number of chunks is increased, the algorithm shows
sensitivity to the order in which the data is processed. Hence, we improved SPFCM by recognizing
boundary and noisy data in each chunk and using it to influence clustering in the next chunks. The
proposed approach transfers the boundary and noisy data as well as the weighted cluster centers to
the next chunks. We show that our proposed approach is significantly less sensitive to the order in
which the data is loaded in each chunk.
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CHAPTER 1 : INTRODUCTION1
Data clustering aims to group a number of data points into different clusters such that data
points in a cluster have more similarity to one another than those in other clusters [1, 2, 3, 4, 5, 6].
A data point consists of p features which describe an object. Using hard partitioning methods, an
object only belongs to one cluster and it cannot be included in another cluster. On the other hand,
in fuzzy clustering each object may belong to more than one cluster having different degrees of
membership, such that the memberships sum to one. The most popular fuzzy partitioning method
is Fuzzy C-means (FCM) clustering [2]. A brief survey of various variations of FCM can be found
in [7, 8]. However, FCM has poor robustness against noise and outliers. Some approaches have
been proposed to relax the normalization constraint in FCM. The resulting clusters are referred to
as possibilistic clusters. Krishnapuram et al in [9] introduced the possibilistic clustering algorithm
(PCM) by modifying the objective function of FCM. Also, rough C-means and fuzzy rough C-means
were proposed in [10] by introducing the concept of lower and upper approximation of clusters. In
[11], an approach to cluster noise objects poorly fit by the existing clusters was proposed. In
addition, to gain a deeper insight into the data and improve robustness with respect to outliers,
the credal partition was introduced in [12, 13] based on belief function theory, which can be stated
from a Dempster-Shafer theory of evidence perspective. A credal partition is a generalization of the
hard, fuzzy and possibilistic partitions. In this regard, based on evidential c-means (ECM) [14], a
1Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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degree of membership is assigned for each object not only to single clusters, but also to any subsets
of the set of clusters.
Applying a clustering algorithm to large data sets becomes a very important issue as the
number of available large datasets increase. Some efforts have been made to apply clustering
algorithms to large data sets [15, 16, 17]. They are mainly based on sampling the datasets or loading
data incrementally. In [18], an approach to make FCM faster for large data sets was introduced
based on sampling from data. It initialized the centroids for FCM using cluster centers from a limited
random sampling from data. Also, in [19] a data reduction approach combined similar examples
into weighted examples. On the other hand, recently a modified FCM algorithm was introduced
for extremely large datasets when the limitation of memory has to be considered. Hore et al. in
[20, 21] introduced a single pass FCM (SPFCM) and online FCM (OFCM) which do not need
any complicated data compression technique. The SPFCM approach produces final partitions very
similar to FCM by a single pass through the data. The method is based on partitioning the data set
into several sub partitions and then clustering each of them. In this regard, after clustering the first
chunk using fuzzy C-means, data of the second chunk and previous cluster centroids represented as
weighted data are used when clustering the second chunk, and so on. They showed that SPFCM
has a significant speed-up compared to fuzzy c means. The convergence proofs for SPFCM and
OFCM were also given in [22]. In [17], kernel FCM has been also extended to very large data sets,
including weighted kernel FCM, single pass kernel FCM and online kernel FCM.
However, when the number of chunks increases in SPFCM, i.e. the number of data in each
chunk decreases, the extrema distribution obtained from the reformulated optimization function
[16] may not be uniform. This can be clearly observed over experiments with different orderings
2
of the data. In fact, it is sensitive to the makeup of the data in each chunk. Hence, in this
thesis, we introduce an improvement to SPFCM called SPECM by using boundary and noisy data.
Based on this improvement, the boundary and noisy data in each chunk are identified by the ECM
algorithm and their centroids are transferred to the next chunk as well as cluster centers. The idea
of modification is that the boundary and noisy data may belong to the clusters in the next chunks,
but SPFCM assigns those data to the cluster centers of the current chunk with almost equal degrees
of membership. Hence, using SPECM, the boundary and noisy data have a chance to be put in
appropriate clusters in the next chunks by including representations of them in the next chunks as
well as cluster centers. The proposed approach will provide approximately similar clustering quality
by loading a very small percentage of the data in each chunk compared to clustering all data at
once using FCM.
3
CHAPTER 2 : DEMPSTER-SHAFER THEORY OF EVIDENCE2
Dempster-Shafer theory (D-S theory) is derived from Dempster’s original work [23, 24] that
relaxed some Bayesian restrictions to deal with unknown parameters. Later, Shafer in [25] extended
the original concepts, and introduced what is now referred to as D-S theory of evidence. In this
section, we review the important concepts of D-S theory.
2.1 Representation of Uncertainties in D-S Theory
Let Θ = {θ1, θ2, ..., θn} denotes the set of all possible outcomes of a random variable. In
conventional probability theory, the uncertainties about the elements in Θ are expressed by assigning
probability values pi to each element θi, that satisfy
∑n
i=1 pi = 1. The uncertainties representation in
D-S theory is similar to this traditional representation, with one significant difference: D-S theory
assigns the probability to the subset of Θ as well as its individual elements. In D-S theory, the
collection of all subsets of Θ is called the D-S frame of Θ. Also, the complete probabilities on the
frame are referred to as a Basic Probability Assignment (BPA) [25, 26], which is denoted by m(A)
for any A ⊆ Θ. Alternatively, m(A) is also called the mass value of a focal element A. Any normal
BPA must satisfy the following properties
2Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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0 ≤ m(A) ≤ 1 ∀A ⊆ Θ
m(∅) = 0∑
A⊆Θ
m(A) = 1
(2.1)
where ∅ represents the empty subset. The condition m(∅) = 0 was originally imposed in [25]
for any normal BPA, but it might be relaxed for the open-world assumption [27]. In the open-
world assumption, the quantity m(∅) = 0 is interpreted as a mass value to the hypothesis that the
outcome might not be in Θ. However, in this thesis, we assume that Θ is complete and contains
all of the outcomes. When the BPA has non-zero values only over the individual elements, which
is called Bayesian BPA, it is equivalent to the conventional probability distribution. As a result,
conventional probability distributions are special cases of BPA. On the other hand, when there is not
any knowledge about Θ other than knowing that the truth lies within Θ, the person assign the entire
BPA, i.e. 1, to the whole set Θ. This type of BPA is generally referred to as an ignorance BPA.
Taking into account the above definition, a BPA provides extra freedom to express the uncertainties
about Θ. This freedom makes the D-S theory attractive and useful. In fact, m(A) represents the
amount of belief that can be assigned to A, but to nothing smaller than A. This indicates that, the
value of m(A) can not be further subdivided among the elements in A.
2.2 Important Quantities
Once a BPA is defined, a number of functions can be determined for different purposes. Here,
we discuss the main three functions, that are Belief Function, Plausibility Function and Compatible
Probability Distribution.
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2.2.1 Belief and Plausibility Functions
For any subset B of A, the mass value assigned to B also naturally supports A. The total
belief of A, which is the collection of all mass values assigned to the subsets of A, is defined as the
belief of A and denoted by Bel(A) [25]
Bel(A) =
∑
B⊂A
m(B) (2.2)
When B is not necessarily contained in A but the intersection of B and A is not empty, the
mass value assigned to B also provides possible support for A. These kind of possible supports to
A defines the plausibility of A and denoted by Pl(A) as follows
Pl(A) =
∑
B∩A 6=∅
m(B) (2.3)
The plausibility of A represents the potential support given to A. When BPA is a Bayesian
BPA, the plausibility reduces to a probability measure. Also, when the focal elements are nested,
it boils down to a possibility measure. As a result, probability and possibility measures can be
considered as two special cases of belief functions.
Interestingly, Shafer proved a one to one correspondence between (2.1), (2.2) and (2.3) using
the concept of Mobius inversion, i.e. if we have one of the belief function, plausibility function and
BPA, then we can build the other two.
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2.2.2 Compatible Probability Distributions
Since the mass values are assigned to the subsets of Θ, the true probability distribution is
unknown over the elements of Θ. However, belief and plausibility functions of A induce a set of
compatible probability distribution [23, 28, 29], P (A), that satisfy
Bel(A) ≤ P (A) ≤ Pl(A) (2.4)
Now, assume that {A1, A2, ...AL} contains all of the focal elements with their corresponding
mass values {m1,m2, ...,mL}. Then, the set of the compatible probability distributions, S, can be
written as
S =

(p1, . . . , pn)
∣∣∣∣∣∣∣∣∣∣∣∣∣
pi =
∑
j
mij i = {1, . . . , n}
mj =
∑
i
mij j = {1, . . . , L}
mij = 0 if θi 6∈ Aj

(2.5)
The motivation for defining mij is that all or part of mj can be assigned to θi, but the
distribution of mj over Aj is not specified. In this definition, pi is the sum of probabilities that θi
obtains from different Aj ’s. Since S expressed by linear constraints is a convex set , the probability
of set B ⊂ Θ lies in an interval called interval-valued probability. This uncertainty is a result of
assigning mass values to sets instead of elements. In fact, Shafer in [25] showed that Belief and
Plausibility of set B are the lower and upper bounds of its interval probability. i.e.,
Pr(B) = [Bel(B), P l(B)] (2.6)
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where he also showed that
Bel(B) = min
(p1,...,pn)∈S
∑
θi∈B
pi (2.7)
pls(B) = max
(p1,...,pn)∈S
∑
θi∈B
pi (2.8)
2.2.3 Pignistic Transformation
Although the D-S framework provides a more flexible way to represent uncertainties, it is
often necessary to make a decision and select one single outcome in Θ. There are different ways of
doing this. One way is to choose the single element in Θ with the highest plausibility [30]. On the
other hand, Smets [26] has proposed the use of a probability function. In particular, the pignistic
transformation is the only transformation of a BPA into a probability distribution that satisfies
elementary rationality requirements. In the pignistic transformation, each mass value is equally
divided among its corresponding focal elements [31]. Thus, the pignistic probability for a normal
BPA is defined as
BetP (θi) ,
∑
θi∈A
m(A)
|A| (2.9)
where |A| denotes the cardinality of the set A.
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CHAPTER 3 : SCALABLE FUZZY C-MEANS3
Clustering is an exploratory data analysis tool that aims at grouping a set of objects into
different groups so that similar objects are grouped together and dissimilar objects are assigned
to different groups. A wide variety of methods for clustering data points have been developed
[1, 2, 3, 4, 5, 6]. They can be generally classified into three main categories: hard partitioning,
probabilistic and soft partitioning clustering approaches. Probabilistic clustering approaches give a
probability of an example belonging to one or more clusters. We ignore probabilistic approaches
like EM [32] here. In hard partitioning methods [1, 5, 33], data points are grouped in an exclusive
way, such that each object only belongs to one cluster. On the other hand, using soft partitioning
methods [2, 6, 9, 14, 34, 35, 36, 37], each object can belong to more than one cluster with different
membership degrees. Soft partitioning methods carry more information about the data. One of the
most popular soft partitioning method is fuzzy c-means (FCM) [2]. In this section, we review the
FCM method and its single pass version.
3.1 Fuzzy C-Means
Let {x1, x2, ...xn} be the set of data points in Rp, and c be the number of clusters. Let
matrix V of size c × p represents the cluster centers. By minimizing a suitable objective function,
3Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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FCM finds a fuzzy membership matrix U = (uik) of size n× c such that ∀i ∈ {1, ..., n}
c∑
k=1
uik = 1 (3.1)
and ∀k ∈ {1, ..., c}
n∑
i=1
uik > 0 (3.2)
Then, FCM looks for a fuzzy partitioning matrix U and cluster centers V by minimizing the
following objective functions
JFCM (U, V ) =
n∑
i=1
c∑
k=1
uβikd
2
ik (3.3)
where dik shows the Euclidean distance between the kth cluster center and ith data point. In
the objective function, β is a weighting parameter that controls the fuzziness of the partition. It is
typically set to 2. Bezdek in [2] minimized the above objective function using an iterative algorithm.
In particular, the cluster centers and the membership degrees are optimized alternately. The cluster
centers vk and the membership degrees uij are given by
vk =
∑n
i=1 u
β
ik xi∑n
i=1 u
β
ik
(3.4)
uij =
d
2/(1−β)
ij∑c
k=1 d
2/(1−β)
ik
(3.5)
The above iterative algorithm changes the initialization of the partitioning matrix and the
cluster centers over time until it converges with stopping condition ||Vt+1 − Vt|| < .
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Several authors have proposed to relax the normalization constraint in (3.1) to overcome
the poor robustness of FCM against noise and outliers. In this regard, Krishnapuram and Keller
in [9] modified the objective function in FCM and introduced the possibilistic clustering algorithm
(PCM). In PCM, the resulting partitions are referred to as possibilistic partitions rather than fuzzy
partitions. In a different approach, Dave in [11] added a noise cluster to FCM in order to group
objects that are poorly represented by the clusters. The approaches have been further extended to
cluster relational data [38, 39].
3.2 Sinlge Pass FCM
The single pass fuzzy C-means (SPFCM) algorithm was developed to cluster very large data
sets fast [20]. It divides large data in smaller partitions called partial data accesses (PDA) based on
the available memory allocation, assuming that the data is randomly scrambled on the disk. After
scanning the first PDA, the algorithm divides the instances into c clusters using FCM and then the
centers of the clusters are weighted and sent to be clustered again with new points loaded in the
next PDA. In other words, instances in the first PDA are condensed into c weighted points, as
wj =
n1∑
i=1
uij ∀j = 1, ..., c (3.6)
where n1 is the number of examples in the first PDA. These weighted points are the centers of
the clusters such that their weights are calculated by summing the membership values of instances
belong to them. For the second PDA up to the last one, the weighted points and the new loaded
points are clustered again to form c new clusters, and then they will be weighted and sent to be
clustered with the next PDA until all the examples will be scanned once. Note that the weights
11
for the first PDA will sum up to the number of instances within the PDA, n1. The weights for
the second PDA will sum up to the number of instances scanned in the first and second PDA, i.e.
n1 +n2. For the third PDA it will be n1 +n2 +n3, and for the last PDA it will be the total number
of examples in the original dataset. The convergence of SPFCM algorithm has been proven in [22].
Table 3.1 shows how the algorithm works.
Table 3.1: Single pass FCM algorithm.
1. Cluster the first chunk of data by FCM.
2. Compute weights for the cluster centers based on the degree of membership assigned to the
objects with equation (3.6).
3. Bring in the data in the next chunk and the c weighted cluster centers from the last chunk
and apply FCM.
4. Repeat step 2-3 until all chunks are processed.
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CHAPTER 4 : D-S THEORY OF EVIDENCE IN CLUSTERING4
Dempster-Shafer (DS) theory is a framework for reasoning with partial information. It has
been applied successfully in various disciplines such as information fusion [40], classification [41, 42]
and clustering [14, 43, 44]. Evidential clustering provides a rich and informative description of the
structure of data points. It can be shown that the hard, fuzzy and rough partitions are special
cases of evidential clustering. Also, it has been utilized in various domains such as medical image
processing [45, 46] and social networks analysis [47]. In this section, we study the essentials of
evidential c-means clustering
4.1 Credal Partition
Recently, the notion of a credal partition has been introduced based on D-S theory [12, 13].
A credal partition is an extension of the hard, fuzzy and possibilistic partitions. This framework
allows us to handle different situations from complete ignorance to full certainty. The idea is that,
for each object, it allocates a complete BPA to single clusters as well as any subset of the clusters.
To clarify the concept, consider the following example. Assume the data set contains 5 examples
with 3 clusters Θ = {θ1, θ2, θ3}. Table 4.1 gives the complete BPA for each object. It illustrates
different situations; the cluster of example 1 is known with certainty (hard partition); The BPA of
examples 2 and 3 are partially known (m2 specifies a fuzzy partition); The cluster of example 4 is
4Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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completely unknown (complete ignorance); and the BPA of example 5 indicates that it does not
belong to any of the clusters (outlier).
Table 4.1: An example for a credal partition.
A m1(A) m2(A) m3(A) m4(A) m5(A)
∅ 0 0 0 0 1
θ1 1 0.2 0 0 0
θ2 0 0.3 0.5 0 0
θ3 0 0.5 0 0 0
{θ1, θ2} 0 0 0.3 0 0
{θ1, θ3} 0 0 0 0 0
{θ2, θ3} 0 0 0.2 0 0
Θ 0 0 0 1 0
4.1.1 Interpretation of a Credal Partition
From a credal partition, the classical partitions (hard, fuzzy and possibilistic partitions) can
be recovered [14]. For instance, one can convert a credal partition into a possibilistic partition using
the plausibility values, i.e.
possi(θk) =
∑
A∩{θk}6=∅
mi(A) (4.1)
where possi(θk) shows the possibility that object i belongs to cluster k. Similarily, one can use the
pignistic distribution and convert a credal partition into a fuzzy partition. In addition, one can
obtain a hard partition by assigning the objects to the cluster with the highest pignistic probability.
Credal partitioning framework also provides rich information about the structure of data. It finds
the objects that belong to one cluster, as well as the objects that lie at the boundaries of two or more
clusters (see Figure 4.1). For instance, {θ1, θ2} represents the boundary between clusters 1 and 2.
As a result, from a credal partition, we can find the membership degree of each object belonging to
each cluster or to the boundaries of the clusters. Also, the objects that belong to the empty subset
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Figure 4.1: A hard partition derived from a credal partition. The clusters and their boundaries are
very well separated.
are considered as outliers.
4.2 Evidential C-Means
Evidential C-Means (ECM) which is the application of D-S theory in clustering, was devel-
oped in [14] to obtain a credal partition. In ECM, an object not only can belong to each cluster, but
it can also belong to a subset of clusters. The main idea is that in deriving a credal partition one
needs to determine the distance between each object and any subset of the clusters. In particular,
let’s assume Θ = {θ1, θ2, ..., θc} is the set of all possible clusters. For each subset Aj of Θ, ECM
associates the barycenter v¯j of the centers associated with the clusters present in Aj . More precisely,
the barycenter v¯j is defined as
v¯j =
1
cj
c∑
k=1
skjvk (4.2)
where cj = |Aj | denotes the cardinality of Aj and skj is
skj =

1 if θk ∈ Aj
0 otherwise
(4.3)
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Using this definition, the distance between object i and subset Aj can be written as
d2ij = ||xi − v¯j ||2 (4.4)
ECM has a similar iterative optimization algorithm to FCM, but it improves FCM in
some ways. First, the partitioning matrix U in FCM is replaced with the credal partition M =
(m1, ...,mn) ∈ Rn×2c . Then, the objective function of ECM is modified as follows
JECM (M,V ) =
n∑
i=1
∑
{j|Aj 6=∅,Aj⊆Θ}
cαjm
β
ijd
2
ij +
n∑
i=1
δ2mβi∅ (4.5)
subject to ∑
{j|Aj⊆Θ,Aj 6=∅}
mij +mi∅ = 1, ∀i = 1, ..., n (4.6)
where mij = mi(Aj), and the term cαk penalizes subsets with high cardinalities, such that the expo-
nent α controls the amount of penalization (the higher α is, the less data points in the boundaries).
α is typically set to 2. Also, parameter β controls the number of data points considered as outliers.
In this objective function, similar to PCM [9], the empty set is treated separately allowing the
algorithm to find noisy data. The above objective function is similar to the objective function in
[11]. What essentially differs the two objective functions is that here one considers all of the subsets
of clusters rather than the individual clusters. The above objective function can be minimized using
the Lagrangian multiplier and calculating the mass values as follows
mij =
c
α
1−β
j d
2
1−β
ij∑
Ak 6=∅ c
α
1−β
k d
2
1−β
ik + δ
2
1−β
, ∀i = 1, ..., n, ∀j : Aj ⊆ Θ, Aj 6= ∅ (4.7)
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and
mi∅ = 1−
∑
Aj 6=∅
mij , ∀i = 1, ..., n (4.8)
Using the similar technique as in FCM, one can fix M and find the optimal matrix V . The
authors in [14] proposed to first find B (c× p matrix) and H (c× c matrix) as
Blq =
n∑
i=1
xiq
∑
j:θl∈Aj
cα−1j m
β
ij , (4.9)
and
Hlk =
n∑
i=1
∑
j:{θl,θk}⊆Aj
cα−2j m
β
ij , (4.10)
Using these notations, V can be computed as follows
V = H−1B (4.11)
4.2.1 Time Complexity Limitation
ECM algorithm finds the degrees of membership for each object to all subsets of the set of
clusters, i.e. 2c subsets. As a result, the number of parameters in ECM is exponential in the number
of clusters. This makes the algorithm very expensive for a high number of clusters. However, in
[14], the authors suggested reducing the complexity of the algorithm by considering only the subsets
with a limited number of focal elements. For instance, one may be only interested in the boundaries
between every 2 clusters, not more than that. Hence, the complexity will be reduced to c2. In this
thesis, we do the same.
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CHAPTER 5 : SINGLE PASS EVIDENTIAL C-MEANS5
Our proposed algorithm works pretty much the same as SPFCM except that it uses ECM
instead of FCM to cluster the instances/data points and finds the boundary and noisy instances
as well as cluster centers in each PDA. Our algorithm not only sends weighted cluster centers to
the next PDA, it also sends weighted centers of the boundary points to be in the next chunk of
data. Using ECM to cluster instances in each PDA also helps us to detect outliers, which are the
instances with a tendency to belong to the empty set. The outliers are also transferred to the next
PDA.
Assume we have a very large data set which needs space that is larger than memory size.
To solve this problem, our algorithm randomly chooses ni instances out of the whole data set each
time without replacement. For the first n1 instances, the proposed algorithm uses ECM to find the
centers of clusters, the centers of boundary and noisy points and the membership value with which
each instance belongs to each cluster or the borders of the clusters. Then the centers of clusters,
the noisy data points, and the centers of boundary points are weighted and added to the next n2
points to be clustered again using ECM. The centers of clusters, the noisy data points and centers of
boundary points will be detected again and will be sent to the next random subset of overall data.
This process will be repeated until all points are scanned. However, because it is not necessary
to identify the boundary and noisy data in the last PDA, we use FCM in the last PDA to find
5Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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the final cluster centers. The weights for the first n1 instances are calculated by the summation of
membership values of examples in a cluster or boundary set. For subsets after the first one, the
weights are calculated by taking into account the previous PDA weights. The SPECM algorithm is
summarized in Table 5.1.
Table 5.1: Single pass ECM algorithm.
1. Cluster the first chunk by ECM.
2. Create weights for the centers of clusters and the boundary points based on the degree of
membership assigned to the them. Also find the noisy instances.
3. Bring in the next chunk and the weighted centers of clusters, the centers of boundary points
and noisy data from the previous chunk and apply ECM.
4. Repeat steps 2-3 until the last chunk is processed.
5. Apply FCM to the last chunk.
5.1 Calculation of Weighted Points
For the first PDA, we only have n1 instances {x1, ..., xn1} and there will be no previous
weighted points (the weights of all examples are 1). Thus the algorithm uses regular ECM to find
the centroids vj , 1 ≤ j ≤ 2c and the mass values mij , 1 ≤ i ≤ n1 and 1 ≤ j ≤ 2c. Hence, The
weights of the centroids in the first PDA are calculated such that
w
′
j =
n1∑
i=1
mijwi, ∀j = 1, ..., 2c − 1 (5.1)
where wi = 1. Here, j is considered less than or equal to 2c − 1, since the last subset corresponds
to the empty subset, which is considered to consist of outliers. Now, assume that the set Ok =
{xk1 , ..., xk|Ok|} is the set of noisy data in the kth chunk, and U
k
∅ = {u∅k1 , ..., u∅k|Ok|} is the set of
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degrees of belonging of the noisy data to the set ∅ in the kth chunk. Hence, for the second PDA,
the weights for the centers and noisy data are
wi = w
′
i, ∀i = 1, ..., 2c − 1 (5.2)
wi = u∅1i s.t. u∅1i ∈ U1∅, ∀i = 2c, ..., 2c − 1 + |O1| (5.3)
Also the weights for the n2 new instances just uploaded are
wi = 1, ∀i = 2c + |O1|, ..., 2c − 1 + |O1|+ n2 (5.4)
For the rest of PDA, we compute the weights for the centroids in a similar fashion. For
instance, for the kth chunk, we use nk, Ok and Uk∅.
5.2 Weighted ECM
As we mentioned before, our algorithm uses ECM in each PDA to find the centers of the
clusters, the noisy data points and centers of boundary points, and then it weights them and sends
them to be clustered again along with the new instances scanned in the next PDA. Hence, ECM
needs to be modified for weighted points. We modified the ECM objective function such that it
takes into account the weights of each example, as follows
JWECM (M,V ) =
n∑
i=1
wi
∑
{j|Aj 6=∅,Aj⊆Θ}
cαjm
β
ijd
2
ij +
n∑
i=1
δ2wim
β
i∅ (5.5)
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subject to ∑
{j|Aj⊆Θ,Aj 6=∅}
mij +mi∅ = 1, ∀i = 1, ..., n (5.6)
The above objective function can be minimized using the Lagrangian multiplier and one can
calculate the mass values as follows
mij =
c
α
1−β
j d
2
1−β
ij∑
Ak 6=∅ c
α
1−β
k d
2
1−β
ik + δ
2
1−β
, ∀i = 1, ..., n, ∀j : Aj ⊆ Θ, Aj 6= ∅ (5.7)
and
mi∅ = 1−
∑
Aj 6=∅
mij , ∀i = 1, ..., n (5.8)
Also, H and B are adjusted as
Blq =
n∑
i=1
wixiq
∑
j:θl∈Aj
cα−1j m
β
ij , (5.9)
and
Hlk =
n∑
i=1
wi
∑
j:{θl,θk}⊆Aj
cα−2j m
β
ij , (5.10)
Using these notations, V can be computed as the solution of the following linear system
HV = B (5.11)
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CHAPTER 6 : MATERIALS AND EXPERIMENTAL DESIGN6
Two small data sets, Iris and Pima, were used in this study to test the developed SPECM
algorithm. The Iris plant data set consists of 50 samples from each of three species of Iris, i.e., Iris
setosa, Iris virginica and Iris versicolor. Four numeric attributes (the length and the width of the
sepals and petals) were measured from each sample. The visualization of the Iris data set indicates
that one class is completely separable and the other two classes intersect each other. In this study,
the number of clusters for Iris data set was set as 3. The Pima Indians Diabetes database consists
of 8 medical measurements of 768 subjects. A binary class variable is also provided in the data set
to indicate whether the subject has diabetes or not.
First, the data was randomized and the weights were initialized to one. The data samples
were then divided into multiple chunks and sequentially provided to the SPECM model. For the
Iris data, each chunk consists of 5 and 10 data samples and there are 30 and 15 chunks in total
respectively. For the Pima data set, on the other hand, 16 chunks were created and there were 48
data in each chunk. Furthermore, for each data set, the experiment was repeated 50 times, each
time a new randomization of the data was done. It is noted that in the experiment, we increased the
exponent for cardinality (see equation (5.5)) as more PDAs were scanned. In this way, there would
be fewer data samples on the boundaries of clusters as more instances are scanned. To illustrate
6Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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the model performance, the reformulated optimization criteria Rm was computed as
Rm(V ) =
n∑
i=1
( c∑
k=1
d
1
1−m
ik
)(1−m) (6.1)
where dik is the distance between the ith data point to the kth cluster center.
6.1 Experimental Results
Two features, i.e. petal length and petal width, are used for the visualizing a partition of
the Iris data. The partition is visualized in Fig. 6.1. As discussed above, just 10 data samples form
a chunk and are clustered by the SPECM model. It is noted that the separable class (shown with
blue color) is well separated on the lower-left corner and the two overlapped classes ( green and
red symbols) are also separated effectively on the upper-right corner. In the SPFCM approach, on
the Iris data set, the two overlapped classes came out as a single cluster and the separable one got
split into 2 clusters [21] sometimes. This has not happened in our experiments. As a result, the
average error of assigning classes to data points over 50 experiments in SPFCM is 15.6, but using
SPECM the average error over 50 experiments is 14.7. The improvement is statistically significant
(p-value is almost 0.001, less than 0.05). This is because the developed method models the data
more completely than SPFCM, and hence is less sensitive to the order in which the data is loaded in
each chunk. However, the average running time for SPECM is 0.3304 second compared to SPFCM
which is 0.0724 seconds. Hence, SPECM delivers more accurate results almost 5 times slower.
The extrema distributions of FCM and SPECM on the Iris data over 50 experiments are
shown in Figure 6.2 such that 5 data samples are in one chunk and in total 30 chunks are clustered
sequentially by SPECM. The x-axis is the number of the experiment and y-axis is the Rm value.
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Figure 6.1: The three clusters are represented with different colors.
It can be observed that for the extrema of SPECM, they are distributed closely around 63.4 and
no poor partition is found. However, as in [21], the extrema distribution of SPFCM shows that in
some of the experiments the results are poor with high Rm values. As a result, the SPECM is more
robust even when the number of chunks is high (or equivalently, when there are a few examples in
each chunk). We also show the results of extrema distribution in Fig. 6.3 when there 10 examples
in each chunk (15 chunks). Here, the Rm value is very close to the Rm value of FCM. This in fact
true since there are more examples in each chunk, and is more similar to loading all data at once.
The extrema distributions of FCM and SPECM on the Pima data over 50 experiments are
also shown in Fig. 6.4 such that 48 data samples are in one chunk and in total 16 chunks are
clustered sequentially by SPECM. It can be observed that the extrema of SPECM, are distributed
closely around 3.46 and no poor partition is found. The figure also shows that SPECM can cluster
the Pima data set better than FCM in terms of Rm -2.88 percent less, while SPFCM performs 2.22
percent worse than FCM. However, the average running time for SPECM is 1.652 second compared
to SPFCM which is 0.305 seconds.
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Figure 6.2: a) Extrema distribution of FCM and SPECM on the Iris data set when there are 30
chunks for SPECM. b) Extrema distribution of FCM and SPFCM on the Iris data set when there
are 30 chunks for SPFCM. As the figure shows, the SPECM is more stable than SPFCM with regard
to data randomization.
Figure 6.3: Extrema distribution of FCM and SPECM on the Iris data set when there are 15 chunks
for SPECM.
25
Figure 6.4: Extrema distribution of FCM and SPECM on the Pima data set when there are 16
chunks for SPECM.
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CHAPTER 7 : CONCLUSIONS7
In this study, the SPECM algorithm was developed. The developed algorithm improves on
SPFCM by incorporating cluster boundary and noisy data in each chunk. In each new chunk, the
weighted cluster centroids as well as the data samples on the cluster boundaries are incorporated.
Thus, the developed SPECM algorithm not only maintains the basic function of SPFCM, which
enables partitioning a large amount of data accurately and quickly, but also eliminates the sensitivity
to the loading of data samples. We extensively tested our algorithm using two small public data sets
and both results show that the SPECM is more robust in terms of extrema obtained. The proposed
approach can handle data with different numbers of clusters, not limited to the 3 clusters Iris data
set and 2 clusters Pima data set. Although the proposed algorithm has higher time complexity
compared to SPFCM, it has great potential in the fuzzy clustering of large data sets, e.g. streaming
data.
7Portions of this chapter were reprinted from A. Chakeri, I. Nekooimehr, L. O. Hall, Dempster-Shafer theory
of evidence in single pass fuzzy c means, IEEE International Conference on Fuzzy Systems, pp. 1-5, 2013, with
permission from IEEE
Permission is included in Appendix A.
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