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Abstract
We show that the Lp spatial–temporal decay rates of solutions of incompressible flow in an 2D exterior
domain. When a domain has a boundary, pressure term makes an obstacle since we do not have enough
information on the pressure term near the boundary. To overcome the difficulty, we adopt the ideas in He,
Xin [C. He, Z. Xin, Weighted estimates for nonstationary Navier–Stokes equations in exterior domain,
Methods Appl. Anal. 7 (3) (2000) 443–458], and our previous results [H.-O. Bae, B.J. Jin, Asymptotic
behavior of Stokes solutions in 2D exterior domains, J. Math. Fluid Mech., in press; H.-O. Bae, B.J. Jin,
Temporal and spatial decay rates of Navier–Stokes solutions in exterior domains, submitted for publication].
For the spatial decay rate estimate, we first extend temporal decay rate result of the Navier–Stokes solutions
for general Lp space when the initial velocity is in L2σ ∩Lr , 1 < r  q < ∞ (1 < r < q = ∞).
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let u and p be the velocity and pressure, respectively, of the incompressible fluid in an exterior
domain. Let Ω be the exterior of a simply connected set B in R2 which contains the origin and is
contained in a bounded ball, for example, the unit ball. Furthermore, we assume that the boundary
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H.-O. Bae, B.J. Jin / Journal of Functional Analysis 240 (2006) 508–529 509∂B is smooth enough to get the unique existence of the solution. We consider the Navier–Stokes
equations in Ω :
∂
∂t
u + (u · ∇)u −u + ∇p = 0
∇ · u = 0 in (x, t) ∈ Ω × (0,∞) (1.1)
with no slip boundary condition u(x, t) = 0 for x ∈ ∂Ω and initial data u(x,0) = u0(x).
Temporal decay estimates have been considered for various domains by Kato [21], Fujigaki
and Miyakawa [16], Miyakawa and Schonbek [25], Miyakawa [24], Wiegner [29], Schon-
bek [26], Galdi and Maremonti [18], Kozono and Ogawa [22], Borchers and Miyakawa [9,10],
Bae and Choe [4], Bae [2] and spatial decay estimates have been considered by He [19], He and
Xin [20], Takahashi [28], Farwig and Sohr [15], Brandolese [12], Bae and Jin [5,6,8], Bae [1,3],
etc.
When the whole space R3 has been considered, we have uniform upper and lower bounds in
L2 space with spatial weight in [6,8]. While a fluid region with boundary has been considered, the
situation is no longer simple. Since we do not have pressure representation in arbitrary domains,
it is difficult to make use of the energy method. In [20], He and Xin have considered an exterior
domain problem, by removing pressure term in a solution representation, they have obtained
decay rate results for the strong solution, that is, for small data. They obtained the spatial decay
of a strong solution:
(
1 + |x|2) 32 ( 17 − 1p )u ∈ L∞(0,∞;Lp(Ω)) for 7 <p ∞.
Very recently, we [8] also obtained the decays for weak and strong solutions for 3D exterior
domains. More precisely, there is a suitably weak solution u of (1.1) satisfying the asymptotic
property: for any sufficiently small δ > 0 there is a positive constant cδ depending on δ and
independent of t such that for 1 < r < 65 ,∥∥|x|u(t)∥∥
L2  cδ(1 + t)
5
4 − 32r +δ
for any t > 0. For strong solutions, for p  2 and for small δ > 0,
∥∥|x|2u(t)∥∥
Lp
 cδ(1 + t)1−
3
2 (
1
r
− 1
p
)+δ
.
However, the above results for exterior domains are all for the 3D Navier–Stokes equations.
The temporal decay rates for the 2D Navier–Stokes is known by Kozono and Ogawa [22] and
Dan and Shibata [14]:
‖u‖q = o
(
t
− 12 + 1q ) for q  2, ‖u‖∞ = o(t− 12 ),
if u0 ∈ L2σ . Borchers and Miyakawa [11] obtained the temporal L2 estimate of the Navier–Stokes
solutions in 2D exterior domains:
‖u‖2  ct− 1r + 12 , 1 < r  2,
if u0 ∈ Lr ∩ L2σ . It was difficult for us to understand some parts of their proof. We provide a
different proof for more general estimates, 1 < q ∞, in Section 3 independently, which is
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Stokes equations, we [7] estimated the temporal–spatial decay rates for the 2D Stokes solutions
for the exterior domains:
‖u‖q  ct−
1
r
+ 1
q , 1 < r  q < ∞, or 1 < r < q = ∞,
if u0 ∈ Lr ∩L2σ .
In this paper, we intend to derive spatial–temporal decay estimates of solutions for the Navier–
Stokes equations in the 2D exterior domains. For this purpose we modify the ideas in Bae, Jin
[8] and He, Xin [20] done for 3D cases, and we can avoid the computations involving with the
pressure term. For our main temporal–spatial estimates, we first obtain the temporal estimates as
mentioned above.
We state our main theorems below, of which proofs are the main objectives of the subsequent
sections.
Theorem 1.1. Let 1 < r  q < ∞ or 1 < r < q = ∞. Assume u0 ∈ L2σ ∩Lr . Let u be the solution
of Navier–Stokes equations of two-dimensional exterior domain Ω with the initial velocity u0.
Then we have
∥∥u(t)∥∥
Lq
= O(t− 1r + 1q )
for 1 < r  q < ∞ or 1 < r < q = ∞. Moreover, we have
∥∥∇u(t)∥∥
Lq
= O(t− 1r + 1q − 12 )
for 1 < r  q  2.
Theorem 1.2. Let Ω be a two-dimensional exterior domain. Let u0 ∈ Lr(Ω) ∩ L2(Ω) with
1 < r  2p
p+2 < 2 p < ∞, and ∇ · u0 = 0. We also assume |x|u0 ∈ L
2r
2−r
.
Let 0 < α  1. Then there is a strong solution u of the Navier–Stokes equation (1.1) satisfying
the following asymptotic property: for any small δ > 0
∥∥(1 + |x|)αu(t)∥∥
Lp(Ω)
= O(t− 12 + 1p + α2 +δ)
for any large t .
In Section 2 we state some well-known facts and lemmas for our theorems, and in Section 3
we provide temporal decays. Section 4 is the proof of Theorem 1.2.
2. Preliminaries
We use the usual notation that Lpσ means the set of measurable functions in Lp with diver-
gence free. Let PΩ be the Leray projection from L2(Ω) → L2σ (Ω), and let −AΩ = PΩ be the
generator of semigroup e−AΩt . Let us recall the following well-known decay estimates of the
Stokes semigroup in a two-dimensional exterior domain (refer to [14,27]).
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∥∥e−AΩt f∥∥
Lq
 ct−(
1
r
− 1
q
)‖f‖r , t > 0, (2.1)
for 1 < r  q < ∞, 1 < r < q = ∞;
∥∥∇e−AΩt f∥∥
Lq
 ct−(
1
r
− 1
q
)− 12 ‖f‖r , t > 0, (2.2)
for 1 < r  q  2.
Suppose u is a solution of Navier–Stokes equations of two-dimensional exterior domain when
the initial velocity u0 ∈ L2σ . Dan and Shibata [13] showed the following (see also Kozono, Ogawa
[22]).
Proposition 2.2.
∥∥u(t)∥∥
Lq
= o(t−( 12 − 1q )) for 2 q < ∞, ∥∥∇u(t)∥∥
L2
= o(t− 12 ) (2.3)
as t goes to infinity. Moreover,
∥∥u(t)∥∥
L∞ = o
(
t−
1
2
)
. (2.4)
Lemma 2.3. Let a < 1, b > 0, d < 1. If b + d < 1, then
t∫
0
(t − s)−a(s + 1)−bs−d ds  ct1−a−d(1 + t)−b;
if b + d = 1, then
t∫
0
(t − s)−a(s + 1)−bs−d ds  ct−a ln (t + 1);
if b + d > 1, then
t∫
0
(t − s)−a(s + 1)−bs−d ds  ct−a.
Proof. Let I = ∫ t
t/2(t − s)−a(s + 1)−bs−d ds, II =
∫ t/2
0 (t − s)−a(s + 1)−bs−d ds. Then
I  c(1 + t)−bt−d
t∫
(t − s)−a ds = c(1 + t)−bt−d t1−a = c(1 + t)−bt1−a−d ,t/2
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t/2∫
0
(s + 1)−bs−d ds.
If t  2, then
t/2∫
0
(s + 1)−bs−d ds =
t/2∫
1
(s + 1)−bs−d ds +
1∫
0
(s + 1)−bs−d ds
 c
t/2∫
1
(s + 1)−b−d ds + c
1∫
0
s−d ds

⎧⎨
⎩
c(t + 1)1−b−d if b + d < 1,
c ln (t + 1) if b + d = 1,
c if b + d > 1.
If t  2, then
t/2∫
0
(s + 1)−bs−d ds  c
1∫
0
(s + 1)−bs−d ds  c.
Hence we have
II  c
⎧⎨
⎩
t−a(t + 1)1−b−d if b + d < 1,
t−a ln (t + 1) if b + d = 1,
t−a if b + d > 1.
Hence we have
t∫
0
(t − s)−a(s + 1)−bs−d ds
 c
⎧⎪⎨
⎪⎩
t1−a−d(t + 1)−b + t−a(t + 1)1−b−d if b + d < 1,
t1−a−d(t + 1)−b + t−a ln (t + 1) if b + d = 1,
t1−a−d(t + 1)−b + t−a if b + d > 1.

Lemma 2.4. Let α < 12 and  > 0 be given constants. Let us consider an integral inequality
X(t) ct−α + t−1/2
t∫
s−
1
2 X(s)ds. (2.5)0
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lim
t→0+ t
−
t∫
0
s−
1
2 X(s)ds = 0.
Then, there is 0 so that if   0, then
X(t) ct−α
for some c independent of t .
Proof. Set J (t) = ∫ t0 s− 12 X(s)ds, then J (t) satisfies the inequality
d
dt
J  ct−αt− 12 + t−1J (t).
This can be rewritten by
d
dt
[
t−J (t)
]
 ct−α− 12 − .
If we integrate over (0, t) we have
t−J (t) c
t∫
0
s−α−
1
2 − ds.
Here, we used the hypothesis limt→0+ t−J (t) = 0.
Suppose that α +  < 12 . By Lemma 2.3,
t∫
0
s−α−
1
2 − ds  ct−α+ 12 −,
therefore, we have
J (t) ct−α+ 12 . (2.6)
Replace (2.5) with (2.6) to conclude that X(t) ct−α . 
Lemma 2.5. Suppose X(t) satisfies the following inequality: for all t > 0
X(t) ct−β + 
t∫
(t − s)− 12 s− 12 X(s)ds. (2.7)0
514 H.-O. Bae, B.J. Jin / Journal of Functional Analysis 240 (2006) 508–529Then
X(t) ct−β + ct− 12
t∫
0
τ−
1
2 X(s)ds,
where c is independent of  and t .
Proof. Let I = ∫ t
t/2(t − s)−
1
2 s− 12 X(s)ds, II = ∫ t/20 (t − s)− 12 s− 12 X(s)ds. Then we observe
I  ct− 12
t∫
t/2
(t − s)− 12 X(s)ds, II  ct−1/2
t/2∫
0
s−
1
2 X(s)ds.
If we iterate (2.7) to I , we have
t
1
2 I  c
t∫
t/2
(t − s)− 12 X(s)ds
 c
t∫
t/2
(t − s)− 12
[
s−β + 
s∫
0
(s − τ)− 12 τ− 12 X(τ)dτ
]
ds
= c
t∫
t/2
(t − s)− 12 s−β ds + c
t∫
t/2
s∫
0
(t − s)− 12 (s − τ)− 12 τ− 12 X(τ)dτ ds
= I1 + I2. (2.8)
Direct computation shows that I1  ct−β+
1
2 , and if we apply Fubini’s theorem to I2 we have
I2 = c
t/2∫
0
t∫
t/2
(t − s)− 12 (s − τ)− 12 τ− 12 X(τ)ds dτ
+ c
t∫
t/2
t∫
τ
(t − s)− 12 (s − τ)− 12 τ− 12 X(τ)ds dτ
= c
t/2∫
0
τ−
1
2 X(τ)
[ t∫
t/2
(t − s)− 12 (s − τ)− 12 ds
]
dτ
+ c
t∫
τ−
1
2 X(τ)
[ t∫
τ
(t − s)− 12 (s − τ)− 12 ds
]
dτt/2
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t∫
0
τ−
1
2 X(τ)dτ.
This follows computations such that for 0 < τ < t
t∫
τ
(t − s)− 12 (s − τ)− 12 ds = c
t−τ∫
0
z−
1
2 (t − τ − z)− 12 dz = c,
and that for 0 < τ < t2
t∫
t/2
(t − s)− 12 (s − τ)− 12 ds  c
t∫
τ
(t − s)− 12 (s − τ)− 12 ds = c,
for some constant c independent of t owing to Lemma 2.3. Hence, we conclude that
I  ct−β + ct− 12
t∫
0
τ−
1
2 X(τ)dτ.
Combining (2.7) and the estimates of I and II, we complete the proof. 
3. Temporal decays
In this section we obtain the temporal decay rates for the Navier–Stokes solutions. We assume
that u is a solution of (1.1) satisfying Proposition 2.2.
Lemma 3.1.
∥∥e−AΩ(t−s)[PΩ(u · ∇)u](s)∥∥Lq  c(t − s)− 12 ‖u ⊗ u‖Lq , t > s > 0 (3.1)
for 2 q < ∞.
Proof. Let φ ∈ C∞0,σ (Ω). We observe that for 1q ′ = 1 − 1q
〈
e−AΩ(t−s)
[
PΩ(u · ∇)u
]
(s),φ
〉= 〈u ⊗ u,∇e−AΩ(t−s)φ〉
 c‖u ⊗ u‖Lq
∥∥∇e−AΩ(t−s)φ∥∥
Lq′
 c‖u ⊗ u‖Lq (t − s)−
1
2 ‖φ‖Lq′
by (2.2). Hence we have
∥∥e−AΩ(t−s)[PΩ(u · ∇)u](s)∥∥Lq  c(t − s)− 12 ‖u ⊗ u‖Lq . 
For our main theorem in this section we need the following lemma.
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∥∥u(t)∥∥
Lq
 ct−
1
2 + 1q ,
if u0 ∈ L2σ for q  2, and
∥∥u(t)∥∥
Lq
 ct−
1
2 + 1q ,
if u0 ∈ Lq ∩L2σ for 1 < q < 2.
Proof. It is already well known that u(t) ∈ Lq for 2 q ∞ if u0 ∈ L2σ . Moreover, ‖u(t)‖Lq 
ct
− 12 + 1q for 2 q ∞.
Hence we have only to show that u(t) ∈ Lq for 1 < q < 2, if u0 ∈ L2σ ∩ Lq . By Duhamel
principle, u can be represented by
u(t) = e−AΩtu0 +
t∫
0
e−AΩ(t−s)
[
PΩ(u · ∇)u
]
(s) ds = I + II. (3.2)
By (2.1), I and II are estimated by
‖I‖q  c‖u0‖Lq , ‖II‖q  c
t∫
0
∥∥(u · ∇)u∥∥
Lq
ds.
And by Hölder inequality we observe that
∥∥(u · ∇)u∥∥
Lq
 ‖u‖ 2q
2−q
‖∇u‖L2,
and by (2.3), we have
‖u‖ 2q
2−q
 cs−
1
2 + 2−q2q = cs−1+ 1q , ∥∥∇u(t)∥∥
L2  s
− 12 .
Hence,
‖II‖q  c
t∫
0
s
− 32 + 1q ds = ct− 12 + 1q .
By the estimates of I and II, we conclude that
∥∥u(t)∥∥
Lq
 ct−
1
2 + 1q for all t > 0,
for 1 < q < 2, if u0 ∈ Lq ∩L2σ . 
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We note that  < min{ 1
q
, 12 }, then
lim
t→0+ t
−
t∫
0
s−
1
2
∥∥u(s)∥∥
Lq
ds = 0,
since by Proposition 2.2
t∫
0
s−
1
2
∥∥u(s)∥∥
Lq
ds  c
t∫
0
s−
1
2 s
− 12 + 1q ds  ct
1
q , q  2,
and
t∫
0
s−
1
2
∥∥u(s)∥∥
Lq
ds  c
t∫
0
s−
1
2 (1 + s)− 12 + 1q ds  ct 12 (1 + t)− 12 + 1q , 1 < q < 2.
Theorem 3.4. Let 1 < r  q < ∞ or 1 < r < q = ∞. Assume u0 ∈ L2σ ∩Lr . Let u be the solution
of Navier–Stokes equations of two-dimensional exterior domain Ω with the initial velocity u0,
so that (2.3) and (2.4) holds. Moreover, we assume that for a given small  > 0
‖u‖L∞  t− 12 for all t. (3.3)
Then we have
∥∥u(t)∥∥
Lq
= O(t− 1r + 1q ) (3.4)
for 1 < r  q < ∞ or 1 < r < q = ∞. Moreover, we have
∥∥∇u(t)∥∥
Lq
= O(t− 1r + 1q − 12 ) (3.5)
for 1 < r  q  2.
Remark 3.5. As a mater of fact, the hypothesis (3.3) does not lose a generality, and can be
removed. According to (2.4) there is time T () so that ‖u(t)‖L∞  t−1/2 for t  T (). We
consider v(x, t) = u(x, t + T ()). By Lemma 3.2 it is shown that u(t) ∈ Lp ∩ L2σ for each
t > 0, if u0 ∈ Lp ∩ L2σ , 1 < p < ∞. Hence we have v(x,0) = u(x, T ()) ∈ Lr ∩ Lq ∩ L2σ if
u0 ∈ Lr ∩Lq ∩L2σ . And v satisfies all the hypothesis of Theorem 3.4. Therefore v satisfies (3.4)
and (3.5). This again implies that the estimate (3.4) and (3.5) for u. This idea is stated in [11].
Proof of Theorem 3.4. By Duhamel principle, u can be represented by u = I + II, where I and
II are defined in (3.2). By (2.1) we have that
‖I‖q  ct−(
1
r
− 1
q
) (3.6)
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‖∇I‖Lq  ct−
1
r
+ 1
q
− 12
for 1 < r  q  2, if u0 ∈ Lr .
Step 1. At this step we will prove the inequality (3.4) for 1 < r  q < ∞, 2q
q+2 < r . (Note that
2q
2+q  2.)
By the hypothesis, we have that
‖u ⊗ u‖Lq  c
∥∥u(s)∥∥
L∞
∥∥u(s)∥∥
Lq
 cs− 12
∥∥u(s)∥∥
Lq
.
If we apply (3.1) to II we obtain
‖II‖Lq  c
t∫
0
(t − s)− 12 s− 12 ∥∥u(s)∥∥
Lq
ds. (3.7)
Combining (3.6) and (3.7), we have
∥∥u(t)∥∥
Lq
 ct−(
1
r
− 1
q
) + c
t∫
0
(t − s)− 12 s− 12 ∥∥u(s)∥∥
Lq
ds (3.8)
for 1 < r  q < ∞.
Let X(t) = ‖u(t)‖Lq , then (3.8) is rewritten by
X(t) ct−(
1
r
− 1
q
) + c
t∫
0
(t − s)− 12 s− 12 X(s)ds. (3.9)
By Lemma 2.5, we have
X(t) ct−(
1
r
− 1
q
) + ct− 12
t∫
0
s−
1
2 X(s)ds. (3.10)
Recall Remark 3.3 that if  < min{ 1
q
, 12 }, 1 < q ∞, we have
lim
t→0+ t
−
t∫
0
s−
1
2 X(s)ds = 0.
Hence applying Lemma 2.4 we conclude that there is 0 so that for   0 we have
X(t) ct−(
1
r
− 1
q
) (3.11)
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r
− 1
q
< 12 , i.e., for
2q
q+2 < r  q < ∞.
Step 2. At this step we will prove the inequality (3.4) for 1 < r  2q
q+2 , r  q < ∞.
Take p ∈ (1, r). By (2.1), we have
∥∥e−AΩ(t−s)PΩ(u · ∇)u∥∥Lq  c(t − s)− 1p + 1q ∥∥PΩ(u · ∇)u∥∥Lp
 c(t − s)− 1p + 1q ∥∥(u · ∇)u∥∥
Lp
 c(t − s)− 1p + 1q ‖u‖ 2p
2−p
‖∇u‖L2 .
Let m = 2p2−p . Since m> r > p = 2m2+m , by the result of Step 1 we have
‖u‖Lm  ct− 1r + 1m if u0 ∈ Lr ∩L2σ .
Hence II is estimated by
‖II‖Lq  c
t∫
0
(t − s)− 1p + 1q s− 1r + 1m s− 12 ds = ct− 1r + 1q .
Step 3. At this step we will prove the inequality (3.4) for 1 < r < q = ∞.
Take p ∈ (1,2) satisfying 2r2+r < p < r . By (2.1), we have
∥∥e−AΩ(t−s)PΩ(u · ∇)u∥∥L∞  c(t − s)− 1p ‖u‖ 2p2−p ‖∇u‖L2 .
Let m = 2p2−p . Since m> r > p = 2m2+m , by the result of Step 1 we have
‖u‖Lm  ct− 1r + 1m if u0 ∈ Lr ∩L2σ .
Hence II is estimated by
‖II‖L∞  c
t∫
0
(t − s)− 1p s− 1r + 1m s− 12 ds = ct− 1r .
Step 4. At this step we will prove the inequality (3.5) for 1 < r  q  2. (Note that 2q
q+2  1.)
Take 1 <p < r . By (2.2) we have that
∥∥∇e−AΩ(t−s)PΩ(u · ∇)u∥∥Lq  c(t − s)− 1p + 1q − 12 ∥∥PΩ(u · ∇)u∥∥Lp .
We note that
∥∥PΩ(u · ∇)u∥∥Lp  c∥∥(u · ∇)u∥∥Lp  c‖u‖ 2p ‖∇u‖L2 .L 2−p
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cs− 1r + 1m if u0 ∈ L2σ ∩Lr. Hence ∇II is estimated by
‖∇II‖Lq  c
t∫
0
(t − s)− 1p + 1q − 12 s− 1r + 2−p2p s− 12 ds  ct− 1r + 1q − 12 . 
4. Spatial–temporal estimates: proof of Theorem 1.2
In this section, modifying idea in He, Xin [20] and Bae, Jin [8], and using the temporal esti-
mates in the previous section, we will derive the decay rates for solutions:
∥∥u|x|∥∥
Lp
= O(t− 1r + 1p + 12 +δ)
for any small δ > 0, 1 < r  2p
p+2 < 2 <p < ∞. Let Ω be the exterior of a simply connected set
B in R3 which contains the origin and is contained in a bounded ball, for example, the unit ball.
We further assume that the boundary ∂B is smooth. We use the notation ‖ · ‖p = ‖ · ‖Lp(Ω), for
short. From now on we assume that r,p with 1 < r  2p
p+2 < 2 <p < ∞ are given numbers.
Let N be the fundamental function of −, that is, N = N(x − y) = 12π log |x − y|. Define φ
be a smooth function which vanishes on the boundary ∂Ω rapidly enough and set
v(x) =
∫
R3
N(x − y)[φ(y)(∇ × u)(y)]dy.
By definition of v we have
−v = φ∇ × u.
Remark 4.1. In general, the identity
∫
Ω
N(x − y)∂yi f (y) dy = ∂xi
∫
Ω
N(x − y)f (y) dy
does not hold except f = 0 on the boundary ∂Ω . Therefore, we choose φ which can give rea-
soning of integrations by parts to have following identity for non-vanishing f on ∂Ω :
∫
Ω
N(x − y)∂yi (φf )(y) dy = ∂xi
∫
Ω
N(x − y)(φf )(y) dy.
In this section, we define φ(x) = |x|χ(|x|), where χ is a nonnegative cut-off function with
χ ∈ C∞0 [0,∞), χ(s) = 0 for s  1, χ(s) = 1 for s  2. Observe that φ = O(|x|) as |x| → ∞,
and that |∇φ| c, ∇2φ = O(1/|x|) as |x| → ∞.
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∇ × v = φu + ∇ × [N ∗ ((∇φ)× u)]− ∇[N ∗ (u · ∇φ)].
Let 2 s < ∞. We have
‖∇ × v‖s  c‖φu‖s + c
∥∥∇[N ∗ (|∇φ||u|)]∥∥
s
.
By Sobolev inequality∥∥∇2[N ∗ (|∇φ||u|)]∥∥
s

∥∥∇2[N ∗ (|∇φ||u|)]∥∥ 2s
s+2
,
and by Calderon–Zygmund inequality∥∥∇2[N ∗ (|∇φ||u|)]∥∥ 2s
s+2
 c
∥∥|∇φ|u∥∥ 2s
s+2
.
Recall ∇φ = O(1). Hence we have
‖∇ × v‖s  c‖φu‖s + c‖u‖ 2s
2+s
.
We consider the fundamental solution for the nonstationary Stokes equation, written by
V it (x) = V i(x, t) = Γt(x)ei + ∇
∂
∂xi
(N ∗ Γt )(x)
and
Q(x, t) = −δ(t)∇N,
where Γt (x) = Γ (x, t) = (4πt)−1e−|x|2/4t (refer to [23]). Set θt (x) = θ(x, t) = (N ∗Γt )(x), and
ωit (x) = ωi(x, t) = θ(x, t)ei , i = 1,2,3, where ei is the standard unit vector of which the ith
term is 1. As a matter of fact, we consider the 2-dimensional vectors as 3-dimensional vectors of
which the third component is zero. Then, by Biot–Savart’s law, we have
∇ × ∇ ×ωi = −ωi + ∇ divωi = V i,
hence, we have the identity
∇y ×
[
φ(y)∇y ×ωi(x − y, t − τ)
]= φ(y)V i(x − y, t − τ)+Ri1(x, y, t − τ),
where
Ri1(x, y, t − τ) = ∇φ(y)× ∇y ×ωi(x − y, t − τ).
It is easy to check that Ri1 = 0 on ∂Ω .
We apply ∇y × [φ(y)∇y × ωi(x − y, t − τ)] as a test function to (1.1), and integrate over
Ω × (0, t − ), and then we have
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0
∫
Ω
(
∂u
∂t
−u + (u · ∇)u
)
· ∇y ×
[
φ(y)∇y ×ωi(x − y, t − τ)
]
dy dτ
= −
t−∫
0
∫
Ω
∇p(y) · ∇y ×
[
φ(y)∇y ×ωi(x − y, t − τ)
]
dy dτ = 0.
Let
Ri2(x, y, t − τ) = −2
(∇φ(y) · ∇)V i(x − y, t − τ)−φ(y)V i(x − y, t − τ).
Taking integration by parts and observing (−∂/∂τ −y)V i(x−y, t − τ) = 0, the above identity
becomes
t−∫
0
∫
Ω
u(y, τ ) ·
(
Ri2(x, y, t − τ)−
(
∂
∂τ
+y
)
Ri1(x, y, t − τ)
)
dy dτ
+
∫
Ω
u(y, t − ) · ∇y ×
{
φ(y)∇y ×
[
ωi(x − y, )]}dy
−
∫
Ω
u0(y) · ∇y ×
{
φ(y)∇y ×
[
ωi(x − y, t)]}dy
= −
t−∫
0
∫
Ω
(u · ∇)u(y, τ ) · (φ(y)V i(x − y, t − τ)+Ri1(x, y, t − τ))dy dτ. (4.1)
We observe that
lim
→0
∫
Ω
u(y, t − ) · ∇y ×
{
φ(y)∇y ×
[
ωi(x − y, )]}dy
= −∇x ×
{
N ∗ [φ(y)∇y × u]} · ei ≡ −(∇x × v) · ei = −(∇x × v)i
and ∫
u0(y) · ∇y ×
{
φ(y)∇y ×ωi(x − y, t)
}
dy
= −(∇x × [N ∗ {φ(y)∇y × u0}] · ei) ∗ Γt = −(∇x × v0)i ∗ Γt ,
where v0 = N ∗ [φ(y)∇y × u0], and v = N ∗ [φ(y)∇y × u]. Since
∇ × [φ(y)(∇ × u)(y)]= ∇ × [∇ × (φu)]− ∇ × [(∇φ)× u]
= −(φu)+ ∇[(u · ∇)φ]− ∇ × [(∇φ)× u],
we have that
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[
(u · ∇)φ]− ei · ∇ × [N ∗ (∇φ × u)],
(∇x × v0)i = ui0φ + ∂xiN ∗
[
(u0 · ∇)φ
]− ei · ∇ × [N ∗ (∇φ × u0)]. (4.2)
Then we get the following integral representation on ∇ × v from (4.1):
(∇x × v)i =
t∫
0
∫
(u · ∇)u(y, τ ) · φ(y)V i(x − y, t − τ) dy dτ
+
t∫
0
∫
(u · ∇)u(y, τ ) ·Ri1(x, y, t − τ) dy dτ
+ (∇x × v0)i ∗ Γt −
t∫
0
∫
u(y, τ ) · (∂τ +y)Ri1(x, y, t − τ) dy dτ
+
t∫
0
∫
u(y, τ ) ·Ri2(x, y, t − τ) dy dτ
= I i1 + I i2 + · · · + I i5.
With the help of (4.2) and Sobolev’s inequality, one has
‖uφ‖p  ‖∇ × v‖p +
∥∥∇N ∗ (u∇φ)∥∥
p
 ‖∇ × v‖p +
∥∥∇2N ∗ (u∇φ)∥∥ 2p
p+2
 ‖∇ × v‖p + c‖u‖ 2p
p+2
 ‖∇ × v‖p + ct−
1
r
+ 1
p
+ 12 . (4.3)
Therefore, it is enough to estimate ‖∇ × v‖p to get our temporal–spatial decay rates. Before
going on we remind that
∥∥u(t)∥∥2  c(t + 1)− 1r + 12 , ∥∥∇u(t)∥∥2  c(t + 1)− 1r + 12 t− 12 , if u0 ∈ L2σ ,
since ‖u(t)‖2  c, ‖∇u(t)‖2  ct− 12 , and if u0 ∈ L2σ ∩ Lr , then ‖u(t)‖2  ct−
1
r
+ 12 and
‖∇u(t)‖2  ct− 1r + 12 − 12 .
From straightforward calculations we have that for 1 < s < ∞∥∥∂2+βθt−τ∥∥s  c∥∥∂βΓt−τ∥∥s ,
and for 1 s ∞
∥∥∂βΓt−τ∥∥s  c(t − τ)− |β|2 −1+ 1s .
Therefore, by the help of the generalized Minkowski’s, Young’s convolution and Hölder’s in-
equalities, we obtain the estimates for I1 as follows:
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t∫
0
∥∥φ(u · ∇)u∥∥ 2p
p+2
‖Γt−τ‖2 dτ  c
t∫
0
‖φu‖p‖∇u‖2(t − τ)− 12 dτ

t∫
0
‖uφ‖p(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 dτ
since 1
p
+ 1 = 2+p2p + 12 and ‖V i‖2  c‖Γ ‖2. By (4.3), I1 is bounded by
‖I1‖p  c
t∫
0
(‖∇ × v‖p + τ− 1r + 1p + 12 )(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 dτ
 c
t∫
0
‖∇ × v‖pτ− 12 (1 + τ)− 1r + 12 (t − τ)− 12 dτ
+ c
t∫
0
(1 + τ)− 1r + 12 τ− 1r + 1p (t − τ)− 12 dτ
 c
t∫
0
‖∇ × v‖p(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 dτ + c
t∫
0
τ
− 1
r
+ 1
p (t − τ)− 12 dτ
 c
t∫
0
‖∇ × v‖p(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 dτ + ct
1
2 − 1r + 1p . (4.4)
Since Ri1 = ∇φ(y)× ∇y ×ωi(x − y, t − τ), we also have
‖I2‖p  c
t∫
0
∥∥(u · ∇u)∇φ∥∥1∥∥∇ωi∥∥p dτ
 c
t∫
0
‖u‖2‖∇u‖2
∥∥∇2ωi∥∥ 2p
p+2
dτ
 c
t∫
0
(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 + 1p  ct− 1r + 1p + 12 . (4.5)
Applying Young’s convolution inequality to I3, we have that
∥∥(∇ × v0) ∗ Γt∥∥  c‖∇ × v0‖ 2r ‖Γt‖s  c‖∇ × v0‖ 2r t− 1r + 12 + 1p ,p 2−r 2−r
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s
= 1
p
− 1
r
+ 32 . By Remark 4.2 we note that if u0 ∈ Lr and φu0 ∈ L
2r
2−r , then ∇ × v0 ∈
L
2r
2−r
. Hence, if u0 ∈ Lr and φu0 ∈ L 2r2−r , then
‖I3‖p  ct−
1
r
+ 12 + 1p . (4.6)
Since ∂tΓ +Γ = 0, we have that ∂tωi +ωi = N ∗ (∂tΓ +Γ ) = 0. Hence
(∂τ +y)Ri1 = ∇φ(y)× ∇y ×
(
∂tω
i +ωi)
+ 2∇∂kφ × ∂k∇y ×ωi + ∇φ × ∇y ×ωi
= 2∂k(∇φ)× ∂k∇y ×ωi + ∇φ × ∇y ×ωi.
Therefore, I4 is bounded by
‖I4‖p  c
t∫
0
∥∥(u × ∇∂kφ) ∗ ∂k∇ ×ωi∥∥p + ∥∥(u × ∇φ) ∗ ∇ ×ωi∥∥p dτ
 c
t∫
0
(∥∥u|x|−1∥∥ 2p
p+2
∥∥∇2ωi∥∥2 + ∥∥|x|−2u∥∥1∥∥∇ωi∥∥p)dτ
 c
t∫
0
(∥∥u|x|−1∥∥ 2p
p+2
∥∥∇2ωi∥∥2 + ∥∥|x|−2u∥∥1∥∥∇2ωi∥∥ 2p
p+2
)
dτ
 c
t∫
0
(∥∥u|x|−1∥∥ 2p
p+2
(t − τ)− 12 + ∥∥|x|−2u∥∥1(t − τ)− 12 + 1p )dτ. (4.7)
If we use the weighted inequality (5.3) in Galdi [17, p. 61], we have
∥∥u|x|−1∥∥ 2p
p+2
 ‖∇u‖ 2p
p+2
 ct−
1
r
+ p+22p − 12 = ct− 1r + 1p .
Let q > 1. Let 1
q ′ = 1 − 1q .
∥∥|x|−2u∥∥1  ‖u‖q ′∥∥|x|−2∥∥q  cq‖u‖q ′  cqt− 1r + 1q′ = cqt− 1r +1− 1q .
Here we used the fact |x|−2 ∈ Lq(Ω) for q > 1. Therefore, we have
‖I4‖p 
t∫
0
(
cτ
− 1
r
+ 1
p (t − τ)− 12 + cqτ−
1
r
+1− 1
q (t − τ)− 12 + 1p )dτ
 ct−
1
r
+ 1
p
+ 12 + cqt−
1
r
+ 1
p
+ 32 − 1q
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q
, then δ > 0 and δ goes to zero as q goes to 1. Hence the above
estimate can be rewritten by
‖I4‖p  ct−
1
r
+ 1
p
+ 12 + cδt−
1
r
+ 1
p
+ 12 +δ.
Now we consider the estimate of I5. Observe that
‖I5‖p 
t∫
0
∥∥(u∂jφ) ∗ ∂jV i∥∥p + ∥∥(uφ) ∗ V i∥∥p dτ = P1 + P2.
For P2 we can estimate in a similar way to the first term of (4.7). For P1, observe that∥∥(u∂jφ) ∗ ∂jV i∥∥p  c‖u∂jφ‖2∥∥∇V i∥∥ 2p
p+2
 c‖u‖2‖∇Γ ‖ 2p
p+2
,
and
P1 
t∫
0
τ−
1
r
+ 12 (t − τ)−1+ 1p dτ  ct− 1r + 1p + 12 .
Therefore, we have
‖I5‖2  ct−
1
r
+ 12 + 1p . (4.8)
Finally, from (4.4)–(4.8) we have
‖∇ × v‖p 
t∫
0
(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 ‖∇ × v‖p dτ
+ ct− 1r + 12 + 1p + cδt−
1
r
+ 12 + 1p +δ.
Now we define Bp(t) by
Bp(t) =
∥∥∇ × v(t)∥∥
p
.
Then Bp(t) satisfies
Bp(t)
t∫
0
(1 + τ)− 1r + 12 τ− 12 (t − τ)− 12 Bp(τ) dτ
+ ct− 1r + 12 + 1p + cδt−
1
r
+ 12 + 1p +δ. (4.9)
By the same reasoning as in the proof of Lemma 2.5, inequality (4.9) can be reduced to
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1
2
t∫
0
(1 + τ)− 1r + 12 τ− 12 Bp(τ) dτ
+ ct− 1r + 12 + 1p + cδt−
1
r
+ 12 + 1p +δ (4.10)
for some constant c1 > 0.
Set Yp(t) =
∫ t
0 (1 + τ)−
1
r
+ 12 τ− 12 Bp(τ) dτ . Then Yp(t) satisfies
d
dt
Yp  c1(1 + t)− 1r + 12 τ−1Yp(t)+ ct−
1
r
+ 1
p (1 + t)− 1r + 12
+ cδt−
1
r
+ 1
p
+δ
(1 + t)− 1r + 12 . (4.11)
Let  be small positive number so that 1 − 1
r
+ 1
p
−  > 0. Take large time T so that
c1(1 + T)− 1r + 12  .
Then (4.11) reduced to
d
dt
Yp  t−1Yp(t)+ ct−
1
r
+ 1
p (1 + t)− 1r + 12 + cδt−
1
r
+ 1
p
+δ
(1 + t)− 1r + 12
 t−1Yp(t)+ ct−
1
r
+ 1
p
for t > T (here, we have considered δ < 1r − 12 ).
Now by the same reasoning as in the proof of Lemma 2.4, it holds that for t > T ()
d
dt
[
t−Yp(t)
]
 ct−
1
r
+ 1
p
− for t > T.
Now integrate over [T, t] to obtain
t−Yp(t) T − Yp(T)+
t∫
T
τ
− 1
r
+ 1
p
−
dτ
 T − Yp(T)+ c
[
t
1− 1
r
+ 1
p
− − T 1−
1
r
+ 1
p
−

]
, t > T.
Hence Yp(t) is bounded by
Yp(t) T − Yp(T)t + c
[
t
1− 1
r
+ 1
p − T 1−
1
r
+ 1
p
−
 t

]
, t > T.
Note that t < t−
1
r
+ 1
p
+1
since  < 1 − 1
r
+ 1
p
. Hence we have
Yp(t) ct1−
1
r
+ 1
p , t > T.
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Bp(t) c1t−
1
2 Yp(t)+ ct−
1
r
+ 12 + 1p + cδt−
1
r
+ 12 + 1p +δ  cδt−
1
r
+ 12 + 1p +δ, t > T.
This implies that
∥∥∇ × v(t)∥∥
p
 cδt−
1
r
+ 12 + 1p +δ, t > T.
Therefore we conclude that
∥∥∇ × v(t)∥∥
p
= O(t− 1r + 12 + 1p +δ)
for any small δ > 0. Combining this estimate and (4.3), we conclude that
∥∥|x|u(t)∥∥
p
= O(t− 1r + 12 + 1p +δ)
for any δ > 0, which completes the proof.
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