1. Introduction {#sec1-sensors-19-05481}
===============

Globally, around 260,000 brain tumor cases are detected each year, with the main brain tumor type being detected the glioblastoma multiforme (GBM) that has the highest death rate (22%) \[[@B1-sensors-19-05481]\]. This type of cancer leads to death in children under the age of 20, and also is one of the principal causes of death among 20- to 29-year-old males \[[@B2-sensors-19-05481]\]. Surgery is one of the principal treatments alongside radiotherapy and chemotherapy \[[@B3-sensors-19-05481]\]. During surgery, several image guidance tools, such as intra-operative neuro-navigation, intra-operative magnetic resonance imaging (iMRI) and fluorescent tumor markers, have been commonly used to assist in the identification of brain tumor boundaries. However, these technologies have several limitations, producing side effects in the patient or invalidating the patient-to-image mapping, reducing the effectiveness of using pre-operative images for intra-operative surgical guidance \[[@B4-sensors-19-05481]\].

Hyperspectral imaging (HSI) is a technology that combines conventional imaging and spectroscopy to obtain simultaneously the spatial and the spectral information of an object \[[@B5-sensors-19-05481]\]. Hyperspectral (HS) images provide abundant information that covers hundreds of spectral bands for each pixel of the image. Each pixel contains an almost continuous spectrum (radiance, reflectance or absorbance), acting as a fingerprint (the so called spectral signature) that can be used to characterize the chemical composition of that particular pixel \[[@B5-sensors-19-05481]\]. One of the main advantages of this technique is that it uses non-ionizing light in a non-contact way, resulting in a non-invasive technology. For this reason, HSI is an emerging technique in the medical field and it has been researched in many different applications, such as oximetry of the retina \[[@B6-sensors-19-05481],[@B7-sensors-19-05481],[@B8-sensors-19-05481]\], intestinal ischemia identification \[[@B9-sensors-19-05481]\], histopathological tissue analysis \[[@B10-sensors-19-05481],[@B11-sensors-19-05481],[@B12-sensors-19-05481],[@B13-sensors-19-05481]\], blood vessel visualization enhancement \[[@B14-sensors-19-05481],[@B15-sensors-19-05481]\], estimation of the cholesterol levels \[[@B16-sensors-19-05481]\], chronic cholecystitis detection \[[@B17-sensors-19-05481]\], diabetic foot \[[@B18-sensors-19-05481]\], etc. In particular, HSI has started to achieve promising results in the recent years with respect to cancer detection through the utilization of cutting-edge machine-learning algorithms \[[@B4-sensors-19-05481],[@B19-sensors-19-05481],[@B20-sensors-19-05481],[@B21-sensors-19-05481]\]. Several types of cancer have been investigated using HSI including both in vivo and ex vivo tissue samples, such as gastric and colon cancer \[[@B22-sensors-19-05481],[@B23-sensors-19-05481],[@B24-sensors-19-05481],[@B25-sensors-19-05481]\], breast cancer \[[@B26-sensors-19-05481],[@B27-sensors-19-05481]\], head and neck cancer \[[@B28-sensors-19-05481],[@B29-sensors-19-05481],[@B30-sensors-19-05481],[@B31-sensors-19-05481],[@B32-sensors-19-05481],[@B33-sensors-19-05481]\], and brain cancer \[[@B34-sensors-19-05481],[@B35-sensors-19-05481],[@B36-sensors-19-05481]\], among others.

This imaging modality is mainly characterized by the curse of dimensionality, produced due to the high dimensionality of the data in contrast to the low number of available samples. This rich amount of data allows having more detailed information about the scene that is being captured. However, it also causes a large increase of the computing time required to process the data, containing normally redundant information \[[@B37-sensors-19-05481]\]. For this reason, it is necessary to employ processing algorithms able to reduce the dimensionality of the HS data without losing the relevant information. This dimensional reduction process consists in the transformation of the data, characterized by their high dimensionality, into a significant representation of such data in a reduced dimension \[[@B38-sensors-19-05481]\]. There are two main types of methods for dimensionality reduction: feature extraction \[[@B39-sensors-19-05481]\] and feature selection \[[@B40-sensors-19-05481]\]. Feature extraction algorithms are able to reduce, scale and rotate the original feature space of the HS data through a transformation matrix. This transformation optimizes a given criterion on the data so they can be formulated as a linear transformation that projects feature vectors on a transformed subspace defined by relevant directions. On the other hand, feature selection algorithms applied to HS images aim to find the optimal subset of bands in such images, performing several combinations of bands in a certain way until the best subset is found. This process reduces the dimensionality of the data by selecting the most discriminant bands of the dataset. Some of the most common algorithms for feature selection are optimization algorithms such as the Genetic Algorithm (GA) \[[@B41-sensors-19-05481]\], Particle Swarm Optimization (PSO) \[[@B42-sensors-19-05481]\], and Ant Colony Optimization (ACO) \[[@B43-sensors-19-05481]\], among the most relevant.

The main goal of this work is to evaluate different band selection algorithms in order to identify the minimum number of wavelengths to sample in HS images using a supervised classifier that are necessary to process in vivo human brain HS data. This wavelength reduction will allow an accurate delineation of brain tumors during surgical procedures, obtaining similar results to the classification performed by using the original number of wavelengths. In this sense, a straightforward Support Vector Machine (SVM) classifier has been used instead of other more advanced ones to avoid hiding the band selection procedure effects. The use of feature selection algorithms was motivated by the goal of providing insights about the relevant spectral regions for this task, offering the possibility of reducing the number of spectral bands that the HS sensor has to capture. This will lead to a reduction of the acquisition system size and costs, as well as an acceleration of the execution time required by the processing algorithms. In this sense, the use of customized snapshot HS cameras coupled with a surgical microscope, could be considered to capture real-time HS data during brain surgery. This type of cameras can capture HS video imaging but with a reduced number of spectral channels. The surgical microscopic-based HS system will be the future replacement of the current macroscopic HS capturing system based on push-broom HS cameras, which requires at least 1 min to capture the entire HS cube, employed in the intraoperative HS brain cancer detection research \[[@B35-sensors-19-05481]\]. Band reduction techniques will be crucial to allow real time acquisition using snapshot HS cameras.

2. Materials {#sec2-sensors-19-05481}
============

This section describes the HSI instrumentation used to generate the in vivo HS brain cancer image database, as well as the proposed band selection-based methodologies. In addition, the evaluation methodology and the metrics employed to validate the results are presented.

2.1. Intraoperative Hyperspectral (HS) Acqusition System {#sec2dot1-sensors-19-05481}
--------------------------------------------------------

In order to obtain the in vivo human brain cancer database, a customized intraoperative HS acquisition system was employed \[[@B35-sensors-19-05481]\]. The acquisition system was composed of a VNIR (visible and near infra-red) push-broom camera (Hyperspec^®^ VNIR A-Series, Headwall Photonics Inc., Fitchburg, MA, USA), providing HS images in the spectral range from 400 to 1000 nm. The HS cubes were formed by 826 spectral bands, having a spectral resolution of 2--3 nm and a spatial resolution of 128.7 µm. Due to the push-broom nature of the HS camera, the sensor is a 2-D detector with a dimension of 1004 × 826 pixels, capturing the complete spectral dimensions and one spatial dimension of the scene at once. For this reason, the system requires a scanning platform in order to shift the field of view of the camera relative to the scene that is going to be captured in order to obtain the second spatial dimension. Considering the employed scanning platform, the maximum size of the HS image is 1004 × 1787 pixels and 826 spectral bands, covering an area of 129 × 230 mm with a pixel size of 128.7 µm. Furthermore, a specific illumination system able to emit cold light in the spectral range between 400 and 2200 nm has been coupled to the system. A 150 W QTH (quartz tungsten halogen) source light is attached to a cold light emitter via fiber optic cable that avoids the high temperatures produced by the lamp in the exposed brain surface.

2.2. In Vivo Human Brain Cancer Database {#sec2dot2-sensors-19-05481}
----------------------------------------

The in vivo human brain cancer database employed in this study is composed by 26 HS images obtained from 16 adult patients. Patients underwent craniotomy for resection of intra-axial brain tumor or another type of brain surgery during clinical practice at the University Hospital Doctor Negrin at Las Palmas de Gran Canaria (Spain). Eleven HS images of exposed tumor tissue were captured from eight different patients diagnosed with grade IV glioblastoma (GBM) tumor. The remaining patients were affected by other types of tumors or underwent a craniotomy for stroke or epilepsy treatment. From these patients, only normal brain tissue samples were recorded and employed in this study. The tumor samples different from GBM were not included in this study. Moreover, in the GBM cases where the tumor area was not able to be captured in optimal conditions, mainly due to the presence of extravasated blood or surgical serum, these images were included in the database but no tumor samples were employed. Finally, only GBM tumor samples belonging to six HS images from four different patients were employed. Written informed consent was obtained from all participant subjects and the study protocol and consent procedures were approved by the Comité Ético de Investigación Clínica-Comité de Ética en la Investigación (CEIC/CEI) of the University Hospital Doctor Negrin.

The following protocol was performed to acquire the data during the surgical procedures. After craniotomy and resection of the dura, the operating surgeon initially identified the approximate location of the normal brain and tumor (if applicable). At that point, sterilized rubber ring markers were located on those places and the HS images were recorded with markers in situ. Next, the tissue inside the markers were resected, and histopathological examination was performed for the final diagnosis. Depending on the location of the tumor, images were acquired at various stages of the operation. In the cases with superficial tumors, some images were obtained immediately after the dura was removed. In the cases of deep-lying tumors, images were captured during the actual tumor resection. More details about this procedure can be found in \[[@B35-sensors-19-05481]\].

From the obtained HS cubes, a specific set of pixels was labeled using four different classes: tumor tissue, normal tissue, hypervascularized tissue (mainly blood vessels), and background. The background class involves other materials or substances presented in the surgical scenario but not relevant for the tumor resection procedure, such as skull bone, dura, skin or surgical materials. The labeling of the images was performed using a combination of pathology assessment and neurosurgical criteria using a semi-automatic tool based on the Spectral Angle Mapper (SAM) algorithm \[[@B44-sensors-19-05481]\]. In this procedure, the operating surgeon employed the semi-automatic labeling tool for a supervised selection of a reference pixel in the HS image where the neurosurgeon was very confident that it belonged to a certain class. Then, the SAM was computed in the entire image with respect to the reference pixel and a threshold was manually established to identify the pixels with the most similar spectral properties to the selected one. Tumor pixels were labeled according to the histopathological diagnosis obtained from the biopsies performed in a certain area (indicated by the rubber ring markers) during surgery. Normal, hypervascularized and background pixels were labeled according to the neurosurgeon experience and knowledge. During this supervised labeling procedure, special attention was paid to avoid the inclusion of pixels in more than one class. On average, 6% of the pixels where labeled from each HS cube available in the database.

It is worth noting that the non-uniformity of the brain tissue produced the presence of specular reflections in the HS image of the captured scene. As described in the previous section, the acquisition system was based on a push-broom HS camera, equipped with a high-power illumination device connected to a linear cold-light emitter, thus avoiding interference of the environment illumination in the capturing process. The incident light beam emitted over the brain surface only illuminates the line captured by the HS camera, and both the camera and the light beam were shifted to capture the entire HS cube. The use of the required powerful illumination together with the non-uniformity of the brain surface, the inherent movement of the exposed brain and the movement of the HS scanning platform make extremely difficult to avoid specular reflections in the HS image. This challenging problem has been investigated in many applications, especially in works related with the analysis of in vivo and ex vivo head and neck cancer samples through HSI \[[@B45-sensors-19-05481],[@B46-sensors-19-05481]\]. In our case, we excluded the use of these glare pixels for the quantitative processing of the HS data. During the supervised labeling procedure, glare pixels were avoided, i.e., glare pixels are not included in the labelled dataset. Hence, both the training and the quantitative classification of the data were not affected by the specular reflections. However, in the qualitative results based on classification maps where the entire HS cube is classified, the glare pixels were classified and we realized that such pixels were mostly identified as background. More information about the acquisition of the HS data and the generation of the labeled dataset can be found in \[[@B47-sensors-19-05481]\].

[Table 1](#sensors-19-05481-t001){ref-type="table"} shows the number of labeled samples per class employed in this work, while [Table S1 from the supplementary material](#app1-sensors-19-05481){ref-type="app"} details the patients and the number of samples per class and per image that were involved in the experiments according to the dataset published in \[[@B47-sensors-19-05481]\]. As previously mentioned, from the eight patients affected by GBM tumor, only tumor pixels from four patients were labeled. In total, six HS images were labeled with four classes and were employed as a test dataset. [Figure 1](#sensors-19-05481-f001){ref-type="fig"} shows the synthetic RGB (red green blue) images of the HS cubes with the tumor areas surrounded in yellow and the ground truth maps of each HS image employed for the test evaluation of the algorithms throughout a leave-one-patient-out cross-validation methodology. This cross-validation methodology was selected in order to perform an inter-patient validation and to avoid overfitting in the supervised classification model generation. Due to the low number of HS images with tumor pixels labeled, it was not possible to perform another evaluation approach based on training, validation and test data partition. In the ground truth maps the green, red, blue, and black pixels represents the normal, tumor, hypervascularized, and background labeled samples, respectively. The white pixels represent the pixels that have no class assigned, so it is not possible to perform a quantitative evaluation of such pixels. The classification of the entire HS cube is only evaluated in a qualitative way. The identification numbers of the test HS cubes correspond with those presented in \[[@B47-sensors-19-05481]\].

[Figure 2](#sensors-19-05481-f002){ref-type="fig"} shows the average and standard deviations of the spectral signatures available in both the original and the reduced training datasets. As can be seen, there are minimal differences in the average and standard deviation of the normal, tumor and hypervascularized classes while in the background class the differences are more noticeable. This is mainly produced due to this class involving several different materials that can be found in a neurosurgical scene, such as the skull bone, dura matter, gauzes with and without blood, plastic pins, etc. These materials have highly different spectral signatures which is evidenced by the high standard deviation obtained for this class.

From the point of view of the biological analysis, certain wavelength ranges have been associated to particular optical properties of cancer tissues \[[@B4-sensors-19-05481]\]. The major spectral contribution of hemoglobin (Hb) is found in the range between 450 and 600 nm \[[@B48-sensors-19-05481]\]. Particularly, deoxygenated Hb shows a single absorbance peak around 560 nm, while oxygenated Hb shows two equal absorbance peaks around 540 and 580 nm \[[@B49-sensors-19-05481]\]. On the other hand, the region of the NIR spectrum from 700 to 900 nm corresponds with the scattering dominant optical properties of biological tissues, mainly composed of fat, lipids, collagen, and water \[[@B50-sensors-19-05481]\]. Considering that the absorbance peaks are transformed to valleys in reflectance measurements, within the spectral signatures of the normal and tumor classes in [Figure 2](#sensors-19-05481-f002){ref-type="fig"}, these valleys in the range between 540 and 580 nm can be identified.

3. Methodology {#sec3-sensors-19-05481}
==============

The general methodology employed in this work to evaluate the results obtained was based on a SVM classifier \[[@B51-sensors-19-05481]\], following a data partition consisting on a leave-one-patient-out cross-validation. This method performs an inter-patient classification where the samples of an independent patient are used for the test, while the training group includes all the patients' samples except the ones to be tested. This process is repeated for each patient in the test database. The SVM classifier was selected in order to compare the results with previous published works \[[@B34-sensors-19-05481],[@B36-sensors-19-05481],[@B52-sensors-19-05481]\]. However, although in the previous works deep learning approaches were evaluated, in this preliminary study only the SVM-based approaches were evaluated and compared, mainly because of the limited sample size. The SVM implementation was performed in the MATLAB^®^ R2019a (The MathWorks, Inc., Natick, MA, USA) environment using the LIBSVM package developed by Chang et al. \[[@B53-sensors-19-05481]\]. Following this general methodology, three different processing frameworks have been proposed.

The first processing framework (*PF1*) performs a sampling interval analysis of the HS data (composed by 826 bands) in order to evaluate the reduction of the number of bands in the HS images by modifying the sampling interval of the HS camera, i.e., decimating the bands to be employed in the classification process at certain steps. This procedure is intended to reduce the redundant information in the data due to the high dimensionality, allowing also a decrease in the execution time of the classification algorithm. In addition, in this processing framework, a training dataset reduction algorithm based on the K-means clustering algorithm is proposed with the goal of reducing the number of samples in the training dataset. By employing this method, the most relevant information is employed to train the SVM classifier, balancing the training samples for each class of the dataset and drastically reducing the training execution time. This time reduction obtained in the sampling interval analysis and the training dataset reduction will be crucial in the next processing frameworks, where the analysis of different optimization algorithms is performed. The block diagram of the *PF1* is shown in [Figure 3](#sensors-19-05481-f003){ref-type="fig"}a.

The second processing framework (*PF2*) has the goal of evaluating the *GA* and *PSO* optimization algorithms as band selection methods. In this framework, the suitable solutions obtained in the *PF1* are used and specific evaluation metrics are employed to iteratively find the best solution. Finally, general evaluation metrics for classification tasks are employed to obtain the final results for each case. [Figure 3](#sensors-19-05481-f003){ref-type="fig"}b shows the block diagram of this processing framework.

The third processing framework (*PF3*) evaluates the use of the *ACO* algorithm to find the most relevant bands. This algorithm works in a different way than the *GA* and *PSO*. The *ACO* algorithm sorts the different bands according to their importance and correlation between them. Thus, the iterative procedure is not required. In [Figure 3](#sensors-19-05481-f003){ref-type="fig"}c, the block diagram of this process is shown.

In next sections, each one of these proposed processing frameworks are explained in detail. To improve the readability of the rest of the manuscript, a list of the acronyms of each proposed method that will be named in the results section is presented in [Appendix A](#app2-sensors-19-05481){ref-type="app"} in [Table A1](#sensors-19-05481-t0A1){ref-type="table"}.

3.1. Processing Framework 1 (PF1): Sampling Interval Analysis and Training Dataset Reduction {#sec3dot1-sensors-19-05481}
--------------------------------------------------------------------------------------------

The *PF1* ([Figure 3](#sensors-19-05481-f003){ref-type="fig"}a) aims to perform a sampling interval analysis of the HS raw data in order to reduce as much as possible the number of bands required to obtain accurate classification results, removing the redundant information provided by the high spectral resolution of the HS camera. In addition, in this processing framework a training dataset reduction algorithm is proposed with the goal of reducing the high training times of the SVM classifier. The best pre-processing chain obtained in this analysis, involving also the sampling interval selection, together with the optimal training dataset selection, will be employed in the next proposed processing frameworks.

### 3.1.1. Data Pre-Processing {#sec3dot1dot1-sensors-19-05481}

A pre-processing chain composed of three main steps was applied to the HS raw data in order to homogenize the spectral signatures of the dataset. The first stage in this chain is the radiometric calibration of the HS images, performed to avoid the interference of environmental illumination and the dark currents of the HS sensor. The raw data was calibrated using white and dark reference images following Equation (1), where $C_{i}$ is the calibrated image, $R_{i}$ is the raw image, and $W_{r}$ and $D_{r}$ are the white and dark reference images, respectively. The white reference image was captured from a material that reflects the 99% of the incoming radiation in the full spectral range considered in this work (Spectralon^®^ tile). This tile was placed at the same location where the patient's head will be placed during the surgery, thus taking into account the real light condition. On the other hand, the dark reference image was acquired by keeping the camera shutter closed. This calibration procedure ensures the consistence of data and the reproducibility of the results independent of the operating room where the system is used. $$C_{i} = 100 \cdot \frac{R_{i} - D_{r}}{W_{r} - D_{r}}$$

The second stage consists in the application of a noise filter in order to reduce the high spectral noise generated by the camera sensor using a smooth filter. Except for the first case of the sampling interval analysis, presented in the next section, the preprocessing applied involves an extreme band-removing step before the noise filter with the goal of eliminating the bands with high noise in the first and last bands of the HS data produced with the low performance of the sensor in these bands. After this procedure, the operating bandwidth of the HS data is between 440 and 902 nm. Finally, in the third stage, the spectral signatures are normalized between zero and one in order to homogenize reflectance levels in each pixel of the HS image produced by the non-uniform surface of the brain. Equation (2) shows this process, where the normalized pixel ($P\prime_{i})$ is computed by subtracting the minimum reflectance value in a certain pixel ($P_{min}$) by the reflectance value of such pixel in a certain wavelength ($P_{i}$) and dividing it by the difference between the maximum and minimum reflectance values ($P_{max} - P_{min})$. $$P\prime_{i} = \frac{P_{i} - P_{min}}{P_{max} - P_{min}}$$

### 3.1.2. Sampling Interval Analysis {#sec3dot1dot2-sensors-19-05481}

In order to simulate the use of different HS cameras where a different number of spectral bands are captured covering the same spectral rage, the following methodology was employed to vary the spectral sampling interval of the HS data. The main goal of this analysis is to reduce the number of bands employed for the classification in this particular application and, consequently, the HS camera size and cost, as well the computational effort.

The spectral sampling interval is the distance between adjacent sampling points in the spectrum or spectral bands. This spectral sampling interval is calculated by Equation (3), where $\lambda max - \lambda min$ is the difference between the maximum and minimum wavelength captured by the sensor, also named as the spectral range. The number of spectral bands have been reduced while the sampling interval increase in order to simulate diverse HS cameras that capture different number of bands. $$Sampling\ Interval\ \left( {nm} \right) = \frac{\lambda_{max} - \lambda_{min}}{number\ of\ bands}$$

[Table 2](#sensors-19-05481-t002){ref-type="table"} shows the different sampling interval values obtained for each number of spectral bands chosen. The original raw HS image captured by the sensor is composed by 826 bands, having 2--3 nm of spectral resolution and 0.73 nm of sampling interval. This HS camera covers the range between 400 and 1000 nm. In order to avoid the noise produced by the CCD (charge-coupled device) sensor in the extreme bands, they were removed, obtaining a final spectral range from 440 to 902 nm with 645 spectral bands and the same sampling interval. Using this HS cube as a reference, several sampling intervals were applied, reducing the number of bands and, in consequence, the size of the HS image. The original raw image size was higher than 1 GB and by reducing spectral bands from 826 to 8 the image size obtained was \~12 MB. These data were obtained from an average value of the HS test cubes, since the spatial dimension of each HS cube were different.

### 3.1.3. Training Dataset Reduction {#sec3dot1dot3-sensors-19-05481}

Supervised classifiers rely on the quality and amount of the labeled data to perform the training and create a generalized model to produce accurate results. However, in some cases, the labeled data can be unbalanced between the different classes and may contain redundant information, increasing the execution time of the training process and even worsening the performance of the classification results. Taking into account that the optimization algorithms used in this work have to perform an iterative training of the classifier in order to find the most relevant wavelengths for obtaining an accurate classification, it is beneficial to accelerate the training process.

The methodology proposed in this section for optimizing the training dataset is based on the use of K-Means unsupervised clustering \[[@B54-sensors-19-05481]\]. [Figure 4](#sensors-19-05481-f004){ref-type="fig"} shows the block diagram of the proposed approach for reducing the training dataset. In this approach, the training dataset is separated in four groups that correspond with the different classes available in the labeled dataset: normal, tumor, hypervascularized and background. The total number of samples available in the entire dataset is 269,676 pixels, corresponding to 101,706 normal pixels, 11,054 tumor pixels, 38,784 hypervascularized pixels, and 118,132 background pixels (see [Table 1](#sensors-19-05481-t001){ref-type="table"}). The K-Means clustering is applied independently to each group of labeled pixels in order to obtain 100 different clusters (K = 100) per group (400 clusters in total). Hence, 100 centroids that correspond to a certain class are obtained. In order to reduce the original training dataset, such centroids are employed to identify the most representative pixels of each class by using the SAM algorithm \[[@B44-sensors-19-05481]\]. For each centroid, only the 10 most similar pixels are selected, having a total of 1000 pixels per class (100 centroids × 10 pixels). Thus, the reduced dataset is intended to avoid the inclusion of redundant information in the training of the supervised classifier. At the end, the reduced training dataset will be composed of 4000 pixels (after applying the K-Means four times independently) being the most representative pixels of the original dataset and obtaining a balanced dataset among the different classes. It is worth noticing that this procedure is executed within the leave-one-patient-out cross-validation methodology. Thus, the labeled pixels of the current test patient will not be included in the original dataset employed for the reduction process.

3.2. PF2: Band Selection Using Genetic Algorithm (GA) and Particle Swarm Optimization (PSO) {#sec3dot2-sensors-19-05481}
-------------------------------------------------------------------------------------------

In this processing framework ([Figure 3](#sensors-19-05481-f003){ref-type="fig"}b), the use of the *GA* and *PSO* for the selection of the most representative wavelengths of the HS data for this particular application is proposed. The optimization algorithms are aimed to find the best combination of elements from an initial set of available elements. Normally, these algorithms are focused on reaching the global minimum of the function to be analyzed. The reduced training labeled dataset evaluated in *PF1* was employed to reduce the extremely high execution time of the SVM training procedure, due to the iterative nature of the optimization algorithms. The procedure is as follows. First, the training data are employed in the optimization algorithm, where the initial bands to be used for the classification are randomly selected. After this band selection procedure, a classification model is generated and evaluated with the test dataset, obtaining a classification result that is assessed using three custom metrics independently (*OA~Penalized~, FoM* and *FoM~Penalized~*). These metrics will be explained in detail later on in [Section 3.5](#sec3dot5-sensors-19-05481){ref-type="sec"}. After computing one of the custom metrics, its value is stored and then the procedure is iteratively executed using other bands selected by the optimization algorithm. The algorithm is executed until performs all possible combinations, returning the best metric value, or when after a high number of iterations, the metric value remains constant. Once the algorithm finishes its execution, it returns the identification of the optimal bands to obtain the best classification result.

### 3.2.1. Genetic Algorithm (GA) {#sec3dot2dot1-sensors-19-05481}

The *GA* is an optimization algorithm that mimics the process of natural selection \[[@B41-sensors-19-05481]\]. *GA* tries to find the optimal solution (usually the global minimum) of the function to be studied. The main advantage of this algorithm is its great ability to work with a large number of variables \[[@B55-sensors-19-05481],[@B56-sensors-19-05481]\]. The objective of this algorithm is to optimize a series of parameters (called genes) that will then be concatenated with each other, when necessary, to provide the best results (called chromosomes). In order to find these most important parameters, it is necessary to generate populations in a random manner, whose size is chosen by the user. This population allows the performance of the algorithm to be improved. Once these parameters are defined, the *GA* must perform the following steps:(1)**Initialization**: In this step, the selection of the population is performed in a random way.(2)**Evaluation**: The goal is to study the results obtained from the initial population (*parents*) and each of the descendant generations (*children*).(3)**Selection**: This point is responsible for keeping the best result obtained during the evaluation process.(4)**Recombination**: In this step, the combination of the different initial contributions (*parents*) for the creation of better solutions (*children*) is performed. This crossing is performed by dividing the populations in two (or more) parts and exchanging part of those populations with each other.(5)**Mutation**: This technique is performed in the same way as in the recombination step. However, instead of exchanging parts of the populations among themselves, a single value of each of the populations is modified.(6)**Replacement**: After performing the recombination and mutation steps, these generations (*children*) replace the initial populations (*parents*).

Steps 2 to 6 are repeated as many times as necessary until the best solution is found \[[@B41-sensors-19-05481]\].

### 3.2.2. Particle Swarm Optimization (PSO) Algorithm {#sec3dot2dot2-sensors-19-05481}

The PSO algorithm is a stochastic technique based on the behavior of bee swarms \[[@B42-sensors-19-05481]\]. This algorithm exhibits great effectiveness in multidimensional optimization problems. This methodology is based on the survival of some living beings (specifically the bees). As well as the genetic algorithm, PSO is initialized with a random initial population. However, in this case, each possible solution, known as a particle, has also been assigned a random velocity \[[@B42-sensors-19-05481]\]. Each particle updates and stores the best position found so far (pbest) and also stores and updates the best position of the rest of the swarm (gbest). To represent the velocity update, the algorithm uses Equation (4), where $v_{i}$ is the velocity vector, $x_{i}$ is the position vector, $\alpha$ is the weight of the particle that controls the recognition of the place, $c_{1}$ and $c_{2}$ are the acceleration constants of the particles (usually take a value of 2 by default), and $rand$ is a random number between 0 and 1. $$v_{i}\left( {t + 1} \right) = \alpha v_{i} + c_{1} \cdot rand \cdot \left( {pbest\left( t \right) - x_{i}\left( t \right)} \right) + c_{2} \cdot rand \cdot \left( {gbest\left( t \right) - x_{i}\left( t \right)} \right)$$

Once the parameters that conform the algorithm are obtained, the swarm is generated by means of the following steps:(1)**Initialization**: This step initializes a random population with different positions and velocities.(2)**Selection**: In this step, each particle evaluates the best location found and the best position found by the rest of the swarm.(3)**Evaluation**: Here, a comparison of all the results and selection of the *pbest* is performed. The same process is applied to find the best *gbest*.(4)**Replacement**: In this last step, the new results replace the initial population and the process is repeated up to a maximum number of generations established by the user or until the solution converges.

3.3. PF3: Band Selection Using Ant Colony Optimization (ACO) {#sec3dot3-sensors-19-05481}
------------------------------------------------------------

The *PF3* ([Figure 3](#sensors-19-05481-f003){ref-type="fig"}c) has the goal of selecting the optimal bands employing directly the *ACO* algorithm to the train dataset. In this case, the algorithm restructures the spectral bands of the HS data in order to allocate the most relevant bands, based on endmember extraction \[[@B57-sensors-19-05481]\] (selection of pure spectra signature of the different materials) in the first positions and the least important ones at the end. After this band reorganizing procedure, a classification model was generated with the SVM classifier and evaluated with the standard evaluation metrics (accuracy, sensitivity and specificity). This process was generated five times, evaluating the 20, 40, 60, 80 and 100 most relevant bands obtained with the *ACO* algorithm.

### Ant Colony Optimization (ACO) Algorithm

The *ACO* algorithm is based on a metaheuristic procedure, which aims to obtain acceptable solutions in problems of combinatorial optimizations in a reasonable computational time \[[@B43-sensors-19-05481]\]. As the name suggests, this algorithm is based on the composition of the ant colonies. The ants, when searching for food, separate and begin to make trips in a random way. Once an ant gathers food, while carrying the food to the nest, it expels pheromones along the way. Depending on the quality or quantity of the food found, the amount of pheromones will vary. On the other hand, the evaporation of the pheromones causes the pheromones to disappear, so that, if these routes are not reinforced, they end up disappearing. This process is repeated until the best possible route is found.

Taking into account this selection process, the algorithm is characterized by having a main component, the *pheromone* model. This model is a parameterized probabilistic model, which consists of a vector of parameters that indicates the trajectory followed by *pheromones*. These values are updated until the minimum value of the problem is reached.

3.4. Coincident Bands Evaluation Methodology {#sec3dot4-sensors-19-05481}
--------------------------------------------

When the optimization algorithms employed in *PF2* and *PF3* selected the bands, different bands were identified for each test image. Thus, the six HS test images were evaluated employing the same selected bands, i.e., using the coincident and non-coincident selected bands in each test image obtained in the leave-one-patient-out cross-validation for the SVM training and classification. The procedure was as follows:**First level (*L1*):** the coincident and non-coincident bands from all the test images were used to generate and evaluate the results.**Second level (*L2*):** the coincident bands repeated in at least two test images were used to generate and evaluate the results.**Third level (*L3***): the coincident bands repeated in at least three test images were used to generate and evaluate the results.

This process was repeated until reaching the possible six coincidences. However, in our case, a maximum of three levels of coincidence were obtained.

3.5. Evaluation Metrics {#sec3dot5-sensors-19-05481}
-----------------------

The validation of the proposed algorithm was performed using inter-patient classification, following a leave-one-patient-out cross-validation. Overall accuracy (OA), sensitivity and specificity metrics were calculated to measure the performance of the different approaches. OA is defined by Equation (5), where TP is true positives, TN is true negatives, P is positives, and N is negatives. Sensitivity and specificity are defined in Equations (6) and (7), respectively, where FN is false negatives, and FP is false positives. In addition, the Matthews correlation coefficient (MCC) was employed to evaluate the different approaches (Equation (8)). This metric is mainly used to analyze classifiers that work with unbalanced data, which computes the correlation coefficient between the observed and the predicted values \[[@B58-sensors-19-05481]\]. MCC has a value range between \[−1, 1\], where −1 represents a completely wrong prediction and 1 indicates a completely correct prediction. For comparison purposes with other metrics presented in this work, the MCC metric has been normalized within the \[0, 1\] range applying Equation (9). $$OA = \frac{TP + TN}{P + N}$$ $$Sensitivity = \frac{TP}{TP + FN}$$ $$OA = \frac{TP + TN}{P + N}$$ $$MCC = \frac{TP \cdot TN - FP \cdot FN}{\sqrt{\left( {TP + FP} \right) \cdot \left( {TP + FN} \right) \cdot \left( {TN + FP} \right) \cdot \left( {TN + FN} \right)}}$$ $$MCC\prime = \frac{MCC + 1}{2}$$

Classification maps are another evaluation metric commonly used in HSI. This evaluation metric allows users to visually identify where each of the different classes are located. This metric is employed to visually evaluate the classification results obtained when the entire HS cube is processed, including labeled and non-labeled pixels. After performing the classification of the HS cube, a certain color is assigned to each class. This process allows mainly evaluating the results obtained in the prediction of non-labeled pixels. The colors that are represented in the classification map are the following: green was assigned to the first class (healthy tissue); red was assigned the second class (tumor tissue); blue was assigned to the third class (hypervascularized tissue); and black was assigned to the fourth class (background).

In addition to the standard OA, an additional metric has been proposed for the identification of the best results obtained with the optimization algorithms but taking into account also the number of selected bands. This $OA_{Penalized}$ is based on the OA presented in Equation (5) but including a penalty in the case that a high number of bands is used. Equation (10) presents the mathematical expression to compute this $OA_{Penalized}$, where $\lambda$ is the number of bands selected by the algorithm and $\lambda_{max}$ is the total number of bands in the original dataset.

The specific Figure of Merit (*FoM*) employed to obtain the most relevant bands with the optimization algorithms in the *PF2* has the goal of finding the most balanced accuracy results for each class, as observed in Equation (12), where $n$ is the number of classes, $i$ and $j$ are the indexes of the classes that are being calculated. The mathematical expression of the $ACC_{perClass}$ in a multiclass classification is obtained by dividing the total number of successful results ($TP$) for a particular class by the total population of this class ($TP + FN$). This expression is equal to the sensitivity of a certain class in a multiclass classification problem. Equation (11) shows the mathematical expression of the $ACC_{perClass}$.

In addition to the previously presented *FoM*, another metric has been proposed for the identification of the best results obtained with the optimization algorithms but taking into account also the number of selected bands. This $FoM_{Penalized}$ is based on the $FoM$ presented in Equation (12) but including a penalty in the case that a high number of bands is used. Equation (13) presents the mathematical expression to compute this $FoM_{Penalization}$, where $\lambda$ is the number of bands selected by the algorithm and $\lambda_{max}$ is the total number of bands in the original dataset. $$OA_{Penalized} = 1 - \frac{OA}{1 + \frac{\lambda}{\lambda_{max}}}$$ $$ACC_{perClass} = \frac{TP}{TP + FN}$$ $$FoM = \frac{1}{2} \cdot \left( {\sum\limits_{\substack{i,j \\ i < j}}^{n}\frac{ACC_{i} + ACC_{j}}{\left| {ACC_{i} - ACC_{j}} \right| + 1}} \right) \cdot \begin{pmatrix}
n \\
2 \\
\end{pmatrix}^{- 1}$$ $$FoM_{Penalized} = 1 - \frac{FoM}{1 + \frac{\lambda}{\lambda_{max}}}$$

4. Experimental Results and Discussion {#sec4-sensors-19-05481}
======================================

This section will present the results obtained in the three proposed processing frameworks, as well as the overall discussion of the results. [Table A1](#sensors-19-05481-t0A1){ref-type="table"} in the [Appendix A](#app2-sensors-19-05481){ref-type="app"} shows the acronym list of each proposed method named in the next sections in order to help the reader to follow the experimental results explanation.

4.1. Sampling Interval Analysis (PF1) {#sec4dot1-sensors-19-05481}
-------------------------------------

The *PF1* has the goal of performing a comparison between the use of different numbers of spectral bands in the HS database, modifying the sampling interval of the spectral data in order to simulate the use of different HS cameras and reducing the size of the database. This will lead to a reduction of the execution time of the processing algorithm. In addition, as shown in [Figure 3](#sensors-19-05481-f003){ref-type="fig"}a, the *PF1* was evaluated using two different training datasets for the SVM model generation: the original and the reduced training dataset.

[Figure 5](#sensors-19-05481-f005){ref-type="fig"}a shows the classification results obtained for each sampling interval (different number of bands), training the SVM algorithm with the original dataset, while [Figure 5](#sensors-19-05481-f005){ref-type="fig"}b shows the results using the reduced training dataset. It can be observed in both figures that the overall accuracy of the classifier decreases as the number of bands is reduced. However, the sensitivity values for each class are quite similar from 826 to 64 bands. When the number of bands is lower than 64, the sensitivity values drop drastically. Respect to the standard deviation, the behavior obtained in both datasets are similar. It can be observed that for the OA, normal sensitivity and hypervascularized sensitivity, the results remain stable as the number of bands are reduced. In the case of tumor sensitivity, the standard deviation is higher than in the other cases. This behavior is caused by one of the HS test images (*P020-01*) presenting problems in the classification and not being able to correctly identify any of the tumor pixels. In the background class, as the number of bands decrease, the standard deviation increases. On the other hand, as it can be seen in [Figure S1 of the supplementary material](#app1-sensors-19-05481){ref-type="app"}, the specificity results are very similar in both cases being higher than 80% in general. In addition, [Figure S2 of the supplementary material](#app1-sensors-19-05481){ref-type="app"} shows the results of the normalized MCC metric for the original and reduced training datasets, which takes into account the unbalance of the test labeled dataset. As can be seen, the obtained results in all the classes are similar except for the tumor tissue class, which improve an average of \~5% when the reduced training dataset is employed.

[Figure 5](#sensors-19-05481-f005){ref-type="fig"}c shows the differences in the results between the reduced and original training dataset. As it can be seen, the reduced dataset provides better accuracy results in the tumor class respect to the original dataset, reaching an average increment of \~20%. Since the main goal of this work is to accurately identify the tumor pixels, this increment provides a significant improvement on this goal. It is worth noticing that the test dataset was not reduced in the number of samples, only the training dataset was reduced.

On the other hand, the image size is directly related to the execution time of the processing algorithm. [Figure 6](#sensors-19-05481-f006){ref-type="fig"}a shows the execution time of the SVM training and classification processes computed by using the MATLAB^®^ programming environment together with the LIBSVM package. This figure presents the execution time results (expressed in minutes) for both training schemes (original training dataset, and reduced training dataset). The times depicted in such a table include both the time required to train the model for one leave-one-patient-out cross-validation iteration, and the time needed to classify the correspondent patient data. In order to compare the results, a logarithmic scale was used. On one side, as the number of bands decreases, the execution time also decreases, being practically stable from 128 to 8 bands in both cases. On the other side, it is clear that the use of the reduced training dataset offers a significant execution time reduction. For example, using 826 bands, the execution time for the original training dataset is \~778 min, while for the reduced dataset it is \~16 min, obtaining a speedup factor of \~48×. Taking this into account, the reduced training dataset was selected for the next experiments.

In order to select a good trade-off sampling interval, which provides a reduction on the execution time of the algorithm while keeping high discrimination, a relation between these two metrics was performed. [Figure 6](#sensors-19-05481-f006){ref-type="fig"}b shows the relation between the accuracy and the inverse normalized execution time depending on the number of bands employed in the HS dataset, ranging from 826 to 8 bands. The analysis of the overall accuracy shows that when all the bands are used the overall accuracy is high, but the execution time is also very high. However, when only a few bands are used the overall accuracy decreases more than 20%, but the execution time is quite low. In this sense, the suitable range that provides a good compromise between the execution time and the overall accuracy is found between the 214 and 128 bands (dashed red lines in [Figure 6](#sensors-19-05481-f006){ref-type="fig"}b). In this range, the accuracy results are stabilized in the value of 80% and the execution times are acceptable. For this reason, the number of bands selected to conform the HS dataset in the next experiments was 128 (lowest number of bands with the same overall accuracy), involving a sampling interval of 3.61 nm.

The use of the reduced training dataset together with the selection of 128 spectral bands will ensure that we reduce the execution time (mainly in the SVM training process), allowing us to perform the band selection using the optimization algorithms in the next processing framework (PF2). This will avoid large processing times during the huge number of iterations required by the optimization algorithms until reaching the optimal solution.

4.2. Band Selection Using Optimization Algorithms (PF2 and PF3) {#sec4dot2-sensors-19-05481}
---------------------------------------------------------------

The *PF2* and *PF3* aim to use optimization algorithms in order to find the most relevant bands able to perform an accurate classification of the brain tumors, using the lower possible number of features. The evaluation of both processing frameworks was performed using the reduced training dataset, and a data partition scheme following a leave-one-patient-out cross-validation to create the SVM model and evaluate the results (see [Figure 3](#sensors-19-05481-f003){ref-type="fig"}b,c). In these processing frameworks, the six test HS images were evaluated with different optimization algorithms to find out which offers the best results. In addition, in case of *GA* and *PSO* algorithms (PF2), two different metrics were employed to evaluate the selected bands: $OA_{Penalized}$ (OA_P) and $FoM_{Penalized}$ (FoM_P). In summary, the band selection techniques evaluated were: *GA* using $OA_{Penalized}$ (PF2-GA-OA_P); *PSO* using $OA_{Penalized}$ (PF2-PSO-OA_P); *GA* using $FoM_{Penalized}$ (PF2-GA-FoM_P); *PSO* using $FoM_{Penalized}$ (PF2-PSO-FoM_P) and *ACO* using 60 bands (PF3-ACO-60). Furthermore, all the results were compared with the reference values obtained with the *PF1* using 128 bands (PF1-128).

[Figure 7](#sensors-19-05481-f007){ref-type="fig"} shows the boxplot results of the OA and the normal, tumor and hypervascularized tissue sensibilities obtained after the evaluation of the *GA*, *PSO* and *ACO* algorithms. The *ACO* algorithm was evaluated selecting different numbers of bands (20, 40, 60, 80 and 100), but only the results obtained with 60 bands have been reported because they were found to be the most competitive ones. [Figures S3 and S4 in the supplementary material](#app1-sensors-19-05481){ref-type="app"} present the detailed results obtained with the *ACO* algorithm. [Figure 7](#sensors-19-05481-f007){ref-type="fig"}a shows the OA results of all the techniques, where it should be noted that the median values are around 80%, offering the PF2-GA-OA_P the best result. However, the results obtained in the tumor sensitivity boxplot ([Figure 7](#sensors-19-05481-f007){ref-type="fig"}b) shows that the technique that uses the *GA* algorithm with the $FoM_{Penalized}$ metric (PF2-GA-FoM_P) provides the best results, achieving a tumor sensitivity median of \~79%. This represents an increment of \~21% with respect to the PF2-GA-OA_P method. On the other hand, in [Figure 7](#sensors-19-05481-f007){ref-type="fig"}c, it can be seen that the results of the normal tissue sensitivity are similar in both cases (PF2-GA-OA_P and PF2-GA-FoM_P), with a median value of 89% and 90%, respectively. The same behavior can be observed in the hypervascularized tissue sensitivity results ([Figure 7](#sensors-19-05481-f007){ref-type="fig"}d). As can be observed in [Figure 8](#sensors-19-05481-f008){ref-type="fig"}, the MCC metric, which takes into account the unbalance of the test labeled dataset, shows the same behavior as the other metrics. Thus, the PF2-GA-FoM_P is the method that provides on average the best results. This is especially highlighted in the tumor class results.

[Figure 9](#sensors-19-05481-f009){ref-type="fig"} illustrates the qualitative results represented in the classification maps obtained for each method. These maps allow visualization of the identification of the different structures for each class found in the complete HS cube, i.e., it is possible to visually evaluate the results obtained in the non-labeled pixels of the HS test cubes. In addition, this figure indicates the number of bands selected with each method for each HS test cube. [Figure 9](#sensors-19-05481-f009){ref-type="fig"}a shows the synthetic RGB images for each HS test cube, indicating the location of the tumor area surrounded by a yellow line, while [Figure 9](#sensors-19-05481-f009){ref-type="fig"}b shows the classification results obtained with the reference method (PF1-128).

Considering these images as reference, it is observed that the results in all cases are very similar. Nonetheless, when analyzing the images one-by-one, in the case of the first image, *P008-01*, it is observed that using either PF2-PSO-OA_P ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}d) or PF3-ACO-60 ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}g) the results are more accurate with fewer false positives. The best case that visualizes the *P008-02* image is the PF2-GA-FoM_P ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}e), since it is observed a higher number of tumor pixels in the area of the tumor. As for the *P012-01*, all the techniques visualize the tumor area correctly, but the PF1-128 ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}b) is the one that shows fewer false positives pixels. In the case of *P012-02*, the best technique is the PF2-GA-FoM_P ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}e) due to it shows less false positive pixels. With respect to the *P015-01* image, it is observed that using PF2-GA-OA_P ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}d) and PF2-GA-FoM_P ([Figure 9](#sensors-19-05481-f009){ref-type="fig"}e) the tumor area is clearly identified, although they have a small group of false positives in the upper left image due to some extravasated blood out of the parenchymal area. Finally, image *P020-01* offers practically the same result in all cases without a successful identification of the tumor area, even in the reference results. Regarding the number of bands selected to perform the classification, the PF2-GA-OA_P and PF2-GA-FoM_P are the methods that achieved the less number of bands for each HS test image, being lower than 18 bands in all the cases.

After conducting a thorough analysis of the results obtained, it was observed that the best technique, which provided the best balance between qualitative and quantitative results, is the PF2-GA-FoM_P. Quantitatively, the GA-FoM_P provided the best average OA value of 78% (improving \~4% with respect to the reference results with 128 bands) and the best median tumor sensitivity value of 79%, which represents an increment of \~21% with respect to the best solution provided with the other optimization approaches. Moreover, the GA-FoM_P increases the tumor sensitivity value in 30% with respect to the reference results.

4.3. Coincident Bands Evaluation of the GA Algorithm with Figure of Merit (FoM~Penalized~) {#sec4dot3-sensors-19-05481}
------------------------------------------------------------------------------------------

Taking into account the decision made in the previous section, the next step is the evaluation of the HS test images using the coincident bands in order to generate a general SVM model that can provide accurate results for all the HS test images. In this sense, the *PF2* using the *GA* algorithm and the $FoM_{Penalized}$ metric was evaluated by using the coincident and non-coincident bands selected during the cross-validation method over the six HS test images.

The procedure followed for this evaluation consists of three levels. The index $i$, in $Li$, indicates the number of HS test images where the bands are common between all the test set. [Figure 10](#sensors-19-05481-f010){ref-type="fig"} identifies the bands that were selected by the PF2-GA-FoM_P for each HS test image and the coincident bands between them. The number of bands for *L1*, *L2* and *L3* are 48, 22 and 2, respectively.

[Table 3](#sensors-19-05481-t003){ref-type="table"} shows the quantitative results obtained for the evaluation of the different levels. These results are the average and standard deviation of the six HS test images. In terms of OA, it is observed that the best result was obtained in *L1*, with 77.9%, followed closely by *L2* with 77.0%. However, *L3* worsens notably the results, achieving only 54%, mainly because of the low number of bands employed for the generation of the SVM model. With respect to the sensitivity results, *L1* and *L2* remain practically the same for all classes, being *L2* more accurate in the tumor tissue class. Nevertheless, *L3* worsens, especially in the normal and hypervascularized tissue classes. Regarding the specificity, it follows the same trend as in sensitivity, having *L1* and *L2* similar results and *L3* bears off from these results in the normal and tumor tissue classes.

On the other hand, [Figure 11](#sensors-19-05481-f011){ref-type="fig"} shows the qualitative results of each HS test image for the different levels, indicating below each classification map the number of bands employed to generate the classification model. [Figure 11](#sensors-19-05481-f011){ref-type="fig"}a shows the synthetic RGB images of each HS test image where the tumor area has been surrounded by a yellow line. [Figure 11](#sensors-19-05481-f011){ref-type="fig"}b shows the reference results obtained without applying the optimization methodology, so the 128 bands were employed. [Figure 11](#sensors-19-05481-f011){ref-type="fig"}c presents the classification results generated using the best methodology (PF2-GA-FoM_P) selected in the previous section, and employing the specific wavelengths obtained for each HS test image independently. [Figure 11](#sensors-19-05481-f011){ref-type="fig"}d--f show the classification results obtained using the *L1*, *L2*, and *L3* levels, respectively. In these results it is observed that *L3* ([Figure 11](#sensors-19-05481-f011){ref-type="fig"}f) provides several false positives in all the classes. For example, in the *P012-01* and *P012-02* images, a large number of tumor pixels (left side of the image) are presented in the normal tissue parenchymal area that are out of the surrounded yellow line presented in [Figure 11](#sensors-19-05481-f011){ref-type="fig"}a. Regarding *L1* ([Figure 11](#sensors-19-05481-f011){ref-type="fig"}d) and *L2* ([Figure 11](#sensors-19-05481-f011){ref-type="fig"}e), the results are very similar between them, with the only difference in the *P012-01* image which shows more false positive pixels in the tumor class in *L2* than in *L1*. Both quantitative and qualitative results obtained in *L3* show that the two selected wavelengths are not representative enough to generalize a classification model that offers accurate results for all the HS test images compared to *L1* and *L2*. By contrast, it is worth noticing that the results obtained in *L1* using only 48 bands are very similar and even better in some cases with respect to the results obtained with the reference method employing 128 bands ([Figure 11](#sensors-19-05481-f011){ref-type="fig"}b).

Taking into account the quantitative and qualitative results obtained in these experiments, it has been concluded that the *L1* method provides the best accuracy results using only 48 bands. These selected bands represent the following spectral ranges: 440.5--465.96 nm, 498.71--509.62 nm, 556.91--575.1 nm, 593.29--615.12 nm, 636.94--666.05 nm, 698.79--731.53 nm and 884.32--902.51 nm. [Figure 12](#sensors-19-05481-f012){ref-type="fig"} graphically represents the identification of the selected bands over an example of tumor, normal and hypervascularized spectral signatures. In addition, [Table S2 of the supplementary material](#app1-sensors-19-05481){ref-type="app"} details the specific 48 wavelengths selected.

5. Conclusions {#sec5-sensors-19-05481}
==============

Hyperspectral images are able to capture a large number of spectral bands per pixel, conforming the so-called spectral signature. This type of images has high amount of information acquired by the sensors. Depending on the HS camera type, the HS images can be composed of thousands of spectral channels (involving large sizes in the range of gigabytes) and their processing requires high-performance computing in order to reduce the processing time as much as possible. In addition, the number of bands captured by the sensor normally implies different camera sizes and different acquisition methodologies, which in some cases are difficult to employ in certain applications. Thus, the large amount of data is one of the main challenges of HSI.

The work presented in this paper had the goal of analyzing the use of different sampling intervals to reduce the number of bands employed in the HS data. This led to accurate classification results with a reduced processing time being obtained and a possible future use for a reduced-size HS camera. Furthermore, a methodology to optimize the training dataset, employed to generate the SVM model, was proposed. This methodology offered a reduced training processing time and even achieved more accurate classification results due to the redundant information elimination and noise reduction. The reduced processing time for training is extremely important in the next steps of the work, aiming to evaluate different optimization algorithms (*GA*, *PSO* and *ACO*) for the selection of the most relevant bands in the delineation and identification of brain tumors.

The employed VNIR HS database was composed of 26 HS images of the in vivo human brain obtained during neurosurgical procedures. For each image, a certain number of pixels were labeled by the experts in four different classes (normal tissue, tumor tissue, hypervascularized tissue and background) in order to create a labeled dataset that was employed to generate and evaluate a SVM classification model. A leave-one-patient-out cross-validation methodology was followed using 6 HS test images of exposed brain from four different patients affected by GBM tumors pathologically confirmed.

Different processing frameworks were defined during the development of this work. The *PF1* demonstrated that the use of a sampling interval of 3.61 nm (128 bands, \~200 MB) instead of 0.73 nm (826 bands, \~1300 MB), together with the employment of the reduced training dataset (4000 pixels vs. \~200,000 pixels), provides quite an excellent compromise between the execution time and the accuracy of the results. Specifically, the speedup factor achieved in the execution time employing the reduced training dataset was \~48× with respect to the reference results (826 bands). Taking into account these results, the next step had the goal of identifying the most representative bands for each HS test image with different optimization algorithms (*PF2* and *PF3*). The results obtained showed that the GA provided the most accurate and balanced results in terms of sensitivity between all the classes using the proposed evaluation metric (*FoM~Penalized~*), increasing the median tumor sensitivity by \~21% with respect to the second best approach and by \~30% with respect to the reference results obtained with 128 bands. After identifying the most relevant bands for each HS test image, the coincident and non-coincident bands were evaluated. The quantitative and qualitative results showed that the selected bands (48 in total that involved the coincident and non-coincident bands) offered similar and even better results in some cases than the reference results obtained with 128 bands. Therefore, for this particular brain cancer detection application, the most relevant spectral ranges identified were: 440.5--465.96 nm, 498.71--509.62 nm, 556.91--575.1 nm, 593.29--615.12 nm, 636.94--666.05 nm, 698.79--731.53 nm and 884.32--902.51 nm.

Although this preliminary study achieved a reduction of the information captured by the HS sensor within the spectral range between 400 to 1000 nm, the rationale of this experiment was to try to identify the most relevant wavelengths and provide an accurate differentiation of the tissue types and materials presented in a neurosurgical scene. As has been demonstrated in this work, the use of the entire number of spectral bands captured by the HS sensor (826) is unnecessary to achieve an accurate classification. Furthermore, the proposed reduction in the number of bands can remove spurious spectral information that produces misclassifications between the different classes, especially between the tumor class and the other classes. As has been presented in the quantitative and qualitative results, no loss of detail is obtained within the proposed methodology.

Due to the challenges of obtaining good-quality HS data during surgical procedures, especially in brain surgery, using the intraoperative macroscopic HS acquisition system based on push-broom HS cameras, the number of patients currently included in the HS brain cancer database is not high enough to state that the proposed method is robust and general. The work presented in this paper is a preliminary study where we demonstrate, as a proof-of-concept, that using a reduced number of wavelengths the accuracy of the results remains constant with respect to the employment of the original number of wavelengths. Future works will be focused in the inclusion of more patients in the training and test datasets in order to validate the spectral ranges preliminarily identified in this study as the most relevant for this application. The use of animal studies with a large number of subjects could be considered as a complement to strongly validate the proposed methodology. In addition, the use of an improved methodology to select the final coincident and non-coincident bands with the goal of reducing as much as possible the number of bands, preserving the accuracy of the results, will be explored.

Further experiments will be carried out to improve the classification results achieved with the reduced number of bands by including the spatial information in conjunction with the spectral information. The inclusion of the spatial relationship among pixels could lead to a reduction of the false positives/negatives in the classification results, achieving better delineation of the tumor areas. Nevertheless, the inclusion of the spatial information is out of the scope of this research, where we are targeting identification of the most relevant spectral features, which will allow a cost reduction in the instrumentation and in the time required to train a classifier. Moreover, future works will explore the use of deep learning approaches to improve the classification results using more data but with a reduced number of bands to evaluate if deep-learning methods outperform traditional SVM-based approaches when the number of spectral bands is extremely reduced.

In this preliminary study, the evaluation of the tumor margin delineation provided by the proposed algorithm was performed through visual inspection of the classification results by the operating surgeon, due to the impossibility of performing a pathological assessment of the entire brain tissue sample. This limitation should be addressed in future studies in order to confirm the validity of the results. A possible approach for this validation could be performing several biopsies, during the surgical procedure, in different points of the tumor area (especially in the margins) that will be intraoperatively identified by the system. Then, the histopathological analysis of such samples will be carried out in order to confirm the accuracy of the results obtained by the classification algorithm. In addition, further experiments should be accomplished in controlled environments with the goal of establishing a correlation between the selected wavelengths and the biological properties of the tissue, especially the contributions of hemoglobin and water for the tissue-type differentiation. Moreover, a preliminary segmentation of the parenchymal area and an accurate identification of the blood vessels' map of the exposed brain, performed before classification, could improve the results in the discrimination of the normal and tumor tissues using a binary classifier specifically trained to identify the relevant biological differences between these two tissue types.

The methodologies proposed in this preliminary study could be extrapolated to intraoperatively analyze other types of cancers in other organs using HSI. Several studies have been performed in the literature to analyze the use of HSI for cancer detection in different tissue types \[[@B4-sensors-19-05481]\]. In this sense, the use of the proposed methodology could be applied to these databases in order to find the most relevant wavelengths for each particular application.

Finally, the results obtained with the proposed methodology based on the GA optimization (PF2-GA-FoM_P in *L1*) demonstrated that using only 48 bands, the quantitative classification results for the tumor class identification are slightly improved in \~5% with respect to the reference results employing the 128 bands. Although this result is not highly significant, especially taking into account the high standard deviations, it is worth noticing that the use of a reduced number of bands for the acquisition will accelerate both the acquisition time (customized HS sensors could be developed to provide real-time HS imaging) and the processing time of the data. The results of our experiments motivate the use of simpler HS cameras for the acquisition of intraoperative brain images, reducing the complexity of the instrumentation and enabling the possibility of its integration in surgical microscopes. In addition, this will motivate the use of snapshot HS cameras with an optimized spectral range tuned to this application, which would make possible the acquisition of intraoperative HS video during surgical procedures. In this sense, the number of data available for training machine-learning models would increase, and thus, the classification would be further improved. The enhancement of the HS database will be mandatory to fulfill our long-term goal that focuses on providing hospitals all over the world with a new generation of aid-visualization systems based on HSI technology that could help surgeons in routine clinical practice.

The following are available online at <https://www.mdpi.com/1424-8220/19/24/5481/s1>: Table S1. Summary of the labeled dataset employed in the experiments. The numbering of the data corresponds with the dataset publically available in \[[@B47-sensors-19-05481]\]; Figure S1. Average and standard deviation results of the leave-one-patient-out cross-validation for each band reduction with different sampling interval values. (a) Using the original training dataset. (b) Using the reduced training dataset; Figure S2. Average and standard deviation results of the normalized MCC metric using leave-one-patient-out cross-validation for each band reduction with different sampling interval values. (a) Using the original training dataset. (b) Using the reduced training dataset; Figure S3. Boxplot results of the leave-one-patient-out cross-validation obtained for the *PF3* employing the *ACO* algorithm with different numbers of bands (20, 40, 60, 80 and 100). (a) Overall accuracy. (b) Tumor tissue sensitivity. (c) Normal tissue sensitivity. (d) Hypervascularized tissue sensitivity; Figure S4. Boxplot results of the normalized MCC metric using leave-one-patient-out cross-validation obtained for the *PF3* employing the *ACO* algorithm with different numbers of bands (20, 40, 60, 80 and 100). (a) Tumor tissue. (b) Normal tissue. (c) Hypervascularized tissue; Table S2. Identification of the specific 48 wavelengths selected by the *GA* in the *PF2* using the *FoM~Penalized~* evaluation metric and the *L1* band combination.

###### 

Click here for additional data file.
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###### 

Acronym list of the proposed methods employed in this study.

  ------------------- -------------------------------------------------------------------------------------------------------------------------
  **PF1-128**         Processing Framework 1 using 128 bands
  **PF2-GA-OA_P**     Processing Framework 2 using Genetic Algorithm and the Overall Accuracy Penalized evaluation metric
  **PF2-GA-FoM_P**    Processing Framework 2 using Genetic Algorithm and the Figure of Merit Penalized evaluation metric
  **PF2-PSO-OA_P**    Processing Framework 2 using Particle Swarm Optimization algorithm and the Overall Accuracy Penalized evaluation metric
  **PF2-PSO-FoM_P**   Processing Framework 2 using Particle Swarm Optimization algorithm and the Figure of Merit Penalized evaluation metric
  **PF3-ACO-60**      Processing Framework 3 using Ant Colony Optimization algorithm taking into account 60 bands
  ------------------- -------------------------------------------------------------------------------------------------------------------------

![Synthetic RGB (Red, Green and Blue) images of HS test dataset with the tumor area surrounded in yellow (first row) and gold standard maps obtained with the semi-automatic labeling tool from the HS cube (second row). Normal, tumor, hypervascularized and background classes are represented in green, red, blue, and black color, respectively. White pixels correspond with non-labeled data.](sensors-19-05481-g001){#sensors-19-05481-f001}

![Average and standard deviation spectral signatures of the original and reduced dataset per classes. (**a**--**d**) Normal, tumor, hypervascularized and background spectral signatures respectively, extracted from the original training dataset. (**e**--**h**) Normal, tumor, hypervascularized and background spectral signatures respectively, extracted from the reduced training dataset.](sensors-19-05481-g002){#sensors-19-05481-f002}

![Different processing frameworks (PF) evaluated in this work. (**a**) *PF1* where the HS sampling interval analysis is performed with the original and the reduced training datasets independently. (**b**) *PF2* where the analysis of the *GA* and *PSO* optimization algorithms is performed using only the reduced training dataset and the optimal sampling interval selected in PF1. (**c**) *PF3* where the *ACO* algorithm is evaluated using the same training and input datasets as those employed in *PF2*. In these figures, green blocks represent the input data, orange blocks identify the main part of the proposed framework, blue blocks denote the train and test datasets employed for the supervised classification (pale brown blocks), and purple blocks represent the evaluation metrics employed.](sensors-19-05481-g003){#sensors-19-05481-f003}

![Block diagram of the training dataset reduction algorithm.](sensors-19-05481-g004){#sensors-19-05481-f004}

![Average and standard deviation results of the leave-one-patient-out cross-validation for each band reduction. (**a**) Using the original training dataset. (**b**) Using the reduced training dataset. (**c**) Difference of the results computed using the reduced dataset respect to the original dataset.](sensors-19-05481-g005){#sensors-19-05481-f005}

![(**a**) Band reduction execution time for original and reduced training datasets (representation in logarithmic scale). (**b**) Overall accuracy and inverse normalized execution time achieved using the reduced training dataset with respect to the number of bands.](sensors-19-05481-g006){#sensors-19-05481-f006}

![Boxplot results of the leave-one-patient-out cross-validation obtained for each processing framework. (**a**) Overall accuracy. (**b**) Tumor tissue sensitivity. (**c**) Normal tissue sensitivity. (**d**) Hypervascularized tissue sensitivity.](sensors-19-05481-g007){#sensors-19-05481-f007}

![Boxplot results of the Matthews correlation coefficient (MCC) metric using the leave-one-patient-out cross-validation obtained for each processing framework. (**a**) Tumor tissue. (**b**) Normal tissue. (**c**) Hypervascularized tissue.](sensors-19-05481-g008){#sensors-19-05481-f008}

![Classifications maps of the test database. (**a**) Synthetic RGB images with a yellow line identifying the tumor area. (**b**) Reference results using 128 bands. (**c**) Results of the *GA* algorithm using $OA_{Penalized}$. (**d**) Results of the *PSO* algorithm using $OA_{Penalized}$. (**e**) Results of the *GA* algorithm using $FoM_{Penalized}$. (**f**) Results of the *PSO* algorithm using $FoM_{Penalized}$. (**g**) Results of the *ACO* algorithm using the 60 bands per image.](sensors-19-05481-g009){#sensors-19-05481-f009}

![Graphical representation of the coincident and non-coincident bands obtained with the PF2-GA-FoM_P method (Processing Framework 2 using Genetic Algorithm and the Figure of Merit Penalized evaluation metric) for the three different levels.](sensors-19-05481-g010){#sensors-19-05481-f010}

![Maps of the test database using the different coincident levels. (**a**) Synthetic RGB images with a yellow line identifying the tumor area. (**b**) Reference results using 128 bands. (**c**) Results of the PF2-GA-FoM_P using the specific wavelengths identified for each HS test image. (**d**--**f**) Results of the PF2-GA-FoM_P in *L1*, *L2* and *L3*, respectively.](sensors-19-05481-g011){#sensors-19-05481-f011}

![Example of the normalized average spectral signatures of the tumor (red), normal (green) and hypervascularized (blue) tissue classes. The black spots over the tumor spectral signature represent the 48 selected bands using the *GA* algorithm with *FoM~Penalized~* and the *L1* coincidence level.](sensors-19-05481-g012){#sensors-19-05481-f012}
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###### 

Summary of the hyperspectral (HS)-labeled dataset employed in this study.

  Class                             \#Labeled Pixels   \#Images   \#Patients
  --------------------------------- ------------------ ---------- ------------
  Normal Tissue                     101,706            26         16
  Tumor Tissue (Glioblastoma-GBM)   11,054             6          4
  Hypervascularized Tissue          38,784             25         16
  Background                        118,132            24         15
  Total                             269,676            26         16
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###### 

Summary of the HS dataset with different sampling intervals and number of spectral bands.

                               \#Spectral Bands                                                                            
  ---------------------------- ------------------ -------- ------- ------- ------- ------- ------- ------- ------- ------- -------
  **λmin (nm)**                400                440      440     440     440     440     440     440     440     440     440
  **λmax (nm)**                1000               902      902     902     902     902     902     902     902     902     902
  **Sampling Interval (nm)**   0.73               0.73     1.44    2.16    2.89    3.61    5.78    7.22    14.44   28.88   57.75
  **Size (MB)**                1328.3             1037.3   514.6   344.1   257.3   205.8   128.6   102.9   51.4    25.7    12.8
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###### 

Average and standard deviation (STD) of overall accuracy (OA), Matthews correlation coefficient (MCC), sensitivity and specificity of all images.

  -------------------------------------------------------------------------------------------------------------------------------------------
  Level\        OA (%)\   MCC (%)\   Sensitivity (%) - (STD)   Specificity (%) - (STD)                                               
  (\#bands)     (STD)     (STD)                                                                                                      
  ------------- --------- ---------- ------------------------- ------------------------- -------- -------- -------- -------- ------- --------
  **L1 (48)**   77.9\     83.6\      85.1\                     52.7\                     83.5\    92.5\    87.3\    94.6\    96.7\   85.3\
                (17.0)    (9.1)      (17.6)                    (29.8)                    (20.9)   (14.2)   (12.2)   (8.3)    (5.1)   (18.0)

  **L2 (22)**   77.0\     83.3\      83.7\                     57.0\                     81.9\    90.1\    85.2\    91.2\    97.1\   87.7\
                (16.8)    (8.6)      (19.9)                    (32.6)                    (23.0)   (20.1)   (13.4)   (14.4)   (4.9)   (17.6)

  **L3 (2)**    53.8\     68.9\      52.8\                     57.6\                     48.8\    84.8\    72.9\    70.3\    93.1\   80.0\
                (21.2)    (11.4)     (42.6)                    (36.5)                    (26.4)   (27.1)   (13.2)   (30.8)   (8.0)   (21.1)
  -------------------------------------------------------------------------------------------------------------------------------------------

NT: Normal Tissue; TT: Tumor Tissue; HT: Hypervascularized Tissue; BG: Background.
