Multivariate classification methods based on machine learning techniques have become a fundamental ingredient to most physics analyses. The classification techniques themselves have also significantly evolved in recent years. Statisticians have found new ways to tune and to combine classifiers to further gain in performance. Integrated into the analysis framework ROOT, TMVA is a toolkit offering a large variety of multivariate classification algorithms. TMVA manages the simultaneous training, testing and performance evaluation of all the classifiers with a user-friendly interface, and also steers the application of the trained classifiers to data.
Introduction
The Toolkit for Multivariate Data Analysis (TMVA) provides a ROOT-integrated framework for the processing and parallel evaluation of many different multivariate classification techniques. The classification is done in terms of two event categories, e.g. signal and background. The idea of TMVA is to integrate a large variety of powerful multivariate classifiers in one common environment with a single interface allowing the user to compare all classification techniques for any given problem. TMVA offers convenient preprocessing possibilities for the data prior to feeding them into any of the classifiers. Auxiliary information about the data is provided such as the correlations between the input variables, their separation power and ranking, various classifier specific validations and finally efficiency versus background rejection curves for all trained classifiers. These criteria allow the user to choose the optimal classifier for the given problem. The package currently includes implementations of: -Multi-dimensional rectangular cut optimisation using a genetic algorithm or Monte Carlo sampling; -Projective likelihood estimation; -Multi-dimensional likelihood estimation (k-nearest neighbour (k-NN) and probability density estimator range-search (PDERS)); -Linear and nonlinear discriminant analysis (Fisher, H-Matrix, Functional Discriminant Analysis); -Artificial neural networks (three different multilayer percpetron implementations); -Support Vector Machine; -Boosted/bagged decision trees with pruning; -Predictive learning via rule ensembles.
A detailed description of the individual classifiers including the configuration parameters available for their tuning is given in the TMVA Users Guide [1] . TMVA provides training, testing and performance evaluation algorithms, visualisation scripts and auxiliary tools such as parameter fitting and variable transformations.
Data Preprocessing, Training and Testing
Training and testing of the classifiers is performed with user-supplied data sets with known event classification. This data is given in form of either ROOT trees or ASCII text files. The data sets are divided into statistically independent samples of training and testing data, omitting here an independent validation sample. Individual event weights may be attributed when specified in the data set. All classifiers see the same data sets and use the same prescription for the evaluation allowing for an objective comparison between them. A Factory class organises the interaction between the user and the TMVA analysis steps including preanalysis and preprocessing of the training data.
During the preanalysis, a preliminary ranking of the input variables is provided and their linear correlation coefficients are displayed. The variable ranking is later superseded by the ranking provided for each of the classifiers.
Preprocessing of the data set includes the application of conventional preselection cuts that are common for all classifiers. In addition one can apply two different variable transformations, decorrelation via the square-root of the covariance matrix and via a principal component decomposition. These transformations can be individually chosen for any particular classifier. Removing linear correlations from the data sample may be useful for classifiers that intrinsically do not take into account variable correlations as for example rectangular cuts or projective likelihood. A demonstration of the decorrelation procedure is shown in Fig. 1 . It shows the decorrelation applied to a toy Monte Carlo with linearly correlated and Gaussian distributed variables that is supplied together with the TMVA package.
After the training, each classifier writes the entire information needed for its later application to weight files 1 . The classifiers are then tested and evaluated to assess their performance. The optimal classifier to be used for a specific analysis strongly depends on the problem at hand and no general recommendations can be given. To simplify the choice, TMVA computes and displays for each classifier a number of benchmark quantities such as: -The signal efficiency and background rejection obtained from cuts on the classifier output. The area of the background rejection versus signal efficiency function is used for ranking the different classifiers. -The separation S 2 of a classifier y, defined by the integral [2]
1
A stand alone C++ code of the trained classifier which is independent of the TMVA libraries is also provided.
TMVA, THE TOOLKIT FOR MULTIVARIATE DATA ANALYSIS WITH ROOT whereŷ S andŷ B are the signal and background PDFs of y, respectively. The separation is zero for identical signal and background shapes, and it is one for shapes with no overlap. -The discrimination significance of a classifier, defined by the difference between the classifier means for signal and background divided by the quadratic sum of their root-mean-squares.
A cut placed on the classifier's output value y is typically used to classify an event as either signal or background. Upon user request TMVA also provides the classifier's signal and background PDFs, y S(B) . The PDFs can be used to derive classification probabilities for individual events. It is also used to compute the Rarity transformation.
-Classification probability: The probability for event i to be of signal type is given by,
where
is the expected signal fraction, and N S(B) is the expected number of signal (background) events (default is f S = 0.5). -Rarity: The Rarity R(y) of a classifier y is given by the integral [3]
which is defined such that R(y B ) for background events is uniformly distributed between 0 and 1, while signal events cluster towards 1. The signal distributions can thus be directly compared among the various classifiers. The stronger the peak towards 1, the better is the discrimination. Another useful aspect of the Rarity is the possibility to directly visualise deviations of a test background (which could be physics data) from the training sample, by exhibition of non-uniformness.
In addition, the variable distributions, correlation matrices and scatter plots, overtraining validation plots, as well as classifier specific information such as likelihood reference distributions, the neural network architecture and decision trees are conveniently plotted using ROOT macros executed via a graphical user interface that comes with TMVA. An example of the output is given in Fig. 2. 
