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Abstract This paper defines a new class of fractional differential operators
alongside a family of random variables whose density functions solve fractional
differential equations equipped with these operators. These equations can be
further used to construct fractional integro-differential equations for the ruin
probabilities in collective renewal risk models, with inter-arrival time distribu-
tions from the aforementioned family. Gamma-time risk models and fractional
Poisson risk models are two specific cases among them, whose ruin proba-
bilities have explicit solutions, when claim sizes distributions exhibit rational
Laplace transforms.
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1 Introduction
The concept of first passage time is widely used in financial mathematics and
actuarial science. It could model various things, from the time to dividends
payment of a stock, to the exercise date of an American put option, or the ruin
probability of an insurance company. In this paper we focus on the ruin time
of an insurance business, namely the first time in which the business surplus
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2 Corina D. Constantinescu et al.
(capital) becomes negative. Our analysis is aimed at solving equations for the
probability of ruin expressed as a function of the initial capital (surplus) of
the risk process.
Motivated by risk theory applications, we consider a new class of risk pro-
cesses, while extending those from [28, 2, 7] into a fractional derivative frame-
work. It has been proved that ruin probabilities are exponential functions when
claim sizes follow an exponential distribution, for various inter-arrival time dis-
tributions [4]. This paper will derive explicit ruin probabilities in risk models
with claim sizes whose distributions have rational Laplace transforms, and
inter-arrival time densities solving fractional differential equations. Gamma-
time risk models and fractional Poisson risk models are two particular cases
among them. All the results are obtained due to the introduction of a new class
of fractional differential operators, which extends those from [5, 34]. These op-
erators generalize the results from [2] to a fractional derivative framework,
in which their explicit results concerning ruin probabilities become particular
cases. Some existed ruin probability results are retrieved (see Example 1 and
3 for details), and new results are derived. For instance, in the gamma-time
risk model with Erlang(2) distributed claim sizes, the ruin probability has the
form
A1e
−B1u +A2e−B2u, u > 0,
where A1,B1,A2 and B2 are constants that can be calculated on a case-by-case
basis (see Example 2).
The classical collective insurance risk model describes the surplus R(t) of
an insurance company over time,
R(t) = u+ ct−
N(t)∑
i=1
Xi, t > 0 (1)
where u > 0 is the initial capital and c > 0 is the premium rate. The claims
occur randomly. The positive random variable Xi describes the size of the i-th
claim, which happened after waiting Ti units of time since the last claim. The
process N(t) gives the number of claims that have happened up to time t.
In the classical model (1), dating back to [31, 32, 12], all random variables
are assumed independent and identically distributed. Moreover, the waiting
times are usually assumed to be exponentially distributed, with the resulting
counting process N(t) thus being a Poisson process. The ruin probability of
this compound Poisson risk model, for an initial capital u, is defined as
ψ(u) = P [ inf{R(t) : t > 0} < 0 | R(0) = u] .
The net profit condition
cE [Ti] > E [Xi] (2)
is imposed to ensure that ruin does not happen with certainty. Various gen-
eralizations of the classical risk model (1) have been considered over time. In
An Application of Fractional Differential Equations to Risk Theory 3
[38], Sparre Andersen defined the renewal risk model. This model accounts
for claim number processes N(t) not necessarily Poisson, but verifying the
renewal property. The ruin probabilities ψ(u) in renewal models still solve
integral equations derived from the renewal property, namely
ψ(u) =
∫ ∞
0
fT (t)
(∫ u+ct
0
ψ(u+ ct− y) dFX(y) +
∫ ∞
u+ct
dFX(y)
)
dt (3)
with the universal boundary condition limu→∞ ψ(u) = 0, as in [18]. Here fT
and FX denote the probability density of the waiting time, and the distribution
function of the claim size, respectively. This notation will be used throughout
the paper.
There is a large actuarial literature analyzing renewal risk processes. Ex-
pressions for the Laplace transform of the ruin probability for risk models
with Erlang(2, β) or mixture of 2-exponential waiting times were derived in
[13, 14, 15] as solutions of second-order differential equations. [30] calculated
the joint and marginal moments of the time of ruin, the surplus before ruin,
and the deficit at ruin, whenever the inter-arrival times distributions have ra-
tional Laplace-Stieltjes transform. Subsequently, [17] computed the Laplace
transform of the non-ruin probability for inter-arrival times distributions ex-
hibiting rational Laplace transforms. [28] used a similar approach as [20] to
derive a defective renewal equation for the expected discounted penalty due
at ruin in a risk model with Erlang(n) inter-arrival times. Finally, [9] derived
linear ordinary differential equations for ruin probabilities in Poisson jump-
diffusion processes, with phase-type jumps and obtained explicit results in a
few instances. The common thread of these paper consists on deriving the ruin
probabilities as solutions of (integro-)differential equations.
In an attempt to develop a general method, [35, 36] introduced two al-
gebraic structures for treating integral operators in conjunction with deriva-
tives, integro-differential operators and integro-differential polynomials. Their
method allows the description of the associated differential equations, bound-
ary conditions and solution operators (Green’s operator) in a uniform yet for-
mal language. Their algebraic symbolic structures have immediate applications
in ruin theory. For instance, as an extension of the Erlang risk model, [2] trans-
formed the integral equation for the expected-discounted-penalty-due-at-ruin
function into an integro-differential equation whenever the inter-arrival time
distributions have rational Laplace transforms. Rational Laplace transforms
densities are equivalent to densities that are solutions of ordinary differential
equations with constant coefficients. If the claim size distributions also have
rational Laplace transforms, these integro-differential equations can be fur-
ther reduced to linear boundary value problems. Their symbolic computation
approach permits extensions to models with premium dependent on reserves
(also discussed in [16] regarding the upper and lower bounds of finite ruin
probabilities), the associated boundary problems involving then linear ordi-
nary differential equations with variable coefficients [1]. A similar duality idea
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has been studied in [25] and the reference therein.
We show that the probability density function of a sum of independent, het-
erogeneous gamma and Mittag-Leffler random variables satisfies a fractional
differential equation, which we write in an operator/symbolic form. As an ap-
plication, we consider a family of risk models with inter-arrival times from
this family of distributions, and derive the corresponding fractional integro-
differential equations satisfied by the corresponding ruin probabilities. We con-
sider the case of claim sizes described by sums of heterogeneous gamma random
variables and show that the corresponding ruin probabilities solve fractional
differential equations with constant coefficients. These equations contain both
left and right fractional differential operators. We annotate here that these
equations can describe other physical phenomena exhibiting anomalous dif-
fusion, as in [23] where the “claim sizes” are height losses of the granular
material contained in a silo over time [27]. For other applications, we refer
to [19, 22, 29, 40] and the references therein. We also remark that Equation
(18) presented in this paper can be seen as generalized cases of the fractional
boundary problems treated by [24] where critical point theory is used to ana-
lyze fractional differential equations with Dirichlet boundary conditions.
The gamma-time risk model considered here is the first generalization of
the case of Erlang(n)-distributed waiting times considered in [28], to that of
waiting times distributed as Γ (r, λ), r being now any positive real number.
This is of significance since, in practice, parameter estimation methods usu-
ally yield non-integer-valued shape parameters for the gamma distributions
that best fit the available data. It thus becomes necessary to study the ruin
theory related to real-valued gamma-distributed random variables. [39] dealt
with a special non-integer shape gamma Γ (1/b, 1/b), b > 1 distributed claims
case, and [11] provided three equivalent expressions for ruin probabilities in a
Crame´r-Lundberg model with gamma distributed claims. Prior to this work,
as far as we know, there are no results for non-integer shape gamma-time risk
model in the ruin theory literature. The fractional Poisson risk model has been
previously treated in [6] and [7] for exponential claim sizes, but here, via this
fractional calculus approach, we are able to derive expressions for the ruin
probability for a larger class of claim sizes in fractional Poisson models.
The paper is organized as follows. In Section 2 we introduce the concept
of fractional integro-differential operators. In Section 3 we present the main
result and finally, in Section 4, we perform some illustrative numerical cal-
culations and compare the behavior of the ruin probabilities as a function of
the model parameters, for both, the gamma distributed waiting time, and the
fractional Poisson risk models. Appendix A contains all necessary background
on fractional calculus.
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2 Fractional Integro-Differential Operators
Let L(y) denote the n-th degree polynomial yn+p1yn−1+ · · ·+pn−1y+pn and
consider the following associated homogeneous ordinary differential equation
with constant coefficients
L
(
d
dx
)
[f ](x) = f (n)(x) + p1f
(n−1)(x) + · · ·+ pn−1f ′(x) + pnf(x) = 0. (4)
Suppose further that Equation (4) can be expressed in the form
m⊙
j=0
(
d
dx
+ λj
)kj
[f ](x) = 0 (5)
for positive real numbers λj and integers kj , j = 1, . . . ,m. In (4) and hence-
forth,
⊙
denotes left-composition of operators, namely
m⊙
j=1
Lj [f ] := (Lm ◦ · · · ◦ L1)[f ].
The solution f(x) to (5) is the probability density function of either a sum
of Erlang random variables or a mixed Erlang random variable, depending
on the boundary conditions (see [2]). We would like generalize Equation (5),
and characterise its solutions in the case where the exponents kj are no longer
integers.
2.1 Left and Right Fractional Differential Operators
In order to generalize expression (4), it is necessary to explore the world of
fractional calculus. Solving fractional differential equations has become an es-
sential issue as fractional-order models appear to be more adequate than pre-
viously used integer-order models in various fields. A large number of available
analytical methods for solving fractional order integral and differential equa-
tions is discussed in [34], including the Mellin transform method, the power
series method, and the symbolic method.
The symbolic method was first introduced in [5] and generalizes the Laplace
transform method: it uses a specific expansion (e.g., binomial or geometric) on
the differential operator and writes it as an infinite sum of fractional deriva-
tives. However, it is always necessary to check the validity of the formal ex-
pansion since the interchange of infinite summation and integration requires
justification. It is nevertheless a powerful tool for determining the possible
form of the solution. Numerous examples of the application of this method to
heat and mass transfer problems are discussed in [5].
In this section we define a new family of operators based on the binomial
expansion. All of the related definitions and propositions of fractional calcu-
lus can be found in Appendix A. The important motivation underlying the
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following definition comes from realising that for positive integer n and α ∈ R,(
d
dx
+ α
)n
[f ](x) = e−αx
dn
dxn
[eαxf(x)] ,
and similarly for (− ddx + α)n. We thus define the following operators as the
natural generalization in terms of fractional derivatives:
Definition 1 Let r > 0, α ∈ R, a ∈ [−∞,∞) and b ∈ (−∞,∞]. The left
fractional differential operator (LFDO) αaR
r
x is defined by
α
aR
r
x [f ] (x)
..= e−αx aD
r
x [e
αx f(x)] (6)
and the right fractional differential operator (RFDO) αxR
r
b by
α
xR
r
b [g] (x)
..= eαx CxD
r
b
[
e−αx g(x)
]
. (7)
The domain of definition of αaR
r
x and
α
xR
r
b are those of the left Riemann-
Liouville fractional derivatives aD
r
x and right Caputo fractional derivatives
C
xD
r
b respectively, which are given in Definition 4 and Definition 6.
In the case a = 0, integration by parts yields the following characterisation
of the formal adjoint of α0R
r
x. Along with the integration by parts formula in
Proposition 10, this is the key calculation needed for the proof of our main
result.
Proposition 1 Let α ∈ R and r > 0. The formal adjoint with respect to
integration by parts of the LFDO α0R
r
x is the RFDO
α
xR
r
∞, namely,∫ ∞
0
α
0R
r
x[f ](x) g(x) dx =
∫ ∞
0
f(x) αxR
r
∞[g](x) dx,
for appropriate functions f and g (see Proposition 10).
Note that the LFDO can be used to construct differential equations for
probability density functions. Consider a gamma probability density function
with shape parameter r ∈ R+ and rate parameter λ ∈ R+, namely
fr(x) =
λr
Γ (r)
xr−1e−λx, x > 0.
When r is not an integer, instead of an ordinary differential equation, the
gamma density function solves the fractional differential equation
λ
0R
r
x[fr](x) = e
−λx
0D
r
x
[
eλx fr(x)
]
= 0, x > 0, (8)
with boundary conditions λ0R
r−1
x [fr](0) = λ
r and λ0R
r−k
x [fr](0) = 0 for k =
2, . . . , dre. Another distribution related to the LFDO is the Mittag-Leffler dis-
tribution, which is the waiting time distribution in the fractional Poisson pro-
cess (see in Appendix C). The Mittag-Leffler probability density function with
parameter µ ∈ (0, 1] and λ ∈ R+ is
fµ(x) = λx
µ−1Eµ,µ(−λxµ), t > 0,
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and solves the following fractional differential equation(
0
0R
µ
x + λ
)
[fµ](x) = (0D
µ
x + λ)[fµ](x) = 0, x > 0, (9)
with the boundary condition 0D
µ−1
x [f ](0) = λ. Here, the function Eµ,µ is called
two-parameter Mittag-Leffler function, which is defined in Equation (26).
2.2 A generalized family of random variables
The next theorem introduces the family of random variables to which the ap-
proach presented in this paper applies to. In its full generality, we consider
random variables that can be written as finite sums of independent heteroge-
neous gamma and Mittag-Leffler random variables. At the moment, there is no
known explicit formula for the probability density function of such a random
variable, but one can always express it in a convolution form. Notice that if
only gamma random variables with integer shape parameters are involved in
the summation, this random variable is the generalized integer gamma distri-
bution (GIG) [10]. We now characterise the fractional boundary value problem
satisfied by the density function of such random variables.
Theorem 1 Consider a random variable T defined by
T =
m∑
i=1
Yi +
n∑
j=1
Zj , (10)
in terms of gamma random variables Yi ∼ Γ (ri, λ1,i) and Mittag-Leffler ran-
dom variables Zj ∼ ML(µj , λ2,j), all independent of each other. Here ri, λ1,i,
λ2,j ∈ R+ and µj ∈ (0, 1]. Then the density function fm,nT (t) of T solves the
following fractional differential equation
Am,n
(
d
dt
)
[fm,nT ] (t)
..=
n⊙
j=1
(
0D
µj
t + λ2,j
) m⊙
i=1
λ1,i
0R
ri
t [f
m,n
T ] (t) = 0, (11)
with boundary conditions (when n 6= 0)
0D
µ1−1
t
n⊙
j=2
(
0D
µj
t + λ2,j
) m⊙
i=1
λ1,i
0R
ri
t [f
m,n
T ](t)|t=0 = Λm,n,
and 0D
µ1−k
t
n⊙
j=2
(
0D
µj
t + λ2,j
) m⊙
i=1
λ1,i
0R
ri
t [f
m,n
T ](t)|t=0 = 0,
for k = 2, . . . , d∑nj=1 µj +∑mi=1 rie. Here and subsequently Λm,n denotes
Λm,n ..=
m∏
i=1
λri1,i
n∏
j=1
λ2,j . (12)
Proof We defer the proof of Theorem 1 to Appendix B.
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Remark 1 We further assume that all λ1,i are different, i.e., λ1,i 6= λ1,k for all
i 6= k. In other words, each variable Yi has the gamma distribution with differ-
ent rate parameters. The uniqueness of the λ1,i, rate parameter of the gamma
random variable could be realized without any loss of generality. Whenever
we have λ1,i = λ1,k, i 6= k, we would consider the sum of their corresponding
random variables, which is still a gamma random variable.
Remark 2 One can show that the boundary conditions in Theorem 1 have
various equivalent expressions. For any positive integer number k 6 d∑mi=1 ri+∑n
j=1 µje, by choosing non-negative integers k1,i and k2,j such that
∑m
i=1 k1,i+∑n
j=1 k2,j = k, we have the boundary conditions of Equation (11) as n⊙
j=1
(
0D
µj−k2,j
t + λ2,j 0I
k2,j
t
) m⊙
i=1
λ1,i
0R
ri−k1,i
t
 [fm,nT ](t)|t=0 =

Λm,n, k = 1
0, k > 1.
Remark 3 Equation (11) along with its boundary conditions can be regarded
as the generalization of a pair of boundary problems discussed in [36]. When
the fractional differential algebra is properly defined, these fractional-order
boundary problems can be factorised and further solved by obtaining their
corresponding Green’s operators.
The solution to Equation (11) depends on the boundary condition. When
different boundary conditions are given, we may obtain density functions for
other possible random variables. For instance, let us consider the differential
equation (
d
dt
+ λ
)2
f2,0T (t) = 0
with two distinct sets of boundary conditions. First, if we impose
(
d
dx + λ
)
f2,0T (t)|t=0 = λ2,
λf2,0T (t)|t=0 = 0,
the solution is the Elang(2, λ) density function f2,0T (t) = λ
2te−λt which be-
longs to the random variable family considered in Equation (10). However, the
solution to the above equation would become f2,0T (t) =
1
2λe
−λt + 12λ
2te−λt if
the boundary conditions are changed to
(
d
dx + λ
)
f2,0T (t)|t=0 = 12λ2,
λf2,0T (t)|t=0 = 12λ2.
This solution is the density function of a mixture of an exponential and an
Erlang random variable, and the associated distribution does not satisfy Equa-
tion (10).
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3 Main Results
The LFDO and RFDO give us the ability to study a very general family of
distributions that may find applications in various areas, e.g, queuing theory,
risk theory and control theory. Although many of the available techniques
for the analysis of the associated equations are numerical or asymptotic, the
fractional differential approach still offers analytic insights to the related prob-
lems. In this section, we aim at accomplishing this with particular problems
arising in risk theory. A special family of renewal risk models of the form (1)
will be considered, including the Erlang(n) and fractional Poisson risk mod-
els. We will show that the ruin probabilities in these models solve fractional
integro-differential equations involving the LFDO and RFDO operators.
Before moving on to the main result, we introduce a lemma that allows us
to change the argument of our operators on a bivariate function under certain
circumstances.
Lemma 1 For positive real numbers α, r and c, the following identity holds
α
xR
r
∞[f(x+ cy)](x, y) = c
−r αc
yR
r
∞[f(x+ cy)](x, y), (13)
where x and y are real numbers and αxR
r
∞ is defined in Equation (7).
Proof We start from the left-hand side of Equation (13). By definition we have
α
xR
r
∞[f(x+ cy)](x, y) = e
αx 1
Γ (n− r)
∫ ∞
x
(t− x)n−r−1 d
n
dtn
[
e−αtf(t+ cy)
]
dt.
Letting s = 1c (t− x) + y leads to
1
Γ (n− r)
∫ ∞
y
eαcy(s− y)n−r−1c−r d
n
dyn
[
e−αcsf(cs+ x)
]
ds,
which is the right-hand side of Equation (13).
Now we are able to generalize the result from [28, 2, 7] to a risk model
with inter-arrival times of the form of (10). The main result of this paper is
the following:
Theorem 2 Consider a renewal risk model
Rm,n(t) = u+ ct−
Nm,n(t)∑
i=1
Xi, t > 0,
where the inter-arrival times Tk are assumed to be a finite sum of independent
gamma random variables Yi ∼ Γ (ri, λ1,i) and Mittag-Leffler random variables
Zj ∼ ML(µj , λ2,j) as in (10). Then the ruin probability ψ(u) under model
Rm,n, satisfies the following fractional integro-differential equation
A∗m,n
(
c
d
du
)
[ψ](u) = Λm,n
(∫ u
0
ψ(u− y) dFX(y) +
∫ ∞
u
dFX(y)
)
(14)
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with the universal boundary condition limu→∞ ψ(u) = 0. Here, the constant
Λm,n is given by Equation (12) and A∗m,n is the formal adjoint of Am,n (see
Equation (11)) and is given by
A∗m,n
(
c
d
du
)
..=
n⊙
j=1
(
cµj CuD
µj∞ + λ2,j
) m⊙
i=1
(
cri λ1,i/cuR
ri∞
)
. (15)
Proof For a general renewal risk model, the ruin probability solves the renewal
equation (3) (see [18]). Denoting the terms in parentheses of (3) by
h(u+ ct) =
∫ u+ct
0
ψ(u+ ct− y) dFX(y) +
∫ ∞
u+ct
dFX(y),
we now apply A∗m,n(c ddu ) on both sides of the renewal equation and use Lemma
1 to obtain
A∗m,n
(
c
d
du
)
[ψ](u) =
∫ ∞
0
fm,nT (t)A∗m,n
(
d
dt
)
[h(u+ ct)](u, t) dt.
The fractional integration by parts rule in Equation (27) is applicable here,∫ ∞
0
fm,nT (t)A∗m,n
(
d
dt
)
[h(u+ ct)](u, t) dt
=
∫ ∞
0
(0D
µ1
t + λ2,1) [f
m,n
T ](t)A∗m,n−1
(
d
dt
)
[h(u+ ct)](u, t) dt+
bµ1c∑
k=0
[
(−1)bµ1c+1+k 0Dµ1+k−bµ1c−1t [fm,nT ](t) A∗m,n−1
(
d
dt
)
[h(u+ ct)](u, t)
∣∣∣∣∞
0
]
.
The boundary condition term evaluated at t = 0 could be computed by using
the initial value theorem of Laplace transforms,
0I
1−µ1
t [f
m,n
T ](0) = lims→∞
sµ1 n∏
j=1
λ2,j
sµj + λ2,j
m∏
i=1
(
λ1,i
s+ λ1,i
)ri = 0.
Another boundary condition term evaluated at t = ∞ also equals zero due
to the fact that the definition of the right Caputo fractional derivative is an
integral from t to ∞. Analogously, we are able to move the first n operators⊙n
j=1(
C
tD
µj∞ + λ2,j) from function h to f
m,n
T with all boundary conditions
vanishing, which leads to
A∗m,n
(
c
d
du
)
[ψ](u)
=
∫ ∞
0
n⊙
j=1
(
0D
µj
t + λ2,j
)
[fm,nT ](t)
m⊙
i=1
λ1,i
tR
ri∞[h(u+ ct)](u, t) dt.
Now we use the integration by parts formula in Proposition 1 to take the first
RFDO
λ1,1
tR
r1∞ off of h. Furthermore it can be shown that its adjoint
λ1,1
0R
r1
t
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commutes with (0D
µj
t + λ2,j) for all j = 1, . . . , n when applied on the density
function fm,nT . We therefore get the right-hand side equal to:
∫ ∞
0
n⊙
j=1
(
0D
µj
t + λ2,j
) λ1,1
0R
r1
t [f
m,n
T ](t)
m⊙
i=2
λ1,i
tR
ri∞[h(u+ ct)](u, t) dt
+
br1c∑
k=0
[
(−1)br1c+1+k
m⊙
i=2
λ1,i
tR
ri∞[h(u+ ct)](u, t)
n⊙
j=1
(
0D
µj
t + λ2,j
) λ1,i
0R
r1+k−br1c−1
t [f
m,n
T ](t)
∣∣∣∣∣∣
∞
0
.
The boundary condition at t = 0 can be computed by applying the initial
value theorem
n⊙
j=1
(
0D
µj
t + λ2,j
) λ1,1
0R
r1+k−br1c−1
t [f
m,n
T ](0)
=
n∏
j=1
λ2,j lim
s→∞
(
λr11,1s
(s+ λ1,1)br1c+1−k
m∏
i=2
(
λ1,i
s+ λ1,i
)ri
− s
k−1∑
l=0
(s+ λ1,1)
l
[
0D
r1+k−br1c−l−2
t
(
eλ1,1fm,0T (t)
)] ∣∣∣
t=0
)
.
We continue to iteratively use the initial value theorem on the terms
s(s+ λ1,1)
l
[
0D
r1+k−br1c−l−2
t
(
eλ1,1tfm,0T (t)
)] ∣∣∣
t=0
,
until it eventually gives us
s(s+ λ1,1)
br1c−1
[
0I
br1c+1−r1
t
(
eλ1,1tfm,0T (t)
)] ∣∣∣
t=0
=s(s+ λ1,1)
r1−2
m∏
i=1
(
λ1,i
s
)ri
,
which tends to zero when s → ∞. The boundary condition term evaluated
at t = ∞ yields zero since the right Caputo derivatives vanish at infinity.
Analogously, we are able to move the rest of the operators
⊙m
i=1
λ1,i
tR
ri∞ from
the function h to fm,nT with all boundary conditions vanishing, which leads to
A∗m,n
(
c
d
du
)
[ψ](u) =
∫ ∞
0
Am,n
(
d
dt
)
[fm,nT ](t)[h(u+ ct)](u, t) dt
+
(
[h(u+ ct)](u, t)Am−1,n
(
d
dt
)
[fm,nT ](t)
∣∣∣∣
t=0
)
.
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Since the inter-arrival time density satisfies Equation (11), the integral term
of the above equation vanishes. The boundary conditions of fm,nT ensure that
the lower summand is, at t = 0,
h(u)
n⊙
j=1
(
0D
µj
t + λ2,j
) λ1,n
0R
rn−1
t
m−1⊙
i=1
λ1,i
0R
ri
t [f
m,n
T ](0) = Λm,nh(u)
This completes the proof.
Corollary 1 The non-ruin probability φ(u) = 1 − ψ(u) for the risk model in
Theorem 2 satisfies the following fractional integro-differential equation
A∗m,n
(
c
d
du
)
[φ](u) = Λm,n
[∫ u
0
φ(u− y) dFX(y)
]
(16)
with the universal boundary condition limu→∞ φ(u) = 1 (see Equation (12) and
(15) for the definitions of the constant Λm,n and the operator A∗m,n(c ddu )).
Theorem 2 characterises a fractional integro-diferential equation satisfied
by the ruin probability ψ for a large class of waiting time distributions. The
solvability of this fractional integro-differential equation depends on the par-
ticular form of the claim size distribution function FX .
We now restrict the rest of the analysis to claim sizes Xi distributed as
a sum of an arbitrary number of independent gamma random variables. The
next theorem shows that under such assumption, Equation (14) can be written
as a boundary value problem with only fractional derivatives. It is important
to note that if the claim sizes include any Mittag-Leffler components, as it is
the case of T in Theorem 2, we would have E[Xi] =∞ and ruin would happen
with probability one since the net profit condition is violated.
Theorem 3 Consider the renewal risk model in Theorem 2. Assume further
that the claim sizes Xi are each distributed as a sum of l independent Γ (sk, αk)
distributed random variables for some sk, αk > 0, k = 1, . . . , l i.e., fX satisfies
Al
(
d
du
)
[fX ] (u) ..=
l⊙
k=1
αk
0R
sk
u [fX ] (u) = 0, (17)
with certain boundary conditions (see Theorem 1). Let A∗m,n(c ddu ) and Λm,n
be as defined in Equation (15) and (12) respectively. Then the non-ruin prob-
ability φ(u) satisfies
Al
(
d
du
)
A∗m,n
(
c
d
du
)
[φ](u) = Λm,n
l∏
k=1
αskk φ(u) (18)
with the universal boundary condition limu→∞ φ(u) = 1 and initial valuesα1
0R
s1−k′
u
l⊙
k=2
αk
0R
sk
u
n⊙
j=1
(
cµj CuD
µj∞ + λ2,j
) m⊙
i=1
(
cri λ1,i/cuR
ri∞
) [φ](0) = 0,
(19)
for k′ = 1, . . . ,
⌈∑l
k=1 sk
⌉
− 1.
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Proof Taking the operator Al( ddy ) on both sides of Equation (16) leads to
Al
(
d
du
)
A∗m,n
(
c
d
du
)
[φ](u) = Λm,nAl
(
d
du
)(∫ u
0
φ(u− y)fX(y) dy
)
.
Recall from Theorem 1 that the non-ruin probability function φ(u) is sup-
ported on [0,∞), so the identity
Al
(
d
du
)(∫ u
0
φ(u− y)fX(y) dy
)
=
l⊙
k=1
αk
0R
sk
u [φ ∗ fX ](u) =
l∏
k=1
αskφ(u)
holds in this case, giving Equation (18). For the boundary conditions, we
computeα1
0R
s1−k′
u
l⊙
k=2
αk
0R
sk
u
n⊙
j=1
(
cµj CuD
µj∞ + λ2,j
) m⊙
i=1
(
cri λ1,i/cuR
ri∞
) [φ](0)
=Λm,n
l∏
k=2
αskk
α1
0R
s1−k′
u (φ(u) ∗ f1(u) ) |u=0 ,
where f1 stands for the density function of Γ (s1, α1). Using Equation (8), one
has
Λm,n
l∏
k=2
αskk e
−α1u
0D
s1−k′
u
[∫ u
0
eα1(u−y)φ(u− y)eα1yf1(y) dy
]∣∣∣∣∣
u=0
=Λm,n
l∏
k=2
αskk
(
e−α1u
[
eα1uφ(u) ∗ α
s1
1
Γ (k′)
uk
′−1
]∣∣∣∣
u=0
+ φ(0)
αs11
Γ (k′ + 1)
yk
′
∣∣∣∣
y=0
)
,
which equals to zero for k′ = 1, . . . , d∑lk=1 ske− 1. This completes the proof.
3.1 The characteristic equation method
Our next goal is solving the fractional differential boundary value problem in
Theorem 3 via a characteristic equation starting from the ansatz φ(u) = e−zu.
The main technical difficulty in dealing with the full generality of Theorem 3
arises from the fact that the operators in Equation (18) combine two different
types of differential operators: A∗m,n(c ddu ) is a composition of right Caputo
fractional derivatives, while the operators in Al( ddu ) are LFDOs which are
ultimately defined in terms of left Riemann-Liouville fractional derivatives
(see Equation (17), (15) and (1)). The proposed ansatz is an eigenfunction
only for the operators in A∗m,n(c ddu ) (see Proposition 11 and Proposition 12).
When restricting to the case of sk ∈ N , k = 1, . . . , l, we simplify things greatly,
since
Al
(
d
du
)
=
l⊙
k=1
αk
0R
sk
u =
l⊙
k=1
(
d
du
+ αk
)sk
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reduces to a combination of ordinary differential operators.
Note that assuming sk ∈ N , k = 1, . . . , l in Equation (17) is equivalent
to assuming that the claim sizes Xi are each distributed as a sum of l in-
dependent Erlang random variables. Moreover, under this case, the operator
Al( ddu )A∗m,n(c ddu ) on the left hand side of Equation (18) is a composition of
right Caputo fractional derivatives. Furthermore, with the ansatz φ(u) = e−zu,
Equation (18) yields the following characteristic equation for z:
l∏
k=1
(−z + αk)sk
n∏
j=1
(cµjzµj + λ2,j)
m∏
i=1
(cz + λ1,i)
ri = Λm,n
l∏
k=1
αskk . (20)
Note that from the definition of Λm,n in Equation (12), z = 0 is always a root
of (20). If Equation (20) has N > 0 additional distinct complex roots with
positive real part, say z1, . . . , zN , then the non-ruin probability φ that solves
Equation (18) is
φ(u) = 1 +
N∑
p=1
Kpe
−zpu, (21)
where the constants Kp, p = 1, . . . , N are to be determined from the boundary
conditions in Equation (19), which are characterized in the following result.
Proposition 2 Suppose sk ∈ N, k = 1, . . . , l, in Theorem 3. The number of
initial-value boundary conditions of φ(u) is N =
∑l
k=1 sk and they are given
explicitly by:
l⊙
k=1
αk
0R
sp,k
u
n⊙
j=1
(
cµj CuD
µj∞ + λ2,j
) m⊙
i=1
(
cri λ1,i/cuR
ri∞
)
[φ](0) = 0, p = 1, . . . , N
(22)
where the values of sp,k are to be computed as follows: let
L(p) = inf
{
` ∈ N :
∑`
k=1
sk 6 p
}
, p = 1, . . . , N
and define
sp,k =

sk, if k < L(p),
p−
L(p)−1∑
i=1
si − 1, if k = L(p),
...
0, if k > L(p).
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Proof We consider the p-th boundary condition
l⊙
k=1
αk
0R
sp,k
u A∗m,n
(
c
d
du
)
[φ](0)
=Λm,n
L(p)−1∏
k=1
αskk
αL(p)
0R
sp,L(p)
u
[
φ ∗ fL(p) ∗ fL(p)+
]
(0),
where fL(p) stands for the density function of a Γ (sL(p), αL(p)) random vari-
able and fL(p)+ for the density function of a sum of random varibales with
distributions Γ (sk, αk), k = L(p) + 1, . . . , L. Let Φ = φ ∗ fL(p)+ and apply
Proposition 8 to compute
αL(p)
0R
sp,L(p)
u
[
Φ ∗ fL(p)
]
(u) = Φ(u) 0D
sp,L(p)−1
y
[
eαL(p)yfL(p)(y)
]∣∣
y=0
+ e−αL(p)u
[
eαL(p)(u)Φ(u) ∗ 0Dsp,L(p)u eαL(p)ufL(p)(u)
]
.
Note that sp,L(p)−1 < sL(p) and we have
αL(p)
0R
sp,L(p)
u
[
Φ ∗ fL(p)
]
(0) =
∫ u
0
Φ(u− y) αL(p)0R
sp,L(p)
y fL(p)(y) dy
∣∣∣∣
u=0
= 0.
Since this holds for all 1 6 p 6 N , we complete the proof.
Substituting the expression in Equation (21) for φ(u) into the boundary
conditions (22) yields explicit linear equations for the unknown constants Kp,
p = 1, . . . , N . First, denote
∆p ..=
n∏
j=1
(cµjzµjp + λ2,j)
m∏
i=1
(czp + λ1,i)
ri , p = 1, . . . , N.
16 Corina D. Constantinescu et al.
Then, the constants Kp, p = 1, . . . , N in (21) satisfy
Λm,n +
N∑
p=1
∆pKp = 0
α1Λm,n +∆
N∑
p=1
(−zp + α1)Kp = 0
· · ·
αs11 Λm,n +
N∑
p=1
∆p (−zp + α1)s1 Kp = 0
αs11 α2Λm,n +
N∑
p=1
∆p (−zp + α1)s1 (−zp + α2)Kp = 0
· · ·
αs11 α
s2
2 Λm,n +
N∑
p=1
∆p (−zp + α1)s1 (−zp + α2)s2 Kp = 0
· · ·
l−1∏
k=1
αskk α
sl−1
l Λm,n +
N∑
p=1
∆p
l−1∏
k=1
(−zp + αk)sk (−zp + αl)sl−1Kp = 0.
4 Explicit Expressions for Ruin Probabilities in Gamma-time and
Fractional Poisson Risk Models
The class of models considered in Theorem 2 is very general. In this section, we
thus focus on two specific models which might be of interest to applications,
and where explicit forms of ruin (non-ruin) probabilities can be derived.
Remark 4 It has been shown [4] that for any renewal risk model, the ruin
probability always has an exponential form when the claim distribution is
exponential. However, the fractional differential equation approach bridges a
solid connection between classical risk model and a class of renewal models,
which might be applied in a more sophisticated model.
4.1 Gamma-time Risk Model
A gamma-time risk model, describes the reserve process Rr(t) of an insurance
company by replacing the Poisson process N(t) in the classical model (1) with
a renewal counting process Nr(t) with Γ (r, λ1) distributed waiting times. This
is a natural extension of Erlang(n) risk model consiered by [28].
Being a special case of Theorem 2, the equation for ruin probability ψr(u)
in gamma-time risk model is
cre
λ1
c u C
uD
r
∞
(
e−
λ1
c uψr(u)
)
= λr1
(∫ u
0
ψr(u− y) dFX(y) +
∫ ∞
u
dFX(y)
)
.
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When claim sizes in this model have rational Laplace transforms, one could use
the characteristic equation method mentioned in Section 3.1 to derive explicit
ruin probabilities.
Example 1 In the gamma-time risk model with Γ (r, λ1) distributed inter-
arrival times and Exp(α) distributed claim sizes, the ruin probability equals
to
ψr(u) =
(
λ1
cx2
)r
e−(x2−
λ1
c )u, u > 0, (23)
where x2 >
λ1
c is the larger root of equation
crxr
[
x−
(
λ1
c
+ α
)]
+ αλr1 = 0.
Remark 5 Let s = x2 − λ1c in Equation (23), one has
(MX(s)MT (−cs))−1 − 1 =
(
1− s
α
)(
1 +
cs
λ1
)r
− 1
=
cr
λr1α
[(
α+
λ1
c
− x2
)
xr2 −
λr1
cr
]
=
−1
λr1α
[
crxr+12 −
(
cr−1λ1 + αcr
)
xr2 + αλ
r
1
]
= 0,
where MX and MT are moment generating functions of claim sizes and inter-
arrival times. This means that x2− λ1c is the unique positive solution γ of the
Lundberg’s fundamental equation. This finding coincides with the result from
[4] for renewal risk models with exponential claims.
In order to compare the classical compound Poisson with a gamma-time
risk model, in Figure 1a we show numerically computed ruin probabilities in
the case of Example 1 with different combinations of r and λ1 when the mean
claim inter-arrival time is fixed to r/λ1 = 1.
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Fig. 1: (a) Ruin probabilities in the case of Example 1 for λ1 = r =
0.5, 1, 1.5, 2 and 2.5. Claim sizes are taken exponentially distributed with
mean α = 1 and c = 1.2 in order to ensure the net profit condition. (b) Natu-
ral log of u5 (see (24)) for the ruin probability in Example 1 with continuously
varying parameters r, λ1. The claim sizes have fixed exponential distribution
with mean α = 1 and premium rate c = 1.2. The dotted line limits the region
where the net profit condition r/λ1 < c holds (see Equation (2)).
Note the substantial impact on ψr(u) when changing the Poisson assump-
tion (r = 1). Ruin is more likely to happen in the gamma-time risk model with
a larger shape parameter r of inter-arrival times, and vice versa. The reason is
that in this case, the expected inter-arrival time r/λ1 is fixed whereas the vari-
ance of inter-arrival time r/λ21 decreases as r increases, which means that the
chance of having shorter waiting periods between claims will decrease. Since
ruin is usually caused by not enough capital, the model with a larger shape
parameter r is more likely to survive. Figure 1a coincides with the finding from
[28], which focuses on Erlang(n) risk models.
In Figure 1b we illustrate the sensitivity to the parameters r and λ1 of the
ruin probability ψr(u) in Example 1. In order to do this, we define the statistic
u5 ..= inf {u ≥ 0 : ψr(u) < 0.05} . (24)
Namely, u5 is the minimum capital needed to ensure a ruin probability less
than 5%. Note that any combinations of r and λ1 on or above the dashed line,
marking the net profit condition, will make the ruin certain. The value of u5
tends to infinity as the parameters approach the dashed line since the safety
loading cE(T )E(X) − 1 tends to zero. When r takes large enough values or λ1 take
small enough values (in bluer areas), the ruin probability might be less than
5% even with zero initial capital. Note that along contour lines, dλ1 ≈ 1c dr,
so the sensitivity of the ruin probabilities to its parameters depends almost
exclusively on c.
An Application of Fractional Differential Equations to Risk Theory 19
The next example goes a step further and assumes gamma distributions
for both the inter-arrival times and the claim sizes. This case is simple enough
that the two positive roots of the characteristic equation can be bounded.
Example 2 In the gamma-time risk model with Γ (r, λ1) distributed inter-
arrival times and Γ (2, α) distributed claim sizes, the ruin probability equals
to
ψr(u) =
λ1
c − z3
z2 − z3
(
λ1
cz2
)r
e(
λ1
c −z2)u +
λ1
c − z2
z3 − z2
(
λ1
cz3
)r
e(
λ1
c −z3)u, u > 0,
where z3 >
λ1
c + α > z2 >
λ1
c are the two largest roots of the equation
crzr
[
z −
(
λ1
c
+ α
)]2
− α2λr1 = 0.
4.2 Fractional Poisson Risk Model
The fractional (compound) Poisson risk model is a special case of the classic
compound Poisson risk model (1) where the counting process is chosen as
fractional Poisson process Nµ(t). Namely, the inter-arrival times are Mittag-
Leffler distributed T ∼ ML(µ, λ2), with λ2 > 0, 0 < µ 6 1. Since, when µ = 1,
the fractional Poisson process reduces into a Poisson process, we need the
net profit condition to compute the ruin probability. The following examples
are derived under the assumption 0 < µ < 1 (in the fractional Poisson risk
model). Note that in this case E[Ti] =∞, so the net profit condition (2) holds
whenever E[Xi] < ∞. It follows from Theorem 2 that the ruin probability
ψµ of a fractional Poisson risk model satisfies the following fractional integro-
differential equation
cµ CuD
µ
∞ψµ(u) + λ2ψµ(u) = λ2
[∫ u
0
ψµ(u− y) dFX(y) +
∫ ∞
u
dFX(y)
]
,
with the universal boundary condition limu→∞ ψµ(u) = 0. Explicit expres-
sions for ruin probabilities in the fractional Poisson risk model with exponen-
tial claims has been derived in [7]. The same result can be obtained via the
fractional differential equation approach introduced in this paper.
Example 3 In the fractional Poisson risk model with T ∼ ML(µ, λ2) and expo-
nentially distributed claim sizes with parameter α, the ruin probability equals
ψµ(u) =
(
1− x2
α
)
e−x2u, u > 0,
where x2 is the unique positive solution of c
µx− αcµ + λ2x1−µ = 0.
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Figure 2a shows the ruin probability ψµ(u) for various combinations of the
parameters λ2, µ, with fixed exponential claim size distribution.
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Fig. 2: (a) Ruin probabilities in the case of Example 3 for different combina-
tions of λ2, µ. Claim sizes are taken exponentially distributed with mean α = 1
and c = 1.2. (b) Natural log of u5 (see Equation (24)) for the ruin probability
in Example 3 with continuously varying parameters µ, λ2. The claim sizes have
fixed exponential distribution with mean α = 1 and premium rate c = 1.2.
Note the substantial impact on ψµ(u) when the classical Poisson assump-
tion (µ = 1) is changed. Increasing either λ2 or µ increases the chances for
ruin to happen. The reason is that, for large enough t, the expected number of
jumps, before time t, in the fractional Poisson process (see Equation (28)), is
an increasing function of both λ2 and µ. Figure 2b shows the values of natural
logarithm of u5 as a function of µ and λ2. Note that the contour lines in this
plot are not parallel to each other. As the values of µ decrease, the parameter
λ2 plays a less significant role in the ruin probability function.
Notice that the operator CuD
µ
∞ tends to the identity operator, when µ →
0+. Thus, we obtain the following result.
Corollary 2 In the fractional Poisson risk model, the ruin probability ψµ(u)
converges to a function ψ0(u), as µ→ 0. Moreover, the function ψ0(u) satisfies
an integral equation
(1 + λ2)ψ0(u) = λ2
∫ u
0
ψ0(u− y) dFX(y) + λ2
∫ ∞
u
dFX(y), (25)
with the universal boundary condition limu→∞ ψ0(u) = 0.
Substituting u = 0 into Equation (25) gives ψ0(0) =
λ2
λ2+1
, which only depends
on the value of λ2. Taking Laplace transform both sides with respect to u leads
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to
ψˆ0(s) =
1− fˆ(s)
(λ2 + 1)s− λ2sfˆ(s)
,
which can be explicitly inverted back in some cases.
A Basic facts from fractional calculus
The fractional calculus is the theory of integrals and derivatives of arbitrary
order, which unifies and generalizes the notions of integer-order differentiation
and n-fold integration [34]. The definitions of several special functions, frac-
tional integrals and fractional derivatives used in this paper are listed in this
section.
A.1 Mittag-Leffler Function
The Mittag-Leffler function was firstly introduced by [33] as a generalization
of the exponential function.
Definition 2 The two-parameter Mittag-Leffler function is defined as
Eα,β(z) =
∞∑
k=0
zk
Γ (αk + β)
, α, β ∈ C, <(α) > 0, <(β) > 0, z ∈ C. (26)
Proposition 3 The Laplace transform of zαk+β−1E(k)α,β(±azα) is (see Equa-
tion (1.80) in [34])∫ ∞
0
e−szzαk+β−1E(k)α,β(±azα) dz =
k!sα−β
(sα ∓ a)k+1 , <(s) > |a|
1/α.
A.2 Fractional Integrals and Derivatives
As per [21], we define and denote:
Definition 3 The left Riemann-Liouville fractional integral of order r > 0
with lower limit a ∈ R is defined on locally integrable functions f as
aI
r
xf(x) =
1
Γ (r)
∫ x
a
(x− y)r−1f(y) dy, x > a,
and the right Riemann-Liouville fractional integral of order r > 0 with upper
limit b ∈ R is defined as
xI
r
bf(x) =
1
Γ (r)
∫ b
x
(y − x)r−1f(y) dy, x < b.
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Definition 4 The left Riemann-Liouville fractional derivative of order r >
0 with lower limit a is defined as the integer order derivatives of fractional
integrals as follows,
aD
r
xf(x) =
1
Γ (n− r)
dn
dxn
∫ x
a
(x− y)n−r−1f(y) dy, x > a,
where n = brc + 1, and brc denotes the floor function. Similarly, the right
Riemann-Liouville fractional derivative of order r > 0 with upper limit b is
defined as
xD
r
bf(x) = (−1)n
1
Γ (n− r)
dn
dxn
∫ b
x
(y − x)n−r−1f(y) dy, x < b.
These two operators are well defined on the Lebesgue space Ldre([a, b]) (see
Definition 2.1 in [37]). Here, dre denotes the ceiling function.
Proposition 4 The Riemann-Liouville fractional derivatives are the left in-
verse operators of the corresponding fractional integrals (see Section 3.2 in
[41])
aD
r
x aI
r
xf(x) = f(x) and xD
r
b xI
r
bf(x) = f(x), for any r ∈ C.
Proposition 5 The left Riemann-Liouville fractional integrals aI
r
x and left
fractional derivative aD
r
x of the power function (x − a)p are (see Equation
(2.117) in [34])
aI
r
x(x−a)p =
Γ (1 + p)
Γ (1 + p+ r)
(x−a)p+r and aDrx(x−a)p =
Γ (1 + p)
Γ (1 + p− r) (x−a)
p−r.
Proposition 6 The left fractional derivative 0D
r
x of the two-parameter Mittag-
Leffler functions satisfies (see Equation (1.82) in [34])
0D
r
x
[
xαk+β−1E(k)α,β(λx
α)
]
= xαk+β−r−1E(k)α,β−r(λx
α).
Proposition 7 The left Riemann-Liouville fractional derivatives 0D
r
x of an
integral depending on a parameter t ∈ R is given by (see Equation (2.212) in
[34])
0D
r
x
∫ x
0
K(x, t) dt =
∫ ∞
0
tD
r
xK(x, t) dt+ lim
t→x−0 t
Dr−1x K(x, t).
Proposition 8 The left Riemann-Liouville fractional derivatives 0D
r
x of the
(positive density) convolution integral equals to (see Equation (2.213) in [34])
0D
r
x [K ∗ f ] (x) = [0DrtK ∗ f ] (t) + lim
t→+0
f(x− t) 0Dr−1t K(t).
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Definition 5 The Weyl-Liouville fractional derivatives [37, 8] are special cases
of the Riemann-Liouville derivatives, whenever a is replaced by −∞ or b is
replaced by ∞ in Definition 4. The right Weyl-Liouville fractional derivative
is defined for functions f ∈ Ldre([a, b]) as
xD
r
∞f(x) = (−1)n
1
Γ (n− r)
dn
dxn
∫ ∞
x
(y − x)n−r−1f(y) dy, n = brc+ 1.
Definition 6 The Caputo fractional derivatives are defined as fractional in-
tegrals on integer-order derivatives. The right Caputo fractional derivative is
defined on functions f ∈ Ldre([a, b]) as
C
xD
r
bf(x) =
1
Γ (n− r)
∫ b
x
(y − x)n−r−1f (n)(y) dy, x < b, n = brc+ 1.
Proposition 9 The Caputo fractional derivatives are the left inverse opera-
tors of their corresponding fractional integrals (see Section 3.2 in [41])
C
aD
r
x aI
r
xf(x) = f(x) and
C
xD
r
b xI
r
bf(x) = f(x), for r ∈ N or <(r) /∈ N.
Proposition 10 The Caputo and left Riemann-Liouville fractional deriva-
tives are related by the following integration by parts formula (see Section 2.1
in [3])∫ b
a
g(x)CxD
r
bf(x) dx =
∫ b
a
f(x) aD
r
xg(x) dx
+
brc∑
j=0
[
(−1)brc+1+j
(
aD
r+j−brc−1
x g(x)
)(
aD
brc−j
x f(x)
)]b
a
. (27)
Proposition 11 The eigenfunction of left fractional derivative 0D
r
x (or
C
0D
r
x)
is x1−αEα,α(λxα) with eigenvalue λ ∈ R (see Section 2.2.3 in [21]).
Proposition 12 The eigenfunction of right fractional derivative xD
r
∞ (or
C
xD
r
∞) is e
−λx with eigenvalue λr, where λ ∈ R+ (see Section 4 in [41]).
Proposition 13 The Laplace transform of the left Riemann-Liouville frac-
tional derivative of order r > 0 is (see Equation (2.245) in [34])
L{0Drxf(x)}(s) = srfˆ(s)−
brc∑
k=0
sk
[
0D
r−k−1
x f(x)
] ∣∣
x=0
B Proof of Theorem 1
Proof We will use induction on both variables to validate (11) together with
the extra statement: for any function g supported on [0,∞), Am,n
(
d
dt
)
[fm,nT ∗
g](t) = Λm,ng(t). Base step: when m = 1, n = 0 or m = 0, n = 1, from
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Equation (8) and (9) we have A1,0( ddt )[f1,0T ](t) = 0 and A0,1( ddt )[f0,1T ](t) = 0.
Furthermore, a simple calculation yields
A1,0
(
d
dt
)(
d
dt
)[
f1,0T ∗ g
]
(x) = e−λ1,1t 0D
r1
t
(
eλ1,1t
[
f1,0T ∗ g
])
(t) = λr11,1g(t),
A0,1
(
d
dt
)[
f0,1T ∗ g
]
(t) = (0D
µ1
t + λ2,1)
[
f0,1T ∗ g
]
(t) = λ2,1g(t).
Inductive step: for a non-negative m and n, we assume that the statements
Am,n
(
d
dt
)
[fm,nT ] (t) = 0, Am,n
(
d
dt
)
[fm,nT ∗ g](t) = Λm,ng(t)
hold. We then compute,
Am+1,n
(
d
dt
)[
fm+1,nT
]
(t) = e−λ1,m+1t 0D
rm+1
t
[
eλ1,m+1tcm,nf
1,0
T (t)
]
= 0
Am,n+1
(
d
dt
)[
fm,n+1T
]
(t) =
(
0D
µn+1
t + λ2,n+1
) [
cm,nf
0,1
T (t)
]
= 0,
Am+1,n
(
d
dt
)[
fm+1,nT ∗ g
]
(t) = e−λ1,m+1t 0D
rm+1
t
[
eλ1,m+1t cm,nf
1,0
T ∗ g
]
(t)
= cm+1,ng(t),
Am,n+1
(
d
dt
)[
fm,n+1T ∗ g
]
(t) =
(
0D
µn+1
t + λ2,n+1
) [
cm,nf
0,1
T ∗ g
]
(t)
= cm,n+1g(t),
thereby showing m + 1 and n + 1 cases are true. To validate the boundary
conditions, we compute
0D
µ1−k
t
n⊙
j=2
(
0D
µj
t + λ2,j
) m⊙
i=1
λ1,i
0R
ri
t
[
fm,n−1T ∗ f0,1T
]
(0)
=
m∏
i=1
λri1,i
n∏
j=2
λ2,j 0D
µ1−k
t
[
f0,1T
]
(0) =
m∏
i=1
λri1,i
n∏
j=2
λ2,jλ2,1t
k−1Eµ1,k(−λ2,1tµ1 )
∣∣
t=0
,
which equals to Λm,n when k = 1, and 0 for k > 1. This completes the proof.
C Review of Fractional Poisson Process
The fractional Poisson process, denoted by Nµ(t), t > 0, µ ∈ (0, 1], is a
fractional non-Markovian generalisation of Poisson process N(t), t > 0. The
distribution of fractional Poisson process Pµ(n, t) = P[Nµ(t) = n] is defined
by solving a fractional generalisation of the Kolmogorov-Feller equation [26]
0D
µ
t Pµ(n, t) = λ[Pµ(n− 1, t)− Pµ(n, t)] +
t−µ
Γ (1− µ)δn,0, t > 0,
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where λ is the intensity parameter and δn,0 is the Kronecker symbol.
Moreover, [26] showed the inter-arrival times of a fractional Poisson pro-
cess have probability density function fµ(t) = λt
µ−1Eµ,µ(−λtµ), t > 0. The
Laplace transform of the inter-arrival time density fµ(t) is L{fµ(t); s} =
fˆµ(s) =
λ
sµ+λ . The mean and variance of Nµ(t) are
ENµ(t) =
λtµ
Γ (µ+ 1)
, (28)
respectively VarNµ(t) = 2(λt
µ)2
Γ (2µ+1) − (λt
µ)2
[Γ (µ+1)]2
+ λt
µ
Γ (µ+1) , as in [26].
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