Recent studies show that neuronal mechanisms for learning and memory both dynamically modulate and permanently alter the representations of visual stimuli in the adult monkey cortex. Three commonly observed neuronal effects in memory-demanding tasks are repetition suppression, enhancement, and delay activity. In repetition suppression, repeated experience with the same visual stimulus leads to both short-and long-term suppression of neuronal responses in subpopulations of visual neurons. Enhancement works in an opposite fashion, in that neuronal responses are enhanced for objects with learned behavioral relevance. Delay activity is found in tasks in which animals are required to actively hold specific information ''on-line'' for short periods. Repetition suppression appears to be an intrinsic property of visual cortical areas such as inferior temporal cortex and is thought to be important for perceptual learning and priming. By contrast, enhancement and delay activity may depend on feedback to temporal cortex from prefrontal cortex and are thought to be important for working memory. All of these mnemonic effects on neuronal responses bias the competitive interactions that take place between stimulus representations in the cortex when there is more than one stimulus in the visual field. As a result, memory will often determine the winner of these competitions and, thus, will determine which stimulus is attended.
Attention is often thought of as a gateway to learning and memory because we typically learn and remember much more about stimuli in the environment that we attend to than about stimuli we ignore. However, the converse is equally true. That is, mechanisms for learning and memory play a critical role in the selection process that determines which stimuli of the many stimuli in a complex environment are attended. In fact, some of the mechanisms for memory and attention are so intertwined that one might question whether they are even distinguishable. In the first part of this review I will summarize what is known about several cortical memory mechanisms, and in the second part I will take up a role for memory mechanisms in attention. Fig. 1 summarizes in a diagrammatic fashion some of the cortical mechanisms for visual memory that appear to impact on attentional selection processes. It is important to note that all of the processes illustrated are related to what could be called ''stimulus memory''-i.e., plastic changes induced in the cortex during the storage or expression of memories of visual stimuli. The types of memories normally associated with the hippocampus and medial temporal lobe structures, including memories of more complex behavioral events, maps, scenes, episodes, etc., are not considered.
Most neurophysiological studies of visual memory in primates have used some variation of the delayed matching-tosample task (DMS). Typically in these studies, a sample stimulus is presented at the start of the trial, followed after by a delay by one or more test stimuli. The animal is rewarded for indicating which test stimulus matches the sample. To solve the DMS task the monkey must, in principle, solve three problems. First, it must discriminate among the different stimuli. Second, it must retain the memory of the sample for the length of the trial. Third, it must make a decision about whether the current test stimulus matches the sample held in memory. Neuronal mechanisms that may contribute to each of these operations are described in the next sections.
Most of the examples to be described come from recordings in the inferior temporal (IT) cortex of macaque monkeys. IT cortex is the last visual processing region in the ''ventral'' visual pathway that mediates object recognition and memory (2) (3) (4) . It is comprised of at least two separate areas, area TE laterally and the perirhinal cortex anteromedially. IT cells have large receptive fields that typically include the center of gaze and have complex feature selectivity, and lesions of IT cortex cause impairments in both stimulus discrimination and recognition (2, (5) (6) (7) .
Repetition Suppression
Repetition suppression (top of Fig. 1 ) was the first type of stimulus-induced change in the cortex that we found in our own studies in the perirhinal portion of IT cortex (8) (9) (10) (11) . In these studies, the monkey was performing a variation of the DMS task in which the sample stimulus was followed by a sequence of up to five different test stimuli, each separated by a short delay. The monkey was rewarded for indicating when a test stimulus in the sequence matched the sample. All of the stimuli and sequences were randomized, and a stimulus that appeared as a sample and matching test on one trial would appear as a nonmatching test item on another. For example, on one trial the monkey might see a stimulus sequence consisting of A. . . B. . . C. . . D. . . A and would respond to the final A, and on another trial it might see a sequence consisting of C. . . A. . . C and would respond to the final C. The stimuli were digitized pictures of complex objects, which are the sort of stimuli that typically activate IT neurons in a stimulus-selective fashion. For the initial study, the stimuli were always familiar to the animal, although the stimuli were often changed from cell to cell. Our goal was not to identify the ''optimal'' stimuli for a given cell; rather, we simply needed stimuli that would elicit a range of responses from the cells so that we could measure how the responses were affected by the mnemonic demands of the task.
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Not surprisingly, most cells gave stimulus-selective responses, responding better to some stimuli that to others. IT stimulus selectivity presumably contributes to the first requirement for performing the DMS task described above-i.e., the ability to discriminate the stimuli.
For about half the cells, responses to the test items were apparently unaffected by any mnemonic aspect of the task. However, for the remaining cells, the responses to the test stimuli varied not only according to the features of those stimuli but also according to whether the test stimulus matched the sample held in memory. This influence of the sample memory on IT responses might contribute to the third requirement for performing the DMS task described above, namely a mechanism for making a decision about whether the current test stimulus matches the sample held in memory. Several other studies have found comparable match-nonmatch effects on responses of cells in IT cortex (12) (13) (14) (15) (16) (17) (18) .
The most common type of interaction effect we found was suppressive: the more similar the test stimulus was to the sample, the more the response was suppressed. For example, if the cell was normally selective for stimulus A, the response to A when it was a matching test item was substantially smaller than when A appeared as a nonmatching item in the sequence. The degree of similarity between the sample and test stimulus that caused the suppression was at a more abstract level than simply a pixel by pixel comparison, because for many cells the suppressive effect was maintained even when the sample and test stimulus were presented at different retinal locations or differed in size (11) .
We found a related suppressive effect when we used stimuli in the DMS task that were initially novel to the animal (9) . For about a third of the cells in IT cortex, the responses to specific sample and test stimuli declined systematically over the course of the recording session, as they became familiar. These effects were highly stimulus specific and long lasting: the reduction in response with familiarity was maintained even when several minutes and more than a hundred other stimulus presentations intervened between repetitions of a given stimulus. However, the cells did not act as ''novelty detectors,'' in the sense of responding to any stimulus that is novel. Rather, both novelty and stimulus features determined the response. For example, a cell that responded well to stimulus A and poorly to stimulus B when they were both novel at the start of the session might respond poorly to both A and B when they had become familiar. A study by Brown and colleagues (17) suggests that these effects may be permanent. They find that presentation of a set of stimuli on one day leads to a reduced incidence of cells activated by those stimuli on a subsequent day. Another way of describing these result is that stimulus repetition leads to a smaller populations of activated cells, or smaller stimulus representations in the cortex.
Selection͞Enhancement
Because IT responses distinguish between matching and nonmatching stimuli in the DMS task, we initially proposed that the repetition suppressive mechanism was part of the neural mechanism of ''working memory'' (8) . In the field of human psychology, the concept of working memory includes aspects of short term memory, rehearsal, a visuo-spatial ''sketchpad,'' and the actions of a central executive (19) . Some of the important features of working memory are that it holds information only briefly before it is discarded, that it is voluntary, that it requires effort, and that it is limited in capacity. A good example is silently rehearsing a new phone number while waiting to dial it. In primates, working memory is usually studied in tasks such as DMS or delayed response, in which the monkey actively holds a specific item in memory for a short delay and then makes a behavioral judgment based on the item in memory. We reasoned that the act of holding the sample stimulus in memory decreased the sensitivity of a subpopulation of IT cells to a reoccurrence of that stimulus. When the matching stimulus occurred in the sequence, the suppressed responses of this population (perhaps in comparison to the responses of other IT cells that were unaffected by the mnemonic demands of the task) might then trigger the animal's decision to respond to the match stimulus.
However, the picture became more complicated when we studied IT cells in a variant of our standard DMS design (10) . In the standard design, a given nonmatch test stimulus was presented only once within a given trial. For example, a particular stimulus sequence in a trial might be A. . . B. . . C. . . A, in which the B and the C appeared only once in the sequence. In the new variation, one of the nonmatching test stimuli was repeated within the sequence. For example, a stimulus sequence might be A. . . B. . . B. . . A. We termed this version of the task the ABBA task. The question we asked was whether only responses to the matching test (e.g., A) would be suppressed, or would responses also be suppressed for the behaviorally irrelevant repeated nonmatch (e.g., B). In other words, was active maintenance of the sample memory necessary for suppression to occur, or would suppression occur automatically with any stimulus repetition.
The first surprise in the experiment was that when monkeys trained on the standard task were tested in the ABBA task, the monkeys incorrectly responded to the repeated nonmatch (e.g., B), not waiting for the final match. This indicated that the monkeys had always thought that the task requirement was to respond to any repeated stimulus in the sequence. The monkeys were apparently detecting simple repetition and were not actively maintaining the memory of the sample. In the original task design, only the sample stimulus was repeated in the trial, so that this erroneous strategy actually met the task requirements and was rewarded. We therefore had to train the monkeys to respond only to the matching test (e.g., A) in the ABBA task.
Once the monkeys were performing the ABBA task correctly and responded only to the matching test stimulus, we again recorded from cells in the perirhinal portion of IT cortex. We found that, as before, the responses of many cells were suppressed by the matching test stimulus (e.g., A) in the sequence. However, there was equal suppression for the repeated nonmatch (e.g., B), which was behaviorally irrelevant. This indicated that the repetition suppression effect was caused by any type of stimulus repetition and was not specifically linked to active maintenance of the sample memory trace. Consistent with this, repetition suppression is also found when stimuli are repeated during passive fixation and in monkeys under anesthesia (20, 21) . Repetition suppression is also found in monkeys given systemic scopolamine, which greatly impairs their behavioral performance in the DMS task (22) .
In contrast to the cells showing match-suppression, we found that the responses of another class of IT cells were enhanced for the matching test stimulus in the ABBA sequence. For example, a cell that normally responded well to stimulus A gave a stronger response when A was a match to the sample than when it was an intervening nonmatch stimulus. Most importantly, the responses of these cells were enhanced only by the stimulus that matched the sample and not by the repetition of the nonmatch stimuli in the sequence. Thus, these cells uniquely signaled the stimulus for which the monkey was actively searching.
Parallel Memory Mechanisms
Based on these results, the perirhinal portion of IT cortex contains at least two parallel mechanisms that might mediate performance in DMS tasks, an enhancement mechanism for active working memory ( Fig. 1 ) and a suppressive mechanism that is engaged automatically by stimulus repetition (10) . The latter might be considered a type of ''recency'' or ''novelty'' memory. In monkeys performing the DMS task, both enhancement and suppression occur (for different cells) at the time of presentation of the test stimuli. Since this is the precise time at which the animal must make a decision about whether the test stimulus is matching or nonmatching, the animal might utilize either the suppression mechanism, the enhancement mechanism, or both mechanisms, depending on the specific requirements of the task. In principle, the ABBA task cannot be solved by an animal relying only on the suppressive mechanism, whereas the standard version of the DMS task might be solved by a monkey relying on either enhancement or suppression. The fact that our monkeys initially trained on the standard version initially failed to distinguish between the stimulus matching the sample and irrelevant repetitions of the nonmatch stimuli in the ABBA task suggests they may have utilized the suppression mechanism when performing the standard task. More generally, the results imply that the kind of short-term memory typically studied in behavioral and lesion studies in animals and humans may appear superficially to be a single phenomenon but in fact might be mediated by different mechanisms depending on the specific requirements of the task, training history, and perhaps individual variables.
What role does the suppressive mechanism play in memory formation? Brain imaging studies in humans using positronemission tomography or functional MRI suggest that it plays a role in repetition priming, a type of implicit memory (23). In repetition priming, experience with an item leads to faster and better performance when subjects are required to name or identify the item at a later time (24) . For example, if a subject is asked to identify briefly presented drawings of objects, they will be faster if they have seen the drawings before. Moreover, these effects occur regardless of whether the subject actually remembers seeing the drawings before. Imaging studies have found that under conditions that lead to priming, repetition of either visually presented objects or words leads to reduced activation of cortical areas, compared with stimuli that were not seen before (25, 26) . It seems likely that the reduction in cortical activation is due to the repetition suppression effect and the shrinkage of the pool of activated cells. The fact that a smaller population of activated cells is associated with better task performance suggests that a smaller representation of a stimulus is a better representation, particularly if it is due to sharpened stimulus selectivity of the remaining cells. In this view, repetition suppression is a by-product of sharpening stimulus representations in the cortex. In addition, repetition suppression may contribute to behavioral habituation and, conversely, automatic orientation to novel stimuli (see below).
Delay Activity
There remains one important requirement for solving the DMS task that is not accounted for by the properties of IT neurons described so far in this review-namely, a mechanism for maintaining the memory of the sample. One possibility is that some IT cells continue to respond to a sample stimulus throughout the delay when the stimulus is no longer present. If such cells existed, they might provide a chronic input to the other IT cells selective for the same stimuli, leading to the enhancement effect when the matching test stimulus appears. Consistent with this possibility, several studies have reported IT cells that respond selectivity to particular sample stimuli and show higher maintained activity during the delay following the preferred samples (27) (28) (29) (30) (31) (32) (33) .
We found counter-evidence for this idea, however, in our studies using the DMS task with multiple nonmatch test stimuli intervening between the sample and the matching test (31) . In both the standard and ABBA version of the task, many cells had stimulus-selective maintained activity in the delay following the sample but this activity was ''reset'' to a different level following the first intervening stimulus in the sequence. Consider, for example, a cell that responds selectively to stimulus A. In an A. . . B. . . C. . . A sequence, such a cell might have high maintained activity following A, which might then be reset to a low firing level following the intervening B and a different firing level following intervening stimulus C. After the first intervening stimulus, there was no clear link between the magnitude of delay activity and the identity of the sample stimulus that the animal was actively maintaining in memory.
This result explains an otherwise contradictory report from Nakamura and Kubota (33) , who found that cells in the anterior and temporal polar regions of IT cortex had stimulusspecific maintained activity in the delays following the sample in a delayed nonmatch-to-sample task. In their task, the sample stimulus was presented repeatedly in a sequence, and the monkey was rewarded for indicating when the sequence was interrupted by a stimulus that differed from the sample. For example, a trial sequence might consist of A. . . A. . . A. . . B. Thus, in their task, delay activity could be reset after each intervening stimulus as we found but would nonetheless appear to be maintained throughout the trial.
Our failure to find delay activity that bridged intervening stimuli in IT cortex suggests that delay activity, in itself, is not the mechanism that maintains the memory of the sample, at least not in IT cortex. Yet, other work indicates that IT delay activity is at least under the control of a short-term memory mechanism. Miyashita and colleagues (27, 34) recorded from IT neurons in a paired-associate task, in which the monkey was presented with a sample stimulus at the start of the trial and was rewarded for matching it to an arbitrary associate stimulus, following a delay. They found that IT delay activity anticipated the paired-associate stimulus-e.g., if the animal was taught an A-B associate pair, and the neuron was selective for stimulus B, then the neuron showed elevated activity in the delay between A and B. Likewise, we found in a DMS task that when the same sample stimulus was used for several consecutive trials in a block, the maintained activity at the start of the trial varied according to the sample that the animal learned to expect (unpublished data). Activity was highest on trials in which the animal anticipated seeing a stimulus that was the preferred stimulus for the cell. If the same cell was tested in trials with randomized samples, such that the animal could not predict which sample would be used on a given trial, the differential activity at the start of the trial was abolished.
Putting these results together indicates that maintained or delay activity in IT cortex may provide a representation of whatever object is expected or behaviorally important but only at a given moment of time.
Prefrontal Cortex
Having failed to find delay activity that bridged intervening items in IT cortex, we next turned to prefrontal cortex. There were several reasons for suspecting that cells with the appropriate properties might exist in prefrontal cortex. First, prefrontal cells have stimulus-specific delay activity in delayed response tasks (32, (35) (36) (37) (38) (39) (40) (41) (42) . Cells in the dorsolateral portion of prefrontal cortex tend to have delay activity specific for remembered locations in space whereas cells on the ventral convexity of prefrontal cortex tend to have activity specific for complex objects (42) . Second, lesions or deactivation of prefrontal cortex impair performance on working memory tasks in monkeys (43) (44) (45) (46) (47) (48) (49) . Third, anatomical studies reveal that prefrontal cortex has reciprocal connections with most or all of extrastriate visual cortex, and thus the anatomy is at least consistent with the idea that prefrontal cortex is a source of biasing activity in visual cortex (50) (51) (52) (53) . Finally, if the idea is correct that visual working memory requires feedback to visual cortex, biasing responses in favor of stimuli that are relevant or expected, then it makes sense for this feedback to come from structures that are not purely visual. Behavioral relevance and expectations are often defined by the behavioral context rather than by inputs into a single sensory system.
We recorded from neurons in the ventral convexity of prefrontal cortex using both our standard DMS and ABBA task (54) . Consistent with previous studies (32, (35) (36) (37) (38) (39) (40) (41) (42) , it was found that many prefrontal cells responded to the visual stimuli in the task, and many of these showed stimulus specificity. Many cells also had high maintained activity during the delay intervals and, for many cells, this activity was stimulus-specific. Most importantly, stimulus-specific delay activity in prefrontal cortex did bridge the intervening stimuli in the DMS task, unlike delay activity in IT cortex. For example, a cell that had higher maintained activity in the delay immediately following sample A than it did following sample B also showed higher maintained activity in all of the subsequent delay intervals in a trial sequence consisting of A. . . B. . . C. . . D. . . A (see Fig. 2 ). For some cells, the overall amount of delay activity either increased or decreased with each subsequent delay interval, but the selectivity of the delay activity for a given stimulus was maintained. Thus, prefrontal cells might, in principle, provide feedback to IT cortex, biasing activity in favor of the stimulus matching the sample held in memory on a given trial (Fig. 1) .
Interestingly, some prefrontal cells also showed repetition suppression and match-enhancement, like we found in IT cortex. The suppression and enhancement effects exactly paralleled our results in IT cortex, in that prefrontal cells with repetition suppression showed suppression for not only the stimulus matching the sample but also for repetitions of the nonmatching test stimuli in the ABBA task whereas prefrontal cells showing match-enhancement were only enhanced for the stimuli that matched the sample. Overall, prefrontal cells were less likely to show stimulus selective visual responses but were more likely to have stimulus-selective delay activity and had a much stronger match-enhancement effect than cells in IT cortex. Together, the results point to a more central role of prefrontal cortex in working memory (ref. The results support the idea that prefrontal cortex is a source of feedback to extrastriate cortex, biasing or priming cells to respond preferentially to stimuli held in short-term memory that are expected or behaviorally relevant. In this view, feedback from prefrontal cortex contributes to the match-enhancement effect in IT cortex and likely plays a role in generating delay activity in IT cortex as well. Although prefrontal cortex may not be the only source of such inputs, a direct test of its role would be to record from IT neurons during reversible deactivation of the prefrontal cortex and ask whether match-enhancement is affected. This experiment has not yet been done, but Fuster et al. (47) have recorded delay activity in IT cortex during cooling of prefrontal cortex. IT delay activity was not eliminated during prefrontal cooling but it became less selective. Since it appears that prefrontal delay activity is modulated by dopaminergic inputs to prefrontal cortex, it may be possible in the future to test prefrontaltemporal interactions with pharmacological manipulations (45, (55) (56) (57) .
There is a striking parallel between these results on delay activity in IT and prefrontal cortex and results in the posterior parietal and prefrontal cortex. Neurons in both posterior parietal cortex and in the more dorsal portion of prefrontal cortex (area 46) have delay activity that is selective for spatial location (38, 41, 47, (58) (59) (60) (61) . Constantinidis and Steinmetz (62) have recorded from posterior parietal cells in a spatial analog of our standard DMS task, in which the animal is presented with a sample at one spatial location, followed by a sequence of stimuli at other spatial location. The animal was rewarded for indicating when a stimulus in the sequence appeared at the same location as the sample. They found that many cells had delay activity following the presentation of the sample but this activity did not survive the first intervening stimulus in the sequence. By contrast, delay activity specific for spatial location is maintained following intervening stimuli in prefrontal cortex (60, 61) . Thus, prefrontal but not parietal cortex appears to maintain an explicit representation of the remembered spatial location for the length of the trial. This distinction may not apply to presaccadic activity, however, as posterior parietal activity immediately preceding a saccade to a remembered target is not disrupted by the presentation of a second target in a double saccade task (63, 64) .
Biased Competition
Only a small amount of the information available on the retina can be fully processed at any given moment in time. Thus, at some point between stimulus and response, the objects in a typical crowded scene must compete for representation, analysis, and control over behavior. This competition is biased in favor of information that is currently relevant for behavior, and the winner of the competition is said to be ''attended. '' In our work, we have extended the biased competition account of attentional selection to the visual cortex itself (65) . According to this hypothesis, the multiple objects present in a complex scene will activate, in parallel, their respective neural representations in the cortex. Any overlap between the neuronal populations participating in different representations presumably results in degraded information available about each individual object; however, the representations should never be completely overlapping even if some objects are identical to others, as each object will occupy a different location on the retina. The cells participating in the different representations then enter into some type of competitive interaction, in which each representation tries to suppress other representations. The competition is biased in favor of some representations, or neural populations, at the expense of others depending on the influence of many different processes, some of which are intrinsic to the visual cortex itself (bottomup), and some of which depend on extrinsic feedback to visual cortex from structures outside of the traditional visual system (top-down). All of the memory mechanisms described in the first part of this review influence the firing rate or sensitivity of cells in visual cortex and would therefore be expected to influence any competitive interactions or attentional selection of objects.
Visual Search
A good example of the role that memory mechanisms play in attentional selection is provided by visual search. The visual search task is a commonly used attentional paradigm in psychology; in one form it is akin to finding a ''face in the crowd.'' The problem is to find an object in a scene when the object's location is not known in advance. In our monkey version of visual search, the monkey was given a cue at the start of the trial, followed by a blank screen for a short delay period (66) . The monkey was required to fixate the cue at the center of the display and to maintain fixation on a fixation spot at the same location during the delay. At the end of the delay, an array of two to five stimuli were presented extrafoveally, and the monkey was rewarded for making a saccadic eye movement to a stimulus (target) matching the prior cue. The location of the target in the array was varied from trial to trial, so that the monkey had to find it based on its features. The stimuli were digitized pictures of complex objects, similar to those used to study memory in IT cortex.
We recorded from cells in the same perirhinal portion of IT cortex in which we had studied the memory mechanisms described above. According to the biased competition hypothesis, the onset of the array should activate, in parallel, IT cells selective for any of the objects in the array. Eventually, however, cells that participate in the representations of nontarget objects should be suppressed.
Because IT receptive fields are typically very large, all of the objects in the array might potentially activate a given cell. Therefore, it was necessary to ''label'' IT responses to the different objects, so that we would know which specific object was responsible for a given cell's response. We did this by first testing the cell's response to each stimulus individually and then by choosing the stimuli in the array so that only one of them activated the cell strongly when presented by itself. In a two-item array, for example, we would choose one highly preferred stimulus (good stimulus) for the cell we were recording and one highly nonpreferred stimulus (poor stimulus). We could then examine the response to the array when the good stimulus was the target compared with trials when the good stimulus was the nontarget. The physical arrays would be identical on the two types of trials; the only difference was which object was the target.
When the array was presented, cells responded initially to their preferred stimulus in the array, regardless of whether it was the target. However, about 100 ms after the onset of the response, responses to the good stimulus in the array were suppressed if it was the nontarget on that trial (Fig. 3) . By contrast, when the good stimulus was the target, responses remained at a high rate up until the time of the eye movement, which occurred about 100 ms or so after responses to the target and nontarget diverged. That is, by the time the eye movement was made, only cells participating in the representation of the target remained active. This is just what the biased competition idea would predict: an initial parallel activation of cells participating in the representations of all object in the scene, followed by suppression of cells that represent nontarget (irrelevant) objects.
In addition to evidence for the competition, there was also evidence for the ''bias.'' In the delay between the offset of the cue and the onset of the array, many IT cells showed higher delay activity if their preferred stimulus was the cue-target. These cells acted as though they had been ''primed'' or FIG. 3 . Response histograms averaged from a population of 22 IT neurons recorded while the monkey performed a visual search task. A cue stimulus was briefly presented at the start of the trial, followed by a blank delay period during which the animal maintained fixation at the center of the display. At the end of the delay, a choice array containing two stimuli at random locations was presented and the animal was rewarded from making a saccadic eye movement to the stimulus that matched the cue (target). The presentation periods for the cue and array are indicated by horizontal bars. The cues were chosen for each cell such that one would activate a cell when presented alone (''good'' cue) and one would only poorly activate the cell when presented alone (''poor'' cue). Responses to identical choice arrays are shown separately for trials with the good versus poor stimulus for the recorded cells used as the cue. When the good cue was used, activity was higher during the delay period, and responses to the choice array remained high. When the poor cue was used, activity was lower during the delay period, and responses to the identical choice array were suppressed approximately 200 ms after the onset of the array. Thus, only cells selective for the target stimulus remained active, all other cells being suppressed. The saccadic eye movement to the target (asterisk) began about 300 ms after the onset of the array, well after responses to the nontarget stimuli were suppressed. (Adapted from refs. 65 and 66.) sensitized to respond to their preferred stimulus when it would appear as the target in the array. Consistent with this, some cells showed an enhanced response to the onset of the array when their preferred stimulus was the target (unpublished data). This is the same ''enhancement effect'' that we found in our studies of working memory in IT cortex, that we believed is caused at least in part by feedback from prefrontal cortex.
Interestingly, some cells showed a reduced response to the onset of the array when their preferred stimulus was the target (unpublished data). This is presumably the same ''repetition suppression'' that we found in our short-term memory studies, as the target stimulus was presented twice on each trial-once as the cue and once in the array. Because the suppression mechanism biased responses in favor of the nontarget stimulus (the only unique stimulus in the trial), it worked against both the enhancement mechanism and, presumably, the animal's goal in the task.
Conclusions
Mechanisms for learning and memory are continually modulating and altering the representations of stimuli in the cortex. We have considered only three short-term memory mechanisms in this brief review, namely repetition suppression, enhancement, and delay activity. These are hardly exhaustive, and, in particular, we have not touched on known mechanisms for long-term plasticity and perceptual learning. Besides the contributions these mechanisms make to performance of traditional memory demanding tasks, such as DMS, there are perhaps equally important contributions to tasks that have been traditionally considered to be attentional. Indeed, we have argued that ''attention'' derives, at least in part, from the impact of memory mechanisms on cortical sensory mechanisms, which are intrinsically competitive in nature.
