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Abstract
In this paper, we propose and study a fully discretization for computing the positive and (possibly) blowing-up solution of the
Cauchy problem: ut −2xum =up1 in R, where m ∈ (0, 1), p1 > 1, > 0, with an initial condition u0 assumed to be a nonnegative
and continuous function with compact support. The convergence of the numerical method is proved.
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1. Introduction
This paper deals with a numerical method for computing the positive solution of the Cauchy problem
ut − 2xum = up1 , t > 0, x ∈ R, (1.1a)
u(0, x) = u0(x)0, x ∈ R, (1.1b)
where m ∈ (0, 1), > 0 and p1 > 1, the initial condition u0 is assumed to be a continuous function with compact
support. This problem arises for instance in plasma physics as a model of heat conduction in a medium with diffusivity
and a source, both solution-dependent (see, for applications, [20,24,26]). Uniqueness of a weak solution was given in
[3]. Most of the analysis of (1.1) is known, with the proper changes for equations with no sources, that is  = 0 (see
[1,10,13]). Numerous papers were also devoted to the case when > 0 (see [9,19,21,22]). A main source of interests
for (1.1) lies in the remarkable properties of its solutions, such as blow-up in ﬁnite time as well as inﬁnite propagation
of disturbances. This latter feature corresponds to the instantaneous transition of u from an initial condition u0 with
compact support into a positive function. Furthermore, a solution is said to blow up in a ﬁnite time if its sup norm
tends to inﬁnity in ﬁnite time. Introducing the critical exponent pc = m + 2 (so-called Fujita exponent), we recall the
following results:
(1) If 0 and u0 = 0, then u(t, x)> 0 for t = 0 and u satisﬁes
lim|x|→+∞|x|2/(1−m)u(t, x)(2m( 21−m − 1)t)2/(1−m) (see [10]).(2) If > 0 andp1 ∈ (1, pc], then u(t, x) blows up in ﬁnite time whatever be the initial condition u0 = 0 (see [21,22]).
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(3) For > 0 and p1 >pc, there exists a constant K (independent of u0) and there is a secondary critical exponent
a∗ := 2
p1−m such that: (i) if supx∈R(1 + |x|)2/(p1−1)u0(x)K , then limt→+∞ supx∈R u(t, x) = 0 (see [21]);
(ii) if u0 = w0 (0) and lim sup|x|→+∞ |x|aw0(x)<∞ (where a ∈ (a∗, 1)), then u(t, x) is a global solution
when < 0 (for some 0 depending on w0) (see [9]); (iii) if lim inf |x|→+∞|x|au0(x)> 0 (where a ∈ (0, a∗)),
then the solution u(t, x) blows up in ﬁnite time (see [9]).
Our problem (1.1) is well known as fast diffusion type for m ∈ (0, 1) and slow diffusion type for m> 1. Let us mention
that when m> 1 and p1m, the corresponding problem (1.1) has solutions with localized blow-up (see [7,8]), that
is u(t, x) blows up in ﬁnite time but keeps bounded support during its existence time (ﬁnite speed of propagation).
Recently, a numerical method was proposed in [14] to solve this problem in the special case p1 = m + 1. An implicit
time-discretization was also investigated in [15–17] for solving analogous fast and slow diffusion problems on a
bounded domain with zero lateral boundary condition and positive initial data. The proposed scheme preserves the
essential properties of the initial problem, namely the (possibly) existence of an extinction or a ﬁnite blow up time.
Other numerical methods were proposed for treating nonlinear problems with similar properties: (i) Approximation
schemes have been used for solving Stephan-like problems, fast and slow diffusion equations and others degenerate
systems [11,12,18]; (ii) Moving mesh methods were suggested in [4,5] for computing solutions with ﬁnite blow up
time. In this paper, we adapt the method initiated in [17] to the Cauchy problem (1.1).
An outline of this paper is as follows. In Section 1, we deﬁne a fully discretization of our problem which consists in
combining the time-discretization used in [17] with a suitable ﬁnite dimensional space included in C0(R), L1(R) and
H 1(R). Existence and uniqueness results are then established regarding the positive solution of the numerical method.
In Section 2, estimates are given on the numerical solution in view of proving the convergence of the method in
Section 3.
To begin with, setting p = 1/m and q = p1/m (so that p> 1 and q >p), we introduce the transformed problem
t v
p − 2xv = vq, t > 0, x ∈ R,
v(0, x) = v0(x) = um0 , x ∈ R. (1.2)
We also denote by ‖.‖s (for s1) and ‖.‖∞ the respective natural norms on the spaces Ls(R) and L∞(R).
2. Deﬁnition of a numerical scheme
In this section, we propose a fully discretization of (1.2) and we establish existence and uniqueness results. Fix
h,R ∈ R∗+ and l ∈ N∗ such that R = lh. For abbreviation, we set J−R = (−∞,−R], IR = [−R,R], J+R = [R,+∞),
xi = ih and Ii = [xi, xi+1] (for i = −l, . . . , l). Let R(x)= (R/x)2 for |x|R and deﬁne the ﬁnite dimensional space
Xh by
Xh
{
zh ∈ C0(R); zh|J−R = zh(−R)R, zh|Ii ∈ P1 (for i = −l, . . . , l − 1), zh|J+R = zh(R)R
}
,
(2.1)
where P1 = {x → 0 + 1x; (0, 1) ∈ R2}. A natural basis of Xh is given by the nonnegative functions (i )−l i l
deﬁned for x ∈ R by
l (x) =
⎡
⎢⎢⎢⎣
1
h
(x − xl) + 1 if x ∈ Il−1,
R(x) if x ∈ J+R ,
0 otherwise,
−l (x) = l (|x|) for any x ∈ R
for |i|< l, i (x) =
⎡
⎣−1h |x − xi | + 1 if x ∈ [xi−1, xi+1]
0 otherwise.
⎤
⎦ , (2.2)
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Let rh be the linear operator from C0(R) into Xh such that
∀v ∈ C0(R), rhv(x) =
l∑
i=−l
v(xi)i (x). (2.3)
We deﬁne two bilinear symmetric forms on C0 and H 1, respectively, by
∀ u, v ∈ C0(R), 〈u, v〉h =
∫
R
rh(uv)(x) dx
= h
l−1∑
k=−l+1
(uv)(xk) +
(
R + h
2
) ∑
k∈{−l,l}
(uv)(xk), (2.4)
∀u, v ∈ H 1(R), aR(u, v) =
∫ +R
−R
uxvx dx,
and we set
∀w ∈ C0(R), ‖w‖h,s =
(∫
R
rh(|w|s) dx
)1/s
(for s1). (2.5)
Remark 2.1. Clearly, the mapping u → aR(u, u) is a semi-norm on Xh, while the mapping w → ‖w‖h,s (for s1)
is a norm on Xh. Moreover, for any a, b ∈ (1,+∞) such that 1/a + 1/b = 1, by the Holder inequality we have
∀u, v ∈ C0(R), |〈u, v〉h|‖u‖h,a‖v‖h,b. (2.6)
Let us deﬁne an approximate problem of (1.2) by combining the time-discretization studied in [17] with a space-
discretization in Xh. Without loss of generality, we can assume that the initial condition v0 is a continuous function
with a compact support included in [−R,R]. Let t be the time increment and let 1, 20 verify 1 + 2 = . We
denote by vnh the approximate solution at the time level tn = nt (vnh ∈ Xh and vnh0). The approximate solution at
the time level tn+1 = tn + t will be computed as a nonnegative solution vn+1h ∈ Xh of the variational problem:
∀wh ∈ Xh, aR(vn+1h ,wh) +
p
(p − 1)t 〈v
n+1
h [(vn+1h )p−1 − (vnh)p−1], wh〉h
= 〈2vn+1h (vnh)q−1 + 1(vn+1h )p(vnh)q−p,wh〉h. (2.7)
We will prove that (2.7) is well-posed for t small enough and has a positive solution provided that vnh = 0. In order
to avoid negative terms in the right member of (2.7) and to preserve some properties of the continuous solution, we
choose the following values of 2 and 1:
2 = (1 − ), 1 =  where = min
{
1; q − p
p − 1
}
. (2.8)
In viewof establishing amatrix formof problem (2.7),weobserve that it can be equivalently rewritten as for i=−l, . . . , l,
aR(v
n+1
h ,i ) = −
∫
R
rh(G1(v
n
h)(v
n+1
h )
pi ) dx +
∫
R
rh(G2(v
n
h)v
n+1
h i ) dx, (2.9)
where G2(vnh) = p(p−1)t (vnh)p−1 + 2(vnh)q−1, G1(vnh) = p(p−1)t − 1(vnh)q−p and (i )−l i l is the basis of Xh
deﬁned in (2.2). Set vnh =
∑l
j=−lvnjj . It is easily checked that (2.9) is equivalent to the followings:
• for |i|< l, 1
h
[−vn+1i−1 + 2vn+1i − vn+1i+1 ] = h[−G1(vni )(vn+1i )p + G2(vni )(vn+1i )];
• for i = l, 1
h
[−vn+1l−1 + vn+1l ] = ( h2 + R)[−G1(vnl )(vn+1l )p + G2(vnl )(vn+1l )];
• for i = −l, 1
h
[vn+1−l − vn+1−l+1] = ( h2 + R)[−G1(vn−l )(vn+1−l )p + G2(vn−l )(vn+1−l )].
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Let n : R2l+1 → R2l+1 be deﬁned for W = (w−l , . . . , wl) and for j = −l, . . . , l by (n(W))j =
−[ p
(p−1)t − 1(vnj )q−p]wpj + [ p(p−1)t (vnj )p−1 + 2(vnj )q−1]wj . Consider also the following matrix in M2l+1(R):
Ah = 1
h2
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
h
h
2 + R
−h
h
2 + R
0 · · · 0
−1 2 −1 0 · · · 0
0 −1 2 −1 0 · · · 0
...
...
...
...
...
0 0 −1 2 −1 0
0 · · · 0 −1 2 −1
0 · · · 0 −h
h
2 + R
h
h
2 + R
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.10)
Consequently, setting V k = (vk−l , . . . , vkl ), we can equivalently express (2.7) as
AhV
n+1 =n(V n+1). (2.11)
Remark 2.2. By denoting Ah = (ai,j )−l i,j l , we observe that for any i, j ∈ {−l, . . . , l}, ai,j 0 if i = j , ai,i = 0
and
∑l
k=−l ai,k0.
Lemma 2.1. Any nonnegative solution vn+1h of scheme (2.7) is either null (i.e., vn+1h (x) = 0 for all x ∈ R) or strictly
positive (i.e., vn+1h (x)> 0 for all x ∈ R). Furthermore, if vnh satisﬁes the following condition:
1
p − 1
p
t‖vnh‖q−p∞ < 1, (2.12)
then vn+1h is bounded by
Cn := ‖vnh‖∞
[
1 + 2 p−1p t‖vnh‖q−p∞
1 − 1 p−1p t‖vnh‖q−p∞
]1/(p−1)
. (2.13)
Proof. Let a given nonnegative solution of (2.7) be written as vn+1h =
∑l
j=−l v
n+1
j j . Assuming there exists j0 such
that vn+1j0 =0, by (2.11) we get (AhV n+1)j0 =0, that is: (i) if j0=−l, then vn+1j0+1=0; (ii) if |j0|< l, then vn+1j0−1+vn+1j0+1=0,
thus vn+1j0−1 = vn+1j0+1 = 0; (iii) if j0 = l, then vn+1j0−1 = 0. Repeating this process, we deduce vn+1k = 0 for all −lk l.
As a consequence, vn+1h is either null or strictly positive. Furthermore, in view of Remark 2.2 and considering m such
that vn+1m = max−l j lvn+1j , we obtain
(AhV
n+1)m =
∑
k =m
am,kv
n+1
k + am,mvn+1m am,m
l∑
k=−l
am,k0.
Therefore, by (2.11) we deduce (n(V n+1))m0, that is (vn+1m )p−1(vnm)p−1
[
1+2 p−1p t (vnm)q−p
1−1 p−1p t (vnm)q−p
]
, which leads to
the desired result. 
Remark 2.3. Let vnh satisfy condition (2.12). It is easily checked that, for all ordered pairs U,V in R2l+1+ such that
UV Cn(1, . . . , 1), the following inequality holds:
n(V ) −n(U) − Dn(V − U), (2.14)
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where Dn = ((Dn)i,j )−l i,j l is the diagonal matrix in M2l+1(R) such that (Dn)i,j = 0 if i = j and with strictly
positive terms (Dn)i,i deﬁned by
(Dn)i,i = p
(p − 1)t
(
pC
p−1
n
[
1 − 1p − 1
p
t (vni )
q−p
]
− (vni )p−1
[
1 + 2p − 1
p
t (vni )
q−p
])
.
Moreover, observe that the following two properties holds:
(i) for all i, j ∈ {−l, . . . , l}, i = j ⇒ (Ah + Dn)i,j = (Ah)i,j 0;
(ii) for all i ∈ {−l, . . . , l},∑−lk l (Ah + Dn)i,k = (Dn)i,i > 0.
It is well-known that (i) and (ii) ensure the monotonicity of the matrix Ah + Dn.
Lemma 2.2. Assume (2.12) holds and let (Ujn )j0 ⊂ R2l+1 be deﬁned by U0n := Cn(1, . . . , 1) and for j0,
(Ah + Dn)Uj+1n =n(Ujn ) + DnUjn , (2.15)
where Ah is deﬁned in (2.10). Then (Ujn )j0 converges to some Un, a maximal solution of (2.11).
Proof. Clearly, the sequence (Ujn )j0 is well-deﬁned and we have
(Ah + Dn)(U0n − U1n ) = AhU0n −n(U0n ). (2.16)
It is easily checked that AhU0n0 while a simple calculation gives us n(U0n )0. Consequently, by (2.16) we obtain
(Ah + Dn)(U0n − U1n )0, which by monotonicity yields U0nU1n . Moreover, by (2.15) and (2.14) we have (Ah +
Dn)(U
1
n )=n(U0n )+DnU0n0 (sinceU0n0), henceU10.By induction and thanks to (2.16) and (2.14),weobviously
conclude that (Ujn )j0 is a nonincreasing sequence, hence it converges to someUn inR2l+1+ . LetVn be any nonnegative
solution of (2.11). By Lemma 2.13, we then have 0VnCn, which by (2.14) entails n(Vn) + DnVnn(U0n ) +
DnU
0
n , or equivalently(Ah+Dn)(Vn)(Ah+Dn)(U1n ), henceVnU1. By induction, we immediately deduceVnUjn
for all j0. Passing to the limit in this last inequality, we get VnUn, which leads to the desired result. 
Lemma 2.3. Under condition (2.12), scheme (2.7) has at most one nonnegative solution vn+1h = 0, which is then
strictly positive.
Proof. From Lemma 2.2, (2.7) has a the maximal solution (denoted uh). Let vh = 0 be another nonnegative solution
of (2.7). Set uh := ∑lj=−l ujj and vh := ∑lj=−lvjj . By Lemma 2.1, we necessarily have 0<viuiCn for
i = −l, . . . , l. Moreover, we have aR(uh, vh) = aR(vh, uh), which by (2.9) is equivalent to
∫
R rh(G1(v
n
h)u
p
hvh) dx =∫
R rh(G1(v
n
h)v
p
h uh) dx, that is from (2.4), h
∑l
i=−luiviG1(vni )(u
p−1
i − vp−1i ) + (R + h2 )
∑
i∈{−l,l} uiviG1(vni )
(u
p−1
i − vp−1i ) = 0; since G1(vni )> 0 for i = −l, . . . , l (by condition (2.12)) and observing that each term in the
sums is nonnegative, we then obtain vi = ui for i = −l, . . . , l. 
Remark 2.4. Assume condition (2.12) holds and consider the mapping Jh : Xh → R and the set Kh, respectively,
deﬁned by
Jh(wh) = aR(wh,wh) −
∫
R
rh
((
p
(p − 1)t (v
n
h)
p−1 + 2(vnh)q−1
)
w2h
)
dx
and
Kh =
{
wh ∈ Xh
∣∣∣∣
∫
R
rh
((
1 − 1 (p − 1)t
p
(vnh)
q−p
)
|wh|p+1
)
dx = 1
}
.
Clearly, Jh is continuous on Xh and Kh is a closed and bounded subset of Xh. The closedness of Kh is obvious, while
its boundedness can be deduced for instance, from the fact that the mapping v → (∫R rh((1 − 1 (p−1)tp (vnh)q−p)
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Fig. 1. Proﬁle of the solution at different times with  = 0.01. R = 1 for the left-hand side ﬁgure and R5 (here R = 10) for the right-hand side
ﬁgure. Considered times are t = 0 for p0 and t = 0.05 ∗ (2i − 1) for pi (i = 1, . . . , 6).
|v|p+1) dx)1/(p+1) is a norm on Xh which is then equivalent to any other ones as Xh is ﬁnite dimensional. As a
consequence, there exists unh ∈ Kh satisfying Jh(unh) = minwh∈KhJh(wh). Observe also that for any wh ∈ Xh (hence
wh can be written of the form wh := ∑lj=−lwjj ) we have
aR(wh,wh) =
∑
k
w2kaR(k,k) +
∑
i =j
wiwjaR(i ,j ).
Reminding further that aR(i ,j )0 for i = j (see for instance (2.10)), we immediately obtain
aR(wh,wh)
∑
k
w2kaR(k,k) +
∑
i =j
|wi‖wj |aR(i ,j ) = aR(rh|wh|, rh|wh|), (2.17)
so that Jh(unh)Jh(rh|unh|). Noting that rh|unh| ∈ Kh, we deduce Jh(unh) = Jh(rh|unh|), hence the minimum of Jh on
Kh is attained at some nonnegative function nh in Kh. Furthermore, as Jh(
n
h)= minwh∈KhJh(wh), it is not difﬁcult to
see that nh satisﬁes for any wh ∈ Xh,
aR(
n
h, wh) −
∫
R
rh
((
p
(p − 1)t (v
n
h)
p−1 + 2(vnh)q−1
)
nhwh
)
dx
= Jh(nh)
∫
R
rh
((
1 − 1 (p − 1)t
p
(vnh)
q−p
)
(nh)
pwh
)
dx. (2.18)
It is then easily checked that for the positive value 	 := (−p−1
p
tJ h(nh))
1/(p−1) (when Jh(nh)< 0), the element 	nh
is a nonnegative and nonzero solution of (2.7) (or equivalently (2.9)). Consequently, by uniqueness of such a solution
(see Lemma 2.3) we conclude that the maximal solution of the method may be written as
vn+1h =
(
−p − 1
p
tJ h(
n
h)
)1/(p−1)
nh if Jh(
n
h)< 0. (2.19)
Lemma 2.4. If vnh = 0 and satisﬁes condition (2.12), then there exists a unique (nonnegative) solution vn+1h = 0
satisfying (2.7) and vn+1h is strictly positive.
Proof. According to Remark 2.4, we have Jh(nh)Jh(zh)< 0, where zh := (1 − 1 (p−1)tp (vnh)q−p)1/(p+1)rh(1)
belongs to the set Kh, hence vn+1h = 0. The rest of the proof is deduced from Lemma 2.3. 
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Fig. 2. Evolution in time of the logarithm of the central value of the solution for R5 (here R = 10), with  = 0.01 for c1 and  = 0.1 for c2.
The other parameters are unchanged from Fig. 1.
Let v0h = rh(um0 ) and deﬁne an approximate solution of (1.1) at the time level tn = nt by rh(vnh)p. The following
ﬁgures are concerned with the approximate solution of (1.1) in the particular case m = 0.5, p1 = 1.2, = 30, h = 0.1
and u0 = w0 (0), where w0 is a given compactly supported function satisfying ‖w0‖∞ = 1. In Fig. 1, we compare
the behavior of the proﬁle of the approximate solution of u for two different values of R. These proﬁles are inﬂuenced
by small values of R, but they are stable for R large enough (that is, R5). In all cases, theses proﬁles become inﬁnite
in ﬁnite time, which becomes clear by Fig. 2.
3. Estimates on the numerical solution
This section is concerned with properties and estimates regarding the sequence {vnh}n1 of maximal solutions
generated, from a nonnegative initial condition v0h = 0 in Xh, by (2.7) with respect to the numerical time tn = nt .
Introducing the time T1,h = 1 [ pq−p ] 1‖v0h‖q−p∞ and the mapping 
 deﬁned for t ∈ [0, T1,h) by 
(t) = ‖v
0
h‖∞
[ T1,h
T1,h−t ]1/(q−p), we claim the following result.
Proposition 3.1. If 1 and 2 satisfy (2.8) and if tn+1 ∈ [0, T1,h), then
(i) 
q − p
p
t
(tn)
q−p < 1, (ii) 1
p − 1
p
t
(tn)
q−p < 1 (3.1)
and
1 + 2 p−1p t
(tn)q−p
1 − 1 p−1p t
(tn)q−p

(

(tn+1)

(tn)
)p−1
. (3.2)
Proof. Let tn+1 <T1,h. It is easily checked that
1 − q − p
p
t
(tn)
q−p =
(

(tn)

(tn+1)
)(q−p)
, (3.3)
hence (3.1)-(i) holds, which entails (3.1)-(ii), since 1 q−pp−1 (by (2.8)). Furthermore, considering the mapping h :
x → 1−
2
 x
(1−x) , where  := p−1q−p , we get as ﬁrst and second derivatives of h: h′(x)=  1(1−x)+1 ((1 −
2
 )+ x(1 − ) 2 )
and h′′(x) =  1
(1−x)+2 ((1 − )
2
 + (+ 1)(1 − 2 ) + x(1 − ) 2 ).
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Clearly, if 1, we have h′′(x)0 for x ∈ [0, 1) (since 2). If > 1, it is then easily observed that the mapping
x → (1 − x)h′′(x) is decreasing on [0, 1) and limn→+∞(1 − x)h′′(x) = (1 + )(1 − 2 )0, hence h′′(x)0 for
x ∈ [0, 1). Consequently, setting xn :=  q−pp t
(tn)q−p (hence xn ∈ [0, 1)), we have h(0) + xnh′(0)h(xn), that is
1 + 2p − 1
p
t
(tn)
q−p
1 − 1 p−1p t
(tn)q−p
(1 −  q−p
p
t
(tn)q−p)(p−1)/(q−p)
,
which by (3.3) and (3.1)-(ii) can be rewritten as (3.2). 
Lemma 3.2. The iterates {vnh} given by (2.7) are strictly positive, at least, for tn ∈ (0, T1,h), and we have
‖vnh‖∞‖v0h‖∞
[
T1,h
T1,h − tn
]1/(q−p)
, ∀tn ∈ [0, T1,h)
where T1,h = 1

[
p
q − p
]
1
‖v0h‖q−p∞
. (3.4)
Proof. Set 
(t) = ‖v0h‖∞[ T1,hT1,h−t ]1/(q−p) for t ∈ [0, T1,h) and let n be such that tn+1 <T1,h. Using (3.1) and as
the sequence (
(tj ))n+1j=0 is increasing, we get 
q−p
p
t
(tj )q−p < 1 for 0jn. Let 0jn. Assuming vjh =
0 and ‖vjh‖∞
(tj ), by (3.1) we obtain 1 p−1p t‖vjh‖q−p∞ < 1, which by Lemma 2.4 ensures the existence of
v
j+1
h = 0 (hence vj+1h is strictly positive). Furthermore, from Lemma 2.1 and from (3.2), we immediately have
‖vj+1h ‖∞‖vjh‖∞ 
(tj+1)
(tj ) . As a consequence the sequence {
‖vkh‖∞

(tk)
}j+1k=0 is nonincreasing, hence ‖v
j+1
h ‖∞

(tj+1) 
‖v0h‖∞

(t0)
, that
is ‖vj+1h ‖∞
(tj+1).Consequently, since v0h = 0 and ‖v0h‖∞ = 
(t0), by induction we deduce the existence and the
positivity of (vjh) for 1jn + 1. 
As we work on an unbounded domain, the following estimate of (‖vnh‖h,p) is needed in the next section.
Lemma 3.3. For tn < T1,h we have
‖vnh‖h,p
[
T1,h
T1,h − tn
]1/(q−p)
‖v0h‖h,p. (3.5)
Proof. Let h = rh(1), hence aR(vn+1h ,h) = 0, which by (2.7) yields 〈(1 − 1 p−1p t (vnh)q−p)(vn+1h )p,h〉h =
〈(1+ 2 p−1p t (vnh)q−p)vn+1h (vnh)p−1,h〉h, so that (1− 1 p−1p t‖vnh‖q−p∞ )〈(vn+1h )p,h〉h(1+ 2 p−1p t‖vnh‖q−p∞ )
〈vn+1h (vnh)p−1,h〉h; clearly, we have 〈(vn+1h )p,h〉h = ‖vn+1h ‖ph,p, while by Remark 2.1 we have
〈vn+1h , (vnh)p−1〉h‖vn+1h ‖h,p‖(vnh)p−1‖h,p/p−1 = ‖vn+1h ‖h,p‖vnh‖p−1h,p , (3.6)
consequently we deduce(
1 − 1p − 1
p
t‖vnh‖q−p∞
)
‖vn+1h ‖p−1h,p 
(
1 + 2p − 1
p
t‖vnh‖q−p∞
)
‖vnh‖p−1h,p . (3.7)
Set 
(t)=‖v0h‖∞[ T1,hT1,h−t ]1/(q−p) and let tn+1 <T1,h. By Lemma 3.2 we have ‖vnh‖∞
(tn), hence by (3.7) we obtain(
1 − 1p − 1
p
t
(tn)
q−p
)
‖vn+1h ‖p−1h,p 
(
1 + 2p − 1
p
t
(tn)
q−p
)
‖vnh‖p−1h,p ,
which by (3.1) and (3.2) entails ‖v
n+1
h ‖p−1h,p
‖vnh‖p−1h,p
 
(tn+1)
p−1

(tn)p−1
. Thus,
{ ‖vnh‖h,p

(tn)
}
is a nonincreasing sequence, so that ‖vnh‖h,p

(tn)
‖v0h‖h,p

(0) , which leads to (3.5). 
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The following two lemmas provide interesting information on the numerical solution. Their proofs run as in [17]
and are given here for the sake of completeness. Let us introduce the functional J ∗h deﬁned for wh ∈ Xh by
J ∗h (wh) =
1
2
aR(wh,wh) − 
q + 1‖wh‖
q+1
h,q+1, ∀wh ∈ Xh. (3.8)
Lemma 3.4. If condition (2.12) is satisﬁed, then
〈(vnh)p−1, (vn+1h − vnh)2〉h2
p + 1
p
t[J ∗h (vnh) − J ∗h (vn+1h )]. (3.9)
Proof. Using the following inequality shown in [15] for any a, b0, ap−1(b − a)2ap+1 − bp+1 + p+1
p−1b
2
(bp−1 − ap−1), we obtain
∫
R
rh((v
n
h)
p−1(vn+1h − vnh)2)‖vnh‖p+1h,p+1 − ‖vn+1h ‖p+1h,p+1
+ p + 1
p − 1
∫
R
rh((v
n+1
h )
2((vn+1h )
p−1 − (vnh)p−1)) dx. (3.10)
On the one hand, by the deﬁnition of the scheme we immediately have
∫
R
rh((v
n+1
h )
2((vn+1h )
p−1 − (vnh)p−1)) dx
= −p − 1
p
taR(v
n+1
h , v
n+1
h ) +
p − 1
p
t
∫
R
rh(2(v
n+1
h )
2(vnh)
q−1 + 1(vn+1h )p+1(vnh)q−p) dx. (3.11)
On the other hand, by Remark 2.4 and since nh ∈ Kh we have
∫
R rh((1 − 1 (p−1)tp (vnh)q−p)(vn+1h )p+1) dx =
(−p−1
p
tJ h(nh))
(p+1)/(p−1); observing that the function zh := (
∫
R rh((1 − 1 (p−1)tp (vnh)q−p)(vnh)p+1))−1/(p+1)vnh
belongs to Kh, we additionally have Jh(nh)J ∗h (zh), that is Jh(nh)Jh(vnh)(
∫
R rh((1−1 (p−1)tp (vnh)q−p)
(vnh)
p+1)dx)−2/(p+1), and we deduce
−p − 1
p
tJ h(v
n
h)
(∫
R
rh
((
1 − 1 (p − 1)t
p
(vnh)
q−p
)
(vnh)
p+1
)
dx
)2/(p+1)
×
(∫
R
rh
((
1 − 1 (p − 1)t
p
(vnh)
q−p
)
(vn+1h )
p+1
)
dx
)(p−1)/(p+1)
,
which by theYoung inequality entails
−p − 1
p
tJ h(v
n
h)
2
p + 1
(∫
R
rh
((
1 − 1 (p − 1)t
p
(vnh)
q−p
)
(vnh)
p+1
)
dx
)
+ p − 1
p + 1
(∫
R
rh
((
1 − 1 (p − 1)t
p
(vnh)
q−p
)
(vn+1h )
p+1
)
dx
)
,
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that is
− p − 1
p
t (aR(v
n
h, v
n
h) − 2‖vnh‖q+1h,q+1) + ‖vnh‖p+1h,p+1
 2
p + 1
(
‖vnh‖p+1h,p+1 − 1
(p − 1)t
p
‖vnh‖q+1h,q+1
)
+ p − 1
p + 1
(
‖vn+1h ‖p+1h,p+1 − 1
(p − 1)t
p
∫
R
rh((v
n
h)
q−p(vn+1h )
p+1) dx
)
,
or equivalently,
‖vnh‖p+1h,p+1 − ‖vn+1h ‖p+1h,p+1
p + 1
p
t
(
aR(v
n
h, v
n
h) −
(
2 + 2
p + 11
)
‖vnh‖q+1h,q+1
)
− 1 (p − 1)t
p
∫
R
rh((v
n
h)
q−p(vn+1h )
p+1) dx. (3.12)
Combining (3.10), (3.11) and (3.12), we obtain∫
R
rh((v
n
h)
p−1(vn+1h − vnh)2) dx
p + 1
p
t (aR(v
n
h, v
n
h) − aR(vn+1h , vn+1h ) + Rn), (3.13)
where the quantity Rn is deﬁned by Rn := 1 2p+1
∫
R rh((v
n
h)
q−p(vn+1h )
p+1) dx + 2
∫
R rh((v
n+1
h )
2(vnh)
q−1) dx −
(2 + 2p+11)‖vnh‖q+1h,q+1. ByYoung’s inequality and since =2 +1, it is easily checked thatRn 2q+1 (‖vn+1h ‖q+1h,q+1 −
‖vnh‖q+1h,q+1), which by (3.13) leads to the desired result. 
Lemma 3.5. For n1, we have the inequality
vn+1h 
(
2 + 2 p−1p t‖vnh‖q−p∞
1 − 1 p−1p t‖vnh‖q−p∞
)1/(p−1)
vnh . (3.14)
Proof. Let 1 and recall that vnh :=
∑l
j=−lvnjj andV n := (vn−l , . . . , vnl ); clearly, 1/(p−1)vnh will be a supersolution
of (2.11) if for j = −l, . . . , l, p
(p−1)t (((v
n
j )
p + 2 p−1p t (vnj )q) − ((vnj )p − 1 p−1p t (vnj )q))(AhV n)j , that is if
p
(p − 1)t (1 − )
(
(vnj )
p − 1p − 1
p
t (vnj )
q
)
(AhV n)j − (vnj )q . (3.15)
Moreover, for n1 we have AhV n = n−1(V n), which entails: (AhV n)j  − p(p−1)t (vnj )p for j = −l, . . . , l. As
a consequence, (3.15) will hold if p
(p−1)t (1 − )((vnj )p − 1 p−1p t (vnj )q) − p(p−1)t (vnj )p − (vnj )q , that is if
1+p−1
p
t (vnj )
q−p(−1)(1−1 p−1p t (vnj )q−p). This will be true provided that
2+ p−1
p
t‖vnh‖q−p∞
1−1 p−1p t‖vnh‖q−p∞
,which leads
to the desired result. 
4. Convergence of the method
In this section, the initial condition u0 = 0 is assumed to be continuous, nonnegative with supp(u0) ⊂ [−R0, R0]
(for some positive R0) and v0 := um0 ∈ H 2(R). Let v0h =hum0 (so that supp(v0h) ⊂ [−R0, R0] and ‖v0h‖∞‖v0‖∞)
and set E := (0, d0)2 × [R0,+∞), where d0 is a small enough positive value so the element vnh is well deﬁned
for any (t, h, R) ∈ E verifying nt ∈ [0, T ∗1 ) (for some positive T ∗1 ). From Lemma 3.2, we have T ∗1 T1 :=
1
 (
p
q−p )
1
‖um0 ‖q−p∞
(since T1,hT1). Then we deﬁne on [0, T ∗1 ) × R a piecewise linear approximation uh,R,tof the
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solution u of (1.1) by
uh,R,t (t, .) := rh(vnh)p + [rh(vn+1h )p − rh(vnh)p]
t − tn
t
if t ∈ [tn, tn+1]. (4.1)
We also deﬁne the positive time T ∗ by
T ∗ := max
⎡
⎣T T ∗1 ; sup
(t,h,R)∈E
nt  T
{‖rh(vnh)p‖L1(R) + ‖rh(vnh)p‖L∞(R)}<∞
⎤
⎦
. (4.2)
Clearly, for t ∈ [0, T ∗), uh,R,t (t, .) is uniformly bounded in L1(R) ∩ L∞(R) with respect to (t, h, R) ∈ E. By
Lemmas 3.2 and 3.3, we immediately have T1T ∗T ∗1 (because T ∗T1,h).
Henceforward, we ﬁx T ∈ (0, T ∗) and we prove that uh,R,t converges in some sense to the weak solution of (1.1)
on [0, T ] as h,t → 0 and R → +∞. Without loss of generality, we can set T =Nt (where N ∈ N). The following
preliminaries are needed.
Remark 4.1. There exists a positive constant B independent of R, h, t such that the following estimate holds for all
n0,
|rh(vnh)p|21B‖vnh‖2(p−1)∞ aR(vnh, vnh) +
8
5R
‖vnh‖p∞. (4.3)
Proof. Indeed, from the deﬁnition of rh we obtain
|rh(vnh)p|21 =
∫
IR
(h(v
n
h)
p)2x dx +
4
5R
[(vnh)p(R) + (vnh)p(−R)], (4.4)
where h is the P1-Lagrange interpolation operator. As a classical result, there exists C independent of R and h such
that (see e.g., [2,6,23])
∀v ∈ H 1(IR),
∫
IR
(hv)
2
x dxC
∫
IR
(v)2x dx, (4.5)
hence we immediately obtain∫
IR
(h(v
n
h)
p)2x dxp2C
∫
IR
(vnh)
2(p−1)(vnh)
2
x dxp2C‖vnh‖2(p−1)∞ aR(vnh, vnh),
while |(vnh)p(R) + (vnh)p(−R)|2‖vnh‖p∞. Combining these results with (4.4), we complete the proof. 
Lemma 4.1. We have the following estimates:
(1) uh,R,t is uniformly bounded in L1([0, T ] × R) ∩ L∞([0, T ] × R).
(2) uh,R,t is uniformly bounded in C(0, T ;W 1,2(R)). (4.6)
Proof. (4.6)-(1) is obviously obtained from the deﬁnition of T ∗ in (4.2), since T <T ∗. Let us prove (4.6)-(2). From
Lemma 3.4, we have J ∗h (v
n
h)J ∗h (v0h) (for n0). Moreover, using (4.5), we observe that J ∗h (v0h) is uniformly bounded,
since v0 is assumed to be a compactly supported function in H 2(R). Consequently, taking into account (4.6)-(1) and
Remark 4.1, we obtain the desired result. 
Lemma 4.2. There exist two positive constants C1 and C2 only depending on , p, q, v0 and T such that
N−1∑
n=0
p
(p − 1)t 〈v
n+1
h (v
n+1
h − vnh), [(vn+1h )p−1 − (vnh)p−1]〉h
 p − 1
p
t[C1(J ∗h (v0h) − J ∗h (vNh )) + C2]. (4.7)
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Proof. In the sequel, we denote |wh|2R = aR(wh,wh) for wh ∈ Xh. By setting wh = vn+1h − vnh in (2.7), we get
p
(p − 1)t 〈v
n+1
h (v
n+1
h − vnh), [(vn+1h )p−1 − (vnh)p−1]〉h
= −1
2
|vn+1h |2R +
1
2
|vnh|2R + 〈(vnh)q, vn+1h − vnh〉h −
1
2
|vn+1h − vnh|2R
+ 2〈(vnh)q−1, (vn+1h − vnh)2〉h + 1〈(vnh)q−p((vn+1h )p − (vnh)p), vn+1h − vnh〉h. (4.8)
Let us estimate the right-hand side of the previous equality: (1) By Young’s inequality, we obtain
− 12 |vn+1h |2R+ 12 |vn+1h |2R+〈(vnh)q, vn+1h −vnh〉hJ ∗h (vnh)−J ∗h (vn+1h ). (2)ByLemma3.4 and by (4.6)-(1),we observe that
〈(vnh)q−1, (vn+1h − vnh)2〉hA1(J ∗h (vnh) − J ∗h (vn+1h )), where A1 = A1(, p, q, T , v0) is a positive constant. (3) Set
Qn := 〈(vnh)q−p((vn+1h )p − (vnh)p), vn+1h − vnh〉h and consider the two cases n= 0 and n1: (i) If n= 0, we obviously
have Q0A2 where A2 = A2(, p, q, T , v0). (ii) If n1,then we have Qnp‖vnh‖q−p∞ 〈(max{vnh(x); vn+1h (x)})p−1,
(vn+1h − vnh)2〉h; from (3.14) we deduce QnA3〈(vnh)p−1, (vn+1h − vnh)2〉h, where A3 =A3(, p, q, T , v0) is a positive
constant, which by Lemma 3.4 entails QnA3(J ∗h (vnh)−J ∗h (vn+1h )). Consequently, the right-hand side of (4.8) can be
bounded by
(1 + 2A1 + 1A3)(J ∗h (vnh) − J ∗h (vn+1h )) + 0,nA2,
where 0,j = 1 if j = 0 and 0,j = 1 if j = 0, which leads to the desired result. 
Remark 4.2. For any u ∈ C(IR), we have
|hu|2(h|u|)2hu2, (4.9)
where h is the P1-Lagrange interpolation operator. The ﬁrst inequality is immediate, while the second one is due to
the fact that the square of a linear real valued function is convex.
Remark 4.3. As classical results, we have for any a, b0,
|bp − ap|ap−1|b − a| + b|bp−1 − ap−1|,
|bp − ap|pmax(ap−1, bp−1)|b − a|, (4.10)
so that
|bp − ap|2pmax(ap−1, bp−1)(ap−1|b − a|2 + b|b − a||bp−1 − ap−1). (4.11)
Lemma 4.3. t uh,R,t is uniformly bounded in L2(0, T ;L2(R)).
Proof. By deﬁnition, we have ‖t (uh,R,t )‖2L2(0,T ;L2(R)) =
∑N−1
n=0
∫ tn+1
tn
[ 1t2
∫
R |rh(vn+1h )p − rh(vnh)p|2 dx] dt =
1
t
∑N−1
n=0 [
∫
IR
|h((vn+1h )p − (vnh)p)|2 dx + (
∫ +∞
0 
2
R dx)
∑
j∈{−l,l}|(vn+1j )p − (vnj )p|2]. By Remark 4.2 and since
0< R1, this previous quantity is bounded by 1t
∑N−1
n=0 [
∫
IR
h((v
n+1
h )
p − (vnh)p)2 dx + (
∫ +∞
0 R dx)
∑
j∈{−l,l}
|(vn+1j )p − (vnj )p|2]. As a consequence, using Remark 4.3, there exists a positive constant B1 = B1(, p, q, v0, T ),
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such that ‖t (uh,R,t )‖2L2(0,T ;L2(R)) is bounded by
B1
1
t
∑N−1
n=0
⎡
⎣∫
IR
h((v
n
h)
p−1[vn+1h − vnh]2) dx
+
(∫ +∞
0
R dx
) ∑
j∈{−l,l}
(vnj )
p−1[vn+1j − vnj ]2
⎤
⎦
+ B1 1
t
N−1∑
n=0
⎡
⎣∫
IR
h((v
n
h)[vn+1h − vnh][(vn+1h )p−1 − (vnh)p−1]) dx
+
(∫ +∞
0
R dx
) ∑
j∈{−l,l}
(vn+1j )[vn+1j − vnj ][(vn+1j )p−1 − (vnj )p−1]
⎤
⎦ ,
that is by
B1
1
t
N−1∑
n=0
〈(vnh)p−1, [vn+1h − vnh]2〉h
+ B1 1
t
N−1∑
n=0
〈(vn+1h )[vn+1h − vnh], [(vn+1h )p−1 − (vnh)p−1]〉h.
The desired result is then deduced from Lemmas 3.4 and 4.2. 
Lemma 4.4. Let  be any real valued function in C2([0, T ] × R) such that, for t ∈ [0, T ], supp((t, .)) ⊂  (for
some compact set  ⊂ R). Assume furthermore uh,R,t converges uniformly on [0, T ] ×  to some u as h,t → 0
and R → +∞. Then we have
lim
t,h→0
R→+∞
N−1∑
n=0
∫ tn+1
tn
aR(v
n+1
h , rh) dt =
∫ T
0
∫

u1/pxx dx dt . (4.12)
Proof. Observe that for R large enough (so that  ⊂ [−R,R]) the quantity ∑N−1n=0 ∫ tn+1tn aR(vn+1h , rh) dt may be
rewritten as
N−1∑
n=0
∫ tn+1
tn
aR(v
n+1
h , rh− ) dt −
N−1∑
n=0
∫ tn+1
tn
u
1/p
h,R,txx dx dt
−
∑N−1
n=0
∫ tn+1
tn
∫

[vn+1h − u1/ph,R,t ]xx dx dt .
Considering each term separately we reach in classical manner the following convergence results when h,t → 0
and R → +∞: (1) Clearly, the ﬁrst term converges to 0 (in fact this convergence is just depending on h). (2) As
a simple matter, the second term converges to
∫ T
0
∫
 u
1/pxx dx dt . (3) The third term is dominated by C(, T )∑N−1
n=0
∫ tn+1
tn
∫
[|(vn+1h )p − rh(vn+1h )p|1/p + |rh(vn+1h )p − uh,R,t |1/p] dx dt , where C(, T ) = ‖xx‖L∞([0,T ]×R).
It is checked that this term is bounded by D1[h1/pt∑n−1n=0|(vn+1h )p|1/p1, + t1/p‖t uh,R,t )‖1/pL2(0,T ;L2())], where
D1 = D1(, p, q,, T , v0,) is a positive constant. Hence it is also bounded by D2[h1/p + t1/p] where D2 =
D2(, p, q,, T , v0,). Therefore this third term converges to 0. 
108 P.-E. Maingé / Journal of Computational and Applied Mathematics 213 (2008) 95–110
Lemma 4.5. Under the assumptions of Lemma 4.4, we have
lim
t,h→0
R→+∞
t,h,R() =
∫

(u)(T , .) dx −
∫

(u)(0, .) dx +
∫ T
0
∫

ut dx dt , (4.13)
where t,h,R() := 1t
∑N−1
n=0
∫ tn+1
tn
p
p−1 〈vn+1h [(vn+1h )p−1 − (vnh)p−1],〉h dt .
Proof. It is easily checked thatt,h,R()=SN+
∫ T
0
∫
 rh(t uh,R,t ) dx dt , where SN :=
∑N−1
n=0
∫
R rh((
p
p−1 (v
n+1
h )
[(vn+1h )p−1 − (vnh)p−1] − ((vn+1h )p − (vnh)p))) dx, hence |SN |
∑N−1
n=0
∫
R rh(|(vn+1h )p − (vnh)p − pp−1 (vn+1h )
[(vn+1h )p−1 − (vnh)p−1]|) dx. As detailed in [15], we can then prove that there exists a positive constant A=A(p,)
independent of the initial condition such that the quantity |SN | is bounded by
A(p,)N1/(p+1)
(
N−1∑
n=0
〈vn+1h − vnh, [(vn+1h )p−1 − (vnh)p−1]〉h
)p/(p+1)
+
(
N−1∑
n=0
〈(vnh)p−1, (vn+1h − vnh)2〉h
)p/(p+1)
.
By joining this result to Lemmas 4.2 and 3.4, we get |SN |C3t (p−1)/(p+1)(C4 + J ∗h (v0h)− J ∗h (vNh ))p/(p+1) for some
positive constants C3 and C4 only depending on , , p, q, v0 and T , so that SN → 0 as t → 0. Moreover, in a
classical manner, we obtain
lim
t,h→0
R→+∞
∫ T
0
∫

rh(t uh,R,t ) dx dt
=
∫

(u)(T , .) dx −
∫

(u)(0, .) dx +
∫ T
0
∫

ut dx dt , (4.14)
which ends the proof. 
Lemma 4.6. Under the assumptions of Lemma 4.4, we have
lim
t,h→0
R→+∞
1Tt,h,R() + 2Pt,h,R() = 
∫ T
0
∫

uq/p dx dt , (4.15)
whereTt,h,R() :=
∑N−1
n=0
∫ tn+1
tn
〈(vn+1h )p(vnh)q−p,〉h dt and Pt,h,R() :=
∑N−1
n=0
∫ tn+1
tn
〈vn+1h (vnh)q−1,〉h dt .
Proof. Observe thatTt,h,R() can be rewritten as
N−1∑
n=0
∫ tn+1
tn
∫

rh((v
n
h)
q−p((vn+1h )
p − (vnh)p)) dx dt
+
N−1∑
n=0
∫ tn+1
tn
∫

rh((v
n
h)
q − (uh,R,t )q/p)) dx dt
+
N−1∑
n=0
∫ tn+1
tn
∫

rh((uh,R,t )
q/p) dx dt .
Let us estimate each of the previous three quantities. The ﬁrst one can be easily bounded by t‖‖C0(0,T ;)‖vnh‖q−p∞∫ T
0
∫
 rh(|t uh,R,t |) dx dt , while second term is bounded by tC
∫ T
0
∫
 |t uh,R,t | dx dt for some positive constant
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C =C(v0,, T ). In a classical way, reminding that rh| =h (h being the P1-Lagrange interpolation operator), we
can obtain the uniform boundedness of
∫ T
0
∫
 |t uh,R,t | dx dt , so that the ﬁrst two terms converges to zero as t → 0.
As a simple matter, the third term converges to
∫ T
0
∫
R u
q/p dx dt ,which is then the limit ofTt,h,R(). On the other
hand, the quantity Pt,h,R() can be rewritten as
N−1∑
n=0
∫ tn+1
tn
∫
R
rh((v
n
h)
q−1((vn+1h ) − (vnh))) dx dt
+
N−1∑
n=0
∫ tn+1
tn
∫
R
rh((v
n
h)
q − (uh,R,t )q/p)) dx dt +
N−1∑
n=0
∫ tn+1
tn
∫
R
rh((uh,R,t )
q/p) dx dt .
It is immediately checked that Pt,h,R() attains the same limit as Tt,h,R(), which completes the proof since
1 + 2 = . 
Theorem 4.7. Assume um0 is a nonnegative, continuous and compactly supported function inH 2(R) and set v0h=rhum0 .
Then, as t, h → 0 and R → +∞, uh,R,t converges uniformly to the weak solution of (2.7) on any compact subset
of [0, T ] × R.
Proof. ByLemma4.6, (uh,R,t ) is uniformlybounded inC(0, T ;W 1,2(R)) andbyLemma4.3, (t uh,R,t ) is uniformly
bounded in L2(0, T ;L2(R)). Referring to Simon [25], we can extract from (uh,R,t ) a subsequence (again denoted by
(uh,R,t )) which converges uniformly to some function u on any compact subset of [0, T ]×R. Let us prove that u is a
weak solution of the initial problem. Let  be a function in C2([0, T ] ×R) such that ∀t ∈ [0, T ], supp((t, .)) ⊂ 
( being a compact subset in R). By setting wh = rh in (2.7), we get
N−1∑
n=0
∫ tn+1
tn
a(vn+1h , rh) dt
+ 1
t
N−1∑
n=0
∫ tn+1
tn
p
p − 1 〈v
n+1
h ((v
n+1
h )
p−1 − (vnh)p−1),h〉h dt
=
N−1∑
n=0
∫ tn+1
tn
〈2(vnh)q−1vn+1h + 1(vn+1h )p(vnh)q−p,h〉h dt .
Passing to the limit as h,t → 0 and R → +∞ in this last equality and using the previous three lemmas, we obtain∫ T
0
∫
R
[umxx + ut + up1] dx dt =
∫
R
[(u)(T ) − (u)(0)] dx,
which proves that u is the unique weak solution of (1.1). 
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