Detection and restoration times are often ignored when modeling network reliability.
Introduction
Communication networks, like any other physical systems, are subject to failures. For this reason, networks are built with special reliability provisions to handle faults. One form of provision is that of a standby resource; when a failure occurs in the active resource, the system is switched to the standby resource while the failed one is being repaired. From the time that a failure occurs until it is actually detected the system performs erroneously. In addition, the switching operation takes a finite amount of time during which system performance is degraded. In high-speed networks, the amount of information per unit time going through a transmission medium is very large. A line failure will imply a large amount of information loss. A major concern in a high speed networking environment, is to keep detection and restoration times very small to minimize information loss.
In this paper, we develop a composite performance and reliability model in order to predict the number of lost messages. The failure-repair model is chosen to be a Markov regenerative one that captures nonexponential detection and reconfiguration time distributions. We note here that the Markov regenerative process is a significant and useful generalization of the semi-Markov process [4] . Some authors [l] have ' The remainder of the paper is organized as follows: In Section 2 we review the Markov regenerative theory while in Section 3 we describe the protection switching mechanism. In Sections 4 and 5 we develop our dependability models. In Section 6, we present a numerical example and finally in Section 7 we present our conclusions.
Markov Regenerative Reward Mod-
Our models are based on the theory of Markov regenerative processes (MRGPs) [l, 41. Loosely speaking, in a Markov regenerative process there exist time epochs where the process regenerates in the Markovian sense, i.e., the stochastic evolution of the marking process does not depend on the history of the process but rather on the current state. We will consider discretestate continuous time process { Z ( t ) , t > 0) with state space Cl. Let vij(t) be the state probabilities conditional on the state of the system at t = 0, i.e.,
els
It can be shown [4 that the conditional probabilities tions: ujj(t(t> satisfy the I ollowing system of integral equawhere e j j ( t ) , k i j ( t ) are the elements of matrices K ( t ) and E ( t ) and represent the behavior of the processes between regenerations and after a regeneration has occurred, respectively. Note also that matrix K(m) is the transition probability matrix of the embedded DTMC at regeneration points. From matrix V ( t ) with entries the conditional probabilities v!j ( t ) and an initial probability vector p(0) we obtain the unconditional state probabilities as p(t) = p(O)V(t).
The system of integral equations (2) can be converted to a linear system by taking the LaplaceStieltjes transform' on both sides of the equations. We subsequently (numerically) invert the solution of the linear system to obtain state probabilities in timedomain. Due to space limitations we omit the details here. The interested reader could see [6] .
In steady-state things are simpler; let v be the steady-state probability vector of the embedded DTMC at regeneration points. v is the solution of the linear system v = vK(co), E a e n v i = 1. 
Given the system state probabilities at timet, p j ( t ) , j E R we assign a reward rate r j . A variety of measures can be defined based on reward models. In this paper we consider the information loss rate as the reward rate and we will evaluate time-dependent and steady-state expected information loss. In particular, the expected information loss rate at time t is given by:
Similarly, we could define the expected accumulated information loss up to time t and the time averaged information loss rate up to time t [6] .
3 1:N protection switching Figure 1 shows an 1:N protection switching system [2]. In a 1:N protection switching system, N transmission lines share one common protection line. Each line may be equipped with a buffer to store incoming information (frames). For our performance models, we will consider a finite capacity single server queue, i.e, a queue with L waiting places and one server. Under normal operation, all transmission lines are functioning correctly and the pair of switches connected to line i in cites A and C are in the ith position. We define as fault delection time to be the time it takes for the transmitting end to detect the failure. Fault detection might involve the collection of network parameter statistics, e.g., number of frames received in error in a given interval, notification from the layer below or notification from an adjacent node. When a failure is detected in transmission line i its corresponding switches will go to position 0. Thus standby line is used to transmit messages originally handled by line i. Before the standby line is called into service the fault in line i must be detected; a process that can take a non-negligible amount of time. Similarly, detection will be followed by a switching time. A second line failure of any lines 0 , 1 , . . ., i.-1, i + 1, . . . , N while line i is being repaired will imply a system failure.
However, since the repair time will be short compared with the time to failure, we expect system failure to occur very infrequently. Often, when developing de- pendability models, detection and switching times are ignored. The purpose of this paper is to develop more accurate models that capture the effects of these times and compare these models with the ones that ignore these times. 4 Model with instantaneous detection due to buffer overflow, we associate loss with state 2 1.4-2 0 only. Using the time-dependent solution of this 3-state CTMC we obtain the time dependent expected loss rate:
, K 2 = In the above equations, B represents the capacity
Models with non-zero detection and restoration times
(transmission rate) of the line.
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Figure 3, shows the Markov regenerative reward model [4] in the case with non-zero detection and restoration times. Since failure rates are usually much smaller than repair rates we assume that a second failure cannot occur during the first one's detection and restoration phase. However, we allow for repairs to occur during the detection time of the second failure. We will now discuss the state rewar d assignment.
Queueing is present
We now define two types of losses in the information transmission; losses due to buffer overflow and losses due to channel failures. Buffer overflows can occur in system up states. Let r, denote the probability that an arriving frame will find the buffer full. In both states S z and SI reward rate is defined as r, x B. During the detection phase, the network assumes normal operation. All information is sent to the channel. An incoming frame will be lost either because the buffer was full, (probability r v ) , or because its waiting time in the queue was smaller than the detection time: A ( j , r ) is the probability of having j arrivals in r time units, FR(T is the distribution of the restoration time and p i , 1 i = 0 , 1 , . e , L + 1) is the (steadystate) queue length distribution at arrival epochs. Finally, for states D 1 and SO we associate a reward rate equal to B. From the above analysis we obtain:
We can also modify the model of Figure 3 to allow for imperfect coverage of the restoration procedure. This is shown in Figure 4 where c denotes the probability that the restoration procedure is successful (coverage factor). 
An Example
We will consider an example with deterministicall distributed detection and restoration times; i.e., a&) = u(t -d ) and FR(z) = u(t -r ) . For the steady-state analysis, we compute rj using Equation (3). Having obtained the failure-repair model state probabilities we now compute the steady-state loss rate considering the existence of a queue.
No queueing
Using Equation (7) we obtain the steady-state loss rate for deterministic detection and restoration as:
A where:
NX
Note that as c tends to 1 and d , r tend t o 0 the above expression becomes identical to Equation (6) . In Table 1 we show normalized loss rates ( B = 1) for different values of detection and restoration times.
We assume one active component ( N = l ) , perfect coverage (c = l), X = hours-l and p = 1 hour-'. A question that may naturally arise from Table 1 is for what values of detection and restoration times the effect of these times are insignificant with respect to the measures of interest. By comparing Equations (13) and (6) we see that:
For example, if N X p = a relative difference of at least 9 can be achieved with d = r = 20msecs.
In Table 2 , we show normalized loss rates for different values of coverage factor and N . Detection times are taken to be D = 50 msecs and the restoration is taken to be 20 msecs. shows the effect of buffer size on the normalized loss rate. Note that for small values of buffer size, the probability of overflow is the dominating factor when quantifying the normalized loss rate but as the buffer size increases, the contribution of buffer overflow becomes very small, and furthermore the normalized loss rate becomes insensitive to the buffer size.
Conclusions
In this paper, we presented a Markov regenerative reward model to capture the effects of detection and restoration in protection switching networks. This allowed us to capture realistic aspects of system behavior such as non-exponential detection and restoration times. Loss of messages during detection time and reduced performance during reconfiguration time are also accounted for. Incorporation of reward rates in 
