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Recently, a test for a sign-changing gap function in a candidate multiband unconventional su-
perconductor involving quasiparticle interference data was proposed. The test was based on the
antisymmetric, Fourier transformed conductance maps integrated over a range of momenta q corre-
sponding to interband processes, which was argued to display a particular resonant form, provided
the gaps changed sign between the Fermi surface sheets connected by q. The calculation was per-
formed for a single impurity, however, raising the question of how robust this measure is as a test
of sign-changing pairing in a realistic system with many impurities. Here we reproduce the results
of the previous work within a model with two distinct Fermi surface sheets, and show explicitly
that the previous result, while exact for a single nonmagnetic scatterer and also in the limit of a
dense set of random impurities, can be difficult to implement for a few dilute impurities. In this
case, however, appropriate isolation of a single impurity is sufficient to recover the expected result,
allowing a robust statement about the gap signs to be made.
I. INTRODUCTION
The most fundamental question that can be posed
about a newly discovered superconductor is why con-
duction electrons pair. In particular, it is important to
know whether the pairing mechanism is unconventional,
i.e. based on an effective attraction that arises from the
Coulomb interaction rather than from the exchange of
phonons as in a traditional BCS system. While this ques-
tion is difficult to answer directly, a good hint is often
provided by whether the gap changes sign over the Fermi
surface of the candidate material, since such a state is
generically produced by repulsive interactions. Even this
indirect type of proof has been particularly vexing to
establish in the iron-based superconductors (FeSC)1–3,
however, since many of them have rather isotropic gaps,
and the sign-change may occur between different Fermi
surface sheets, leading to a quasiparticle spectrum with-
out zero-energy states, very similar to that which would
occur were the system to have the same gaps without a
sign change.
Recently, an apparently simple method to detect the
existence of a gap sign change qualitatively was proposed
by Hirschfeld, Altenfeld, Eremin and Mazin (HAEM)4.
They pointed out that when quasiparticle interference
(QPI) data are collected in a scanning tunneling spec-
troscopy (STS) experiment, certain QPI peaks corre-
spond to interband scattering, and are coherently en-
hanced, with a characteristic bias dependence if the gap
function changes sign between the two bands. The pro-
posal was similar in spirit to an earlier one by the au-
thors of Ref. 5, who however employed a heuristic ex-
pression for the QPI amplitude based on BCS coherence
factors and a Fermi Golden Rule argument. Ref. 4 de-
rived the correct expression for the observable of interest,
the antisymmetric momentum-integrated tunneling con-
ductance, and showed in a simple model band structure
how to distinguish between a sign changing s-wave (s±)
and non-sign-changing (s++) state.
The approach of Ref. 4 was simplified in certain ways
that may be legitimately questioned, however. The main
issue is that the QPI signal was calculated for a single
impurity. In the presence of N impurities at random
positions, the Friedel oscillations emanating from these
scatterers interfere. For sufficiently many impurities, the
random phases of the waves average to zero as 1/
√
N ,6
and the QPI results should resemble the single-impurity
results closely, but the concentration for which this oc-
curs is difficult to pinpoint. We therefore study the prob-
lem of many impurities in a multiband superconductor, in
order to understand more precisely under which circum-
stances the HAEM result may be expected to hold, and
to investigate practical ways of using the vast quantities
of STS data available to draw the cleanest conclusions
regarding the gap signs. We show that the HAEM result
is indeed obscured for a dilute impurity system, but also
that a clear signal can generally be recovered by prop-
erly windowing an isolated impurity that occurs in such
a context, a technique already successfully employed on
the Fe-based superconductor FeSe7. We further inves-
tigate and discuss the effect of stronger and magnetic
impurity potentials.
Finally, we discuss how to apply the HAEM method
to non-s-wave pair states in multiband systems. An in-
teresting distinction arises in the case of d-wave states in
systems without hole pockets, proposed e.g. for mono-
layer FeSe on SrTiO3 and various FeSe intercalates (for
a discussion see Ref. 1). Since the gap sizes on the two
electron pockets are identical by symmetry, the simplest
nodeless d-wave case yields a sharp, antisymmetrized
momentum-integrated conductance peak whose width is
due only to on-pocket anisotropy and thermal broaden-
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2ing. Such a signal should be easy to distinguish from that
arising from both s± and s++ gap structures.
II. METHOD
A. Model
Our starting point is the band structure model devel-
oped for LaOFeAs by Qi et al.8, here presented in terms
of the spinor ψ†kσ = (c
†
xz,σ, c
†
yz,σ) describing the ”dxz”
and ”dyz” orbitals of a square Fe lattice,
H0 =
∑
kσ
ψ†kσ [(+(k)− µ)τ0 + −(k)τ3 + xy(k)τ1]ψkσ,
(1)
where τ0 is the identity matrix and τi denote the Pauli
matrices. The three terms in the Hamiltonian are de-
scribed by the dispersions
+(k) =− (t1 + t2)[cos(kx) + cos(ky)]
− 4t3 cos(kx) cos(ky), (2)
−(k) =− (t1 − t2) [cos(kx)− cos(ky)] , (3)
xy(k) =− 4t4 sin(kx) sin(ky). (4)
This two-orbital model exhibits a Fermi surface with
electron and hole pockets at the X,Y and Γ,M points,
respectively. Clearly the band structure of real systems
is considerably more complex, but for the purposes of
this paper, the model above suffices. We choose hopping
parameters ti such that the size of pockets are reduced
from the original Qi et al. result, fixing t1 = −1, t2 = 1,
and t3 = t4 = −0.63, see Fig. 1 (a) for the Fermi surface.
The small pocket sizes enable the separation of intra-
and inter-band (e.g. q12 in Fig. 1 (b)) nesting vectors on
the equal energy contours at low energy, which makes
the HAEM procedure more straightforward, see Fig. 1
(b).
B. Self-consistent Chebyshev-BdG
We include superconductivity (SC) at the mean field
level
HSC = −
∑
k,µ
∆µkc
†
kµ↑c
†
−kµ↓ + H.c., (5)
with ∆µk = V 〈c−kµ↓ckµ↑〉. We consider two distinct
model gap structures relevant for FeSC,
∆++k = ∆
++
0 + ∆
ext
0 (cos(kx) + cos(ky)), (6)
∆+−k = ∆
+−
0 cos(kx) cos(ky) + ∆
ext
0 (cos(kx) + cos(ky)).
(7)
Here, the first term in the second expression has line
nodes in the regions of the BZ separating the electron
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FIG. 1. (a) Fermi surface of the two-orbital model together
with the orbital character (blue/red). A constant energy sur-
face at ω = 0.09|t1| is plotted in (b) together with examples of
intraband scattering vectors q11 and q22 which involve scat-
tering without sign change of the order parameter, and inter-
band scattering vectors q12 which for the s± order parameter
involves scattering with sign change. To visualize the ex-
pected area in q-space of these scattering vectors we show in
(c) a joint density of states (JDOS) visualization at ω = 0 dis-
tinguishing the different scattering vectors by the same color
code as in (b), and in (d) the same at ω = 0.09|t1| where the
scattering vectors start to significantly overlap in q-space. In
(d) the area C is marked in one quadrant as a shaded area
only containing interband scattering vectors q12.
and hole pockets, i.e. the gaps on these pockets have
opposite signs. Distinct magnitudes of the gaps on the
electron and hole pockets for both gap structures is
obtained by including a sub-dominant extended s-wave
term, with ∆0ext < {∆+−0 ,∆++0 }, chosen small enough to
preserve the sign change for the s+− gap structure.
For selfconsistent calculations we generate the above
gap structures by including the corresponding real space
terms
H++SC = −
∑
i,µ
∆++i,µ c
†
iµ↑c
†
iµ↓ −
∑
〈ij〉,µ
∆++ij,µc
†
iµ↑c
†
jµ↓ + H.c.,
(8)
H+−SC = −
∑
〈〈il〉〉,µ
∆+−il,µc
†
iµ↑c
†
lµ↓ −
∑
〈ij〉,µ
∆+−ij,µc
†
iµ↑c
†
jµ↓ + H.c.,
(9)
with 〈〉, 〈〈〉〉 indicating summation over nearest-
and next-nearest neighbor sites in the square lattice,
and ∆αij,µ = V
α 〈cjµ↓ciµ↑〉. The pairing potentials
3are chosen as {V ++i , V ++〈ij〉 }/|t1| = {0.73, 0.26} and
{V +−〈〈il〉〉, V +−〈ij〉 }/|t1| = {0.46, 0.31}.
We write the real space Hamiltonian in terms of the
Nambu vector c†iµ = (c
†
iµ↑, ciµ↓), yielding
H =
∑
ij,µν
c†iµH
µν
ij cjν , (10)
Hµνij =
 t˜µνij ∆µij
∆µij −t˜µνij
 , (11)
where we have set t˜µνij = (t
µν
ij − δijδµνµ0). Including all
sites and orbitals in the Nambu vector, the above matrix
H is of dimension N2x × 2× 2.
With the Hamiltonian established, we initially perform
self-consistent calculations on a square lattice of dimen-
sion 101 × 101, and include a single central impurity,
which we model as a delta function repulsive potential
Himp = Vimp
∑
µ,σ
c†i′µσci′µσ, (12)
with Vimp = 0.01 the impurity potential and i
′ indicating
the central impurity site. A large lattice size, and hence
good k-space resolution, is required for the calculations,
which we obtain by using the Chebyshev-Bogoliubov-
de Gennes (CBdG) method9,10. This method removes
the computationally complex diagonalization of the full
Hamiltonian, by expanding instead the Greens function
in a series of Chebyshev polynomials. These functions
are defined on the interval ω ∈ (−1, 1), which we accom-
modate by rescaling the Hamiltonian
H˜ = (H− b)/a, (13)
in terms of the parameters b = (Emax + Emin)/2 and
a = (Emax − Emin)/η, where η is a small parameter
introduced to avoid divergence at the edges of the inter-
val, and the rescaled Hamiltonian has eigenvalues in the
interval ω˜ ∈ (−1, 1). The extremal eigenvalues can be
estimated from smaller system size calculations, and no
change in the mean fields is found from overestimation
of these values, as was also found in Ref. 11.
We calculate the four components of the Nambu
Greens function
G¯ij(ω˜) = lim
η→0
〈0|
(
ci↑
c†i↓
)
1
ω˜ + iη − H˜ (c
†
j↑cj↓)|0〉 , (14)
e.g. the normal Greens function
G¯11ij (ω˜) = lim
η→0
〈
ci↑
∣∣∣ 1
ω˜ + iη − H˜
∣∣∣c†j↑〉 (15)
=
−2i√
1− ω˜2
N∑
n=0
a11n (i, j) exp(−in arccos(ω˜)),
with |c†j↑〉 = c†j↑ |0〉, and coefficients for the normal and
anomalous components
a11n (i, j) =
1
1 + δ0,n
〈
ci↑
∣∣∣Tn(H˜)∣∣∣c†j↑〉 , (16)
a12n (i, j) =
〈
c†i↑
∣∣∣Tn(H˜)∣∣∣c†j↑〉∗ , (17)
where Tn is the nth Chebyshev polynomial of the first
kind. These expansion coefficients are obtained using the
recursion relation of the Tn. Setting |jn〉 = Tn(H˜)
∣∣∣c†j↑〉,
we find
|j0〉 = |c†j↑〉 (18a)
|j1〉 = H˜ |c†j↑〉 (18b)
|jn+1〉 = 2H˜ |jn〉 − |jn−1〉 , (18c)
and the full expansion coefficients are obtained by
a11n (i, j) = 〈ci↑|jn〉 , a12n (i, j) = 〈c†i↑|jn〉. Once we have
computed the vectors |jn〉 the coefficients for all i are
then readily available.
We then calculate the local density of states (LDOS),
electron density and SC mean fields in terms of the above
Greens functions
A
↑(↓)
i (ω˜) = −
1
pi
ImG
11(22)
i (ω˜), (19)
ni = − 1
pi
∫ 1
−1
dω˜
[
ImG11ii (ω˜) + ImG
22
ii (ω˜)
]
f(ω˜),
(20)
∆ij = − V
2pi
∫ 1
−1
dω˜ ImG12ij (ω˜)[1− 2f(ω˜)], (21)
with f(ω˜) the Fermi-Dirac distribution. These integrals
are efficiently evaluated using Chebyshev-Gauss quadra-
ture as discussed in Ref. 9. A small broadening of
1meV is included in the spectral function by applying the
Lorentz kernel, modifying the expansion coefficients9.
The converged gap structures are plotted on the
Fermi surface in Fig. 2 (a-b), demonstrating slightly
anisotropic gaps of the electron and hole pockets of
different magnitudes. Figure 2 (c-d) shows the high
resolution DOS obtained from a k-space BdG calculation
using the converged CBdG mean fields as inputs. A
clear two-gap structure with the gaps on both electron
and hole pockets of similar magnitudes for s++ and s±
is obtained by fine-tuning the pairing potentials. Thus
we have obtained two systems with indistinguishable
DOS but distinct signs on the gaps between the electron
and hole-pockets, enabling direct comparison between
the HAEM QPI curves in these systems.
C. Bogoliubov QPI signal
The CBdG method yields the LDOS ρ(r, ω) directly.
Subtracting the constant LDOS in the homogeneous sys-
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FIG. 2. (a-b) Superconducting gap ∆(k) on the Fermi
surface and the corresponding high resolution DOS (c-d) ob-
tained from a k-space BdG calculation of the spectral func-
tion, treating the CBdG converged mean fields as inputs.
Panels (a,c) and (b,d) refer to s± and s++, respectively.
tem isolates the impurity induced change, and we can
then define the FT-LDOS
δρ(q, ω) =
1
N2x
∑
r
e−iq·rδρ(r, ω). (22)
The sharp peaks corresponding to the interpocket sig-
nal reside at large q and we thus define the interband
signal as
δρinter(ω) =
∑
q∈C
δρ(q, ω) (23)
with C a q region containing purely interband scattering
vectors (see Fig. 1). The size of this integration area is
set by considering the joint density of states (JDOS) at
ω < ∆max, as shown in Fig. 1 (c-d). This quantity has
central weight corresponding to intraband contributions,
weight at the M points corresponding to hole-hole (and
electron-electron) pocket scattering, and finally weight
at the X,Y points corresponding to electron-hole pocket
scattering. Since we wish to consider interband scatter-
ing with equal/opposite gap signs, we isolate this final
region as illustrated by the shaded black box in Fig. 1
(d), as well as the equivalent boxes at (−pi, 0) and (0,±pi)
(not shown). Following Ref. 4 and 7, we then define the
antisymmetrized QPI signal by
δρ−inter(ω) = Re(δρinter(ω))− Re(δρinter(−ω)). (24)
Experimental FT-STM measurements are usually ob-
tained with the application of a window function prior
to the FT to avoid spectral leaking from the differential
conductance discontinuity at the field of view (FoV) edge.
To enable comparisons between our periodic lattice and
the experimental FoV, we apply the window function
W (x, y) = cos(xpi/I) cos(ypi/I), (25)
with I the FoV dimension, chosen initially as the full
lattice length.
D. T-matrix approach
To test the convergence for a single impurity in a large
system, we also perform T-matrix calculations of the im-
purity induced LDOS change. For this purpose, we con-
struct the matrix Greens function
G0(k, ω) = (ω −H(k) + iη)−1, (26)
and calculate the local Greens function G0(ω) =∑
kG0(k, ω). Here H = (H0,∆(k); ∆(k)∗,−H0) is the
Nambu Hamiltonian with the superconducting order pa-
rameter ∆(k) in orbital space. Together with the impu-
rity potential we can calculate the T-matrix
T (ω) = [1− Vimpτ3G(ω)]−1Vimpτ3 , (27)
with τ3 = (1, 0; 0,−1). The full Greens function in the
presence of the impurity within the T-matrix approach
is then given by
G(k,k′, ω) = G0(k, ω) +G0(k, ω)T (ω)G0(k′, ω) . (28)
Noting that the T-matrix is momentum independent for
a pure on-site potential scatterer, we can calculate the
impurity contribution to the Green function
δG(q, ω) =
∑
k
G0(k, ω)T (ω)G0(k+ q, ω) , (29)
such that the contribution to the LDOS is given by
δρ(q, ω) = − 2
pi
Im Tr’ δG(q, ω), (30)
where Tr’ is the trace over the first half (particle part) of
the Greens function only and the factor 2 accounts for the
spin-degeneracy. This is the same quantity as obtained
by the CBdG method. For the calculations including a
magnetic contribution J to the impurity potential, we
use the impurity Hamiltonian
Himp =
∑
µ,σ=±
(Vimp − σJ)c†i′µσci′µσ, (31)
and then calculate the spin-summed LDOS via
δρ(q, ω) = − 1
pi
[Im Tr’ δG(q, ω)− Im Tr” δG(q,−ω)],
(32)
where Tr” is the trace over the second half (hole part) of
the Greens function only.
5FIG. 3. Integrated antisymmetrized FT-LDOS (δρ−inter(ω))
for s++ (blue curve) and s± (red curve) gap structures, shown
here normalized by the impurity potential Vimp/|t1| = 0.01.
The system size is Nx = 101. The result from Ref. 4 is repro-
duced, with clear distinction between the different gap struc-
tures. Dashed vertical lines are inner and outer gap edges.
III. RESULTS
The result of integrating the antisymmetrized in-
terband signal from the CBdG calculation produces
δρ−inter(ω) which is shown in Fig. 3 as a function of
energy ω for the case of a single FoV-centered impurity
potential. The region of interest is indicated by the
dashed vertical lines denoting the two gap magnitudes,
i.e. the inner and outer gap edges seen in Fig. 2 (c-d).
We find a clear sign crossing in the s++ signal in the
region of interest, while the s± signal is larger and sign
preserving. We stress that this central impurity result
for distinguishing between s± and s++ is independent
of the calculation details, i.e. variations in the impurity
strength, integration area or spectral broadening leaves
the qualitative result invariant until impurity bound
states are formed4.
A direct calculation of δρ−inter(ω) from the T-matrix
expression with a k-mesh of 500 × 500 using the same
band structure and SC mean fields is found to yield
nearly identical results, as illustrated in Fig. 4. At the
same time, changes in the sign or the magnitude of the
impurity potential do not alter the qualitative results.
We also checked that this result is robust against adding
a magnetic scattering contribution (see Eq. (31)). As
shown in Fig. 5, the QPI signal δρ−inter(ω) is strong and
of the same sign in the range ∆min < ω < ∆max for s±
and changes sign in this energy range for s++.
Having reproduced numerically the single central
impurity result from Ref. 4, we next explore how
this result is altered in experimentally more realistic
conditions. Initially, however, focusing still on a single
impurity, it is notable that the curves in Fig. 3 are
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FIG. 4. Results of a T-matrix calculation for the anti-
symmetric QPI signal for various impurity potentials V =
{±0.01,±0.1}|t1|. The trivial sign and prefactor from the im-
purity potential was removed by dividing by the potential.
In this way the difference between the sign-changing order
parameter (s± red) and the non-sign changing order param-
eter (s++ blue) becomes apparent, and is independent of the
choice of the impurity potential. The same calculation car-
ried out in the normal state (green) reveals that only a weak
signal from the particle-hole asymmetry of the band structure
is obtained.
sensitive to the centering of the impurity in the FoV.
For example, moving the impurity off-center yields very
different curves, as demonstrated for diagonal lattice
displacements in Fig. 6. These results follow directly
from the definition of the Fourier transform, i.e. a
displacement δr from the central site yields a phase
factor e−iq·δr, and since we sample the interband signal
at q ≈ (±pi, 0), (0,±pi) for the current band, we roughly
reproduce the curve with the centered impurity modulo
an overall sign change at each lattice step. As seen,
the curves are found to degrade as the center moves
further out, which follows since the error in the above
approximation (i.e. q not being exactly (±pi, 0), (0,±pi))
scales with the displacement distance.
In the presence of a finite amount of dilute disorder,
we find that δρ−inter(ω) is generally strongly modified,
and it is initially not possible to distinguish s± from
s++. For example, in the case of a finite impurity con-
centration with 0.05% randomly positioned impurities
in the 101 × 101 lattice Fig. 7 (a) demonstrates the
destruction of the central impurity result from Fig. 3. In
such a system it is clear that further analysis is required
to distinguish between different structures.
We now show how the central impurity curves for
δρ−inter(ω) can be recovered, thereby restoring a differen-
tiation between s++ and s±, also for these realistic dilute
impurity configurations. Three methods are investigated
in the following: 1) Correcting the FT-LDOS signal
60 0.05 0.1 0.15
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−2
0
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J = 0.1V
J = 0.2V
J = 0.5V
J = V
s+-
s++
normal state
V=-0.01
J = 2V
FIG. 5. Antisymmetric QPI signal from T-matrix
calculation for a combination of potential scatterer with
V = −0.01|t1| and additional magnetic scatterer with
J = {0.1, 0.2, 0.5, 1, 2}V . In this case the spin summed re-
sult as expected from a non-spinpolarized STM experiment
is shown. As argued in Ref. 4, the contribution of magnetic
scattering to δρ− vanishes in the Born limit, and is gener-
ically small, such that the difference in signal between sign-
changing order parameter (s± red) and the non-sign changing
order parameter (s++ blue) is robust against adding a mag-
netic scatterer.
FIG. 6. (a-d) δρ−inter(ω) versus ω for a single impurity dis-
placed diagonally from the central position of the lattice,
δr = (|δr|, |δr|), with δr = 1, 2, 3, 4. As discussed in the text,
the curves change overall sign as (−1)|δr| and decay with the
displacement distance.
by the effective multi-impurity potential, 2) choosing a
FoV centered at a single well-separated impurity, and 3)
moving to a FoV with a much larger impurity concen-
tration where the multi-impurity potential self-averages,
thereby essentially restoring the result from the single
centered impurity shown in Fig. 3.
FIG. 7. (a) δρ−inter(ω) versus ω for a system with 0.05% ran-
domly positioned impurities (inset), demonstrating the de-
struction of the central impurity result from Fig. 3. Note
that the impurities are point-like. (b) The result of dividing
out the effective multi-impurity potential. This returns the
central impurity curves for δρ−inter(ω), with clear distinction
between the s++ and s± gap structures.
In the presence of dilute off-center impurities at sites
Rj , the point-like central impurity potential is replaced
by the total impurity potential
Vtot(q) = Vimp
∑
j
e−iq·Rj . (33)
It is then evident that the single centered impurity re-
sult for δρ−inter(ω) can be recovered, for sufficiently weak
impurities, by simply dividing out this potential in the
FT-LDOS12. The result of which is shown in Fig. 7(b),
clearly restoring the central impurity HAEM curves. Di-
viding out the impurity potential should always return
the central impurity result, yet the exact form of Vtot(q)
will in general be very hard to establish experimentally.
In Fig. 8 we consider instead the technique of iso-
lating a well-separated impurity and computing the
FT centered on this impurity site with a reduced FoV,
similar to the method utilized in Ref. 7. The dilute
impurity system considered so far enables this analysis
for multiple impurities. Choosing a suitable impurity,
we compute the δρ−inter(ω) curves by this method
starting from a small FoV dimension LFoV . The signal
is initially noise dominated (not shown), but converges
to the central impurity δρ−inter(ω) result as LFoV is
increased. Fig. 8 (c-d) displays these curves computed
past the convergence point for two different well-isolated
impurities (a-b) in the same configuration as Fig. 7,
with a large window dimension LFoV = 65a. As seen,
we again recover the ability to differentiate between
sign-changing and sign-preserving gap structures. We
have confirmed this result for all impurities included in
the configuration displayed, as well as for impurities in
different dilute impurity configurations.
Finally, we will demonstrate the robustness of the
HAEM method in the large impurity concentration
(dirty) limit. These systems preclude the selection of a
well-isolated impurity, and thus require separate consid-
eration. We have found that the effective impurity poten-
tial self-averages in the systems, resulting in the repro-
7FIG. 8. (a-b) Two different choices of the field of view (green)
in the previously introduced dilute impurity system. Each
FoV is centered on a well-separated impurity. (c-d) δρ−inter(ω)
versus ω computed for the FoV in (a,b), respectively. The
curves become stable with FoV dimension at (LFoV ∼ 60
sites), and the result from a single center impurity is recov-
ered.
duction of the central impurity HAEM result for 1% and
5% point-like impurities with no need for the above pro-
cedures. This result is shown in Fig. 9, where the dense
impurity configurations produces easily distinguishable
HAEM curves in multiple distinct configurations.
A. d-wave
In this section, we show explicitly what the HAEM
scheme expects to find for a fully gapped d-wave state
as might be a candidate for the ground state of one
of the Fe-chalcogenide systems with electron pockets
only at the Fermi level1. For this purpose, we need
to modify the Hamiltonian so that Fermi sheets exist
only around the (pi, 0) and (0, pi). This will give a ten-
dency towards a dx2−y2 -wave instability in the supercon-
ducting channel but will avoid a nodal state in the ab-
sence of a Γ-centered Fermi surface. We therefore choose
t˜1 = 0.5625t1, t˜2 = 0.4375t1, t˜3 = 0.5t1, and t˜4 = 0.300t1
to yield the band structure shown in Fig. 10(a) and the
Fermi surface together with the orbital content as shown
in Fig. 10(b). The d-wave order parameter consisting of
the lowest harmonic only, which we use as our test or-
der parameter, displays small anisotropy over the Fermi
surface as seen in Fig. 11 with ∆min ≈ 0.088t1 and
∆max ≈ 0.096t1. Within a non-selfconsistent T-matrix
calculation7 we can implement the sign removal exactly,
i.e. obtain two models which have exactly the same DOS
as presented in Fig.11(b). Instead of calculating the
LDOS in real space and then Fourier transforming, we
work in momentum space, set up the Greens functions
and calculate the T-matrix with a constant scattering
FIG. 9. (a-b) Two different 1% impurity configurations along-
side (c-d) δρ−inter(ω) versus ω for these systems. The impurity
potential for this large impurity concentration self-averages,
and the central impurity HAEM result is recovered. (e-h)
Similar calculation for two different 5% impurity (point-like)
configurations, where the self-averaging is seen to be retained.
Note that the impurities are again point-like and the black
dots have different sizes purely for plotting purposes.
potential describing non-magnetic scatterers as expected
for impurities centered at the lattice positions. In con-
trast to the case discussed in the previous section, the
scattering processes involving sign-changes in the d-wave
case are around (pi, pi), such that we integrate over one
quarter of the Brillouin zone to construct the antisym-
metrized QPI signal, Eq.(24). As expected from the small
anisotropy, the sign-changing order parameter produces
a sharp peak close to the gap energy, as seen in Fig.12
which is completely absent in the calculation of the same
quantity for the model without sign-change. Noting that
this result is robust against changes in the magnitude of
the impurity potential, it could be used to test the two
different scenarios without too many assumptions from
the theoretical modeling.
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FIG. 10. Band structure along a high symmetry path (a) and
Fermi surface (b) of our two orbital model (orbitals indicated
by color: red/blue) having only pockets around the X and Y
point. The (small) variations of the orbital weight which are
necessary to allow for inter-pocket scattering with a orbital-
diagonal impurity potential, are plotted as the third direction
(b).
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FIG. 11. Order parameter for our d-wave calculation (a) to-
gether with the density of states showing a small anisotropy
apparent by two coherence peaks at very similar energies
∆min = 0.088 and ∆max = 0.096 (b). The order parame-
ter without sign change (not shown) yields exactly the same
density of states.
IV. CONCLUSIONS
We have analyzed the robustness of the pro-
posed QPI procedure for distinguishing between sign-
preserving and sign-changing gap structures in multi-
band superconductors4. The field of view centered single-
impurity result for the momentum-integrated antisym-
metrized interband QPI response changes qualitatively
for off-center positions and/or in the presence of dilute
concentrations of disorder. We have shown, however,
three possible ways to recover the robust determination
of inter-pocket gap sign changes, and conclude therefore
that the HAEM procedure is a realistic method to be
used for this purpose.
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