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Abstract
We show that the commutator subgroup G′ of a classical knot
group G need not have subgroups of every finite index, but it will if
G′ has a surjective homomorphism to the integers and we give an exact
criterion for that to happen. We also give an example of a smoothly
knotted Sn in Sn+2 for all n ≥ 2 whose infinite cyclic cover is not
simply connected but has no proper finite covers.
1 Introduction
Given a classical knot, that is a piecewise linear embedding of S1 into S3,
the fundamental group G of its complement (which we will call a classical
knot group) contains a lot of information about the knot itself and is a
much studied object. We have that the quotient of G by its commutator
subgroup G′ is Z and this immediately implies that G has subgroups of
every finite index. Using the correspondence between subgroups and covers,
we can also regard this as telling us that the knot complement has coverings
of every finite degree. Moreover there is the cover given by G′, known as
the infinite cyclic covering, and this cover will be simply connected if and
only if the knot is trivial. We can ask what coverings of finite degree will
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be possessed by the infinite cyclic covering of a non-trivial knot. Here we
split into two radically different cases because if the knot is fibred, which
happens if and only if G′ is finitely generated, then G′ is a free group with
rank equal to the genus of the knot and so has subgroups of every finite
index. However the focus throughout this paper is when G′ is not finitely
generated. In this case it is known by [13] that G′ can have infinitely many,
indeed uncountably many, subgroups of a particular finite index and in [16]
a related result states that if G′ has infinitely many representations into S3
then it has uncountably many subgroups of every index n ≥ 3 (and some of
index 2, although the commutator subgroup of a knot group can only ever
have finitely many subgroups of index 2).
In this paper we first give in Section 2 a condition on the Alexander
polynomial of our knot which instantly tells us exactly when the commutator
subgroup G′ has subgroups of index 2. As there are plenty of knots which fail
this condition, we have an answer to the question of Silver and Williams in
[16] which asks whether the commutator subgroup of a non-fibred knot maps
onto Sn for all n and hence has subgroups of every finite index. However we
also give an infinite family of two bridge knots which have infinitely many
representations into S3 and hence subgroups of every finite index by the result
above.
Another way to conclude that a group has subgroups of every finite index
is to find a homomorphism onto Z. In Section 3 we show that the commutator
subgroup of a knot group possesses such a homomorphism if and only if the
Alexander polynomial of the knot has a non-trivial factor which is monic at
both ends. As Alexander polynomials are readily computed from a diagram
of the knot or a presentation of the knot group, we can work out whether
this is satisfied for any given knot.
In Section 4 we move to higher dimensional knots, which are locally flat
embeddings of Sn in Sn+2 for n ≥ 2. There we still have the knot group G
and commutator subgroup G′ with G/G′ = Z so that G′ corresponds to the
infinite cyclic covering of the knot, but here the position regarding finite index
subgroups of G′ can be quite different. We show that there exist knots in
each dimension such that the infinite cyclic covering is not simply connected
but has no proper coverings of finite degree. We do this by utilising a result
of Kervaire which gives us sufficient conditions for a finitely presented group
to be a higher dimensional knot group. We can also say that these knots
are smooth, which we conclude from Kervaire’s result when n ≥ 3 and by a
theorem of Levine when n = 2.
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2 Examples
Given a finitely generated group G, it is a standard definition that β1(G)
is the number of Z summands in the abelianisation G/G′ = H1(G;Z). But
if G is not finitely generated then two alternatives present themselves; as
H1(G;Q) = H1(G;Z)⊗ZQ is a vector space over Q, we let β1(G;Q) be the di-
mension of this vector space. However a natural definition of β1(G;Z) would
be the maximum integer k such that there is a surjective homomorphism
from G to Zk. As this implies that Zk ≤ G/G′, we have H1(G;Q) contains a
linearly independent subspace of dimension k and thus β1(G;Z) ≤ β1(G;Q).
Here we are interested in groups K = ker χ where χ is a surjective homo-
morphism from a finitely presented group G to Z. These groups may or may
not be finitely generated and it is the infinitely generated case in which we
are most interested. However K will be better behaved than an arbitrary in-
finitely generated group as the Reidemeister-Schreier rewriting process gives
us a presentation of K and thus, by abelianising, of K/K ′ = H1(K;Z). This
means that K/K ′ can be regarded as a finitely presented module over the
unique factorisation domain Z[t±1], where t acts by conjugation on K using
an element of χ−1(1). In this situation we can gain a lot of information by
using the Alexander polynomial.
Definition 2.1 Given a finitely presented module M over a unique factori-
sation domain R with P an m by n presentation matrix for M , we define
the Alexander polynomial ∆M ∈ R to be the highest common factor of the
m×m minors of P (where we assume that m ≤ n by adding zero columns if
necessary).
This is independent of the presentation matrix and is defined up to multipli-
cation by units in R.
Where K is above we write the Alexander polynomial as ∆G,χ(t) ∈ Z[t
±1]
and it is defined up to multiplication by t±k. We can define the degree of
∆G,χ(t) as the degree of the highest power of tminus the lowest (with 0 having
infinite degree). In this case we can also consider the module H1(K;Q) over
Q[t±1], whereupon we can use the structure theorem for finitely generated
modules over a principal ideal domain to conclude that H1(K;Q) is a direct
sum of cyclic modules. In particular it has a square presentation matrix
whose determinant is ∆G,χ(t) ∈ Q[t
±1] (although now ∆G,χ(t) is only defined
up to multiplication by qt±1 for q ∈ Q − {0}) and so we conclude that the
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degree of ∆G,χ is β1(K;Q). However when K is infinitely generated this may
be strictly larger than β1(K;Z).
Example 2.2
Let G = 〈a, t|tat−1 = a2〉 with χ(t) = 1, χ(a) = 0 and K = ker χ so that
∆G,χ(t) = t− 2 with β1(K;Q) = 1. However K is well known to be isomor-
phic to the dyadic rationals and has no surjective homomorphism to Z (for
instance K has no subgroups of index 2). Hence β1(K;Z) = 0.
In the above we interpret the degree of ∆G,χ as being infinity if and only if
∆G,χ = 0. We see this happens if and only if H1(K;Q) has a non-trivial free
Q[t±1]-submodule which is equivalent to the dimension of H1(K;Q) being
infinite. In this case we can conclude by a result [7] of Howie that the finitely
presented group G is large, that is it has a finite index subgroup possessing
a surjective homomorphism to a non-abelian free group, which has a range
of consequences.
Given the abelianised relations obtained forK which yields defining equa-
tions for K/K ′, in addition to considering these equations over Q we can also
look at them over the finite field Z/pZ for p a prime. Again we find that
H1(K;Z/pZ) is a finitely presented module over Z/pZ[t
±1] and this Alexan-
der polynomial is obtained by reducing the standard Alexander polynomial
modulo p. Again Howie’s result gives us largeness if this vanishes.
Proposition 2.3 Given K = ker χ for χ a surjective homomorphism from
the finitely presented group G to Z then the number rp of representations of
K into Z/pZ is pd(p) and the number np of normal subgroups of K of prime
index p is (pd(p) − 1)/(p − 1) where d(p) is the degree of the mod p reduced
Alexander polynomial ∆G,χ.
Proof. A normal subgroup of index p in K gives rise to a surjective ho-
momorphism from K to Z/pZ. Now Hom(K;Z/pZ) ∼= H1(K;Z/pZ) ∼=
(Z/pZ)d(p) and any non-zero homomorphism is surjective. Moreover if two
homomorphisms have the same kernel then they are related by an automor-
phism of the quotient.
✷
This gives an immediate corollary.
Corollary 2.4 The group K as above has infinitely many normal subgroups
of prime index p if and only if the Alexander polynomial ∆G,χ is 0 modulo
p. Also K has no normal subgroups of prime index p if and only if ∆G,χ is
constant but non-zero modulo p.
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Now let G be a (non-trivial) classical knot group with K equal to the
commutator subgroup. It is noted in [16] that if the knot is fibred then K
(which will be free of finite rank) contains subgroups of every finite index
and it is then asked whether this is always true in the non-fibred case. From
the above we gain an immediate answer of no.
Corollary 2.5 The commutator subgroup of a classical knot group has no
subgroups of order 2 if and only if the Alexander polynomial
∆(t) = cn(t
n + t−n) + . . .+ c1(t+ t
−1) + c0
of the knot has all coefficients even except c0.
Note that c0 is always odd because ∆(1) = ±1. Moreover, as any sym-
metric polynomial f(t) of even degree with f(1) = ±1 is the Alexander poly-
nomial of some knot (see [9]), we have infinitely many knots of arbitrarily
high genus with this property as well as all knots with Alexander polynomial
1.
In [16] Corollary 3.9 it is shown that a sufficient condition for the com-
mutator subgroup K of a classical knot group to have subgroups of every
finite index is that K has infinitely many representations into the symmetric
group S3: in fact it is actually shown that this ensures uncountably many
subgroups for every index at least 3, whereas there can only be finitely many
subgroups of index two because for a knot we have ∆(1) ≡ 1 mod 2. It seems
appropriate here to show that this case actually occurs for an infinite family
of examples.
Theorem 2.6 For any positive n which is 3 mod 6, the commutator subgroup
K of the 2-bridge knot (4n − 1/4n − 3) has infinitely many representations
into S3 and hence K has subgroups of every finite index.
Proof. We adopt the notation of [11] in obtaining a presentation of the
fundamental group G of the complement of the 2-bridge knot (p/q) where p
and q are coprime with p odd and 0 < q < p. We form the sequence (ki) for
1 ≤ i ≤ p − 1 by setting iq = kip + ri, where 0 < ri < p so that ki is the
quotient of iq by p under Euclidean division. We let ei = (−1)
ki thus the
number of successive eis with the same sign is just the cutting sequence of
p/q which in turn is closely related to its continued fraction. Then G has the
presentation
〈u, v|w = ve1ue2 . . . uep−2vep−1, uw = wv〉
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for u a meridian of the knot.
For our case where (p/q) = (4n − 1/4n − 3), the eis alternate in sign
successively from e1 = +1 to e2n−1 = +1 and alternate again from e2n = +1
to e4n−2 = +1. Now on replacing v with ua in the relation, we see that for
the 2-bridge knot (4n− 1/4n− 3) we obtain the presentation
〈u, a|uanua−nu−1an−1u−1a−n〉
meaning that by the Reidemeister-Schreier rewriting process we have
K = 〈ai|a
n
i+1a
−n
i+2a
n−1
i+1 a
−n
i for i ∈ Z〉
where ai is the element u
iau−i in G. Thus our representations of K into
S3 can be thought of as biinfinite sequences (ai : i ∈ Z) of elements of S3
such that the above relation holds. Now we use the fact that n is odd but
divisible by 3. If both ai and ai+1 are the 2-cycle (xy) then we require ai+2
such that (xy)ani+2(xy) = id so that ai+2 can be either of the 3-cycles or the
identity. On taking ai+2 to be the latter we find on replacing i with i + 1
and then i + 2 that we must have ai+3 = ai+4 = (xy) and so we return to
our initial conditions. However if we choose ai+2 = (123) say, we find that
a−ni+3 = (xy)(123) so ai+3 moves on to another 2-cycle. But then we have
ai+3a
−n
i+4 = id so that ai+4 = ai+3. From above we have a choice of directions
and by taking ai+5 = (123) again we can ensure that ai+6 = ai+7 is the third
2-cycle, hence on taking ai+8 = (123) we get back to ai+9 = ai+10 = (xy)
and so we have a sequence of period 9. But at any point where we have
the same 2-cycles for aj and aj+1 we can loop through the identity rather
than sticking to the periodic orbit, thus we have uncountably many different
representations of K into S3.
✷
3 Surjections to the integers
We now vary our approach in trying to find knots whose commutator sub-
group K has subgroups of every finite index. An immediate condition that
implies this is that K has a surjection to Z. However it is not enough just
to look at the degree of the Alexander polynomial as Example 2.2 shows.
However let us first assume that our knot group G has Alexander polyno-
mial ∆(t) = adt
d + . . . + a0 with ad and a0 not equal to 0 and that the
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abelianisation H1(K;Z) of K is a cyclic module over Z[t
±1] which always
happens if G has a 2-generator 1-relator presentation. We then have that
H1(K;Z) = Z[t
±1]/(∆) as a Z[t±1]-module and therefore as an abelian group
A it has generators xi, where xi corresponds to t
i, and presentation
A = 〈xi|anxn+i + . . .+ a1xi+1 + a0xi = 0 for i ∈ Z〉.
Therefore the way here to think about homomorphisms from A to Z is that
they are biinfinite recurrence sequences (xi : i ∈ Z) satisfying the above
homogenous linear recurrence relation. Therefore if ∆ is non-constant and
both ad and a0 are ±1 then we obtain a non-trivial homomorphism (and
hence a surjective one) from A to Z by picking arbitrary integers not all zero
for the initial conditions x0, . . . , xd−1 and then we use the equations to find
xd, xd+1, . . . and x−1, x−2, . . . which will all be integers. Of course if the knot
is fibred then the Alexander polynomial is monic and A is just Zd for d the
degree of ∆(t). However it is well known that there are knots with monic
and non-constant Alexander polynomial which are not fibred. Moreover it is
also clear in the case of cyclic modules that if ∆ has a non-constant factor f
which is monic at both ends then we obtain a non-trivial solution in integers
to the linear recurrence relation defined by f , and hence for that defined by
∆, so again finding a surjective homomorphism from A to Z and hence from
K to Z.
This also works ifH1(K;Z) is isomorphic to a direct sum of cyclic modules
Z[t±1]/(f1)⊕ . . .⊕ Z[t
±1]/(fm)
as then ∆ = f1 . . . fm. Thus if ∆ has a factor f which is monic at both ends
then we can assume it is irreducible and hence f divides some fi. We can
then use the homomorphism from H1(K;Z) to Z[t
±1]/(fi) and then argue as
above. In order to argue generally we follow Lemma 3.6 in [15] which states
that if M is a finitely generated Z[t±1]-module which as an abelian group is
torsion free then M is module isomorphic to a finite index submodule of
M ′ = Z[t±1]/(pi1)⊕ . . .⊕ Z[t
±1]/(pin)
where the polynomials pii are primitive with pii|pii+1.
Theorem 3.1 If a knot in S3 has a non-constant factor f(t) of its Alexander
polynomial ∆(t) which is monic in t and in 1/t then the commutator subgroup
K of the knot group has a homomorphism onto Z and hence K has subgroups
of every finite index.
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Proof. On setting M to be the module H1(K;Z) as before, we do have that
M is Z-torsion free because any knot group has a deficiency 1 presentation
and hence a square presentation matrix P with det P = ∆(t). Thus suppose
we had a non-zero y ∈ M with py = 0 for some prime p. This corresponds
to a column vector µ which is not in the image of P but with a vector λ such
that Pλ = pµ. We can pull out multiples of p so that on looking modulo p
we have λ 6≡ 0 with Pλ ≡ 0. Thus det P ≡ 0 but Alexander polynomials of
knots satisfy ∆(1) = ±1.
Let us identify M with its image in M ′ and take a non-zero
m = (m1, . . . , mn) ∈ M such that m is annihilated by our factor f(t) which
we can take to be irreducible. This m exists because we have det P ≡ 0 mod
f so there exists a column vector u with Pu ≡ 0 mod f but u 6≡ 0 mod f .
Let m be defined by Pu = fm so that fm is in the image of P , which is 0 in
M . Hence we can take this m provided it is not itself in the image of P . But
then if m = Pn we can invert P in the field of fractions of Z[t±1] because det
P is not 0 in Z[t±1]. So if m = Pn then this gives u = fn so u was 0 mod f
which is a contradiction.
Now take k such that mk is non-zero modulo pik and then we must have
f dividing pik. This means that Z[t
±1]/(pik) maps onto Z thus M
′ does too
and then we can restrict this homomorphism to M , in which case the image
is also a copy of Z because M has finite index in M ′.
✷
We also have a converse to Theorem 3.1.
Theorem 3.2 A knot in S3 has the property that the commutator subgroup
K of the knot group G possesses a surjective homomorphism to Z if and only
if there is a non-constant factor of its Alexander polynomial which is monic
at both ends.
Proof. We suppose that K has a surjection to Z and as before we reduce to
the case where the abelianisation H1(K;Z) of K is a cyclic Z[t
±1]-module.
Setting M = H1(K;Z),we use the fact thatM has finite index in the module
M ′ which is a direct sum of cyclic modules. For any subgroup N ofM we have
thatM ′/N has a normal subgroupM/N of finite index. So ifM/N = Z then
M ′/N is a finitely generated infinite abelian group and hence has a surjection
to Z, thus so does M ′. Next we restrict this homomorphism to each of the
cyclic modules so that there must be a k with Z[t±1]/(pik) surjecting to Z.
Now suppose that f is a non-constant irreducible factor of pik. We can find
m ∈ M with m 6= 0 but fm = 0 so, by the same argument as in Theorem
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3.1, we conclude that f divides the Alexander polynomial ∆(t). Hence by
the comment at the beginning of this section, we are done if we prove that
whenever we have a biinfinite recurrence sequence (xn) lying entirely in Z
that satisfies the recurrence relation defined by
adxn+d + . . .+ a0xn = 0 for all n ∈ Z
where d ≥ 1 with a0, . . . , ad ∈ Z and a0, ad 6= 0 then the auxiliary polynomial
adt
d+ . . .+ a0 has a factor that is monic at both ends. This is established in
Theorem 3.3.
✷
We did not find a proof of the following result in the literature, probably
because the standard definition of a recurrence sequence uses a monic poly-
nomial. The author would like to thank R.G.E.Pinch for suggesting the
following argument.
Theorem 3.3 Given a non-trivial biinfinite recurrence sequence (xn : n ∈
Z) with all terms in Z that satisfies the relation
adxn+d + . . .+ a0xn = 0 for all n ∈ Z
where d ≥ 1 with a0, . . . , ad ∈ Z and a0, ad 6= 0 then the auxiliary polynomial
adt
d + . . .+ a0 has a non-constant factor that is monic at both ends.
Proof. The set of all polynomials such that (xn) satisfies the corresponding
recurrence relation forms an ideal in Q[t] which is a principal ideal domain,
so we take a generator f(t). On clearing out denominators and removing any
integer dividing all the coefficients, we can assume that f(t) lies in Z[t] and
is defined uniquely up to sign (which we think of as the “correct” auxiliary
polynomial). We will treat (xn) as an ordinary recurrence relation with n ∈ N
and will show that all the factors of f(t) are monic. This will then imply our
result in the biinfinite case by sending n to −n and f(t) to tdf(t−1).
We use the theory of local fields; see [4] Chapter 10 or [12] Chapter 1 for
details. Let the roots of the auxiliary polynomial f be α1, . . . , αd. We first
assume that f is irreducible. Consequently we have the solution
xk = β1α
k
1 + . . .+ βdα
k
d.
Let K be the number field obtained from Q by adjoining all the roots of f ,
which will also contain all βi as can be seen by looking at the Vandermonde
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matrix for the first d terms of the sequence. Moreover this shows that no βi
is zero (unless xk is identically zero) because a field automorphism σ of K
which sends αi to ασ(i) also sends βi to βσ(i).
Assuming that f is not monic means that there is a discrete valuation v
on K and an αi with v(αi) < 0. Let pi be a uniformising element for K, so
that any k ∈ K − {0} can be expressed as k = pinu for n ∈ Z and v(u) = 0,
giving v(k) = n. If A is the valuation ring (namely the set of those k ∈ K
with v(k) ≥ 0) then u is a unit of A if and only if v(u) = 0. Thus let us write
αi = γi/pi
ei and βi = δi/pi
fi where the γi and the δi are all units. We reorder
so that e1 ≥ e2 ≥ . . . ≥ el with r such that e1 = . . . = er > er+1. Note that
e1 > 0. Also we reorder the fi so that f1 ≥ . . . ≥ fr.
Now consider the element
δ = δ1 + pi
f1−f2δ2 + . . .+ pi
f1−frδr
and take c ∈ N such that c > v(δ) ≥ 0. As the quotient of A by picA is a
finite ring, say of order N , we have for any unit u of A that uN ≡ 1 mod
picA. Thus for all k ∈ N we obtain
xNk = β1α
Nk
1 + . . .+ βdα
Nk
d =
δ1(1 + pi
ca1)
pie1Nk+f1
+ . . .+
δd(1 + pi
cad)
piedNk+fd
where a1, . . . , ad ∈ A. As c > 0 we have for j ≥ r + 1 that the jth term in
the sum has valuation equal to −(ejNk + fj). Now pick k large enough to
ensure that
e1Nk + f1 − c > max {ejNk + fj : r + 1 ≤ j ≤ d}.
Then on putting the first r terms over a common denominator to form tNk
we have
tNk = (δ1(1+pi
ca1)+pi
f1−f2δ2(1+pi
ca2)+ . . .+pi
f1−frδr(1+pi
car))/(pi
e1Nk+f1)
and the numerator has the same valuation as δ so that overall we have
v(tNk) = v(δ)− (e1Nk + f1) < min {−(ejNk + fj) : r + 1 ≤ j ≤ d}.
Hence as
xNk = tNk + βr+1α
Nk
r+1 + . . .+ βdα
Nk
d
we have v(xNk) = v(tNk). Consequently as soon as k is large enough to make
v(tNk) < 0, we have v(xNk) < 0 so we do not have a sequence of integers.
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As for the case when f is reducible or even has repeated factors, the quick-
est way to deal with this case is to consider the shift map S((xn)) = (xn+1)
which, as a linear operator on the space of rational sequences satisfying our
recurrence relation, has minimal polynomial equal to our auxiliary equation
f . Therefore if f = gh we can form a new sequence yn by applying g(S) to
xn and this will satisfy the recurrence defined by the polynomial h. Moreover
as g has integer coefficients we see that yn is also an integer valued sequence.
We can then apply the above to yn, thus concluding that the irreducible fac-
tors of f are monic.
✷
4 Higher dimensional examples
In the previous two sections we have seen examples both of knots whose
commutator subgroups have subgroups of every finite index and those which
do not. However we can certainly say that as classical knot groups are
residually finite then so too are their commutator subgroups K, and any
infinite residually finite group has infinitely many finite index subgroups of
arbitrarily high index. Here we go in the other direction and look at finitely
presented groups G with a homomorphism onto Z where the kernel has no
proper finite index subgroups. Of course one way of achieving this is to take
a finitely presented group H with this property and then set G to be the
direct product H × Z (or even a semi-direct product). However we wish
to come up with examples which look more like classical knot groups; in
particular we require that our group G has H1(G;Z) = Z, H2(G;Z) = 0,
and weight 1 which means that there exists an element whose normal closure
is all of G (such as a meridian in the case of a classical knot group). Let
us for this purpose use presentations of deficiency 1, and in particular 2-
generator 1-relator presentations 〈x, y|r〉. We can always make a change of
the generating pair so as to ensure that the exponent sum of x in the relation
r is zero. We then have that the abelianisation of the group G defined by
this presentation is equal to Z if and only if the exponent sum of y in r is ±1.
But if this is so then G has weight 1 with the normal closure of x being all of
G. Moreover, as our group has a deficiency 1 presentation and abelianisation
Z, we obtain H2(G;Z) = 0 (for instance by the Hopf formula).
A well known 2-generator 1-relator group that is not residually finite is
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the Baumslag-Solitar group
BS(2, 3) = 〈x, y|xy2x−1 = y3〉.
However another example is one due to Baumslag in [1] which has presenta-
tion
B = 〈x, y|y = y−1x−1y−1xyx−1yx〉
and this is even less residually finite in that although B 6= Z (in fact it
contains a non-abelian subgroup), every finite quotient of B is abelian (in-
deed cyclic as the abelianisation of B is Z). Note that B satisfies the three
conditions above in common with classical knot groups. We can adapt this
example to get a group with a badly behaved commutator subgroup.
Theorem 4.1 The group
G = 〈a, t|ta−2t−1a−1ta−1t−1atat−1a−1tat−1a〉
with abelianisation G/G′ = Z has the property that the commutator subgroup
G′ is infinite but has no proper subgroups of finite index.
Proof. The relation above has exponent sum 0 in t and −1 in a so G′
is the kernel of the homomorphism onto Z obtained by setting a equal to
the identity. In order to get a presentation for G′ we use the Reidemeister-
Schreier rewriting process using the obvious Schreier transversal for G′ in G
which is {ti : i ∈ Z}. Letting ai = t
iat−i, we obtain for G′ the presentation
〈ai for i ∈ Z|a
−2
j+1a
−1
j a
−1
j+1ajaj+1a
−1
j aj+1aj for j ∈ Z〉.
This means that any two successive generators aj, aj+1 are subject to the
same relation as the one that x and y satisfy in the given presentation for
B (which reveals that the long relation defining G was obtained by working
back from B).
Now suppose that G′ has a proper finite index subgroup H ; we can drop
down to a normal subgroup of finite index. We pick any j and restrict the
natural surjective homomorphism θ : G′ → G′/N to the subgroup 〈aj, aj+1〉.
This subgroup is a quotient of B under x 7→ aj , y 7→ aj+1 but any homomor-
phism of B into a finite group must send y ∈ B′ to the identity as the image
is abelian. Thus we have θ(aj+1) = id and as this is true for any j ∈ Z we
find that G′ = N , which is a contraction.
✷
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Note that the group G in Theorem 4.1 is like B in that it too is an
example of a finitely generated group where every finite quotient is abelian.
This is because if we had a finite index normal subgroup N of G with N not
containing G′ then N ∩ G′ is a proper finite index subgroup of G′. It might
be asked whether the converse holds; if we have a finitely generated group
G such that every finite quotient is abelian then does G′ have no proper
finite index subgroups? In fact we can see this is true in the case where G′
is finitely generated. We argue as follows: if not then we can take a finite
index characteristic subgroup C of G′ which is then normal in G, so that
G/C is a finitely generated group which has a finite normal subgroup G′/C
and abelian quotient G/G′. This means by [2] that G/C is virtually abelian
so certainly it is residually finite. But if G′ 6= C then G/C is not abelian so
on taking an element γ in the commutator subgroup of G/C and a normal
finite index subgroup of G/C missing γ, we get a finite non-abelian quotient
of G/C and hence of G. However we can use K. S.Brown’s algorithm in [3]
to show that the commutator subgroup of B and of G in Theorem 4.1 are
both not finitely generated.
These group theoretic constructions are all very well but here we can re-
alise them geometrically. As already mentioned, the group G in Theorem
4.1 cannot be a classical knot group because it is not residually finite. How-
ever we can move up to higher dimensions and consider an n-knot, that is
a locally flat embedding of Sn into Sn+2, and the fundamental group of its
complement (see [6] for details). Necessary conditions that the fundamental
group of this complement must possess are the three given above for classi-
cal knot groups, and it was shown by Kervaire in [8] that these conditions
are sufficient when n ≥ 3, whereupon we have a smoothly embedded Sn in
Sn+2. This is not true for n = 2 ([10]) but if we strengthen the condition
H2(G;Z) = 0 to G has deficiency 1 then we do now have sufficient conditions
for n = 2 (though now these are no longer necessary). This was also proved
by Kervaire in [8], at least on assumption of the topological 4 dimensional
Poincare conjecture that was later established by Freedman [5]. Furthermore
if we take the presentation of the trivial group given by setting t equal to
the identity, where t is the element whose normal closure is all of G, then by
[10] we can assume that we have a smooth 2-knot in the standard 4-sphere if
this presentation can be made trivial by Andrews-Curtis moves. This allows
us to express Theorem 4.1 in purely geometric terms.
Corollary 4.2 There exists a smooth knotted 2-sphere in S4 such that the
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only finite covers of its complement are cyclic and such that its infinite cyclic
cover is not simply connected but has no proper finite covers at all.
Proof. Given any 2-generator 1-relator group 〈x, y|r〉 where the exponent
sum of x in r is zero and the exponent sum of y in r is ±1, we have that
〈x, y, |r, x〉 is trivialisable using Andrews-Curtis moves because we can move
appearances of x from the beginning and end of r, and then we can conjugate
by appropriate powers of y to put x±1 on the beginning or end of the relator
again. This will terminate in a word of the form yk but the moves do not
change the exponent sum of y at each stage. Thus the group G in Theorem
4.1 is the fundamental group of the complement of a smooth 2-sphere in S4,
with the infinite cyclic cover having fundamental group G′. If there were a
finite index subgroup of G which did not contain G′ then its intersection with
G′ would be a proper finite index subgroup of G′.
✷
We also get as an immediate corollary from Kervaire’s characterisation of
high dimensional knot groups and Theorem 4.1 that there exists a (smoothly)
knotted n-sphere in Sn+2 for all n ≥ 2 such that the only finite covers of its
complement are cyclic and such that its infinite cyclic cover is not simply
connected but has no proper finite covers.
We finish by mentioning an intriguing conjecture which is Conjecture 4.4
in [14] that if k is a non-fibred classical knot then there exists a finite group
F such that the dynamical shift space of representations from the commuta-
tor subgroup of pi1(k) into F has strictly positive topological entropy. This
would then distinguish fibred knots from non-fibred knots because if the com-
mutator subgroup is finitely generated then the space of representations into
any finite group is finite and hence the entropy is zero. However we see from
the above examples that the conjecture fails if we enlarge it to claim that it
determines whether or not a finitely presented group with a homomorphism
χ onto Z has its kernel finitely generated, or even that the complement of
an n-knot in Sn+2 is fibred, because in Theorem 4.1 and Corollary 4.2 the
commutator subgroup of G is infinitely generated but the space of represen-
tations of G′ into any finite group is trivial. We also note that Problem 2.6 in
this paper asks for which homomorphisms χ of finitely presented groups onto
Z do we find that the dynamical shift space of representations from ker χ to
any finite group is finite. There Proposition 2.7 states that this happens if
ker χ does not contain a free group of rank 2, but we see that the converse
is not true because in Theorem 4.1 G and hence G′ contain non-abelian free
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subgroups.
References
[1] G.Baumslag, A non-cyclic one-relator group all of whose finite quotients
are cyclic, J. Austral. Math. Soc. 10 (1969) 497–498.
[2] M.R.Bridson and A.Haefliger, Metric spaces of non-positive curvature,
Grundlehren der Mathematischen Wissenschften 319 Springer-Verlag,
Berlin, 1999.
[3] K. S. Brown, Trees, valuations, and the Bieri-Neumann-Strebel invari-
ant, Invent. Math. 90 (1987) 479–504.
[4] J.W. S.Cassels, Local Fields, London Mathematical Society Student
Texts, 3. Cambridge University Press, Cambridge, 1986.
[5] M.H. Freedman, The topology of four dimensional manifolds, J. Differ-
ential Geom. 17 (1982) 357-453.
[6] J.Hillman, 2-Knots and their groups. Australian Mathematical Society
Lecture Series, 5. Cambridge University Press, Cambridge, 1989.
[7] J.Howie, Free subgroups in groups of small deficiency, J. Group Theory
1 (1998) 95–112.
[8] M.A.Kervaire, On higher dimensional knots, 1965 Differential and
Combinatorial Topology (A Symposium in Honor of Marston Morse),
105–119, Princeton Univ. Press, Princeton, N.J.
[9] J. Levine, A characterization of knot polynomials, Topology 4 (1965)
135–141.
[10] J. Levine, Some results on higher dimensional knot groups, Knot Theory,
243–273, Lecture Notes in Math., 685, Springer, Berlin, 1978.
[11] C.Maclachlan and A.Reid, The arithmetic of hyperbolic 3-manifolds,
Graduate Texts in Mathematics, 219. Springer-Verlag, New York, 2003.
[12] J-P Serre, Local Fields. Graduate Texts in Mathematics 67. Springer-
Verlag, New York-Berlin, 1979.
REFERENCES 16
[13] D. S. Silver and S.G.Williams, Augmented group systems and shifts of
finite type, Israel J. Math. 95 (1996) 231–251.
[14] D. S. Silver and S.G.Williams, Knot invariants from symbolic dynamical
systems, Trans. Amer. Math. Soc. 351 (1999) 3243–3265.
[15] D. S. Silver and S.G.Williams, Torsion numbers of augmented groups
with applications to knots and links, Enseign. Math. 48 (2002) 317–343.
[16] D. S. Silver and S.G.Williams, Lifting representations of Z-groups, Israel
J. Math. 152 (2006) 313–331.
