We give an alternative computation of the twisted second moment of critical values of class group L-functions attached to an imaginary quadratic field. The method avoids long calculations and yields the polynomial growth in the s-parameter for the remaining term.
Introduction
In this article we are mainly concerned with the family of L-functions of characters on the class group of an imaginary quadratic field. We denote by the letter D a fundamental negative discriminant in the sequel. We have the Kronecker symbol D , the quadratic field K D Q. p D/ and its associated ideal class group Cl K D Cl D which is of size h.D/, the class number. We denote by a unitary character on this group ("class group character"), and L.s; / its associated Hecke L-series.
The conductor of L.s; / is jDj and the size of the family is h.D/ which is roughly jDj 1=2 . This makes the analysis of the moments a difficult task, so that only the first and second moments are understood for now. This knowledge is the key to deal with the nonvanishing problem, as shown by V. Blomer [1] .
This family is interesting because of the simplicity of the geometric objects it is related with, namely Eisenstein series and Heegner points on modular surfaces, so that the computations are pleasant-looking. We know since Gauss that the class group is intimately related with definite binary quadratic forms. The roots of these forms (in the upper-half plane) are called CM or Heegner points. Moments of special values of L-functions associated to class group characters can often be interpreted as periods of particular automorphic forms against Heegner points. In the present paper we focus on the special values jL.s; /j 2 for <s D 1 2 , so that the period formula is well known and due to Hecke. Our first result is the following. where L D WD 1 2 log jDj C L 0 L .1; D /, denotes the Euler constant and .s/ WD s=2 . s 2 /.s/ is the completed Riemann zeta function.
Remark. It is not obvious that L D is the leading term of the asymptotic. This is the case because, as we shall see in Section 3, we have L D log jDj.
Theorem 1.1 is essentially due to W. Duke, J. Friedlander and H. Iwaniec (Theorem 3 of [4] ), except that we have improved on two aspects. First, the remaining term is more precise here: polynomial growth in the s-parameter, whereas the growth was exponential in the initial article [4] . This improvement was expected although not yet available, see the discussion at page 8 of [4] . In Section 7 we briefly discuss the importance of polynomial growth and state without proof some corollaries.
Second, our right-hand side has been made completely explicit. We have for the main term a closed formula which is a combination of special values and derivatives of L-functions, whereas in [4] it is expressed in terms of intricate integrals. This main term becomes particularly complicate when specialized to s D 1 2 . We recall that when s D 1 2 the main term is L.1; D /.log jDj/ 3 , instead of L.1; D / log jDj when s 6 D 1 2 . More precisely, in the notations of [4] ,
c j k L .j / .1; D /.log jDj/ k C O.jDj ı /:
(1.1) From Theorem 1.1, we have an explicit expression for the absolute constants c j k if we observe that the right-hand side is real-analytic in the s-variable (on the line <s D 1 2 ). This must be so because both the remaining term and the left-hand side are real-analytic on <s D 1 2 . One may also check by hands that the triple poles at s D 1 2 do cancel.
The previous discussion is of practical interest: when mollifying a family, an explicit expression for the main term of the asymptotic is required (as clearly explained in the discussion preceding Theorem 1.2 of [11] ). In this context Blomer [1, Lemma 3.1] observed that a cancellation occurred in the explicit expression of c 00 given in [4] . This observation was important in the proof of the main result of [1] . It now also follows from our Theorem 1.1, see page 1149. Blomer further wrote that "this lucky fact might indicate that there is a more elementary way of computing" the main term in the asymptotic. Indeed the proof given in the present paper is short and avoids most unpleasant computations.
Our method is also convenient to deal with the twisted average. The following result with exponential instead of polynomial growth in the s-parameter is due to Duke, Friedlander and Iwaniec (Theorem 4 of [4] ).
Theorem 1.2. When N is a prime number and D is a fundamental discriminant with D .N / D 1, let us denote by n an integral ideal such that nn D .N /. There exist absolute constants A; B; ı > 0 such that the bound
holds uniformly with respect to all the parameters (N; D and s with <s D 1 2 ).
Remark. In a sense we are in presence of a "bad family" because the knowledge of Theorem 1.2 yields subconvex bounds [4] under conditional assumptions concerning the Landau-Siegel zero. A larger family is more suited to solve the subconvexity problem [5] . This fact explains why researchers did not focus quite much on this family after the appearance of [4] .
Discussion of the proofs
Our starting point is the Hecke formula (2.1) which yields the explicit formula (5.1) for the left-hand side in Theorem 1.1. It is then tempting to apply Duke's theorem [2] which states that the Heegner points . A / A 2Cl D equidistribute on the modular surface when D ! 1. This idea, which we shall follow in the proofs, has been considered by Duke, Friedlander and Iwaniec themselves (see page 13 of [4] ). The authors point out two problems:
"In the first place, the fact that the Eisenstein series is not squareintegrable causes technical difficulties. In the second place, this method does not seem amenable to the twisted sums occurring in Theorem 4 and needed for the main applications. Therefore we shall use an alternative approach."
Our strategy is to overcome these two difficulties. Taking care of the singularities of the Eisenstein series is a rather tedious task. The function z 7 ! jE.s; z/j 2 is of moderate growth at infinity (in fact it is not L 1 ). Regularization processes have been considered in the past and we briefly recall some of them in Section 1.2. Here we shall proceed by comparing the growth of a product of two unitary Eisenstein series and a linear combination of non-unitary Eisenstein series, see (5.4) and (6.12) . In Section 1.3 we discuss in detail the difference with Zagier's regularization which is very close to the regularization carried out in the present paper.
After this regularization process is made, some singularities still remain. These are of logarithmic growth instead of polynomial growth. In Section 4 we state a simple proposition which is convenient to deal with these logarithmic singularities. The proof of Theorem 1.1 will occupy Section 5.
The second difficulty alluded to by Duke-Friedlander-Iwaniec appears in the proof of Theorem 1.2. Both Heegner points A and A OEn appears in the righthand side of formula (6.1): it seems difficult at first sight to apply equidistribution. We overcome this difficulty in Section 6. The right-hand side is very reminiscent of a recent work by V. Vatsal, see e.g. [21, Lemma 2.9]. We were inspired by the analytic part of this work: we shall study in detail the interplay between Heegner points of level 1 and N (in [21] the interplay is between Heegner points of level p n and p nC1 ). We show in Section 6.5 that the addition of the extra twist .OEn/ is equivalent to the action of the Hecke operator T N .
Nearby results in the literature
In [16] Ph. Michel and A. Venkatesh observed that if jL.s; /j 2 gets replaced by L. 1 2 ; f / where f is a Maass form, equation (5.1) still holds with E.s; z/ replaced by f .z/, a period formula recently established by S.-W. Zhang [25] . In that case the difficulty with the cusps is not present. It is thus possible to apply Duke's equidistribution theorem directly.
The same argument applies to the family of "canonical Hecke characters" as recently observed by R. Masri, see [13, 14] and the reference herein. In that case E.s; z/ gets replaced by d;k .z/, a theta series (in general non-holomorphic). 1 In the theory of singular moduli initiated by R. Borcherds and D. Zagier, (exact!) evaluations of Heegner periods against meromorphic modular forms (or against weak Maass forms) have been discovered. A typical example is the trace of singular moduli X
where j.z/ D 1 q C 744 C is the j -function. In [3] Duke established a kind of asymptotic formula for this sum ([3, equation (3)]). He subtracted from j a Poincaré series which is 1=q D e 2iz near z D i 1 and applied afterwards the equidistribution theorem. Inspired by his result he also recovered Zagier's exact evaluation of (1.2) via Fourier expansions of Poincaré series and Kloosterman-Salié sums. This example of Duke is interesting because of the exponential growth of the j -function (to be compared to the moderate growth of the Eisenstein series z 7 ! jE.s; z/j 2 ). We observe nevertheless that the main term in the asymptotic in [3] is unusual because it is a sum whose length increases with D.
How to resolve a singularity depends heavily on the situation. The procedure from [3] is not well suited to the present situation. Let us return to the asymptotic in Theorem 1.1 for class group L-functions. It is not difficult to obtain via a Poincaré series the asymptotic equality .2/ 1 L.1; D /L D C O.L.1; D //. Our Theorem 1.1 is stronger: it precises that the O.1/ is an explicit term CO.jDj ı /. The previous discussion is similar as in the introduction of [4] . The authors point out that their Theorem 3 is much deeper than their Theorem 2.
For these reasons we have developed another approach. Our approach is not very far in spirit from Section 3 of Zagier [24] . The closest paper related to the present work is perhaps A. Takhtajan and L. Vinogradov [23] .
Comparison with Zagier's regularization
It is interesting to compare the content of our work with [24] . 2 We carry out the discussion with a lot of details because the comparison applies to other contexts. Zagier studies (and defines) the Rankin-Selberg transform Z nH F .z/E.s; z/ dxdy y 2 (1.3)
for functions F "which are not of rapid decay". For many choices of F (see the seven corollaries of the main theorem in [24] ) this transform is equal (or closely related) to a Dirichlet L-series, as a function in the s-variable. The main purpose of [24] is the analytic continuation, functional equation and poles of this Dirichlet L-series. These properties are consequences of the corresponding properties of the Eisenstein series in accordance with the Rankin-Selberg method. One might understand the content of the present article in the following comparative way. We have "replaced" the transform (1.3) by a period along Heegner points:
(1.4)
In our case, F .z/ D E.s 1 ; z/E.s 2 ; z/ is the product of two unitary Eisenstein series (this is Example 3 from [24] ). The period (1.4) is equal to the critical values studied in Theorems 1.1 and 1.2, see equations (5.1) and (6.1). The main purpose here is the asymptotic behavior when D ! 1. The determination of this asymptotic behavior is a consequence of Duke's equidistribution theorem. We can pursue the analysis further. When D gets large, (1.4) should approach the "mean of F " (this function F is not L 1 and the integral should be regularized). We shall see (statement (B3) in Proposition 5.1 and statement (C3) in Proposition 6.1) that, after a regularization procedure, this mean is zero. This is closely related to Example 2 in [24] which reads R:N:
(1.5)
The notation R:N: is taken from [24] . Equality (1.5) is a corollary of the main theorem of [24] . We shall not use the notation R:N: in the sequel because we shall define the regularized integral by a different approach. Nevertheless the fact that this mean is zero is important for us in the context of Theorems 1.1 and 1.2. As pointed out in Section 2 of [24] , equality (1.5) may be derived from the Maass-Selberg relations. We shall use the Maass-Selberg relations to prove statement (B3) which is our replacement of (1.5).
The bulk of the difficulty lies in a careful study of the error terms. We were inspired by a forthcoming article of Michel and Venkatesh [17] where the authors (among many other things) give a clear framework for a regularized Plancherel formula. Here we would rather need a "regularized spectral expansion" of the function F . If this were available, we could transform (1.4) into (we display only the continuous part of the spectrum)
(1.6) where P is the Plancherel measure. The first integral which is equal to (1.3) could be handled with Zagier's method (see also Section 5 of [24] which builds a regularized Petersson scalar product). The second integral is the period of an Eisenstein series (a Weyl's sum). It is related to L-values by the Hecke formula (5.1). In principle this would yield Theorem 1.1.
Unfortunately this regularized spectral expansion does not exist in general. It seems that giving a rigorous framework to the procedure sketched above would be a lengthy task. For these reasons we cannot simply adapt the regularization of [24] , [3] nor [17] . Instead we modify arguments in depth and produce independent proofs.
A last point of comparison is the following. We subtract from F a main term, see equations (5. 2) and (6.11). The point is that we know the exact evaluation of the period over Heegner points of the quantities we have subtracted. This turns out to be precisely the main term of the asymptotics. In equations (15) and (29) of [24] a similar main term is subtracted. The main point is that the exact evaluation of the Rankin-Selberg transform of this quantity is known: it is zero, see [24, Remark 1, p. 420].
Remark. In Chapter 10 of [20] we studied the case where, in (1.4), the function F is given by a Selberg kernel. This is related to Section 7 of [24] . This is an application of Theorems 1.1 and 1.2 as we shall explain briefly in Section 7. Having polynomial growth in the s-parameter is crucial in that context.
Structure of the paper
In Section 2 we set up notations and recall classical formulas of Hecke and Kronecker. In Section 3 we recall fundamental subconvex bounds of Burgess and Duke-Iwaniec. Section 4 is concerned with periods against Heegner points of functions with logarithmic singularities in the cusp. Sections 5 and 6 are devoted to the proof of Theorems 1.1 and 1.2 respectively. In Section 7 we discuss some applications.
Hecke and Kronecker formulas
In this section we recall some classical facts and formulas about Heegner points on PSL 2 .Z/nH.
Notations
Set H for the upper half plane ¹x C iy; y > 0º. The hyperbolic measure dxdy y 2 on H projects to Y .1/ or Y 0 .N / which are surfaces of finite volume. The normalized measure will be denoted .dz/, so that .dz/ D 3 dxdy y 2 (resp.
A clear reference for Heegner points is [7, Chapter II]. When D 1 .mod 4/, the Heegner point which is the highest in the cusp is
it is associated to the principal ideal class OEO. The other Heegner points of discriminant D are denoted . A / A 2Cl K to keep in mind the Galois action coming from the theory of complex multiplication. This is only a notation and we emphasis that we shall not make use of algebraic properties of the Heegner points. We denote a sum over the class group by P A .
Hecke formula
The value of an Eisenstein series E.s; z/ at a Heegner point is
where w is half the number of units and which is 1 when jDj > 4, is the Riemann zeta function and .s; A / denotes the partial zeta function associated to the ideal class
Kronecker limit formula
The Dedekind -function and the Ramanujan -function are related by the relation 24 D . The constant term of the Laurent expansion of the Eisenstein series at s D 1 is known:
where c WD log 2 0 .2/.
An exact average
As consequence of the two previous formulas we infer that
We view of this formula as a reference that quantifies the average position of the Heegner points towards the cusp: the moderate growth of z 7 ! log j=z .z/ 4 j in the cusp makes it not L 1 but barely; its average over Heegner points is a quantity which grows with D at logarithmic rate.
Subconvex bounds
In this section we recall the fundamental subconvex estimates of Burgess and Duke-Iwaniec. We also study in detail the quantity L D .
Burgess bound
Theorem 3.1 (Burgess). We have
for any integer r 1:
The quantity L D has appeared before in the literature in various contexts. We exhibit an unconditional lower bound (3. 2) which has the right order of magnitude. This is equivalent to having the lim inf in (3.1) greater than 1 2 . That the lim inf is greater than or equal to 1 2 is a consequence of the Pólya-Vinogradov inequality (see [10, p. 326] ). To go beyond, one may use Burgess's subconvex estimate. In [12] the exponent 3 8 is achieved thanks to (B1). The better result we display below (the bound 1 4 ) is taken from a remark in unpublished notes of Iwaniec and uses the full Burgess estimate (B2). Remark. Under the Riemann Hypothesis for L.s; D /,
Proof. Our source is a remark in unpublished notes of Iwaniec that did not appear in [10] .
We start with the sum
that we have cut into two parts. The first one is
Y and the second one is bounded by ;r jDj rC1 4r 2 C X 1 1 r C which follows by partial summation and from (B2).
We choose Y D X 1 0 and X D jDj r.rC1/ 4r 2 C 00
and we obtain that for jDj large enough,
The case r D 1 should be viewed as corresponding to the Pólya-Vinogradov inequality. The case r D 2 should be viewed as corresponding to (B1) and yields the lower bound 3 8 from [12] . The good choice which concludes the proof of the proposition is to take r arbitrary large.
Duke-Iwaniec bounds
We recall the fundamental theorem obtained in [2, 8] . The polynomial growth in the level N appears in [4, . 
for some absolute constants A; B; ı > 0; we have <s D 1 2 and E a .s; z/ is the Eisenstein series associated to the cusp a; ¹ j º j is an orthonormal basis of Maass cusp forms with respective Laplace eigenvalue 1 4 C t 2 j .
Weyl sums with logarithmic singularities
An essential ingredient we shall make use of is the following estimate for a Weyl sum of a test function that is not optimally smooth. In fact we allow some logarithmic singularities at points which are slowly approached by the Heegner points, typically a cusp. A is of class C 1 and @ iCj @x i @y j A.z/ ij y A ij ; for some A ij > 0I (A1)
Then there exists an absolute constant ı > 0 such that
Moreover the constant involved in the last bound is a linear combination of the implicit constant in (A2) and a fixed and finite number of the implicit constants in (A1).
Remark. We can as well allow a finite number of logarithmic singularities at some fixed CM points. Indeed they are approached at log jDj rate by the Heegner points of discriminant D, like the cusp. The proof is the same but with incomplete Eisenstein series now constructed from a function centered at the height of the singularity.
Remark. We have stated the theorem for the full modular surface Y .1/ but the proof works as well on Y 0 .N / with obvious modifications.
Remark. Proposition 4.1 resembles Proposition 6.1 of [15] . There are some differences. In [15] the growth is controlled by y 1=2 which is more general than (A2). On the other hand our assumption (A1) is more robust than the assumption " a .A.z/ y 1=2 / is of exponential decay for any a" in [15] . The point in Proposition 6.1 of [15] is that the subtracted quantity y 1=2 does not depend on the xvariable, so that it is annihilated by y 2 @ 2 @x 2 , which is the part of the Laplace operator that could induce large error terms. Also in our proof the truncation is at height Y WD jDj with very small whereas the truncation is at height jDj 1=2 in [15] .
Proof. Fix once and for all a nonnegative function 0 2 C 1 .R C / with support on OE1; C1OE that takes the value 1 in a neighborhood of infinity; for Y > 0, let .y/ WD 0 . y Y /. All the constructions below are linear functionals in A and thus the constants involved in the various bounds depend linearly on the constants appearing in (A1) and (A2).
Consider the incomplete Eisenstein series (see [9, p . 62]) .y/y v 1 dy:
We isolate the contribution from the cusp, writing
and then decompose the average (4.1) accordingly as S 1 CS 2 . Integrating by parts, we infer that b .v/ ;A jvj A Y A ;
for all A 0 and <v D : Plugging the Burgess bound (B1) in (4.2), we obtain
for some B, because b .1/ Y 1 . Observe now that E. j / takes nonnegative values. Hence (A2) implies
The first sum S 1 is addressed through equidistribution. Since we need a quantitative bound, we have to make our Weyl sums explicit by expanding spectrally A. /.1 E. j //. With (A1), we can perform successive integrations by parts to bound the r-spectral coefficient by r A Y B . Then the Duke-Iwaniec estimates (Theorem 3.3) show that the total contribution of the non-trivial Weyl sums is bounded by jDj ı Y B . By (A2), R A.z/E.zj /.dz/ Y 1 . And this together with (A3) provides a bound for the principal Weyl sum and implies
The choice Y D jDj for > 0 sufficiently small concludes the proof of Proposition 4.1.
Proof of Theorem 1.1
By (2.1) and orthogonality of characters we infer that
We 
This function is analytic in s and it is possible to check that it has no singularity at s D 1 2 despite the presence of the poles of zeta (see below). Now Theorem 1.1 follows from (2.1), (2.3), (5.1) and the following claim:
This in turn will be a consequence of Proposition 4.1. It remains to prove: We are allowed to do so because these functions are really holomorphic in the strip 1 4 < <s 1 ; <s 2 < 3 4 as a consequence of the lemma below (it is also possible and probably better to make use of the symmetries s 1 $ 1 s 1 and s 2 $ 1 s 2 of B.s 1 ; s 2 ; z/ and the fact that the potential poles are at most simple). Going back to assertion (B1), put s D 1 2 C i t and express B.s; z/ with the help of a Cauchy integral in s 2 of (5.5) along the rectangular edges 5 8 .jt j C 1/i , 5 8 C .jt j C 1/i , 3 8 C .jt j C 1/i , 3 8 .jt j C 1/i . After this is done, we may bound each term of (5.4) individually, making use of convexity bounds for the entire function s.1 s/.2s/E.s; z/. Because of the chosen Cauchy path we are at bounded distance of any pole.
Concerning assertion (B3) we take two generic s 1 and s 2 (namely: s 1 6 D s 2 ; 1 s 2 and s 1 ; s 2 6 D 1 2 ) and prove that the integral of (5.5) is zero. Then we make s 1 and s 2 tend to s, 1 s and use continuity (we could have made use of the same Cauchy integral instead). The function in (5.5) is L 1 so that we may introduce a cut-off at height Y and let Y tends to infinity; the corresponding integral of each term of (5.4) and (5.5) can be computed explicitly thanks to the Maass-Selberg relations (see [9, Proposition 6.8] ); all the leading terms cancel out and the limit as Y ! 1 is indeed zero. 3 uniformly on M <s M C 1 and z D x C iy 2 F (fundamental domain).
We could not locate this lemma in the literature where one usually points out the exponential decay in the z-variable which is valid for any given s but with a constant growing exponentially in s. Here we have a weaker decay in the z-variable but a polynomial growth in s which is precisely what is needed for Theorem 1.1. The result is certainly well known, but we provide a quick proof in view of the importance of this lemma for Theorem 1.1.
Proof. We know already that the function (5.6) has a meromorphic continuation to the whole complex plane with potential poles of order at most 1 at s D 0; 1 2 ; 1. One can check by various means that the residues actually cancel out.
For the second claim we establish easily the bound (5.7) for <s D M C 1. On this line we appeal to the definition of the Eisenstein series (6.4) and we plug the standard estimates which establish its absolute convergence, see for instance [9, Lemma 2.10] and [22, (8.10 )-(8.11)].
Then by the functional equation of the Eisenstein series, the bound (5.7) is also valid for <s D M .
We conclude with the Phragmèn-Lindelöf principle which implies (by holomorphy) that the bound (5.7) is valid on the whole strip M <s M C 1.
Comparison with [4]
We check briefly that the asymptotic stated in Theorem 3 of Duke-Friedlander-Iwaniec [4] agrees with our Theorem 1.1. We adopt the notation from [4] in this paragraph only. The main term is denoted there by l D .s/ C l C D .s/; the term l D .s/ is given by (1.16) where the constants c ij .s/ are extracted from (1.18), (6.26) and (6.24); the off-diagonal term l C D .s/ is given in (11.17) . Observe first that c 10 .s/ D 2c 01 .s/, so that the leading component is indeed governed by the quantity L D D 1 2 log jDj C L 0 L .1; D /. Next the coefficient c.s/ corresponds to our last term with product of zeta functions.
The last coefficient c 00 .s/ which is extracted from (6.24) is the longest to compute:
where ‚.s/ D .2s/ in our notations and e R.1/ is an integral given in (6.20) and (6.21) whose expression we do not recall here. The off-diagonal term l C D .s/ is given by (1.17) where another integral I.s/ occurs.
It turns out that the following holds:
This may be established by moving the integral and computing a residue. Therefore these two terms I.s/ and Q R.1/ do cancel out. This simplification is consistent with our Theorem 1.1.
Proof of Theorem 1.2
We recall the notation in the statement of Theorem 1.2: N is a prime number and n is one of the two ideals such that nn D .N /. By orthogonality of characters we infer that Remark. The expression (6.1) does not depend on the choice of n. Hence we could average over ¹n; nº without loss of generality. We avoid this for two reasons. This is not necessary. And in general the Waldspurger formula and its variants involve a toric orbit in the adelic set-up that corresponds in our classical set-up to a single orbit over Cl K .
Modular curves -notation
The modular group is WD .1/ WD PSL 2 .Z/; the Hecke congruence subgroup . It is associated with the cusp 0 in the sense that it conjugates the stabilizer of 0, 0 .N / 0 with 1 D 1 Z 0 1
. Observe also that 1 \ D 0 .N /:
We introduce the two maps
where the first one is the natural projection while the second one is
We denote by W Y 0 .N / ! Y .1/ Y .1/ the embedding induced by these two maps. This is the graph of the Hecke correspondence T N , which is of degree N C 1 D OE.1/ W 0 .N /.
Eisenstein series
Recall that for <s > 1 E.s; z/ WD X .N C1/ .
Heegner points
We recall certain facts from [7, Chapter II] . There are h.D/ Heegner points . A / A 2Cl K on the modular curve Y .1/. There are 2h.D/ Heegner points . A n / on the modular curve Y 0 .N /, where A 2 Cl K and nn D .N /. We have a modular interpretation as CM elliptic curves, respectively as cyclic isogenies between CM elliptic curves:
We may also write down-to-earth formulas with coordinates: to a point OEz 2 Y .1/ corresponds the elliptic curve C=hz; 1i; and to a point OEz 2 Y 0 .N / corresponds the diagram of elliptic curves .C=hz; 1i ! C=hz; 1 N i/. On the modular curve Y .1/ we have
Here Na D A. On Y 0 .N /, we have the following formulas:
Na D A 0 .mod N /I B ˇ.mod 2N /:
Observe that
From either of the previous description we extract the following relations 4 between Heegner points of level 1 and level N : 
Sketch of proof
We introduce a Hecke operator which explains where the two terms N 1 2 log N and N A jDj ı come from in Theorem 1.2. In this paragraph we shall ignore that the function is not L 1 and give a brief sketch. In the next subsection we produce a rigorous argument.
Duke's theorem would yield (if were smooth)
the N A coming from uniform bounds on the spectral coefficients of . The Eisenstein series E.s; z/ is an eigenvalue of the Hecke operator T N with eigenvalue N s C N 1 s . Since <s D 1 2 , we are left with a factor N 1 2 times the integral of jE.s; z/j 2 which we do as if it were finite. We finally would obtain the bound S N 1 2 C N A D ı that we were looking for.
Regularizations
We introduce the function R.s 1 ; s 2 ; z/ defined in the 2-dimensional strip 1 4 < <s 1 ; <s 2 < 3 4 by the following equality (note that the factor s 1 s 2 .s 1 /.s 2 / does not vanish in that strip):
It is possible to check by various means that R.s 1 ; s 2 ; z/ is actually holomorphic in the s 1 and s 2 variables. Here is a possibility. The potential singularities are located on the union of the four complex lines s 1 D 1 2 or s 1 C s 2 D 1 or s 2 D 1 2 or s 1 D s 2 and they are at most simple. One checks by computing the residues or better thanks to the symmetries (s 1 $ 1 s 1 ) and (s 2 $ 1 s 2 ) that R has no singularity on those lines, except perhaps at .s 1 ; s 2 / D . 1 2 ; 1 2 /. But this potential singularity isolated at . When instead we specialize the average of (6.11) at s 1 D s and s 2 D 1 s, it is not difficult to obtain (6.13) (the exponent 3 in the logarithms appear only at the point s D 1).
We also claim that for some absolute constants A; B; ı > 0 we have
thus finishing the bound for S and concluding the proof of Theorem 1.2. This is a consequence of Proposition 4.1 whose assumptions are fulfilled. We leave the details of the proof to the reader since it is very similar to Proposition 5.1: Proposition 6.1. The function z 7 ! C.s; z/ satisfies the following convex bounds on N; <s D 1 2 and z 2 Y 0 .N /. Here y stands for the 'height' of z, that is max.=z; =z/ in the standard fundamental domain: @ iCj @x i @y j C.s; z/ i;j y A ij N B ij jsj C ij ; for some A ij ; B ij ; C ij > 0I (C1) C.s; z/; C.s; z/ N A jsj B log y;
for some A; B > 0I (C2) Z Y 0 .N / C.s; z/.dz/ D 0:
(C3)
Applications
Obtaining bounds for periods that are polynomial in the spectral parameter is of central significance for applications. This is typically the case in the theory of shifted convolution sums (see [18] ). Consider for instance the restriction to the diagonal of general automorphic kernels K.z; z/ WD X 2 PSL 2 .Z/ k.d.z; z//; (7.1)
where k 2 C 1 0 .R C / is a smooth function of compact support and d. ; / is the hyperbolic distance. Spectral expansions of automorphic kernels appear in many different contexts. The continuous part reads Z <sD 1 2 b k.s/ jE.s; z/j 2 ds 4i :
The spectral coefficient satisfies b k.s/ A jsj A . We want to average (7.1) over the Heegner points A . It is natural to insert the asymptotic given in Theorem 1.1. To stay on the safe side, the polynomial growth of the error term in Theorem 1.1 is clearly essential.
The following are two asymptotics taken from Chapter 10 of the author's PhD thesis [20] :
These results are to be compared with the exact average (2.3) which is equal to L D C log 2 . In all three cases the averaged function is not L 1 . The corresponding asymptotics have the same pattern with the leading term being L D . We made explicit the constants a 1 , a 2 and a 3 in [20] . We have The exact computation of the constants a 1 and a 3 is long and tedious. These asymptotics emerge in the analytic study of the Gross-Zagier formula [6, 7] . Indeed the quantity log j=z j 0 .z/j is closely related to a regularized height on X 0 .1/ Q ' P 1 Q . We shall return to this question in future papers.
