This paper discusses the generation of icosahedral hexagonal-pentagonal grids, optimization of the grids, how optimization affects the accuracy of finite-difference Laplacian, Jacobian, and divergence operators, and a parallel multigrid solver that can be used to solve Poisson equations on the grids. Three different grid optimization methods are compared through an error convergence analysis. The optimization process increases the accuracy of the operators. Optimized grids up to 1-km grid spacing over the earth have been created. The accuracy, performance, and scalability of the multigrid solver are demonstrated.
Introduction
All early global atmosphere models used longitudelatitude grids. Near the poles, the grid spacing on such a grid is much larger in the meridional direction than the zonal direction, and the horizontal area associated with a grid cell is much smaller than at lower latitudes. The small zonal grid spacing drastically reduces the size of the maximum time step that is compatible with linear computational stability. These issues are generically referred to as the ''pole problem.'' Longitudinal filters can be applied near the poles to allow longer time steps (e.g., Arakawa and Lamb 1977) , but the filters have undesirable side effects and do not scale well to high resolution on parallel computers.
Spectral methods were used by Bourke et al. (1977) to eliminate the pole problem for rapidly propagating inertia-gravity waves. Spectral models suffer from the ''Gibbs phenomenon'' induced by sharp topography (Hoskins 1980) . In addition, spectral advection does not work well for positive-definite scalars (e.g., Williamson and Rasch 1994) , and in recent years spectral advection has been almost universally replaced by grid-based advection schemes.
Alternative grids have also been proposed to solve the pole problem. A quasi-spherical design derived from the icosahedron was used by Walther Bauersfeld in 1923 for the construction of the dome of the Zeiss planetarium located in the city of Jena, Germany. Later, Buckminster Fuller constructed a series of ''geodesic'' domes (Rothman, 1989) . Icosahedral grids were first introduced to the earth sciences in the pioneering work of Vestine et al. (1963) . A few years later, Sadourny et al. (1968) and Williamson (1968) independently proposed the use of icosahedral grids for atmospheric models. They took different approaches, however. Sadourny et al. (1968) proposed icosahedral hexagonal-pentagonal (IHP) grids (Fig. 1a) , and Williamson (1968) proposed icosahedral triangular grids (Fig. 1b) . The Nonhydrostatic Icosahedral Atmospheric Model (NICAM; Satoh et al. 2008 ), the models developed at Colorado State University (CSU; Heikes and Randall 1995a,b, hereafter HR95a,b, respectively; Randall et al. 2002) , the operational global numerical weather prediction model of the German Weather Service (GME; Majewski et al. 2002) , and Flow-Following Finite-Volume Icosahedral Model (FIM; Lee and MacDonald, 2009 ) all use IHP grids. Further discussion of IHP grids is given by Miura and Kimoto (2005) and Thuburn (1997) . The icosahedral triangular grid has been used in Icosahedral Nonhydrostatic General Circulation Model (ICON; Bonaventura et al. 2005; Bonaventura and Ringler 2005; Wan 2009 ), although the most recent version of the triangular grid that allows regional grid refinement is not based on an icosahedron. Another version of ICON with an IHP grid is under development (B. Stevens, 2011 and 2012, personal communication) . The Model for Prediction Across Scales (MPAS; Skamarock et al. 2012 ) can be configured to use an IHP grid, although it has been designed with more general grids in mind. Sadourny (1972) also proposed the cubed-sphere grid (Fig. 1c) , which is widely used today (Rancic et al. 1996; Ronchi et al. 1996) . Versions of it have been implemented at the Massachusetts Institute of Technology (MIT; Adcroft et al. 2004) , Geophysical Fluid Dynamics Laboratory (GFDL; Putman and Lin 2007) , and the National Center for Atmospheric Research (NCAR; Mishra et al. 2011) . The cubed-sphere grid can be thought of as a spherical version of the planar Cartesian grid, and schemes designed for the Cartesian grid can easily be adapted to the cubed-sphere grid.
Additional grids are discussed in the recent review article by Staniforth and Thuburn (2012) .
In this paper, we explain the motivation for and describe the construction of a family of optimized IHP grids. We discuss grid generation and optimization, the convergence of three important operators as the grid spacing is reduced, and the solution of global elliptic problems. A key goal of our work has been to enable the use of very high-resolution IHP grids on massively parallel computers. We explore the convergence properties of three finite-difference operators on successively finer versions of the grids. We also discuss the computational performance of a parallel multigrid solver that uses the grids.
In many respects, this paper is an updated and extended version of HR95a,b, although the icosahedral grid presented here is not twisted hemispherically along the equator 1 as in HR95a. The optimization algorithm presented here, which we call tweaking, is a modified version of the method used by HR95b. We have modified the cost function to obtain more accurate operators. We compare the tweaking optimization with a version of the spring dynamics optimization introduced by Tomita et al. (2001 Tomita et al. ( , 2002 and with a version of the centroidal voronoi tessellation (CVT) introduced by Du et al. (1999) and Ju et al. (2011) . The paper is organized as follows. Section 2 presents a comparison of properties of the Cartesian, icosahedral, and triangular grids on a plane. The generation of the icosahedral grid is discussed in section 3. We then present analyses of the convergence of finite-difference Laplacian, Jacobian, and divergence operators on the unoptimized grid. In section 4, we compare three different optimization algorithms, and present error analyses for the optimized grids. Section 5 presents the twodimensional multigrid solver and discusses convergence and scaling to very fine grids. A summary and conclusions are presented in section 6. This paper is the first of a sequence. The second paper describes and presents results from a shallow-water model and a three-dimensional hydrostatic model, both based on the grid described here. The third paper describes a three-dimensional nonhydrostatic generalization of the model. The grids and codes will be made available as supplemental material to the second paper.
A comparison of three planar grids
We first consider idealized planar grids, which are free from variations in the size, shape, and orientation of the grid cells. As is well known, only three regular polygons tile the plane: equilateral triangles, squares, and hexagons. Figure 2 shows planar grids made up of each of these three possible polygonal elements.
On the triangular and square grids, some of the neighbors of a given cell lie directly across cell walls, while 1 While the hemispheric twisting results in symmetry across the equator, it is a complication that we now choose to avoid.
others lie across cell vertices. As a result, finite-difference operators constructed on these grids tend to use ''wall neighbors'' and ''vertex neighbors'' in different ways. For example, the simplest second-order finite-difference approximation to the gradient, on a square grid, uses only wall neighbors; vertex neighbors are ignored. It is certainly possible to construct finite-difference operators on square grids (and triangular grids) in which information from all neighboring cells is used [e.g., the Arakawa Jacobian, as discussed by Arakawa (1966) ], but the operators can be cumbersome. Hexagonal grids, in contrast, have the property that all neighbors of a given cell lay across cell walls; there are no vertex neighbors. In this sense, hexagonal grids are quasi-isotropic. As a result, the most natural finitedifference operators on hexagonal grids treat all neighboring cells in the same way; the discrete operators are as symmetrical and isotropic as possible.
On the other hand, both square grids and triangular grids can be nested, but hexagonal grids cannot because it is not possible to construct large hexagons from smaller hexagons. This can be viewed as a disadvantage of hexagonal grids. A second disadvantage is that, for a given number of grid cells per unit area, the distance between hexagon centers is slightly larger than the distances between the centers of triangles or squares.
With triangular and hexagonal grids, there can be an imbalance in the number of centers, walls, and corners. In particular, hexagonal grids have twice as many cell corners as cell centers and 3 times as many cell walls as cell centers. If the variables of a model are distributed over the centers, walls, and corners, computational modes can easily occur.
This mismatch in the degrees of freedom can be avoided by using ''hexagonal A'' staggering, in which the mass and the horizontal wind vector are both predicted at cell centers, but this again permits computational modes, due to averaging in the mass-convergence term of the continuity equation and the pressure-gradient force term of the momentum equation. NICAM (Satoh et al. 2008) and FIM (Lee and MacDonald, 2009 ) use grids like this. In global cloud resolving simulations with NICAM, it is observed that there are a high number of single-gridcell clouds, which is consistent with the existence of the computational mode associated with the A-grid (H. Muira 2010, personal communication).
With hexagonal C staggering, in which the mass is defined at cell centers and the normal components of the winds are predicted on the cell walls, the horizontal wind has three degrees of freedom for each degree of freedom in the mass; this permits a computational mode in the wind field. Although there are ways to minimize the amplitudes and deleterious effects of computational modes (see Thuburn 2008) , they can be avoided altogether by the use of the ''Z staggering. '' With the Z staggering, in which the mass, the vertical component of the vorticity, and the horizontal divergence are defined at cell centers without staggering, there is no room for computational modes (Randall 1994) . Additional advantages of the Z staggering are that it gives a good simulation of geostrophic adjustment (Randall 1994) , and that direct prediction of the vorticity facilitates the use of an accurate form of the discrete vorticity equation.
We choose an IHP grid because of its good homogeneity and isotropy, and we are then led to choose Z staggering because it avoids computational modes while giving a good simulation of geostrophic adjustment and enabling an accurate form of the vorticity equation. The price we pay for using Z staggering is that we must solve a pair of Poisson equations on each time step. The method that we use for this is discussed in section 5. We use the Z-grid staggering in the hydrostatic and nonhydrostatic models to be discussed in the forthcoming papers mentioned above. 
Grid generation
The icosahedron has 20 triangular faces and 12 vertices (Fig. 3a) . Five triangles come together at each vertex. The icosahedron can be inscribed inside a sphere, which can represent the (approximately) spherical Earth. The icosahedron can be oriented so that two of its vertices align with Earth's North and South Poles of rotation.
In our grid-generation algorithm, each face of the icosahedron is subdivided into four new triangular faces by bisecting the edges of the triangles (Fig. 3b) .
2 The vertices of the new triangles are projected onto the surface of the sphere, creating 80 new triangular faces (Fig. 3c ). This bisection procedure can be repeated as many times as necessary to obtain the desired resolution. The edges of the triangular faces are then projected to the surface of the sphere, where they define spherical triangles.
We call the (spherical) triangular grid generated through this process the raw grid. The resolution of the raw grid can be specified by the number of recursive bisections needed to generate it. For example, grids 0, 1, and 2 have 12, 42, and 162 vertices, respectively. If N and G are the number of grid cells and the grid level, respectively, we can write
Using this terminology, the raw grid shown in Fig. 3c corresponds to G 5 1, which we will shorten to G1.
b. From the raw grid to the IHP grid
The grid cells of our unoptimized IHP grid are the Voronoi cells centered at the vertices of the corresponding raw grid. The Voronoi cell associated with a particular vertex of the raw grid is, by definition, the set of all points closer to that vertex than to any other vertex. It follows that the corners of the Voronoi cells, called Voronoi corners, are equidistant from three or more vertices-three in the case of the IHP grids (and four in the case of a Cartesian grid). For discussions of Voronoi grids on the sphere, see Okabe et al. (2000) , Augenbaum and Peskin (1985) , and HR95a. The dual grid associated with the hexagonal and pentagonal Voronoi cells consists of Deluanay triangles (e.g., Bonaventura and Ringler 2005) . The model discussed in this paper does not make use of the Delaunay triangles.
In Fig. 4a , the vertices of the raw grid are represented by the blue dots. Consider the spherical triangle formed by connecting three neighboring vertices of the raw grid, as represented by the green lines in Fig. 4a . The corners of the Voronoi cells are represented by the green dots in Fig. 4a . As mentioned above, these corners are equidistant from the three neighboring vertices. The locations of the Voronoi corners can be determined using Eq. (8) that the ''cell walls'' (i.e., the arcs connecting the Voronoi corners) are perpendicular bisectors of the intersecting arcs, called ''grid segments,'' which connect the centers of the two grid points that they separate. The converse is not true, however; as can be seen in Fig. 4c , the grid segments do not necessarily bisect the cell walls. This has important consequences, which are discussed in section 3c and in section 4.
As discussed above, our grid is truly spherical: we use great circles to determine the distances between points on the IHP grid, and the curved surface of the sphere to determine the cell areas. This ensures that the shape and total area of the grid are independent of resolution. If two geodesic grids of different resolutions are used to represent the atmosphere and Earth's surface (i.e., the ocean and the land surface), the total surface area seen by the atmosphere grid is the same as the total area seen by the surface grid. This ensures, for example, that the upward flux of energy or mass or momentum from the surface grid can exactly match the corresponding upward flux of energy entering the atmosphere from below.
The alternative to our spherical grid can be called a ''faceted'' grid, in which the linear distances between the points on the grid are used instead of great-circle distances, and the planar areas between the corner points are used to determine the cell areas, as if the sphere was replaced by a faceted jewel. A faceted grid converges toward a spherical grid as the resolution increases.
For a technical reason explained in section 4c, we use the spherical grid up to G11 and faceted grids for G12 and G13. At such high resolutions, the differences between the faceted and spherical grids are very minor.
There are three important differences between the planar hexagonal and spherical IHP grids. (i) The regular hexagons have uniform shapes and sizes, while the spherical IHP grid has a mixture of hexagons and pentagons of varying sizes. The ratio of the smallest to largest cell sizes is about 78% on the raw grid with medium and high resolutions. (ii) The distances between the grid points are uniform on the regular hexagonal grid, but not on the spherical IHP grid. (iii) The grid segments bisect the cell walls on the regular hexagonal grid, but not on the spherical IHP grid. Recall that, because of the use of Voronoi corners, the arcs connecting the corners are already perpendicular bisectors of the grid segments on the spherical IHP grid, as on the regular hexagonal grid. In section 4, we will show that the spherical IHP grid can be optimized to yield improved error convergence properties.
c. Convergence of selected finite-difference operators on the raw grid
We now analyze the truncation errors of three secondorder finite-difference operators on the spherical IHP grid:
Jacobian operator: Divergence operator:
In Eq. (3.2), b is an arbitrary two-dimensional scalar expressed at cell centers, as shown in Fig. 5a ; A 0 is the area of the cell 0; n is the number of edges (or walls) and corners of the polygon, n 5 6 and n 5 5 denote hexagons and pentagons, respectively; d 0,i is the length of the arc edges separating cells 0 and i; and ' 0,i is the length of the arcs connecting the grid points 0 and i (i.e., the grid distance). In Eq. (3.3), a is another two-dimensional arbitrary scalar expressed at cell centers as shown in Fig. 5a , and (b C ) i is the value of b interpolated to the cell corners using
In Eq. (3.5a), a i is the area of the triangular region shown in Fig. 5b . The expression on the right-hand side of Eq. (3.5a) interpolates b from the three surrounding centers to the corner by fitting a two-dimensional linear function of space passing through the three cell centers (Fig. 5b ). An alternative to Eq. (3.5a) is
which was proposed by Sadourny et al. (1968) , and Masuda and Ohnishi (1986) . The Jacobian given by Eq. (3.5b) satisfies the conditions J(a, b) 5 2J(b, a), aJ(a, b) 5 0, and bJ(a, b) 5 0, where an overbar denotes a global average. With these properties, the discrete Jacobian conserves enstrophy and kinetic energy for two-dimensional nondivergent flow (Arakawa 1966) . The alternative form, Eq. (3.5a), does not have the same conservation properties, but has higher local accuracy, as shown later in this section. Now consider the divergence operator. In Eq. (3.4), C is an arbitrary vector, (c n ) 0,i is the component of C that is normal to the cell wall separating cells 0 and i, and (a w ) 0,i is the interpolated value of a from the cell centers to walls, for which we use (a w ) 0,i [ (1/2)(a i 1 a 0 ) for this case. Positive values of the normal vector point out of the cells as shown in Fig. 4a , and (c n ) 0,i [ 2(c n ) i,0 according to this definition. We define (c n ) 0,i as a gradient given by (c
In these analyses, we prescribe test functions a(l, u) [ cos 3 u sin5l, where l and u are the longitude and latitude, respectively, and b(l, u) [ 2(a 2 /2) cos 3 u cos3l, FIG. 5. An illustration of the portion of the hexagonal grid, grid indexing, and distribution of variables for (a) a hexagonal cell and (b) a triangunal region at the corner.
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where a is the radius of the earth. The true solutions are obtained by analytically computing the Laplacian, Jacobian, and divergence of these functions. For each operator at each grid point, the truncation error is computed as the difference between the analytical and numerical solutions. The L 2 -and L ' -norm errors, which are also called the RMS and maximum errors, respectively, are calculated for each operator using the resolutions from G4 to G13, and the results are plotted in Fig. 6 .
where A Earth [ å i51,N A i , N is the number of cells on the sphere and f is an arbitrary variable, and
Note that the interpolation formula given by Eq. (3.5a) is used in the calculations of the Jacobian in these analyses, unless otherwise specified. Figures 6a,c show that the L 2 -norm (or RMS) errors with the Laplacian and Jacobian operators follow a first-order convergence. The L 2 -norm errors with the divergence operator follow a second-order convergence for low resolutions and a first-order convergence for high resolutions. The L ' -norm (or maximum) errors for all these operators show no convergence at all, as shown in Figs. 6b,d ,f. The hexagonal grid on a plane gives second-order convergence with the same operators.
Grid optimization
We now compare the convergence properties of three different grid-optimization algorithms. The first is the ''tweaking'' algorithm introduced by HR95b, the second is the ''spring dynamics'' algorithm introduced by Tomita et al. (2001 Tomita et al. ( , 2002 , and the third is CVT introduced by Du et al. (1999) and Ju et al. (2011) . A discussion of the various aspects of grid optimization can also be found in Miura and Kimoto (2005) . We have created tweaked grids up to G13, which has a grid spacing of approximately 1 km on the earth. Optimization of high-resolution grids is computationally expensive and requires highly efficient codes, but in principle it only has to be done once. We are making both the tweaking codes and the tweaked grids available to the community. The discussion below focuses on the performance of the finite-difference Laplacian, Jacobian, and divergence operators with the optimized grids.
a. The tweaking algorithm
The tweaking optimization algorithm was introduced by HR95b, and is briefly described in the appendix of this paper. The goal of the optimization is to minimize the distance l between the midpoint of the cell wall and the point where the grid segment intersects the cell wall, by displacing the grid points (or cell centers) relative to those of the raw grid (see Fig. 7 ). The algorithm tries to globally minimize a cost function, which is proportional to (l/d) 4 . Since l 5 0 for the planar hexagonal grid (section 3b), we can say that the tweaking algorithm tries to globally minimize the difference (iii) between the spherical and planar hexagonal grids as discussed at the end of section 3b. This point will be made clear with discussion in the next two paragraphs. Table 1 shows some basic properties of the tweaked and unoptimized IHP grids. (The properties of the unoptimized IHP grids are shown in parentheses.) Through the tweaking the ratio of the smallest to the largest grid sizes (fifth column) and the maximum of l/d (last column), where d is the length of the grid wall, is made closer to one. However, the tweaking does not improve the ratio of the shortest to longest grid distances (fourth column). The grid distances on the tweaked grid are slightly less uniform than those on the raw grid.
The L 2 -and L ' -norm errors for each operator on the tweaked grid are shown in Fig. 8 . Truncation errors are reduced overall compared to the unoptimized grid. Moreover, error convergence rates with the tweaked grid are substantially improved. The L 2 -error (or mean error) convergence rate of the divergence operator is almost second order, and it is close to second order for the Laplacian and Jacobian operators. The L ' -error (or maximum error) convergence rate of the three operators is at least first order.
The Jacobian results presented in Fig. 8 are obtained by using the interpolation Eq. (3.5a). In Fig. 9 , we present the L 2 -and L ' -norm error analyses for the Jacobian operator using the interpolation equation in Eq. (3.5b), which maintains the important conservation properties mentioned above. The L 2 -norm error converges through a first-order slope, as shown in Fig. 9a , while its counterpart converges through a nearly secondorder slope (Fig. 8c) . The L ' -norm error does not indicate any convergence with Eq. (3.5b), as shown in Fig.  9b , while its counterpart converges through a nearly first-order slope (Fig. 8d) . Since the L ' -norm error does not satisfy either the minimum accuracy requirement or consistency, we do not use the conservative Jacobian operator in the divergence equation. The conservative Jacobian expressed by the combination of Eqs. (3.3) and (3.5b) may produce inaccurate solutions of the divergence equation. Note that we use a highly accurate enstrophy-damping advection scheme in the vorticity equation instead of the Jacobian operator.
The spring dynamics algorithm is discussed in detail by Tomita et al. (2001 Tomita et al. ( , 2002 , Tomita and Satoh (2004) , and Satoh et al. (2008) . The primary purpose of this optimization is to homogeneously distribute the grid points throughout the globe. The algorithm determines the steady state solution of the dynamical system through 
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a numerical integration, in which the grid points on the raw grid are connected to each other with springs. Nonuniform horizontal resolution can be achieved by allowing the ''spring constant'' to vary in space, and this is a major motivation for the approach. Here we consider only spatially uniform spring constants. We repeated the calculations described by Tomita et al. (2001) and Tomita et al. (2002) with the two values of the tuning parameter, k 5 0:8 and k 5 1.1, which correspond to the tuning parameter b in the original papers. The notation is changed to avoid confusion with b used in section 3c. Larger values of k give more homogeneous distributions of grid points. It appears that there is a practical upper limit for k; our algorithm was stable only up to k 5 1.1, while the highest value of k used by Tomita et al. (2001 Tomita et al. ( , 2002 ) was 1.2. We stopped the integrations when the maximum displacement of grid points between the time steps becomes less than or equal to 0:3 3 10 24 m. After the spring grid points were located, Tomita and colleagues selected the centroids of the triangular regions as the cell corners. In our implementation, on the other hand, the cell corners were obtained by using the Voronoi principle, as for the tweaked grid. Table 2 shows some basic properties of the spring grid, obtained using k 5 1.1 and raw grids up to G12. Through the spring dynamics, the ratio of the smallest to the largest grid sizes (fifth column) and the ratio of the shortest to the longest grid distances (fourth column) do not change significantly. Although not shown here, the cell sizes are distributed much more smoothly on the spring grid than on the unoptimized and tweaked grids, which are shown in Table 1 . There is an improvement in the maximum of l/d (last column) compared to the raw grid although the improvement is not as great as that obtained by tweaking. Figure 10 shows L 2 -and L ' -norm errors for each operator on the spring grid, obtained with k 5 1.1 and k 5 0.8. We apply the spring dynamics optimization up to G10, which is sufficient for a comparison of the results with those from the raw and tweaked grids. Truncation errors are reduced overall, compared to the raw grid, with both k 5 1.1 and k 5 0.8. The L 2 -error (or mean error) convergence rate of the divergence operator is almost second order, and is between the first and second orders for the Laplacian and Jacobian operators. There is a small improvement in the mean error for k 5 1.1, relative to k 5 0.8. The L ' -error (or maximum error) convergence rate of the three operators is less than first order, but it is still quite a bit better than the convergence rate on the raw grid. Compared to k 5 0.8, the use of k 5 1.1 appears more effectively reduce the maximum errors and the convergence rates, although it has little effect on the mean error. The convergence rates are slower overall than those obtained with the tweaked grid.
b. Comparison of tweaking with the CVT algorithm
The CVT algorithm is discussed in detail by Du et al. (1999) , and its application to a sphere is described by Ju et al. (2011) . The primary purpose of the CVT optimization is to make the centers of the Voronoi cells coincide with their centroids (or barycentric centers), using an iterative procedure. Unlike the tweaking algorithm, the CVT algorithm does not involve a global constraint.
We generated our CVT grids using an algorithm based on Lloyd's method as described by Ju et al. (2011) . We then confirmed that our CVT grids are virtually identical to those generated by Ju et al. (2011) through the comparison of the grid statistics tabulated in Table 10 .1 of Ju et al. (2011) . Table 3 shows some basic properties of the CVT grids and unoptimized IHP grids. (The properties of the unoptimized grids are given in parentheses.) Through the CVT algorithm, the maximum values of l/d are greatly improved relative to those of the unoptimized grid. However, the optimization does not improve the ratio of the shortest to longest grid distances (fourth column). The grid distances on the optimized grid are slightly less uniform than those on the unoptimized IHP grid. Figure 11 shows L 2 -and L ' -norm errors for each operator on CVT grids up to G10, which is sufficient for a comparison of the results with those from the unoptimized IHP, as well as tweaked and spring grids. Truncation errors are reduced overall, compared to the unoptimized grid. These error characteristics are comparable to those obtained by the spring grid with k 5 1.1. The L 2 -error (or mean error) convergence rate of the divergence operator is almost second order, and is between the first and second orders for the Laplacian and Jacobian operators. The L ' -error (or maximum error) convergence rates of the three operators are less than first order, but still quite a bit better than on the unoptimized grid. The convergence rates are lower overall FIG. 9 . As in Fig. 7 , but for the Jacobian operator with the interpolation given by Eq. (3.5b). Fig. 6 , but for the spring grid obtained using k 5 1.1 (solid lines) and k 5 0.8 (dashed lines). Note that k corresponds to b in Tomita et al. (2001) and Tomita et al. (2002) .
than those obtained with the tweaked grid, but comparable to those of the spring grid.
c. Concluding remarks on grid optimization
The results presented above demonstrate that icosahedral grids must be optimized in order to obtain good convergence properties. Tweaking yields a more uniform cell size distribution than the spring dynamics and CVT optimization. Tweaking tends to place the largest hexagonal cells close to the smallest cells, which are the pentagons. As mentioned above, the Voronoi principle is used to locate the cell corners in all optimization algorithms. It appears that the tweaking algorithm yields the best overall error convergence properties, of the three optimizations tested here. CVT optimization produces ''well optimized'' grids, in the sense that the error convergence rates are almost second order, away from the pentagons, but it fails at and near the pentagons, where the maximum errors are large and do not converge with increasing resolution.
The tweaking algorithm is the most computationally demanding of the three methods, but of course the optimization only has to be performed once. We are making the FORTRAN-90 tweaking code and the tweaked grid data up to G13 available to the community as supplements to this paper. We are also providing the code that generates the raw and unoptimized IHP grids.
With the G12 and G13 grids, we used faceted grids, as defined in section 3b, because the inverse cosine function used to generate the G12 and G13 spherical grids required the use of very high precision (128 bits) for accurate results. This made the optimization of the spherical G12 and G13 grids impractical because of the required CPU time and memory size. We overcame the difficulty by the use of faceted G12 and G13 grids generated with 64-bit precision. This technical problem can undoubtedly be resolved in the future. We repeat that we have used spherical grids for resolutions up to and including G11.
Multigrid solver a. Description of the solver
We have developed a parallel multigrid solver that works on our geodesic grids. In our models, the solver is used to solve the Poisson equations to obtain the streamfunction and velocity potential from the predicted vorticity and divergence, respectively. The multigrid and conjugate gradient methods are the two most common methods used for the solution of such elliptic equations. The reader is referred to Fulton et al. (1986) and Zhou and Fulton (2009) for additional information about the multigrid method, and Smolarkiewicz and Margolin (1994) , Smolarkiewicz et al. (1997) , and Skamarock et al. (1997) for the conjugate gradient method. Although we are not aware of any comprehensive comparison of these methods in the context of atmospheric modeling, it is our belief that the multigrid method yields optimal computational scalability to very large grids. This is our main reason for choosing it.
We consider the two-dimensional elliptic equation on a global domain given by
where g and F are two-dimensional functions of longitude (l) and latitude (u). We discretize Eq. (5.1) using the finite-difference Laplacian in Eq. (3.2) on the icosahedral grid shown in Fig. 5 as
where g 0 and g i are the numerical solutions at grid point 0 and neighboring i obtained by the multigrid solver and F 0 [ F(l 0 , u 0 ) is the discrete value of F calculated at grid point 0. The multigrid solver finds g through iterations on the native grid and coarser grids to maximize accuracy and efficiency. The rationale this is that the iterations on the native (high resolution) grid cannot effectively and efficiently reduce the errors in the large-scale (or smooth) fields. Therefore, coarser grids are used to reduce the large-scale errors, on which less iteration is enough to reduce the error than those on the native grid. For more FIG. 11 . As in Fig. 6 , but for the CVT grid.
information about the multigrid method, see Brandt (1977) , Fulton et al. (1986) , Briggs et al. (2000) , Trottenberg et al. (2001), and Yavneh (2006) . We use V cycles, as schematically illustrated in Fig. 12 . The solid arrows on the downward side of the V cycle indicate the injections (or restrictions), in which the residual (R) [i.e., the difference between the left and right hand sides of Eq. (5.2)], and ''deviations (g 0 )'' (i.e., the values of g required to satisfy the residual), are ''transferred'' to a lower resolution grid, where convergence is advanced through a few iterations. The term ''transfer'' is used because the grid points of a lower-resolution grid always coincide with the points of the higher-resolution grid, so that no interpolation is needed for injections. The grid points of the 12 pentagons are the same for all resolutions, so that no interpolations are needed for these grid points either. The injections continue until G0 is reached. On the upward or ''prolongation'' side of the V cycle, R andg 0 are interpolated to higher resolutions using simple interpolations from neighboring points, which is a deviation from the algorithm described by HR95a (p. 1866) . Then iterations are performed to correct g 0 . Several of these V cycles are needed to achieve convergence.
We investigated the convergence rate as a function of the number of V cycles, for tweaked grids G4 to G12. The test function used was g(l, u) [ 2(a 2 /2) cos 3 u cos3l, which gives F(l, u) 5 6 cos 3 u cos3l. We compared the ''true'' solution g true with the solution from the multigrid, which is denoted by g mg . The right-hand side of Eq. (4.2) was determined using F 0 [ F(l 0 , u 0 ) 5 6 cos 3 u 0 cos3l 0 . The error was defined by jg true 2 g mg j. Figure 13 shows the maximum error as a function of the V-cycle count, for G4, G8, and G12. The error decreases with increasing resolution, but the number of V cycles required for convergence also increases with resolution. To show the order of accuracy, we plot the errors as functions of the resolution for the V cycle in Fig. 14 . The slope is almost second order for the low resolutions (between G4 and G8), and slightly better for the high resolutions (between G8 and G12). These results are encouraging.
To examine the sensitivity of the multigrid solutions to the grid optimization, we repeated the solutions discussed above on the unoptimized grid as well. The solutions with the optimized and unoptimized grids showed no significant difference. This is not surprising because the errors in the elliptic equation solutions are dominated by the large-scale errors, which are not affected by the grid-scale differences between the optimized and unoptimized grids.
b. Computational performance of the multigrid solver
The FORTRAN code for implementing the twodimensional multigrid solver described above has been parallelized using a domain-decomposition method. The global grid is divided into process domains with equal numbers of grid points, and each domain is enlarged by one row of ghost points to carry the information from neighboring domains. Purple lines in Fig. 15a denote the borders of these domains. To illustrate the domain decomposition during the grid injections, we use the example shown in Fig. 15 . In this example, the native resolution is G3, and we use 40 processes with 40 domains. During the injections, if the number of grid points per process is greater than or equal to 16, the number of processes used for the calculations is not changed from the previous injection step, as shown in Fig. 15b . If the number of grid points per process is less than 16, then domains are merged to form new domains with 16 grid points or more each, and the number of processes is reduced accordingly. Figure 15c illustrates an example of domain merging. Four-cell domains are merged together to form 16-cell domains (bordered by cyan lines), and we use only 10 processes out of 40 to perform the calculations. The relaxation scheme used in the multigrid solver is based on an underrelaxed Jacobi solver. We tested several relaxation coefficients with different test functions. The reader is referred to Briggs et al. (2000, p. 9) for the definition of the relaxation coefficient v. Based on these tests, we concluded that there is no single universal coefficient yielding the fastest convergence in every case. Nevertheless, we found that v 5 0.75 yields the fastest convergence in many cases. Thus we selected this value of the coefficient for use in our model.
We now examine the strong parallel scalability of the multigrid solver. Strong scalability is defined as the change of wall-clock time with the number of processes for a fixed problem size, as identified by the resolution level. Figure 16 shows the time (seconds) needed to execute one V cycle for a 192-layer application, as a function of the number of processes for the resolutions G4 to G13. The multigrid solver is tested with 192 layers because we intend to use the solver in a multilayer model with a deep vertical domain. The thin red lines show the slope of ''perfect scalability'' for a given resolution; with perfect scalability, the wall-clock time is cut in half when the number of processes is doubled. Small grids, such as G4 and G5, yield very poor strong scalability. The strong scalability improves as the problem size increases. For example, the G11 solution, which corresponds to 4-km grid spacing, scales reasonably well at least up to 81 920 processes.
Summary and conclusions
In this paper, we have discussed the generation and optimization of IHP grids, the accuracy of finitedifference Laplacian, Jacobian, and divergence operators applied on the grids, and the performance of a two-dimensional multigrid elliptic solver designed for use on the grids. 
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Our raw grid generation algorithm starts by bisecting the triangular faces of the icosahedron inscribed. The resulting vertices rare projected onto the sphere. The recursive bisections and projections continue until the desired resolution is reached. Projecting the edges of the triangles onto the sphere completes the generation of the grid. The vertices or corners of the spherical triangles form the center points of the hexagonal-pentagonal cells, which are Voronoi cells with respect to those center points.
Optimization of the grid is needed to obtain good convergence of finite-difference operators. Analyses of truncation errors of the finite-difference Laplacian, Jacobian, and divergence operators on the raw icosahedral grids show a nearly first-order convergence rate for the RMS (L 2 -norm) errors and almost no convergence of the maximum (L ' -norm) errors. These rates are much slower than the desired second-order convergence, which is obtained (as expected) using a regular hexagonal grid on a plane.
We have tested three different optimization algorithms that can be applied to unoptimized IHP grids to improve the error convergence rates of the three operators. The tweaking algorithm tries to minimize the distance between the midpoint of the cell wall and the point that the grid segments intersect the cell wall by moving the grid points (or cell centers) of the raw grid. The spring dynamics algorithm tries to homogenize the distances between the grid points, or cell centers. The CVT optimization makes the Voronoi cell centers coincide with the barycentric centers of the cells. All three optimization algorithms reduce the errors and improve the convergence rates. The tweaking optimization produces nearly first-and second-order convergence rates for the L ' -and L 2 -norms. The spring grid and CVT optimizations produce slightly slower convergence rates for the L 2 -norms, relative to the tweaked grid. However, both the spring grid and CVT optimizations produce very poor convergence rates for the L ' -norms.
The tweaking optimization algorithm presented here uses a different cost function than that of HR95b. The new tweaked grid produces more accurate operators and smoother simulations.
Both the code used to generate the raw grid and the tweaking optimization code are being made available as supplements to this paper. The grids themselves are also being made available.
Finally, we have designed and demonstrated a parallel multigrid solver that scales reasonably well up to 81 920 processes. We are making the solver code available to the community as a supplement to this paper. pioneered by Nocedal (1980) . With L-BFGS only a few vectors are required to represent H k . We reduce the problem size by taking advantage of certain symmetries of the grid. The 20 spherical triangles of the projected icosahedron are all identical, and reflectively symmetric. This implies that each spherical triangle can be partitioned into six selfsimilar pieces. Figure A1 shows the global grid partitioned into 120 (520 3 6) pieces. The optimization is applied to only one small triangular piece. The positions of the grid points in the remaining pieces are then determined through reflections.
