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Interaction of humans with computer becomes in last years more and more inten-
sive especially with introduction of mobile, ambient and ubiquitous computing.
Computers and their complex user interfaces appear almost in all sophisticated
products. This brings both new tasks, which are solved by computers, and variety
of new environments where the computers play an important role.
Besides this we can observe massive penetration of computers across the pop-
ulation including also children, elderly and disabled people which increases the
diversity of the user preferences and abilities. This brings new challenges for user
interface design as these new conditions increase pressure on higher efficiency and
intuitiveness of computers. Common user interfaces, where the computer output
requires complex visual perception and the user input relies on fine motor activity
of hands and fingers, is becoming insufficient. Various and dynamically chang-
ing environmental conditions (e.g., weather conditions, audio pollution, fast task
switching, occupation of hands due to parallel task performance, occupation of
eyes by primary task coming outside of the computer) make this traditional kind
of user interaction in many cases almost unusable. Furthermore the emergence of
new user groups brings new categories of user preferences and abilities which can
be hardly satisfied by common user interaction methods as for example visually
impaired users cannot perceive complex visual output, or motor impaired users
are not able to perform fine motor movements of hands and finger.
The promising solution to this problem seems to be employment of multimodality
in user interface design. Multimodality of user interfaces became a key topic
for research of new user interaction techniques especially in context of mobile
environments (e.g., outdoor interaction, interaction in cars) or disabled people (in
particular visually and motor impaired).
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This thesis addresses problems of multimodal human computer interaction from
three points of view:
• interaction in dynamically changing environments (Appendix A, Appendix B,
Appendix C)
• user interface control (Appendix D, Appendix E)
• text entry (Appendix F, Appendix G)
In the following sections the introduction to above mentioned three problem areas
is provided.
1.1 Interaction in Dynamically Changing Environ-
ment
Dynamic changes of the environment where the human computer interaction takes
place can influence the usability of user interface significantly. Moreover in sit-
uations when the user needs to be mobile the environment becomes an integral
part of the human computer interaction. Mobile environment brings a broad set
of problems for design of user interaction. There can be defined a list of key lim-
itations that need to be taken into consideration by the user interface designer:
small screen, slow and imprecise user input, unstable light and noise conditions,
high frequency and intensity of external distractors (like occurrence of dangerous
traffic situation, interaction with bypassing pedestrians). These characteristics can
be perceived as rather static (e.g., screen size) or dynamically changing (e.g, light
conditions, frequency of distractors). Existing solutions typically employ uni-
modal interaction and understand the environment as a static set of parameters. A
detailed analysis of mobile environment is often not an integral part of the user
interface design process, what results in lower ability of the user interfaces to react
adequately on the environment changes.
For complex user interaction like interaction with 3D graphics enriched by seman-
tic information, the unimodal way of information retrieval (virtual walkthrough
with use of mouse or keyboard) can not provide us with acceptable results (appro-
priate level of user satisfaction and usability) in mobile environment. In mobile
environment the user often needs to use hands and eyes for other tasks (e.g., inter-
action with physical objects under investigation). Appendix A addresses this prob-
lem by introducing multimodal way of 3D graphics based information retrieval.
The semantic description of 3D graphics and detailed analysis of the environment
is extensively used in the user interface design process.
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In situations where the environment characteristics are changing very dynamically
it is necessary to analyze various conditions and understand the user behavior in
such conditions to be able to design good user interfaces. Conducting an experi-
ment in realistic environment (field test rather than laboratory one) is complicated
both in the observation and analytical phase, what leads to low number of field
tests with detailed monitoring of user behavior. In this thesis (Appendix B) an
evaluation tool for analysis of the user behavior in realistic environments is intro-
duced.
Very important research field is navigation and orientation of people with limited
abilities of orientation in mobile environment. Here I have in mind especially
visually and motor impaired people. There is a lot of computer based assistive
tools helping disabled people with navigation and orientation. However these
tools often either interfere with essential orientation aids (e.g., white cane, sense
of hearing) nor exploit the users potential fully, trying to compensate the disability
rather than utilizing the user abilities. In Appendix C a study demonstrates unique
abilities of visually impaired people when navigating in urban areas.
1.2 Multimodal Control of User Interfaces
Multimodal control of user interfaces can be solved in two ways. First, modalities
are used complementary, what means that the user interface must be controlled
by more modalities simultaneously. Second, modalities are used supplementary,
where the user can choose between more alternatives to control the user interface.
The complementary approach typically brings richer interaction which can lead
to higher efficiency and usability of the user interface control. The supplementary
approach primarily increases the accessibility of the user interface control and
reduces the error rate, when using such a user interface.
For users with upper–limb impairment it is typically very complicated or even
impossible to control the user interface via direct pointing devices (e.g., mouse,
touchpad, joystick). This thesis addresses this problem by presenting a multi-
modal solution based on head motions and humming, allowing fast and unre-
stricted control of a virtual mouse (Appendix D).
Very intensive research is focused on user interfaces based on natural language
understanding. One of the key problems is the question of effective turn–taking
and turn–yielding in dialogs. Humans are very sensitive to this phenomena in nat-
ural dialogues and thus it is very important to solve this issue properly. However
there is missing knowledge how sensitive the human will be on various cues indi-
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cating turn–taking and turn–yielding when an avatar is used in user interfaces. In
Appendix E the human sensitiveness on visual and vocal cues for turn–yielding in
natural dialogs is analyzed. Based on an extensive user study important insights
that help to understand better this problem area are presented.
1.3 Alternative Ways of Text Entry
Entering text is a very complex activity of the user when interacting with a com-
puter. Its efficiency is in many cases crucial for overall usability of a computer.
For motor impaired users with limited control of their hands it can be rather chal-
lenging to efficiently input a text. There is a need to come up with innovative
ways of text entry that must be based on multimodal interaction. One of the field
of research in this area is focused on non–verbal vocal input as it is more suitable
for motor impaired users (their impairment often affect also the vocal cords) than
verbal communication and it is also language independent.
Design of non–verbal vocal gestures is a non–trivial process and with the increase
of number of gestures the probability to make a semantic error in the formal ges-
ture description is increasing significantly. There are two most frequent semantic
errors. First occurs when there exist two formal gesture descriptions which can be
satisfied by one gesture. Second error occurs when a formal gesture description
cannot be satisfied by any gesture. Appendix F analyzes the nature of non–verbal
vocal pitch–based gestures. Based on a formal description of these gestures a ges-
ture modeling tool was created, which helps designers to avoid semantic errors
while defining larger set of vocal gestures.
The efficiency of text entry system based on non–verbal vocal input is dependent
on careful design of vocal gestures and on the user interface control mechanism
for choosing a letter or string of letters. There are several different layouts of en-
try systems controlled by limited number of gestures of various nature that show
different efficiency. In Appendix G a novel predictive keyboard operated by hum-
ming is presented. It was designed especially for motor impaired users who cannot
use hands at all for entering text. Four different text entry user interfaces were pre-
sented and evaluated in user study which showed interesting relations between the
user interface design and the user performance and acceptance.
Chapter 2
Overview of Contributions
In this chapter an overview of main contributions of presented papers is given.
Contributions are divided into three sections addressing specific problem areas of
multimodal human computer interaction: multimodal interaction in mobile envi-
ronment, voice–based user interface control, and non–verbal vocal text entry for
motor impaired users.
2.1 Multimodal Interaction in Mobile Environment
In the following papers three methods are presented which illustrate a design of
multimodal user interfaces based on their exploitation of mobile environment.
The first and the third paper focuse on the natural language communication in
two different contexts. The second paper shows how important is the ability to
analyze the mutual interaction between the user and the environment for design
of user interfaces.
Beyond traditional interaction in a mobile environment: New approach to 3D
scene rendering. Appendix A investigates the problems of graphical interaction
in mobile environment. A prototype of a voice user interface was created that
allows users to interact with the graphical data in mobile environment. A method
was developed that is able to seamlessly restrict the conversation language used
for communication between the system and the user, and thus increase the recog-
nition success rate above 90% what is satisfactory for real life usability of natural
language based user interfaces. The restriction of the conversation language is
based on analysis of the semantic description of the 3D scene and utilization of the
mobile environment the user is currently in. The semantic description is derived
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from a domain ontology (e.g., construction site domain) and thus allows general-
ization and abstraction of the description. In situations where the user context can
be properly described (like well–defined work processes) the user will not notice
that the conversation language is being restricted.
An evaluation tool for research of user behavior in a realistic mobile envi-
ronment. Appendix B introduces a tool for analysis of influence of a realistic
environment on the user behavior. As the realistic environment (typically field
test environment) can influence the user behavior in an unpredictable and mostly
uncontrolled way, for researchers, it is challenging to measure and analyze the
user behavior. This complex tool provides a unique way of context visualization
and synchronization of measured data of various kinds. The synchronization is
event based (e.g., start of some task, reaching specific location in the environ-
ment), and thus helps to search for interesting behavior patterns important for
further investigation. Thanks to this tool it is possible to efficiently evaluate huge
amount and heterogeneous data acquired during complex usability tests in a mo-
bile environment. The functionality of this tool is demonstrated on the use case
“Navigation of visually impaired users in the building with support of a special-
ized navigation system”. The experiment was focused on collecting and analyzing
data that may show level of user stress which may influence user’s ability to nav-
igate himself/herself. The analysis focused both on objective data like Galvanic
Skin Response parameter, Heart Rate Variability parameters, audio video record-
ings, observer’s logs from the test sessions and subjective data like the users feel-
ing of the stress level. This complex analysis helped us to discover interesting
relation between the situation when the user get lost on the route and the ability to
remember the route for later navigation.
Collaborative Navigation of Visually Impaired. Appendix C shows that navi-
gation system for visually impaired users can be much more efficient if it is based
on collaboration between visually impaired persons and on utilizing distributed
knowledge about the environment in which the navigation task takes place. A
qualitative study was conducted to gain insight into the issue of communication
between visually impaired persons while they are mutually navigating in an un-
known environment. Several hypotheses were formulated which were validated
by a quantitative study with a sample of 54 visually impaired respondents. A
qualitative study was conducted with 20 visually impaired participants aimed at
investigating regularly walked routes used by visually impaired persons. The re-
sults show that most visually impaired people already collaborate on navigation,
and consider an environment description from other visually impaired persons to
be adequate for safe and efficient navigation. It seems that the proposed collab-
orative navigation system is based on the natural behavior of visually impaired
people. In addition, it has been shown that a network of regularly walked routes
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can significantly expand the urban area in which visually impaired persons are
able to navigate safely and efficiently.
2.2 Voice–based User Interface Control
In this section two papers are presented that investigate the potential of voice–
based user interface control. In the first paper the efficiency of non–verbal vocal
gestures for full–range simulation of mouse is presented. In the second paper the
effect of introducing an avatar on turn yielding phenomena in natural language
based user interfaces is investigated.
Hands free mouse: comparative study on mouse clicks controlled by hum-
ming. In Appendix D a novel hands free method is presented which simulates
mouse clicks by humming while the cursor is navigated by head movements
tracked by a web camera. This method is based on simple hummed voice com-
mands. It is fast, language independent and provides full control of common
mouse buttons. This method was compared with other three different methods in
an experiment with more than 50 participants, that showed its efficiency when tak-
ing into account task duration. Among hands free methods the humming method
was the fastest. However the subjective feel of comfort was the worst, what could
be caused by unfamiliarity of the humming interaction technique.
Avatar and Dialog Turn–Yielding Phenomena. Appendix E explores effective-
ness of selected visual and vocal turn–yielding cues in user interfaces based on
natural language using synthesized speech and an avatar. The aim of this work is
to detect the role of visual and vocal cues on dialog turn–change judgment using
a conversational agent. The cues were compared and studied in two experiments
with more than 70 participants. Findings of those experiments suggest that the se-
lected visual turn–yielding cues are more effective than the vocal cues in increas-
ing a correct judgment of dialog turn–change. Vocal cues used in the experiment
showed quite poor results and the conclusion discussed possible explanations of
this phenomena.
2.3 Non–verbal Vocal Text Entry
Non–verbal vocal interaction is an interesting alternative way of interaction with
a computer. In the following two papers the potential of this interaction method
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is investigated. The first paper investigates the problem of design of such vocal
gestures. The second paper introduces new text entry methods based on humming.
Understanding Formal Description of Pitch–Based Input. Appendix F presents
a tool supporting the design of pitch–based vocal commands (humming, whistling,
singing). In previous work a formal description of the pitch–based input was de-
signed, which can be used by user interface designers to define vocal commands.
However, as it is discussed in this paper, the formal description can contain se-
mantic errors that are not obvious for the designer. The aim of this paper is to
design an efficient method for validation of a formal description with assistance
of a designer. This tool is capable of visualizing vocal commands and detecting
semantic errors automatically. A user study was conducted that brought prelimi-
nary results on comprehension of the formal description by designers and ability
to identify and remove semantic errors efficiently. The designers who used the
tool were more successful in understanding the formal description and identified
more errors.
Humsher: a predictive keyboard operated by humming. Appendix G in-
vestigates the potential of non–verbal vocal gestures for hands free text entry.
Humsher, a novel text entry method operated by humming was developed. The
method utilizes an adaptive language model for text prediction. Four different
layouts of user interface were designed and compared. Three of them use dy-
namic keyboard layout in which n–grams of characters are presented to the user
to choose from according to their probability in the given context. The last in-
terface utilizes static layout, in which the characters are displayed alphabetically
and a modified binary search algorithm is used for an efficient selection of a char-
acter. All interfaces were compared and evaluated in a user study involving 17
able–bodied participants. Case studies with four disabled people were also per-
formed in order to validate the potential of the method for motor impaired users.
The average speed of the fastest interface was 14 characters per minute, while the
fastest user reached 30 characters per minute. Disabled participants were able to
type at 14 – 22 characters per minute after seven sessions. The study showed that
humming is a reasonable text entry method for motor impaired people.
Chapter 3
Summary and Future Work
Papers presented in this thesis try to clarify several aspects of multimodal human
computer interaction in specific environments. Contributions are focused on fol-
lowing three areas: multimodal interaction in mobile environment, multimodal
control of user interfaces, and alternative ways of text entry. Several new interac-
tion methods and analytical tools were developed, and extensive quantitative user
studies were conducted gathering evidence for validation of hypotheses of user
behavior in specific environments.
It was shown (Appendix A) how the recognition ratio of natural language based
user interfaces can be increased by exploitation of a user context. Usage of so-
phisticated evaluation tool (Appendix B) can help to discover interesting behavior
patterns (Appendix C).
In Appendix D it is shown that development of new method of UI control based on
vocal gestures can lead to more efficient user interaction. By performing extensive
user study (Appendix E) it was analyzed the role and importance of visual cues
for control of natural language dialogs.
A tool for design of vocal gestures (Appendix F) increased the efficiency of design
of multimodal user interfaces. By designing new text entry method based on vocal
gestures (Appendix G), a usable alternative text entry system was designed for
motor impaired users.
Future research in the area of multimodal user interaction can be directed towards
creation of a dynamic model of user interaction abilities. It was observed that
restriction of some interaction ability (given by environment conditions or im-
pairment) is followed by improvement of another existing ability (e.g., hearing of
blind person) or development of a new one (e.g., reading text via haptic modality).
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This is possible due to neural plasticity mechanisms influencing the functions of
brain and the learning effect. There are currently several theories how the neural
plasticity influences the brain. Enriching the model of user abilities by findings
from these theories can introduce a dynamics into the model which is essential for
modeling of impaired or elderly people, where the abilities changes significantly
over relatively short period of time. Such dynamic model can support design of
new interaction techniques that will much more efficiently utilize the interaction
abilities of a user in specific environments. This model can control automated
generation of user interfaces, what can be an important step towards user inter-
faces that are able to adapt to the user continuously and seamlessly as the abilities
of the user changes in time. Another interesting research direction can be investi-
gation of how the stress influences the cognitive processes and ability of the user
to interact via various modalities with a computer. With detailed knowledge of
these effects it can be possible to design multimodal user interfaces that will be
usable in wide range of conditions with different stress level or to introduce mech-
anisms for automated adaptation of user interfaces to dynamically changing stress
conditions.
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Beyond traditional interaction in a mobile environment:
New approach to 3D scene rendering
Zdenek Mikovec, Ladislav Cmolik, Jiri Kopsa, Pavel Slavik
Czech Technical University in Prague, Karlovo Namesti 13, 121 35 Praha 2, Czech Republic
Abstract
In this paper the problems of user interaction in a mobile environment are investigated. Interaction in this environment imposes new
requirements both on UI designers and the users. This paper deals in particular with problems of graphical interaction in a mobile
environment. The interaction in a mobile environment requires new approaches that will result in a new type of rendering of graphical
data. A rendering technique that enables rendering and annotation of objects in a 3D scene on mobile devices is presented. This
technique is based on transformation of the 3D scene to a 2D vector graphic representation. The input 3D scene is given in the VRML
format and the output 2D format is SVG. In the second part of this paper we are presenting a prototype of a voice user interface that
allows users to interact with the graphical data in a mobile environment. The semantic description of the scene plays the key role in
restriction of the language used for communication. The communication between the user and the mobile system is performed by means
of natural language that is restricted according to the context the user is currently in. The implementation of the voice user interface is
based on the existing VoiceXML platform.
r 2006 Elsevier Ltd. All rights reserved.
Keywords: Mobile computing; User interfaces; Graphical interaction; Voice recognition; Ontology; XML; SVG; OWL
1. Introduction
In this paper we will deal with problems of user interaction
in a mobile environment. Interaction in this environment
imposes new requirements both on UI designers and the
users. We will focus on interaction with application data that
have graphical ﬂavor (like blueprints, plans, etc.). The
interaction with this type of data has been performed for
decades in a static environment (e.g. PC, characterized by
large screen, mouse, keyboard) for which some feasible
interaction principles were developed. The interaction in a
mobile environment requires new approaches that will result
in a new type of rendering of application data.
These new requirements stem from several new issues
typical for mobile computing: small screens, context
dependency, new interaction devices like a stylus, dynami-
cally changing environments, often task switching based on
external events, etc. Such an environment will impose
signiﬁcant limits on interaction as the user’s comfort when
using mobile devices is much lower than in a static (e.g. PC)
environment. If we focus only on the modiﬁcation of the
user interface we will very quickly encounter limits
determined by the application data presented. To get
beyond these limitations and reach much higher adapt-
ability of the interaction we need to introduce new methods
for application data rendering and interaction.
The rendering can be in a broader sense understood as a
way to present application data to the user, by means of
targeting different human sense organs. In our case we
focus on two senses: seeing and hearing and thus we can
divide the presentation modalities to visual and audio ones
(see Fig. 1). The visual one will be based on traditional
graphical rendering methods, which will be modiﬁed
according to the situation in a mobile environment. The
audio modality in our case will be text based, where by
means of verbal communication it will be possible to get
information about the structure of the scene. In this case
ARTICLE IN PRESS
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the user formulates proper queries and the system answers
in natural language.
The interaction with application data is in our case
understood as a solution of navigation problems in 3D
graphical data. We also assume simple manipulation with
the data (e.g. creation of annotation to an already existing
object).
For satisfactory adaptability of the rendering and
interaction it is necessary to get information about the
structure and the meaning of the data (3D scene in our
case). To achieve this we introduce a semantic description
of the application data, which is the starting point of both
of our rendering methods (see Fig. 1).
Our goal is also to allow natural mixing of both types of
rendering driven by the current user context (see Fig. 1). It
is obvious that various aspects of context will inﬂuence the
way application data are rendered and the corresponding
interaction. The context in general imposes various
constraints on user activity. These constraints stem both
from limitations on the side of a device (like a small screen)
or on the side of the user (some kind of impairment) or
they can be the result of a speciﬁc situation the user is
currently in (like being in a certain ﬂ or of a large building
where the inspection is performed—see Section 2). All these
constraints may in general inﬂuence the method of
interaction with application data, thus inﬂuencing the
particular way of data rendering (e.g. deﬁning the user’s
viewpoint in the 3D scene) and the user interface by means
of which we interact with graphical data. As the problem is
rather general we will concentrate on speciﬁc issues that
will show our approach to the solution of some aspects of
this general problem. In our research we concentrated on
development of new methods for scene rendering and
interaction with such a scene.
In Section 3 of this paper we will discuss modiﬁcation of
the graphical rendering process (adjusted to the needs of a
mobile computing environment) [1]. In Section 4 we will
discuss a new approach to textual based rendering that
could be an alternative to graphical rendering in a speciﬁc
context the users might be in [2]. Under textual rendering
we will understand the process where the users acquire the
information about the structure of a 3D scene by means of
textual based interaction (queries and answers are in
textual form) in audio modality. Both approaches have
been tested on a number of examples and the results were
very encouraging.
2. Use case
Our use case presented below is derived from the facility
management (FM) application domain. In the FM domain
the workers typically work on move. While walking
through different buildings they perform various tasks like
checking the inventory, ﬁnding hazardous materials, etc. In
our particular use case the worker is called inspector. The
inspector’s task is to match the inventory in the building
with the information stored in the inventory system (see
Fig. 2). The inspector has at his/her disposal an inventory
system on a mobile computer (like a PDA, or TabletPC).
The inspector enters the ofﬁce room and starts the
inspection by asking the system verbally to list the
inventory items in the investigated room (in this case an
ofﬁce). The system also answers verbally by listing the
inventory numbers of all items stored in the system of the
ofﬁce room. The inspector ﬁnds some discrepancies (like
wrong inventory number, missing item) and corrects them
immediately (still in voice modality). This audio modality is
very convenient for the inspector, because the inspector has
free hands for manipulating the inventory items and is not
limited when reading the inventory numbers. After this
activity the inspector needs to do a deeper check of the
types of inventory items (like the exact position, shape and
material of the items). For this task the inspector switches
to the visual modality, where the system offers a 2.5D view
of the ofﬁce room. The inspector can navigate in the






















Fig. 1. Two types of rendering of graphical data.
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height (different number of drawers). The inspector makes
a quick short annotation to the container in the scene
noting this error. This annotation is done in audio
modality.
As shown in our use case for efﬁcient task solving the
inspector needs to have speciﬁc tools at his/her disposal to
investigate, annotate and interact with the application data
in a mobile environment.
The tools must provide information in two modalities
(visual—in a form of building plan; audio—in a form of
structured textual description of the building and its
inventory) to increase the efﬁciency of the inspection. The
switching between these two modalities must be possible at
any time.
On the presented use case we can see that the tools
should have a more ﬂexible user interface (multimodal one)
and should be less demanding from the point of computa-
tional power (as mobile devices and wireless networks are
much less powerful than standard PCs and LANs).
3. Graphical based rendering for mobile environment
The interaction with 3D scenes in a mobile environment
is very difﬁcult. The problem of navigation in the 3D scene
is especially noticeable. In a static environment the
navigation requires concurrent usage of special keys to
switch between navigation modes (move, pan, rotate, ﬂy,
walk, etc.), in combination with a pointing device (mouse,
joystick, etc.). Mobile devices do not allow us to perform
such navigation comfortably. Moreover, common users are
not trained to work in the 3D environment with so many
degrees of freedom, which results in the loss of orientation
in the 3D scene. As mentioned in [3] users prefer a 2D
interaction environment or some kind of combination of
the 2D and the 3D environment. The 2D interaction
environment reduces the user interaction to two basic
functions—zoom and pan, which is a much safer environ-
ment, where the user in general does not lose orientation
and can navigate much faster.
There exist several approaches to the rendering of 3D
scenes on mobile devices, which can be divided into three
categories:
 Server-side methods. These methods [4] provide remote
rendering of the 3D model as a reaction to user-
interaction-requests from the mobile device and send
rendered raster images back to the mobile device.
 Client-side methods. These methods [5] render the 3D
scene completely on the mobile device.
 Hybrid-side methods. These methods [6,7] balance the
workload between the server and the client to decrease
network communication and improve performance on
the client side.
All of the solutions mentioned above focus only on the
rendering or on the load distribution between server and
client side. None of the mentioned works focuses on the
user navigation and interaction nor takes the navigation or
interaction into account.
3.1. Our approach
In our solution we have started with the analysis of user
needs. As mentioned before, the users prefer the safer 2D
interaction environment or a combination of the 2D and
3D interaction environment. Therefore, we introduce a
solution that allows the users to work in the 2D interaction
environment while preserving their illusion of being in 3D.
Our approach is a hybrid-side method. The distribution
of the workload between server and the client (mobile
device) plays a very important role in our solution of the
rendering problem in the mobile environment. Our
approach is based on transformation of the boundary
representation of a 3D scene by means of a projection to
the 2D vector image (see Fig. 3). The transformation
preserves the object oriented representation of the 3D
scene—each 3D object can be wholly (all faces) identiﬁed
in the 2D vector image. The resulting 2D vector image
has 2.5D representation (each 2D object is located in
its own projection plane and these objects are ordered
by their distance from the camera). In other words, each
face from the 3D scene has its representation in the 2D
vector image (see Fig. 4). This object oriented approach
allows the user to interact with the objects in the 2.5D
representation.
The scalable vector graphics (SVG) format [8] was
chosen to implement these features. SVG is an XML-based
format developed for description of 2D vector graphics. It
is object oriented and supports zooming, panning and
interaction with the objects. Each SVG conformant viewer
implements the painter’s rendering model [8]. An object
deﬁned later in the SVG ﬁle is painted over objects deﬁned
before. This could be interpreted as the objects deﬁned
later in the SVG ﬁle are nearer to the viewer than objects
ARTICLE IN PRESS
Fig. 2. A 3D plan of the building ﬂoor inspected by the inspector.
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deﬁned before. Thus, we can project each face in a 3D
scene into a separate layer and use the SVG as the 2.5D
representation format. Only the ordering of the faces is
known, but the real distance of faces from the viewer is
unknown.
It was necessary to develop an algorithm that sorts the
faces in a 3D scene in such a way, that a proper image is
obtained if the painter’s rendering model is applied to
them. Such an algorithm is based on the priority list
approach introduced by Newell et al. [9]—also known as
the painter’s algorithm. In our approach the painter’s
algorithm generates an ordered list of 2D projections of 3D
faces. Each individual 2D projection is in vector represen-
tation (SVG) and thus the whole SVG ﬁle is for the current
view a 2.5D representation of the 3D scene.
The transformation of a 3D scene to 2.5D representation
is performed on the server side by a modiﬁed rendering
pipeline. The structure of our modiﬁed rendering pipeline is
a standard one, except the back-faces are not culled and the
solution of visibility is performed in the object space by the
painter’s algorithm. All parts of the algorithm are modiﬁed
to be able to handle back-faces. The back-faces are
preserved to allow various rendering modes. The 2.5D
representation of the 3D scene is sent to the mobile device,
where it is rendered. The rendering of 2D data is
computationally less expensive than the rendering of 3D
data and therefore the response of the mobile device on
user interactions is faster.
3.2. Various rendering modes of projected data
The painter’s algorithm preserves the information about
all objects and also about their ordering with respect to the
camera view. Investigation of the 3D scene in 2D space
does not allow the user to access all the 3D information
(like information about an object hidden behind another
one). Our approach reduces this problem by beneﬁting
from the 2.5D representation and by introducing special
modes of object rendering.
The SVG used for 2.5D representation of the 3D scene is
an XML-based format, therefore the CSS (Cascading Style
Sheets) can be used to deﬁne various rendering modes of
the 2D objects. Thanks to our modiﬁed rendering pipeline,
which preserves back-faces, we are also able to introduce
wire-frame and semitransparent rendering modes. To each
SVG ﬁle a CSS representing the rendering modes is
attached. Moreover, SVG enables interactive and selective
change of a rendering mode of an object in the SVG ﬁle.
This support of various rendering modes compensates in
some way the movement of the avatar in the 3D scene. The
virtual walkthrough is replaced by features allowing the
user to investigate the structure of the 3D scene. We will
demonstrate this feature on the earlier described use case
(see Section 2).
3.3. Use case
Let us consider an inspector equipped with a mobile
device (e.g. PDA) visiting an ofﬁce (having a 3D model on
the server). The task of the inspector is to revise the facility
of the ofﬁce. The inspector retrieves the information
needed from the server through the wireless network. The
inspector uses a 2.5D environment to investigate the ofﬁce.
The ofﬁce was selected based on the current context of the
inspector. In our use case the inspector requests the 3D
data by uttering the following request: ‘‘Show me a 3D
visualization of the ofﬁce!’’ (see Section 4). The data
delivered to the PDA are not in the original 3D form (that
is not suitable for use in a mobile environment) but they
have been transformed to 2.5D representation by means of
the process described above. For each room four 2.5D
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Fig. 4. Projection of a 3D object into the 2D vector image. Each face of the 3D object is projected into a separate layer in 2D vector image. This
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room (see Fig. 5 for two of them) form different viewpoint.
This allows the inspector to partially rotate the room by
selecting the proper view.
The inspector can view the 2.5D representation in
various rendering modes (the objects can be displayed in
solid, semitransparent or wire-frame mode). Moreover,
zooming and panning can be used without sending any
request to the server. The inspector can also annotate the
objects in 2.5D representation to record discrepancies
found (in comparison with reality) in the data.
The inspector needs to examine the scene in detail. The
2.5D representation in Fig. 5 is not informative enough,
because some objects can be hidden behind other objects.
The inspector changes the rendering mode of the front
walls to wire-frame mode to see what objects are hidden
behind them (see Figs. 6 and 7).
By using the zoom function the inspector can get closer
to the hidden objects and inspect them. While the objects
are projected with parallel projection and described in 2D
vector graphic the rendering quality during the zooming is
preserved and from the inspector point of view it looks
exactly the same as zoom in the original 3D scene.
Now the inspector has found out that there is a container
with four drawers below the table, but in eality there is a
container with three drawers. Therefore, the inspector
wants to attach an annotation to the container. For
annotation purposes s/he zooms the container in order to
create an unambiguous relation between the annotation
and the container (see Fig. 8).
Now the inspector can create a multimedia annotation,
e.g. voice record and attach it to the container (see
Section 4).
Notice that the whole process of scene exploration is
done only on the client side (no requests to server are sent).
The request is sent only in the phase of annotation creation
or when the viewpoint is changed.
3.4. Testing of rendering method performance
This testing was focused on the performance of our
application. The performance test was focused on solution
of visibility where our modiﬁed painter’s algorithm spends
a signiﬁcant amount of time from the whole time spent on
the rendering. Our implementation [19] was tested on
various 3D models of different complexity (number of
ARTICLE IN PRESS
Fig. 5. Examples of initially rendered 3D scene (the ofﬁce room from two different viewpoints).
Fig. 6. The front walls rendered in wire-frame mode. The furniture hidden
behind the walls could be identiﬁed.
Fig. 7. Inspector performs zooming function to investigate the objects.
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surfaces). The time spent on the painter’s algorithm and the
size of the SVG ﬁle was measured. The data were measured
on a PC equipped with Pentium 4 Mobile running at
1600MHz and with 512MB of RAM. The results are
presented in the table in Fig. 9.
The size of the SVG ﬁle depends linearly on the number
of faces. The computational complexity depends quad-
ratically on the number of faces (see graph in Fig. 10). This
corresponds with the O(n)2 computational complexity of
the painter’s algorithm. The measurement showed that the
performance of our implementation of the painter’s
algorithm is sufﬁcient for scenes with a relatively small
number of faces (up to 2000). In such a case the time of
2.5D representation generation requires about 1 s. The
typical scene used in our use case contains up to 1000 faces.
These scenes can be easily handled in a mobile environ-
ment.
We should also mention that the size of the SVG ﬁle is
always larger than the size of the ﬁle describing the
corresponding 3D scene in VRML format [10]. The SVG
ﬁle contains much more detailed description of the scene,
e.g. the color is stored in the SVG ﬁle for every face. In
VRML usually one color is deﬁned for the whole object.
The size of the SVG ﬁle does not create any problems
during data transmission as it was compressed in our
experiments with compression ratio from 6.78:1 to 8.06:1.
3.5. Usability testing
This test was focused on the approval of our assumption
that our approach leads to simpliﬁcation of the user
interaction (by introducing a 2D environment for manip-
ulation with the 3D scene) while the feelings of the user will
be as close as possible to a true 3D scene exploration (by
introducing the 2.5D representation and rendering modes).
We performed usability tests with six selected users on
two different scenarios. All users were exploring the same
scene, but half of them in a 3D environment and half in our
2D environment.
The ﬁrst scenario was similar to the use case described in
Section 3.3. The task was to explore the given scene and to
check for all objects in the scene. The test results showed
that the users had much less problems with navigation in
our 2D environment. Moreover after a short time of using
our system they forget that they are only in 2D space,
which proved that our system induced an illusion of being
in 3D space.
In the second scenario the users were exploring one street
of a city (see Fig. 11). Their task was to perform a short
walkthrough in the scene and again to check for all objects
in the scene. The results are similar to results of the ﬁrst
scenario. The users exploring the scene in our 2D
environment had again much less navigation problems
than users exploring the scene in the 3D environment.
A very interesting result of the second scenario is that users
exploring the scene in our 2D environment used mostly the
zoom function to move backward and forward and
suppressed usage of the panning function.
4. Textual based rendering
In a mobile environment the users often get into a
situation where they need eyes and hands free for
performing their task (e.g. carrying a bag, taking samples
of materials with gloves on their hands). At the same time
they would like to interact with their mobile device to
browse through some information or to make an electronic
note. It is obvious that the common way of interaction with
the mobile device (using stylus with touch screen and
watching the display) becomes unusable in such a situation.
ARTICLE IN PRESS
Fig. 8. The inspector has created an unambiguous relation between the














































basic shapes 628 230 118 657 15 320 7.75
wheel 928 611 194 448 83 658 2.32
blender monkey 946 490 183 925 25 148 7.31
holes 1 058 581 212 150 26 310 8.06
torus knot 1 440 771 262 420 33 764 7.77
blender monkey 2 2 032 1 301 424 641 62 593 6.78
stanford bunny 2 915 2 593 536 186 67 053 8.00
pillar 5 260 6 590 953 910 130 415 7.31
cow 5 804 5 668 1 098 199 141 012 7.79
blender monkey 3 8 128 13 529 1 644 489 239 314 6.87

















Fig. 10. Performance of our painter’s algorithm in dependency on number
of faces.
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We have to switch to different interaction modality—to an
audio one. Unfortunately, the existing solutions for audio
interaction face serious usability issues when trying to
introduce natural language interfaces. Especially in a
mobile environment, where the end-devices have low
computational power and lots of disturbing noises occur,
the ability of such systems to understand the user queries
decreases dramatically and the system becomes unusable.
The success rate of understanding user queries is often
improved by restricting the language to a speciﬁc applica-
tion domain [11,12]. In a broader sense contextual
information is used in most of the voice applications to
cope with the restriction process. The contextual informa-
tion is obtained from various sources (sensors of user
gestures, environment sensors) and used to restrict the
language as well as to resolve the semantic ambiguity of the
natural language as described in [13–15]. This approach
does not provide the system with sufﬁciently detailed
context information. There exist several approaches like
[16] which try to build up more general multimodal
interfaces for multiple applications. These approaches are
based on the semantic description of the application
domain (by means of ontology), which should be
automatically connected with the generic multimodal
interface.
In our case we need to interact with graphical data by
means of audio modality. This leads to introduction of
textual based rendering methods, which will allow verbal
communication. To offer the user a comfortable natural
voice interface, the communication language starts to be
very complex too. Such a complex language cannot be
satisfactorily handled by the general voice recognition
system.
4.1. Our approach
The large size of the language needed to describe
complex graphical data is the main issue. Our solution is
based on typical use case in a mobile environment, where
the user is moving from one place to another and solving
problems related to those places. In our particular use case
(see Section 2) the user is an inspector equipped with a
mobile device inspecting the facility of the warehouse. The
conversation context can be deﬁned with respect to the
inspector’s context (environment, current task, etc.—see
Fig. 1). This conversation context is used to reduce the size
of the language to a subset, which will be sufﬁcient for the
expected conversation.
Fig. 12 explains the approach presented. When the
workers are in the store of the warehouse, they will most
probably ask about the barrels that are placed in that room
or about objects that are related to them. Based on the
workers location we generate restricted conversation
language, which covers only the most probable discussion
topics (see ‘‘conversation language 1 and 2’’ in Fig. 12).
The probability that the workers will ask about the objects
in the ofﬁce is signiﬁcantly lower in the given context. If the
inspector asks about objects that are out of the current
restricted conversation language, the system will not
understand and remind the inspector about the current
conversation context (e.g. location of the inspector).
The novelty of our approach is that the conversation
language is deﬁned by both contextual information
(described in Fig. 1) and the semantic description of
application data (see Fig. 12)—in our case the construction
site plan—which is the subject of conversation. By
introducing the semantic description we obtained much
more detailed information about the conversation context.
We are able to dynamically and seamlessly (from the user’s
point of view) restrict the conversation language according
to the real conversation context. In every particular
moment of the conversation only a relevant subset of the
language is used (in other words: a speciﬁc context oriented
language will be used). The union of these particular
languages represents a general language large enough to
ARTICLE IN PRESS
Fig. 11. Walkthrough in the 3D scene. The user is exploring the 3D scene in a 2D environment. Due to the perspective projection and vector nature of the
graphics the zooming action is perceived by the user as walking on the street.
Fig. 12. Use case of construction site inspection: the inspector location
restricts the conversation language. The language is derived from an
appropriate part of the semantic description.
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cover the general conversation about the given topic (in our
case the union of all restricted languages covers all the
rooms in the building and activities that could be
performed there).
Besides navigation in the scene our approach also solves
the problem of manipulation with the 3D scene. This
manipulation includes both annotation and modiﬁcation
of the scene. In our system we understand that annotation
is the possibility to create a multimedia content (e.g. voice
record in WAV format, photo in JPEG). Modiﬁcation
might concern both geometric parameters and a semantic
description (related to application domain) of the scene.
For annotation there exists a set of commands the user has
at his/her disposal.
The whole conversation with the system is led by user-
initiative conversation; the user forms queries and com-
mands and the system answers by providing requested
information about the scene or performing the command.
In the following text we will describe our approach as a
text-based communication between the user and the
system. Formulation of queries and the system response
will be handled on the textual level. In a mobile
environment textual communication is not an adequate
one, so the next step was the conversion of text-based
communication into a voice-based one. This conversion
was realized by means of the voice recognizer developed by
IBM and an open-source voice synthesizer.
4.2. Semantic description—ontologies
Formally, the ontology used for semantic description
consists of elements, their properties and relationships
between them. The ontology is represented as an oriented
graph with elements as nodes and relations as edges. An
edge and its two nodes represent a fact in the form of a
triplet ‘‘subject–predicate–object’’ (see Fig. 13). For exam-
ple, the relation between the nodes ‘‘warehouse’’ and
‘‘store’’ represented by the predicate ‘‘contains’’ describes
the following fact:
warehouse contains store
Element or relation properties may be of different types
(property type) like transitive or symmetric. The transitiv-
ity of the relation (predicate) ‘‘contains’’ may result in the
following fact (see Fig. 14):
warehouse contains barrel with inventory number 1
From this example we can see how the ontology is
structured and interpreted.
The application data (3D scenes in our case) are
semantically described in textual form—as an ontology
(OWL [17]), which can be perceived as an oriented
graph. The semantic description is created manually during
the authoring process. In this case the textual based
interaction is the solution to the problem given above.
An ontology example (where combination of graphical










































contains: acid contains: fuel
Fig. 14. Semantic description of application data (construction site shown in Fig. 12).
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The semantic description consists of a domain and
application speciﬁc description. The domain description
deﬁnes abstract terms, classes of objects and their relations
(marked by dashed lines in Fig. 14), while the application
speciﬁc description speciﬁes objects describing a particular
construction site or facility. In Fig. 14 the nodes and edges
marked with dashed line represent the domain description
and the remaining nodes and edges represent the applica-
tion description. For example, the room node has more
general meaning than the store and ofﬁce objects (the
dashed edges represent links between abstract and concrete
entities).
4.3. Conversation
The conversation from the user’s point of view consists
of formulating queries or commands. The commands are
added to the conversation language based on the task
model of the user (e.g. switching between graphical and
audio modality; creating voice annotation for an existing
object). As outlined above, the user can also formulate
queries to ask about the facts (semantic description) stored
in the semantic description (Fig. 14).
The key feature of our solution is that the contextual
information is integrated with the semantic description. All
necessary contextual information in sufﬁcient detail is
available to our system. Because of the linguistic markings
made to the semantic description it is possible to access the
application data in a natural language (in our case voice-
based communication).
There are usually several forms of the same query (the
use of synonyms). The query is speciﬁed with two key
items—source set and target—and several other less
important attributes.
The source set represents a node or set of nodes whose
properties the users are interested in. The target speciﬁes
the properties, which the user is interested in. The two
synonymic queries in the following example have the same
meaning. Its source set contains one object—store—and
the target is the property contains.
H (Human): What is contained in the store?
OR
H: List the contents of the store!
The corresponding query is executed and the result of its
execution is formed into an answer. The system would
respond in the following way:
C (Computer): It contains two containers.
For the construction of this answer the generalization
stored in the semantic description is used. The abstract
terms (like container) are deﬁned as a general term for two
barrels located in the store (see Fig. 14). This abstract term
is used for constructing the answer given above. The plural
form of the word container is deﬁned by the linguistic
marking. In the process of the query execution the
conversation context is updated. Then the conversation
language is modiﬁed based on the updated conversation
context. The conversation context holds the state of the
conversation. This conversation state is deﬁned by the
current user context, pointer to the objects in the ontology
and conversation history—see Fig. 15. Except in the
restricted language production, the conversation context
is also used to resolve query ambiguities. For example, the
identiﬁer store used in previous user queries may be
ambiguous since there may be a number of objects with
the name ‘‘store’’. However, it can be resolved according to


























Fig. 15. Conversation context.
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The conversation history is a queue that contains
references to recently discussed objects of the ontology. It
is used to resolve ambiguities of the natural language. For
example, the conversation may continue in this way:
H: What is its area?
C: Its area is 500m2.
The pronoun its is resolved to object store by searching
the conversation history. The notion of the conversation
context is shown in Fig. 15.
The user can also create objects by forming special
commands:
H: Add new sample 123 to barrel with inventory number
one.
C: A sample 123 related to barrel with inventory number
one was added!
This is aimed to fulﬁll the use case of taking samples—
the inspector wears gloves and takes samples with tools. At
the same time the inspector creates voice annotation
describing the process of taking samples. The physical
sample and the annotation are interlinked via the unique
identiﬁcation (in our case ‘‘123’’).
The range of allowed queries and commands is quite
broad, e.g. the user may also specify a condition that must
be met for all objects that are included in the answer:
H: List containers contained in the store and manufac-
tured by Liquids Ltd.
For the switching between the two modalities (textual
one and the graphical one) there is a set of commands. One
form can be as follows:
H: Show me a 3D visualization of this room.
The detail speciﬁcation of the whole language along with
its semantics, query execution, and answers formatting
processes can be found in [18].
4.4. Toward the natural language
The main task when designing the natural language UI
was to bridge the gap between the application data and the
natural language. The application data described by the
ontology does not contain information essential for the
system to understand the user queries formulated in a
natural language. Also without this information it is
impossible to generate system answers to the user in a
natural language as well. We have introduced linguistic
patterns for generation of sentences from application data
in a natural language (see Fig. 16). These linguistic patterns
are special attributes added to the abstract level of the
application data description (domain description—see
Section 4.2). These attributes are then used for generation
of the linguistic markings.
The linguistic markings play the fundamental role in the
sentence generation process. These markings are generated
by the creator of application data or automatically from
the domain description linked with ontology elements.
These linguistic markings control the process of creation of
sentences in a natural language. During the control process
the words are modiﬁed and placed in a proper place in the
sentence in accordance with grammatical rules of a given
natural language. The structure of ontology that allows us
to analyze and generate sentences for a class of scenes is
quite general.
4.5. System architecture
Text-based interaction performed by means of manual
input is not suitable for a mobile environment. That is why
the user input in a mobile environment should have the
form of voice input. We have used the existing VoiceXML
server platform for speech recognition and synthesis. The
voice recognition part has been developed by IBM. It is
conﬁgured to request VoiceXML documents from our
system, which implements the interaction logic, conversa-
tion state management and application ontology data
retrieval. The mobile devices are connected to our system
with voice-over-IP clients. The architecture of the system
implemented is shown in Fig. 17. Our system that we
implemented fulﬁlls both requirements for ﬂexible com-
munication between server and client and the easy

























Fig. 16. Linguistic patterns used for transformation of application data into natural language.
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4.6. Testing our approach
In this paper we have presented an ongoing work, but we
are still in the process of development. We have imple-
mented a prototype for testing purposes. The user
acceptance of this communication method was tested by
means of several usability tests. Our usability tests were
focused on two aspects: ﬁrst, to determine the size of the
input language where the speech recognition system is
reliable on the required level, second, to test our hypothesis
that during the conversation we are able to dynamically
reduce the input language (with respect to the current user
context and detailed application ontology description) in
such a way that the users will not be restricted in their
queries (see Sections 4.1and 4.4) (Fig. 18).
The usability test was performed with 12 users. The
user’s task was to do an inspection in several rooms of a
building. They had to check the objects in those rooms and
make voice annotations where necessary. During the test
we have determined the size of the input language where
the speech recognition system was at least 90% successful
in recognizing the user queries. The conversation context
given by the user context, application ontology and
conversation history was continuously changing and based
on its current state the input language was dynamically
generated to allow the natural language conversation with
the user.
5. Conclusion
In this work new interaction methods for manipulation
with 3D scenes suitable for a mobile environment have
been presented. These methods are based on changing the
rendering process of the application data to allow much
higher adaptability of the whole interactive system to the
user needs.
The ﬁrst method is focused on modiﬁcation of the
graphical rendering process. The rendering process is
distributed between the server and the mobile device. The
3D scene is projected to 2.5D representation on the server
side and this 2.5D representation is delivered through the
network to the mobile device. The users can interactively
change rendering modes of objects in the 2.5D scene (e.g.
solid, semitransparent or wire-frame mode). The users can
also zoom and pan the 2.5D scene. Moreover, they can
annotate the objects in the 2.5D scene. The possibility to
choose various rendering modes of objects in the 2.5D
scene allows the user to investigate the information
normally available only in a 3D representation of the
scene (e.g. objects hidden around the corner).
The second textual based method focuses on presenta-
tion of graphical data with voice user interface. The
possibility to investigate the structure of a 3D scene by
means of textual queries where voice-based communication
was used was successfully proven. A crucial role plays
ontologies for storing data including natural language
attributes and the usage of contextual information to
improve the speech recognition rate and to resolve natural
language ambiguities.
The hypothesis that the user’s conversation language can
be restricted accordingly to the conversation context
determined by the application ontology and user context
was proven. The dynamically generated input language of
the voice user interface matched the user needs during the
communication.
5.1. Future work
Our solution uses efﬁcient information ﬁltering based on
the semantic description, which signiﬁcantly increases the































Fig. 17. System architecture.
Fig. 18. The environment setup of the usability test.
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One area of future work will investigate the possibility of
utilization of the semantic description of the 3D scenes in
the ﬁltration process. The semantic description stored
in the OWL [17] (Web Ontology Language) will be used
for selective changes of the rendering modes of the
objects in the 2D scene. The semantic description is usually
application oriented—this means that the ﬁltration
process could be application driven. See an example in
Fig. 19. This example shows the situation where only
wooden chairs (application oriented information) are
highlighted.
A second area of future work is ﬁnding a point with the
optimal user experience with a compromise between the
size of the input language and the recognition rate. One
possible way is to introduce the behavior scenarios of the
user in particular tasks (e.g. taking samples) and applica-
tion domains (e.g. FM domain), which will help to predict
the user actions and allow more precise restriction of the
conversation language.
The goal is to develop a voice-based user interface, which
will be usable in the real environment of a speciﬁc class of
applications. For this purpose we plan to perform a second
set of usability tests that would simulate the real work of a
construction site inspector to ﬁnd out whether input
language being restricted in time really suits the needs of
a real user.
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Abstract User behavior is significantly influenced by the
surrounding environment. Especially complex and dynami-
cally changing environments (like mobile environment) are
represented by a wide variety of extraneous variables, which
influence the user behavior in an unpredictable and mostly
uncontrolled way. For researchers, it is challenging to mea-
sure and analyze the user behavior in such environments. We
introduce a complex tool—the IVE tool—which provides a
unique way of context visualization and synchronization of
measured data of various kinds. Thanks to this tool it is
possible to efficiently evaluate data acquired during complex
usability tests in a mobile environment. The functionality of
this tool is demonstrated on the use case ‘‘Navigation of
visually impaired users in the building with support of a
navigation system called NaviTerier.’’ During the experi-
ment, we focused on collection and analysis of data that may
show user stress and which may influence his/her ability to
navigate. We analyzed objective data like Galvanic Skin
Response parameter (GSR), Heart Rate Variability parame-
ters (HRV) and audio video recordings and also subjective
data like the user’s subjective stress feeling and observation
of the user’s behavior.
Keywords User behavior  Context sensitivity 
Measuring usability  A11y  User experience
1 Introduction
The research of user behavior in mobile environments
faces a problem with the trade-off between the ability to
measure all parameters in appropriate detail (possible
mostly in laboratory environment only) and the ecological
validity of the experiment (which can be ensured by field
studies). Field studies performed in natural mobile envi-
ronments (building, street, etc.) introduce two main prob-
lems. First, the measurement of needed behavioral
parameters is rather difficult if not impossible in compar-
ison with the laboratory environment; e.g., recording finger
movement on the display or recording of the whole envi-
ronment influencing directly the user behavior. Second, the
complexity and dynamics of the natural environment with a
wide variety of extraneous variables influence the user
behavior in an unpredictable and mostly uncontrolled way.
On the one hand, we as researchers want to evoke this
exact situation, which is ecologically valid and has
potential to show us realistic user behavior in the mobile
environment. On the other hand, there is a problem with the
interpretation of such observed behavior as we cannot
control all variables of the study.
The question is whether we are able to measure a suf-
ficient amount of data with sufficient precision and whether
we are able to analyze these data in such a way that we
could correctly interpret the behavior observed.
In this paper, we will introduce a complex tool—the
IVE tool—for the visualization of multiple data sources
(generated by various measurements of user behavior) and
evaluation of participant behavior in a natural mobile
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environment. The benefit of unique context visualization
plug-in and synchronization functionality during the eval-
uation process will be demonstrated by the use case
‘‘Navigation of visually impaired person inside buildings’’
with support of a navigation system called NaviTerier. This
paper demonstrates efficient evaluation of data acquired by
a complex usability test in the mobile environment by
means of a special evaluation tool called IVE.
2 Use case: navigation of visually impaired person
inside buildings
The use case we have chosen to demonstrate the analytical
IVE tool and the process of evaluation and interpretation of
user behavior observed in the mobile environment is
‘‘Navigation of visually impaired person inside buildings.’’
The visually impaired person is walking through the
building from his/her actual position (for example, the
entrance) to the requested destination with help of the
navigation system called NaviTerier. NaviTerier is a
mobile interior navigation system for visually impaired
users running on a standard mobile phone typically used by
visually impaired persons. The main principle of the sys-
tem is based on well-prepared descriptions of the route in
the interior suited to the needs of visually impaired users.
The NaviTerier application is utilizing standard Text To
Speech application installed on the user’s cell phone. A
description of the complete route is divided into logical
segments that are reproduced step by step to the user as he/
she is moving through the route (see Fig. 1).
3 Early stages of research
The main research issue, besides the usability of the system
control and understandability of the navigation description,
was the question: What are the most important orientation
cues that should be presented to the visually impaired user
to ensure reliable and efficient navigation and orientation in
an unknown area? The ideal way to answer this research
question is to perform a usability study in a real environ-
ment. The task should be navigation to some destination in
a building. After the walkthrough, the participants should
be asked about the importance of the orientation cues on
the route.
We have performed two qualitative studies to evaluate
usability of control of our navigating system and also to
improve descriptions of the environment to be valuable and
easily understandable for the users. To analyze the
importance of features (objects, shapes of the corridors,
etc.) on the route and indicate the candidates for important
orientation cues, we have also performed post-test inter-
views to get feedback from participants. We have asked the
participants to try to recall the whole route they have
passed in order to check our assumption that the most
important features will be remembered much better than
the less important ones.
Surprisingly, we have observed that the ease of
remembering the features on the route is dependent not
only on the type of the feature but also on their position on
the route. In particular, we have observed that there were
parts of the route where the participants were not able to
recall features (like doors, shape of the corridor) they were
correctly reporting in the rest of the route. We have made
an assumption that this situation could be caused by a stress
reaction, which negatively influences the cognitive pro-
cesses, especially attention and memory performance in its
acquisition phase [1].
4 Validity issues
There is a whole range of techniques for studying spatial
environmental knowledge and its acquisition both by sighted
and visually impaired persons. Most popular are virtual (for
example Foo et al. [13], Gillner and Mallot [19], Kjeldskov
[6]) or micro-scale artificial environment settings (for
example, Tellevik [20] or Ochaı´ta and Huertas [21]) that
allow researchers to control the environment settings and
parameters to a great extent. When studies are conducted in
real environments, they mostly focus on short routes rather
on complex real-world-like situations. Studying spatial
knowledge acquisition in real-world large-scale complex
environments is very rare. Such an approach brings numer-
ous methodological challenges as researchers do not control
the environment settings and parameters so well.
Kitchin, Jacobson [9] state that the wayfinding in large-
scale real-world spaces is different from wayfinding in
limited areas. Natural large-scale environments provide
different sources of environmental cues and a dramatically
DESCRIPTION Corridor continues just 
about 20 meters. Windows are on the left 
side, office doors are on the right. Corridor 
turns left at the end of the corridor. 
ACTION Go to turn at the end of corridor
NEXT NEXTNEXT
Fig. 1 NaviTerier—navigation principle
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different amount of environmental information than the
artificial limited settings. They also show distractions based
on situational context (other people, obstacles, diversions
along the route). Studies conducted in artificial and small-
scale environments suffer from the lack of ecological
validity that prevents the research findings to be extrapo-
lated into wayfinding and spatial knowledge acquisition in
the daily lives of the visually impaired [9].
Our research approach follows Jacobson’s and Kitchin’s
call [9] to ‘‘start to assess the knowledge and abilities
within complex real-world environments that everyone
inhabits, rather than inferring that results from the labora-
tory will exist in natural settings.’’ This approach will
require the collection of much larger amounts of data of
various natures that should be efficiently evaluated.
5 Experiment
In this section, we will describe an experiment, which will
serve as a demonstration of problems that the researcher
has to face when observing user behavior in a realistic
mobile environment. We will define research topics and
requirements on the measurement methods we need to use
to gather appropriate data for evaluation.
5.1 Research topics
On the basis of the previous research, we have formulated
the following research topics:
1. Is it true that the acute stress reaction following the
stress stimuli influences negatively the ability to
remember the features on the route?
2. Which features and to what extent are they affected by
the decreased ability to remember caused by the stress
reaction?
To investigate these topics, we needed to setup an
experiment where we will be able to generate stress stim-
uli, check whether there will be invoked a stress reaction of
the participant and to get information about the features
remembered by the participant. The experiment setup had
to calculate and to perform the test with two groups—an
experimental and a control group. In the following sec-
tions, we will describe the measuring methods used, the
test route preparation and the experiment procedure.
5.2 Measuring methods
5.2.1 Measuring stress
We have studied several approaches for stress measurement
to find those which will accommodate the following criteria:
• Non-invasive
• Continuous logging of potential stress level
• Resistant to direct influence of physical activity
• Suitable for mobile setup
Common methods based on measuring of urinary
excretion rates of noradrenaline, adrenaline or salivary
cortisol levels [14] were not suitable for our purposes
because of the necessity of continuous detection. Analysis
of pupil diameter to detect stress is not relevant due to
target group of visually impaired users [15].
The most suitable methods to satisfy the above-men-
tioned requirements appear to be the measurement of
Galvanic Skin Response parameters (GSR) and Heart Rate
Variability parameters (HRV).
5.2.2 GSR analysis
Analysis using GSR is a method based on measuring of
skin conductance that is rapidly changing in dependence on
physiological changes caused by stress [11]. Stress acti-
vates the sympathetic nervous system, thus resulting in
increased levels of sweat in the sweat glands and conse-
quently increases the electric conductance of the skin [2].
Our experiment route (see Sect. 5.3) was designed in a way
that the stress stimuli are the only variables in the experi-
ment, and we expect that the GSR values will be primarily
influenced by these stimuli. Appearance of other emotions
that could influence GSR was checked using other data
sources like subjective evaluation and observation of
audio/video recording.
In the experiment, we have used the GSR sensor
BodyMedia SenseWear PRO1 in the form of a band that is
placed on the back part of the upper arm. Data are logged
to internal memory of the sensor. It also measures body
temperature, accelerations, etc.
5.2.3 HRV analysis
HRV analysis is a method based on ECG signal analysis,
where specific changes in heart rate reflect physiological
changes caused by stress [16, 17]. According to [2], HRV
represents the variations in the beat-to-beat intervals. HRV
analysis is prevalently used to assess the effect of auto-
nomic regulation on the heart rate. It provides a dynamic
nature of the interplay between the sympathetic and para-
sympathetic branches. The relation between the sympa-
thetic and parasympathetic branches can be described by
the ratio of low and high frequencies LF/HF2 in frequency
spectrum obtained from beat-to-beat intervals in time.
1 http://sensewear.bodymedia.com.
2 According to [10] LF/HF parameter of HRV, LF = 0.04–0.15 Hz
and HF = 0.15–0.4 Hz.
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These frequencies are obtained by means of FFT (Fast
Fourier Transformation). There is a balance between the
sympathetic and parasympathetic branches under normal
situations, placing the body in a state of homeostasis.
However, under a state of mental stress, this balance will
be altered. These states can be observed as differences
between the values of LF/HF ratio in time. Each value (LF/
HF ratio) we calculate is based on the analysis of certain
interval of signal (sliding window). We have been working
with a 4-min-long3 sliding window to get insight into how
LF/HF HRV parameters change in time. In the experiment,
we have used Kubios’s HRV [5] application to calculate
LF/HF ratio parameters (see Fig. 2 for highlighted one
4-min window from 1:00 to 5:00).
We have also used an ECG sensor in the form of a chest
strap4 that was installed on the participant’s body, and a
wire connected logging unit has been placed in a small
backpack carried by participants [18].
5.2.4 Subjective evaluation
During the post-test phase, the subjective feeling of the stress
was evaluated. The route, through which the user was
walking, has been divided into 6 parts that were described to
participants by the evaluator. Participants were invited to
sort them in descending order according to their subjective
feeling of stress in those parts. The force choice technique
(each segment had to be ordered) was used. The forced
choice principle was used to identify the most stressful
segment for later comparison with other data sources.
5.2.5 Camera
In order to record the exact movement of the participant, a
small camera has been attached to a shoulder strap of the
backpack. The camera recorded the area in front of the
participant. Participants were also recorded by a third
person for possible better analysis of the context of par-
ticipant behavior.
Fig. 2 Kubios HRV with 4 min sliding window
3 Bayevski [10] uses 5-min-long sliding window. As we have
relatively short measurements of signal, we have used 4-min sliding
window to gain more samples of LF/HF ratio.
4 In fact, it was modified ECG sensor from Polar.
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5.2.6 Observation in the field
Physical interaction with all objects on the route was reg-
istered in the log sheet. These data were gathered for fur-
ther comparison with the objects mentioned by the
participant in the interview during the post-test phase.
5.2.7 Logging
The NaviTerier application is logging all interactions the
user has performed with the mobile device so we do not
need any direct screen capturing of the display.
5.2.8 Post-test interview
After completion of the test route, participants were asked
to freely describe the route verbally to gain insight into
how they remember the route they have taken. All
remembered objects had to be mentioned and were regis-
tered in the log sheet.
5.3 Test route preparation
Our plan was to prepare a route identical for both groups of
users (experimental and control). The difference would be
in one segment only, which would contain real stress
stimuli for the experimental group and no stress stimuli for
the control group. All other segments had to be the same.
Unfortunately, we were not able to find a route that would
comply with these requirements. But according to Gray
[12], we can simulate the stress environment by verbal and
physical stimuli with a similar effect as in a real stress
environment [12]. Therefore, we decided to force evoca-
tion of stress in one of the segments for the experimental
group of participants, and all other parts of the route
remained unchanged. The second group of participants was
treated as the control group.
Forced evocation of stress has been performed through
realistic auditory and haptic stimuli associated with a
potentially threatening environment. In one of the corri-
dors, reconstruction work has been simulated. Participants
have been warned by the NaviTerier of potential appear-
ance of dangerous obstacles. The floor was covered with
plastic foil, and a vertical barrier from the plastic foil was
installed across the corridor. Buckets and other instruments
were installed on the floor to ensure a more realistic sense
of reconstruction. The control group met only the standard
corridor without any obstacles in the mentioned corridor.
5.3.1 Placing stressful stimuli
Expecting individually different reactions to the stress
stimuli, we have chosen to measure the level of stress
objectively through GSR and HRV methods as a verifica-
tion mechanism.
Placing stressful stimuli in one of the segments of the
route did not serve as a direct precursor of stress reaction.
When initially analyzing both HRV data and subjective
reports of the participants, we have found that the unsys-
tematic and uncontrolled situational variables on the route
(e.g., random social encounters, environmental features
such as distant noises that could work as navigation cues)
were causing significant stress levels in both experimental
and control groups.
5.4 Test procedure
In the experiment, we were observing two groups of users.
In the experimental group, we observed 12 blind partici-
pants, and in the control group, we observed 10 blind
participants. The complete experiment consisted of 5
consequent phases (pre-test phase, training phase, break,
test phase and post-test evaluation).
5.4.1 Pre-test phase
During the pre-test phase, participants were acquainted
with the study procedure. The principle of the NaviTerier
navigation system was explained, and instructions on how
to operate a cell phone with the NaviTerier application
were given to the participants. All sensors described in
Sect. 5.2 (ECG, GSR, camera) were installed on the par-
ticipant’s body.
5.4.2 Training phase
During the training phase, participants went through a
training route that was totally different from the test
route. The training phase took approximately 10 min, and
participants were followed by test conductors to help with
any problems that might occur. The main purpose of the
training phase was to get participants familiar with the
navigation device and to avoid any technical problems
during the test phase. Only the arm placed GSR sensor
was turned on in this phase as it needs some time to
‘‘warm up’’ for correct measurement. After passing the
training route, participants were led back to the laboratory
to have a rest, settle down and to be instructed for the test
phase.
The ECG measurement system and audio–video
recording had been switched on. Participants were
informed that they will go through the test route indepen-
dently and also given important instructions to try to
remember the route precisely so next time they could go
through the route on their own.




The whole test route consisted of 15 segments including
stairways, corridors and doors (see Fig. 3). Participants
were led at the start of the first segment that was a square-
shaped stairway. It had to be stepped 2 floors down. To
avoid any potential problems with opening of doors, all
doors on the route were kept opened.
After passing the first doors, there was a so-called
‘‘stress segment’’ highlighted in Fig. 3. Depending on
whether the participant was in the experimental or control
group, there was either the setup as described in Sect. 5.3
or just a normal corridor. The rest of the route consisted of
corridors, turns and doors.
To avoid any potential disruption of the test, there was
special emphasis on carrying out all observations (third
person audiovisual recording and field observation of par-
ticipant interaction with the environment) without being
noticed by the participants.
5.4.4 Post-test evaluation
Participants were returned to the laboratory, and all sensors
were removed from their body. They were asked to describe
the route verbally to gain the information about how they
remember the route features they have passed. All remem-
bered features (objects, corridors, crossings, etc.) had to be
mentioned and were registered in the log sheet.
Six parts of the route (defined in Sect. 5.2) were
described to participants. Participants were then invited to
sort these parts in descending order according to their
subjective feeling of stress in those parts. Forced selection
principle had been used so no two parts could be marked
with the same stress level.
Participants were informed that a video of their walk
through had been taken by a third person and they were
asked for permission for using these video recordings for
further analysis.
6 Analysis and scientific evaluation of measurements
In order to perform scientific evaluation that is typically
determined by research topics, we need tools that will
allow us to perform efficient human-based observation and
analysis of measured values. The analysis is typically a
process, where we are trying to find interesting patterns and
correlations in the data. The analysis could be facilitated by
the ability to define combinations of various parameters
and compare this newly derived information with other
previously measured data.
This scientific evaluation process must be supported by
complex visualization because it involves analysis of a
wide range and large amount of data available to the
researcher. This is additional to the data measured by the
experimental setup also providing contextual data (like
state of the NaviTerier application, environment sur-
rounding the test participant), which are essential for the
interpretation of observed behavior patterns. These data are
typical of a very different nature and data types, e.g., logs,
AV data, questionnaires (externalization and subjective
stress), observation reports (incidence with objects on the
route). The tool must be able to cope with the processing,














Fig. 3 Test route schema
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For scientific evaluation, it is also essential to be able to
inspect the visualized data from different points of view to
search for interesting behavioral patterns.
Finally, it must be possible to analyze the data across
several participants to support the analysis of similarities or
differences in user behavior or in other collected data. We
would like to see selected data side by side, with possi-
bilities to align them or to highlight same situations, e.g.,
same tasks or similar stress data trends.
• The analytical tool requirements can be summarized as
follows:
• the length of necessarily observed video must be
efficiently minimized
• only video is viewed sequentially, other data should be
visible at a glance with possibility to search, directly
access any part of data and focus on details
• data views must be synchronized
• wide range of data of very different types must be
visualized
• annotation functionality must allow efficient derivation
of new information from existing one
• any data source must be able to serve as master data,
where the focus of the researcher is paid and other data
must adapt synchronously
From the data source point of view, it is necessary that
the analytic tool can work with the following data sources:
• application model of the tested application
• log files from tested application
• observation of interactions with objects (e.g., doors,
flowers, windows) during the test
• post-test analysis (e.g., subjective evaluation of stress
level on the route, remembered objects the participant
interacted with on the route)
• HRV data recorded during study and analyzed using
Kubios HRV [5]
• GSR data and two audio/video recordings
We found out that most tools for visual data analysis
offer only static visualization of generic spreadsheets or
database data in the form of predefined visualizations, like
plots, maps, graphs or dashboards. Some tools (e.g.,
VisiFire [7]) allow for animations of the data changes.
Generally, none of these tools allow synchronous visual-
ization of the spreadsheets or database data together with
multimedia files, as in. video recordings. Observer XT
tools from Noldus [8] allow complex analysis of data
from behavioral studies together with multiple video
recordings. However, the Observer XT is not able to
provide us with custom visualizations of data like visu-
alizations of application states in the form of segment
view or show us non-standard temporal data (with no
direct mapping of values to time line), like HRV values
from Kubios, synchronized with video recording.
Because we have not found any suitable analytic tool, we
decided to use the IVE (Integrated Interactive Information
Visualization Environment) tool and develop new plug-ins
for data source import and data visualization that will suit our
test. The tool was in detail presented in [3]. An advantage of
the IVE tool, compared to generic visualization toolkits like
VTK, is that it allows quick creation of custom data
importers and custom visualization plug-ins synchronized
with multimedia files. It is designed for the analysis of
temporal data, and therefore, it is easier to develop syn-
chronized visualizations in it. Both the IVE tool and the plug-
ins used and developed for the required data source visual
analysis are described in the following sections.
6.1 Description of IVE tool structure
IVE is an interactive tool for visual analysis of data from
usability studies. IVE tries to give the usability expert the
power of the qualitative analysis tool to understand user
behavior but it also allows statistics calculation.
The IVE tool is based on the structure of Information
Visualization Reference Model [4]. This model represents
a framework suitable for implementation of various infor-
mation visualization applications. A problem with tools for
visual analysis is that in each study the data sources are in a
different format and/or different types of data are available.
The main advantage of the IVE tool is that it successfully
copes with both problems using plug-ins.
In Fig. 4, we can see how the process works. IVE uses
an internal object database and converter plug-ins to con-
vert data from raw sources into this database that basically
contains records of key/value pair or multimedia data.
Because generic objects in the internal database would
bring unnecessary complexity to both the conversion pro-
cess and reusability of visualizations, we limit the type of
internal data types. Currently, the IVE works with:
• audio/video recording,




Depending on the structure of available data, the
usability expert can use a subset of visualization plug-ins or
a subset of the visualization plug-in functionality. This
means that no data source is mandatory, but when more
data sources are available, the IVE is able to take advan-
tage of this fact and can allow interconnection of data and
therefore enhancement of visualizations, e.g., intercon-
nection of navigation segment visualization with
Pers Ubiquit Comput (2013) 17:3–14 9
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navigation segment instructions for test participant and
subjective stress rating of that navigation segment.
Because IVE limits the type of data stored in its internal
database, it is easier to develop new visualization plug-ins
for IVE. Each visualization plug-in is developed as a plug-
in with one or more views that have access to the IVE
internal database, and it can communicate with other plug-
ins through a simple message dispatching system. The IVE
tool with visualization plug-in views developed for the
analysis of data from NaviTerier navigation application is
shown in Fig. 5. Details of the plug-ins functionality and
data visualization are in the following sections.
A visualization plug-in is instantiated using the IVE
wizard that allows selection of the visualization plug-in and
selection of data sets (log file, application model, audio/
video recording) that will be used in the visualization plug-
in views. Each visualization plug-in can announce which
data sets are mandatory, and it can also limit the amount of
data sets. Some visualization plug-ins may announce
changes to other visualization plug-ins, e.g., highlighting of
the same information in other visualization plug-in views.
Instead of storing this information in the internal database,
we used a central message dispatcher that collects and
resends all messages between all visualization plug-ins.
The IVE tool was developed in Java using the NetBeans
Platform, and therefore, it includes several features typical
for this platform. First of all is the use of the built-in plug-
in update manager, which is used for all plug-ins for the
IVE tool and which allows for unified handling of plug-ins.
Second, the tool uses a window management of the Net-
Beans platform that allows for a complex placement and
manipulation or even undocking of the visualization plug-
in views in the main panel of the tool.
6.2 Timeline visualization plug-in
The Timeline visualization plug-in is the plug-in that
shows a combination of several data sources in one view
(see Fig. 6). This plug-in is able to show the log file of the
application (NT Segments timeline), additional user
Fig. 4 Schematic structure of
the IVE tool and IVE convertor
and visualization plug-ins
Fig. 5 IVE tool with Timeline visualization plug-in (a), two video viewer plug-ins (b, c) Segment viewer plug-in (d), HRV viewer plug-in
(e) and Detail window (f)
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annotations (Annotations timeline), the real position of the
user in a segment (Real segments timeline) and GSR data
(Skin conductance timeline). For each record in each line,
there is the possibility to show details in the Detail window
(described in following sections). Each timeline can be
hidden with a checkbox in front of the timeline name,
zoomed in and out using buttons on the tool bar and syn-
chronized with the master video player. When the timeline
is synchronized there is an indicator for the position in the
video and current log file details are presented in the Detail
window.
Each timeline uses a different visualization to present
data. The NT Segments timeline shows rectangles that
represent selection of new segments in the tested applica-
tion. The color represents the type of action. e.g., green
color (or ascending sequence of following rectangle labels)
means that the user selected the next segment and he/she is
probably following the test smoothly. Red color (or
descending sequence of following rectangle labels) means
that the user had to select the previous segment. That may
signal that the user had problems and such a point should
be further analyzed in the video.
The Real segments timeline shows the real position of
the user in the segment. This position may differ from
application segments when the user is lost or when he/she
starts the next segment during his/her way to the next
segment. The hue and the label represent the value of the
subjective stress rating of the particular segment, which
was collected after the test. White color (1) is lowest stress;
black color (6) is highest stress.
The Skin conductance timeline shows values of the
GSR, which are scaled into the height of the line view. The
exact values are shown in the Detail window (described in
the following section).
The Annotations timeline shows additional annotations
added during the analysis of data in the IVE tool. For each
annotation, there is a rectangle that represents start and end
time of the annotation. Annotation details are shown in the
Detail window. Each annotation (see detail of annotation
editor in Fig. 7) can store annotation description and a set
of tags that may be used for filtering of the annotations.
There are also basic video controls for easier setting of start
and end time and for repeating observation of a particular
point.
Apart from the data analysis, the Timeline visualization
plug-in is used also for time synchronization of timeline
data sets with video. All data sets in the Timeline visual-
ization plug-in use time of the day so we can easily
transform this time into the time of the master video. For
this purpose, we use the Timeline video synchronization
plug-in (see Fig. 8). We find the same time point in the
Timeline visualization plug-in view and in the Video plug-
in and add it to the Video log synchronizer window and
synchronize.
6.3 Multiple video visualization
The video viewer plug-ins are the plug-ins for sequential
replay of all video files. One video viewer plug-in always
acts as a master synchronization point, i.e., all other plug-
ins synchronize to the master time. In case we have more
then one video source, we can use other video viewer plug-
ins that are then also synchronized to the master video
viewer plug-in. The video viewer plug-in contains a scale
slider, which allows adjustment of the video depending on
the location in the IVE tool. The Slave video viewer plug-
in also contains buttons for synchronization with the master
Fig. 6 Timeline visualization
Fig. 7 Annotation window detail
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video viewer plug-in (see Fig. 9). During the test’s data
analysis, we used one master view. The number of slave
views is limited by the resources of the PC and operating
system.
6.4 Segment visualization plug-in
Segments are visualized mainly in the timeline. However,
there is additional visualization of the route segment area
in the form of image (see Fig. 10). The segment visuali-
zation is synchronized with the master video and with the
real segment data source to show the current segment.
There is also a scale slider, which allows for adjustment of
the plug-in view depending on the location in the IVE tool.
6.5 Heart Rate Variability parameter visualization
As the HRV parameter analysis is based on the FFT, the
obtained values are not assigned to a certain time. In the
IVE tool, the Heart Rate Variability (HRV) visualization
plug-in shows HRV data sets in the form of a bar graph
(see Fig. 11). The first bar represents the LF/HF ratio for
the first 4 min (4 min sliding window of FFT) of the ana-
lyzed signal. The second bar represents the LF/HF ratio for
signal from time 1:00 to 5:00 min. Every other bar repre-
sents sliding the window by 1 min.
Exact LF/HF ratio value is shown in Detail window. The
color of the bar is yellow when the actual time of video
Fig. 8 Video log synchronization plug-in
Fig. 9 Slave video viewer plug-in
Fig. 10 Route segment visualization plug-in view
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playback in the Video viewer plug-in intersects the corre-
sponding sliding window interval. Therefore, up to 4 bars
can be indicated as ‘‘active’’ and highlighted in yellow.
6.6 Detail window
The Detail window is a multipurpose window for visuali-
zation of plug-in record details. In the window, we show a
list of key/value pairs that are sent by the particular visu-
alization plug-in. In Fig. 12, you can see detail information
for the segment. There are navigation instructions derived
from the application model data set. There are also inter-
action points (points) that the participant interacted with
during the test and that the participant mentioned in the
after-test interview.
6.7 Performed analysis
In the test, we collected data from 22 participants. The
length of the tests was between 8 and 30 min. For each
participant, we got a log file from the application, his/her
GSR data (from approx. 6,000–19,000 records), HRV data
(from 4 to 20 sliding window values), log sheets from the
test and from the post-test route description. For each
participant, we recorded 2 videos.
The time for data synchronization was a maximum of
5 min, and the speed of annotation corresponded with the
findings from our previous studies with the IVE tool [3].
7 Conclusion
In this paper, we have demonstrated tools and methods for
efficient evaluation of experiments in mobile and realistic
environments. Our demonstration use case was the ‘‘Nav-
igation of visually impaired person inside buildings.’’
During such experiments, a much larger amount of data of
various kinds is generated in comparison with static and
laboratory-based experiments. We have shown that for
these kinds of experiments other methods for processing,
visualization and analysis should be used. More specific,
our analytical tool IVE is capable of handling huge
amounts of data of very different types. It offers advanced
features for synchronization of data (e.g., synchronization
of audio/visual data with HRV data that does not have
exact time assignment), visualization and analysis of con-
textual data like application state, graphical representation
of the participant’s surrounding and interaction of the
participant with objects on the route.
Thanks to the IVE tool we were able to analyze the
stress measurement data in the context of uncontrolled
situational variables that potentially cause stress and dis-
tinguished them from a true indication of stress. These data
were omitted from further analysis. Without the annotation
plug-ins and advanced synchronization features of the IVE
tool, we would be unable to detect the false indicators.
Through the global view on the various data provided by
the IVE tool, we were also able to detect other stress
stimuli that were hidden to us from simple watching of
videos (e.g., GSR values were higher when the user had to
Fig. 11 HRV data visualization plug-in view
Fig. 12 Detail window
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concentrate enormously on the NaviTerier route descrip-
tion).
During the experiment preparation and evaluation, we
found that we need some very special plug-ins (e.g.,
visualization of participant surroundings during route
walkthrough). Thus, we appreciated the efficient plug-in
interface of the IVE tool, which in less than 3 weeks
allowed us to develop 5 new plug-ins (described in Sect. 6).
Although the IVE tool was evaluated as useful, there are
still some areas where we want to focus in future work. We
found that applications with a complex layout of windows,
like IVE, are quite difficult to set up and there should be
assistance in the setup and saving of the window layout.
Also, there should be easier switching between the data set
visualization, e.g., switching between 2 users. Currently,
we have to reload all visualization plug-in views. From the
test point of view, we want to focus on analysis of inter-
actions between the user and other objects during the test,
e.g., visualize such interaction in a segment view plug-in.
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Abstract A navigation system for visually impaired users
can be much more efficient if it is based on collaboration
among visually impaired persons and on utilising distributed
knowledge about the environment in which the navigation
task takes place. To design a new system of this kind, it is
necessary to make a study of communication among visu-
ally impaired users while navigating in a given environment
and on their regularly walked routes. A qualitative study was
conducted to gain insight into the issue of communication
among visually impaired persons while they are navigating in
an unknown environment, and our hypotheses were validated
by a quantitative study with a sample of 54 visually impaired
respondents. A qualitative study was conducted with 20 visu-
ally impaired participants aimed at investigating regularly
walked routes used by visually impaired persons. The results
show that most visually impaired users already collaborate
on navigation, and consider an environment description from
other visually impaired persons to be adequate for safe and
efficient navigation. It seems that the proposed collaborative
navigation system is based on the natural behaviour of visu-
ally impaired persons. In addition, it has been shown that a
network of regularly walked routes can significantly expand
the urban area in which visually impaired persons are able to
navigate safely and efficiently.
Keywords Collaboration · Communication ·
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The main difference between navigation systems specially
designed for sighted users and for visually impaired users
lies in the level of detail of the environment description, and
in the representation of the instructions.
Sighted users and drivers are bound to streets and roads,
and the details contained in a description of these elements
are sufficient for them. However, visually impaired users
make use of different navigation features in the environment,
and a description provided by a navigation system specially
designed for sighted persons is not adequate for them [23].
Several options for navigation applications on smart-
phones are nowadays used by visually impaired persons,
although they were originally designed for sighted pedes-
trians and/or for drivers. The most common is the Nokia
Maps application, pre-installed on Symbian [21] smart-
phones, which is widely used by visually impaired users
because of their hardware keyboard and their good screen-
reader [8]. Other options are built-in navigation applications
either in Android smartphones (version 4.0 and above) [1]
with Explore-by-touch support for eyes-free interaction, or
in iOS devices with VoiceOver [2].
Situations in which orientation is lost are mentally
demanding, especially for visually impaired users, and it is
necessary to analyse ways to help them by means of naviga-
tional aids. Some partial solutions to this problem are avail-
able in the form of:
– navigation call centres (e.g. Navigation Center of Czech
Blind United—SONS [20] where navigation instructors
and operators directly navigate visually impaired persons),
– voice-enabled navigation applications for smart phones [6,
14],
– custom hardware or wearable computer aids [13,19,26].
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Fig. 1 Alice is a visually
impaired person who has
decided to visit a new art
exhibition for the visually
impaired in the city centre on a
Saturday evening, but does not
know the destination or the
route well
The last of these three solutions can involve a wide range
of sensors, e.g. cameras, headsets for communication, GPS
[12], or even Microsoft Kinect [15], to analyse images and
provide information for visually impaired users about their
surroundings.
Although all these navigation systems are designed for
visually impaired persons, none of them is ideal. Important
considerations are that many custom hardware or wearable
computer aids are in the prototype phase of development, and
only a small proportion of all aids can resolve situations in
which a visually impaired user gets lost.
The goal of our research is to explore ways to use distrib-
uted knowledge of an environment among visually impaired
users, and to design a collaborative navigation system based
on communication among visually impaired users.
1.1 Use case
Let us imagine that Alice is a visually impaired person who
has decided to visit a new art exhibition for the visually
impaired in the city centre on a Saturday evening (see Fig. 1).
She knows the address, but she does not know the destina-
tion or the route well. She does not have a computer, and
she uses a smartphone equipped with a GPS module and the
installed screen reader for all her communication (calls, mes-
sages, emails, web). If she feels unsure about the route, or
if she gets lost, she might be able to use several available
navigation methods:
– ask strangers,
– use the voice-enabled navigation application on her smart-
phone,
– call the navigation centre for the visually impaired,
– get in touch with a navigation instructor,
– a call visually impaired friend who may know the desti-
nation,
– call an unknown visually impaired person with useful
knowledge of the desired destination, who walks past the
gallery every day on the route from his/her home to a
nearby public transport stop to get to work (there may be
more than one visually impaired person able to help in this
way).
The navigation centre unfortunately does not have suffi-
ciently good information to describe the way to the gallery,
but it can at least provide information about public transport.
It is too late to get help in advance from a navigation instruc-
tor (Alice decided to go to the exhibition at the last minute),
and Alice does not know any friends who can give her a
description of the route from the public transport stop to the
gallery. In addition, Alice does not feel comfortable asking
strangers (see Sect. 2, Fig. 7). A further problem is that the
GPS signal received in that area is not accurate enough for
precise navigation via smartphone. The last option for Alice
is some unknown visually impaired person.
Identifying and selecting a visually impaired person who
can provide a sufficiently high-quality description of the des-
tination environment is not a trivial problem. Several para-
meters need to be taken into account:
– frequency of visits to the destination, date of the last visit
to the destination, direction of motion, etc.;
– preferences of the visually impaired helper, e.g. the time
schedule when he/she is available, maximum number of
incoming requests, etc.;
– the preferences of the person who is asking for help, e.g.
duration, category [25], onset of the impairment (early or
late blind), and whether he/she uses a guide dog.
1.2 Problem description
A common problem for all the existing navigation solu-
tions is the lack of an environment description especially
created for visually impaired users, focusing on special navi-
gation points and orientation cues [11,22,23], which visually
impaired users need for safe and efficient navigation. A spe-
cific description of this kind is hard to obtain, as only trained
navigation instructors can provide it in a fully satisfactory
form. Unfortunately, there are typically only a very limited
number of such instructors.
A description with obvious limitations due to the level
of impairment [3,18,24] can also be provided by visually
impaired persons. Typical navigation points and orienta-
tion cues (landmarks) provided by visually impaired persons
themselves are:
– leading lines formed by edges of the pavement, handrails,
corners of buildings, the better side of the street to travel
on, etc.,
– sounds from traffic, construction work, water, width of the
street from the echo, etc.,
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– the direction of heat from the sun at certain times of day,
– approximate distances, changes in elevation, type of
ground material.
For the names of streets, the order of turns on the route,
navigation through parks and estates, the location of a spe-
cific house in the street, etc. visually impaired people need a
description from a navigation instructor.
Visually impaired persons remember the special descrip-
tion of frequent routes provided by navigation instructors,
and can pass these descriptions on to other people. There are
many more visually impaired users with specific knowledge
than there are instructors available. The problem is that their
knowledge is limited to a few routes, and they cannot gen-
erate new complete navigation descriptions without the help
of an instructor.
An idea for overcoming these problems is to support and
facilitate direct simultaneous help between visually impaired
people, and sharing of their knowledge about certain places
(navigation points and orientation cues).
1.3 User study
Extensive research studies have already been carried out in
the field of cognitive psychology, especially research on cog-
nitive mapping, way-finding and the coding strategies of
visually impaired persons [11,16,17,22]. This knowledge is
essential for designing any navigation system for visually
impaired persons that is based on navigation instructions and
speech output.
Theoretical and empirical attempts to determine how the
spatial abilities of blind persons compare with the abilities
of the sighted population have led to the formulation of
three main theoretical frameworks [22]. The empiricist ’defi-
ciency theory’ rejects any spatial understanding of congeni-
tally blind persons due to the absence of visual experience.
However, this theory has been found irrelevant due to lack of
empirical evidence. The ’inefficiency theory’ states that the
spatial abilities of the blind are similar to those of sighted
persons, but that there is worse performance. The ’difference
theory’ claims that the blind use qualitatively different cog-
nitive strategies [16], and use different navigation points and
orientation cues than sighted people. The difference theory
leads us to the hypothetical implication that blind persons
may be able to provide other blind persons with the right
instructions, in line with the cognitive strategies that they
use.
For example, the research carried out by Bradley and
Dunlop [7] supports our idea with the finding that visually
impaired people are more efficient and have a lower workload
if they are given navigational instruction by other visually
impaired people, rather than by sighted persons who are not
trained in navigating the visually impaired. However, this
work does not cover communication on navigation among
visually impaired persons, their habits and their subjective
preferences during the process of searching for help.
Further important research has been conducted in the field
of the mental models that visually impaired persons form
about the environment in which they are moving. It has been
stated that different coding strategies for describing an envi-
ronment are used by sighted persons and by visually impaired
persons. The visually impaired tend to segment their descrip-
tion of the route, and make use of significantly more informa-
tion about the route than sighted persons. Visually impaired
persons also tend to use egocentric (body-centered) spatial
references rather than external spatial references, which are
more widely used by sighted persons [11,22]. The environ-
ment description provided by visually impaired persons is
coded by the mental model that is also used by other visually
impaired persons, and which is fundamentally different from
the mental models formed by sighted persons. For this rea-
son, the description provided by one visually impaired person
for another should be better than the description provided by
an untrained sighted person.
The principal problem is how to gather a specific descrip-
tion of the environment where visually impaired users will
navigate. As a solution to the situation described in Fig. 2, we
propose a navigation system based on collaboration among
visually impaired users.
We have defined two essential conditions for operating
a navigation system based on collaboration among visually
impaired persons:
Fig. 2 Scheme illustrating the use case (see Sect. 1.1) and showing an
environment description shared between visually impaired persons. The
blue area marks the part of the urban environment known by visually
impaired user B. Visually impaired user A has got lost in an area known
to user B. The goal of the collaborative navigation system is to identify
user B, and to connect user A to user B so that he/she can provide a
description of the area and solve the navigation problem
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Fig. 3 Resuming from loss of orientation and getting navigation
instructions: user A (Alice) shares her traveled path and a description
of her surroundings with user B (Bob). Then she receives navigation
instruction with a description of navigation points and orientation cues
and further route instructions
– the existence of communication among visually impaired
users about navigation, and the ability to share their knowl-
edge (needed for helping other visually impaired users
with navigation),
– and a sufficient length of regularly walked routes that they
remember in every detail.
The main difference from existing state-of-the-art naviga-
tion systems (see Sect. 1), which are based on a description
of the environment limited both in coverage of the city and
by the number of navigation instructors, is the utilisation of
knowledge of suitable quality distributed among a large num-
ber of visually impaired users (see Fig. 3) (common mental
models, navigation points and orientation cues).
The proposed navigation system is based on two main
principles:
– firstly, knowledge obtained from the cognitive psychol-
ogy of visually impaired people (mental models of the
environment), and
– secondly, knowledge provided by their natural behaviour
(segmenting a route rich in navigation points and orienta-
tion cues recognised by visually impaired persons).
Collaboration among users can be generalised as cognitive
information communication, in which communication takes
place at cognitive level in intra-cognitive sensor sharing (i.e.
members of the communication share what they perceive
via several sensory channels. One visually impaired person
describes what he/she hears, smells, touches, etc. to another)
[4].
The problem of identifying and selecting a suitable visu-
ally impaired person who will provide a useful description
of the environment for the lost user is not trivial, as has been
shown above (see the Sect. 1.1). The complexity of this prob-
lem leads to the problem of reality (data) mining [10].
In order to explore the possibilities of setting up and util-
ising a collaborative navigation system of visually impaired
persons, we conducted two studies.
The first study was conducted to clarify attitudes and
habits of visually impaired users in communicating with
navigation instructors, friends, family and strangers in the
situation where they have lost their way or need help with
navigation. The existence of communication among visually
impaired people is the key condition for successful function
of the navigation system.
The goal of the second study was to gain an insight into
the structure and the length of the regular routes that visu-
ally impaired persons walk in the urban environment, and
to estimate the average coverage of the city by their mental
map and their ability to navigate others along the routes. It is
obvious that there are individual differences in the distance
and in the quality of the environment description (the level
of detail of the environment that they walk in) that visually
impaired people remember, or store in mental maps. This
information is important for estimating the minimum num-
ber of users needed for successful operation of the proposed
navigation system based on collaboration among visually
impaired users.
The target group for all studies comprised visually
impaired people of different ages, different duration, cate-
gory and onset of disability and different technical skills. The
target group consisted of persons with category 4 and cate-
gory 5 blindness in the ICD-10 WHO classification [25]—
blindness with light perception (category 4) and with no light
perception—e.g. complete blindness (category 5).
2 Communication in the navigation of visually impaired
A user study was carried out in order to gain an initial insight
into the question of communication in the navigation of visu-
ally impaired users. The study consisted of a qualitative part
and a quantitative part [5].
– The qualitative study consisted of five semi-structured
interviews, and was conducted to gain an insight into the
problem and to form basic hypotheses for the subsequent
quantitative study.
– The quantitative study was conducted via an e-mail based
questionnaire. The aim was to obtain statistically valid
data and to validate the hypotheses formulated during the
qualitative study.
The recruitment of visually impaired people who will
agree to participate personally in a study is rather problem-
atic. For the quantitative study we therefore selected partic-
ipants from a group of visually impaired persons who have
already been collaborating with our department for a consid-
erable period of time.
The quantitative study was conducted via email through
the mailing list of the navigation and education centre
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for visually impaired people of Czech Blind United—
SONS [20].
2.1 Qualitative study
The qualitative study consisted of five 1-h semi-structured
interviews with visually impaired participants. The goal of
the qualitative study was to obtain in-depth information about
participants favourite means of communication with other
people, their openness to communicating with strangers, their
willingness to help them with navigation, and the privacy
problem of the location sharing and storing.
The topics for the interviews were: how often the par-
ticipants seek help from strangers, their feelings in stress
situations, their favourite narrative style for describing a
route, and their willingness to help other unknown visually
impaired people in navigating, and to participate in a pro-
gramme for collaborative navigation. When evaluating the
qualitative research results, it is necessary to consider the
potential bias due to the sensitivity of questions dealing with
participants feelings and stress.
The following topics were discussed with five participants
between the ages of 25 and 64 years (4 males, 1 female) in
the semi-structured interviews:
– the community of visually impaired persons,
– collaboration in navigation,
– experiences with location services,
– privacy issues of location sharing,
– behaviour in situations of loss of orientation.
Table 1 contains key factoids collected during the qual-
itative study with visually impaired participants. Most of
the participants had experience of navigating other visually
Table 1 Key factoids collected during the qualitative study
No. Factoid Occurrence
1 Participant has experience of
navigating other visually
impaired persons, and has been
navigated by other visually
impaired persons by mobile
phone, ICQ, etc
5
2 Navigational instructions given by
a visually impaired person about
a place that he/she knows place
are better than instructions from
a sighted person
4
3 Asking strangers in the street for
directions is a natural part of the
navigation process
4
4 Participants have concerns about
location sharing
3
impaired persons, and/or had themselves been navigated by
another visually impaired person (No. 1). Most of the par-
ticipants assessed instructions given by a visually impaired
person as better than the instructions given by sighted persons
(No. 2). Most of the participants consider asking strangers
for directions to be a natural part of the navigational process
(No. 3). More than half of the participants expressed con-
cerns about sharing their location for the purposes of helping
other visually impaired persons (No. 4).
One of the participants also mentioned that there is a
problem with finding someone suitable to ask for help—
some strangers do not want to help him/her, or do not speak
Czech—and for this reason he/she does not like to ask people
in the street.
2.1.1 Hypotheses
On the basis of the qualitative study, we formulated the fol-
lowing hypotheses:
– H1: A visually impaired user can navigate another visually
impaired user via mobile phone.
– H2: A visually impaired user will prefer navigation
instructions provided by another visually impaired person
to instructions from a sighted person.
– H3: A visually impaired user will not hesitate to ask
strangers in the street in order to get reliable directions.
– H4: A visually impaired user will allow information to be
collected about his/her location in order to help in navi-
gating other visually impaired people.
2.2 Quantitative study
The quantitative study was conducted on the basis of a ques-
tionnaire compiled from the findings obtained in the quali-
tative studies. The goal was to validate the hypotheses for-
mulated on the basis of the qualitative study (see the section
above). The questions were focused on the following topics:
– behaviour while obtaining navigation information from
strangers in the street,
– preferences in selecting contacts when seeking for navi-
gational instruction,
– navigating friends and family members via phone, email,
instant messaging, etc.,
– requesting help with navigation from friends or family
members,
– willingness to help an unknown visually impaired person
with navigation,
– privacy problems of location sharing.
Fifty-four visually impaired respondents aged from 20 to
80 years took part in the quantitative study. The respon-
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Fig. 4 Preferences in selecting a contact for help in navigating (n =
31)
dents were 36 males and 18 females, with an average age
of 47 years. 17 of the respondents were congenitally blind.
The questionnaires were sent by email to the mailing list of
the navigation and education centre of Czech Blind United—
SONS [20]. Not all of the responses were correctly filled
in, due to the of type of impairment the respondent (if only
some of the participants were able to fill the answer correctly,
the exact number is mentioned in the results), and only the
correctly filled in responses were taken into the account.
Figure 4 shows the preferences in selecting the con-
tact who will help the visually impaired person to navi-
gate in an unknown place. The higher the bar, the higher
the score (minimum = 1, maximum = 4) calculated from
the ordering of the following four variants: sighted per-
son with experience of navigating visually impaired per-
sons (score = 3.52); blind person who knows the place of
navigation (score = 3.26); sighted person with no experi-
ence of navigating visually impaired persons (score = 2.19);
and blind person who does not know the place of navigation
(score = 1.03).
Most of the respondents selected a sighted person with
experience in navigating visually impaired persons as the best
option for getting good navigational information (navigation
instructor). The important fact is that the respondents selected
another visually impaired person as the second best option
for getting good navigation information, rather than a sighted
person with no experience of navigating visually impaired
persons.
Due to the complicated instructions on how to answer
the question from which Fig. 4 emerges the ordering of 4
variants—complete responses were collected from only 31
respondents.
Figures 5 and 6 show the behaviour in a situation when the
visually impaired user helps or is guided by another visually
impaired friend or family member. The majority i.e. 67 %
of the respondents (daily 2 %, weekly 2 %, monthly 10 %,
yearly 53 %) have experience of navigating friends or family






Several times a week (2%) 
Several times a month (10%) 
Several times a year (53%) 
Do not help (33%) 
Fig. 5 Percentage of respondents helping friends or family members






Several times a week (0%) 
Several times a month (8%)
Several times a year (41%) 
Not guided (49%) 
Fig. 6 Percentage of respondents who are guided by friends or by




Often, I find it a natural part 
of the navigation process 
(49%) 
I do not like asking unknown
people, first I try to find the 
way myself (47%) 
I do not ask unknown people 
(4%) 
Fig. 7 Asking strangers in the street for directions (n = 54)
guided themselves i.e. 51 % of the respondents (daily 2 %,
weekly 0 %, monthly 8 %, yearly 41 %).
About one half of the respondents (51 %) do not like asking
strangers for help or do not ask them at all (47 %, do not
ask; 4 % do not like to ask). However, the remaining 49 %
consider asking strangers in the street to be a natural part of
the navigation process (see Fig. 7).
Figure 8 shows that 68 % of all respondents have no con-
cerns about sharing their location in order to help a visually
impaired user in need of help to find the right contact. Only
12 % of the participants (mind 4 %; mind to some extent 8 %)
would have problems with location sharing.
2.3 Discussion
It seems that hypothesis H1 is proven, as the visually impaired
users reported that they can navigate or be navigated by other
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Do not mind (68%) 
Rather do not mind (12%)
Do not know (8%) 
Rather mind (8%) 
Mind (4%) 
Fig. 8 Percentage of respondents concerned about location sharing (n
= 54)
visually impaired users. Figures 5 and 6 show that visually
impaired users already collaborate on navigating in small
groups of users—family or groups of friends. We believe
that appropriate tools and aids could further enhance the col-
laboration of these groups. These tools and aids should help
to connect visually impaired users who do not know each
other but can collaborate in navigating.
Hypothesis H2 is valid if we only take into consideration
untrained sighted persons. H2 is not valid for expert sighted
persons. Figure 4 shows that visually impaired people rate the
quality of the description provided by a sighted expert more
highly than the description provided by a visually impaired
person who knows the area.
Respondents seem to expect that the description provided
by a sighted expert will be more customised to their needs,
as the expert has more information sources available.
The validity of hypothesis H3 is not proved. 51 % of the
participants hesitate to ask strangers for instructions for nav-
igation (see Fig. 7). However, the size of this group of par-
ticipants can be attributed to a fact mentioned by one of the
participants in the qualitative study—the problem of finding
a suitable person who is willing to help. We believe that this
problem can be solved by implementing our future system,
where all of the users proposed by the system to provide
help will have valuable information for navigation and will
be willing to help.
In order to select accurately a suitable person to provide
the right information for a visually impaired person who is
lost, the location of all users needs to be stored and analysed.
As is shown in Fig. 8, 68 % of all respondents have no prob-
lem with location sharing and location storing. If we add
in those participants who do not mind only to some extent
(12 %), a total of 80 % of the participants provide support
for hypothesis H4.
3 Regular routes of visually impaired
We conducted a second study aimed at getting an insight
into the routes that visually impaired people often walk in
an urban environment, and at measuring the average route
length per participant to estimate the minimum user base
for our proposed navigation system based on collaboration
among visually impaired persons.
A regular route is a route that a visually impaired person
walks very often (e.g. weekly) and is able to describe in great
detail with leading lines, navigation points and orientation
cues recognisable by visually impaired persons. These routes
can typically lead from home to the nearest public transport
stop, shop, school, work, etc.
Visually impaired persons were recruited via the mail-
ing list of the navigation and education centre for visually
impaired people of Czech Blind United—SONS [20].
3.1 Method
We first considered long-term GPS tracking as a method for
collecting regular routes of visually impaired people. As we
are interested in regularly traveled routes, we planned to track
each person for a period of approximately 4 weeks. Then we
would make an interview to verify the quality of the envi-
ronment description remembered by the visually impaired
participants.
On the one hand, a long-term field study would provide
more data for the measured regular routes, and would, for
example, enable us to observe how long it might take to
learn a new route. On the other hand, a long-term field study
would require additional interviews to find out the level of
detail of the stored description of the environment (and also
to prove that the new routes had been learned), and it would
require a long time for observations. This would prolong the
experiment excessively, in view of the number of participants
needed. There would also be a problem with removing data
gathered in public transport from the regular routes, as we
are only interested in the routes that visually impaired people
walk and the mental model of the environment that they cre-
ate. There would also be problems with coping with the poor
accuracy of GPS in an urban environment (possible errors in
tens of meters). In addition, the participants would have to be
trained in operating tracking devices, e.g. charging batteries
and carrying out basic maintenance tasks.
Considering all pros and cons of the method discussed
above, we decided to choose a qualitative approach. This
would enable us to explore regular routes in greater detail
(e.g. which side of the street the participant walks on). We
invited 20 visually impaired participants with category 4
blindness and category 5 blindness on the ICD-10 WHO
classification scale [25] (category 4: blindness with light per-
ception, and category 5: blindness with no light perception)
to discuss regularly traveled routes in an urban environment.
There were ten males and ten females, average age 42.3,
average duration of disability 26.3 years. Eight out of the 20
participants had category 4 blindness, while 12 had category
123
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20 10/10 8/12 42.3 26.3 9/11
Table 3 Results of the study of regularly walked routes






20 4.6 km/part 93.3 km 4.2/part
5 blindness [25]. Nine participants were congenitally blind,
and 11 participants were late blind. Two participants used a
guide dog. Sixteen participants in the study lived in Prague,
and the four remaining participants lived in other large towns
(see Table 2).
The main objectives of the interviews were to:
– identify regular routes walked by the visually impaired
participants,
– measure the approximate length of the regular routes,
– estimate the contribution of the regular routes walked by
the visually impaired persons to the current network of
public transport,
– estimate number of participants needed to ensure success-
ful operation of a collaborative navigation system.
The participants were asked to describe their weekly
walked routes, e.g. to their work, shops, library, the near-
est public transport stop, etc., in as great detail as possible,
as if they were navigating another visually impaired person.
Later we reconstructed the routes from the recorded descrip-
tion on to a map, measured the length of the walks for each
participant, and created a heat map (see Figs. 12, 13). We
included both directions for some routes (e.g. from home to
the bus stop and back), as the description of the route can dif-
fer significantly in the leading lines, the slope of the surface,
and other navigation points and orientation cues.
3.2 Qualitative study
The 20 visually impaired participants who were interviewed
walk a total of 93.3 km of regular routes, and are able to
describe the environment of these walks (see Table 3). This
sum represents the length of unique regular routes for all
participants (e.g. the route to the shop twice a week counts
as one unique regular route). The mean length of the routes
per participant is 4.6 km. The participants in the study visit
4.2 destinations, on an average (e.g. restaurants, workplaces,


















Fig. 9 Effect of the onset of blindness (congenital blindness or late


















Fig. 10 Effect of the category [25] of blindness on the mean length of
the regularly walked routes (n = 20)
stops from home are not counted as destinations if they lie
on the way to other places.
Figure 9 shows the effect of congenital blindness and late
blindness on the length of the regularly walked routes. There
is a significant difference in the mean length of the routes
for the late blind group, whose members walk 1,709 m fur-
ther than the congenitally blind group. We think this may
be partly due to inertia from the time when the participants
were sighted, and when they had greater mobility and trav-
eled more around the city. On the other hand, the group of
congenitally blind persons tends to optimise from birth, and
to use the best (safest) route. They also tended to use pub-
lic transport as much as possible. However, this assumption
needs to be further investigated in a study of the different
cognitive mapping strategies employed by congenitally blind
and late blind persons.
Figure 10 shows the relation between different categories
of visually impairment and the length of the regularly walked
routes. The participants with blindness with light percep-
tion (category 4) had on an average 982 m longer regular
routes than participants without light perception. This may
be because visually impaired participants with category 4
123
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Table 4 The effect of the combinations of onset and category of blind-
ness on the mean length of the regularly walked routes
Category 4 Category 5
Congenitaly blind 5.3 km/part 2.5 km/part
Late blind 5.2 km/part 5.6 km/part
blindness use the remains of their sight (light perception) as
a navigation aid, or because they have a deteriorating impair-
ment and still retain many visually-oriented memories of the
environment. Table 4 shows the mean length of the regu-
larly walked routes for combinations of different onsets and
categories of blindness.
Figure 11 shows data for all participants, together with
their age. As expected, there are significant differences
among the participants. Some of the participants walk long
routes to the nearest public transport, or just for recreational
walking. On the other hand, other participants avoid walking
and use public transport as much as possible, or use a guide
for unknown or complicated places.
Figure 12 shows a heat map, which maps a number of
routes in a certain place from blue to red values. Red areas
indicate places where there are larger numbers of regularly
walked routes involving one participant or more. Similarly,
Fig. 13 shows the same heat map for the whole city of Prague.
3.3 Discussion
Many of the regular routes of the participants start or end
at public transport stops, which are usually easily accessible
for visually impaired people. The total length of the public
transport network in Prague is 1,029.8 km (subway 59.4 km,
tram 142.4 km, bus 828 km) [9]. The regular walking routes
taken by the 20 visually impaired persons who participated
in the study have a combined total length of 93.3 km. These
walking routes extend the current public transport network
by 9 %, and create access to areas around public transport
stops.
Fig. 12 Heat map of routes in city center of Prague
To cover the area accessible nowadays by public transport,
the proposed collaborative navigation system for visually
impaired persons would require approximately 200 active
users for Prague (with none of them sharing the same route).
The Blind United Union (SONS [20]) has over 10,000 mem-
bers in the whole Czech Republic. Considering that one tenth
of the population lives in Prague, there will be at least 1,000
visually impaired persons in the city. This number corre-
sponds with the estimated number of 10,000–20,000 visually
impaired (blind) persons in the Czech Republic. These num-
bers meet the essential condition there should be a sufficient
length of regular routes to make the collaborative navigation
system feasible.
4 Conclusion
The results from the first study have revealed that most of the
hypotheses about communication among visually impaired
Fig. 11 Relation between the
age of the participant (orange
line) and the length of the
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Fig. 13 Heat map of routes in whole city of Prague
people during navigation were correct, and provided impor-
tant insights into the problems (see Sect. 2).
The data collected from the second study on regu-
larly walked routes showed that visually impaired persons
remember quite long route descriptions (in cognitive maps)
and that they are able to describe them to other people
with all important navigation points and orientation cues
(see Sect. 3).
In summary, our studies have shown that both communi-
cation in navigation and regular routes of visually impaired
people exist in suitable amounts and in suitable quality.
These were the essential conditions for attempting to set up
a navigation system based on collaboration among visually
impaired persons. Both essential conditions have been ful-
filled, and it has been shown that successful operation of the
system is feasible.
The navigation system based on collaboration requires the
collection of data on regular routes for future analysis, and
the selection of visually impaired people who can provide
help with navigation. Pilot testing and data collection should
therefore be set up. The selection of participants suitable for
the pilot testing will be based on their technological skills, as
they will be required to interact with an early prototype of the
data collecting application. The algorithm for recommending
appropriate contacts for help will be created on the basis of
the data collected from the pilot testing.
We are also currently focusing on the behaviour of visu-
ally impaired people in situations when they contact another
unknown visually impaired person for help in navigation.
A field study is currently running with participants who are
intentionally navigated with wrong instructions and therefore
get lost. The goal of this study is to observe the navigation
points and orientation cues that are used by visually impaired
persons who are lost to describe their situation, and the typ-
ical course of a conversation with another unknown visually
impaired person.
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In this paper we present a novel method of simulating 
mouse clicks while the cursor is navigated by head 
movements tracked by webcam. Our method is based 
on simple hummed voice commands. It is fast, 
language independent and provides full control of 
common mouse buttons. Our method was compared 
with other three different methods in an experiment 
that proved its efficiency by means of task duration. 
Keyword 
Non-Verbal Vocal Interface, Voice Interface, Head 
Tracking, Accessibility, Comparative Study 
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Interfaces – Input devices and strategies; Voice I/O. 
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Introduction 
Complex graphical user interfaces (GUI) are present 
not only in desktop computers, but they also appear in 
other areas such as Rich Internet Applications (RIA) on 
the Internet. The efficiency of interaction with such 
complex GUI is strongly dependent on the efficiency of 
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 the way the mouse is used. For users with limited 
motor abilities (especially upper-limb impaired users) 
the use of mouse could be a serious problem. These 
users need an alternative way of mouse control. There 
are several hands-free mouse solutions which can solve 
the problem of cursor control satisfactorily, but not the 
problem of simulation of mouse clicks (see State of the 
Art). The set of the mouse clicks simulated is either not 
complete or too complicated for the user who cannot 
simulate mouse in full extent. 
State of the Art 
Several methods have been used to simulate mouse 
clicks. The camera mouse system [1] used a dwell time 
method. A mouse click was generated, when the user 
kept the mouse cursor within a 30-pixel radius for 
0.5 s. The dwell time method is capable of simulating 
left click only and does not cope with other mouse 
events such as right click, double click, dragging and 
scrolling. Moreover the method raises the Midas touch 
problem [4], as the user cannot stop the cursor without 
issuing a left click. It can be solved either by adding 
places where the user can stop the cursor [1] or 
displaying a pop-up menu after the dwell time 
expires [11]. 
Tracking various face features can be also used to 
simulate mouse clicks. For instance, a system published 
by Tu [10] responded to the state of user’s mouth. It 
was capable of simulating left click by opening the 
mouth and right click by stretching the mouth. 
Dragging was provided by moving the cursor while 
keeping the mouth open. Another system called 
hMouse [2] triggered left and right clicks when the turn 
of user’s head exceeded a specific threshold angle. 
There was no solution for dragging and scrolling 
reported. 
There are also several multimodal systems that use 
different interaction channel to simulate mouse clicks. 
Nouse [3] employed a computer keyboard, which is a 
rapid and complex solution, however, the users still 
need to use their hands and such solution cannot be 
used for disabled people with severe upper-limb 
impairment. Another modality that can be used for 
simulating mouse clicks is speech. Multimodal system 
published by Loewenich and Maire [5] defined five 
simple speech commands (click, double, right, hold and 
drop) that covered all clicking and dragging operations. 
Ronzhin and Karpov [8] published similar system that 
defined 30 speech commands covering clicking, 
dragging and scrolling one by one line. Remaining 
commands were used as shortcuts to common 
operations such as open a file, exit an application, 
copy, paste etc. 
Our Solution 
In our system non-verbal vocal interaction (NVVI) [6, 
9] is used for simulating mouse clicks. This interaction 
method can be characterized as using other sounds 
than speech, such as humming, to control user 
interfaces. In our case, hummed voice commands are 
determined by its pitch and length. Expected pitch 
profiles of the commands are depicted in Figure 1. Left 
click (1a) is defined as a short tone produced below 
user-specific threshold pitch. Double click (1b) is 
defined as two consecutive left clicks. Right click (1c) is 
a short tone above the threshold pitch. Drag (1d) is a 
long tone. The difference between long and short tone 
is 0.5 s. However, this value can be modified according 
to preferences of the user. Drop operation does not 
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 have its own command and it is triggered by short or 
long tone. Scrolling (1e, 1f) is performed when 
significant increase or decrease in pitch is detected. 
Amount of lines scrolled is determined by length of the 
voice command in real time. Continuous real-time 
control is a significant advantage of NVVI [9]. Using 
speech the user has to explicitly specify the amount of 
lines scrolled, which is rather awkward. Note that in 
order to keep our method simple, minimal amount of 
voice commands was used. Moreover, commands are 
very simple and short for the most frequent operations 
(clicking) and they are a bit more complicated for 














Figure 1. Non-verbal vocal commands used to simulate mouse 
clicks. a. left click, b. double click, c. right click, d. drag, e. 
scroll down, f. scroll up 
This method is very well suited for real-time control, as 
the hummed commands are recognized much faster 
than verbal commands [9]. They are also culturally and 
language independent. On the other hand this is a very 
unusual way of interaction and the users have to get 
used to it [6]. 
Experiment 
The aim of the experiment was to determine the 
efficiency of our solution. We compared our NVVI 
method with other three different methods for 
simulating mouse clicks in terms of speed and error 
rate. The following four methods were prepared for the 
comparison test: 
 Non-verbal vocal interaction (NVVI) as described in 
previous section. Scrolling voice commands were not 
included in the experiment. 
 Speech commands. Regarding the fact that all 
participants were Czech native speakers we used Czech 
commands recognized by MyVoice application [7]. 
Commands and their English equivalents are listed in 
Table 1. 







Klik Click Left click 
Dvojklik Double Click Double left click 
Pravý klik  Right click Right click 
Vzít Drag Left button down 
Položit Drop Left button up 
 Computer keyboard. Mouse buttons were mapped 
to keystrokes. Alt + left arrow corresponded to left 
mouse button and alt + right arrow to right button. 
Arrows up and down corresponded to mouse wheel. 
This method was chosen as a reference test. 
 Head gestures. This solution combined the dwell 
time approach with a pie menu (see Figure 2). When 
the mouse cursor did not significantly move for 0.5 s, 
the pie menu appeared and concrete operation was 
chosen by moving the cursor over the menu as 
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 depicted in Figure 2 by red arrow. This method does 
not suffer from Midas touch problem [4] and all mouse 
operations can be simulated. The menu can be 




Figure 3. Setup of the experiment. 
In order to navigate the cursor by head throughout the 
experiment, a head tracking system described in [11] 
was chosen. A cheap webcam can be used by the 
system to track the head of the user and convert its 
position and turn to position of the mouse cursor on a 
screen. An absolute mode is used as described in [5], 
i.e. the position of head is directly mapped to the 
position of the mouse cursor. A 17” LCD monitor with 
native resolution 1280 x 1024 pixels was used. There 
was a webcam mounted on the top of the monitor that 
provided data for head tracking. While using vocal 
modalities the participants used headphones with 
microphone. The experiment setup is depicted in 
Figure 3. 
For the experiment four mouse click simulation tasks 
were defined. In every task the participants had to 
move the cursor to particular circle as shown in Figure 
4 and perform specified clicking operation. The 
participants had to start with circle 1 and continue until 
circle 16 was reached. Part of expected cursor 
trajectory is shown by red arrows. Every task defined a 
different mouse operation to be performed in the circles 
as follows: 
 Task Pointing. No clicking was involved. This task 
was included for reference purposes. 
 Task Left Click. Only left click had to be simulated. 
 Task Multi Click. Left, right and double clicks were 
simulated according to caption of circles. 
 Task Drag & Drop. Drag and drop operations were 
involved. 
 
The participants had to pass through overall 16 tasks 
(four tasks using four modalities for simulating mouse 
clicks). In order to minimize learning effect, the 
sequence of methods and tasks was shuffled. Moreover 
every task had to be undertaken twice and data were 
measured only in the second try. The objective data 
collected were processed into three indicators as 
follows: 
 Task duration, which is the duration between the 
first and last operation in a task including error 
operations. This indicator is used to measure the 
efficiency of each method. 
 Click duration, which is duration between passing 
the border of a small circle and a correct click. 
 Error rate, which expresses the number of wrong 
clicks relative to number of total clicks. 
 
Due to the long-lasting single session (about 50 
minutes), we did not include scrolling capabilities of 
evaluated methods. After each session the participants 
 


















Figure 4. Task template. 
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 were given a post-test questionnaire to subjectively 
assess speed, comfort and accuracy of each method. In 
the experiment 54 participants without disabilities took 
part. They were recruited from university students 
(mean age=23.5, SD=0.98) and were technically 
oriented and experienced computer users. The 
participants were trained to perform NVVI and head 
gestures in a training session which was conducted 
before the experiment and lasted approximately 15 
minutes. Speech and keyboard methods were not 
trained because speech is a natural form of interaction 
and participants were experienced enough in using 
keyboard. 
Results 
In Table 2 the results of the experiment are 
summarized. Mean times (task and click durations) of 
each method in three tasks are shown in rows. As these 
times are compared in each row, the speed of the 
methods can be evaluated without exception as follows: 
Keyboard < NVVI < Speech < Head gestures 
ANOVA test and Scheffé’s method were used to find 
statistically significant (p < .01) differences in mean 
times of each task. Most of them are significant except 
those shown in grey color in Table 2. Our method is the 
fastest among hands-free methods (speech and head 
gestures), however, it is slower than keyboard, which 
on the other hand is unusable for severe motor 
impaired users. 
Error rate results are summarized in the last row of 
Table 2. The head gestures method experienced the 
lowest error rate. This is probably caused by the 
relatively high time penalty, when the user selects a 
wrong option. In this case the cursor has to be 
navigated to the initial position and the user has to wait 
for pie menu popup (dwell time). This leads to much 
more careful interaction. However, we believe, that this 
behavior can be improved by personalizing the dwell 
time and size of the pie menu. The error rate of NVVI 
was the highest one (6.11%), which is caused by 
insufficient training involving only one session. 
According to longitudinal studies [6, 9] four training 
sessions are enough to minimize error rate of the NVVI. 
Table 2. Mean times and standard deviations (SD) for each task and modality. Grey cells in one row correspond to means that are not 
statistically different. Overall error rates for each method are shown in the last row. 
Speech NVVI Keyboard Head gestures  
Mean Time [s] SD [s] Mean Time [s] SD [s] Mean Time [s] SD [s] Mean Time [s] SD [s] 
Task Duration 49.6 7.4 39.0 7.8 34.0 6.5 60.9 9.7 Left 
Click Click Duration 1.342 0.277 0.875 0.203 0.524 0.175 1.927 0.260 
Task Duration 55.1 7.7 49.5 12.9 39.3 7.0 71.1 14.3 Multi 
Click  Click Duration 1.639 0.374 1.358 0.526 0.706 0.213 1.977 0.415 
Task Duration 51.0 6.7 44.5 8.2 36.3 6.8 70.5 9.9 Drag & 
Drop Click Duration 1.430 0.274 1.256 0.249 0.558 0.186 1.667 0.314 
Error rate [%] 3.53 6.11 4.09 1.75 
Table 2. Mean times and standard deviations (SD) for each task and modality. Grey cells in one row correspond to means that are not 
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 Nevertheless the time penalty caused by these errors is 
already included in the task duration indicator. 
Table 3. Questionnaire results. Scale 1 (=worst) … 5 (=best). 
Mean values are displayed. 
 Speech NVVI Kbd. Gest. 
Speed 3.33 3.50 4.72 2.11 
Comfort 3.74 2.81 4.30 2.89 
Accuracy 3.94 2.94 4.81 3.04 
 
Subjective results are shown in Table 3. Head gestures 
were subjectively rated by the users as the worst 
method and keyboard as the best. Even though NVVI 
was faster than speech, it was perceived worse in 
comfort and accuracy. 
Conclusion 
In this paper we have described a method for mouse 
clicks simulation based on humming (NVVI). This 
method is capable of simulating all common mouse 
buttons including mouse wheel for real-time scrolling. 
Our method was compared with other three methods 
(speech, head gestures and keyboard) and it was the 
second fastest, although it experienced the highest 
error rate. The subjective perception of the accuracy 
and comfort was also rated as the lowest. In the future, 
we will conduct longitudinal tests with disabled users in 
real applications and combine more modalities in the 
system to provide more efficient control of a computer. 
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Appendix E
Avatar and Dialog Turn–Yielding
Phenomena
Kunc L., Mikovec Z., Slavik P.: Avatar and Dialog Turn–Yielding Phenomena. In
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7DEOH  VXPPDUL]HV VRPH RI WKH WXUQ
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(&$LQD VSRNHQGLDORJV\VWHP WRDVVHVV LWV
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DXWKRU 2VFDU:LOGH 7KH GLDORJ GDWD VRXUFH
IRU WKH VHFRQG SRVWWHVW H[SHULPHQW WULHV WR

























7KH H[SHULPHQW UHTXLUHG DQ DSSOLFDWLRQ WKDW
LVFDSDEOHRIJHQHUDWLQJ(&$VHTXHQFHVDQG
WKDWDOORZVIRUPRGLILFDWLRQRISDUDPHWHUV7KH
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WKH WXUQ\LHOGLQJ FXHV DUH FUHDWHG 7DEOH 
VKRZV YRFDO DQG YLVXDO WXUQ\LHOGLQJ FXHV
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Abstract. The pitch-based input (humming, whistling, singing) in
acoustic modality has already been studied in several projects. There is
also a formal description of the pitch-based input which can be used by
designers to define user control of an application. However, as we discuss
in this paper, the formal description can contain semantic errors. The
aim of this paper is to validate the formal description with designers. We
present a tool that is capable of visualizing vocal commands and detect-
ing semantic errors automatically. We have conducted a user study that
brings preliminary results on comprehension of the formal description by
designers and ability to identify and remove syntactic errors.
Keywords: Non-verbal Vocal Interaction; Vocal Gesture; Formal De-
scription; User Study.
1 Introduction
The Non-Verbal Vocal Interaction (NVVI) can be described as a method of in-
teraction, in which sounds, other than speech, are produced. There are several
approaches described in the literature which include using pitch of a tone, length
of a tone, volume, or vowels in order to control the user interfaces. The NVVI
is an interaction method that has already received a significant focus within
the research community. It has been used as an input modality for people with
motor disabilities [7][3] as well as voice training tool [2]. It is a method that
shares some similarities with Automatic Speech Recognition (ASR). However,
when comparing both interaction styles, several differences are revealed. Several
reports, including mouse emulation [1] or controlling real-time games [7], sug-
gest that NVVI is better fitted to continuous control rather than ASR. NVVI is
cross-cultural and language independent [8]. Unlike ASR, NVVI generally em-
ploys simple signal processing methods [3]. Due to NVVIs limited expressive
capabilities, ASR is better at triggering commands, macros or shortcuts. NVVI
should be considered as a complement to ASR rather than replacement.
To design an application controlled by speech a set of word patterns or gram-
mar must be defined. This grammar will then allow the ASR to recognize a range
of expected words used in utterances. Likewise, a designer can also use a similar
formal method for pitch-based NVVI.
R. Bernhaupt et al. (Eds.): HCSE 2010, LNCS 6409, pp. 190–197, 2010.
c© IFIP International Federation for Information Processing 2010
90
Understanding Formal Description of Pitch-Based Input 191
Fig. 1. NVVI signal processing pipeline
The signal processing pipeline for most pitch-based NVVI systems is depicted
in Figure 1. Pitch is extracted from the sampled signal in a short discrete periods
of time called frames. The typical duration of one frame is approximately 20 ms.
The formal description of the NVVI and a stream of frames are then matched
together, followed by generation of an appropriate action.
2 Formal Description
When designing a set of voice gestures, the designer must describe an ideal
pitch profile for each gesture. These ideal pitch profiles are then referred to as
gesture templates and they are usually represented in graphic form as shown
in Figure 2. However, the users are unable to produce an ideal pitch profile.
The interpretation of gesture templates by the user is referred to as gesture
instances. An example of the relationship between a gesture template and its
instances is depicted in Figure 2. Note that slightly different instances share
the same semantics defined by the gesture template which is in this case an
increasing tone. Once gesture templates are designed in a graphic form, they
can be described by a Voice Gesture Template (VGT) expressions. Design of
VGT expression is described in detail in [5]. These expressions are similar to
regular expressions. They have two terminal symbols p and s that correspond
to pitch and silence. They also use an operator * for repetition and operator
| for the choice. However, there are several symbols with different meanings,
for example brackets [ ] which are used for more sophisticated conditions and
brackets <> which are used for output definitions to trigger an action. The use
of VGT expressions is illustrated in Figure 3. The gesture template depicted
in Figure 3 describes instances which start under midi note 60 and increase in
pitch to more than 4 midi notes. Midi notes [4] are numerical representations of
traditional notes in western music notation, for example, midi note number 60
Fig. 2. Relationship between a gesture template and its instances
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Fig. 3. VGT expression and its graphical representation of gesture template
corresponds to c’. The Figure 3 also illustrates the relation of VGT expression
and the graphic representation of the gesture template. This process can be
divided into four parts:
1. In the first part, the frame p1 is matched to the expression when its pitch
is under midi note 60. This is ensured by the condition [p1.m < 60] where
the attribute .m is a midi note value of the frame p1;
2. Then all pitch frames p* are matched until the difference between the pitch
of a current frame and the frame p1 is higher than or equal to 4 midi notes
(frame p2). This is ensured by the condition [p2.m - p1.m >= 4];
3. After satisfying the condition in the 2nd step, all pitch frames p <move>*
are matched and the output symbol move is triggered with each frame;
4. The processing of the template is completed, when a silent frame s is matched.
3 Semantic Errors
Semantic information, that describes pitch profiles of gesture templates, is en-
coded by a VGT expression. However, the description of gesture templates may
be affected by semantic errors which cannot be detected while parsing the ex-
pression. A semantic error can also appear in a VGT expression when a new
gesture template is added to the expression. The expression must be checked
by tedious experimenting that involves user input to see if all templates are
recognized correctly. Our research has identified two frequent types of semantic
errors which cause improper behavior in gesture recognition – ambiguous and
unreachable templates.
Two gesture templates are ambiguous if there is at least one gesture instance
that satisfies both templates. The reason this error frequently occurs is due to
an imprecise template description. In a real application there is typically a large
number of instances fulfilling the condition of ambiguity. This semantic error is
typically demonstrated by the generation of two or more output symbols in one
frame.
The gesture template is unreachable when there is no instance matching the
template. This can, for example, be caused by a condition that is always false,
the template does not take into account human capabilities, or there is an-
other gesture template that prevents the unreachable template from matching
instances.
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3.1 Semantic Error Detection
Detection of semantic errors, which are described above, requires analysis of ges-
ture instances that can be generated by a VGT expression. We have implemented
a tool which is capable of displaying possible gesture instances and automatically
identifying semantic errors. It also allows deeper understanding of matching an
instance to an expression by tracking its pitch profile. After generating all possi-
ble instances that match the expression, the tool checks if each instance belongs
to just one template (ambiguity condition) and if each template has at least one
instance (unreachability condition).
Fig. 4. Tool for vocal gestures visualization and semantic error detection
The user interface of our tool is depicted in Figure 4. Part A of the Figure
shows a dialog which contains a list of templates and number of instances. The
dialog shows semantic errors within the VGT expression by displaying both
ambiguous and unreachable templates (see the Status column). The user can
display instances by selecting an appropriate row. When selecting a row with
ambiguous templates, instances cause the ambiguity are displayed in part B.
Gesture instances are shown in the part B of Figure 4. The horizontal axis
represents frames converted into timestamps in milliseconds and the vertical
axis represents pitch using midi note numbers [4] starting with silence at the
bottom. The black lines represent the generated gestures. When there are a lot
of instances and their typical pitch profile is not visible, the user can display
these instances and track them from the beginning to the end. When tracking
an instance, the corresponding position of a VGT expression is highlighted in
the VGT Expression Debugger (dialog in part C). Horizontal and vertical bars
represent the current position, the bold line represents the part of an instance
that has been already tracked and the blue lines show the further extending of
a current instance.
93
194 O. Pola´cˇek and Z. Mı´kovec
The VGT expression is shown in dialog C. The current position of tracked
instance is highlighted directly in the VGT expression by a yellow background,
allowing the user to inspect how the instance is matched to its template. This is
a very useful feature when inspecting instances that correspond to two or more
ambiguous gestures, as the user can now clearly see the cause of the ambiguity.
Current pitch values of numbered pitch frames are shown below the expression.
4 User Study
The aim of the user study was to find out whether the designers could under-
stand VGT expressions, and to demonstrate the usefulness of the tool described
in the previous section. Eight designers were recruited to participate in the study.
Each participant (mean age=29.6, SD=2.8) had some previous experience with
NVVI – four of them knew the interaction method, three had used it at least
once and one had previously designed an NVVI application. Seven of the par-
ticipants considered themselves as interaction designers and the remaining one
as a usability expert. All participant were familiar with regular expressions.
The participants were given approximately 20 minutes of training, which in-
volved discussing the syntax of two VGT expression examples as well as semantic
errors. The participants were asked to complete three tasks. In each task they
were told to recognize the gesture templates in given VGT expression by describ-
ing them orally and sketching a graphic representation of each template. They
were also asked to identify any semantic errors that may have been present in
the expressions and to propose a solution for each. However, they were not told
to write a new corrected expression due to limited time of each session. One ses-
sion lasted approximately one hour. Participants were divided into two groups
of four – Group A and B. Group A was allowed to use the tool described above,
whereas Group B was not allowed to use any aid.
Task #1
In the first task participants were told to analyze the following VGT expression:
p1 p* (p2 [p2.m - p1.m > 4] p* s <alpha> |
p3 [p2.m - p2.m > 8] p* s <bravo>)
The expression above describes the two templates as depicted in Figure 5a.
The alpha template defines instances where pitch increases by 4 or more midi
notes. The bravo’s instances have to increase by 8 midi notes. However, the
bravo template is unreachable, as the condition in the alpha template is always
matched earlier.
Group A (Use of tool): Each participant correctly understood the templates and
discovered that the gesture bravo was unreachable. Two participants proposed
a partially correct solution.
Group B: One participant misunderstood the bravo template and consequently
could not see an error. The other participants miscategorized the error as am-
biguous. Two participants proposed a partially correct solution.
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a. b.
Fig. 5. a. Gesture templates in the task #1 b. Gesture templates in the task #2
Task #2
The second task contained gestures used in the Tetris game controlled by hum-
ming [7]. The participants were again told to analyze the VGT expression:
p1 p*
(p2 [p2.m - p1.m > 4] p <alpha>* s |
p3 [p1.m - p3.m > 4] p <bravo>* s) |
p*200;600 s <charlie> |
p*500; s <delta>
The expression above describes the templates depicted in Figure 5b. Alpha in-
stances have to increase in pitch by 4 or more midi notes, whereas the bravo
instances have to decrease by the same amount. Charlie instances are short
tones of 200 to 600 ms and delta instances are all those that are longer than 500
ms. Two ambiguities are present in the expression. The first one is a time overlap
in charlie and delta templates. The solution is to modify one of the limits. The
second error is a pitch overlap between alpha, bravo and charlie, delta templates,
due to the latter two not defining a pitch limit. The solution is to limit the pitch
in charlie, delta templates to within ±4 midi notes.
Group A (Use of tool): Each participant understood the presented templates.
One participant incorrectly identified the gestures initially, but corrected their
interpretation after using the tool. All four were also able to locate all errors and
propose a correct solution for each error.
Group B: Unlike the three others, one participant was not able to describe alpha
and bravo templates correctly. All four participants were able to find ambiguity
between charlie and delta. The second error was found by three participants,
who proposed a correct solutions for each of the errors.
Task #3
The most complex VGT expression was analyzed in the last task. The expression
defines six of the eight templates used in keyboard controlled by humming [6].
p11 [p11.m< 60] p12 [p12.m-p11.m<=4 & p11.m-p12.m<=4]* s<alpha> |
p21 [p21.m>=60] p22 [p22.m-p21.m<=4 & p21.m-p22.m<=4]* s<bravo> |
p31 [p31.m< 60] p* p32 [p32.m-p31.m>4] p* s<charlie> |
p41 [p41.m>=60] p* p42 [p41.m-p42.m>4] p* s<delta> |
p51 [p51.m< 60] p* p52 [p52.m-p51.m>4] p* p53 [p53.m<=p51.m] p* s<echo> |
p61 [p61.m>=60] p* p62 [p61.m-p62.m>4] p* p63 [p63.m>=p61.m] p* s<foxtrot>
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The six instances correspond to the following - 1. alpha to a straight low tone,
2. bravo to a straight high tone, 3. charlie to increasing tone by more than 4
midi notes, 4. delta to decreasing tone by more than 4 midi notes, 5. echo to a
tone that increases by more than 4 midi notes and then decreases to at least its
initial pitch and finally 6. foxtrot which is essentially echo vertically inverted.
Ambiguities between charlie and echo and between delta and foxtrot are present
due to the end pitch of charlie and delta templates not being limited.
Fig. 6. Gesture templates in the task #3
Group A (Use of tool): One participant misunderstood alpha and bravo tem-
plates. Two participants incorrectly identified the templates initially, but cor-
rected their interpretations after using the tool. Two participants thought there
was an error present between alpha and bravo, but identified their mistake after
using the tool. All participants located the error and three of them were able to
propose correct removal solution.
Group B: Two participants incorrectly identified alpha and bravo templates as
unreachable and were thus unable to sketch them. The other two participant
incorrectly identified the templates as ambiguous. However, the other templates
were understood by all participants, who were also able to identify the ambigu-
ities and propose correct solutions.
5 Discussion
Using VGT expressions accelerates the process of building an NVVI applica-
tion, as the matching algorithm no longer needs to be hard coded. The question,
that is raised though, is whether designers are able to understand these VGT
expressions. In most cases, participants from both groups correctly identified
templates directly from VGT expression, which supported our assumption that
VGT expressions can be understood by most designers. From total of 48 ges-
tures that were examined in one group, there was two errors in the group A
(use of tool) and seven error in the group B. What was slightly surprising was
that participants from group A primarily relied on their own judgement rather
than on the provided tool. However, they did use the tool from time to time to
visually confirm their opinion or when they were unsure of the answer. In these
situations the tool helped them to correctly understand the given templates and
consequently to succeed in fulfilling the tasks. Thanks to the tool, participants
from the group A also had no difficulty in detecting semantic errors. Although
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the participants from the group B were not as successful as group A, they were
still able to locate a significant number of error occurrences. It seems that the
use of the tool results in better understanding of VGT expressions and mini-
mizes the overlooking of semantic errors. However, a further quantitative study
is needed in order to support this hypothesis.
6 Conclusion
This paper discusses the formal description of pitch-based vocal input, used
during the design process of NVVI applications. We have created a tool for au-
tomatic error detection and visualization of the formal description. Our research
was focused on the comprehension of the formal description by designers and
their ability to detect possible semantic errors with and without using the tool.
Their ability to comprehend the formal description and to detect semantic errors
was validated in a user study by eight interaction designers. Designers who used
the tool were more successful in understanding the formal description. Further
research concerning these results will be conducted in the future, including a
comparative quantitative study to prove the efficiency of the gesture visualiza-
tion tool.
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ABSTRACT 
This paper presents Humsher – a novel text entry method 
operated by the non-verbal vocal input, specifically the sound of 
humming. The method utilizes an adaptive language model for 
text prediction. Four different user interfaces are presented and 
compared. Three of them use dynamic layout in which n-grams of 
characters are presented to the user to choose from according to 
their probability in given context. The last interface utilizes static 
layout, in which the characters are displayed alphabetically and a 
modified binary search algorithm is used for an efficient selection 
of a character. All interfaces were compared and evaluated in a 
user study involving 17 able-bodied subjects. Case studies with 
four disabled people were also performed in order to validate the 
potential of the method for motor-impaired users. The average 
speed of the fastest interface was 14 characters per minute, while 
the fastest user reached 30 characters per minute. Disabled 
participants were able to type at 14 – 22 characters per minute 
after seven sessions. 
Categories and Subject Descriptors 
H.5.2 Information interfaces and presentation: User Interfaces – 
Input devices and strategies; Keyboard. 
General Terms 
Measurement, Performance, Design, Experimentation, Human 
Factors. 
Keywords 
Non-verbal Vocal Interface, Assistive Technology, Text Input, 
Predictive Keyboard, Adaptive Language Model 
1. INTRODUCTION 
Research in the field of text entry methods has been widely 
documented for some time. In static desktop environments we can 
observe the dominance of QWERTY keyboard which is caused 
by its extreme popularity rather than its optimal performance. 
Learning a new layout is a tedious process that can take more than 
100 hours [1]. However, in special circumstances (e.g., impaired 
users, mobile environment) no dominant text entry method can be 
identified. This has consequently led to the development of many 
non-traditional approaches, where users accept longer learning 
time. 
The maximum realistic text entry speed can be defined as a speed 
of an experienced typist using ten fingers on QWERTY keyboard. 
The speed will be approximately 250-400 characters per minute 
(CPM) for a professional typist [2]. With this speed achieved 
there is a little space for any enhancements like predictive 
completion, dynamic layouts, etc. as this will effectively slow 
down the type rate. 
Physically disabled people usually cannot achieve such high 
speed due to their constraints. Their communication with 
computers is rather limited to only several distinctive stimuli – 
small number of physical buttons, joystick, eye-tracking, features 
of the electroencephalographic (EEG) signal etc. This limitation 
can be compared to a situation when we are typing with one 
finger only on virtual keyboard displayed on a touch screen. 
There is a research available [3], showing that typing with one 
finger on a touch screen with virtual QWERTY keyboard results 
in a speed 160 CPM for expert users after 30 minutes training. If 
we reduce the size of the virtual keyboard to 7 cm then the speed 
will drop to 105 CPM. The speed reached by physically disabled 
people will be certainly lower. This situation opens a space for 
research of new entry methods which will take into account 
various limitations of motor impaired users and increase the entry 
speed. 
There is currently a range of assistive tools available to help users 
with motor impairments. However, each user may have 
significantly different capabilities and preferences according to 
the range and degree of their impairment. In case of severe 
physical impairment, people usually have to use other interaction 
methods to emulate the keyboard. One of the methods that has 
been successfully used by people with special needs is the non-
verbal vocal interaction (NVVI) [4]. It can be described as an 
interaction modality, in which sounds other than speech are 
produced, for example humming [27] or vowels [28]. 
Our virtual keyboard, Humsher, described in this paper utilizes 
vocal gestures, i.e. short melodic and/or rhythmic patterns. The 
user can operate the keyboard by humming.  Each key is assigned 
a pattern. It has been designed for those people with upper-limb 
motor impairments such as quadriplegia induced from stroke, 
cerebral palsy, brain injury etc. Additionally, users are required to 
have healthy vocal folds enough to be able to produce humming. 
The main advantages of such interaction are its language 
independence and fast and accurate recognition as opposed to 
speech [4]. Speech recognition software usually works relatively 
well for native speakers; however, the accuracy is much lower for 
accented speakers or for people with speech impairment. 
 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee. 
ASSETS’11, October 24–26, 2011, Dundee, Scotland, UK. 




1.1 Definitions of Terms 
Probably the most common measures of performance of text entry 
methods are words per minute (WPM) or characters per minute 
(CPM) [29]. Both rates indicate speed of a text entry method. 
Relation between them is defined by Equation 1. ISO 9241-4 
standardizes WPM rate for keyboards at CPM divided by five, i.e. 
one “word” is considered as five characters including spaces. 
CPM is defined by equation 2, where |T| is length of written text 





A gestures per character (GPC) rate [29] is also used in this paper 
for evaluating purposes. Gesture is regarded as an atomic 
operation. In the case of the humming input, vocal gestures are 
treated as atomic operations. Text entry methods with low GPC 
rate are considered as better than those with high rate; however, 
other parameters must be taken into account, such as length or 
complexity of the vocal gesture. The GPC rate is defined by 
Equation 3, where |IS| is an input stream which contains all 
vocal gestures produced by the user and |T| is length of written 
text in characters. 
 
(3) 
A sequence of n characters is referred to as n-gram. The n-grams 
with length equal to one, two and three character are being called 
unigrams, bigrams and trigrams respectively. In the paper the 
term n-gram is used for strings of characters of an unspecified 
length n. 
2. RELATED WORK 
There is a wide range of text entry methods targeting the motor-
impaired users. We can notice that the methods described in this 
section often differ significantly in physical interaction used, 
which is determined by specific motor impairment. Each method 
is often unique for concrete impairment conditions and thus it 
typically makes no sense to compare various methods as they are 
not in concurrent position. Several principles can be identified in 
the literature – predictive completion, ambiguous keyboards and 
scanning. 
A text entry method can be accelerated by prediction, when a list 
of possible completions is updated with each entered character. 
This reduces number of keystrokes per character. The Reactive 
Keyboard [5] predicted possible words according to context that 
had been already written. An adaptive dictionary-based language 
model was used. Predicted candidates could be selected by the 
mouse cursor. Expert users of a QWERTY keyboard would be 
slowed down, however, such prediction is useful for poor typist or 
people with limited movement of upper limbs. Another predictive 
keyboard GazeTalk [6] predicted six most probable letters and six 
words according to current context. If no prediction was correct, 
there was full keyboard available. This virtual keyboard was 
controlled by the eye gaze. The keys were activated by dwell-time 
selection system [7]. The average typing rate achieved by novice 
users was 16 CPM. 
Probably the most prevalent ambiguous keyboard is the 
commercial T9 system by Tegic Communications [8] that is 
widely adopted on mobile phones. The idea behind is simple – the 
alphabet is divided into nine groups of characters and then each 
group is assigned to one key. The user selects desired characters 
by selecting the keys and after a sequence of keys is entered the 
word is disambiguated using a dictionary. For its efficiency, 
similar ambiguous keyboards were designed for physically 
impaired people. Kushler [9] describes an ambiguous keyboard in 
which the alphabet was assigned to seven keys and the eighth key 
was used as a space key that initiated the disambiguation process. 
Tanaka-Ishii [10] published similar system, in which only four 
physical keys were used. Besides disambiguation, the text entry 
method was capable of predicting words. The average speed of 
this method was 70 CPM, achieved after ten sessions by able-
bodied participants. Harbusch [11] presented similar method in 
which the whole alphabet was assigned to only three keys and one 
key was used for executing special command in a menu. 
When the number of stimuli, which can be issued by the user, is 
limited to only one or two, using scanning technique is inevitable. 
For example in the case of two buttons, the first button can be 
pressed repetitively (scanning) to select a key and second button 
is used to confirm the selection. When only one button is 
available, the keys are selected automatically for a certain amount 
of time. After the time expires, next key is selected. The button is 
used to confirm the selection again. Keys can be spatially 
organized in a matrix and the desired key is then selected by row-
column scanning [12]. Combining linear scanning with an 
ambiguous keyboard is a common technique. For example, Kühn 
[13] used four-key scanning ambiguous keyboard and achieved 35 
CPM without out-of-vocabulary words. Miro [14] limited the 
number of keys to only two (keys 'a-m' and 'n-z') and estimated its 
entry rate to 50 CPM for an expert user. Beltar [15] used three 
keys and developed a virtual mobile keyboard. In QANTI [16] 
three keys are mapped to the alphabet. The keyboard is operated 
by one switch that is triggered by intentional muscle contractions. 
The typing rate ranges from 12.5 to 33 CPM.  
An efficient system is Dasher [17], which is based on a 
dynamically modified display and adaptive language model [18]. 
The characters are selected by moving the mouse cursor around 
the screen. Continuous "one finger" gestures are used as the input 
method. This is a very suitable input method for motor impaired 
users, who can operate a pointing device. The writing speed 
achieved is approximately 100 CPM with experienced users 
reaching up to 170 CPM. For users who have no hand function, a 
modification of the Dasher system can be made to allow input via 
eye tracking. A longitudinal study [19] found that an average 
writing speed of 87 CPM after ten 15-minutes sessions could be 
achieved. This speed was a large increase from the initial speed of 
just 12.5 CPM. Speech Dasher [20] is another interesting 
modification of Dasher. It combines speech input with the 
zooming input of Dasher. The system must first recognize a user's 
utterance. Errors are then corrected via the zooming input. Expert 
users reached a writing speed of approximately 200 CPM. 
Sporka et al. [21] describe the NVVI-based method of keyboard 
emulation. Each vocal gesture is assigned a specific key on the 
keyboard, when a gesture is produced a corresponding key is 
emulated. The average reported typing rates varied between 12 
and 16 CPM, which was measured in a study with able-bodied 
participants. Different assignments of NVVI gestures to keys 
were investigated, namely the pitch-to-address, pattern-to-key and 
Morse code mappings. In the pitch-to-address mapping, the 
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keyboard was mapped onto a 4×4×4 matrix, while a sequence of 
three tones of specific pitches determined an address in the 
matrix. In the pattern-to-key mapping each key was assigned a 
specific gesture. 
Another keyboard operated by NVVI is CHANTI [25]. It is an 
ambiguous keyboard, where the alphabet is split into only three 
groups. The keyboard combines philosophy of the ambiguous 
keyboard QANTI [16] and humming input. Scanning technique is 
replaced by direct selection of a key by vocal gestures. The 
keyboard was tested with five severely motor-impaired people, 
the speeds ranged from 10 to 15 CPM after 7 sessions. 
Additionally, the P300 speller [22] is a method that utilizes the 
electroencephalographic (EEG) signal in the human brain to 
control a virtual keyboard. The keyboard is a 6x6 matrix 
containing alphanumeric characters. The user focuses on a 
character and as the character flashes, the brain produces a 
stimulus. At least two flashes are needed to input a character. 
According to Wang et al. [22], the writing speed achieved is 
approximately 7.5 CPM. 
3. HUMSHER DESIGN 
Our virtual keyboard, Humsher, has been designed for severely 
motor-impaired people, who can control it by vocal gestures. It 
utilizes the same language model as Dasher [17] (prediction by 
partial match; PPM [18]). The model provides n-grams and their 
probability, which have been predetermined by a given context. 
The model is initialized from a small corpus of English text, but it 
adapts as the user types.  
3.1 Dynamic Layouts 
The interfaces described in this section employ dynamic layout. 
The n-grams, which are extracted from the PPM model, are 
offered sorted according to their probability. The probability is 
predetermined by already written text. Practically it means that 
after typing an n-gram, the context is updated, probabilities of 
following n-grams are recounted and the layout is displayed 
accordingly. 
We designed and implemented three different user interfaces 
(Direct, Matrix and List) with dynamic layout of characters. Each 
interface differs in either vocal gesture set or in mapping of 
gestures to actions. The Direct and Matrix interfaces utilize six 
vocal gestures as depicted in Fig. 1, whilst the List interface 
utilizes only three simple vocal gestures as depicted in Fig. 2. The 
vocal gestures are explicitly identified by its length (short/long) or 
by its pitch (low/high). In order to distinguish low and high tones 
a threshold pitch needs to be adjusted for each user – e.g. the 
difference between male and female voice is as much as one or 
two octaves. Only two different pitches were chosen as with 
increasing number of pitches, more precise intonation is required 
and the interaction becomes more error prone. 
All three interfaces offer n-grams, containing the characters how 
the text might continue, sorted according to the probability. The 
n-grams can be unigrams (individual characters) as well as 
bigrams, trigrams, etc. The length of n-grams is not limited, only 
probability matters. N-grams to display are chosen according to 
the following steps: 
1. Add all unigrams to the list L that will be displayed. 
2. For each n-gram in the list L compute probability of all 
(n+1)-grams and add them to the list L if their probability is 
higher than a threshold. 
3. Repeat step 2 until no n-gram can be added. 























Figure 2. Vocal gestures used in List and Binary interfaces 
3.1.1 Direct interface 
The Direct interface (see Fig. 3) allows users to directly choose 
from four cells (labeled cell 1 to 4) in the Active column (part A). 
These cells contain n-grams that have been determined as the 
most probable following characters of the written text. Cells can 
be selected by vocal gestures depicted in Fig. 1a-d: 
a. two consequent low tones (cell 1), 
b. a low tone followed by a high tone (cell 2), 
c. a high tone followed by a low tone (cell 3), 
d. two consequent high tones (cell 4). 
If there is no cell in the Active column that contains the desired 
character, the user has to move the leftmost column in the Look 
ahead (part B) to the Active column by producing a single short 
tone (see Fig. 1e) and keep repeating it until the desired n-gram 
appears in one of the cells in Active column. Text, which has 
been already written, can be erased by producing a long tone (see 
Fig. 1f). The longer the user keeps producing the tone the faster 
are the characters erased. 
3.1.2 Matrix interface 
The Matrix interface (see Fig. 4) utilizes the same vocal gestures 
as the Direct interface, however, the user interaction is different. 
Users are presented with a 4×4 matrix of the most probable n-
grams. Cells in the left column of the matrix contain the highest 
probable n-grams, whilst the rightmost cells contain the lowest 
probable n-grams. 
Selection of the correct cell is accomplished in two steps by 
specifying a column and a row. First, the user must select a 
column by producing a corresponding vocal gesture (Fig. 1a-d). 
The column is then highlighted and the same vocal gestures can 
be used to select the desired cell by selecting a row. If a character 
does not appear in the matrix, the user has to produce a short tone 
(see Fig. 1e) in order to display less probable n-grams. Written 
text can be erased by producing a long tone (see Fig. 1f), in the 








part B  
Figure 3. Direct interface. A– active column, C B – 
look ahead matrix 
 
Figure 4. Matrix interface 
part A part B  
Figure 5. List interface. A – active column, B – look ahead 
matrix 
3.1.3 List interface 
The List interface (see Fig. 5) is controlled by just three simple 
and easy-to-learn gestures (see Fig. 2). The Active column (part 
A) presents the user a list of cells containing the eight most 
probable n-grams. The topmost cell is selected. Users can move 
the selection up and down by producing a short high or low tone 
(see Fig. 2b,c). A long tone (see Fig. 2a) is used to confirm the 
desired selection. This interface does not utilize special vocal 
gestures to select the next column or erase written text. Instead, 
these two functions are always made available by introducing two 
special cells Back and Next column at the bottom of the Active 
column list. 
 
3.2 Static Layout 
Static layout was designed in order to simplify the process of 
visual location of desired character. In dynamic layouts users 
have to locate a character visually by linear scanning and they 
cannot rely on the visual memory. The process of locating correct 
character can be tedious for low-probable characters. Moreover, 
users sometimes do not notice a correct character and they have to 
rotate through the whole list of characters and n-grams once 
again. This consequently can lead to users’ frustration. Therefore 
we decided to implement a static interface, called Binary 
interface, that keeps position of characters and the characters are 
sorted alphabetically. Time needed to locate a character is then 
modeled by Hick-Hyman law [24] and it is logarithmically 
dependent on the length of the alphabet. Locating characters 
visually in the static layout is obviously faster than the same task 
in dynamic layouts as logarithmic scanning is used instead of 
linear. 
3.2.1 Binary interface 
In the Binary interface (see Fig. 6) the characters are always 
displayed in an alphabetic order. Such order gives us an 
opportunity to select desired character by binary search algorithm 
adopted from basic programming techniques. The algorithm 
locates position of a character in the alphabet by splitting it into 
two halves and deciding which half is used in the next step. Then 
the half is split again and again until the correct character is 
found. Each character is located in following number of steps: 
 
(4) 
N is size of the alphabet. In our case the algorithm would require 
log236= 6 selections as our alphabet contains 36 symbols. The 
user would have to produce six vocal gestures to enter a character. 
Therefore the best theoretical GPC rate achieved by the binary 
search is equal to six, which is quite high. But what happens if the 
alphabet is split according to the probability of characters rather 
than into two exact halves? Then a character with high probability 
could be located in fewer steps, however, character with low 
probability might be located in even more than six steps. The 
actual GPC rate measured empirically in a user study presented 









Figure 6. Binary interface, typing “r” after “Text ent”
The Binary interface is based on modified binary search 
algorithm. In each step the alphabet is split into two groups with 
balanced probability, i.e. the sum of probabilities of characters in 
each group is as close to 0.5 as possible. The boundary between 
groups is then computed according to the Equation 5, where k is 
the index of boundary character, pi is a probability of character i 
and N is a size of the alphabet. 
 
(5) 
The Binary interface utilizes only three vocal gestures (see Fig. 2) 
as well as the List. Short low tone (Fig. 2b) and short high tone 
(Fig. 2c) are used for entering text, while the long tone (Fig 2a) is 
used for corrections. 
An example of user interaction with the Binary interface is 
depicted in Fig. 6. Let us assume that the user has already entered 
the text “Text ent” and wants to continue by entering character 
“r”. In the first step the alphabet is split into two groups “shift -h” 
and “i-space”. The user chooses the second group by producing a 
high short tone. In the second step the rest of the alphabet is split 
into groups “i-q” and “r-space”. Again the second group is chosen 
by the same high short tone. In the last step “r” is the only 
character in the first group because of its high probability. 
Remaining characters are in the second group. The character “r” 
is now entered by low short tone. In this case the character was 
selected only in three steps by three short tones. 
When comparing Binary interface to the other three interfaces, 
several features can be observed: 
 User can easily locate desired character as letters are sorted 
alphabetically and characters do not change their positions 
while entering text. 
 Simple vocal gestures are employed (similar to List 
interface). Only two gestures are used for entering text and 
one for deleting text. 
 The Binary interface offers only single characters unlike the 
interfaces with dynamic layout. It is not possible to enter 
more characters at once. 
4. EVALUATION 
In order to evaluate the interfaces we conducted two user studies. 
The goal of the first one was to compare all four interfaces, 
measure their speed and find out user’s opinions on them. In the 
second study four disabled participants were recruited to validate 
potential of Humsher for motor-impaired users. 
4.1 Comparison of interfaces 
The aim of the user study was to measure the writing speed of 
each interface and subsequently determine which interface was 
the most efficient. In the study 17 able-bodied participants (10 
men, 7 women, mean age=26, SD=2.1) took part. Each participant 
completed four sessions. According to Mahmud et al. [23], four 
sessions are needed to minimize the error rate of the NVVI. The 
schedules of each session are outlined below: 
 Session 1: Participants were trained in producing the 
required vocal gestures. After reaching an accuracy of 90%, 
they were presented with all interfaces and asked to enter 
short phrases with each of them. This session lasted 
approximately 30-60 minutes depending on the user’s 
abilities. 
 Sessions 2 and 3: Participants were asked to enter two 
simple phrases using all interfaces. The sessions were 
conducted remotely and they lasted roughly 20 minutes. 
 Session 4: Participants were asked to enter three phrases 
using all interfaces. The session was conducted remotely and 
it lasted roughly 30 minutes. Objective data from this session 
were collected. 
After the last session each participant performed a subjective 
evaluation of each interface by means of remote interview. The 
participants received approximately 24 hours rest between the 
sessions. In order to minimize the learning effect, the sequence of 
interfaces was counterbalanced. Objective results (CPM, GPC 
rate and number of corrections) are shown in Table 1. 
Table 1. Means and standard deviations (SD) of the typing rate 
(CPM), vocal gesture per character (GPC) rate and total number 
of corrections. 
Interface CPM GPC Corrections 
 Mean SD Mean SD Mean SD 
Direct 14.4 2.8 1.8 0.23 13.0 11.0 
Matrix 11.8 2.1 1.9 0.32 16.1 14.6 
List 13.0 3.2 3.5 0.58 6.4 6.6 
Binary 11.7 1.8 3.4 0.18 14.5 8.5 
The ANOVA test and Scheffé’s method [26] were used to find 
statistically significant differences in mean quantities among 
interfaces. When comparing mean CPM rates, the Direct interface 
was significantly faster (F(3,67) = 4.20, p < .01) than the Matrix 
interface and it was also significantly faster than the Binary 
interface. Other differences in speed were not significant. 
In the case of List and Binary interfaces, the users had to produce 
significantly more (F(3,67)= 107.7, p < .01) vocal gestures per 
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character than Direct and Matrix interfaces. This corresponds to 
number of vocal gestures used in the interfaces. Direct and Matrix 
interfaces utilize six complex gestures (see Fig. 1), while the other 
interfaces only three simple gestures (see Fig. 2). As mentioned in 
section 3.2.1, theoretical GPC rate for standard binary search is 6, 
when the alphabet contains 36 symbols. By modifying the binary 
search, we succeeded to reduce the GPC rate to 3.4 empirically 
measured in the user study.  
After the last session, participants were asked to comment on the 
interfaces. The Direct interface was mostly perceived as accurate 
and fast. The Matrix interface was in many cases perceived as 
fastest among all interfaces, although it was slower than Direct 
and List interfaces. Additionally, the List interface, which is not 
the slowest, was reported as the slowest. The List interface was 
also reported as cumbersome – some participants complained that 
it was not transparent enough and the navigation was tedious. 
This is probably due to the high number of cells in columns, 
which makes the visual searching more difficult. The Binary 
interface was found easy and fast by most participants, although it 
was the slowest one. The participants appreciated static layout of 
the interface, however, eight participants complained about the 
fact that only one character can be entered at one time and the 
method does not offer n-grams as the dynamic layout interfaces. 
The participants also made positive comments on simplicity of 
vocal gestures used to control the interface. Although there were 
no significant differences in objective data between List and 
Binary interfaces, participants strongly preferred the Binary one. 
We identified two main searching strategies employed by 
participants when using Direct and List interfaces. Some of them 
visually scanned only the first column (Active column, see Fig. 3 
and 4). When searched character was not found in this column, 
they moved forward and scanned the first column again. Some of 
them also reported that the Look ahead matrix is redundant and 
confusing. The other participants visually scanned all cells in 
Active column and Look ahead matrix. When searched character 
was not found, they moved forward and scanned the last column. 
They reported that this strategy allows them to plan vocal gestures 
in advance, which they found faster.  
Ten participants reported fatigue of vocal folds during the 
experiment, which they mostly compensated for by lowering their 
pitch and dropping their voice. 
Table 2. Performance of expert users 
Interface Expert 1 Expert 2 Expert 3 
 CPM GPC corr CPM GPC corr CPM GPC corr
Direct 29 1.5 1 24 1.7 8 30 1.5 2 
Matrix 23 1.6 3 20 1.9 15 23 1.5 2 
List 25 2.8 0 17 3.4 4 26 2.9 1 
Binary 23 3.6 1 16 3.6 23 20 3.2 10 
4.1.1 Typing rate of expert users 
Learning a new text entry method is always a long-term process. 
The study presented results of novice users, who were given only 
necessary amount of training. In order to determine possible 
upper limit of performance of all Humsher interfaces, three 
experienced NVVI users were given 4-6 hours of training. The 
typing rate was recorded after their performance did not improve 
significantly. Table 2 summarizes CPM, GPC rates and number of 
corrections for each interface. The speed varied between 16 and 
30 CPM. Expert 1 and 3 preferred the Direct, while expert 2 
preferred Matrix interface. 
4.2 Case studies with disabled people 
The goal of the study was to find out whether Humsher can serve 
as an assistive tool for motor-impaired people. Four people were 
recruited in cooperation with local non-profit associations. The 
study was longitudinal, it was organized in seven sessions and 
each session lasted 30-60 minutes. First, the participants were 
asked to use the Binary interface because of its simple vocal 
gestures. Then they were asked to learn more complicated 
gestures and use the Direct interface, because it was the fastest 
one. The rough schedules of each session are outlined below: 
 Session 1: The participants were asked to describe how they 
use ICT and how they enter text. Then they were trained in 
producing vocal gestures starting with the easiest ones (see 
Fig. 2). Binary interface was presented and the participants 
were asked to enter a phrase. 
 Session 2: Participants trained more complicated vocal 
gestures (see Fig.1) until required accuracy was achieved. 
Then the Direct interface was presented to them and they 
were asked to enter a few phrases. 
 Session 3 – 7: Participants were asked to enter phrases using 
the Direct interface. On the last day the participant were 
asked to describe experience using the interfaces. 
While training the vocal gestures, the thresholds for low/high and 
short/long tones were personalized for each user. Two users with 
speech impairments were not able to consciously alter pitch of 
their tone, therefore a new gestures were designed especially for 
them. 
4.2.1 Participant 1 
The participant was 30 year old IT specialist in a small company, 
quadriplegic since birth. Due to privacy protection, he only 
participated in the study remotely. We conducted interviews with 
him via telephone and e-mail. 
He uses a mouth stick to operate his PC (keyboard and mouse). 
Apart from the Sticky Keys tool available in Microsoft Windows 
he uses no other assistive technology. He uses various system 
administration tools, word processors, graphic and sound editors 
and he feels no disadvantage in comparison with other users. 
He found the Direct interface precise and pleasant to use. Overall, 
he said he felt in control when using the tool. “The system 
allowed me to write whatever I wanted. I was not forced into any 
options.” He used the word “intelligent” to describe the suggested 
options provided by the tool when typing text. He achieved a 
mean type rate of 22 CPM. He reported, however, that his current 
text entry rate achieved by the mouth stick is higher. 
4.2.2 Participant 2 
Another disabled participant was 19 years old, quadriplegic since 
an accident about 3 years ago. He is a high-school student who 
uses computer to access study materials, talk with his friends over 
text media (especially e-mails), make telephone calls and watch 
movies.  He spends typically 2 to 4 hours using his laptop 
equipped with NaturalPoint SmartNav4 head motion tracker and 
Click-N-Type keyboard emulation software. However, he is able 
to use the head motion tracking system only for 2-4 hours and 
then he gets too tired. He had a previous experience with another 
NVVI based interface for entering text. 
When working with Binary interface, his mean type rate was 12 
CPM. After switching to Direct interface, the type rate increased 
to 21 CPM. Although he was almost two times faster with the 
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Direct interface, he reported that the Binary interface was quicker 
and more responsive (“I like that it is fast. I can see it all in front 
of me and I know exactly what to do next.”). He felt more in 
control than when using the Direct interface (“I am a bit lost when 
using the Direct interface as I sometimes do not notice the right 
option.”). The participant considered our method similar in speed 
to his current assistive technology and he would use it as an 
alternative solution when his head gets too tired. 
4.2.3 Participant 3 
The participant was a 58 year old woman with cerebral palsy. All 
her limbs are affected by the disease. She can sit on a chair, but 
she needs a wheelchair for movement. She has a lot of 
unintentional movements in her arms. Her voice is also affected. 
She speaks slowly and she does not articulate properly. Her health 
state is slowly but steadily declining. 
She used to work as an office staff in a non-profit organization, 
but she is unemployed for one year now. She used to type on a 
typewriter and a computer keyboard. However, now her 
performance decreases and she types very slowly on a keyboard. 
The only assistive technology that she uses is a trackball to 
control the mouse pointer. She also tried speech recognition, but it 
did not work for her at all. 
 
Figure 7. Modified List interface 
She spent first and second sessions trying to learn voice gestures 
for the Binary interface. However, after two sessions she could 
hardly write a phrase. She was not able to effectively alter pitch 
of her tone, which led to many corrections. Therefore the vocal 
gestures were changed to short, medium long and long tone. Then 
she was asked to use it for another two sessions and she reached 8 
CPM. 
As the participant was unable to produce more complicated 
gestures, we modified the List interface (see Fig. 7) for use with 
the new gesture set. Short tone was used to move cursor in the 
Active column down, medium tone to submit selected n-gram and 
long tone for correction. She used this interface for remaining 
three sessions and reached 15 CPM. 
The participant reported that the speed of the modified List 
interface is similar to her current typing rate and she was 
interested in purchasing it as a product. She also made comments 
on speech recognition (“This is much better than speech for me”). 
She reported that after one hour of humming her vocal chords 
were not tired at all.  
4.2.4 Participant 4 
The participant was 51 years old, quadriplegic since an accident 
about 22 years ago. His legs and right arm are paralyzed. He can 
use his left arm to operate wheelchair, however, fine motoric of 
his left hand is reduced. His vocal chords and neck muscles are 
also slightly affected.  
Before the accident he used to work as a machine engineer. Since 
that he is unemployed. He has never worked with computers, but 
he regularly uses cell phone for couple of years, mainly for 
calling and writing short text messages. However, composing 
message is a tedious process for him. 
The participant started with Binary interface and used it for two 
sessions. He experienced similar problems to participant 3. As he 
was not able to produce low and high tone properly, his 
performance was about 1 CPM with a lot of corrections. In the 
third session he switched to the modified List interface (see Fig. 
7) as participant 3 and his performance increased rapidly with 
minimum mistakes. Using this interface and the vocal gestures 
based on length he reached type rate of 14 CPM. 
He stated that typing text with Humsher is faster and better than 
typing on his cell phone. Generally he was pleased with the 
modified List interface. However, his vocal chords got tired after 
40 minutes of humming. 
5. CONCLUSION 
This paper has presented and evaluated four interfaces of 
Humsher – an adaptive virtual keyboard operated by humming. 
Three of them (Direct, Matrix and List) used dynamic layout, in 
which characters were sorted according to its probability. The 
layout was updated after entering a character. The last interface 
(Binary) used a static layout, in which characters were displayed 
alphabetically and did not change their position. A character was 
selected by modified binary search algorithm that took into 
account probability of each character. 
Most novice users preferred the Binary interface, even though it 
was not the fastest one. They appreciated mostly the static layout 
of characters and simple vocal gestures used to control the 
interface. On the other hand expert users preferred interfaces with 
dynamic layouts. Interfaces with dynamic layout were perceived 
worse, however, users appreciated that sometimes several 
characters could be entered together. The Direct interface was the 
fastest one with average speed 14.4 CPM achieved by novice and 
28 CPM by expert users. 
Acceptance of our tool for the target group was verified by the 
inclusion of four motor-impaired participants. Two of them could 
not use speech recognition software as their speech was also 
impaired. Cases of all disabled participants are described 
separately in a longitudinal and qualitative study. Their speed 
achieved after seven sessions varied between 14 and 22 CPM. 
While some techniques, such as Dasher [19], offer their users type 
rates up to 100 CPM, they may not be used by people with severe 
motor impairments without expensive hardware, such as eye 
trackers. Our method requires no additional hardware to a 
standard PC and performs better than the NVVI Keyboard [21] 
and CHANTI [25] methods which have the identical hardware 
requirements and for which a similar performance is reported: 16 
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