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A means of unifying some semiclassical models of computational chemistry is presented; these
include Quantized Hamiltonian Dynamics (QHD), Quantal Cumulant Dynamics (QCD) and Semi-
classical Moyal Dynamics (SMD). A general method for creating the infinite hierarchy of operator
dynamics in the Heisenberg picture is derived together with a general method for truncation (or
closure) of that series, and in addition we provide a simple link to the phase space methods of
SMD. Operator equations of arbitrary order may be created readily, avoiding the tedious algebra
identified previously. Truncation is based on a simple recurrence formula which is related to, but
avoids the more complex contractions of, Wick’s theorem. This generalised method is validated
against a number of trial problems considered using the previous methods. We also touch on some
of the limitations involved using such methods; noting, in particular, that any truncation will lead
to a state which is in some sense unphysical. Finally, we briefly introduce our quantum algebra
package QuantAL which provides an automated method for: generation of the required equation set;
the initial conditions for all variables from an any start; and all the higher order approximations
necessary for truncation of the series, at essentially arbitrary order.
I. INTRODUCTION
Molecular dynamics (MD) represents one of the most
powerful tools in computational chemistry, capable of
calculating a wide range of dynamical properties, in-
cluding (with some example references) diffusion coef-
ficients [1], [2], absorption [3] and scattering spectra [4],
and chemical reaction rates [5]. In classical MD, atomic
and molecular trajectories are determined from the so-
lution to Newtonian equations of motion, often for very
large systems of interacting particles, where forces be-
tween particles are determined from interatomic po-
tentials [6], [7], [8]. However, this neglects important
quantum mechanical effects such as zero-point energy
(ZPE) [9], [10], [11]; tunneling [12], [13], and decoher-
ence [11]. As a consequence, such MD analysis for sys-
tems containing small atoms, at low temperatures, often
produce results which are quantitatively incorrect, and
sometimes even qualitatively so [14], [15], [16]. Quantum
tunneling through a reaction barrier, for example, can en-
hance the rate of a proton or hydride transfer reactions
by several orders of magnitude, even at room tempera-
ture [17]. The exact solutions, provided by a quantum
mechanical treatment, are usually limited to small sys-
tems due to the computational cost caused by the expo-
nentially increasing dimensionality of the problem with
particle number. This contrast has lead to a great deal
of interest in semi-classical and mixed quantum-classical
approaches which attempt to provide a balance between
accuracy and computational efficiency.
An important approach in the semi-classical area is
that of quantized Hamiltonian dynamics (QHD) intro-
∗ v.m.dwyer@lboro.ac.uk
duced by Prezhdo and Pereverzev [18] and which has
been applied to a variety of problems involving chemical
systems; largely these have included those cases where
tunneling escape is important or for vibrational anal-
ysis. In QHD, quantum dynamics in the Heisenberg
formulation is developed to provide an infinite hierar-
chy of Ehrenfest equations for the time evolution of sys-
tem observables, and the point at which this infinite hi-
erarchy is truncated (by so called closure rules) gives
different levels of approximations to the exact dynam-
ics [11], [18], [19], [20]. Truncation at first-order (re-
ferred to as QHD-1) is equivalent to classical Hamilto-
nian dynamics, while quantum effects are introduced in
higher order approximations. In the main, analysis is
done at second order (QHD-2) which is closely related
to the thawed Gaussian wave packet dynamics [20]. It
is generally assumed that in more general situations, a
proper description of the dynamics may require high or-
der solutions (or QHD-N), although except in a small
number of cases, e.g. [20], [21], such solutions have rarely
been tested.
A related approach is that of quantal cumulant
dynamics (QCD) of Shigeta and co-workers [22],
[23], [24] [25], [26], [27], [28], which similarly generates an
infinite hierarchy of equations for the system observables;
in this case based on the position shift (displacement)
operator and cumulant expansion techniques. QCD-1 is
again classical Hamiltonian dynamics and QCD-2 is also
closely related to Gaussian wave packet dynamics. De-
pending on the choice of parameters, QCD-2 and QHD-2
are identical, while in general QCD-N shows somewhat
better conservation of energy than QHD-N [22], [23], [24].
More recently Shen and Wang have developed a phase
space approach [21] to the same general problems, which
they refer to as semi-classical Moyal dynamics (SMD),
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2and which it is claimed avoids the difficulties of QHD-N
and QCD-N . These being, according to ref [21]: the
need for the use of Weyl–symmetrized operators; the te-
dious development of the system of equations, due to the
requirement for the repeated calculations of commuta-
tions of symmetrized operators with the system Hamil-
tonian in a manner which produces symmetrized results;
and the fact that, so far, closure rules have only been
determined up to N = 5, although it is claimed that a
proper description of the dynamics may require higher
N semi-classical solutions. SMD is developed in phase
space for arbitrary N , and its closure rule is determined
through the introduction of an auxiliary phase space
function generated from a Gaussian basis. This intro-
duces the complexity that, whilst in the Hilbert space
methods the approximation of high order moments (such
as the Weyl–symmetrized
〈
pˆαqˆβ
〉
S
) by lower order mo-
ments is through derived explicit expressions, SMD re-
quires the solution of matrix equations at each step of the
Runge–Kutta integration. This is likely to be time con-
suming for large systems of equations or in multi–particle
cases. SMD also appears to depart from QHD/QCD at
large N .
It is the purpose of the present paper to find a sys-
tematic unification of these methods, providing all clo-
sure approximations (i.e. beyond N = 5), together with
full operator equations for QCD-N/QHD-N to arbitrary
order, and to provide a simple link to the phase space
methods of SMD. In doing so, we introduce our compu-
tational package QuantAL [29], [30] which we have devel-
oped for the automated generation and manipulation of
quantum (non-commuting) equations. This can be used
here to create the Ehrenfest equations, the application
of a set of closure rules and, perhaps the most trouble-
some of all, allows for an easy use of Weyl–symmetrized
variables. As examples, we demonstrate agreement with
previous analysis of:- barrier crossing in a double well
potential; escape from a cubic potential, oscillations in
a Morse potential, as well as a more accurate QHD-N
analysis of the two particle He´non–Heiles system, which
relates to the ZPE leakage problem. This unification is
based on an extension, to symmetrized variables, of the
relationship between cumulants and raw and central mo-
ments [31] which is briefly reviewed in the next section.
II. CUMULANTS AND MOMENTS
For a classical probability distribution function f(x)
the moment generating function (mgf), m(θ) is defined
as
m(θ) =
∫ ∞
−∞
f(x) exp(−iθx)dx =
∞∑
n=0
(−iθ)n
n!
µ′n (1)
where µ′n = 〈xn〉 is the nth (raw) moment of the distri-
bution f(x). Related to this is the cumulant generating
function, which is obtained as the logarithm of the mgf,
p(θ) = log(m(θ)) =
∞∑
n=0
(−iθ)n
n!
κn (2)
and which generates κn, the n
th cumulant of f(x). By
construction, m(0) = 1 and p(0) = 0; and µ′0 = 1, µ
′
1 = x¯
(the mean value of x); and κ0 = 0, κ1 = µ
′
1 = x¯. In the
case of the Gaussian distribution, x ∼ N(x¯,σ2), m(θ) and
p(θ) reduce to
m(θ) = exp
(
− iθx¯− θ
2σ2
2
)
, p(θ) = −iθx¯− θ
2σ2
2
(3)
respectively. Thus, for a Gaussian distribution, the nor-
mally infinite series for p(θ) terminates at second order
in θ. Indeed it is possible to show that the Gaussian is
the only absolutely continuous distribution all of whose
cumulants are zero beyond some order n = N [32], [33].
This suggests certain difficulties for the beyond-Gaussian
approximations QCD-N , QHD-N and SMD-N , which es-
sentially seek to model a quantum state either by ter-
minating the cumulant expansion (effectively by setting
κn = 0, ∀ n > N) or through an auxillary fitting proce-
dure, as it implies that what is obtained by such a pro-
cedure is no longer a probability distribution, and conse-
quently is not physical.
A number of relationships exist between the moments
and the cumulants, which may be obtained by repeated
differentiation of Eq 2. These include [35]
i) µ′n =
n∑
k=1
Bn,k(κ1, κ2, · · · , κn−k+1)
ii) κn =
n∑
k=1
(−1)k−1(k − 1)!Bn,k(µ′1, · · · , µ′n−k+1)
(4)
where the Bn,k are the exponential Bell polynomials [36]
which encode the information related to the ways a set
{A,B,C, · · · } can be partitioned [35], and consequently
are related to Wick contractions, together with the re-
currence
iii) κn = µ
′
n −
n−1∑
k=1
(
n− 1
k
)
κn−kµ′k (5)
In the quantum case, for a single particle defined by
position and momentum operators qˆ and pˆ respectively, a
similar characteristic function is obtained from the Weyl
displacement operator [37], [38]
Dˆ(z) = exp(zaˆ† − z∗aˆ) (6)
for creation and annihilation operators (aˆ† and aˆ)
aˆ =
qˆ + ipˆ√
2
aˆ† =
qˆ − ipˆ√
2
. (7)
In a system with density matrix ρˆ, the Weyl function
W (z) = Tr(ρˆDˆ(z)) = 〈Dˆ(z)〉 =
〈
exp(zaˆ† − z∗aˆ)
〉
(8)
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3gives the moment generating function through setting
z = (θ − iφ)/√2
m(θ, φ) = 〈exp(−iθpˆ− iφqˆ)〉 = W
(θ − iφ√
2
)
(9)
For this single particle case, we may expand the moment
generating function (mgf) as the series
m(θ, φ) =
∞∑
n=0
(−i)n
n!
〈(θpˆ+ φqˆ)n〉
=
∞∑
n=0
(−i)n
n!
n∑
r=0
(
n
r
)
θrφn−r〈pˆr qˆn−r〉S
(10)
where 〈pˆr qˆn−r〉S is the expected value of the Weyl–
symmetrized operators {pˆr qˆn−r}S given by [39]
{pˆr qˆn−r}S = 1
2r
r∑
k=0
(
r
k
)
pˆkqˆn−rpˆr−k
=
1
2n−r
n−r∑
j=0
(
n− r
j
)
qˆj pˆr qˆn−r−j
(11)
In keeping with the notation of Eq. 1, we introduce the
shorthand Ωˆ′j,k = {pˆj qˆk}S and µ′j,k =
〈
Ωˆ′j,k
〉
, and also
the generalised cumulants κj,k, such that
m(θ, φ) =
∞∑
n=0
n∑
r=0
(−i)n
(
n
r
)
θrφn−r
n!
µ′r,n−r (12)
and
p(θ, φ) = log(m(θ, φ))
=
∞∑
n=0
n∑
r=0
(−i)n
(
n
r
)
θrφn−r
n!
κr,n−r
(13)
A recurrence relationship may again be generated in the
manner of Eq. 5 by observing that
m(α,β)(0, 0) =
∂α
∂θα
∂β
∂φβ
m˜(0, 0) = (−i)α+βµ′α,β (14)
and likewise for p(θ, φ).
We proceed by differentiating Eq. 13 with respect to
θ, to obtain the product form
∂
∂θ
m(θ, φ) = m(θ, φ)
∂
∂θ
p(θ, φ). (15)
Then, differentiating with respect to θ a further α − 1
times, and with respect to φ β times, gives
∂α
∂θα
∂β
∂φβ
m(θ, φ) =
α−1∑
k=0
(
α− 1
k
) β∑
j=0
(
β
j
)
∂k
∂θk
∂j
∂φj
m(θ, φ)
∂α−k
∂θα−k
∂β−j
∂φβ−j
p(θ, φ) (16)
Finally, setting θ = φ = 0, we obtain
µ′α,β =
α−1∑
k=0
(
α− 1
k
) β∑
j=0
(
β
j
)
κα−k,β−jµ′k,j (17)
or equivalently, using µ′0,0 = 1,
κα,β = µ
′
α,β−
α−1∑′
k=0
(
α− 1
k
) β∑′
j=0
(
β
j
)
κ′α−k,β−jµk,j (18)
where the primes on the sums indicate that the case k =
0, j = 0 is excluded from Eq. 18. The case that α = 0 is
slightly different, as the original θ differentiation is not
necessary, when one obtains
µ′0,β =
β−1∑
j=0
(
β − 1
j
)
κ0,β−jµ′0,j
κ0,β = µ
′
0,β −
β−1∑
j=1
(
β − 1
j
)
κ0,β−jµ′0,j
(19)
as in Eq. 5.
Eqns 17–19 allow high order raw moments µ′α,β and
the cumulants κα,β (for integers α and β) to be obtained
recursively, only using those of lower orders. Also back
substitution, starting from Eq. 19, shows all moments
and cumulants may be calculated from the exponential
Bell polynomials Bn,k [35] [36]. It is useful to observe,
at this stage, that the number of monomials appearing
in the polynomial Bn,k(x1, x2, · · · , xn−k+1) is the num-
ber of ways of partitioning a set with n elements into k
separate blocks; and the coefficient of each monomial is
the number of ways of partitioning a set of n elements
into those k blocks. Thus Eq. 17 provides the link to the
contractions of Wick’s theorem (which may also be seen
as partitions of a set) that have been used previously to
provide different closure schemes [19]. However this ap-
proach, unlike that based around Wick contractions [19],
exposes the analytical structure clearly and, through the
recursion, enables much simpler calculations.
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4III. GAUSSIAN STATES AND CUMULANT
APPROXIMATIONS
For a Gaussian state the Weyl function takes on the
simple form
m(θ, φ) = exp
(
− i(〈pˆ〉 , 〈qˆ〉)ΘT − 1
2
ΘΣΘT
)
(20)
where Θ = (θ, φ) and Σ is the covariance matrix
Σ =
( 〈
pˆ2
〉− 〈pˆ〉2 〈pˆqˆ〉 − 〈pˆ〉 〈qˆ〉
〈qˆpˆ〉 − 〈qˆ〉 〈pˆ〉 〈qˆ2〉− 〈qˆ〉2
)
(21)
Its cumulant generating function is then
p(θ, φ) = −i(θ 〈pˆ〉+ φ 〈qˆ〉)− 1
2
(
θ2(
〈
pˆ2
〉− 〈pˆ〉2)
+ 2θφ
( 〈pˆqˆ + qˆpˆ〉
2
− 〈pˆ〉 〈qˆ〉
)
+ φ2(
〈
qˆ2
〉− 〈qˆ〉2)) (22)
from which it is clear that there are no cumulants for a
Gaussian state beyond the set {κ1,0 = µ′1,0 = 〈pˆ〉 , κ0,1 =
µ′1,0 = 〈qˆ〉 , κ2,0 = µ′2,0−µ′21,0, κ1,1 = µ′1,1−µ′1,0µ′0,1, κ0,2 =
µ′0,2 − µ′20,1}. As a result the Gaussian approximation is
equivalent to setting all higher cumulants to zero (i.e.
κk,j = 0, k + j > 2). An important first use of Eq. 17, is
to obtain the moments appropriate to an initial Gaussian
state, i.e. where it is known that κk,j(t = 0) = 0 if
k + j > 2. Then Eqs. 17 and 19 reduce to the simpler
recurrences
µ′α,β = βκ1,1µ
′
α−1,β−1 + κ1,0µ
′
α−1,β + (α− 1)κ2,0µ′α−2,β
µ′α,β = ακ1,1µ
′
α−1,β−1 + κ0,1µ
′
α,β−1 + (β − 1)κ0,2µ′α,β−2
µ′α,0 = κ1,0µ
′
α−1,0 + (α− 1)κ2,0µ′α−2,0
µ′0,β = κ0,1µ
′
0,β−1 + (β − 1)κ0,2µ′0,β−2
(23)
from which the initial values of all high order moment
may be calculated readily.
While symmetrized (rather than normally ordered) op-
erators are useful to yield real Ehrenfest equations, sym-
metrized central moment operators are often more useful
in the case of a particle which, as a first approximation,
might be described well by a semi-classical trajectory,
together with additional quantum features.
In terms of 〈pˆ(t)〉 = p¯(t) and 〈qˆ(t)〉 = q¯(t), sym-
metrized central operators are given by
Ωˆm,n(t) = {(pˆ− p¯(t))m(qˆ − q¯(t))n}S
=
1
2n
n∑
k=0
(
n
k
)
(qˆ − q¯(t))k(pˆ− p¯(t))m(qˆ − q¯(t))n−k (24)
with expectation values
〈
Ωˆm,n(t)
〉
= µm,n(t). Here
primed operators correspond to raw, while unprimed cor-
respond to central, moments.
For these central moments, we have the moment gen-
erating function mc(θ, φ),
mc(θ, φ) = 〈exp(−iθ(pˆ− p¯(t))− iφ(qˆ − p¯(t)))〉
= m(θ, φ) exp(iθp¯(t) + iφq¯(t))
(25)
and the related cumulant generating function
pc(θ, φ) = p(θ, φ) + iθp¯(t) + iφq¯(t) (26)
The cumulants are the same in each case as be-
yond first order pc(θ, φ) = p(θ, φ) and, in Eq. 26,
κ10 = 〈pˆ− p¯〉+p¯(t) = p¯(t) and κ01 = 〈qˆ − q¯〉+q¯(t) = q¯(t).
Note also that as the results in Eqs. 17 – 19 rely only on
the relation between m(θ, φ) and p(θ, φ), it follows that
the recursion is the same. Consequently symmetrized
central moments may be calculated from the cumulants
(and vice-versa) in the same way.
IV. GENERALIZED CUMULANT DYNAMICS
Two preliminary results, which will be of help later,
are the simple time derivative of Eq. 24
∂Ωˆm,n
∂t
=
−m ˙¯p
2n
n∑
k=0
(
n
k
)
(qˆ − q¯(t))k(pˆ− p¯(t))m−1(qˆ − q¯(t))n−k + − ˙¯q
2n
n∑
k=0
k
(
n
k
)
(qˆ − q¯(t))k−1(pˆ− p¯(t))m−1(qˆ − q¯(t))n−k
+
− ˙¯q
2n
n∑
k=0
(n− k)
(
n
k
)
(qˆ − q¯(t))k(pˆ− p¯(t))m−1(qˆ − q¯(t))n−1−k
= −m ˙¯pΩˆm−1,n − n ˙¯qΩˆm,n−1
(27)
and the general result from Bender and Dunne [40] that
[
Ωˆr,s, Ωˆm,n
]
= −
Nj∑
j=0
Nk(j)∑
k=0
4−j(−1)j+k(2j+1k )m!n!r!s! Ωˆm+r−2j−1,n+s−2j−1
(2j + 1)!(m− k)!(n+ k − 2j − 1)!(r + k − 2j − 1)!(s− k)! (28)
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5where Nk(j) = min{s,m, 2j + 1 − n, 2j + 1 − r} and
Nj = min {(m+ r − 1)/2, (n+ s− 1)/2}. Eq. 28 was
derived for raw (rather than central) moments however
as it depends upon the same commutation relationship
[qˆ, pˆ] = i~, the expression works for central moments too.
From Eq. 28 it is clear that the commutation
[
Ωˆr,s, Ωˆm,n
]
produces a contribution from Ωˆm+r−1,n+s−1 (by taking
the j = 0 term) and consequently there can be no com-
plete closure if r + s > 2 or m+ n > 2.
For a single particle Hamiltonian of the form
Hˆ =
pˆ2
2M
+ V (qˆ) =
pˆ2
2M
+
∞∑
k=0
akqˆ
k (29)
the particle dynamics can be obtained from the operator
equations
dΩˆm,n
dt
=
i
~
[
Hˆ, Ωˆm,n
]
+
∂Ωˆm,n
∂t
=
i
2M~
[
Ωˆ2,0, Ωˆm,n
]
+
i
~
∞∑
k=0
ak
[
Ωˆ0,k, Ωˆm,n
]
−m ˙¯pΩˆm−1,n − n ˙¯qΩˆm,n−1
(30)
by applying Eq. 28. Note that as qˆk already qualifies as
symmetrised, the Hamiltonian in Eq. 29 may be rewritten
as a standard polynomial in qˆk, with symmetrized central
moment operators Ωˆ0,k,
Hˆ =
Ωˆ2,0 + 2Ωˆ1,0p¯+ p¯
2
2M
+
∞∑
k=0
ak
k∑
j=0
(
k
j
)
Ωˆ0,j q¯
k−j (31)
Consequently, any closure rule, of the form κr,s(t) :=
0,∀ t, for r + s ≥ N , generally also implies an approxi-
mation to the potential, V (qˆ).
As already demonstrated with QCD-2 [22], the ex-
pected energy
〈
Hˆapprox
〉
is always conserved here, wher-
ever the truncation is made. Essentially, for arbitrary N ,
there is perfect cancellation of all moments in the infinite
set of equations, and this is independent of the accuracy
of the individual moment values used. Thus any closure
scheme (which effectively approximates moments) also
conserves energy, although only with this approximated
potential.
Taking expectation values, Eqs. 28–30 can be used to
generate the Ehrenfest equations for µm,n = 〈Ωm,n〉 in
the manner of Quantal Cumulant Dynamics (QCD) [22],
Quantum Hamiltonian Dynamics (QHD) [19] and the
phase-space representation, Semiclassical Moyal Dynam-
ics (SMD) [21]. As is well known, this will generate an
infinite set of equations which then must be terminated
(by some form of closure rule) at some point. In QCD,
QHD this is generally done, in an N th-order model, by ef-
fectively setting high order cumulants to zero, i.e. setting
κr,s = 0 for r+ s > N for some N , which is equivalent to
using Wick contractions to approximate the central mo-
ments, while SMD uses an arbitrarily chosen Gaussian
phase function to which moments are matched.
A. The Quartic Potential
In seeking to establish a sensible order N for any prob-
lem at hand it is useful to consider, in a simple example,
the accuracy demanded by this sort of Method of Mo-
ments technique. Consider the case of the quartic po-
tential V (qˆ) = −aqˆ2 + bqˆ4 (for a, b > 0) which has been
discussed several times in the past [19], [21], [34] and
which corresponds to a double well potential with min-
ima at q = ±√a/2b. The Ehrenfest equations for 〈qˆ〉
and 〈pˆ〉 in this case are
d 〈qˆ〉
dt
=
i
2M~
〈[
pˆ2, qˆ
]〉
=
〈pˆ〉
M
d 〈pˆ〉
dt
=
i
~
〈[V (qˆ), p¯]〉 = −〈V ′(qˆ)〉
= 2a 〈qˆ〉 − 4bµ′0,3
(32)
Consequently, the issue is how one might approximate
the cubic term µ′0,3 =
〈
qˆ3
〉
= µ0,3 + 3 〈qˆ〉µ0,2 + 〈qˆ〉3.
For the case of N = 2, all of the methods QCD-2,
QHD-2 and SMD-2 set κ0,3 = µ0,3 = 0; while higher
order solutions (for various N > 2) seek to approxi-
mate µ0,3 = 0 in a manner that is, hopefully, of in-
creasing accuracy with N . The accuracy necessary in
the particular case considered in refs [19], [34], in units
in which M = 1, a = 0.5, b = 0.25 and the initial
conditions are those of a minimum uncertainty Gaus-
sian with 〈qˆ(0)〉 = −2.2, 〈pˆ(0)〉 = 0, 〈qˆ2(0)〉 − 〈qˆ(0)〉2 =〈
pˆ2(0)
〉− 〈pˆ(0)〉2 = ~/2, is analysed in Fig. 1.
First, the full Schro¨dinger Equation is solved in a har-
monic oscillator basis of Nb = 260 Fock basis states (solid
line), for which the initial Gaussian corresponds to the
ground state; during the calculation the accurate value
of
〈
qˆ3
〉
= µ′0,3(t) is also stored. Next Ehrenfest calcula-
tions are performed using the stored µ′0,3(t) as a forcing
term in Eqs. 32 which is solved using a Runge-Kutta-
Fehlberg integration routine in MATLAB with a time
step dt. Specifically we solve
M
d2q¯
dt2
= 2aq¯ − 4bµ′0,3(t) (33)
by approximating µ′0,3(t) as
µ′0,3(t) ≈
µ′0,3(kdt) + µ
′
0,3((k + 1)dt)
2
∀ t ∈ (k, k + 1]dt
(34)
The agreement between the solution to Eq. 33 and that
obtained from the Schro¨dinger Equation, seen in Fig. 1
improves as the time step dt used in calculating the forc-
ing term reduces, i.e. as dt→ 0, and considerably better
agreement is obtained if the step size is dt = 10−6 than
when it is dt = 10−4. This indicates that a very accurate
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6representation of
〈
qˆ3
〉
is needed in Eq. 32; and suggests
that even high orders (large N values) may well be insuf-
ficient for this case.
Using dt = 10−4 introduces errors into µ′0,3, which for
this calculation lies in the range µ′0,3 ∈ (−12, 3), of less
than 1.8× 10−3. Likewise if dt = 10−6 the errors are less
than 1.8× 10−5; to achieve such accuracy may require a
very large value of N ,
fig1_joep.jpg
FIG. 1. Forcing Eq. 33 with an exact solution of the full
Schro¨dinger Equation for time steps dt = 10−4, 10−5, 10−6
.
For N = 2, Ehrenfest Equations are required for
µ0,2, µ1,1 and µ2,0, and come from taking expectations
values of Eq. 30 to give
dµ0,2
dt
= 2µ1,1
dµ1,1
dt
= µ2,0 −
(
2(a+ 6bq¯2)µ0,2 + 12bq¯µ0,3
+ 4bµ0,4
)
dµ2,0
dt
= −4(a+ 6bq¯2)µ1,1 − 24bq¯µ1,2 − 8bµ1,3
(35)
In addition to setting κ0,3 = µ0,3 = 0, it is also nec-
essary to obtain approximations for higher order terms
{µ1,2, µ1,3, µ0,4}. These approximations can most easily
be obtained by applying the closure rule κα,β = 0 for
α + β ≥ 3 to Eq. 17 and, as this is simply an extended
version (to two dimensions) of Eqs. 4, it is identical to
the contractions of the Wick theorem.
For QCD-N , SMD-N , and QHD-N one might consider
N = 3 to be the lowest sensible choice for the quartic
potential, when one allows µ0,3 and µ1,2 to vary with time
extending Eqs. 32 and 35 with the Ehrenfest equations
dµ0,3
dt
= 3µ1,2
dµ1,2
dt
= 4b(µ0,3 + 3q¯µ0,2)µ0,2 + 2µ2,1
− 2(a+ 6bq¯2)µ0,3 − 12bq¯µ0,4 − 4bµ0,5
dµ2,1
dt
= 8b(µ0,3 + 3q¯µ0,2)µ1,1 + µ3,0
− 4(a+ 6bq¯2)µ3,2 − 24bq¯µ1,3 − 8bµ1,4
dµ3,0
dt
= 12b(µ0,3 + 3q¯µ0,2)µ2,0 − 6(a+ 6bq¯2)µ2,1
− 36bq¯µ1,2 − 12bµ2,3
(36)
while approximations from Eq. 17 (or otherwise) are now
needed for the moments µα,β for the cases of (α, β) ∈
{(0, 4), (0, 5), (3, 2), (1, 3), (1, 4), (2, 3)} using the closure
rule κα,β = 0 for α+ β ≥ 4.
Repeating the previous calculations [21], in atomic
units of a = −3× 10−4, b = −2.4× 10−5 and M = 1836,
and corresponding roughly to proton tunnelling between
molecules 5 a.u. apart we obtain results in Fig. 2 iden-
tical to those in Fig. 3(b) of ref. [21] up to 5th order,
although they do differ after that. The current meth-
ods appear less accurate than those of Shen and Wang’s
SMD [21] in this case. This is somewhat surprising in
view of the accuracy needed for µ′0,3(t), shown in Fig. 1,
and also demonstrates that the phase space method,
based on approximate Gaussian moments, is different
from QHD/QCD at high order.
It is worth observing here that, although there is some
improvement in going to higher orders, most consecutive
orders begin to diverge from the Schro¨dinger solution at
roughly the same place. Consequently a number of runs
at different order may help to determine the length of
time a solution remains adequate.
B. Tunneling escape problem
To represent the tunnelling escape prob-
lem [19], [21], [22] we consider the potential of the
form
V (qˆ) =
qˆ2
2
− qˆ
3
6
(37)
The initial conditions being of that of a minimum vari-
ance Gaussian state located at the centre of the roughly
quadratic well at q = 0. The results from ref. [21] are
readily demonstrated in Fig. 3.
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7fig2_joep.jpg
FIG. 2. QCD-N solutions for N = 2, 3, 4, 5, 6 for the quartic
problem. The solutions here appear identical to those in Fig.
3(b) of ref [21] to fifth order but depart thereafter.
fig3_joep.jpg
FIG. 3. Reproduction of the SMD results from [21] for high
values of N for the (cubic) escape problem.
C. Morse potential
The Morse potential is a toy model of the anharmonic
stretching of the O −H bond in water [41]. Here
V (qˆ) = a(exp(−2bqˆ)− 2 exp(−bqˆ))
≈ a
M∑
k=2
(2k − 2)(−b)
k
k!
Ωˆ0,k − aΩˆ0,0
(38)
with a = 4.419 eV, b = 2.567 A˚ and m = 1836, as in [21].
The results shown for M = 6 (as in [21]) are shown
in Fig. 4, together with their extension to N = 3 and
N = 4. In this case it is clear that these higher order
cases are unnecessary in terms of accuracy with respect
to the Schro¨dinger Equation. Of course, in the absence
of an exact result, the fact that several orders give very
similar results might provide some evidence of accuracy.
This suggests again that a number of orders N should
be run when performing any QHD/QCD/SMD analysis.
What makes the higher order simulations (N = 3, N = 4
and above) difficult is that, with M = 6, one generates
terms of 10th order so that (for N = 4 say) all terms〈
pˆαqˆβ
〉
S
with 5 ≤ α + β ≤ 10 must be approximated by
lower orders. Such possibilities only previously existed
for SMD-N , however Eqs. 17–19 now allow an extension
to arbitrary order QCD, QHD.
D. A comparison with semi-classical Moyal
dynamics (SMD)
At this point it is useful to make a proper link to the
phase space representation of SMD [21]. This is best
done through the Weyl transformation O˜ of a Hilbert
space operator Oˆ [42]
O˜(q, p) =
∫ ∞
−∞
exp(−ipx/~)
〈
q +
x
2
∣∣∣Oˆ∣∣∣q − x
2
〉
dx (39)
This transformation allows expectation values to be ob-
tained in phase space as [43]〈
Oˆ(qˆ, pˆ)
〉
=
∫ ∞
−∞
∫ ∞
−∞
O˜(q, p)W (q, p)dqdp (40)
where W(q,p) is the Wigner function for the current
state. The Weyl transform of the symmetrized variables
Ωˆm,n may be shown by induction (using Eq. 39) to be
Ω˜m,n(q, p) = {˜ˆpmqˆn}S = pmqn (41)
by applying the recurrence relations
Ωˆm,n =
1
2
(
qˆΩˆm,n−1 + Ωˆm,n−1qˆ
)
=
1
2
(
pˆΩˆm−1,n + Ωˆm−1,npˆ
) (42)
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8which arise as a result of Eq. 11. As a consequence
µm,n =
〈
Ωˆm,n
〉
=
∫ ∞
−∞
∫ ∞
−∞
pmqnW (q, p)dqdp (43)
so that the symmetrized moments µm,n used here, are
identical to the moments ξm,n of ref. [21].
Having established this link it is possible to apply the
same closure rules, suggested in ref. [21], in the current
Hilbert space representation. If one is tracking moments
µm,n(t) up to some order n + m ≤ N it is possible to
find an approximate Wigner function Wapp(q, p, t), in the
manner of ref [21], which returns all the tracked values for
all n+m ≤ N from Eq. 43, and to use that to calculate
the higher order moments needed. The downside of this
is that for a potential of order M and a method of order
N an (N + M − 2) × (N + M − 2) matrix needs to be
inverted every timestep. Although such methods have
yet to be developed for multi-particles it is to be expected
that, for two particles this will extend to an (N + M −
2)2 × (N + M − 2)2 matrix. Combined with fact that
there is a certain stiffness in the Ehrenfest equations, as
demonstrated in Fig. 1, so that the timestep may need to
be very small, this overhead is likely to be considerable.
fig4_joep.jpg
FIG. 4. Reproduction of the SMD results for the Morse po-
tential problem (with M = 6), from [21]. Also included here
are results for higher values of N
V. MULTI-PARTICLE SYSTEMS
A final problem we consider here relates to that of zero
point energy (ZPE) leakage, [20], [21], [44]. For a system
whose dynamics is governed by the interaction between
vibration modes, one finds that many semi-classical mod-
els are unable to accurately account for ZPE. Quantum
mechanically each mode should contain energy which is
at least equal to the ZPE for that mode, while many
semi-classical models allow energy flow without such a
restriction. This is the ZPE leakage problem. A model
Hamiltonian which is a useful test-bed for semi-classical
methods is the two particle He´non–Heiles Hamiltonian
[21], [44], [20], which we consider next.
Within the context of the present methods, for multi-
particle systems we are presented with the problem that
the products of the Weyl–symmetrised functions Ωˆn,m
are not themselves Weyl–symmetrized. However for two
particles, for example, they may be written in terms of
such operators in the following way. The displacement
operator is obtained from the tensor product of the indi-
vidual displacements, when we may extend Eq. 28 using[
Ωˆ(1)m,n ⊗ Ωˆ(2)k,`, Ωˆ(1)r,s ⊗ Ωˆ(2)i,j
]
= Ωˆ(1)m,nΩˆ
(1)
k,` ⊗
[
Ωˆ
(2)
k,`, Ωˆ
(2)
i,j
]
+
[
Ωˆ(1)m,n, Ωˆ
(1)
r,s
]
⊗ Ωˆ(2)i,j Ωˆ(2)k,`
(44)
in which Eq. 28 can be used for the individual commu-
tators. To replace the products of single particle Weyl–
symmetrised terms we also need the single particle anti-
commutators {Ωˆi,jΩˆk,`} which may be obtained in the
same way as in the derivation of Eq. 28 using the degen-
erate BCH formula as shown in Ref. [45].
For a single particle defined by qˆ, pˆ,{
Dˆ
(
θ1 − iφ1√
2
)
, Dˆ
(
θ2 − iφ2√
2
)}
= Dˆ
(
θ1 + θ2 − i(φ1 + φ2)√
2
)
cos(θ1φ2 − θ2φ1)
(45)
Expanding these using Eqs. 8–10 and comparing coeffi-
cients of θα1 φ
β
1θ
γ
2φ
δ
2 gives the required relations. Likewise
Eq. 27 becomes
∂
∂t
Ωˆ(1)m,n ⊗ Ωˆ(2)k,` = −m ˙¯p1Ωˆ(1)m−1,n ⊗ Ωˆ(2)k,`
− n ˙¯q1Ωˆ(1)m,n−1 ⊗ Ωˆ(2)k,` −m ˙¯p2Ωˆ(1)m,n ⊗ Ωˆ(2)k−1,`
− n ˙¯q2Ωˆ(1)m,n ⊗ Ωˆ(2)k,`−1
(46)
And finally, the closure rule may be extended to
the two particle case by repeated differentiation of
m(θ1, φ1, θ1, φ2) = exp(p(θ1, φ1, θ2, φ2)). when one ob-
tains recurrence relations, as in Eqs. 17–19, of the form
    
Th
is 
is 
the
 au
tho
r’s
 pe
er
 re
vie
we
d, 
ac
ce
pte
d m
an
us
cri
pt.
 H
ow
ev
er
, th
e o
nli
ne
 ve
rsi
on
 of
 re
co
rd
 w
ill 
be
 di
ffe
re
nt 
fro
m 
thi
s v
er
sio
n o
nc
e i
t h
as
 be
en
 co
py
ed
ite
d a
nd
 ty
pe
se
t. 
PL
EA
SE
 C
IT
E 
TH
IS
 A
RT
IC
LE
 A
S 
DO
I: 1
0.1
06
3/1
.51
30
75
4
9κα,β,γ,δ = µα,β,γ,δ −
α−1∑′
k=0
(
α− 1
k
) β∑′
j=0
(
β
j
) γ∑′
`=0
(
γ
`
) δ∑′
r=0
(
δ
r
)
µk,j,`,rκα−k,β−j,γ−`,δ−r
µα,β,γ,δ =
α−1∑
k=0
(
α− 1
k
) β∑
j=0
(
β
j
) γ∑
`=0
(
γ
`
) δ∑
r=0
(
δ
r
)
µk,j,`,rκα−k,β−j,γ−`,δ−r
(47)
where again the primes on the sums mean that the case
k = j = ` = r = 0 is missing.
The upper of Eqs. 47 is used to calculate the cu-
mulants corresponding to included (modelled) variables〈
pˆα1 qˆ
β
1 pˆ
γ
2 qˆ
δ
2
〉
, while excluded (approximated) variables
are approximated from the lower of Eqs. 47. For ex-
ample, by applying the closure rule κj,k,`,r ≈ 0 for
j + k + ` + r > 2, and 〈pˆ1〉 = 〈qˆ1〉 = 〈pˆ2〉 = 〈qˆ2〉 = 0
for central moments,
µ1,0,0,3 =
〈
pˆ1 ⊗ qˆ32
〉
=
3∑
r=0
(
3
r
)
µ0,0,0,rκ1,0,0,3−r
≈ 3 〈pˆ1 ⊗ qˆ2〉
〈
qˆ22
〉 (48)
This is identical to the result obtained from Wick con-
tractions. While it is possible, this recipe is rather long-
winded (see supplementary material); and given that sev-
eral orders (several N values) may be needed to evalu-
ate the accuracy of the method, and that, for a poten-
tial containing high powers of qˆ, a large range of terms
in
〈
pˆα1 qˆ
β
1 pˆ
γ
2 qˆ
δ
2
〉
S
will need to be approximated, an auto-
mated version seems appropriate.
A. Haskell
It is clear that the problems identified in [21] of: (i)
the need for the use of Weyl–symmetrized operators; and
(ii) the tedious manipulations of the system of equations,
due to the requirement for the repeated calculation of
commutations of symmetrized operators with the system
Hamiltonian, are further exacerbated when one moves to
two or more particles. As a result of this, in the two par-
ticle He´non–Heiles case considered in [20], the moment
equations were simplified by replacing〈
pˆα1 qˆ
β
1 pˆ
γ
2 qˆ
δ
2
〉
≈
〈
pˆα1 qˆ
β
1
〉 〈
pˆγ2 qˆ
δ
2
〉
(49)
We have been able to avoid the need for this approx-
imation through using a non-commuting symbolic al-
gebra package QuantAL that we have being developing
in Haskell [29] for such purposes. Functional program-
ming languages, like Haskell have the advantage of al-
lowing programmers to ensure: correctness; immutabil-
ity/composability, meaning that it is possible to build on
fundamental components and implement algorithms from
mathematical objects easily so they work infallibly with
base constructs; as well as safety, meaning the prevention
from writing incorrect code.
In QuantAL we represent the equations generated in
QHD/QCD/SMD as a recursive n-ary tree, in which
each parent node provides a mathematical relationship
(+,×, ...) between its children. Using Haskell’s strong
typing, we are able to distinguish the different parts of
an expression (non-commuting and commuting variables
and constants), allowing them to be treated differently
during evaluation. Recursion is used to traverse the tree,
applying pattern matching to perform operations which
respect any non-commutativity of the operators within
the expressions. QuantAL is able to present equation sets
as either raw or central moments; in Weyl–symmetrized
or normal ordered form; and in N th-order QCD/SMD or
QHD format.
Using QuantAL we avoid the approximation in Eq. 49
allowing mixed-mode terms to be included. Fig. 5 shows
the impact of this approximation on the evolution of one
of the mode energies E2(t) in the two particle He´non–
Heiles potential [46]
V (qˆ1, qˆ2) =
1
2
a2qˆ
2
1 + b1qˆ2 +
1
2
b2qˆ
2
2 +
1
3
b3qˆ
3
2 + λqˆ
2
1 qˆ2 (50)
The equation set using approximation Eq. 49 are listed in
ref. [20], while the unapproximated equations used here
(to the same order) are available as supplementary ma-
terial.
A comparison of the results in Fig. 5 shows that the
current QHD analysis, which includes some of the mixed-
mode cross terms, does indeed provide a solution which
is significantly closer to the accurate quantum solution
(as the authors of [20] had assumed).
B. QuantAL
In addition to the approximation in Eq. 49, there are
a number of important differences between the equations
obtained in [20] and those derived using QuantAL. The
first significant difference is in the Ehrenfest equation for
the rate of change of
〈
qˆ1pˆ
3
1
〉
S
which is in given [20] (in
units with ~ = 1) as
d
〈
qˆ1pˆ
3
1
〉
S
dt
= k1
〈
p41
〉−(6λ 〈qˆ2〉+3a2)( 〈pˆ21qˆ21〉S+12) (51)
while QuantAL gives
d
〈
qˆ1pˆ
3
1
〉
S
dt
= k1
〈
p41
〉− 6λ 〈pˆ21qˆ21 qˆ2〉− 3a2 〈pˆ21qˆ21〉 (52)
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FIG. 5. An assessment of the impact of the approximation
in Eq. 49 on the mode energy E2 of the He´non–Heiles sys-
tem [20]. It is clear that a QHD analysis which includes some
of the mixed mode cross terms does indeed provide a solution
which is significantly closer to the quantum solution (solid
curve), as in Fig. (5c) of [20], than one without. As time pro-
gresses it is also clear that a phase lag opens up between the
approximate and Schro¨dinger equation solution
.
and even allowing for the approximation in [20] in which
the cross terms are ignored (Eq. 49), and which here sets〈
pˆ21qˆ
2
1 qˆ2
〉
S
≈ 〈pˆ21qˆ21〉S 〈qˆ2〉, these might be expected to
give different dynamics. We briefly provide an extended
version of the derivation of the validity of Eq. 52 rather
than Eq. 51, in the supplementary material.
A correct set of equations may be obtained by making
the replacements in [20]
〈
pˆ2qˆ2
〉
S
+
~2
2
→ 〈pˆ2qˆ2〉
S〈
pˆ2qˆ3
〉
S
+
3~2
2
〈qˆ〉 → 〈pˆ2qˆ3〉
S〈
pˆ3qˆ2
〉
S
+
3~2
2
〈pˆ〉 → 〈pˆ3qˆ2〉
S
(53)
the first of which (with Eq. 49) turns Eq. 51 into Eq. 52.
The difficulty in obtaining correct dynamics demon-
strates the use of the QuantAL package, even for what
appears to be the relatively simple problems considered
here.
QuantAL is also used to obtain approximations for high
order moments in terms of lower order ones. This has
the effect of replacing the right–hand side of Eq. 49 by
a multi-term expansion, for which
〈
pˆα1 qˆ
β
1
〉 〈
pˆγ2 qˆ
δ
2
〉
is only
the leading term. Such approximations, which involve
Eq. 47, are difficult and errors in the resulting equations
can generally make the dynamics unstable. This also
extends to initial conditions. If the initial state is one of
independent Gaussians, then all moments in the equation
set need to be approximated by using only the means and
variances, i.e. first and second order terms.
In addition we have been able to correct some typo-
graphical errors in the initial conditions from [20] where,
for example, the sign of the constant terms in
〈
pˆ2qˆ2
〉
S
(0)
(Eq. (A5) in [20]) should be +~2/4.
VI. CONCLUSIONS
We have presented a means of unifying, and extend-
ing, quantum Hamiltonian dynamics (QHD), quantal cu-
mulant dynamics (QCD) and Semi-classical Moyal dy-
namics (SMD) into a generalised formalism that avoids
the need for Wick contractions when seeking a closure
rule, replacing them by the simple recurrence relation
(based on Bell polynomials) between cumulants and cen-
tral moments. Further we present general equations,
for any order N of these methods and any cumulant
based closure rule, for the Weyl–symmetrized operators
Ωˆα,β = {(pˆ − pˆ(t))α(qˆ − qˆ(t))β}S . The Hilbert space
method also avoids the need for a matrix inversion at each
integration time-step that is required in SMD, and the
analytic expression for high order moments will also al-
low the evaluation of the Jacobian, should that be needed
to aid convergence of the numerical integration. Whilst
cumulant based closure is recommended as being com-
putationally less intensive, and thus allowing of higher
order approximations, if necessary, of course, the same
closure rules suggested in ref. [21] may be also be used in
Hilbert space as shown in section IV.D. It may yet prove
to be the case that, as in Fig. 3, using different forms of
auxiliary distribution provides greater accuracy in com-
plex situations. Although it remains unclear, with such
complexity, how one might best choose these auxiliary
functions.
To solve a particular problem with the current method,
one decides upon a set of variables whose dynamics are to
be followed; these might be the Weyl–symmetrized vari-
ables {pˆr qˆN−r}S , r = 0 · · ·N up to some order N . Dy-
namical equations for these variables are obtained from
Eq. 30 together with Eq. 28. Any moments generated
which are outside the chosen set are approximated us-
ing Eqs. 17–19, as are the initial conditions if starting
from a Gaussian state. This may be extended to two
particle case, and further, by using Eqs. 47 and its ex-
tensions. In addition we introduce a quantum algebra
package QuantAL [29] which is capable of performing the
transformation between Weyl–symmetrized and normal
ordered products. Using this package we are able to ex-
tend the analysis of the two particle He´non–Heiles case
considered in [20], by including mixed-mode terms, and
at the same time correct some algebraic/typographical
errors.
The method presented here has all the advantages of
simplicity, generality, and flexibility claimed by SMD, as
the tedious Weyl–symmetrization and operator algebras
for the equations of motion indicated in ref [21] are re-
placed by a simple formulation. As a consequence (by
the identity µm,n ↔ ξm,n, or more generally µm,n,j,k ↔
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ξm,n,j,k) it also may be seen as providing the means of
an extension of SMD to the multi-particle case. It is
worth a word of caution here though, as however one
truncates the equation sets, by approximating higher or-
der moments by lower order ones, one is faced with the
likelihood that at some time the wavefunction will be-
come unphysical. This is essentially the Hamburger Mo-
ment Problem [48] which requires that all Hankel deter-
minants must be positive. It is also unclear how long such
approximate solutions will remain accurate, and conse-
quently it makes sense to compare solutions at several
orders. This makes something such as QuantAL, capable
of providing automated generation of the equation sets,
the initial conditions and the high order approximations,
a useful tool.
SUPPLEMENTARY MATERIAL
See supplementary material for the full mixed-moment
equations for the two particle He´non-Heiles equations
(without the approximation in Eq. 49) together with an
illustration of the closure rule in the two-particle case
(Eq. 47) and a discussion of the validity of Eq. 52.
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