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Archimedean copulas byHofert and Scherer, 2011. A method for inferring the copula parameters from market 
data was introduced by Hull and White, 2006. 
In this study we propose a CDO valuation model based on default intensities calibrated to CDS quotes and 
credit risk dependence modeled with Archimedean copula functions. For the empirical study we used iTraxx 
Europe Series 15 data, retrieved from the Bloomberg database. The analysis was conducted on after the crisis 
data which led to supplemental challenges due to the changes in quotation styles for CDO tranches. The paper 
is organized as follows. In Section 2 we introduce the CDO valuation model. In Section 3 we describe the 
implementation. Section 4 presents the results and concludes. 
 
2. CDO valuation 
 
We assume the existence of a filtered probability space ሺȳǡ ࣠ǡԷሻwhere Է is a pricing measure calibrated 
to market quotes. The reference portfolio is comprised of ݅ ൌ ͳǡǥ ǡ ܫ companies and their times to default are 
given by a positive random variable ߬௜. The default status of each entity is specified via an intensity model. 
The intensity used to derive the default probabilities is assumed to be a deterministic, nonnegative function 
denoted by ߣ௜ሺݐሻ. The term structure of survival probabilities,݌ҧ௜ሺݐሻ is related to ߣ௜ሺݐሻ by: 
 
 ݌ҧ௜ሺݐሻ ൌ ݁ݔ݌ ቆെන ߣ௜ሺݑሻ݀ݑ
௧
଴
ቇ (1) 
In the following we adopt the canonical model for constructing ߬௜ as it is implemented by Schönbucher, 
2003 for its suitability to simulation. If, the variables ௜ܷ are uniformly distributed in ሾͲǡͳሿ then: 
 
 ߬௜ ൌ ݂݅݊ሼݐ ൒ Ͳǣ ݌ҧ௜ሺݐሻ ൑ ௜ܷሽ (2) 
The default times, ߬௜, are obtained by taking the inverse of the survival function at points ௜ܷ. The greatest 
challenge in modeling the portfolio loss process is to determine the joint distribution of the times to default. 
We have used the copulas listed in Table 1, both in their exchangeable and nested forms, to introduce 
dependence among the stopping times by making the trigger variables ௜ܷdependent. Results generated from a 
1-parameter Gaussian copula are also presented for comparison reasons as this is the standard market 
model.Archimedean copulas are related to the Laplace transforms of univariate distribution functions. 
According to Joe, 1997 if we denote by ॷ the class of Laplace transforms that consist of strictly decreasing 
differentiable functions than the function ܥǣ ሾͲǡͳሿௗ ՜ ሾͲǡͳሿ defined as: 
 
ܥሺݑଵǡ ǥ ǡ ݑ௡Ǣ ߠሻ ൌ ߶ሼ߶ିଵሺݑሻ ൅ ڮ൅ ߶ିଵሺݑௗሻሽǡ ݑଵǡ ǥ ǡ ݑௗ א ሾͲǡͳሿ (3) 
is a d-dimensional exchangeable Archimedean copula where ߶ א ॷ is called the generator function and ߠ is 
the copula parameter. Table 1 presents the selected copulas and parameters relevant to this study. 
 
Table 1.Parameter space, generator and inverse generator functions and Kendall’s tau coefficients. 
 
Family ߠ ߶ሺݑǡ ߠሻ ߶ିଵሺݑǡ ߠሻ ߬ 
Gumbel ሾͳǡλሻ ൫െݐଵ ఏΤ ൯ ሺെ  ݐሻఏ ሺߠ െ ͳሻ ߠΤ  
Clayton ሺͲǡλሻ ሺͳ ൅ ݑሻିଵ ఏΤ  ݑିఏ െ ͳ ߠ ሺߠ ൅ ʹሻΤ  
Frank ሺͲǡλሻ െ൫ͳ െ ൫ͳ െ ݁
ିఏ൯ ሺെݑሻ൯
ߠ  െ  ቆ
݁ିఏ௨ െ ͳ
݁ିఏ െ ͳ ቇ ͳ ൅ Ͷሺܦଵሺߠሻ െ ͳሻ ߠΤ  
Joe ሾͳǡλሻ ͳ െ ሺͳ െ ሺെݑሻሻଵ ఏΤ  െ ൫ͳ െ ሺͳ െ ݑሻఏ൯ ෍ ͳ ൫݇ሺߠ݇ ൅ ʹሻሺߠሺ݇ െ ͳሻ ൅ ʹሻ൯Τ
ஶ
௞ୀଵ
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A-M-H ሾͲǡͳሻ ሺͳ െ ߠሻ ሺሺݑሻ െ ߠሻΤ   ൬ͳ െ ߠ ൅ ߠݑݑ ൰ ͳ െ ʹሺߠ ൅ ሺͳ െ ߠሻ
ଶ ሺͳ െ ߠሻሻ ͵ߠଶΤ  
Nested Archimedean copulas provide an efficient way to recursively define the dependence structure. 
However, fitting a fully nested structure to a large data set is unfeasible. As an alternative to the fully nested 
model, we can consider copula functions with arbitrary combinations at each level. The high dimensionality 
of our data set and the knowledge about sectorial repartition of the companies made us particularly interested 
in nested structures given by the following form: 
 
 ܥሺݑଵǡ ǥ ǡ ݑௗሻ ൌ ߶଴ൣ߶଴ି ଵ൫߶ଵൣ߶ଵି ଵሺݑଵଵሻ ൅ ڮ൅ ߶ଵି ଵ൫ݑଵௗభ൯൧൯ ൅ ڮ
൅ ߶଴ି ଵ൫߶௦ൣ߶௦ି ଵሺݑ௦ଵሻ ൅ ڮ൅ ߶௦ି ଵ൫ݑ௦ௗೞ൯൧൯൧ 
ൌ ߶଴ ቎෍߶଴ି ଵ ቌ߶௦ ቎෍߶௦ି ଵሺݑ௦௟ሻ
ௗೞ
௟ୀଵ
቏ቍ
ௌ
௦ୀଵ
቏ 
(4) 
whereݑ௦௟ א ሾͲǡͳሿǡ ݏ א ሼͳǡ ǥ ǡ ܵሽǡ ݈ א ሼͳǡ ǥ݀௦ሽ  where ܵ  is the dimension of the outer copula and ݀௦  with 
ܫ ൌ σ ݀௦ௌ௦ୀଵ  is the dimension of the ݏ inner copulas.  This copula has ܵ ൅ ͳ margins and it is easier to model 
because the number of parameters,ܵ ൅ ͳ, is much smaller than ܫ . As demonstrated by McNeil, 2008 a 
sufficient condition for this structure to be a copula function is that ߠ଴ ൑ ߠ௦ for any ݏ א ሼͳǡ ǥ ǡ ܵሽ. In order to 
sample from the above mentioned copulas we implemented our own sampling algorithms based on the 
contributions ofMcNeil, 2008 and Hofert, 2008. 
 
We assume an equally weighted CDO portfolio consisting of ܫ reference entities, ܬ tranches and maturity 
ܶ. The payment schedule ࣮ ൌ  ሼݐ଴ ൌ Ͳ ൏ ݐଵ ൏ ڮ ൏ ݐ௄ ൌ ܶሽ denotes the specific dates on which the premium 
payments are made. Taking account of the changes described above, we define ௝ܲሺݐሻ as the expected principal 
of tranche ݆ at time ݐ expressed as a percentage of initial tranche principal. The discount factors are ݀ሺݐሻ ൌ
݁ି௥௧, where ݎ is the continuously compounded interest rate and the spread ݏ௝ is the number of basis points 
paid per year in order to buy protection on tranche ݆. A reference entity ݅ ൌ ͳǡǥ ǡ ܫ is deemed to default before 
time ݐ א ሾݐ଴ǡ ܶሿ, if ߬௜ ൑ ݐ. The portfolio loss process at time ݐ is given by: 
 
 ܮሺݐሻ ൌ ܮܩܦܫ ෍ͳሺ߬௜ ൑ ݐሻǡ ݐ א ሾݐ଴ǡ ܶሿ
ூ
௜ୀଵ
 
(5) 
whereܮܩܦ  is the loss given default for all companies. The losses are absorbed by tranches in order of 
seniority. The losses incurred by a particular tranche ݆ ൌ ͳǡǥ ǡ ܬ, at time ݐ are determined by the attachment 
point, ௝ܽ, and detachment point ௝݀. Therefore the remaining principal of tranche ݆ at time ݐ is given by: 
 
 ௝ܲሺݐሻ ൌ
ۖە
۔
ۖۓ ͳ ܮሺݐሻ ൑ ௝ܽ
௝݀ െ ܮሺݐሻ
௝݀ െ ௝ܽ ௝ܽ ൏ ܮሺݐሻ ൑ ௝݀
Ͳ ܮሺݐሻ ൐ ௝݀
 
(6) 
The defaults may happen anywhere in ሾͲǡ ܶሿ however, in order to simplify the computation we discretize 
the time frame according to the payment schedule and defer all defaults that happen on or before time ݐ௞ to 
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the middle of the interval ሾݐ௞ିଵǡ ݐ௞ሿ. The value of a CDO tranche is the present value of its expected cash 
flows, and it involves three terms. The present value of the expected regular spread payments is given by: 
 
 ܸܲܧ ௝ܲ ൌ ॱ ൥෍ݏ௝ οݐ௞݀ሺݐ௞ሻ ௝ܲሺݐ௞ሻ
௄
௞ୀଵ
൩ (7) 
where οݐ௞ ൌ ሺݐ௞ െ ݐ௞ିଵሻ. The present value of the expected accrual payments is given by: 
 
 
ܸܲܧܣ௝ ൌ ॱ ൥෍ͲǤͷ ݏ௝οݐ௞݀ሺͲǤͷ ݐ௞ିଵ ൅ ͲǤͷ ݐ௞ሻ ቀ ௝ܲሺݐ௞ିଵሻ െ ௝ܲሺݐ௞ሻቁ
௄
௞ୀଵ
൩ (8) 
The present value of the expected payoffs caused by defaults is given by: 
 
 
ܸܲܧܦ௝ ൌ ॱ ൥෍݀ሺͲǤͷ ݐ௞ିଵ ൅ ͲǤͷ ݐ௞ሻ ቀ ௝ܲሺݐ௞ିଵሻ െ ௝ܲሺݐ௞ሻቁ
௄
௞ୀଵ
൩ (9) 
Pricing a CDO involves determining the breakeven up-front fee that would make the present value of the 
payments equal to the present value of the payoffs. From the perspective of the protection buyer the 
breakeven up-front payment is given by: 
 
 
ݑ௝ሺߠሻ ൌ ܸܲܧܦ௝ െ ܸܲܧ ௝ܲோ െ ܸܲܧܣ௝ோ  (10) 
where the superscript in ܸܲܧ ௝ܲோ and  ܸܲܧܣ௝ோ denote that ݏ௝ has been replaced by the specific running-spread, 
ݏ௝ோ, according to the specification of the deal. Assuming deterministic discount factors, (10) only requires the 
computation of the portfolio loss at each point of the payment schedule. Unfortunately, as can be seen from 
(6), the remaining principal ௝ܲሺݐሻ is not a linear function of the individual loss indicator. As a consequence the 
expected trance principal cannot be determined analytically and has to be computed via simulation.  
 
The purpose of the model is to calibrate the copula so that the computed breakeven up-front fees would 
reproduce as accurately as possible the values observed on the market. The main goal of the calibration is to 
minimize de cumulative absolute deviations of the computed up-front fees ݑ௝ሺߠሻ from the market up-front 
fees ݑ௝ெ with respect to the copula parameters ߠ: 
 
 ܦሺߠሻ ൌ ఏ ෍หݑ௝ሺߠሻ െ ݑ௝
ெห
௃
௝ୀଵ
 
(11) 
Model calibration was performed with respect to the Kendall’s tau parameter because it was efficient to 
minimize over a bounded parameter space. For the exchangeable Archimedean copulas we calibrated over 
one parameter while for nested copulas we calibrated over 2 parameters characterizing the strength of 
dependence in and out of sector. Minimization of the objective function with respect to one parameter was 
performed using the algorithm described by Brent, 2002 that uses a combination of golden section and 
parabolic interpolation. For the twoparameter copulas the multi-dimensional minimum of the objective 
function was computed using a box constraint optimization algorithm based on the BFGS methodology and 
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implemented by Nocedal and Wright, 2006. Our choice for the method is supported by the fact that it is a 
direct-search algorithm that uses only function values, does not require calculation of derivatives and admits 
linear constraints on parameters. 
 
3. Implementation 
 
CDO tranche pricing is based on the following Monte Carlo routine: 
Step 1. Specify all input parameters. The empirical part of this study was carried out on the iTraxx Europe 
Series 15 index which is comprised of the most liquid 125 CDSs referencing European investment grade 
credits. Standardized tranches cover losses in the ranges of Ͳ െ ͵Ψǡ ͵ െ ͸Ψǡ ͸ െ ͻΨǡ ͻ െ ͳʹΨǡ ͳʹ െ
ʹʹΨand ʹʹ െ ͳͲͲΨ. Consequently, the number of companies ܫ ൌ ͳʹͷ, the number of tranches ܬ ൌ ͷ and the 
attachment and detachment points ሾ ௝ܽ ǡ ௝݀ሿ are set according to the loss ranges provided by the first 5 tranches. 
The ܮܩܦ is set at 0.6 except for the case where it is implied by market quotes. The payment schedule ࣮ is set 
to match the regular payment dates with ܭ ൌ Ͷܶand ܶ ൌ ͷ. For each of the analyzed days we took the 
observed market up-front fees ݑ௝ெ and the zero interest rates needed to compute the discount factors ݀ሺݐ௞ሻ. 
For the particular case of Series 15 the first 5 tranche running-spreads expressed in basis points are ݏ௝ோ ൌ
ሼͷͲͲǡͷͲͲǡ͵ͲͲǡͳͲͲǡͳͲͲሽ . We made use of the fact that default correlation tends to be higher for the 
companies pertaining to the same industry sector and divided the portfolio into ܵ ൌ ͺ sectors according to 
their classification in Bloomberg database. At each iteration we performed ܰ ൌ ͳͲହ simulations. Calibration 
was performed for several days while Series 15 was on-the-run but only the results for 2011-06-01 and 2011-
09-30 are presented. Conclusions were drawn based on results generated for all calibrated days. 
Step 2. Given  ߣ௜ and ࣮ we computed the survival probabilities ݌ҧ௜ሺݐሻ as indicated in (1). 
Step3. For each of the ܰ  simulations we sampled ሺ ௜ܷǡ ǥ ǡ ூܷሻ  from one of the chosen copula types 
parameterized with ߠ . Then we computed the default times ߬௜  according to (2) and based on them we 
calculated the portfolio loss ܮሺݐ௞ሻ for each of the points in the payment schedule as indicated in (5). Having 
the portfolio loss profile, for each tranche ݆ and each ݐ௞ compute the remaining tranche principal ௝ܲሺݐ௞ሻ as 
described in (6). 
Step 4.Having ௝ܲሺݐ௞ሻ for each of the Monte Carlo iterations compute the present value of the regular 
spread payments, the accrual payment and the payoffs in case of default as in (7), (8), (9) and take the 
expectation as their sample means. 
Step 5. Compute the up-front fees as in (10) with the sample means generated at Step 4. 
Step 6. Repeat Step 1 – Step 5 with different ߠ so that measure ܦ is minimal.  
In order to model the loss process we consider an inhomogenous portfolio by letting default intensities 
vary both across companies and time. To determine the step function of hazard rates we have used the term 
structure of CDS spreads up to 5 years. The idea behind this procedure is that given the term structure of the 
hazard rate that is complete up to time ݐ െ ͳ, find the hazard rate at time ݐ that is consistent with de CDS 
spread at time ݐ. To apply this procedure we have implemented our own numerical root-finding algorithm 
based on Newton-Raphson method. The spread is an increasing function of hazard rate and we also assumed 
that this relation is linear.  In general the algorithm is very fast because the convergence is quadratic, however 
the execution time is significantly influenced by the initial guess from which the algorithm starts. We 
mentioned this aspect because there is significant variability in CDS spreads across companies. To determine 
the unconditional default probabilities (PD) at each ݐ௞we numerically integrated over the term structure of the 
hazard rates. Figure 1 presents the result and gives a clear indication that in order for a copula to accurately 
describe the dependence structure it should provide enough tail dependency to catch the extreme co-
movement of the variables.  
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Fig.1. (a) Distribution of unconditional cumulative PDs for all companies in the portfolio as seen from 2011-06-01; (b) Distribution of 
unconditional cumulative PDs for all companies in the portfolio as seen from 2011-09-30. 
 
4. Results and Conclusions 
 
Our objective was to replicate all tranche prices simultaneously by calibrating over the parameter space of 
the copula in order to minimize the measure ܦ. Results generated after calibrating for all types of copulas 
indicated that the model is consistent across time despite the significant changes in the credit market. Credit 
conditions worsened during 2011 on the background of stagnating European economy and deteriorated 
perception on sovereign creditworthiness. Tables2 and 3 present the estimated tranche up-front fees and 
measure ܦ for 2011-06-01 and 2011-09-30 respectively. We chose to present these dates in detail as they 
clearly reflect model consistency through different market conditions.  
A crucial aspect regarding calibration is that up-front payments for junior tranches are inversely correlated 
with the dependence among firms. However, this is exactly the opposite with senior tranche as their up-front 
fees are positively correlated with the dependence among firms. We have observed a tendency for the model 
to overprice senior tranches. Constant overpricing of senior tranches has several justifications. First, we 
calibrate the copula so as to reflect the overall portfolio credit dependency. Since the highest up-front fee is 
paid for tranches Ͳ െ ͵Ψ and ͵ െ ͸Ψ it is normal that they would have the highest influence in determining 
the credit dependence. This overestimation of default dependence induced by the first two tranches 
extrapolates by increasing the risk, and therefore the price, for the senior tranches. Second, the periodic 
payments for all tranches are arbitrarily determined by the running-spread. Since superior tranches have 
significantly lower running-spreads than junior tranches it is normal for the model to compensate by 
increasing the up-front fee. Third, the market itself may be inefficient in pricing superior tranches. This belief 
is based on the fact that investors are more concerned with correctly pricing junior tranches as these have a 
higher probability of being hit by defaults and don’t manifest the same diligence when pricing superior 
tranches. Therefore, we may conclude that the model performs consistently across tranches.  
Among the 5 Archimedean copula families the two parameter Gumbel copula performed best. This was 
also our a priori expectation because Gumbel copula exhibits upper tail dependence, that is, it is more suitable 
to describe outcomes that simultaneously produce upper tail values. Joe copula performed well and close to 
Gumbeland therefore we consider it suitable for this type of analysis. This consideration is intuitive as they 
have the same tail characteristics and parameters spaces.Except for the Gumbel copula, all the copula classes 
do not materially improve the performances of the model by calibrating over 2 parameters instead of one. This 
provides a solid reason to conclude that it is the structure of (tail) dependence that matters most and not a 
particular value of the parameter. 
 
Table 2.Calibrated copula parameters and tranche up-front fees for 1st of June 2011. 
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2011-06-01 Trance up-front fees (%) ࡰ 
 Kendall’s tau 0-3% 3-6% 6-9% 9-12% 12-22% 
Market 38.25 4.60 1.87 1.94 0.91  
Gauss 1 0.28 39.79 4.73 6.05 7.59 2.42 13.00 
Gumbel 1 0.31 37.68 3.00 3.4 3.26 2.04 6.15 
Gumbel 2 0.24    0.39 37.69 4.91 2.45 3.38 1.75 3.72 
Survival Clayton 1 0.14 36.98 9.86 6.68 6.08 2.09 16.65 
Survival Clayton 2 0.12    0.21 36.25 9.01 6.32 5.53 2.22 15.75 
Frank 1 0.43 37.67 8.04 5.95 8.83 2.61 16.68 
Frank 2 0.42    0.45 38.09 8.25 6.01 8.84 2.36 16.28 
AMH 1 0.33 47.04 18.92 7.83 6.46 1.69 34.36 
AMH 2 0.30    0.33 48.16 17.6 7.91 5.85 1.90 33.84 
Joe 1 0.24 39.35 4.35 2.76 5.16 2.16 6.71 
Joe 2 0.170.32 37.91 4.03 1.20 4.42 1.16 4.31 
 
Table 3.Calibrated copula parameters and tranche up-front fees for 30th of September 2011. 
 
2011-09-30 Trance up-front fees (%) ࡰ 
 Kendall’s tau 0-3% 3-6% 6-9% 9-12% 12-22% 
Market 61.44 27.65 19.14 4.91 2.34  
Gauss 1 0.40 59.63 28.41 24.07 14.01 9.62 23.87 
Gumbel 1 0.39 62.20 27.03 21.92 6.70 5.29 8.89 
Gumbel 2 0.34    0.48 61.24 27.83 19.73 6.24 4.72 4.67 
Survival Clayton 1 0.26 54.54 27.69 22.81 20.32 13.73 37.40 
Survival Clayton 2 0.22    0.28 58.27 31.16 24.70 16.99 11.5 33.47 
Frank 1 0.43 62.76 30.56 24.22 23.98 13.65 39.68 
Frank 2 0.42    0.5 58.80 30.01 24.36 24.31 10.77 38.04 
AMH 1 0.30 77.14 33.53 24.51 17.93 9.78 47.40 
AMH 2 0.30    0.33 76.99 32.50 25.42 19.06 10.03 48.51 
Joe 1 0.35 61.30 28.53 21.51 10.51 5.35 11.99 
Joe 2 0.24    0.52 61.55 27.05 20.17 7.74 5.97 8.19 
 
Clayton copula, even though it was used in the survival form showed weak performance and therefore 
sustains the fact that it is not suitable in this modeling context. This is also the only copula that has a tendency 
to fit in between, that is, to underprice junior tranches and overprice senior ones.AMH and Frank copulas, as 
expected, performed worst due to their lack of tail dependence. In addition AMH has a restricted parameter 
space which prevents it from capturing enough dependence. This is the reason why calibrated parameters for 
the AMH copula came very close to the upper limit of the parameter space. Even though calibrations for 
exchangeable and nested copulas were independent the parameter calibrated in the exchangeable form always 
falls between the parameters calibrated for the nested form. This leads us to conclude that information about 
sectorial repartition has a significant influence on the dependence structure. Even more so, for every copula 
and every calibrated day the inter sector parameter was lower than the intra sector one. This reinforces our 
belief that dependence among companies is clustered according to industry sectors. The naïve Gaussian model 
does not properly capture the dependence characteristics of the portfolio. What is even more discouraging to 
using this type of copula in this context is that its performance decreases as dependence among companies 
increases. This finding is supported by the fact that it performed worst in relative terms during the analyzed 
time period that exhibited worsening credit conditions and increasing dependence. 
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