Affine isometric actions of groups by Pillon, Thibault & Valette, Alain
Affine isometric actions
of groups
The`se
pre´sente´e a` la Faculte´ des sciences pour obtenir
le grade de docteur e`s sciences par
Thibault Pillon
soutenue avec succe`s le 27 mai 2015
et accepte´e sur proposition du jury
Prof. Alain Valette Directeur de the`se
Prof. Laura Ciobanu Rapporteur (UniNE)
Prof. Paul Jolissaint Rapporteur (UniNE)
Prof. Piotr Nowak Rapporteur (Varsovie)
Institut de mathe´matiques, Universite´ de Neuchaˆtel, Rue Emile-Argand 11,
CH-2000 Neuchaˆtel

  
Faculté des sciences 
Secrétariat-décanat de Faculté 
Rue Emile-Argand 11 
2000 Neuchâtel - Suisse 
Tél: + 41 (0)32 718 2100 
E-mail: secretariat.sciences@unine.ch 
 
 
 
Imprimatur pour thèse de doctorat                                                         www.unine.ch/sciences  
 
 
 
IMPRIMATUR POUR THESE DE DOCTORAT 
 
 
La Faculté des sciences de l'Université de Neuchâtel 
autorise l'impression de la présente thèse soutenue par 
 
 
 
Monsieur Thibault PILLON 
 
 
Titre: 
 
“Affine isometric actions of groups” 
 
 
 
 
sur le rapport des membres du jury composé comme suit: 
 
 
 
- Prof. Alain Valette, Université de Neuchâtel, directeur de thèse 
- Prof. ass. Paul Jolissaint, Université de Neuchâtel 
- Prof. ass. Laura Ciobanu, Université de Neuchâtel 
- Prof. Piotr Nowak, Polish Academy of Science, Varsovie, Pologne 
 
 
 
 
Neuchâtel, le 22 septembre 2015  Le Doyen, Prof. B. Colbois 
    

Re´sume´
Cette the`se a pour objet l’e´tude des groupes via leurs actions affines
sur des espaces de Hilbert ou de Banach.
Dans la premie`re partie, la the´orie des actions affines irreductibles
est de´veloppe´e. Un re´sultat analogue au Lemme de Schur pour
les repre´sentations unitaires est de´montre´. Plusieurs applications
sont propose´es parmi lesquelles une classification des actions affines
irre´ductibles des groupes nilpotents et FC-nilpotents. La question
de l’existence d’une action irreductible dont la partie line´aire est la
re´gulie`re gauche d’un groupe est aborde´e et pre´sente des liens avec le
premier nombre de Betti L2 du groupe. Finalement, une condition
ne´cessaire et suffisante pour que la somme directe de deux actions soit
irre´ductible est pre´sente´e.
La deuxie`me partie est consacre´e a` l’e´tude des exposants de
compression des groupes. Apre`s une bre`ve introduction au sujet, la
valeur exacte de l’exposant de compression Lp des groupes de Gal-
Januszkievicz est calcule´e. Puis, plusieurs re´sultats sur la permanence
des exposants de compression e´quivariants Lp sont pre´sente´s, dans le
cas des produits libres amalgame´s et dans celui des extensions HNN.
Finalement, plusieurs questions et pistes de travaux a` venir sont
mentionne´es.
Mots-cle´s: The´orie ge´ome´trique des groupes, the´orie des
repre´sentations, repre´sentations unitaires, actions affines isome´triques,
actions affines irre´ductibles, alge`bres de von-Neumann, nombres de
Betti L2, plongements grossiers, exposants de compression, extension
HNN, groupes de Gal-Januszkiewicz, exposants de compression
e´quivariants, produits libres amalgame´s.
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Abstract
The purpose of this thesis is the study of groups through their affine
actions on Hilbert or Banach spaces.
In the first chapter, the theory of irreducible affine actions is de-
veloped. A result similar to Schur’s lemma for unitary representation
is proved. Amongst several applications, a clasification of irreducible
actions of nilpotent and FC-nilpotent groups is given. The question
of the existence of an irreducible action with linear part the left reg-
ular representation of the group is studied and connections with the
first L2-Betti number are established. Finally, a sufficient and nec-
essary criterion for the direct sum of two actions to be irreducible is
provided.
The second chapter is devoted to the study of compression expo-
nents of groups. After a short introduction to the matter, the exact
value of the Lp-compression exponent of Gal an Januszkiewicz groups
is computed. Then, several results about permanence of equivariant
compression exponents are given. First in the case of amalgamated
free products, then in the case of HNN extensions. Finally, several
questions and ideas about further research are raised.
Keywords: Geometric group theory, representation theory, unitary rep-
resentations, affine isometric actions, irreducible affine actions, von-
Neumann algebras, L2-Betti numbers, coarse embeddings, compres-
sion exponents, HNN extensions, Gal-Januszkiewicz groups, equivari-
ant compression exponents, amalgamated free products.
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Preamble
The present text is divided into two independent chapters. The first
chapter is concerned with irreducibility of affine isometric actions of
groups on Hilbert spaces. The second is devoted to the computation
of compression exponents of groups. The uniting idea behind this two
topics is to study groups via their interactions with Hilbert spaces.
There is a well-known leitmotiv in group theory, stating that in
order to understand a group you need to understand its actions. Af-
ter all, what is a group if not an object designed to act upon various
structures? The representation theory of groups arises completely nat-
urally from this philosophy. As soon as a group admits an action on an
object, whether it is a manifold, a graph, a measure space or a metric
space, it yields a representation of the group on any function space
associated with that object. This enables us to translate questions or
concepts associated to the action, to the linear world.
Since this study of linear group actions has proved to be crucial
in various areas of mathematics, it seems quite natural to try to ex-
tend it to the world of affine actions. But there are more motiva-
tions to this study than sole generalisation. Affine actions appear in
connection with Kazhdan’s property (T). Although this property was
originally defined as representation-theoretic in flavour, it found a re-
statement in term of affine actions. The Delorme-Guichardet theorem
asserts that a group has property (T) if and only if all its affine isomet-
ric actions on Hilbert spaces have a fixed point. Unsurprisingly, the
Haagerup property, which strongly denies property (T), found such a
reformulation too. A group has the Haagerup property if and only if
it admits a metrically proper affine isometric action. Perhaps one of
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the most striking achievement linked to affine actions is the proof, by
Higson and Kasparov, of the Novikov conjecture for groups with the
Haagerup property.
Leaving the realm of groups, we can apply the same philosophy to
metric spaces. Given a metric space, we can ask whether its geometry
is comparable or compatible with that of a Hilbert space. Coarse em-
beddings into Hilbert spaces formalise that idea. They have become
increasingly studied since Gromov conjectured that a space coarsely
embeddable in a Hilbert space satisfy the coarse Novikov conjecture.
This was confirmed by Yu who proved the coarse Baum-Connes con-
jecture for such spaces, which, in the case of a Cayley graph of a group,
implies the Novikov conjecture.
In Chapter 1, we introduce a notion of irreducibility for affine iso-
metric actions and undertake a systemactic study of irreducible ac-
tions. We are able to prove an analog of the classical Schur’s lemma
for unitary representations and this helps us classify irreducible actions
for several classes of groups. The question of the existence of an irre-
ducible affine action with linear part the regular representation reveals
surprising connections with the first L2-Betti number of the group.
Chapter 2 revolves around compression exponents. These invari-
ants of metric spaces quantifies how well a space coarsely embeds into
another, from potentially not at all to almost quasi-isometrically. After
surveying the current knowledge of the topic, Section 1.2. deals with
computing Lp compression exponents of a class of groups inspired by
Baumslag-Solitar groups. Section 1.3. is concerned with the so-called
equivariant compression exponents of groups. We study the behaviour
of these invariants under free products with amalgamation and HNN
extensions.
Chapter 1
Irreducible affine
isometric actions of
groups
This chapter consists of selected pieces of the article [BPV14] written
in collaboration with B. Bekka and A. Valette.
1.1 Introduction
The theory of unitary representations of locally compact groups is by
now very well understood. When one studies it, it rapidly becomes
clear that irreducible representations serve as building blocks for all
representations so that their understanding, and classification is cru-
cial to the theory. Affine isometric actions are a much more recent
topic. Their study is motivated by several facts. First, two properties
which have proved to be valuable in several areas of mathematics ad-
mit reformulations in term of affine actions, namely Property (T) and
the Haagerup Property (see [BdlHV08] and [CCJ+01] for an extensive
treatment of both properties). Second, the set of affine isometric ac-
tions with a prescribed linear part identifies naturally with the first
cohomology group with coefficients in this representation.
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In this chapter, we study a notion of irreducibility for affine isomet-
ric actions. By analogy with the case of unitary representations, we
define an action to be irreducible if it has no non-trivial invariant affine
subspaces. To our knowledge, this definition first appeared in [Ner98]
and has not been developed since then. There are similarities between
irreducible representations and irreducible actions, but to a limited ex-
tent. A striking difference between the two theories is that the direct
sum of two unitary representations is never irreducible, whereas in the
case of irreducible affine action it may well be.
1.1.1 Organisation of the chapter
In Section 1.2. we recall some facts and notations about affine isomet-
ric actions. We give several algebraic reformulations of irreducibility
and in Proposition 1.2.11 we characterise compactly generated groups
admitting an irreducible affine action.
In Section 1.3. we define the commutant of an affine isometric action
and successfully establish an affine version of Schur’s lemma for affine
actions.
In Section 1.4. we use Schur’s lemma to derive several results. We
give a new proof of a theorem of Neretin on the irreducibilty of the
restriction of an affine action. We characterise irreducible actions of
abelian groups, groups with finite conjugacy classes, nilpotent groups,
and so-called FC-nilpotent groups.
In Section 1.5. we investigate the existence of an irreducible affine
isometric action with linear part the left regular representation. This
turns out to have surprising connections with the first L2-Betti number
of the group.
Finally, in Section 1.6. we provide a sufficient and necessary condition
for the direct sum of two affine isometric actions to be irreducible.
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1.2 Characterisations of irreducible ac-
tions
1.2.1 Notations and setting
Let G be a topological group with identity element e. Throughout this
chapter, α will denote an affine isometric action of G on a complex or
real Hilbert space H. That is, a homomorphism from G to the group
Isom(H) of affine isometries of H which is strongly continuous in the
sense that the mappings
g 7→ α(g)v
are continuous for each v ∈ H. The group Isom(H) classically splits as
Ho U(H) where U(H) denotes the group of unitary operators of H.
With respect to this splitting the affine action α can be written as
α(g)(·) = pi(g)(·) + b(g).
Here pi : G → U(H) is a unitary (or orthogonal) representation of G
that we will call the linear part of α and b : G→ H will be called its
translation part or its cocycle. In case pi and b are given, we’ll denote
by αpi,b the associated affine isometric action of G. The use of the term
cocycle is in accordance with the following easy equivalence:
Proposition 1.2.1. Let pi be a unitary or orthogonal representation
of G and b : G→ H be a continuous map. The following statements
are equivalent:
i) b satisfies the 1-cocycle relation
b(gh) = pi(g)b(h) + b(g), ∀g, h ∈ G.
ii) The map (g, v) 7→ α(g)(v) = pi(g)v + b(g) defines an affine iso-
metric action of G on H. 
In case one of the previous statements holds, b is called a pi-cocycle.
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Example 1.2.2. If pi is the trivial representation of G onH, pi-cocycles
identify with homomorphisms from G to the additive group of H.
Recall the following classical lemma (see e.g. [BdlHV08, Prop.
2.2.9]):
Lemma 1.2.3. Let αpi,b be an affine isometric action of G. The fol-
lowing statements are equivalent:
i) α has bounded orbits.
ii) α has a fixed point v ∈ H.
iii) b(·) = v − pi(·)v. 
Maps of the form g 7→ pi(g)v − v will be denoted by ∂v(·) and are
called pi-coboundaries. In view of the cohomological background, we’ll
adopt the following notations :
Z1(G, pi) = set of pi-cocycles,
B1(G, pi) = set of pi-coboundaries.
These spaces are vector spaces, and B1(G, pi) ⊂ Z1(G, pi). We also
define
H1(G, pi) = Z1(G, pi)/B1(G, pi),
H1(G, pi) = Z1(G, pi)/B1(G, pi).
H1(G, pi) is the first cohomology group of G with coefficients in pi,
H1(G, pi) is the corresponding reduced cohomology group of G and the
closure is taken with respect to the topology of uniform convergence
on compact subsets of G.
There is a link between affine isometric actions of groups and func-
tions conditionally of negative type (see [BdlHV08, Appendix C.] for
more details about functions on groups). Recall the definition:
Definition 1.2.4. A continuous function ψ : G → R is conditionally
of negative type (CNT) if it satisfies
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1. ψ(e) = 0.
2. ∀n > 0,∀g1, . . . , gn ∈ G and ∀λ1, . . . , λn ∈ R satisfying
∑
λi = 0,
n∑
i,j=1
λiλjψ(g
−1
i gj) ≤ 0.
Recall that a subset of H is total if it generates a dense linear
subspace of H. A GNS-type construction gives the following charac-
terisation :
Proposition 1.2.5. Let ψ : G→ R be a continuous map, the following
statements are equivalent:
1. ψ is CNT.
2. There exists an affine isometric action αpi,b of G, on a real Hilbert
space H, such that b(G) is total and
ψ(g) = ‖b(g)‖2.
Moreover, the action α is unique in the sense that if α′ satisfies the
same conclusions, then α and α′ are conjugated by a G-equivariant
affine isometry.
The set of CNT functions forms a convex cone CCNT and its ex-
tremal rays are the CNT functions arising from affine isometric actions
whose linear part is irreducible [LSV04].
1.2.2 Definition and characterisations of irre-
ducibility
Definition 1.2.6. Let α be an affine isometric action of G on a Hilbert
space H. We say that α is irreducible if the only closed, non-empty,
α(G)-invariant, affine subspace of H is H itself.
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For the rest of the text, we adopt the convention that, unless stated
otherwise, all subspaces (either linear or affine) are closed and non-
empty. The following two examples play an important role in the
theory.
Example 1.2.7. Let b : G → H be a continuous homomorphism to
the additive group of H. It gives rise to an affine action of G by
translations on H. That action is irreducible if and only if the linear
span of b(G) is dense in H.
Example 1.2.8. Let pi be an irreducible representation ofG and let b ∈
Z1(G, pi). The action αpi,b is irreducible if and only if b is unbounded.
Proof. Indeed, if W is an α(G)-invariant affine subspace, it is straight-
forward to see that its underlying linear space, W0 = W −W is pi(G)-
invariant. Since pi is irreducible, W0 = H, in which case W = H or
W0 = {0}. In the later case W consists of a single α(G)-fixed point.
According to Lemma 1.2.3, that happens only if b is bounded.
We observe that irreducibility is a translation-invariant notion, so
that the irreducibility of an action αpi,b only depends on the class [b] ∈
H1(G, pi). Indeed, two cocycles in Z1(G, pi) are cohomologous if and
only if they are conjugated by a translation.
For α an affine isometric action with linear part pi and cocycle b,
let pi0 be a sub-representation of pi on a closed subspace V0 ⊂ H. Let
us denote by b0 the orthogonal projection of the map b on V0. It is
immediate to check that g 7→ b0(g) is a cocycle with respect to pi0, so
that α0(g)v = pi0(g)v+ b0(g) defines an affine isometric action of G on
V0. We call it the projected action on V0.
Proposition 1.2.9. Let αpi,b be an affine isometric action and let
ψ(·) = ‖ · ‖2 be the associated CNT function. The following properties
are equivalent:
(A1) The affine isometric action α is irreducible.
(A2) For every v ∈ H, the 1-cocycle b+ ∂v has total image in H.
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(A3) For every direct sum decomposition pi = pi0 ⊕ pi1 with pi0 6= 0, in
the corresponding decomposition b = b0 ⊕ b1, the 1-cocycle b0 is
unbounded.
(A4) b(G) is total and, for every decomposition ψ = ψ0 + ψ1, with
ψ0, ψ1 functions conditionally of negative type with ψ0 6= 0, the
function ψ0 is unbounded.
(A5) b(G) is total and ψ belongs to the maximal face of CCTN contain-
ing only unbounded functions.
(A6) For every non-zero sub-representation pi0 of pi, the projected ac-
tion α0 is irreducible.
Proof. We follow the schemes (A2) ⇔ (A1) ⇒ (A6) ⇒ (A3) ⇒ (A1)
and (A3)⇔ (A4)⇔ (A5)
(A1)⇔ (A2) : Observe that b(g)+∂v(g) = α(g)v−v, so that the linear
span of the set (b− ∂v)(G) is the underlying linear space of the affine
span of the orbit α(G)v. It is immediate that the action is irreducible
if and only if each orbit has a dense affine span1.
(A1)⇒ (A6) : Assume that there is a closed, pi(G)-invariant subspace
V0 ⊂ H such that the projected action α0 is reducible. So there exists a
proper closed, α0(G)-invariant affine subspace W ⊂ V0. Let V ⊥0 denote
the orthogonal complement of V0. Then W ⊕ V ⊥0 is a proper closed,
α(G)-invariant affine subspace of H, so that α is reducible.
(A6)⇒ (A3) is clear, as boundedness of b0 implies reducibility of α0.
(A3)⇒ (A1): Suppose α is reducible and let W be an α(G)-invariant
subspace. Let W0 = W −W be the underlying pi(G)-invariant linear
subspace. Observe that the unique point in W⊥0 ∩W must be fixed by
the projection of α on toW⊥0 . According to Lemma 1.2.3 the projection
of b on that space must be bounded.
(A3) ⇔ (A4) : Given ψ, the uniqueness of a total coycle b satisfying
ψ(·) = ‖b(·)‖2 implies that there is a unique correspondance between
1It is a well-known characterisation of irreducibility of a unitary representation that every vector
is cyclic (i.e. with total orbit). (A2) is the analogue statement for irreducible affine actions.
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decompositions of the form b = b0⊕ b1 and decompositions of the form
ψ = ψ0 + ψ1.
(A4)⇔(A5) : Recall that a face F in a convex cone is a subset satisfying
∀ψ ∈ F, ψ = ψ0 + ψ1 ⇒ ψ0 ∈ F.
The existence of a maximal face containing solely unbounded functions
is due to Zorn’s lemma. Denote by Fu such a face. Suppose Fu is not
unique and let F ′u be another maximal face. Then Fu + F
′
u is a face
containing only unbounded functions. By maximality of Fu and F
′
u, we
have Fu=F
′
u=Fu + F
′
u. Now observe that the smallest face containing
ψ is given by Fψ = {ψ0 | ∃ψ1 such that ψ = ψ0 + ψ1}. Clearly, ψ
belongs to Fu if and only if Fψ ⊂ Fu which happens if and only if (A4)
is satisfied.
Example 1.2.10. If α is irreducible then by (A1) ⇒ (A2), the set
b(G) is total in H. The converse is false: the reason is that condition
(A2) is translation-invariant, while b(G) being total is not. Concretely,
let G = Z act isometrically on R2 by
αn(x, y) = (x+ n, (−1)ny + 1− (−1)n) for all n ∈ Z, (x, y) ∈ R2.
Geometrically, this is the action by powers of the glide symmetry with
axis the horizontal line y = 1, and translation by +1 to the right. Then
all orbits are total, in particular α(G)(0) = b(G), but α is reducible as
the axis is invariant.
Amongst compactly generated groups, groups admitting an irre-
ducible affine isometric action are well characterised.
Proposition 1.2.11. A locally compact compactly generated group ad-
mits an irreducible affine isometric action if and only if it does not have
property (T ).
Proof. The direct implication comes from a deep result of Shalom
([Sha00, Theorem 0.2]) asserting that compactly generated groups
without property (T ) have an irreducible representation with non-zero
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cohomology. Now, according to example 1.2.8, an unbounded cocycle
of an irreducible representation yields an irreducible affine isometric
action.
The reverse implication is immediate since any affine isometric ac-
tion of a group with property (T) fixes a point.
1.3 The use of commutants
1.3.1 The commutant of an affine action
Let α be an affine isometric action of a group G, with linear part pi.
We recall that the commutant of pi is the von Neumann algebra
pi(G)′ = {T ∈ B(H) : Tpi(g) = pi(g)T for all g ∈ G}.
If b is a cocycle for pi and T ∈ pi(G)′, we observe that Tb is still a
cocycle for pi, so that pi(G)′ acts on the space Z1(G, pi) of 1-cocycles,
and this action descends to the first cohomology space H1(G, pi).
Definition 1.3.1. The commutant of α is the set of (continuous) affine
transformations A on H such that A◦α(g) = α(g)◦A for every g ∈ G.
Lemma 1.3.2. Let A be an affine transformation written as
Av = Tv + t and let α be an affine isometric action with linear part pi
and cocycle b. The following statements are equivalent:
i) A belongs to the commutant of α.
ii) T ∈ pi(G)′ and (T − 1)b = ∂t
Proof. For g ∈ G, v ∈ H, developing the commutation relation, we
get:
pi(g)Tv + pi(g)t+ b(g) = Tpi(g)v + Tb(g) + t.
Evaluating in v = 0, we find (T−1)b(g) = ∂t(g). Thus we get pi(g)Tv =
Tpi(g)v for all g and v so that T ∈ pi(G)′.
We have the immediate corollary
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Corollary 1.3.3. For T ∈ pi(G)′, the following properties are equiva-
lent:
i) There exists t ∈ H such that the affine transformation
Av :=Tv + t is in the commutant of α.
ii) There exists t ∈ H such that (T −1)b(g) = ∂t(g) for every g ∈ G.
iii) (T − 1)[b] = 0, where [b] denotes the class of b in H1(G, pi). 
Remark 1.3.4. We observe that, if Av = Tv+ t is in the commutant of
an affine action α without fixed point, then 1 is a spectral value of T .
Indeed, as the operator (T − 1) maps the unbounded set b(G) to the
bounded set ∂t(G), it cannot be invertible.
1.3.2 A Schur-type lemma
Recall that the classical Schur’s Lemma for unitary representations
[BdlHV08, Appendix A.2] asserts that a representation pi is irreducible
if and only if its commutant is reduced to scalar multiples of the iden-
tity. We get the following similar statement for irreducible affine iso-
metric actions:
Proposition 1.3.5. Let α be an affine isometric action on a real or
complex Hilbert space H with linear part pi. Denote by Hpi(G) the space
of pi(G)-fixed vectors in H. The following properties are equivalent.
i) α is irreducible.
ii) The commutant of α is the set of translations along Hpi(G).
iii) The commutant of α consists only of translations.
Proof. (i)⇒ (ii) Let Av = Tv+ t be an affine transformation of H, in
the commutant of α. Then T ∈ pi(G)′ and
(T − 1)b(g) = pi(g)t− t for every g ∈ G. (1.1)
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We first show that A is a translation, that is that T = 1. For this,
consider the positive operator
S = T ∗T − T − T ∗ + 2 = (T − 1)∗(T − 1) + 1;
if we show S = 1, then (T − 1)∗(T − 1) = 0. This implies that
〈(T − 1)v, (T − 1)v〉 = 0,∀v ∈ H
which readily gives T = 1. Observe that S is self-adjoint, so that it is
enough to show that the spectrum of S is reduced to {1}. This is a
direct consequence of the functional calculus for self-adjoint operators
and it is valid in both the real case and the complex case. Assume by
contradiction that S has some spectral value s distinct from 1. Let
[a, b] be a closed interval of R containing s in its interior, and not
containing 1. Let E be the spectral projector of S associated with
[a, b]. Since s ∈ [a, b], E 6= 0. Also, E ∈ pi(G)′ 2. Denote by ρ the
sub-representation of pi on Im(E). Apply (T − 1)∗ to Equation 1.1:
(S − 1)b(g) = (pi(g)− 1)(T ∗ − 1)t.
Then apply E and restrict to Im(E):
(S − 1)Eb(g) = (ρ(g)− 1)E(T ∗ − 1)t.
But S−1 is invertible as a bounded operator on Im(E) (since 1 /∈ [a, b]);
denoting by R its inverse, we obtain
Eb(g) = (ρ(g)− 1)RE(T ∗ − 1)t.
The projection Eb of b on Im(E) is therefore bounded, contradicting
condition (A3) in Proposition 1.2.9.
Since T = 1, equality 1.1 yields pi(g)t− t = 0, so that t ∈ Hpi(G).
(ii)⇒ (iii) is trivial.
2It is a general fact that a spectral projector of an element of a von Neumann algebra remains
in the same algebra
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(iii) ⇒ (i) Assume that α is reducible, and let W be a non-trivial
closed, invariant, affine subspace of H. Let E : H → W be the pro-
jection onto W ; so Ev is the point of W closest to v, for every v ∈ H.
Since every α(g) is an isometry, it follows that the affine transformation
E is in the commutant of α.
We already observed that the first cohomologyH1(G, pi) is a module
over the von Neumann algebra M := pi(G)′; recall that a vector ξ, in a
module over M , is separating if Sξ = 0 implies S = 0 for every S ∈M .
Corollary 1.3.6. Let pi be a unitary representation of G. There exists
an irreducible affine action α with linear part pi if and only if H1(G, pi)
admits a separating vector for pi(G)′.
Proof. According to Proposition 1.3.5, the existence of α is equivalent
to the existence of a 1-cocycle b such that, for every T ∈ pi(G)′ and
t ∈ H satisfying (T −1)b(·) = ∂t(·), we have T = 1; in turn, by Lemma
1.3.3, this is equivalent to the existence of a class [b] ∈ H1(G, pi) such
that (T − 1)[b] = 0 for T ∈ pi(G)′, implies T = 1; this exactly means
that [b] is a separating vector for pi(G)′.
1.4 Applications
1.4.1 Restriction to lattices
We give a short proof of a result of Neretin (Theorem 3.6 in [Ner98])
asserting that the restriction of an irreducible affine action to a co-
compact lattice, remains irreducible. Since we do not use induction
of affine actions, we are able to remove the assumption of discreteness
of the subgroup in [Ner98]. In order to treat non-co-compact lattices,
we introduce a definition: for H a lattice in G and b ∈ Z1(G, pi), we
say that the cocycle b is integrable on G/H if there exists a measur-
able fundamental domain Ω for the right action of H on G, such that∫
Ω ‖b(g)‖ dg < +∞, where dg denotes the Haar measure on G.
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Theorem 1.4.1. Let H be a closed subgroup of the locally compact
group G, such that G/H carries a G-invariant probability measure µ.
Let αpi,b be an affine isometric action of G. Assume either that H
is co-compact or that H is discrete and the cocycle b is integrable on
G/H. If α is irreducible, then the restriction α|H is irreducible.
Proof. Let A(·) = T (·) + t be an affine transformation in the commu-
tant of α|H . Using our Schur-type lemma, we want to show that T = 1,
for A to be a translation. Let Aff(H) be the set of continuous affine
maps from H to H. Consider the map
G→ Aff(H) : g 7→ α(g)Aα(g)−1;
this map factors through G/H, and we wish to integrate it on G/H.
For this, we compute:
α(g)Aα(g)−1v = pi(g)Tpi(g)−1v + pi(g)t+ [1− pi(g)Tpi(g)−1]b(g).
The first two terms are bounded, and the third one is integrable on
G/H under either of our assumptions. So we may define
B =
∫
G/H
α(x)Aα(x)−1 dµ(x) (1.2)
as an element of Aff(H). By G-invariance of µ, we see that B belongs
to the commutant of α. By Proposition 1.3.5, the affine transforma-
tion A is a translation. Taking linear parts in Equation (1.2), we get∫
G/H pi(x)E0pi(x)
−1 dµ(x) = 1, expressing the identity 1 on H as an
average of operators of norm ≤ 1. Since 1 is an extreme point in the
unit ball of B(H) (see e.g. Proposition 1.4.7 in [Ped79]), we deduce
E0 = 1.
Remark 1.4.2. The condition of integrability defined above does not
hold in general. A counterexample can be found as a non-uniform
lattice in the automorphism group of a regular tree. However, the con-
dition is automatic for some classes of subgroups such as S-arithmetic
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groups, lattices in rank 1 simple Lie groups and twin building lattices.
(See Remarks 4.2 and 4.3 in [BPV14] for a more complete treatment
of the question).
Remark 1.4.3. Let Γ be a co-compact closed subgroup in the locally
compact group G. Given an action α of Γ by affine isometries on a
Hilbert space H, it is possible to define an induced affine action IndGΓα
of G, as discussed in [Sha00, Section II] or [BdlHV08, p. 91].
One may ask whether IndGΓα is irreducible when α is irreducible.
This is not the case, even when Γ has finite index in G, as the following
simple example shows. Let G = Z/2Z×Z be the direct product of the
cyclic group of order two and the group of integers and let Γ = Z. Let
α be the affine isometric action of Γ on R by integer translations.
The induced affine action IndGΓα of G is easily seen to be defined
on R2 by
(IndGΓα)(a, n)(x, y) = (x, y + n) n ∈ Z, (x, y) ∈ R2.
Clearly, IndGΓα is not irreducible.
1.4.2 Centre and FC-centre
We denote by Z(G) the centre of the topological group G.
Proposition 1.4.4. In an irreducible affine action α of G on H, the
centre Z(G) acts by translations in the direction of Hpi(G).
Proof. This follows immediately from Proposition 1.3.5 since the ele-
ments α(g) with g ∈ Z(G) belong to the commutant of α.
Corollary 1.4.5. Assume that Hom(G,R) = 0. Then every irreducible
affine action α of G factors through G/Z(G).
Proof. Let b be the cocycle defining α, and let b0 be its projection on
Hpi(G), so that b0 is a continuous homomorphism from G to the additive
group of Hpi(G), hence b0 ' 0 by our assumption. This forces Hpi(G) = 0
(otherwise we would contradict condition (A3) in Proposition 1.2.9).
By Proposition 1.4.4, the centre Z(G) acts by the identity.
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As a consequence, we get a very short proof of a result of J.-P. Serre
(see Theorem 1.7.11 in [BdlHV08]).
Corollary 1.4.6. Let G be a compactly generated, locally compact
group. Assume that the separated abelianisation G/[G,G] is compact.
Let Z be a closed central subgroup of G. If G/Z has property (T), then
so does G.
Proof. Our assumption implies that Hom(G,R) = 0. Assume by con-
traposition that G does not have property (T), according to Propo-
sition 1.2.11, G admits an irreducible affine action α. By Corollary
1.4.5, this action α is actually an irreducible affine action of G/Z,
which therefore does not have property (T).
The finite conjugacy centre (FC-centre) of G, denoted FC(G), is the
set of elements in G whose conjugacy class is finite. Observe that the
conjugacy class of an element g is finite if and only its centraliser CG(g)
has finite index in G, so that we can think of the FC-centre of G as
elements being virtually in its centre. The FC-centre is a characteristic
subgroup of G.
Observe that the FC-centre of any group G is amenable. Indeed,
every finitely generated subgroup Γ = 〈S〉 of FC(G) has a centre of
finite index since
Z(Γ) = FC(G) ∩
⋂
s∈S
CG(s).
It follows that FC(G) is locally virtually abelian, hence amenable.
Proposition 1.4.7. Let α be an irreducible affine action of the topo-
logical group G on H. The linear part of α is trivial on the FC-centre
of G; more precisely, every g ∈ FC(G) acts as a translation in the
direction of Hpi(CG(g)).
Proof. Let g ∈ FC(G). Since CG(g) is a closed subgroup with finite
index, by Theorem 1.4.1, the restriction of α to CG(g) is irreducible.
Hence, by Proposition 1.4.4, α(g) is a translation by a vector fixed by
CG(g).
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A group G is called an FC-group if G = FC(G). The following
result is an immediate consequence of Proposition 1.4.7.
Proposition 1.4.8. Let G be an FC-group. Every irreducible affine
action of G on H is given by a homomorphism b : G → H such that
span(b(G)) is dense. 
We now show that a result similar to Corollary 1.4.6 holds for
discrete groups satisfying the following property introduced in [LZ05].
Definition 1.4.9. A discrete group Γ has property (FAb) if, for every
subgroup H of finite index of Γ, we have Hom(H,R) = 0.
It is shown in [LZ05, Proposition 1.30] that Γ has property (FAb)
if and only if H1(Γ, pi) = 0 for every complex representation pi of Γ
with finite image.
Corollary 1.4.10. Let Γ be a group with property (FAb). Then every
irreducible affine action α of Γ factors through Γ/FC(Γ).
Proof. The proof is similar to the proof of Corollary 1.4.5.
We obtain from the previous result the following extension of Serre’s
result from Corollary 1.4.6, with a similar proof.
Corollary 1.4.11. Let Γ be countable discrete group with property
(FAb). If Γ/FC(Γ) has property (T), then so does Γ. 
1.4.3 Abelian groups
In this section, A will denote a topological abelian group, written ad-
ditively. Since A is an FC-group, we have from Proposition 1.4.4,
that every irreducible affine action of A on H is given by a continuous
homomorphism b : A→ H such that span(b(A)) is dense.
Definition 1.4.12. (see [For76]) A continuous function Q : A→ R+ is
a non-negative quadratic form if Q(x+y)+Q(x−y) = 2(Q(x)+Q(y))
for every x, y ∈ A.
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Lemma 1.4.13. A continuous, non-negative function Q on A is a
quadratic form if and only if there exists a Hilbert space K and a con-
tinuous homomorphism β : A→ K such that Q(x) = ‖β(x)‖2 for every
x ∈ A.
Proof. If Q(x) = ‖β(x)‖2, then Q is a quadratic form due to the well-
known parallelogram law in Hilbert spaces. Conversely, consider the
tensor product of modules V = A ⊗Z R and observes that V has a
real vector space structure given by µ · (x ⊗ λ) = x ⊗ (µλ). Define a
non-negative quadratic form on V by the formula
Q˜(
∑
i
xi ⊗ λi) =
∑
i
λ2iQ(xi)−
∑
i<j
λiλjQ(xi − xj).
Observe that definition 1.4.12 implies Q(x) = Q(−x) and Q(nx) =
n2Q(x) so that Q˜ is well-defined. Define K as the separation-
completion of V with respect to the semi-norm ‖v‖2 = Q˜(v). The
map
β : A→ K, x 7→ x⊗ 1
defines a continuous homomorphism from A to the additive group of
K as claimed.
Recall that, for an affine isometric action α with cocycle b, we
denote ψ(.) = ‖b(.)‖2.
Proposition 1.4.14. Let α be an affine action of A, with b(A) total
in H. The following properties are equivalent:
i) α is irreducible;
ii) ψ is a quadratic form.
Proof. (i)⇒ (ii) follows immediately from Lemma 1.4.13. For (ii)⇒
(i), write ψ(x) = ‖β(x)‖2, with β : A → K a continuous homomor-
phism, as in Lemma 1.4.13. Clearly we may assume that β(A) is total
in H. The actions α and β (viewed as an action by translations) both
have total cocycle and define the same function conditionally of neg-
ative type, so they are conjugate by an A-equivariant affine isometry
according to Proposition 1.2.5.
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1.4.4 Nilpotent groups and FC-nilpotent groups
The following result generalises Corollary 5 in [Gui72], stating that for
a nilpotent locally compact group, any non-trivial unitary irreducible
representation has zero 1-cohomology.
Proposition 1.4.15. Let G be a nilpotent group. Any irreducible
affine action α of G on H is given by a continuous homomorphism
b : G→ H such that span(b(G)) is dense.
Proof. We proceed by induction on the nilpotency rank r of G, the
case r = 1 being Proposition 1.4.8. For the general case, let α be an
irreducible affine action of G, it is enough to show that pi is the trivial
representation, i.e. Hpi(G) = H. Assume it is not the case, and let α0
be the projected action on the orthogonal complement of Hpi(G). By
condition (A6) in Proposition 1.2.9, the action α0 is irreducible. Since
its linear part pi0 has no non-zero fixed vector, by Proposition 1.4.4 the
centre Z(G) acts trivially in α0, i.e. α0 factors through G/Z(G). By
induction hypothesis α0 is an action by translations, meaning that pi0
is the trivial representation of G/Z(G). This contradiction ends the
proof.
The ascending FC-central series (Gi)i of a group G is defined in-
ductively as follows: G1 = FC(G) and Gi+1 is the inverse image of
FC(G/Gi) under the canonical map G → G/Gi for every i ≥ 1. If
Gn = G and Gn−1 6= G, then G is said to be FC-nilpotent of rank
n. Examples of FC-nilpotent groups include nilpotent-by-finite groups
and (arbitrary) direct sums of finite groups.
Proposition 1.4.15 cannot be extended to the class of FC-nilpotent
groups. The previous proof fails because, when we know that Z(G)
acts by translation only along Hpi(G), FC(G) has no such constraint.
The next proposition is the proper statement for FC-nilpotent groups
Corollary 1.4.16. Let G be an FC-nilpotent group and let α be an
irreducible affine action of G on a Hilbert space H, with linear part pi.
Then pi can be decomposed as a direct sum pi =
⊕
i pii, where each pii
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is a unitary representation of G which factors through a finite quotient
of G.
We start with an intermediate lemma.
Lemma 1.4.17. Let α be an irreducible action of a group G and as-
sume that the linear part of α does not contain any subrepresentation
with finite image. Then FC(G) acts trivially, so that α factors through
G/FC(G).
Proof. Let g ∈ FC(G), from Proposition 1.4.7 we already know that
α(g) is a translation in a CG(g)-fixed direction. Let Ng be a normal
subgroup of finite index contained in CG(g). The space Hpi(Ng) is pi(G)-
invariant and the corresponding subrepresentation factors trough the
quotient map G→ G/Ng. By hypothesis, we obtain that Hpi(Ng) = {0}
so that Hpi(CG(g)) = {0}. Hence α(g) is the identity.
Proof of the proposition. We proceed by induction on the FC-
nilpotency rank r of G. When r = 1, the group G is an FC-group
and the claim follows from Proposition 1.4.8.
Let r ≥ 2. Denote by K the closed linear space of H generated by
all subrepresentations of pi which factor through a finite quotient. It is
clear by Zorn’s lemma that the restriction of pi to K can be decomposed
as a direct sum
⊕
i pii, where each pii is a subrepresentation of pi which
factors through a finite quotient of G. The claim will be proved if we
can show that K = H.
Denote by α0 the projected action on the orthogonal complement
K⊥ of K. By condition (A6) in Proposition 1.2.9, the action α0 is
irreducible and its linear part pi0 does not contain any subrepresen-
tation with finite image. By the previous lemma, α0 factors through
G/FC(G) which is FC-nilpotent of rank r − 1. By induction hypoth-
esis, α0 decomposes as a direct sum of finite image representations,
hence K⊥ = {0} and H = K.
Example 1.4.18. Consider the infinite dihedral group D∞ =
Zo Z/2Z. D∞ is FC-nilpotent of rank 2, its FC-central series be-
ing {1} C Z C D∞. Consider the faithful realisation of D∞ as the
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symmetry group of the lattice of integers in R. It gives rise to an irre-
ducibe affine action with non trivial linear part factoring through the
quotient Z/2Z.
1.5 The left regular representation of a
discrete group
In this section, we investigate the existence of an irreducible action of a
discrete group Γ with linear part the left regular representation λΓ. We
will also consider the question for Γ-invariant subspaces of countably
many copies of `2(Γ).
Assume Γ is ICC (that is, every conjugacy class of Γ is infinite),
so that the left (or right) von-Neumann algebra L(Γ) of Γ is a factor.
Every separable Hilbert module H over L(Γ) is characterised by its
von Neumann dimension dimL(Γ)(H) and can be realised as a closed
Γ-invariant subspace of a direct sum of countably many copies of `2(Γ).
For t > 0, we denote by Ht the unique L(Γ)-module of dimension t and
by λt the corresponding unitary representation of Γ. For the special
case t = 1, we have λt = λΓ.
Recall that the first L2-Betti number of Γ is
β1(2)(Γ) = dimL(Γ)H
1
(2)(Γ),
where H1(2) denotes the first L2-cohomology group of Γ. For the pur-
pose of this text, we are not interested in the exact definition of these
groups, we just observe that in the case Γ is non-amenable, we have
the following identification [BV97]:
H1(2)(Γ)
∼= H1(Γ, λΓ) ∼= H1(Γ, λΓ).
In the rest of the section and to simplify notations, we will often simply
write H1(pi) for H1(Γ, pi).
We get the following:
Proposition 1.5.1. Let Γ be a non-amenable, discrete, ICC group.
The following statements are equivalent:
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i) There exists an irreducible affine isometric action of Γ with linear
part λt.
ii) β1(2)(Γ) ≥ t.
Proof. Recall from Corollary 1.3.6 that there exists an irreducible affine
action with linear part λt if and ony if the λt(Γ)
′-module H1(λt) has
a separating vector. In the case that a von-Neumann algebra M is
a II1-factor it follows from Proposition 10.2.6. in [Jon] that an M-
module H has a separating vector if and only if dimM(H) ≥ 1. From
now on, set M = L(Γ), we need to identify λt(Γ)′ in terms of M and
to compute dimλt(Γ)′H
1(λt).
Fix k an integer larger than t. We realise Ht as a subspace of
`2(Γ) ⊗ Ck and denote by p the orthogonal projection onto Ht. The
commutant of λΓ ⊗ 1k (this is just a direct sum of k copies of λΓ)
is M⊗Mk =: Mk(M), the algebra of k × k matrices over M. The
commutant of its restriction λt to Ht is then given by pMk(M)p and
the 1-cohomology of λt is
H1(λt) = H
1(p(λΓ ⊗ 1k)) = pH1(λΓ ⊗ 1k).
Now, by Proposition 10.2.1 in [Jon]
dimpMk(M)p(pH
1(λΓ ⊗ 1k)) = τ ′(p)−1 dimMk(M)H1(λΓ ⊗ 1k),
where τ ′ is the normalized trace on `2(Γ) ⊗ Ck (so that τ ′(p) = tk).
Moreover,
dimMk(M)H
1(λΓ ⊗ 1k) = 1
k
dimMH1(λΓ) =
β1(2)(Γ)
k
.
Finally, we obtain
dimλt(Γ)′H
1(λt) =
β1(2)(Γ)
t
.
This concludes the proof.
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This proposition allows us to get the following definition of the first
L2-Betti number of an ICC group:
Corollary 1.5.2. For Γ a non-amenable discrete ICC group, we have
β1(2)(Γ) = sup{t ≥ 0 | there exists an irreducible
affine action with linear part λt}.

Example 1.5.3. The group PSL2(Z) is ICC and satisfies
β1(2)(PSL2(Z)) =
1
6 (see Section 4 in [CG86]), so there exists no ir-
reducible affine action with linear part the left regular representation.
For the free group Fn on n generators (2 ≤ n ≤ +∞), we have
β1(2)(Fn) = n − 1 (see [CG86]) and it is possible to construct explicit
irreducible affine isometric actions with linear part λFn. Indeed, let
(ai)1≤i≤n be a free generating family of Fn. Set b(a1) = δ1 (the charac-
teristic function of the identity of Fn), and b(ai) = 0 for i ≥ 2. Since
Fn is free, we may extend uniquely b to a 1-cocycle b ∈ Z1(Fn, λFn).
It is easily seen that, for k ≥ 0, we have b(ak1) =
∑k−1
i=0 δai1, so that b is
unbounded.
Proposition 1.5.4. For b as above, the affine isometric action of Fn
on `2(Fn) given by α(g)v = λFn(g)v + b(g), is irreducible.
Proof. Let Av = Tv + t be an affine transformation of `2(Fn) in the
commutant of α. Then T ∈ R(Fn) and (T − 1)b(g) = λFn(g)t − t for
every g ∈ Fn. For g = a2, we get λFn(a2)t = t, hence t = 0 since a2
has infinite order. So (T − 1)b(g) = 0 for every g. For g = a1, this
gives (T − 1)δ1 = 0, hence T = 1 since δ1 is separating for R(Fn). By
Proposition 1.3.5, the action α is irreducible.
In the non-ICC case the previous statement essentially fails on a
large scale. We have the following statement
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Theorem 1.5.5. Let Γ be a non-amenable, finitely generated group,
and let H be a non-zero Hilbert L(Γ)-module with finite von Neumann
dimension. Denote by λH the corresponding unitary representation of
Γ in H. The following properties are equivalent:
i) there exists an irreducible affine isometric action of Γ with linear
part λH;
ii) FC(Γ) is finite, FC(Γ) acts trivially on H, and
β1(2)(Γ/FC(Γ)) ≥ dimL(Γ/FC(Γ))H.
Proof. In the case where FC(Γ) is trivial, we are done by Proposition
1.5.1. So assume FC(Γ) is not trivial.
(i)⇒(ii): Observe that Γ/FC(Γ) is ICC and non-amenable, since FC(Γ)
is amenable, but Γ is not. Suppose there exists an irreducible action
α with linear part Ht. By Proposition 1.4.7, we know that FC(Γ) acts
by translations. Since λH is a subrepresentation of a multiple of the
regular representation, the only possibility for the restriction of λH to
FC(Γ) to be trivial is if FC(Γ) is finite3. Now, since the linear action
of FC(Γ) is trivial, H can be seen as an R(Γ/FC(Γ))-module and we
get
β1(2)(Γ/FC(Γ)) ≥ dimL(Γ/FC(Γ))H
from Proposition 1.5.1.
(ii)⇒(i): assume that FC(Γ) is finite, that FC(Γ) acts trivially on H,
and that
β1(2)(Γ/FC(Γ))) ≥ dimL(Γ/FC(Γ))H.
H can be seen as an R(Γ/FC(Γ))-module and Proposition 1.5.1 pro-
vides an action of Γ/FC(Γ) with linear part given by λH. This action
easily goes up to Γ which concludes the proof.
The following corollary is immediate :
3In that case, H is contained in a multiple of the subspace of `2(Γ) of functions which are
constant on the orbits of FC(Γ).
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Corollary 1.5.6. Let Γ be a non-amenable, finitely generated group
such that FC(Γ) is infinite. No non-zero L(Γ)-module H has an irre-
ducible affine isometric action with linear part λH.
Although our methods do not apply in the amenable case, Andreas
Thom was able to prove the following (see [BPV14] for a full proof):
Theorem 1.5.7. Let Γ be a discrete, amenable group. Let α be an
affine isometric action of Γ, with linear part λΓ. For every ε > 0,
the action α admits a closed, affine invariant subspace Hε such that
the linear part H0ε satisfies dimL(Γ)H0ε < ε. In particular, there is no
irreducible affine action of Γ with linear part λΓ.
1.6 Direct sums of irreducible actions
For affine isometric actions α1, α2 of a group G, we may consider in an
obvious way the direct sum α1 ⊕ α2. Unlike the direct sum of unitary
representations, which is always reducible, it may happen that the
direct sum of two affine isometric actions is irreducible. For instance,
if β1, β2 are linearly independent homomorphisms G → C, then β1 ⊕
β2 defines an irreducible affine isometric action of G on C2. On the
other hand, if α is any affine isometric action of G, then α ⊕ α is
not irreducible (look at the diagonal). We shall give a sufficient and
necessary condition for the direct sum of two irreducible actions to be
irreducible.
In order to state the main result of this section (Theorem 1.6.2
below) we need to clarify the notion of equivalence between affine iso-
metric actions.
Definition 1.6.1. Let α1 and α2 be two affine isometric actions of a
group G. We say that α1 and α2 are equivalent if they are intertwined
by an invertible continuous affine mapping. That is, if there exists an
invertible continuous affine mapping A : Hα1 → Hα2 satisfying:
Aα1(g) = α2(g)A, for all g ∈ G.
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If we write A(·) = T (·)+ t and αi(g)(·) = pii(g)(·)+ bi(g), the above
definition boils down to Tpi1(g) = pi2(g)T and Tb1(g) = b2(g)+pi2(g)t−t
for all g ∈ G.
Since the actions are by isometries, it may seem more natural to
require the intertwining in the definition of equivalence to be given by
an isometric operator, in which case we would say that the actions
are isometrically equivalent. To motivate our definition, one should be
reminded of the similar definition for unitary representations. It is well-
known that, in that case, an equivalence can always be implemented
via a unitary intertwiner. This is a consequence of the fact that every
invertible intertwiner can be “straightened” by replacing it with its
unitary part (see e.g. [BdlHV08, Appendix A.1]). However, this fails
for affine isometric actions: equivalent affine actions by isometries need
not be isometrically equivalent 4.
Theorem 1.6.2. Let α1, α2 be irreducible affine isometric actions of a
group G. The following properties are equivalent:
i) α1 ⊕ α2 is reducible,
ii) α1 and α2 admit equivalent projected actions.
Before proving this theorem, we pinpoint two specific cases, impor-
tant enough to be considered on their own.
Recall that two unitary representations pi, σ of G are said to be
disjoint if HomG(Hpi,Hσ) = 0.
Proposition 1.6.3. Let α1, . . . , αk be irreducible affine actions of G,
with linear parts pi1, . . . , pik. Assume that the pii’s are pairwise disjoint.
Then the direct sum α := α1 ⊕ · · · ⊕ αk is irreducible.
Proof. Let b = (b1, . . . , bk) be the 1-cocycle defining α. Let Av = Tv+t
be a continuous affine mapping in the commutant of α. Write T as a
4As an example, consider two actions of Z on R, the first one by integer translations, the second
one by even translations. These actions are equivalent in our sense, but clearly they are not
isometrically equivalent.
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k × k-matrix (Tij)1≤i,j≤k where Tij is a bounded operator Hpij → Hpii;
similarly, write t = (t1, . . . , tk). Since T belongs to the commutant of
pi1 ⊕ · · · ⊕ pik, we have Tij ∈ HomG(Hpij ,Hpii) and hence Tij = 0 for
i 6= j. The relation (T − 1)b(g) = ∂t(g) then gives
(Tii − 1)bi(g) = ∂ti(g) for 1 ≤ i ≤ k and g ∈ G.
This means that the affine map Aiv =: Tiiv + ti is in the commutant
of αi. Since the latter is irreducible, we get Tii = 1; hence T = 1 and
α is irreducible.
For pi a unitary representation of G and k ∈ N, we denote by k · pi
the representation pi ⊕ · · · ⊕ pi (k times).
Proposition 1.6.4. Let pi be an irreducible unitary representation of
G on a complex Hilbert space H. Let b1, . . . , bk be elements in Z1(G, pi)
whose classes [b1], . . . , [bk] are linearly independent in H
1(G, pi). Then
the affine isometric action α =
⊕k
i=1 αpi,bi is irreducible.
Proof. Let Av = Tv + t be a continuous affine mapping in the com-
mutant of α. In view of Proposition 1.3.5, we have to show that A is
a translation, that is, T = 1. We know that T is in the commutant of
k · pi and that (T − 1)b = ∂t, where b = ⊕ki=1bi.
Write T as a k × k-matrix (Tij)1≤i,j≤k, where Tij is a bounded
operator Hpi → Hpi. Then every Tij interwines pi with itself and hence
Tij = λij1 for some λij ∈ C, by Schur’s lemma. On the other hand,
since
H1(G, k · pi) = H1(G, pi)⊕ · · · ⊕H1(G, pi)︸ ︷︷ ︸
k times
,
we have
(T − 1)
 [b1]...
[bk]
 = 0;
since the [bi]’s are linearly independent, we deduce that T = 1.
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Remark 1.6.5. This proposition is not valid anymore in the real case
since the proof relies heavily on Schur’s lemma for unitary represen-
tations. It is easy enough to produce a counterexample by using an
irreducible orthogonal representation with non-trivial commutant.
Proof of Theorem 1.6.2. Denote by pi1, b1 and pi2, b2 the linear and
translation parts of the actions α1 and α2.
(ii)⇒ (i) By hypothesis, there exist non zero (pi1⊕pi2)(G)-invariant
closed linear subspaces K1 and K2 of Hpii such that the projected ac-
tions of α1 and α2 on K1 and K2 are equivalent. Let A : K1 → K2 be a
continuous affine, invertible map implementing the equivalence. Then
the graph of A is a proper closed, invariant, affine subspace of the pro-
jected action of α1⊕α2 onto K1⊕K2. This contradicts characterisation
(A6) of irreducibility from Proposition 1.2.9.
(i) ⇒ (ii) Since α1 ⊕ α2 is reducible, we can find, by (A3) from
Proposition 1.2.9, a non-zero closed linear subspace K of Hpi1 ⊕ Hpi2
which is invariant under (pi1 ⊕ pi2)(G) and such that the projection of
b = b1 ⊕ b2 on K is bounded. Upon conjugating α = α1 ⊕ α2 by a
translation, we may assume that the projection of b on K is 0.
Denote by Pi : K → Hpii the orthogonal projection of K onto Hpii.
We may also assume that Pi(K) is dense in Hpii for i = 1, 2; otherwise,
we can replace α by its projected action on P1(K)⊕ P2(K).
Next, observe that K is transverse to the Hpii’s. Indeed, if the
intersections K ∩ Hpii were non-zero, the projection of bi on K ∩ Hpii
being bounded, this would contradict the irreducibility of αi. So, P1
and P2 are injective. We can therefore consider the densely defined,
unbounded, invertible closed operator S = P2P
−1
1 (for background
about unbounded operators, see e.g. [Ped89, Chap. 5]). Note that K
being (pi1 ⊕ pi2)(G)-invariant, it is immediate that the domain D(S)
of S is pi1(G)-invariant, that its range is pi2(G)-invariant and that S
intertwines the corresponding two subrepresentations of pi1 and pi2 (on
non-closed subspaces!). Now, recall that, for every g ∈ G, the vector
b(g) = b1(g)⊕ b2(g) is orthogonal to K; hence, we have
〈b1(g), v〉+ 〈b2(g), Sv〉 = 0 for all v ∈ D(S).
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This relation implies that
|〈b2(g), Sv〉| = |〈b1(g), v〉| ≤ ‖b1(g)‖‖v‖;
hence b2(g) belongs to the domain of S
∗ and b1(g) = −S∗b2(g) for all
g ∈ G. This shows that −S∗ intertwines α2, projected on the domain
of S∗, and α1. The closed operator S∗ has a polar decomposition
−S∗ = UT , where U : Hpi2 → Hpi1 is unitary and T : D(S)→ Hpi2 is a
positive unbounded closed operator. Let B be a bounded Borel subset
of the spectrum of T with positive measure, and denote by PB the
corresponding spectral projector. Then −S∗PB is a bounded operator
and provides an equivalence between α2 projected on Im(PB) and α1
projected on Im(S∗PB). This concludes the proof.
Chapter 2
Compression exponents
2.1 Introduction
This chapter is devoted to the study of metric invariants of groups and
metric spaces called compression exponents. These appear as quanti-
tative measurements on coarse embeddings. Let’s first recall the po-
tential behaviours of maps between metric spaces.
Definition 2.1.1. Let f : X → Y be a map between two metric spaces
and define the maps ρf , ωf : R+ → R+ ∪ {∞} by
ρf(t) = inf{d (f(x), f(y)) | d(x, y) ≥ t}
ωf(t) = sup{d (f(x), f(y)) |d(x, y) ≥ t}
ρf is called the compression modulus of f and ωf its expansion modulus.
They are the optimal functions satisfying
ρf (d(x, y)) ≤ d (f(x), f(y)) ≤ ωf (d(x, y)) .
Note that in this definition, we have absolutely no requirement on
f . In particular, continuity is never assumed in this context. Maps are
classified in terms of the possible behaviours of ρf and ωf .
Definition 2.1.2.
• The map f is coarse if lim
t→+∞ ρf(t) = +∞ and ωf(t) <∞.
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• The map f is large-scale Lipschitz if there exists C > 0 with
ωf(t) ≤ Ct+ C.
• The map f is quasi-isometric if it is large-scale Lipschitz and
there exists C > 0 such that ρf(t) ≥ Ct− C.
• The map f is Lipschitz if there exists C > 0 with ωf(t) ≤ Ct.
Moreover it is 1-Lipschitz if C can be chosen equal to 1.
There are natural equivalence notions for both coarse maps and
quasi-isometric maps.
Definition 2.1.3. Two maps f1, f2 : X → Y are close if there exists
C ≥ 0 such that
d(f1(x), f2(x)) ≤ C, ∀x ∈ X.
• A map f : X → Y is a coarse equivalence if there exists a coarse
map g : Y → X such that g ◦f and f ◦g are close to the identity
maps on X and Y .
• A map f : X → Y is a quasi-isometry if there exists a quasi-
isometric map g : Y → X such that g ◦ f and f ◦ g are close to
the identity maps on X and Y .
The study of quasi-isometry amongst metric spaces, and especially
groups, is by now very classical. Quasi-isometry is the natural equiv-
alence relation to work with groups as metric spaces since it makes
metrics arising from different generating sets equivalent. The notion
of coarse equivalence seems broader but actually is not in a large class
of interesting spaces.
Definition 2.1.4. A metric space (X, d) is quasi-geodesic if there exist
δ > 0, L > 0 such that for any x, y ∈ X we can find a sequence of points
x = x0, x1, x2, . . . , xn = y satisfying
d(xi, xi+1) ≤ δ and n ≤ L · d(x, y).
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To us, the most important examples of a quasi-geodesic metric will
be shortest-path metrics on graphs and word metrics on groups. The
following proposition is part of folklore (see e.g. [Gro93], [GK04, Prop.
2.9.])
Proposition 2.1.5. Let X be a quasi-geodesic metric space, then any
coarse map from X to any metric space Y is large-scale Lipschitz. 
Corollary 2.1.6. Amongst quasi-geodesic metric spaces (in particular
amongst finitely generated groups), the notions of coarse equivalence
and quasi-isometry coincide. 
Although coarse equivalence is not relevant in many cases, the ques-
tion of coarse-embeddability is. In 1995, M. Gromov [Gro95] suggested
that metric spaces admitting a coarse embedding into a Hilbert space
should always satisfy the coarse Baum-Connes conjecture. In the case
of Cayley graphs of finitely generated groups, this implies the Novikov
conjecture. This claim was later proved by Yu [Yu00] and generalized
by Kasparov and Yu [KY06] to uniformly convex Banach spaces as
target spaces. Since then, an extensive study of coarse embeddabiliy
has been made. Let us mention a few important results.
Proposition 2.1.7 ([DG03]). The class of groups admitting a coarse
embedding into a Hilbert space is closed under
• Taking subgroups,
• Direct products,
• Direct limits,
• Free products with amalgamation,
• Extensions by exact groups,
• HNN extensions.
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Also let us note that there are very few examples of metric spaces
or groups that do not admit coarse embeddings into Hilbert spaces.
For a long time, the only example amongst metric spaces was provided
by expander families. Recently Arzhantseva and Tessera [AT15] pro-
vided the first non-expanding example of a space not admitting such
an embedding. In the case of groups, Gromov [Gro00], using ran-
dom methods, showed the existence of a finitely generated group not
coarsely embedded into a Hilbert space (see [AD] for a more complete
treatment). More recently, Osajda [Osa] provided groups containing
isometrically embedded expanders.
Several tools and properties have been developed to study coarse
embeddability. Let us mention one of the most important : Yu’s prop-
erty A :
Definition 2.1.8 ([Yu00]). LetX be a uniformly discrete metric space.
We say that X has Property A if for every ε > 0 and R > 0, there
exists a collection (Ax)x∈X of finite subsets of X × N and S > 0 such
that
(a)
#Ax4 Ay
#Ax ∩ Ay ≤ ε whenever d(x, y) ≤ R, and
(b) Ax ⊂ B(x, S)× N.
Property A appears as a non-equivariant version of amenability
and time has proved that it is the good definition of amenability in
metric spaces. It turned out to be equivalent to several reformulations
[CTWY08, BNSˇ+13, Sak14, RW14] , and in case the metric space is
the Cayley graph of a finitely generated group, to the exactness of the
group reduced C∗-algebra [GK04]. The definition was shaped to satisfy
the following result
Proposition 2.1.9 ([Yu00]). Every metric space with property A ad-
mits a coarse embedding into a Hilbert space.
The reciprocal statement was an open question for a while before
Nowak [Now07] showed that the disjoint union of infinitely many cubes
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of growing dimension provides a counter-example. Later, Arzhantseva,
Guentner and Spakula [AGSˇ12] came up with a counter-example of
bounded geometry, namely infinite families of quotients of the free
group on two generators. Finally, the existence of a group admitting
a coarse embedding into a Hilbert space but not enjoying property A
was proved by Osajda [Osa].
In their study of the equivalence between Property A for groups and
exactness, Guentner and Kaminker introduced compression exponents
to prove a partial converse to the previous proposition.
Definition 2.1.10.
• Let f : X → Y be a coarse map, the compression exponent
comp(f) of f is the supremum of all α ≥ 0 for which there exists
C > 0 with
d(f(x), f(y))) ≥ 1
C
d(x, y)α − C, ∀x, y ∈ X.
Equivalently, comp(f) = lim inft→∞
log ρf (t)
log t .
• Let X be a metric space and Y be a family of metric spaces, the
Y-compression exponent of X is defined by
α∗Y(X) = sup
f
{comp(f)},
where the supremum is taken over all large-scale Lipschitz maps
from X to an element of Y .
• Let G be a finitely generated group equipped with the word met-
ric associated to some finite generating set and let B be a family
of Banach spaces. The B-equivariant compression exponent of G
is defined by
α#B (G) = sup
f
{comp(f)},
where the supremum is taken over all equivariant maps from G
to an element B of B, namely orbits of an affine isometric action
of G on B.
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• When B will be the class of Lp spaces, we will always write
α∗B(X) = α
∗
p(X) and α
#
B (G) = α
#
p (G).
Observe from the definition that the compression exponent of a
group is comprised between 0 and 1, 0 meaning that the compression
modulus of any coarse lipschitz map is asymptotically bounded by any
power functions t 7→ tα. 1 meaning that the group is arbitrarily close
to being quasi-isometrically embeddable (but may not be). Guentner
and Kaminker get the following:
Theorem 2.1.11 ([GK04]).
• Let X be a uniformly discrete metric space satisfying α∗2(X) > 12,
then X has property A.
• Let G be a finitely generated group satisfying α#2 (G) > 12, then G
is amenable.
We collect a few results about compression exponents :
• Simpicial trees with uniformly bounded degree have Lp-
compression exponent equal to 1 for all p ≥ 1 [GK04]. Com-
pare this to the fact that infinite trees do not embed quasi-
isometrically into uniformly convex spaces [Bou86] to see that
the supremum in the definition of the compression exponent need
not be attained.
• Every finitely generated hyperbolic group embeds into a product
of simplicial trees [BDS07] so that they also have Lp-compression
exponents equal to 1.
• Every finite dimensional CAT(0) cube complex has Hilbert com-
pression exponent equal to 1 [CN05].
• For any 0 < α < 1, there exists a non-amenable group Gα sat-
isfying α∗B(Gα) = α for any uniformly convex Banach space B
[ADS09].
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• Every connected Lie group has Lp compression exponent equal
to 1 [Tes11].
On the side of equivariant compression, we have
• If G is an amenable finitely generated group, then α∗p(G) =
α#p (G) for all p ≥ 1 [NP11]. For p=2, this is sometimes reffered
to as Gromov’s trick (see [dCTV07] for the original proof).
• The free group on 2 generators F2 satisfies α#2 (F2) = 12 [GK04].
Furthermore α#p (F2) = max(
1
2 ,
1
p) for p ≥ 1 [NP08].
• Polycyclic groups, amenable connected Lie groups and wreath
products F o Z with F finite all have Lp-equivariant compression
exponent 1 for all p ≥ 1 [Tes11].
• Yu proves that finitely generated hyperbolic groups admit proper
affine isometric actions on Lp for p large enough [Yu05]. The
proof also provides α#p (G) ≥ 1p in this case.
• There exist amenable groups satisfying α#p (G) = 0, ∀p ≥ 1
[Aus11].
• The wreath product G2 = Z o Z satisfies α#2 (G) = 23 [ANP09].
Furthermore, if Gk = Gk−1 o Z then α#2 (Gk) = 12−21−k [NP08].
2.2 Compression exponents of N-BS
groups
This section is devoted to the study of coarse embeddings of a large
class of groups similar to Baumslag-Solitar groups. It is a joint work
with P.-N. Jolissaint and has been published in the Journal of Group
Theory [JP13].
2.2.1 N-BS groups
In [GJ03] the authors introduced the notion of an N-BS group. These
are groups arising as HNN extensions satisfying properties similar to
Baumslag-Solitar groups. In order to prove the Haagerup property for
such groups, they developed a framework that we shall heavily rely on
and that we now recall.
Let N be a locally compact compactly generated group and let G
be a closed subgroup of N. Let i1, i2 : H → G be two inclusions of a
group H onto open subgroups of finite index of G. Assume i1 and i2
are conjugated by an automorphism ϕ of N so that ϕ ◦ i1 = i2 ◦ ϕ .
The N-BS group Γ is then the HNN extension HNN(G, i1(H), i2(H))
whose presentation is given by 〈S, t|R, ti1(h)t−1 = i2(h) ∀h ∈ H〉,
where G = 〈S|R〉.
For later use, we recall the main technical result of [GJ03]. Let
N˜ = No Z, where Z acts on N by iterations of ϕ and let jN : Γ→ N˜
be the homomorphism defined by g 7→ (g, 0) for g ∈ G and t 7→ (1, 1).
This is indeed a homomorphism, since the defining relations ti1(h)t
−1 =
i2(h) of Γ are satisfied in N˜. Then consider T , the Bass-Serre tree
associated with the HNN extension Γ and denote by jT : Γ→ Aut(T )
the inclusion induced by the action of Γ on T .
Theorem 2.2.1 ([GJ03]). The homomorphism j : Γ → N˜ ×
Aut(T ), g 7→ (jN(g), jT (g)) is injective and has closed image. In par-
ticular, it is proper.
Elaborating on the quantitative aspect of this theorem, we prove
the following
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Theorem 2.2.2. Let N be a connected Lie group and G a closed co-
compact subgroup of N and let Γ be an N-BS group as defined above.
Then, for all p > 1, α∗p(Γ) = 1.
The strategy to prove this theorem is to construct a metric space M
on which Γ acts continuously, properly, cocompactly and by isometries,
so that M and Γ are quasi-isometric by Schwarz lemma: this is done in
subsection 2.2.2, where we also give a quantitative comparison between
two natural metrics on M . In the last subsection, we prove Theorem
2.2.2 and treat some concrete examples.
2.2.2 Fibred product
Following Proposition 2.1 in [CdCMT12], we will define a metric space
Y on which N˜ acts continuously, properly, cocompactly and by isome-
tries. Endow N˜ with a left-invariant Riemannian metric. For each
coset Li = N× {i} of N in N˜ we consider a strip Li × [0, 1], equipped
with the product Riemannian metric, and attach it to N˜ by identifying
(l, 0) to l and (l, 1) to l · (1, 1). Denote by Y the space obtained in this
way. Y has a natural shortest-path metric induced by the riemannian
metric on each of the strips. Furthermore, Y is naturally homeomor-
phic (but not necessarily isometric!) to N × R. Using this obvious
parametrization, N˜ acts on Y by (n, k) · (y, s) = (nϕk(y), k + s), for
(n, k) ∈ N˜ and (y, s) ∈ Y . As in Proposition 2.1 in [CdCMT12], Y is a
locally compact, geodesic metric space on which N˜ acts continuously,
properly, cocompactly and by isometries. We denote by b the projec-
tion map (y, s) 7→ s.
Let us recall briefly the construction of the Bass-Serre tree T of Γ. It is
an oriented graph whose vertices are the left-cosets Γ/G and the edges
correspond to the left cosets Γ/i1(H). The edge γ/i1(H) is directed
from γt−1G to γG. As the ik(H) are of finite index in G, T is locally
finite. Then, by construction, Γ acts naturally on T by left multipli-
cation.
Now, let p : Γ → Z be the homomorphism defined on the generators
by p(t) = 1 and p(g) = 0, for every g ∈ G. Since the vertices of T
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correspond to the left cosets of G in Γ, we can define a map c on the
vertices of T by c(xG) = p(x) and extend it to the metric tree T by
affine interpolation. This allows us to define the fibred product M :
M = {(x, y) ∈ T × Y : c(x) = b(y)}.
The subspace M is Γ-invariant for the diagonal action of Γ on T × Y .
Indeed, for all x ∈ T , c(g · x) = c(x) if g ∈ G and c(t · x) = c(x) + 1.
In a similar fashion, for all y ∈ Y , b(g · y) = b(y) if g ∈ G and
b(t ·y) = b(y)+1. Hence, if c(x) = b(y), it implies that c(γ ·x) = b(γ ·y)
for any γ ∈ Γ.
We endow T × Y with the product metric, namely, d((x, y), (x′, y′)) =
dT (x, x
′) + dY (y, y′).
Lemma 2.2.3. M is path-connected. Furthermore, denoting by dM
the shortest-path metric induced by d on M , the metrics d and dM are
bilipschitz equivalent.
Proof : First, observe that, for any point y = (n, s) ∈ Y , the path
αy : R→ Y : u 7→ (n, u+ s)
is a geodesic such that αy(0) = y and b(αy(u)) = b(y) + u, ∀u ∈ R.
Similarly, for any point x ∈ T one can chose a geodesic path βx : R→ T
such that βx(0) = x and c(βx(u)) = c(x)+u. Let (x0, y0), (x1, y1) ∈M .
We will build a path linking those points in two steps. For the first
one, let σ : [0, dT (x0, x1)] → T be the geodesic from x0 to x1. Let θ1
be the path defined by
θ1(u) = (σ(u), αy0(c(σ(u))− b(y0)).
The left component links x0 to x1, while the right component starts
from y0 and ends at a certain point y2. Moreover, the path θ1 is
contained in M . Indeed, for all u ∈ [0, dT (x0, x1)], we have:
b(αy0 (c(σ(u))− b(y0))) = b(y0) + c(σ(u))− b(y0)
= c(σ(u)).
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So, θ1 connects (x0, y0) to a point (x1, y2) ∈ M satisfying b(y2) =
c(x1) = b(y1). For the second step, we will find a path in M between
(x1, y2) and (x1, y1). In a similar way, let σ˜ : [0, dY (y2, y1)] → Y be a
geodesic path linking y2 to y1 in Y . Then, it is easy to check that the
path
θ2 : [0, dY (y2, y1)]→M : θ2(u) = (βx1(b(σ˜(u))− c(x1)), σ˜(u))
does the job. This shows that M is path-connected. Now, the inequal-
ity d ≤ dM being immediate, we need to analyze the length of the path
we just considered in order to finish the proof. Denoting by L(θj) the
length of the path θj, we get the following estimates:
L(θ1) ≤ 2dT (x0, x1)
and
L(θ2) ≤ 2dY (y2, y1) ≤ 2(dY (y0, y1) + dY (y1, y2))
By construction, dY (y0, y2) ≤ dT (x0, x1). We can conclude:
dM((x0, y0), (x1, y1)) ≤ L(θ1) + L(θ2)
≤ 2dT (x0, x1) + 2dY (y0, y1) + 2dY (y1, y2)
≤ 4dT (x0, x1) + 2dY (y0, y1)
≤ 4 · d((x0, x1), (y0, y1)).

2.2.3 Proof of Theorem 2.2.2 and Applications
As before, let Γ be anN-BS group with G a closed cocompact subgroup
of N. In order to apply the Schwarz Lemma, we prove that the action
of Γ is proper and cocompact.
Lemma 2.2.4. The action of Γ on T × Y is proper. That is, for all
(x, y) ∈ T × Y , there exists r > 0 so that the set of all γ’s such that
γ ·B((x, y), r) ∩B((x, y), r) 6= ∅
is relatively compact in Γ.
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In particular, as M is a closed subset of T ×Y , we get immediately
the following Corollary.
Corollary 2.2.5. The action of Γ on the fibred product M is proper.
Proof of Lemma 2.2.4 : The action of Aut(T ) × N˜ on T × Y is
proper, therefore, by Theorem 2.2.1, it is also the case for the action
of Γ. As M is closed and Γ-invariant, we can conclude. 
Lemma 2.2.6. The action of Γ on M is cocompact.
Proof : It is enough to see that, for any sequence (xk, yk)k ⊂ M ,
we can find a sequence (γk)k ⊂ Γ so that the sequence (γk · (xk, yk))k
converges. Since Γ acts transitively on the edges of T , we can assume
that the sequence (xk)k belongs to the edge [G, tG]. This implies
that 0 ≤ c(xk) = b(yk) ≤ 1, for all but possibly finitely many k, so
that the sequence (yk)k is contained in the strip of Y corresponding
to the coset N in N˜/N. Using the fact that the action of G on N is
cocompact, we can multiply by elements of G in such a way that the
sequence (yk)k converges. But since G stabilizes the vertex G in T ,
this process maintains the sequence (xk)k inside the edges adjacent to
G. Since there are only finitely many on these, the sequence (xk, yk)k
converges up to extracting a subsequence. This concludes the proof. 
We are now able to prove Theorem 2.2.2.
Proof of Theorem 2.2.2 : Firstly, we show that α∗p(Γ) ≥ α∗p(N˜).
Indeed, by Schwarz lemma, Γ is quasi-isometric to (M,dM), which
is quasi-isometric to (M,d) by Lemma 2.2.3. Moreover, Y is quasi-
isometric to N˜. Hence, α∗p(Γ) = α
∗
p(M) ≥ α∗p(T × Y ) and α∗p(Y ) =
α∗p(N˜). Then, the lower bound follows from the propositions:
• For a tree T , α∗p(T ) = 1, for all p > 1. (See Theorem 2.6 in
[BS08])
• For two metric spaces X and X ′, the compression of X × X ′ is
the minimum of the compressions of the factors. (See [GK04])
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Finally, we conclude the proof by noting that α∗p(N˜) = 1, which follows
from the following propositions:
• Any semi-direct product of a connected Lie group with Z is quasi-
isometric to a connected Lie group. (By an unpublished result
of Y. Cornulier)
• Let K be a connected Lie group. Then, α∗p(K) = 1, for all p > 1.
(See [Tes11])

We remark that, if N is a soluble connected Lie group, then
Cornulier’s result is a simple consequence of a lemma of Mostow.
Here is a short proof that we owe to Alain Valette. In this case, N˜
is soluble and Noetherian (i.e. every closed subgroup is compactly
generated). Mostow’s lemma (see Lemma 5.2 in [Mos71]) asserts that
there exists a compact normal subgroup K of N˜ and a soluble almost
connected Lie group M such that the quotient N˜/K is isomorphic
to L, where L is a cocompact, closed subgroup of M. Then, the
connected component of unity M0 is quasi-isometric to N˜. Indeed,
on one hand, by compactness, N˜ is quasi-isometric to N˜/K and by
Mostow we deduce that N˜ is quasi-isometric to L. On the other hand,
by cocompactness, L is quasi-isometric to M and, since M has only
finitely many connected components, it is quasi-isometric to M0.
In particular, Theorem 2.2.2 allows us to cover all the examples
appearing in [GJ03].
Corollary 2.2.7. The following groups have Lp-compression exponent
1.
1. The Baumslag-Solitar groups BSpq = 〈x, t | xp = txqt−1〉 =
HNN(Z,Z, p·, q·), with parameters p, q ∈ Z+. (For a different
proof, see also [CV15].)
2. Torsion free, finitely presented abelian-by-cyclic groups.
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3. Let N be a homogeneous nilpotent Lie group. So, it admits a
dilating automorphism ϕ. Suppose that N contains a discrete,
cocompact subgroup G which is invariant by ϕ. Then, for any
finite index subgroup H in G, the extension HNN(G,H, i1, ϕ|H),
where i1 is the canonical injection, has compression 1.
2.3 Equivariant compression under group
constructions
The question of how compression exponents behave under group con-
structions is natural and an extensive study has been made. The case
of HNN extensions and amalgamated free products over finite sub-
groups has been studied by Dreesen [Dre11] and Hume [Hum]. For
non-equivariant compression exponents Hume completely solved the
question in a more general setting :
Theorem 2.3.1 ([Hum]). Let G be a finitely generated group hyperbolic
relative to a family of subgroups {Hi} and fix p ≥ 1. Then
α∗p(G) = min
i
α∗p(Hi).
In the equivariant case, the picture is not as clear. Dreesen [Dre11]
has the following partial results
Theorem 2.3.2 ([Dre11]).
• Let A,B be finitely generated groups with a common finite sub-
group F , then
α#2 (A ∗F B) = min
(
α#2 (A), α
#
2 (B),
1
2
)
.
• Let A be a finitely generated group, F a finite group and i1, i2 be
injective homomorphisms F → A, then
α#2 (A∗F ) = min
(
α#2 (A),
1
2
)
.
If the considered free product or HNN extension is non-virtually cyclic.
The picture in Lp spaces is less complete. The above construction
for HNN extensions over finite subgroups extends to Lp but gives a
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non-sharp lower bound on the compression exponent. The case of
free products with amalgamation doesn’t extend to Lp, however free
products without amalgamation are covered by Dreesen and Antolin’s
result on graph products [APD]. We get the following picture
Proposition 2.3.3. Under the same assumptions as in Theorem 2.3.2,
we get
1. min
(
α#p (A), α
#
p (B),
1
p
)
≤ α#p (A ∗B)
≤ min
(
α#p (A), α
#
p (B),max(
1
2 ,
1
p)
)
.
2. min
(
α#p (A),
1
p
)
≤ α#p (A∗F ) ≤ min
(
α#p (A),max(
1
2 ,
1
p)
)
.
The factor max(12 ,
1
p) in the upper bound of both cases comes from
the non-amenability of the considered group. However, up to now,
any known attempt to produce explicit constructions of proper affine
isometric actions gives compression exponents bounded above by 1p .
This usually comes from the use of a convexity inequality involving
p-norms. In the case p ≤ 2 this is not a problem, since 1p ≥ 12 and the
above theorem gives an exact value for the equivariant compression
exponent of a free product or an HNN extension. However, when
p > 2 the lower bound and the upper bound do not agree.
Here, we complete the picture to include free products with amal-
gamation over a finite subgroup. We also provide a proof in the case
of HNN extensions, but we claim no originality on the result. Later
we show how to slightly improve the lower bound in both cases and
understanding that proof will be necessary. Finally, we address the
question of how to fill the 1/p-1/2 gap. A possible strategy involving
embedding some Banach spaces into Lp spaces is proposed, but the
question remains open.
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2.3.1 Free products with amalgamation over finite
subgroups
Proposition 2.3.4. Let A and B be finitely generated groups and F
be a finite subgroup of both A and B. Moreover assume that F is of
index at least 3 in A, so that A ∗F B is not virtually cyclic. Fix p ≥ 1,
then
min
(
α#p (A), α
#
p (B),
1
p
)
≤ α#p (A ∗F B)
≤ min
(
α#p (A), α
#
p (B),max(
1
2
,
1
p
)
)
.
We start with an easy lemma combining two known facts : first,
for all purposes, it is always possible to assume that a cocycle vanishes
on a finite subgroup. Second, we can get rid of additive constants in
the compression modulus of a cocycle.
Lemma 2.3.5. Let G be a finitely generated group and F be a finite
subgroup of G. Let pi be an isometric representation of G on some Lp
space and let b be a pi-cocycle satisfying for some constants C,D, r > 0 :
1
C
|x|r −D ≤ ‖b(x)‖p ≤ C|x|, ∀x ∈ G.
Then, there exists an isometric representation p˜i of G on an Lp
space and a p˜i-cocycle b˜ satisfying for some C˜ > 0 :
b˜(x) = 0, ∀x ∈ F
and
1
C˜
|x|r ≤ ‖b(x)‖p ≤ C˜|x|, ∀x ∈ G \ F.
Proof. First, since F is finite, it fixes a point in Lp. Hence, up to
translation, we can assume that ∀g ∈ F , b(g) = 0. Let λ be the left
quasi-regular representation of G on `p(G/F ). Set p˜i = (pi ⊕ λ)p and
59
b˜(g) = b(g)⊕ (λ(g)δF − δF ), with δF being the Dirac mass at the point
F in `p(G/F ). Note that b˜ still vanishes on F .
Now, let g ∈ G \ F and set M = (2CD) 1r .
If |g| ≥M then 12C |g|r ≥ D and
‖b˜(g)‖ ≥ ‖b(g)‖p ≥ 1
C
|g|r −D ≥ 1
2C
|g|r.
If |g| ≤M , we have 12CD |g|r ≤ 1 and we obtain
‖b˜(g)‖ ≥ ‖λ(g)δF − δF‖p = 21/p ≥ 2
1/p
2CD
|g|r.
By setting C˜ = max
(
2C, 2CD
21/p
)
, we see that b˜ satisfy the claim.
Proof of Prop. 2.3.4. The upper bound is immediate. Due to [NP08,
Theorem 1.1.], α#p (A ∗F B) ≤ max(12 , 1p) since G = A ∗F B
is non-amenable. Also, it is well known that the embeddings
A ↪→ A ∗F B and B ↪→ A ∗F B are bi-lipschitz, so that α#p (A ∗F B) ≤
min(α#p (A), α
#
p (A)).
Fix r < min(α#p (A), α
#
p (B),
1
p), we’re going to produce an explicit
action of G with compression exponent at least r. Pick Lp isometric
actions (piA, bA) of A and (piB, bB) of B satisfying
1
C
|x|r ≤ ‖bA(x)‖, ∀x ∈ A \ F,
1
C
|x|r ≤ ‖bB(x)‖, ∀x ∈ B \ F,
and bA(x) = bB(x) = 0, ∀x ∈ F,
according to Lemma 2.3.5. Without loss of generality, we will assume
that both A and B act on the same space Lp(Ω).
Denote by ρA (respectively ρB) the representation induced from A
(resp. B) to G by piA (resp. piB). Recall that the underlying space
of the linear representation ρA (e.g.) is given by the set of functions
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f : G→ Lp(Ω) satisfying
piA(α
−1)f(x) = f(xα), ∀x ∈ G, α ∈ A
and ‖f‖ :=
 ∑
x∈G/A
‖f(x)‖pp
1/p <∞.
The action of G is then given by ρA(g)f(x) = f(g
−1x)
Let ρ = (ρA ⊕ ρB)p, our goal is to build a well-defined ρ-cocycle b.
We first define the value of b on elements of A and B. For α ∈ A, let
b(α) = b˜A(α)⊕0, where b˜A(α) denotes the function G→ Lp(Ω) defined
by
b˜A(α)(x) =
{
piA(x
−1)bA(α) if x ∈ A,
0 otherwise.
For β ∈ B let b(β) = 0 ⊕ b˜B(β) where b˜B(β) is defined similarly as
above.
By construction, b belongs to the space of pi, but we need to
check that b is indeed a cocycle when restricted to A (resp. B). Let
α1, α2, x ∈ A, we have(
b˜A(α1) + ρA(α1)b˜A(α2)
)
(x) = b˜A(α1)(x) + b˜A(α2)(α
−1
1 x)
= pi1(x
−1)bA(α1) + pi1(x−1α1)bA(α2)
= pi1(x
−1)bA(α1α2)
= b˜A(α1α2)(x).
Now, we extend b to composite elements of G (i.e. words in elements
of A and B) by using the cocycle relation b(αβ) = b(α) + ρ(α)b(β).
Namely if g = α1β1α2β2 . . . αnβn ∈ G with the α’s in A and the β’s in
B, we set
b(g) = b(α1)+ρ(α1)b(β1)+ρ(α1β1)b(α2)+· · ·+ρ(α1β1 . . . βn−1αn)b(βn).
To see that this definition is consistent, we need to check that the
cocycle vanishes on the relations defining G, namely those of the form
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f · f−1 where f ∈ F is first seen as an element of A and then as an
element of B. But this is indeed the case since both bA and bB vanish
on F .
It remains to check that this cocycle has the desired compression
exponent. Let g = α1β1α2β2 . . . αnβn ∈ G with the α’s in A and the
β’s in B. One has
b(g) = b(α1)+ρ(α1)b(β1)+ρ(α1β1)b(α2)+ · · ·+ρ(α1β1 . . . βn−1αn)b(βn)
Note that ρ acts by permuting the left cosets of A and B therefore
every term of the above sum is supported, as a function G → Lp(Ω),
on a unique and different coset of either A or B. We conclude that :
‖b(g)‖p = ‖b(α1)‖p + ‖ρ(α1)b(β1)‖p + · · ·+ ‖ρ(α1β1 . . . αn)b(βn)‖p
= ‖b(α1)‖p + ‖b(β1)‖p + ‖b(α2)‖p + · · ·+ ‖b(βn)‖p
≥ 1
C
|α1|prA +
1
C
|β1|pr + · · ·+ 1
C
|βn|pr
≥ 1
C
(|α1|+ |β1|+ · · ·+ |βn|)pr
=
1
C
|g|pr
Where the last inequality holds because pr < 1. Finally, we obtain
1
C
|g|r ≤ ‖b(g)‖.
To get a better lower bound we can try to use the action of G on its
Bass-Serre tree. This action is well suited to the study of the geometry
of the group equipped with another metric, the block-length metric.
The simple idea to get a result for the group equipped with its word
metric is to split into two cases : a long word in a free product either
has a large block length or contains a large element of one of the factor.
We get the following :
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Proposition 2.3.6. Let A, B and F be as in the setting of Proposition
2.3.4 and set s = min
(
α#p (A), α
#
p (B)
)
. Then
α#p (A ∗F B) ≥
s
1 + 2s
.
Remark 2.3.7. Whether or not this is an improvement of Proposition
2.3.4 depends on the specific values of p and s. For example, if α#p (A) =
α#p (B) = 1, we get that α
#
p (A ∗F B) ≥ 1/3 which is an improvement
as soon as p > 3.
Recall that in the amalgamated free product G, every element g
can be written as g = α1β1 · · ·αnβnf with αi ∈ A \ F , βi ∈ B \ F ,
f ∈ F , and possibly α1 = 1 and/or βn = 1. The number of non
trivial α’s and β′s (here 2n, 2n− 1, or 2n− 2) is called the block length
of g. We’ll denote it by |g|bl. We start by studying the equivariant
Lp-compression exponent of G equipped with the pseudo-metric | · |bl.
This metric is intimately linked with the action of the group on its
Bass-Serre tree and we use a classical cocycle associated to any group
action on a tree. We refer to [Ser77] for proper definitions and results
related to Bass-Serre theory.
Lemma 2.3.8. Fix p ≥ 2, there exists a cocycle c : G→ Lp satisfying
‖c(g)‖ ≥ 1
C
|g|1/2bl ,∀g ∈ G.
Proof. Denote by T the Bass-Serre tree of G = A ∗F B and denote by
σ the associated unitary representation of G on `2(E(T )). Recall that
the vertices of T are given by left-cosets of A and B in G and denote
by x0 the coset associated to A. Define δ : V (T ) × V (T ) → `2(E(T ))
by
δ(x, y)(e) =

1 if e ∈ [x, y]
−1 if e ∈ [y, x]
0 otherwise
,
where [x, y] denotes the oriented geodesic from x to y. Now define a
σ-cocycle c˜ : G→ `2(E(T )) by c˜(g) = δ(x0, g · x0).
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It is classical that c˜ is indeed a σ-cocycle and that
‖c˜(g)‖ = δ(x0, g · x0) 12 .
In our case, the distance between x0 and g · x0 is given by |g|bl ± 1
(the ±1 factor depending on whether g, written as a word in A and B,
starts and/or ends with an element of A). Thus we obtain
‖c˜(g)‖ ≥ |g| 12bl − 1
so that the equivariant compression exponent of this cocycle is exactly
1
2 . Now, according to [NP08], we can embed `
2(V (T )) isometrically into
some Lp space equivariantly with respect to the affine action given by
σ and c˜. Getting rid of the additive constant in a similar fashion as
Lemma 2.3.5, we get the claim.
Proof of Proposition 2.3.6. Consider the representation of G given by
(ρ ⊕ σ)p and its cocycle b ⊕ c as in the proofs of prop. 2.3.4 and
Lemma 2.3.8. Recall that b was constructed from cocycles bA and
bB whose compression exponents can be chosen arbitrarily close to
s = min
(
α#p (A), α
#
p (B)
)
. For simplicity, we suppose that indeed there
exists C so that bA/B(g) ≥ 1C |g|s.
Now fix g = α1β1 · · ·αnβn in G, set u = 2s1+2s and consider two cases
1. If |g|bl ≥ |g|u, then
‖b(g)⊕ c(g)‖ ≥ ‖c(g)‖ ≥ 1
C
|g|1/2bl ≥
1
C
|g|u/2.
2. If |g|bl ≤ |g|u, then by the pigeon hole principle, there is at least
one element αi or βi of length at least |g|1−u. Say that it is α1
for example, we get
‖b(g)⊕ c(g)‖ ≥ ‖b(g)‖ ≥ ‖bA(α1)‖ ≥ 1
C
|α1|s ≥ 1
C
|g|(1−u)s.
Now, u was chosen acurately so that u2 = (1 − u)s = s1+2s and the
claim is proved.
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2.3.2 HNN extensions over finite subgroups
We can apply the strategy of Proposition 2.3.6 to obtain a similar
result for HNN extensions. But first, for the sake of completeness, we
give a full proof of Dreesen’s result for HNN extensions in the Lp case.
Proof of Proposition 2.3.3 2. Recall that G = A∗F is the group gen-
erated by A and a free letter t subject to the relation t−1i1(f)t =
i2(f) for each f ∈ F . Any element g ∈ G can be written as
g = tk1α1t
k2α2 . . . t
knαnt
kn+1, with the α’s in A and k1, . . . , kn+1 non-
zero integers (except maybe k1 and kn+1).
Fix r < min(α#p (A),
1
p), let pi be linear representation of G and let
b be a pi-cocycle satisfying
‖b(g)‖ > 1
C
|g|r −D.
According to Lemma 2.3.5, we can drop the additive constant and
assume that b(i1(f)) = 0 for all f ∈ F . Also, since i2(F ) is finite, the
affine action defined by pi and b has an i2(F )-fixed point, let’s denote
it by ξ0, so that
b(i2(f)) = ξ0 − pi(i2(f))ξ0, ∀f ∈ F.
Now set ρ = IndGA pi and define a ρ-cocycle c by
c(α)(x) =
{
pi(x−1)b(α) if x ∈ A
0 otherwise
for α ∈ A, and by
c(t)(tx) =
{
−pi(x−1)ξ0 if x ∈ A
0 otherwise
When restricted to A, this is indeed a well defined cocycle. It will
extend to a cocycle on G, by using the 1-cocycle relation, if the defining
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relations of the group hold, i.e. if c(i1(f)t) = c(t · i2(f)), ∀f ∈ F . We
evaluate in tx for convenience, on the one hand we have :
c (i1(f) · t) (tx) = c (i1(f)) (tx) + ρ(i1(f))c(t)(tx)
= 0 + c(t)
(
i1(f)
−1 · tx)
= c(t)
(
t · i2(f)−1x
)
=
{
−pi (x−1i2(f)) ξ0 if x ∈ A,
0 otherwise.
On the other hand we have :
c (t · i2(f)) (tx) = c(t)(tx) + ρ(t)c (i2(f)) (tx)
= c(t)(tx) + c (i2(f)) (x)
= −pi(x−1)ξ0 + pi(x−1)b (i2(f))
= −pi(x−1)ξ0 + pi(x−1) (ξ0 − pi(i2(f))ξ0)
=
{
−pi (x−1i2(f)) ξ0, if x ∈ A.
0 otherwise.
We start estimating the compression exponent of c. Fix g ∈ G and
write g = tk1α1t
k2α2 . . . t
knαnt
kn+1.
We have
c(g) = c(tk1) + ρ(tk1)c(α1) + . . .+ ρ(t
k1α1 . . . t
knαn)c(t
kn+1).
Now each term of this sum is a function from G to Epi, but their
support are not disjoint as in the case of amalgamated free products.
We need to carefully analyse each element. First note that
c(tk)(tix) =
{
−pi(x−1)ξ0 if 1 ≤ i ≤ k and x ∈ A,
0 otherwise,
if k > 0 and
c(tk)(tix) =
{
pi(x−1)ξ0 if k + 1 ≤ i ≤ 0 and x ∈ A,
0 otherwise,
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if k < 0.
We see that elements of the form ρ(γ)c(tk) are supported on the
cosets γtA, γt2A, . . . , γtkA if k is positive, and on the cosets γtkA,
γtk+1A, . . . , γt−1A if k is negative. But elements of the form ρ(γtk)c(α)
are also supported on γtkA. So the value c(g)(γtki) differs from c(αi)
depending on whether ki is positive or negative, and also on whether
the power of t succeeding to α is negative or positive. In any case,
we get that c(g)(γtki) = c(αi) + ηi with the error term ηi satisfying
‖ηi‖ ≤ 2‖ξ0‖. We obtain for the norm of c(g) :
‖c(g)‖p =
n+1∑
i=1
ki∑
j=1
‖c(g)(tk1α1 . . . αi−1tj)‖p
≥
n∑
i=1
‖b(αi) + ηi‖p +
n+1∑
i=1
(|ki| − 2)‖ξ0‖p
≥
n∑
i=1
(
1
2p−1
‖b(αi)‖p − ‖ηi‖p
)
+ ‖ξ0‖p
n+1∑
i=1
|ki| − 2(n+ 1)‖ξ0‖p
≥ 1
2p−1
n∑
i=1
‖b(αi)‖p − n2p‖ξ0‖p + ‖ξ0‖p
n+1∑
i=1
|ki| − 2(n+ 1)‖ξ0‖p
=
1
2p−1
n∑
i=1
‖b(αi)‖p + ‖ξ0‖p
n+1∑
i=1
|ki| − n(2p − 2)‖ξ0‖p − 2‖ξ0‖p
Now, the second term of this estimate is problematic because it
can represent a large proportion of the length of G. To compensate
it, we use the action of G on its Bass-Serre tree. Let d be the cocycle
associated to this action, which satisfies
‖d(g)‖p = d(A, g · A),
where the distance is measured between the vertices A and gA in the
tree. In the case of amalgamated free products, this distance was
connected to the block length of G, here it is connected to the number
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of occurences of the free letter t in g. Precisely, if g is written as before,
we have
d(A, g · A) =
n+1∑
i=1
|ki|.
Observing that
∑ |ki| ≥ n− 1, we may take a direct sum(
c⊕ ((2p − 2)1/p‖ξ0‖ · d))p to get :
‖c(g)⊕
(
(2p − 2)1/p‖ξ0‖ · d(g)
)
‖p ≥ 1
2p−1
n∑
i=1
‖b(αi)‖p +
n+1∑
i=1
|ki|‖ξ0‖p + Cst
≥ 1
2p−1C
∑
|αi|pr +
n+1∑
i=1
|ki|pr‖ξ0‖p + Cst
≥ 1
Cst
(∑
|αi|+
n+1∑
i=1
|ki|
)pr
+ Cst
=
1
Cst
|g|pr + Cst.
Now we are ready to give an analogue statement to Proposition
2.3.6 for HNN extensions.
Proposition 2.3.9. Under the same assumptions as before,
α#p (A∗F ) ≥
α#p (A)
1 + 2α#p (A)
.
Proof. We use the cocycle we just produced. Since it will not lead to
confusion, we just denote it by c. Getting rid of some constants, we
have
‖c(g)‖ ≥
(
n∑
i=1
‖b(αi)‖p
) 1
p
,
68
where g = tk1α1t
k2α2 . . . t
knαnt
kn+1 as before. As was done in Lemma
2.3.8, we can distort the cocycle d induced by the action on the Bass-
Serre tree so that
‖d(g)‖ =
(
n+1∑
i=1
|ki|
) 1
2
.
Now we consider c ⊕ d and split into two cases. Set s = α#p (A) and
u = s1+2s .
1. If
∑ |ki| ≥ |g|u, then
‖c(g)⊕ d(g)‖ ≥ ‖d(g)‖ =
(∑
|ki|
) 1
2 ≥ |g|u2
2. If
∑ |ki| ≤ |g|u, then we get that n− 1 ≤∑ |ki| ≤ |g|u and∑ |αi| =|g| −∑ |ki| ≥|g| − |g|u. So that at least one of the α’s
must satisfy
|α| ≥ 1
n
∑
|αi|
≥ |g| − |g|
u
|g|u + 1
≥ |g|1−u − 1
Thus we get
‖c(g)⊕ d(g)‖ ≥ ‖c(g)‖ ≥ ‖b(α)‖ ≥ 1
C
|α|s ≥ 1
C
|g|(1−u)s
Again, u was chosen so that u2 = (1− u)s = s1+2s , so that the claim
is proved.
2.3.3 The 1/p-1/2 gap
As mentioned earlier, when p > 2, in all of the previous results, the
lower and upper bounds do not agree. The ‘ 12 ’ term in upper bounds
69
comes from the non-amenability of the considered group. Indeed, Naor
and Peres show that for any finitely generated G and any Banach space
X of modulus of smoothness of power type p the following inequality
holds
α#X(G)β
∗(G) ≤ 1
p
.
β∗ is a numerical invariant of the group measuring the escape rate of a
simple random walk onG. More precisely, β∗(G) is the largest β so that
there exists a finite generating set S satisfying E[d(Wt, 1)] ≥ Cst · tβ,
where Wt is the canonical random walk associated to S. It is a classical
result of Kesten [Kes59] that if G is non-amenable then β∗(G) = 1, and
since Lp spaces have modulus of smoothness of power type min(2, p),
we get that
α#p (G) ≤ max(
1
2
,
1
p
).
Now, at first glance, and knowing that classical Lp-cocycles usually
have compression exponents 1p , one may think that the above method
is not sharp when p > 2 and that the natural upper bound should be
1
p . But this is of course not the case because we’ve already seen that
the 1p threshold can be beaten. Also, in many cases, groups exhibit L
p
equivariant compression behaviours containing expressions of the type
max(1/p, 1/2), e.g. free solvable groups [Sal], a-T-menable graphs of
Zn’s [CV15] and, of course, free groups. In the last case, the previous
upper bound actually is exact value :
α#p (F2) = max(
1
2
,
1
p
)
This is due to Naor and Peres [NP08, Remark 2.2.], who show that for
a finitely generated G, α#2 (G) ≤ α#p (G) for all p ≥ 1. The core of the
proof of this result has a more general flavour and may be stated as
follow.
Proposition 2.3.10 ([NP08] Lemma 2.3.). Let G be a finitely gener-
ated group and let (pi,H) be a unitary representation of G. Then there
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exists a standard measured space (Ω, µ) equipped with a µ-preserving G-
action such that H embeds linearly, G-equivariantly into ⋂p≥1 Lp(Ω, µ).
Moreover, there exists a constant C, only depending on p such that
‖v‖H = C‖v‖Lp(Ω).
Now using this result, we get that any affine isometric action of G
on a Hilbert space can be isometrically and G-equivariantly embedded
into some Lp space which yields the aforementionned bound on α
#
p (G).
Let us try to apply the same line of thought to our problem. Fix
p > 2 for the rest of this section, since these are the values of p for which
we need a deeper study. In both the proofs of Proposition 2.3.4 and
Dreesen’s result on HNN extensions we used Lp versions of induced
representations. Now the space of such a representation can be seen
in different ways.
If we denote by pi a linear representation of a subgroup H < G on
a space Lp(Ω) and set ρ = IndGH pi then the underlying space Xρ of ρ
can be identified with `p(G/H,Lp(Ω)). Namely
Xρ = {f : G/H → Lp(Ω) |
∑
xH∈G/H
‖f(xH)‖pp ≤ ∞}.
We may also think of it as `p(G/H)⊗Lp(Ω) equipped (and completed)
with its natural p-norm, or as a p-direct sum
(⊕
G/H L
p(Ω)
)
p
.
Now, observe that both our constructions would work equally fine
using `2(G/H) ⊗ Lp(Ω) or equivalently
(⊕
G/H L
p(Ω)
)
2
, and would
produce a cocycle with compression exponent min
(
α#p (A), α
#
p (B),
1
2
)
for A ∗F B and min
(
α#p (A),
1
2
)
for A ∗F . The draw back is that these
spaces are not Lp spaces anymore, but we may still ask the question :
Question 2.3.11. Let X be a Banach space of the form L2(Λ)⊗Lp(Ω)
equipped with the natural norm where elements of the tensor product
are seen as square summable functions Λ → Lp(Ω). Let G be a group
and equip X with a linear isometric G-action. Does the space X embeds
linearly, isometrically and G-equivariantly into some Lp space ?
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One may try to use Naor and Peres’ result to produce an embedding
of L2(Λ) ⊗ Lp(Ω) into Lp(Λ˜) ⊗ Lp(Ω), but this approach fails because
tensor norms behave badly when taking subspaces. To the extent of
our knowledge, this question is still open even if we drop the G-action
and the equivariance requirement in the statement. Should the answer
be positive, it would produce sharp lower bounds on equivariant com-
pression behaviours for free products with amalgamation and HNN
extensions over a finite subgroups. But it would also help in the case
of graph products treated by Antolin and Dreesen [APD] and would
sharpen Yu’s result on existence of proper affine isometric actions of
hyperbolic groups on Lp spaces [Yu05], answering positively a question
of Naor and Peres [NP08, Question 7.7.]. Indeed, all these construc-
tions are using similar spaces as we do and produce cocycles with 1p
compression for the sole reason of using convexity inequalities of the
form
|x|pr + |y|pr ≥ (|x|+ |y|)pr, if r ≤ 1
p
.
Also, it gives a way of solving 1/p-1/2 issues generically instead of
cases by cases.
Appendix.
Perspectives
We gather here a few thoughts and questions about compression ex-
ponents.
Although it is known that compression exponents of groups can
take any value between 0 and 1, the picture is much less satisfactory
for equivariant compression exponents. Only a handful of values are
known:
• α#2 (G) = 1 is achieved by abelian groups, polycyclic groups and
amenable connected Lie groups [Tes11].
• α#2 (G) = 1/2 is achieved by virtually free groups, Thompson’s
group F [AGS06], Baumslag solitar groups [CV15].
• α#2 (G) = 12−21−k is achieved by an iterated wreath product of Z
with itself.[NP08]
• α#2 (G) = 0 is achieved by solvable groups constructed by Austin
[Aus11]. It is also a consequence of an embedding result of Osin
an Olshanskii [OO13] that amenable groups can have arbitrarily
bad constraints on the compression modulus of their equivariant
embeddings. Also, Bartholdi and Erschler [BE14] managed to
prove the same statement for groups of intermediate growth.
Question A.1. Fix 0 ≤ α ≤ 1. Does there exist an amenable group G
with α#2 (G) = α?
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Due to Gromov’s trick, it is enough to consider non-equivariant
maps to attack this question. This allows some flexibility in the con-
struction of embeddings. The case of non-amenable groups may be
much more difficult to deal with.
Question A.2. Fix 0 ≤ α ≤ 1. Does there exist a non-amenable group
G with α#2 (G) = α?
Let F = Fr be the free group of rank r, let F
(1) = [F, F ] be its
derived subgroup and let F (d) = [F (d−1), F (d−1)] be its d-th derived
subgroup. Recall that the free solvable group of rank r and derived
length d is the group Sr,d = Fr/F
(d). It is universal in the sense that
every r-generated solvable group of derived length d can be realised as
a quotient of Sr,d. Sale ([Sal]) proves the following:
α#p (Sr,d) ≥
1
d
max(
1
2
,
1
p
).
These bounds provide new possible values for equivariant compression
exponents.
Question A.3. Is it true that
α#p (Sr,d) =
1
d
max(
1
2
,
1
p
)?
A class of groups where nothing is known about compression ex-
ponents is the class of groups with intermediate growth. The first,
and the most famous, of these groups is Grigorchuk’s group, but it has
proved to be reluctant to computation. In particular, its exact growth
behaviour is still unknown. Bartholdi and Erschler [BE12] have pro-
vided the first groups with growth behaviour exactly er
ν
for some ν.
Later, Brieussel [Bri14] proved that for any ν in the range [ν0 ≈ 0.78, 1]
there exists a group with growth behaviour ν. We ask the following :
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Question A.4.
• Let Gν be a group with growth behaviour of type erν . Is there any
good lower (resp. upper) bound on α#2 (Gν) in terms of ν?
• What are the exact compression exponents of Brieussel’s groups?
Both Olshanskii-Osin and Bartholdi-Erschler groups with arbitrar-
ily poor compression modulus relies on the same idea. Given a family
Mn of finite groups whose Cayley graph form a family of expander, they
embed the countable (infinitely generated) group
∏
nMn into a finitely
generated amenable (resp. of intermediate growth) group G. This is
done in such a way that the group Mn is quasi-isometrically embedded
into G with good control on the quasi-isometry constants. It naturally
provides an upper bound on the possible compression modulus of any
embedding of the group into a Banach space. However, to keep some
lower control on the compression exponents seems difficult.
Question A.5. Fix 0 ≤ α ≤ 1. Is it possible to embed the group∏
nMn in an amenable finitely generated group G so that
α#p (G) = α?
Finally, we would like to mention the following questions, which we
believe are of interest.
Question A.6. Set
P(G) = {p ≥ 1 : G admits a proper affine isometric action on Lp}.
What is the topology of the set P(G)?
Question A.7. Consider the function p 7→ α#p (G). Is it continuous
on P(G)?
Note that it is possible to prove continuity of p 7→ α#p (G) under
the assumption that the constants in the compression inequality are
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controlled. Precisely, fix a sequence pn converging to some p and, for
each n, fix bn an L
p
n-cocycle of G. If we have
‖bn(g)‖ ≥ 1
C n
|g|αn
and if the Cn’s are uniformly bounded above, then we can prove that
α#lim pn(G) ≥ limαn.
But the control of these constants is definitely a non trivial condition.
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