Abstract-We consider pulsed plane-wave scattering from targets buried under a rough air-ground interface. The properties of the interface are parametrized as a random process with known statistics, and therefore the fields scattered from a particular surface constitute one realization of an ensemble, characterized by corresponding statistics. Moreover, since the fields incident upon a buried target must first penetrate the rough interface, they and the subsequent scattered fields are random processes as well. Based on this understanding, an optimal detector is formulated, accounting for the clutter and target-signature statistics (the former due to scattering at the rough surface, and the latter due to transmission); the statistics of these two processes are in general different. Detector performance is compared to that of a matched filter, which assumes the target signature is known exactly (i.e., nonrandom). The results presented here, as a function of angle and polarization, demonstrate that there is often a significant gain in detector performance if the target signature is properly treated as a random process.
I. INTRODUCTION
T HE scattering of waves at a rough surface has motivated considerable research [1] - [9] . These studies have been performed primarily in the frequency domain, although there have been some recent time-domain investigations [7] , [9] . The rough surface is usually parametrized as a random process (i.e., while the details of a particular realization of the surface are not known exactly, each surface is assumed to represent one realization of an ensemble, characterized by known statistics). Since the rough surface is treated statistically, the fields scattered and transmitted (for penetrable surfaces) at such a surface must be parametrized statistically as well. In the frequency domain, the fields scattered at a given frequency are parametrized as a random variable [1] - [8] , usually by the mean and variance (under the assumption that the random variable has a Gaussian distribution). For time-domain scattering, the fields must be parametrized as a random process [9] . In our previous investigation of transient scattering from a Gaussian rough surface [9] , we have found the backscattered fields to be wide-sense-stationary and Gaussian; however, the data was correlated (i.e., it was not-white).
The statistics of fields scattered by a rough surface are of interest for many applications. For example, such statistics can be used to infer properties of the rough surface, of interest for remote sensing of soil or vegetation [4] - [6] . In the work presented here, we are interested in detection of a target situated near a rough surface, for which the rough-surface-induced scattered fields are usually characterized as clutter. In detection applications, the clutter statistics are often used to prewhiten the data [9] - [11] , representing the initial stage in most detectors.
The most commonly used scheme for detection of transient signals is the matched filter [10] , in which the target signature is assumed known exactly. However, as discussed above, the fields transmitted through a penetrable rough surface constitute a random process (like the surface-scattered fields), and therefore the fields that impinge upon a buried target are, in turn, random (further randomness can incur if the medium under the surface is itself random [6] , although this is not considered here). Therefore, even if the buried target is known exactly (but the rough surface is treated statistically), its scattered fields must be treated as a random process. In a previous paper [9] , we have demonstrated that, in many cases, the random quality of the target signature results in matched-filter detector performance-quantified in terms of probability of detection versus probability of false alarm, termed the receiver operating characteristic (ROC)-which is significantly inferior to the expectations of ideal matched-filter theory (which assumes all underlying assumptions are valid). In this paper, we consider implementation of an optimal detector which properly accounts for the random nature of the target's scattered signature.
The development of an optimal detector for a random signal in noise (clutter) requires a priori knowledge of both the target and clutter statistics. As discussed above, a whitening filter is generally used to convert the clutter into a white process. The whitening filter is implemented using the clutter correlation matrix [10] , [11] , computed here via Monte Carlo simulations for scattering from the rough surface alone, in the absence of buried targets (as would be done for the experimental collection of clutter statistics). Therefore, while frequency-domain fields scattered from a rough surface are parametrized by their mean and variance, here time-domain scattering (a random process) is characterized via its correlation matrix. Having quantified the statistics of time-domain rough-surface scattering, it remains to account for the statistics of the stochastic buried-target signature.
As discussed subsequently, an optimal scheme for detection of a random signature requires integration over the signature's density function [10] . Unfortunately, such a density function is difficult to obtain in general. Therefore, we implement the optimal detector approximately via Monte Carlo integration, through consideration of multiple realizations of the target signature (each for a particular rough surface, from an ensemble of such). Thus, instead of requiring the statistics of the target response, per se, we only require access to a set of target signatures representative of such. Multiple waveforms are calculated here using a forward-scattering algorithm. Recall from above that, in principle, clutter statistics can be measured and therefore a forward algorithm is not essential for such. However, to build an optimal detector, one requires multiple realizations of the target signature, for different manifestations of the rough surface. A fast forward-scattering algorithm is therefore essential for optimal detection of such targets, with random scattering signatures (the statistics of which are not easily measured for variable targets and target positions). While fast algorithms are well known to be requisite elements in inverse-scattering schemes (generally for deterministic scattering data) [12] , [13] , here we introduce the use of such in optimal detectors (for stochastic scattering data).
The optimal detector is of general utility, with results presented here for the special case of two-dimensional scattering. All scattering data are computed via a finite-difference time-domain (FDTD) algorithm [14] - [30] , in which we consider plane-wave incidence and far-zone scattering, using an appropriate near-to-far-zone transformation [9] , [30] . Moreover, since this algorithm must be run many times-to compute clutter statistics, multiple realizations of the stochastic target signature, as well as for generation of ROC curves-it is essential that the FDTD be as fast as possible. To reduce the computational domain, we have utilized the perfectly-matched-layer (PML) absorbing-boundary condition [23] - [25] , with appropriate modifications for handling lossy soil [26] , [27] .
The remainder of the paper is organized as follows. In Section II we develop the optimal detector for targets with random scattering signatures. Since the fast forward-scattering algorithm is an integral element of such, it is discussed in this section. Results are presented in Section III, for both TE and TM polarization, wherein comparisons are performed with the idealized matched filter. Conclusions are discussed in Section IV, as are directions for future research.
II. OPTIMAL DETECTOR

A. Target-Signature Model
We consider development of an optimal detector for known targets buried under a rough interface. In a previous paper [9] , we investigated the matched filter and evaluated its performance. The matched filter is optimal if the target signature is known exactly and the noise (clutter) is Gaussian and wide-sense stationary. In our previous work [9] , we have found that a Gaussian rough surface yields clutter which is Gaussian and wide-sense stationary, although it has been found to be correlated. Therefore, for the problem considered here, the matched filter is preceded by a whitening filter [10] .
Having verified that the clutter meets the requirements of a matched filter, it remains to investigate the characteristics of the target signature. The assumption of a deterministic target response is investigated by comparing the receiver operating characteristics (ROCs) obtained via Monte Carlo simulation with idealized ROC curves, computed presupposing that all underlying assumptions are valid. In such computations, a natural choice for the "known" target signature is its response when buried under a flat interface, represented in discretized form by the -dimensional vector ; the discretized measured field and clutter are similarly expressed as and , respectively. Therefore, the matched filter assumes that under hypothesis (target plus clutter) , while under hypothesis (clutter only) . In light of the fact that the clutter as measured is not white, we assume and have been passed through a whitening filter. In the Bayesian approach [10] , we partition the observation space into two regions, corresponding to the two hypotheses, such that the cost of the decision is minimized. This is done by transforming the -dimensional problem into a one-dimensional likelihood ratio test (1) where is the probability distribution function of the clutter . The likelihood ratio is compared against a threshold [10] , and we decide that the signal is present if and it is not present if . After prewhitening the Gaussian clutter, the natural log of (1) yields the conventional matchedfilter sufficient statistic [10] . The ROCs give a measure of the detector performance, through consideration of the probability of detection versus the probability of false alarm . By definition,
where is the probability of for hypothesis . It can be shown that, for the case of additive white Gaussian noise (after prewhitening), the probabilities of detection and false alarm depend only on the parameter , where is the energy of the target response and is the noise variance [10] . Therefore, from and , one can readily compute the theoretical ROC, representative of idealized detector performance, if all the assumptions mentioned earlier are valid. By comparing these theoretical characteristics with the ones obtained by Monte Carlo simulation (considering a large number of surface realizations), we have determined in [9] that the actual detector performance is often well below that of the ideal, especially for near-grazing incidence. We attributed this to an inappropriateness of the deterministic-target-response assumption.
B. Optimal Detector
One can model the randomness in the target response by introducing a generalized stochastic parameter . Instead of assuming the target signature is known exactly, we introduce an uncertainty which we symbolize by introducing the notation , where represents a vector of stochastic parameters that are responsible for the random nature of . Thus, under the hypothesis , the received signal becomes . The previous, simple likelihood ratio is now generalized as (3) where represents the likelihood ratio for a particular and is the probability density function of the vector . Note that we have not specified , nor do we quantify its distribution. Even though there are ways to model as a physical quantity, we avoid this and consider an alternative manner of computing the likelihood ratio. Considering (3), note that the expression on the right side is simply the ensemble average of , computed for all possible values of . We can approximate this quantity numerically by performing Monte Carlo integration. Thus, we consider realizations of the random vector , the th of which is represented by (physically corresponding to realizations of the rough surface), and compute the approximate likelihood ratio as (4) Consequently, we obtain the structure of the optimal receiver described in Fig. 1 .
The whitening filter is implemented as a forward linear prediction-error filter [31] . A linear prediction filter is a Wiener filter, with tap weights represented by the vector , ( th-order filter) satisfying the Yule-Walker equation
, where , and represents the correlation matrix , which, for a wide-sense stationary process, has Toeplitz symmetry.
C. Numerical Model
The data used in our study are obtained by numerical simulation using a two-dimensional finite-difference time-domain code (with no variation in the direction, see Fig. 2 ). We use the standard Yee cell [14] , for both TE and TM polarization. Plane-wave excitation is considered, employing a (total field)-(scattered field) formulation [9] , [19] , [20] . The backscattered fields to be processed are observed in the far zone, necessitating a near-to-far zone transformation [9] , [30] , with separate Huygens surfaces used to enclose the target and the rough surface (Fig. 2) . Finally, with regard to the rough air-ground interface, it has been demonstrated that the staircase approximation to such (inherent to the Yee scheme) is accurate, as long as the grid size is very small compared with the wavelength, the surface correlation length, and the surface variance [7] .
To implement the detector, we must first characterize p , which requires hundreds of rough-surface realizations , in the absence of a target. Subsequent implementation of the detector in (4), for a given , requires computation of the likelihood ratios , therefore requiring realizations of ; in the subsequent examples, we demonstrate that, for the data considered here, must be on the order of forty. Finally, is a random process (and therefore a random variable). Therefore, the statistical detector characterization requires consideration of realizations of the scattered signal , where here we have considered on the order of several hundred. Therefore, detector implementation and characterization requires scattered-field computations (the factor two in is clarified below). Therefore, it is critical that the modeling algorithm be as computationally efficient as possible.
To achieve computational efficiency, it is essential that the FDTD computational domain be as small as possible. Therefore, we have employed a PML absorbing medium for the outwardly propagating waves leaving the computational domain. The PML used here is designed to absorb waves in lossy media [26] , [27] , of interest for the lossy half space. For the problems studied, we have employed the incident pulse shown in Fig. 3 , representative of a Rayleigh wavelet [32] , and have utilized 12 FDTD spatial samples per wavelength, for the smallest wavelength of interest in the problem. The computational size of each FDTD calculation was (width depth), where is the center wavelength of the incident pulse (Fig. 3) in free space. For this problem size and spatial discretization numerical dispersion [17] , [18] was not found to present a problem.
Before proceeding to the results, we reiterate that we have considered plane-wave incidence, motivated by ground-penetrating systems with a large stand-off distance. For example, ultrawideband synthetic aperture radar (SAR) systems [33] , [34] employ sensors that are quite distant from the target, for which plane-wave incidence appears most appropriate. However, this introduces a problem. In particular, diffraction is induced at the ends of the numerical rough surface (see Fig. 2 ), with such not representative of the statistics of the rough surface itself. To mitigate this problem, several authors have considered beam excitation [1] , [2] , [7] , which removes the edge effects but also solves a problem different from the plane-wave case of interest. For beam excitation, one could make the beamwidth large enough such that, at least paraxially, a reasonable plane-wave approximation could be made; however, this results in a significant increase in the computational domain. Moreover, we note that previous beam-excitation studies (e.g., [1] , [2] , [7] ) have considered narrow-band problems, while here we are addressing ultrawideband fields (see Fig. 3 ). For such, one has the added complexity of requiring the beamwidth to be wide relative to all wavelengths in the incident pulse, which would require pro- hibitively wide beams (and hence very large computational domains) at the low frequencies of interest in the pulses used for ground-penetration applications.
Fortunately, for the detector problem of interest here, these difficulties are avoided to a large extent. In particular, for the white Gaussian clutter (after prewhitening) , the optimal detector in (4) reduces to projecting the measured signal onto realizations of . For the targets considered here, is nonzero over a relatively limited temporal support, and it is only over this time that the values of are important to detector performance. For the geometrical parameters considered here, the edge-diffraction-induced effects in are well outside the temporal support of , and therefore have no impact on detector performance. We also note that, for the same reasons, the only portion of the clutter meaningful to detector performance is that in the vicinity of the nonzero support of ; therefore, it was also this portion of that was used to compute the clutter correlation matrix .
Although the above discussion addresses concerns of edge diffractions induced at the end of the numerical rough surface, we have not accounted for the fact that such diffractions may launch surface waves that would not be present in an actual rough surface (without such endpoints). We have carefully examined the backscattered clutter , to see if such surface waves are induced (as witnessed in [1] for a highly conducting interface). Such effects, if present, were within the noise of the numerical results and were therefore deemed unimportant for the relatively low-loss medium considered here. Therefore, while plane-wave incidence presents unavoidable problems at the ends of the numerical rough surface, for the ultrawideband applications of interest, beam excitation is not a viable alternative; moreover, for the reasons discussed above, plane-wave excitation does not appear to produce significant problems for the detection problems and material properties considered here.
III. RESULTS
In the examples considered here, we assume a Gaussian rough surface, with zero mean, standard deviation 3.95 cm, and correlation length 18.75 cm. This distribution is felt reasonable for many air-soil interfaces, but it is not based on the measured properties from any particular interface. Other parameters and distributions are clearly possible (and, possibly, in some cases more realistic). However, Gaussian interfaces have been well studied [1] - [9] and constitute a good starting point. The soil is represented by a lossy dielectric with and conductivity S/m, which is characteristic of many soil types [35] . Finally, the target is placed 25 cm under the mean air-ground interface position, and consists of a lossless dielectric with , a width of 37.5 cm ("parallel" to the interface), and a thickness of 12.5 cm. We consider both TE and TM polarizations and plane-wave incidence at 30 and 70 , with respect to the normal (see Fig. 2 ). Finally, in all cases the incident pulse shape corresponds to the Rayleigh wavelet in Fig. 3 , with bandwidth representative of current ground penetrating radar systems.
A. Signature of Target Buried Under a Flat Interface
As discussed in Section II-A, the matched-filter detector is effected by projecting the measured data onto a canonical waveform, here the response of the target when buried under a flat surface, thereby yielding the test statistics ( is the target response for a flat interface). It is therefore of interest to examine the characteristics of , as well as the statistics of the clutter , which are fundamental to detector performance.
The properties of are addressed in Fig. 4(a) and (b), in which the energy spectral density (ESD) of is investigated for TE and TM excitation, considering angles of incidence and , respectively. For the soil considered here, the Brewster angle is 67.8 (neglecting the effects of the conductivity ). We see that, over much of the spectrum, for the far-zone backscattered fields are stronger for TM excitation than for TE, consistent with the enhanced penetration expected for TM polarization near the Brewster angle. For incidence angle (well away from the Brewster angle), the energy spectral densities for TE and TM excitation are very similar. We note that the polarization and incidence-angle dependence of the target itself, apart from the Brewster-angle effects at the interface, also play a significant role concerning the results in Fig. 4 .
B. Clutter Statistics
From Fig. 4 , one might expect that, for near-Brewster incidence, a matched filter would perform better for TM polarization than for TE, assuming the underlying matched-filter assumptions are valid: that the target signature is deterministic and similar to that for a target under a flat interface. However, detector performance is strongly influenced by the cutter characteristics, the power spectral density (PSD) for which are shown in Fig. 5 , using the surface statistics, polarizations, and incidence angles considered above. We see from Fig. 5 that the PSD is stronger for TM excitation than for TE, appreciably so for . Therefore, it is possible that detector performance will actually be worse for near-Brewster TM excitation, as compared to TE incidence at the same angle, despite the fact that the flat-surface target response is larger for TM incidence. Note that the clutter is nonwhite (is correlated), and the detector performance will ultimately be determined by the properties of the whitened clutter. Nevertheless, the results in Figs. 4 and 5 indicate that the assumption of optimal detector performance for near-Brewster TM excitation may be undermined by the properties of the rough-surface-generated clutter.
C. Detector Performance
In the next series of figures, we demonstrate ROC performance for the detectors discussed in Section II, considering the geometrical properties and operating conditions addressed in Figs. 4 and 5. In each figure, three results are presented: idealized matched-filter performance, assuming all underlying assumptions are valid; actual matched filter performance; and detector performance for the optimal detector in (4), using (for the examples considered here, the results stabilized for ). The idealized matched-filter results were computed by applying the matched filter to synthesized waveforms, constructed by adding the flat-surface target response to 300 realizations of the fields scattered from the rough surface, in the absence of a buried target (these were not the same clutter realizations used to design the whitening filter). Actual matched-filter performance was computed using realizations of fields scattered from a target buried under a randomly rough surface (making no assumptions that the target signature is deterministic). This same scattering data was used to characterize the optimal detector in (4).
To effect the optimal detector, we require realizations of the target signature , which must characterize the statistical variation of , dictated by . To compute , we consider realizations of the rough surface, and for each we run the FDTD code twice: once with the target and once without, obtaining and , respectively. The difference between these two waveforms is defined to be , for use in (4). Thus, we parametrize the target signature as random and explicitly enforce (by definition) the additivity of the target signature and clutter, both of which are random.
In Figs. 6 and 7, we plot ROC curves for TE and TM polarization, respectively, for incidence angle . From Figs. 4(a) and 5(a), for , the target ESD and clutter PSD are very similar for TE and TM polarization. In fact, defining and as the energies in the flat-surface target signatures for TE and TM polarization, respectively, we have found that / for . Moreover, defining and as the clutter variance for TE and TM polarization, respectively, we have found that, for , . The similarity of the target energies and clutter variances for TE and TM polarization forecasts the similarity in detector performance manifested in Figs. 6 and 7, for . The other significant observation from these figures. is that, for , the optimal detector performs only slightly better than the simple matched filter. This issue will be addressed after first examining performance for incidence angle . In Figs. 8 and 9 we consider detector performance for TE and TM polarizations, respectively, for an incidence angle of . For this example, using the same notation as above, / and . Therefore, it is not surprising that, for , the detectors perform markedly better for TE polarization than for TM (reduced false alarms required to achieve a given detection probability), despite the fact that the angle of incidence is very near the Brewster angle. While the ratios / and predict that the detector will perform better for TE polarization than for TM, they do not explain the other principal feature of these results: for TE polarization, the actual matched-filter performance is significantly degraded relative to idealized results, and the optimal detector yields a significant performance enhancement, while, for TM incidence, the actual matched-filter performance is close to those of the idealized results, and the optimal detector provides only a slight improvement. To explain this phenomenon, consider Fig. 10 , in which we have plotted the relative power transmitted into the soil and S/m when the air-soil interface is flat, as a function of incidence angle, for both TE and TM polarization (i.e., we plot , where is the flat-surface reflection coefficient). For incidence near , there is very little variation in for TM polarization (due to the Brewster angle, and the corresponding stationary point in ), while the variation for TE polarization is relatively strong. At the rough surface, the incident wave impinges the interface at angles that vary randomly about . For the relatively modest roughness considered here, the random variation about is small. Therefore, from Fig. 10 , one would expect that, for , the fields transmitted into the soil will be more randomized for TE polarization than for TM. Recall that the optimal detector is designed for problems in which the target signature is random, due to the stochastic nature of the fields transmitted through a random interface. Therefore, for and relatively modest surface roughness, one would expect that a matched filter would be sufficient for TM polarization while the optimal detector would be most beneficial for TE excitation, consistent with the results in Figs. 8 and 9 . With this insight, we return to the results for incidence angle . From Fig. 10 , we see that the variation in is relatively modest in the vicinity of , with similar variability seen for TE and TM excitation. Therefore, it is expected that the matched filter will do relatively well for such incidence angles (the transmitted fields only being weakly perturbed due to the random surface) and that modest improvements are expected from the optimal detector, consistent with Figs. 6 and 7.
Summarizing, if the variability of is large, the optimal detector will yield significant improvements relative to the matched filter. However, if the rough surface is such that the fields which penetrate the interface are only weakly perturbed relative to the flat-surface response , the optimal detector reduces to a matched filter. To quantify such, we compute the mean and standard deviation of the correlation between and as (5) the results for which are tabulated in Table I for the examples in Figs. 6-9 . From Table I , we see that the relative variation in , is small for TM polarization, at both and . The largest such variability occurs for TE excitation at , for which we saw the most dramatic performance gain manifested by the optimal detector.
D. Increased Surface Roughness
To demonstrate the effect of the optimal detector for a rougher surface, we consider the same soil and target as above, but now the Gaussian surface has a variance of 8.84 cm and a correlation length of 37.5 cm (we are allowing larger surface variance than before, but have also increased the correlation length, such that the surface is still relatively smoothly varying). We restrict ourselves to , to examine if the increased surface variance produces enough randomness in the transmitted fields (and hence the target signature) such that the optimal detector yields gains, even for TM excitation. In Figs. 11 and 12 are plotted ROC curves for TE and TM polarization, respectively, in the same format as before. We see from these Figs. that the optimal detector yields significant performance improvement for TE excitation, as found in Fig. 8 . Of more interest, in Fig. 12 we note that the increased level of surface variability has yielded optimal detector performance for TM polarization which is significantly superior to that of the matched filter. This underscores the fact that the performance gain accrued by the optimal detector is more significant as the transmitted fields (and, therefore, the target signature) becomes more random.
Because the surface is more random in these examples, one might expect the value of required for convergence of the optimal detector will in turn be larger (relative to the results in Figs. 6-9 ). This was found to be the case; for the results in Figs. 11 and 12 , we have found that must be greater than about 40 to achieve convergence of (4) . To examine the convergence of the optimal detector, in Fig. 13 , we plot ROC curves as a function of , considering TM excitation,
, and the surface roughness in Figs. 11 and 12 . For this relatively rough surface, the optimal detector converges for (recall from Fig. 8 that the less-rough surface only required ). We note that one will generally not know a priori which value of is required for a given problem, but the appropriate can be determined adaptively by simply considering further projections until convergence is achieved in (4).
E. General Observations
In the above examples, we have considered one soil type, one target, two angles of incidence, and two distributions for the rough-surface statistics. Therefore, it is difficult to draw general conclusions. However, we have demonstrated that, when the surface roughness is sufficient to introduce randomization of the transmitted fields, the optimal detector yields improved performance relative to the matched filter. In many examples the performance enhancement was significant. To address the complexity of the optimal detector, note that it requires projections onto waveforms rather than a single projection onto the deterministic waveform , as per a matched filter. However, for a given target and surface roughness, the waveforms are computed once and stored, and can be used to test all characteristic of said target and clutter. For the problems considered here, was a relatively small number ( 50) and therefore the attendant significant performance gain in several cases appears to justify the associated modest escalation in complexity.
IV. CONCLUSION
An optimal detector has been presented for the time-domain detection of deterministic targets buried under a randomly rough air-ground interface. The random character of the fields scattered from and penetrating through the random interface requires the parametrization of the clutter and buried-target signature as random processes, generally with different statistics. For the Gaussian surfaces considered here, we have found the clutter characterized as a correlated (nonwhite) Gaussian random process. Therefore, the optimal detector invokes a whitening filter. While in principle the optimal detector requires the statistics of the target signature, such are not easily quantified in general. Therefore, we have implemented the optimal detector approximately via Monte Carlo integration, utilizing realizations of the random target signature, generated from realizations of the rough surface.
For the examples considered here, designed to be of interest for buried-target detection, we have found that should be greater than approximately forty to achieve convergence. However, this number is a function of the degree of randomness in the target signature and was found to increase as the surface became more rough. The enhancement in detector performance yielded by the optimal detector depends as well on the degree to which the target is stochastic. Interestingly, we found that for relatively modest roughness the signature was minimally randomized for vertical polarization near the Brewster angle, at which the transmitted power has a stationary point as a function of incidence angle. However, this phenomenon was vitiated when the roughness became more severe, and the optimal detector then provided dramatic improvements in detector performance.
In the examples considered here, the soil properties, target depth, and target orientation were assumed known, and all randomness was induced by the rough surface. In practice, these parameters will not be known and must be treated statistically. For example, for the detection of buried mines or unexploded ordnance, the target depth will be unknown, but there is likely to be a priori knowledge as to its statistical distribution, with similar issues holding for the soil properties and target orientation. Therefore, in the context of the optimal detector in (4), one must perform Monte Carlo integration over these parameters as well.
With the large number of random parameters that one may encounter in practice, and the need to consider a sufficient number of waveforms to span the statistical space of same, it is essential that the forward algorithm used to compute each waveform (from a statistical ensemble) be as fast as possible. This will be an area of future research, constituting the synergy of fast forward algorithms and target detection for random scattering, much as fast forward algorithms have played a critical role in the development of inverse-scattering algorithms for deterministic scattering.
