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A Lower Bound on Stability in Phase-Locked Loops 
HA~aY L. VANTages  
Department of Electrical Engineering and Lincoln Laboratory, Massachusetts 
Institute of Technology,* Cambridge, Massachusetts 
A model of a phase-locked loop has been developed which is valid 
for all signal-to-noise ratios. The model is in the form of a nonlinear 
feedback system with randomly time-varying parameters. 
In low signal-to-noise ratio regions, the important consideration is
stability. We want to study the stability in the mean of a nonlinear 
system. I t  follows directly that a necessary condition for stability of 
any nonlinear system is that a linearized model about some equilib- 
rium point be stable. By considering all possible equilibrium points, 
we can find an upper bound on the value of noise density which makes 
the system unstable. This upper bound represents an absolute thresh- 
old value for system operation. 
The approach provides a technique which will be useful in lower 
bounds on the stabil ity of many nonlinear, t ime-varying systems. 
As a byproduct of our stability analysis we obtain an expression 
for the mean-square error which is accurate for moderate signal-to- 
noise ratios. 
I. INTRODUCTION 
The  majority of modern  communicat ion systems employ coherent 
detection. Implementing this technique requires that the phase of the 
carrier be known. A commonly  used system for phase detection is a 
phase-locked loop. 
A typical loop is shown in Fig. 1. The  input to the system is a sine 
wave whose phase is the quantity of interest, plus noise. The  input is 
multiplied by a feedback signal which is the output of a voltage-con- 
trolled oscillator (VCO) .  This output is a cosine wave of the same 
frequency whose phase 02 is the estimate of 01 • 
The  output of the multiplier is 
E(t)  = A sin [01(t) - -  02(t)] + ~¢/2N(t) cos [o~t + 02(t)] (2) 
• Operated with support from the U. S. Army, Navy and Air Force. 
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I~'IG. 1. Phase-locked loop 
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where the double frequency terms have been deleted, since the filter and 
VCO would not respond to them. This error term is passed through a 
filter. The output of the filter is a voltage which controls the instantane- 
ous frequency of the oscillator. The phase of the VCO provides the neces- 
sary reference. 
The operation and optimization of phase-locked loops have been ex- 
tensively discussed in the literature. The results of the mQority of these 
analyses (Jaffe and Reehtin, 1955) are linearized models which are 
valid only for high signal-to-noise ratios and low values of E(t). Margolis 
(1956) uses a series expansion technique, but the convergence of the 
series is directly related to the signal-to-noise ratio. More recently, 
Viterbi (1959) has studied the nonlinear dynamic behavior for noise-free 
systems. 
As the noise level increases, the error increases, until finally the system 
no longer follows the input. Qualitatively, the concept of a threshold 
below which the system operates asynchronously is quite logical. Many 
authors have attempted to analyze this threshold quantitatively by 
direct extension of the simple linear model. 
This approach is straightforward. Using a linear, constant parameter 
model, one computes the rms phase error. Based on experimental results, 
one picks some critical value of rms phase error to mark the dividing 
line between linear and nonlinear operation. If the rms phase error based 
on the linearized analysis is less than critical value, one says the system 
is above threshold. By iudieiously choosing the critical value, one can 
obtain a reasonable upper bound on the actual threshold of the system. 
Our approach (VanTrees, 1961) is the exact opposite. First, a complete 
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model for a phase-locked loop with a noise input is derived. This model 
is a nonlinear feedback system with randomly time-varying parameters 
which is valid for all signal-to-noise ratios. We demonstrate hat there 
exists a point below which the system cannot operate. This establishes a 
lower bound on the stable operation of the loop. If one combines the 
results of the two approaches, a region is obtained. At one side of this 
region the system is essentially linear. At the other side of the region 
the loop is unstable. After deriving our lower bound, we will discuss this 
region in more detail. 
II. MODEL OF A PHASE-LOCKED LOOP 
Let the noise N(t) be a sample function from a white, bandlimited, 
Gaussian process. The spectrum is shown in Fig. 2. 
We decompose the noise N(t) into a component in-phase with O,(t) 
and in-quadrature with 01 (t). 
N(t) = Nl(t) sin (~ct + 0,(0) + N2(t) cos (~ct + 0,(t)). (2) 
The decomposition for a constant 01(t) is familiar (Davenport and 
Root, 1958). For a varying 0,(t), one must find the statistics of Nl(t) 
and N2(t). 
One can show (VanTrees, 1962) that if 2W, the bandwidth of the 
noise, is much greater than the bandwidth of the function sin ~l(t), 
then Nl(t) and N2(t) are sample functions from independent, zero- 
mean, Gaussian processes with fiat, bandlimited, spectra. As W be- 
comes large, the correlation functions may be approximated byimpulses. 
Thus we will assume that 
RNI(~) = RN~(~) = N0u0(~). 
The decomposition i  Eq. (2) suggests the model of a phase-locked 
loop shown in Fig. 3. In Fig. 3(a) the actual oop is drawn. In Fig. 3(b) 
$N(f) 
±2 NO ½ NO 
fc fc 
FIG. 2. Wide-band noise spectrum 
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FIG. 3(a), (b). Model of phase-locked loop 
the loop is redrawn with phase as the variable. In Fig. 3(c) normalized 
quantities are introduced. 
Nl(t) 
nl(t) - v '2A (3) 
N2(t) 
n2(t) - ~ /2A (4) 
K,  = KA.  (5) 
One sees that the additive Gaussian oise at the input manifests itself 
as a random gain variation in the phase-locked loop. We now have a 
model which provides an exact description of system behavior. 
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FIG. 3(c). 
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Model of phasedocked loop 
Now let us consider the problem of system stability. 
In a nonlinear constant parameter system, the first step in investigating 
stability is to find the equilibrium points. Next, one looks at a linearized 
model around each equilibrium point to determine if the equilibrium 
point is stable or unstable. 
As a simple example of this approach, in the case of a constant pa- 
rameter system, let us look at the case where 01(t) = fit and the noise 
is absent. The resulting system is found in Fig. 4. 
The differential equation describing the system is: 
E( t )  = fl - AK  sin E( t ) .  (6) 
e I(t) =~gt E(t) 
J ~- Asin E(t) 
82(t) 
I 
FIG. 4. Nonlinear model for first-order loop without noise 
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~E 
FIG. 5. Solution to nonlinear differential equation 
This can be solved graphically as shown in Fig. 5. 
First consider the equilibrium points designated with a Q. The linear 
model around this point is described by the incremental differential 
equation [e(t) = E(t)  -- 00], 
~(t) = AK cos Ooe(t), where 00 = sin - IS /K~.  (7) 
To cheek the stability of the point, we perturb e(t) by a small amount 
A and observe the response. For this set of equilibrium points 
e(t) = A exp { -AK(eos  0o)t} (8) 
which implies that the points are stable. (Since cos 00 > 0.) 
Next consider the equilibrium points designated with am.  The linear 
model around these points is described by the differential equation 
~(t) = -[-AK cos 00 ' e(t) (9) 
Now when one perturbs e(t) by a small amount A, the response is 
e(t) = A exp {--AK(eos 00)t} (10) 
Sinee cos 00 < 0, the result is a growing exponential. This implies that 
the equilibrium point is unstable. 
Observe that Eq. (10) does not imply that E(t) becomes unbounded. 
As soon as e(t) becomes large the linear model is not appropriate. Thus, 
investigation of the stability of equilibrium points is the observation of 
a transient phenomenon as a result of slight perturbation away from the 
equilibrium points. 
Our logic to establish a lower bound on the stability of a nonlinear 
randomly-time-varying system is a straightforward extension of this 
technique. We consider all possible equilibrium points. At each possible 
equilibrium point we linearize the system. 
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For each equilibrium point, we obtain a linear, randomly-time-varying 
system. 
We then perturb the system by a small amount and observe the 
resulting response. 
We find a criterion which guarantees that no stable equilibrium points 
exist. In other words, the linear model around every possible quilibrium 
point is unstable. 
III. F IRST-ORDER SYSTEMS 
Consider the randomly-time-varying system of Fig. 3. Since the 
system contains random gains we must  define what  we mean by an 
equilibrium point. 
We define an equilibrium point, 00, to be limt_~ (E(t)). 
We call the equilibrium point stable if the linear model  around it is 
stable in the mean-square sense, i.e., l imt~ (e2(t)} is small. 
More  important for our purposes, we call an equilibrium point un- 
stable if the linear model around it is unstable in the mean-square s nse, 
i.e., 
limt_,= (e2(t)) is unbounded. 
First, we assume there exists some equilibrium point 00. Now linearize 
the system in Fig. 3 around this point 00. 
Let 
E(t) = 00 + e(t) (11) 
In the vicinity of 00, 
s ine  =-s inOo+eosOo(E-  0o) = sinOo-t-eosOo.e(t) (12) 
cos E = cos 00 - sin Oo(E - 0o) = cos 00 - sin Oo.e(t). (13) 
Since, for small e(t); 
and 
cos e(t) ~--- 1 (14) 
sin e(t) ~ e(t) (15) 
The resulting system is shown in Fig. 6. 
One notes that there are two random terms in our model: a random 
gain term, pl (t), where 
pl(t) = nl(t) cos 00 - n2(t) sin 00 (16) 
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FIG. 6. Model inearized about an arbitrary equilibrium point 
and a random input term, p2(t), where 
p2(t) = nl(t) sin 00 + n2(t) cos 00. (17) 
But one observes that Eqs. (16) and (17) are simply a rotational 
transformation of independent Gaussian processes with equal variances. 
Thus p~(t) and p2(t) are independent, zero-mean processes having the 
same statistical properties as n~(t) and n2(t). The loop can be redrawn 
as shown in Fig. 7. 
Now the system in Fig. 7 is a linear time-varying system. First, 
consider the case when the filter has a unity transfer function. 
The differential equation describing the system is 
@(t) -F K~e(t)[cos Oo -I- pl(t)] = O~(t) - K~(sin 0o -t- p~(t)). (18) 
Now all of the terms on the right side of Eq. (18) are independent of
the gain variations of the left side. Thus we can view the right side as 
a driving function whose choice does not affect the system parameters 
on the left side. Since we are investigating a linearized system, the 
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FIG. 7. Model inearized about0 an arbitrary equilibrium point 
stability of the system can not be affected by the choice of the driving 
function. We may choose a convenient input to check stability. We will 
check stability by finding the step response of the system. Let 
01(t) = u_l(t) ; a unit step (19) 
Using the integrating factor technique for solving differential equa- 
tions, one can write the solution to Eq. (18) explicitly. 
Z e(t) = [u0(x) - Ke(sin 00 -t- ps(x))l exp [Ke cos00(x - t)] 
(20) 
F • exp I_ Ke pl(~) dx 
The result e(t) is a sample funetion from a random process. To char- 
acterize system behavior, we desire to find the mean and variance of 
e(t). 
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(e(t)) = +xp (-K~t cos Oo)'exp f -Ke fot pl(r) dTJ~ 
+ -K~(sin 00 + p2(x)) exp [K~ cos Oo(x - t)] (21) 
• exp[--K~fotpl(r) drldx~ 
Now p~(t) is a sample function from a white, Gaussian process. The 
process correlation function is: 
No Rrl(r) - ~ u0(r) (22) 
One can show (VanTrees, 1961; Rosenbloom, 1954) that 
~exp E-Ko f '  FK'2N°(t-x)I (23) 
Recalling that pl(t) and p2(t) are independent, zero-mean processes and 
using Eq. (23), Eq. (21) becomes: 
[ ( (e(t)}=exp-Ket  cos00 4A 2] j  
1 
-s in  00 cos 00 -- (Ke No/4A ~) (24) 
K.N41 • {1-  exp I -K .  t (cos Oo ~4-¢ - / j  } 
We observe that (e (t)} has two modes of behavior. If 
KeNo/4A ~ < cos 00 (25) 
then (e(t)} approaches zero monotonically as t increases. 
However, if 
K~No/4A 2 > cos 0o (26) 
then (e(t)) is a monotone increasing function of time• 
Similarly one can show that, 
(e2(t)) - C~ exp [-2K~t(cos 0o - (KoNo/2A2))] 
(27) 
+ C2 exp [-K~t(cos 00 -- (K~No/4A ~))] + C~ 
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where 
C1= 1+ 
C2 
and 
Cs -= 
• 2 [ 2K~ sm Oo 1 
[cos 0o ~Z (K-~ffN~/4A2)] Ke [cos Oo - ~(Ko No/A~)] 
1 J K~ No 
2K,[cos Oo - (K, No/2A~)]_~ + 2AS[cos Oo - (Ko No/2AS)] (28) 
K, sin 0o + 
K~(cos Oo -- ~ ( K~ No/A2)) 
-K ,  sin 0o -2Ke sin ~ 0o + 
[cos Oo - (K~ No/4A ~)] 
(29) 
1 
K~[cos O° - ~ (K~ No~A2)] 
Ko(cos Oo - $(go No/A:))  
2 sin s 0o 
(cos Oo -- (K~ No/4AS)) • (cos Oo -- ~ (K~ No~AS)) 
(30) 
Ke No + 
2A:(cos Oo -- (K~ No/2A2)) 
We observe that (e2(t)) also has two modes of behavior. 
If 
K~No/2A ~ < cos 00. (31) 
(eS(t) } approaches Cs as t increases. 
However, if 
K~No/2A 2 > cos 0o (32) 
then (e2(t)) is an increasing function of time. Now let 00 range over all 
possible equilibrium points. Clearly the largest possible value of cos 00 
is 1. 
Therefore, one can conclude that 
KeNo/2A s= 1 (33) 
represents a level which implies instability because there cannot exist 
any equilibrium points which are stable in the mean-square. 
I t  is useful to rephrase this result in terms of familiar quantities. 
If one considers the model in Fig. 6 at 0o = 0 and in the absence of noise. 
it is then straightforward to write a loop transfer function. 
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02(j2~rf) _ KA  _ Ke - H(j27rf) (34) 
01(j27rf) j27rf zr KA  j2~rf -t- K~ 
The loop noise bandwidth is defined as: 
F = I H(j2 f I d f  - (35) 2 
The total noise in the loop noise bandwidth is N -= K~No/2. The 
total signal power S = A 2. 
Thus the result in Eq. (33) can be expressed as: 
N/S  > 1 implies instability (36) 
Observe that the inequality in the opposite direction does not imply 
stability, since our test used only a necessary stability condition. 
IV. HIGHER-ORDER SYSTEMS 
Now consider loops with filters. We were able to solve the first-order 
system problem because there exists an explicit solution for first-order 
differential equations with random coefficients. For higher-order systems 
this is not the case. Rosenbloom (1954a, b) has developed an iterative 
technique which we shall use. 
Consider the model in Fig. 7 which has been linearized about an 
arbitrary equilibrium point. Let the filter be a linear operator G(p),  
where p = d/dt. 
The resulting differential equation is: 
[p + K~G(p) cos Oo]e(t) -1- [K,G(p)p~(t)le(t) 
(37) 
= 01(t) -- KcG(p)[sin Oo -t- p~(t)] 
Now let the driving function be x(t) .  
x(t) -- 01(t) -- K~G(p)[sin Oo -~- p.2(t)] (38) 
If p~(t) were zero, we would have a simple differential equation to 
solve. Call the solution to this equation eo(t). 
Thus, 
at 
eo(t) = j. ko(t -- -r)x('r) dr (39) 
where 
]CO(T) = d--l[ l ] (z~O) 
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With this definition, we can rewrite Eq. (37) as an integral equation, 
t 
e(t) = eo(t) -- Jo ko(t -- T) .K~ G(p)p~( ' r )e( r )dr  (41) 
or if we define 
s~_~ [ K~ o(s) ~ (42) ho(r) s + K~ ~(~ ;os Ooj [. 
we have: 
t 
e(t) = e0(t) - j0 h0(t - ~)p~(T)~(r) d~ (43) 
$a 
One observes that He(s) is simply the closed loop transfer function 
for a constant-parameter system linearized about 0o. 
Now one assumes a solution to the integral equation, 
e(t) = eo(t) + ~(t )  + e~(t) + . . .  (44) 
= ~7~o ~i(t) 
where 
and 
~t 
el(t) = -- Jo ho(t -- r)p~(~')eo(r) dr (45) 
t 
ei(t) = (--1)J f0 ho(t - r)pl(r)ej- l(r) dr (46) 
Rosenbloom (1954a, p. 66) demonstrates that this series is absolutely 
convergent with probability one when pl(t)  is continuous with prob- 
ability one. This enables one to interchange the order of expectation 
and summation. Then, 
(e(t)) = ET=0 (ei(t)) (47) 
and 
(e~(t)} = ~--~0 ~7=0 (ei(t)ej(t)} (48) 
The convergence of the series in Eqs. (47) and (48) for an arbitrarily 
large time interval can also be demonstrated (Rosenbloom, 1954a, 
pp. 72, 75). Then if we assume that p~(t) is white, Gaussian oise and 
208 VANTREES 
that h0(0) = 0, the following result may be established (Rosenbloom, 
1954a, p. 81). 
{e(t)) = (eo(t)} (49) 
and 
(#(t)) = ~,~% (e~2(t)) (50) 
where 
2 • ho (~'~-1 ~'~) - (~o (~-.)) d~-~ 
If we define 
A(s) = £[h02(t)] (52) 
Eq. (51) becomes 
~[(ei2(t))] = (N~----) ~[A(s)]i2~[(eo2(t)}] 
and Eq. (50) becomes 
~[(2( t ) )  ] = ~ (No y [A(~)] '~[(e:(t ) ) ]  
~=0 \~/  
When 
(53) 
(54) 
(N0/2A ~) IA(s)l > i (57) 
implies that there exists an input which will cause (e2(t)} to increase 
with time. This establishes the desired result for all higher-order systems 
satisfying the restriction he(0) = 0. 
Once again one can state the result in terms of familiar quantities. 
Conversely, 
(No/2A 2) Ih(s)l < 1 (55) 
the series on the right side of Eq. (54) can be expressed in closed form. 
~[(e°~(t))] (56)  
2[(e2(t)}] = 1 -- (No/2A2)[A(s)] 
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Letting s = 0 in Eq. (52) we have: 
A(s )  i = e-%o2(t)  dt = hob(t) dt (SS) 
From Parseval's Theorem, 
ho2(t) dt = I go(j2~-f) 12 df = B~o (59) 
where B~o is the noise bandwidth of a loop linearized about 00. Just as 
in Section II I ,  we can express our result in terms of loop S/N ratio. If 
the inequality in Eq. (57) holds for 00 -- 0, it will hold for all 00 • 
Thus a weaker condition than in Eq. (57), is: 
N~,~/2A 2 > 1 or N/S  > 2 (60) 
implies instability. 
Where N is the noise in loop bandwidth at 00 = 0. 
Just as in the first-order case, we have used only a necessary condition 
for stability so that the inequality of Eq, (55) cannot be used to imply 
system stability. 
V. CONCLUSIONS 
In this paper we have established lower bounds on stability in phase- 
locked loops. The results are useful in several respects. 
1. They demonstrate hat there exists a noise level where the phase- 
locked loop is unstable. As one would expect intuitively, this "absolute 
threshold" depends only on the signal-to-noise ratio in the loop band- 
width. 
We obtained this absolute threshold by investigating the transient 
behavior due to a perturbation from an equilibrium point. One should 
observe that this result does not imply that just above this threshold the 
"steady-state" statistics of the system can be described by a linear 
model. 
2. Our primary objective was to establish a lower bound on the region 
of system stability. However, as the signal-to-noise ratio increases, the 
steady state loop operation is adequately described by our linear time- 
varying model. It  is interesting to observe the behavior of Eq. (56) for 
a typical input as t approaches ~. Let t~(t) = 0. Then 
No A(o) /eA 2 (61) 
(e~( ~ )~ = 1 - (No  A(O) /2A~)  " 
210 VANT~ENS 
% 
v 
1.0 
0.5 
APPROXIMATIONS 
VALID 
LINEAR, 
TIME VARYING 
MODEL 
I I I I I 
0 0.2 0.4 0.6 
(No/2Az)A(O) 
MODEL 
c~ 
z 
I 
I 
I 
I 
I 
I 
I I 
0.8 1.0 
FIG. 8. Variance based on linear time-varying model 
This curve is plotted in Fig. 8. 
Several interesting observations may be made. First, we observe that 
if NoA(O)/2A 2< 0.1 (this corresponds to a SIN > 5 (7.0 db)) the 
results obtained using a linear, constant parameter model are valid. In 
the range 
0.1 < NoA(O)/2A 2< 0.4 
the linear time-varying model gives a significantly better quantitative 
description of the steady-state behavior of the system. 
In the range, Noh(O)/2A~> 0.4, our model does not accurately 
describe the steady-state behavior of the system. A functional expansion 
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technique which gives an accurate solution in this range is discussed by 
VanTrees (1963). 
3. Finally, the technique of lower bounding the stability level in a 
nonlinear time-varying system by demonstrating that there can exist no 
stable equilibrium points will be useful in other problems. 
A 
Bn 
E(t) 
e(t) 
f 
() 
a(p) 
ho(t) 
Ho(j2~f) 
K 
Ke 
ko( ~-) 
,~-1 
N 
N(t) 
Nl(t) 
N2(t) 
hi(t) 
n2(t) 
P 
pl(t) 
p2(t) 
S~(f) 
S 
8 
uo(t) 
u_l(t) 
Oo 
01(t) 
o~(t) 
(.Oe 
GLOSSARY OF TERMS 
rms amplitude of input sine wave 
loop noise bandwidth 
error signal at the output of multiplier 
error signal with reference to arbitrary equilibrium point 
frequency 
ensemble average 
linear operator representing loop filter 
impulse response of system linearized around 00 
transfer function corresponding toho(t) 
VC0 gain constant 
effective gain constant 
error impulse response of system linearized around 00 
inverse Laplace transform 
noise in loop noise bandwidth 
additive noise at input 
in-phase noise 
quadrature noise 
normalized in-phase noise 
normalized quadrature noise 
operator denoting d/dt 
random gain variation 
additive noise 
ensemble correlation function 
spectral density of noise 
signal power 
complex frequency 
unit impulse function 
unit step function 
arbitrary equilibrium point 
phase of input sine wave 
phase of VCO output 
carrier frequency 
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