For a downlink scenario with two base stations and one re ceiving mobile, where the base stations are connected by a noiseless finite-capacity backbone, we determine the optimal cooperation and coding strategy. The performance is not in fluenced by the degree of channel state information at the mo bile, but it increases with increasing channel state information at the base stations. If the link capacities exceed finite thresh olds, the system achieves full-cooperation performance. The optimal cooperation protocol is a simple one-shot strategy.
INTRODUCTION
Fourth generation wireless systems are designed to support high-rate data applications such as internet browsing and video streaming. The traditional cellular design of wireless systems, where only one base station is responsible for each mobile, proves to be insufficient for achieving such a goal, as inter cell interference is a great obstacle for reliable transmission. In addition, the rise of multiple-antenna systems (MI MO) has inspired researchers to ask whether several base stations could form a virtual MI MO system, thus allowing for the trans mission of higher rates without requiring additional power or bandwidth. Both of these issues are addressed in systems such as LTE (Long-Term Evolution) Advanced, which incorporate in their standard the connection of several base stations over a high-speed backbone. Much research has been invested into finding how much of what kind of data, like channel state in formation (CSI) and the modulation type, must be exchanged between the base stations in order to achieve the goals men tioned above. In many cases, it was assumed that the back bone has infinite capacity. Then, the only question that re mains is what kind of preprocessing needs to be done for achieving high rates. For example, [1] consider zero forcing and dirty paper coding, assuming a noiseless infinite capacity link between the base stations and full CSI at the transmitters.
On the information-theoretic side, Willems [4, 5] has in vestigated the following related problem: one is given a down link channel with two senders and one receiver and with dis- crete alphabets. The channel is known perfectly at all three nodes, and the senders are connected by noiseless links with finite capacity. The region of achievable rates can be com pletely characterized. In this paper, we consider the same problem, but with more realistic channel characteristics. More exactly, our setting has the following features:
• the output of the channel at one time only depends on the corresponding input and not on the input at other times (flat fading);
• the channel remains constant over each transmission block;
• the senders do not have full channel state information (CSIT). Instead, for each sender, there is a partition of the set of possible channel states, and the sender knows which element of his partition the actual channel state belongs to. This includes the case of no CSIT;
• channel state information at the receiver (CSIR) may be arbitrary, anything between full CSIR and no CSIR at all is possible;
• CSI may be asymmetric between all three nodes.
The last point is particularly important in applications. Asym metric CSIT may occur because the mobile is closer to one base station than to the other. We obtain a complete characterization of the region of achievable rates. CSIR will prove to be of no influence on the region. On the other hand, we will see that the amount of CSIT has considerable influence on the capacity region of the channel described above. The exact scaling of the region with CSIT can be read off from the complete characterization in Theorem 1 in Section 2.
We are also able to determine what is the optimal protocol among a class of conferencing protocols defined analogous to [4, 5] . It turns out that this is very simple and that no itera tive conferencing is needed -a one-shot strategy is sufficient. Further, we determine how strong the links from one trans mitter to the other need to be in order to achieve the full co operation region. In wireless systems such as LTE Advanced, one will mainly be interested in the sum rate, as usually, the data streams from the two base stations will be the two parts of one aggregate data stream which contains the data intended for the mobile. It only depends on the sum of the capacities of the links between the base stations when the full-cooperation sum rate is achieved, and we will determine this sum as well.
The paper is organized as follows: in Section 2, we present the channel model and give the characterization of the capac ity region. In Section 3, we derive an outer bound to the ca pacity region. We show that this outer bound can be achieved by a simple conferencing protocol in Section 4. A numerical example will be presented in Section 5. Finally, in Section 6, we discuss what we have done and conclude the paper.
CHANNEL MODEL AND RESULTS
We consider a discrete channel. That means that we have a finite alphabet A for transmitter 1 and a finite alphabet B for transmitter 2. The outputs of the channel are given in the finite set C. Such a channel could arise from a channel with addi tive Gaussian noise by using finite alphabets like M-QA M and by quantizing the output. The possible channel states are con tained in an arbitrary set S. For each state s E S, the channel is given by a stochastic matrix Hs, whose entries are denoted by Hs(cla, b) . If transmitter I sends a word x E An of length n and transmitter 2 a word y E Bn of equal length, then the probability that a word Z E Cn is received if the channel is in state s equals Hs(z n lx n , Y n ) . ... . Hs(Zllx1' yd, which we write as H�(zlx, y). This reflects that the channel is flat fading and that it remains constant during the transmission of the word.
CSIT for sender v is given by a function tv from the set of states S to some finite set Tv, v = 1, 2. This gives a partition of S into finitely many blocks. If the channel is in state s E S, sender v knows tv (s). Further, in this case, the receiver knows r ( s) , where r is a function from S to an arbitrary set R. Note that if S is infinite, the senders cannot have full CSIT, but full CSIR is always possible by setting R = S and r ( s) = s.
1. Cooperation via Conferencing Protocols
The central feature of our communication model is that the transmitters are allowed to communicate over noiseless finite capacity links. Denote the capacity of the link from transmit ter 1 to transmitter 2 by C1 and by C2 the capacity of the link in the other direction. To explain what this means, as sume that the transmitters send their messages to the receiver in codewords of blocklength n. To simplify the description, we introduce the notation iJ = 1 if v = 2 and iJ = 2 if v = 1. Before the transmission of the m-th codeword (and during the transmission of the (m -1 )-th codeword), the senders have the opportunity of coordinating their transmission to some ex tent. The total number of possible messages sender v may receive from sender iJ before encoding may not exceed 2n C p , so per channel use, at most 2c p messages can be received.
For the exchange of messages between the transmitters, an iterative conferencing protocol is used. The idea is that in the first step, each sender conveys to the other some informa tion about the message he would like to transmit and about his CSI. For the next conferencing step, each sender again sends some information the other, but this time, it may also depend on what he has learned from the other transmitter in the preceding step. And so on. We assume that K iterations are done. We now formalize this idea. Let Vv be the Cartesian product of finite sets Vv,l, ... , Vv,K which fulfill For a positive integer m, we abbreviate {l, ... ,m} =: [1, ml.
Assume that sender v would like to transmit message lv and that his channel knowl edge is Tv E Tv, and further assume that v has received (Vv,ll ... , vv,k-d E Vv,l x ... X Vv,k -1 in the first k -1 iter ations. Then, hv,k(lv, Vv,l, .
•. , Vv,k -1, Tv) is the information sender v sends to sender iJ in the k-th step of the conference. Note that these conferencing functions are by no means ran dom, but they both depend deterministically on the messages and CSI of both of the senders. This will be important in Section 3. We call the protocol just described a Willems con ferencing protocol, as the idea of iterative message exchange in this context is taken from [4] , [5] .
Cooperative Coding
For a blocklength n and conferencing capacities C1, C2, we now formally define a code (n, R1, R2, Cll C2). For each Rv, there must be an integer Mv with nRv = log Mv. Further, there is a Willems conferencing protocol as described above; in particular, there are sets V1, V2 fulfilling (1). The encoding procedure is given by functions h, 12, where h maps the set [1, M1l x T1 x V2 into An, and 12 maps [1, M2l x T2 x V1 into Bn. That means that if transmitter v would like to trans mit message lv, if he knows that the channel state is such that tv( S) = Tv, and if during the conference, he has received the total information Vi} E Vi} from sender D, he uses the code word iv(£v, Tv, Vi}). As each codeword only depends on the quadruple (£1, £2, TI, T2), we can also write h (£v, Tv, Vi}) = x;�;� and h(£v, Tv, Vi}) = ygg. On the decoding side, for each instance pER of CSIR, the decoder partitions the out put set cn into M1M2 disjoint sets Dfj. If the channel state is S E r -1 (p) and if the channel output is contained in Dfj' the receiver decides that the message pair (i, j) has been sent. A code (n, R1, R2, C1, C2) is a code (n, RI, R2, CI, C2, >.) if for every possible channel state s E 8. This means that the average probability of erroneous transmission is smaller than >. no matter which is the actual channel realization, so our encoding-decoding strategy is universally good.
A pair (RI, R2) is an achievable rate pair with respect to the CSI functions t1, t2, r if for every 10, >. > 0 and for n large enough, there is a code (n, Ri , R�, C 1, C2, >.) with R� :::: : Rv -c. Note that only the capacities of the links be tween the base stations are fixed; in order to achieve a given rate pair, a Willems conferencing protocol may be chosen ac cordingly. The set of all achievable rate pairs (the capacity region) is denoted C(C1, C2).
The Main Results
In order to characterize C ( C 1 , C2), we need to introduce some more notation. Denote by Po the set of all pairs (D,po), where D is any finite set and Po is a probability measure on D. Let P1 (P2) be the set of all stochastic matrices with input alphabet D and output alphabet A (B). Given a (D,po) E P and a pair (PI,P2) E P1 x P2, we define for each channel state s E 8 a probability measure Ps on D x A x B x C by setting Note that the capacity region is not influenced by CSIR. For the special case of 181 = 2, of no CSIT and of full CSIR, the capacity region was already characterized in [2] .
In Section 4, we will see that no iteration is needed in the conferencing between the transmitters. Roughly, the informa tion sent by each transmitter to the other can be described as follows: each transmitter conveys all his channel knowledge to the other. Then, each transmitter partitions his set of mes sages intended for the receiver into approximately equally sized blocks. The partition must be so coarse that the index can be transmitted to the other sender without exceeding the remaining link capacity.
The full cooperation region is given by the triangle with comers (0, Coo), (Coo, 0), (0,0), where and where the sup, min, max range over the same sets as in the characterization of the rate region. This can be seen from the result from [3] cited in more detail in Section 4. Further, if no cooperation is possible, but every transmitter also has the other transmitter's CSI, then the maximal sum rate equals 
THE OUTER BOUND TO THE CAPACITY REGION
We prove the outer bound to the capacity region assuming full CSIR. In Section 4, we will see that this outer bound can be achieved with no CSIR, thus proving that CSIR is immaterial for the system performance. We modify the original model in two steps. First, we allow a greater set of conferencing protocols. The capacity region can only become greater by doing this. For a given blocklength n, we say that (gl, g2) is an admissible pair of conferencing functions if gv is a func tion from [1, MIl x [1, M2l x TI x T2 into a set Vv with 10g!Vv I ::; nCv and if f or fixed (£v, Tv), the pairs of values of (gl, g2) (contained in VI x V2) attain at most !Vo I values as (£0, To) ranges over [1, Mol x Vo. By induction over the num ber of conferencing iterations, one shows that every Willems conferencing function is admissible in this extension. In the second step, we modify the model thus obtained. We now assume that both transmitters know tl (s ) and t2(S) if the ac tual channel state is s, but it is no more allowed to exchange CSI between the senders. The conferencing functions need to fulfill a condition analogous to the one fulfilled by the con ferencing functions used in the first step. We call every code obtained in the latter (extended) model having average error smaller than A a codeext(n, R1, R2, CI, C2, A). The following lemma formalizes the intuition that one does not lose anything during this modification.
Lemma 1. For every 8 > 0 there exists a positive integer no such that for every code (n, RI, R2, CI, C2, A) with n :2: no there is a codeext(n, R1, R2, CI + 8, C2 + 8, A).
The proof of this lemma makes use of the fact that the amount of channel state information is finite. Now, it suffices to show that all rates achievable with the extended channel model are contained in the set
where the sets R are the same as those in Theorem 1. The proof can be done using the well-known Fano's inequality. As 8 > 0 is arbitrary, together with Lemma 1 this provides a tight upper bound to the capacity region which coincides with the right half of (2).
CAPACITY-ACHIEVING COOPERATION
We assume no CSIR and show that the outer bound given for full CSIR in Section 3 can be achieved.
1. The Optimal Conferencing Protocol
We first give an exact definition of the optimal Willems con ferencing protocol. In order to do that, we need to define par titions of the message sets. Let positive integers M1, M2, VI, and V2 be given with !Vvl :2: ITvl. 
Optimal Coding
Now, we show the achievability of an arbitrary pair (RI' R2) contained in the set on the right-hand side of (2) . To do so, we use a result proved in [3] . It describes the capacity region of a downlink channel where both transmitters have their own message for the receiver, but where there is an additional com mon message that both transmitters would like to transmit. Assume that this channel can take on the same states as our channel, but that each sender knows tl(S) and t2(S). CSIR may be arbitrary. There is no cooperation between the trans mitters. Using the average error criterion in the definition of achievability again, the capacity region C ern of this channel is Here, R� denotes the rate at which the common message is transmitted. We obtain a particular (R�, Ri , R�) E C ern from the pair (RI' R2) by setting Rv := Rv I\Cv and then defining As (R�, Ri, R�) is achievable, we know that for large enough blocklength n, there is a codeern (n, R�, R� , R�, A) for the downlink channel with common message with rate triple (R�, R�, R�) fulfilling R� :2: R� :2: R� -c for v = 0,1,2 and with average error smaller than A. Back in our original situation, suppose that the message pair (£1, £2) is to be transmitted and that sender v knows that the channel state is contained in the subset t;; 1 ( Tv) of the set of all possible channel states. Then through the second component of the received information hv(ev, Tv) (using the conferencing protocol defined in Subsection 4. 1), sender v obtains the channel information available to sender D. Thus, transmission can be done using CSIT = (fl" 1 (T1), t2" 1 (T2))
at each sender. Further, the pair of first components of the hv (ev, Tv) can be interpreted as common message. For each message pair (e1, e2), it contains the information which cell in [1, Mv] contains ev, for both v = 1, 2. It remains to choose n, MI, M2, VI, V2 such that
and R" 1
Thus IVv I ;::: lTv I, as required in the definition of the hv. Fur ther, (3) ensures loglVvl :::: : nCv. That the triple of messages obtained through the conferencing protocol can be encoded into the codecm (n, R� , R�, R�, ).. ) is ensured by (4) , and by (3) and (4), log Mv ;::: n(Rv -E ), as required in the definition of achievability. This proves that the outer bound from Sec tion 3 is achievable using the simple Willems protocol from Subsection 4. 1.
A NUMERICAL EXAMPLE
Assume A = B = C = {O, I}. We set S = {1,2}. At the different states, the channel is given by the stochastic matrices (. 9 .1) HI = .4 .6 .6
.4
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Here, the output distribution corresponding to the input com bination (a, b) is written in row 2a+b+ 1. The capacity region in the case of no CSI is depicted in Fig. 2 for three different choices of C1, C2•
DISCUSSION
In this paper, we have derived the optimal coding and cooper ation protocols in a downlink channel with flat fading remain ing constant over the transmission blocks, where the transmit ters can exchange information about their messages and their CSI prior to transmission over noiseless finite-capacity links. For CSI, it was assumed that each sender only knows which of finitely many partitioning sets the channel state is contained in, whereas the receiver was allowed to have any amount of CSL This models a situation where two base stations would like to transmit messages to a mobile and where there is a backbone connecting them. Future wireless systems will rely on cooperation strategies to achieve the high data rates they are designed for. In this work, it was determined how much cooperation is needed. In particular, it was found that finite capacity backbones are sufficient to achieve full cooperation performance, and the required link strength was determined.
