Abstract-We consider secret-key agreement with public discussion over multiple-input multiple-output (MIMO) Rayleigh fast-fading channels under correlated environment. We assume that transmit, legitimate receiver, and eavesdropper antennas are correlated. The legitimate receiver and the eavesdropper are assumed to have perfect channel knowledge while the transmitter has only knowledge of the correlation matrices. First, we derive the expression of the secret-key capacity under the considered setup. We prove that the optimal transmit strategy achieving the secret-key capacity consists in transmitting independent Gaussian signals along the eingenvectors of the transmit correlation matrix. The powers allocated to each channel mode are determined as the solution to a numerical optimization problem. A necessary and sufficient condition for beamforming (i.e., transmitting along the strongest channel mode) to be capacity-achieving is derived. Moreover, we analyze the impact of correlation matrices on the system performance. Finally, we study the system's performance in the two extreme power regimes. In the high-power regime, we provide closed-form expressions of the gain/loss due to correlation. In the low signal-to-noise ratio (SNR) regime, we investigate the energy efficiency of the system by determining the minimum energy required for sharing a secret-key bit and the wideband slope while highlighting the impact of correlation matrices.
medium and the difference between a legitimate receiver channel and an eavesdropper channel in order to securely transmit confidential messages. The wiretap channel investigated in the seminal paper [1] demonstrates the possibility of such a promising idea in case the source-to-eavesdropper channel is a degraded version of the source-to-destination channel. Subsequent works extend this result to different channels, such as the Gaussian wiretap channel [2] , the general discrete memoryless broadcast channel [3] , the fading channel [4] and also to the multiple input multiple output (MIMO) channel [5] [6] [7] . With the availability of a feedback channel, [8] introduced the idea of distilling a secret-key shared between legitimate parties through the concept of common randomness. Sharing a secret-key between legitimate parties can enhance significantly the security of a communication system. Indeed, the shared secret-key can be used, for example, as a one-time pad to secure a confidential message. A common system model for the key agreement problem is the "channel model with wiretapper" (CW), introduced in [8] . For the CW model, the source of randomness is controlled by one of the legitimate parties, similar to the basic wiretap channel model [1] with an additional public feedback channel available to the legitimate parties for exchanging public messages.
A. Related Work
Several works have built upon the concept of common randomness. Extensions to the case of secret sharing among multiple users, with the possibility of some terminals acting as helpers have been investigated in [9] , [10] . We shall focus on a particular extension of the CW model. Indeed, in case of fast-fading MIMO wiretap channels, [11] shows that the transmitter does not require the instantaneous channel state information to achieve a positive secret-key rate. The secret-key capacity is provided and it is also shown that distributing power uniformly across transmit antennas is secret-key capacity-achieving. In [11] , it is assumed that the channel matrices have independent and identically distributed (i.i.d.) rows and also i.i.d. columns. Such an assumption may be hard to prove in practice. Practical systems demonstrate strong correlation due to several impairments, to mention a lack of sufficient local reflectors or insufficient spacing across transmit and/or receive antennas. Taking correlation into consideration, a wide body of work has focused on the effect of spatial correlation on the performance of wireless communication systems, but without secrecy constraint. For instance, in [12] , the multiple input single output (MISO) is studied in the case of transmit correlation. [12] highlighted the benefit that partial knowledge of the channel provides. In [13] , the MIMO system with transmit correlation and imperfect feedback is studied. The optimal input covariance matrix is characterized and involves transmitting independent Gaussian symbols along the eigenvectors of the channel covariance matrix, which parallels the result obtained in [12] for the MISO case. [14] studies the MIMO system under the additional assumption of receive correlation. Under this setup, [14] determines the optimal transmit strategy and analyzes the impact of both correlation matrices.
To the best of our knowledge, the effect of spatial correlation on the secret key rate from the channel model has not been addressed before. Analyzing the impact of correlation and identifying optimal signaling strategies under such assumptions is interesting from both information-theoretic and system design perspectives.
In addition to this, energy efficiency (formally defined later) is a key parameter for wireless communication system design. The presence of spatial correlation impacts also the performance of the system from an energy efficiency perspective. It is worth noting that for many channel models, energy efficiency improves as one operates at lower signal-to-noise ratio (SNR) regime, and moreover, the minimum energy per bit is achieved as SNR vanishes [15] . Closely related to that, [15] introduces the wideband slope measure, that not only describes the rate of convergence of the energy required for transmitting a bit reliably to its minimum value, but also allows a good approximation of the capacity in the low but non vanishing SNRs. In [16] , the secrecy capacity per unit-cost is defined in order to study cost-efficient wide-band secrecy communication, extending the concept of channel capacity per unit cost, introduced in [17] . In [18] , the secrecy capacity of a multiple-antenna wiretap channel in the low-SNR regime has been characterized in both quasi-static and ergodic fading. In [19] , the secret-key capacity is studied in the low power regime in the quasi-static fading. The first and second derivatives of the secret-key capacity are determined along with optimal transmission schemes achieving them.
Motivated by the importance of wireless physical layer security and the relevance of spatial correlation in practical wireless systems, we analyze the performance of secret-key agreement in a correlated environment. For that, we consider the problem of secret-sharing over a fast-fading MIMO wiretap channel. Using the Kronecker model, we assume that transmit, legitimate receiver and eavesdropper antennas are all correlated, and we refer to them as transmit, receive and eavesdropper correlation, respectively. In [20] , a shorter version of the present paper, we studied the secret-key capacity expression and determined the general optimal transmission strategy. We derived a necessary and sufficient condition for which beamforming is optimal and analyzed briefly the impact of correlation matrices on the secret-key capacity.
B. Contributions of the Paper
In this paper, we consider the same setup as in [20] . First, we revisit the secret-key capacity expression and provide detailed proofs of the optimal transmission strategy. Interestingly, we show that secrecy constraint does not impact the optimal beamforming directions which consist of transmitting signals along the eigenvectors of the transmit correlation matrix. Moreover, optimal power allocation along these beamforming directions is shown to depend on the eigenvalues of all correlation matrices. Next, we provide a necessary and sufficient condition under which transmitting along the eigenvector corresponding to the maximum eigenvalue of the transmit correlation matrix is secret-key capacity achieving. In addition, we analyze the impact of each correlation matrix on the system performance and show in particular that eavesdropper correlation increases the capacity. Furthermore, we investigate the system performance in the high and low-power regimes. In the high-power regime, we show that transmit correlation decreases the capacity and we provide closed-form expressions of the asymptotic difference between secret-key capacities with and without spatial correlation. In the low-power regime, we provide a second-order Taylor series approximation of the secret-key capcity and identify the optimal transmission strategies. Based on that, we evaluate the minimum energy required for sharing reliably a secret-key bit as well as the wideband slope. Overall, the contributions lead to system design guidelines on how to place and operate the multiple antenna transmitter and receiver in a secret key generation scheme.
C. Outline of the Paper
The organization of this paper is as follows. In Section II, the system model and the corresponding assumptions are described and the secret-key capacity expression is derived. Section III contains the solution to the transmitter optimization problem. In Section IV, we develop a necessary and sufficient condition under which beamforming is optimal. In Section V, we study the impact of correlation matrices on the secret-key capacity. Section VI analyzes the system in the high-power regime. In Section VII, we study low-SNR behavior of the secret-key capacity. Conclusions are provided in Section VIII. Appendices contain detailed proofs.
Notations: Throughout this paper, the symbol indicates the conjugate transpose operator. denotes the identity matrix and denotes the diagonal matrix whose entries are . Vectors are denoted with small bold letters while matrices are denoted with capital bold letters. The capital letter denotes the expectation of a random quantity. We use the symbol to denote the mutual information between two random variables. and represent, respectively, the th row and the th column of a matrix . The symbol is used to denote the determinant of a matrix and denotes the trace operator. We use the notation to denote that is a positive semi-definite matrix.
denotes a square-root of a matrix. We use the notation to denote that the vector majorizes the vector , in the sense of [21] . The notation denotes that the random vector is complex Gaussian with zero mean and covariance matrix .
II. SYSTEM MODEL AND PRELIMINARIES
As illustrated in Fig. 1 , we consider the problem of secret-key agreement between a transmitter and a legitimate receiver in the presence of an eavesdropper who overhears transmissions broadcasted over the wireless medium [8] , [11] . The objective of the communication is that both legitimate users generate a key at the end of the communication process that should be kept secure from the eavesdropper. To this end, both users have access to a wireless channel and public channel over which they can exchange messages [8] , [11] . The transmitter, destination and eavesdropper have , and antennas, respectively. For each channel use, the channel is represented as follows (1) where index , designates time instant , and • is the 1 complex-valued transmitted symbol vector, • (resp. ) is the 1 (resp. 1) complexvalued received symbol vector at the destination (resp. at the eavesdropper), • (resp. ) is the 1 (resp. 1) noise vector with i.i.d. circular-symmetric complex Gaussian entries (resp. ), • (resp. ) is the (resp. ) channel matrix from the source to the destination (resp. the eavesdropper). For ease of notation we drop the index hereafter. The transmitter is constrained in its total power, that is equivalent to a trace constraint on the input covariance matrix (2) To capture the effect of correlation, many channel models exist in the literature [22] . One of the commonly used models is the Kronecker model that is characterized by its tractability and its relevance in many wireless environments [23] , [24] . Therefore, in the presence of spatial correlation at all terminals, the channel matrices are modeled as [25] (3) where (resp. ) is (resp. ) matrix with i.i.d. entries . is the transmit correlation matrix, is the destination correlation matrix and is the eavesdropper correlation matrix. All correlation matrices are normalized such that all diagonal entries are unity. This model characterizes a situation in which the channel distribution changes much more slowly than the channel itself. In such scenario, we are interested in finding the secret-key capacity for each given and fixed channel distribution. The destination and the eavesdropper have perfect CSI about their incoming channels while the transmitter has imperfect feedback about the legitimate link and statistical channel state information about the eavesdropper link. Precisely, the transmitter is assumed to know the correlation matrices. We note that the assumption of correlation matrices knowledge can be justified in scenarios in which a base station, having knowledge of each user channel, tries to share a secret-key with one particular user, treating the other users as eavesdroppers. Moreover, we note that for passive eavesdroppers the channel statistics can be computed from the scenario geometry , e.g., if some directions are impossible because of obstacles. Let be the observation of the legitimate receiver for each channel Following along similar lines as [11] , it can be seen that the optimal input distribution is a circular-symmetric complex Gaussian . Taking into account the additional correlation matrices, the secret-key capacity can be expressed as (5) where the expectation is taken over the realizations of , , , and are the conditional covariances and cross-covariances. After some algebraic manipulations as in [19, Lemma 1] , the secret-key capacity can be expressed as (6) We recall that achieving the ergodic secret-key capacity is performed over many channel realizations. For ease of notation, the term secret-key capacity throughout this paper should be understood in the sense of an ergodic secret-key capacity. Note that secret-key agreement schemes can be used in conjunction with wiretap codes to enhance the security of confidential messages. For instance, the transmitter can exploit the secret-key generated at the end of the process as a one-time pad encryption as [26, Equation 4.4] . In the following section, we identify the optimal transmission scheme solving (6) and achieving the secret-key capacity.
III. OPTIMAL SIGNALING STRATEGY
Let the eigenvalue decomposition of the correlation matrix be as , for , where is unitary and is a diagonal matrix containing the corresponding eigenvalues. We further assume, without loss in generality, that the eigenvalues of the transmit correlation matrix are arranged in decreasing order, i.e., . The following theorem characterizes the optimal transmission scheme.
Theorem 1: Let , with , and assume that is of full rank, then the optimal input covariance matrix can be expressed as , where . That is, the optimal signaling strategy is to transmit independent complex circular Gaussian inputs along the eigenvectors of . The optimal power allocation is obtained by solving a numerical optimization problem subject to a trace constraint.
Proof: We note that the proof builds upon the techniques used in [13] , [14] . Starting from the expressions of and , can be expressed as (7) Given the eigenvalue decomposition of and , can be diagonalized as (8) Since for any unitary matrix (the symbol means equality in distribution), using , we obtain (9) We define unitary and diagonal by the spectral decomposition (10) where , and . It follows that (11) Also, since the transmit correlation is assumed to be invertible, the trace constraint can be expressed as (12) where the last equality is obtained using the property . Henceforth, the optimization problem becomes (13) To complete the proof, we need to show that is optimal. Proceeding as in [27] , and using [21, Th.H.1.h], it can be shown that is simultaneously minimized for all by . Therefore, for , (10) leads to with , which is the result we seek to prove. Therefore, the optimization problem becomes (14) (15) where (16) Remark 1: We note that the power constraint should be satisfied with equality. Indeed, since the function , defined in (15) , is strictly increasing on the set of positive definite matrices [28, Lemma 1], we can simply allocate the rest of the available power to the strongest mode to achieve a higher secret-key rate. The optimal eigenvalues have to be computed by solving the optimization problem (17) where (18) Remark 2: The optimal choice of eigenvectors depends only on the transmit antenna correlation matrix and is independent of the receive correlation matrix and of the eavesdropper correlation matrix . This follows because the optimal beamforming directions are essentially dictated by the trace constraint which itself depends on the transmit correlation irrespectively of the secrecy constraint. Nonetheless, the optimal power allocation scheme depends on all the three correlation matrices. This will be highlighted by the necessary and sufficient condition of optimality of beamforming, derived in the sequel.
In the next section, we study the optimality of beamforming. Beamforming corresponds to transmitting along the strongest eigenvector. In this case, the input covariance matrix has rank one. We provide a necessary and sufficient condition under which beamforming is secret-key capacity-achieving.
IV. OPTIMALITY OF BEAMFORMING
The form of the optimization problem (17) does not lend itself to a simple closed-form solution. Knowing the eigenvalues of the correlation matrices , and , the optimal power allocation is difficult to compute. For that, we study the condition under which allocating all the power to the strongest eigenvector is optimal. The following theorem formalizes our result.
Theorem 2: For the problem of secret-key agreement over fast-fading MIMO wiretap channel with known transmit correlation matrix , known receive correlation matrix , and known eavesdropper correlation matrix , with defined as in (20), we have the following properties:
• if , then beamforming is always optimal, • else: beamforming is optimal if and only if (19) (20)
Proof: See Appendix A. We note that , where the 's are independent standard exponential random variables. Hence, the distribution of can be evaluated in closedform [29] . The terms , and can be expressed in a similar way.
Remark 3:
We note that in the absence of an eavesdropper, i.e., , one obtains the same optimality condition derived for the MIMO channel with no secrecy constraint [14] . Indeed, in this case, reduces to (21) where and 's are the eigenvalues of . , therefore, the optimality condition of beamforming reduces to evaluating the second condition in Theorem 2, which coincides with [14, Equation (14)].
We illustrate the result of Theorem 2 through the example below.
1) Example 1:
We consider uncorrelated receive and eavesdropper antennas, and assume . Simplification of the expression of yields (22) where , and
. As , then .
Thus, the necessary and sufficient condition for optimality of beamforming becomes
Since involves a chi-squared random variable with degrees of freedom, we can evaluate in closed form as (25) where is the upper incomplete Gamma function. Similarly, can be expressed as (26) We note that if , we end up having exactly the same condition developed for the peaceful MIMO case in [27, Equation 37]. Starting from (24), we plot in Fig. 2 , the optimality condition of beamforming in the space for different receive and eavesdropper antenna configurations. The beamforming optimality region (BOR) for a given configuration corresponds to all the points that are below the corresponding curve in the space . It is clear that as the number of receive and/or eavesdropper antennas increase, the BOR gets narrower. Similarly, one can show that receive correlation and eavesdropper correlation reduces the BOR. Moreover, Fig. 2 suggests a different impact of transmit correlation on the BOR than in the peaceful setup. For instance, as can be seen from Fig. 2 , one may start from a non-optimal beamforming scenario, and by increasing , one can move to an optimal beamforming situation and then again to a non-optimal beamforming situation.
Theorem 2 provides insight into the optimality of beamforming in the low-power regime. For instance, we have . Let be the LHS of (19) . Thus, we have (27) Thus beamforming is optimal in the low power regime. On the other hand, one can see that beamforming is suboptimal in the high-power regime . For instance, assuming for simplicity as in Example 1 that , then we have as . Thus, from (23), we have that , which implies that beamforming is not optimal in the high-power regime.
In the sequel, these observations are confirmed through our numerical results and the analysis of low-power and high-power regimes.
V. IMPACT OF CORRELATION ON SECRET-KEY CAPACITY
In this section, we analyze the impact spatial correlation on the secret-key capacity.
A. Impact of Spatial Transmit Correlation
The impact of transmit correlation depends on the operating regime. Indeed, simulations suggest that transmit correlation helps increase the secret-key capacity in the low power regime. However, as the power increases, the beneficial impact of transmit correlation reduces and eventually transmit correlation becomes detrimental. Indeed, in the high-power regime, we show later in Proposition 4 that transmit correlation induces secret-key capacity loss for all configurations of antennas. Moreover, we show in Section VII that, in the low-power regime, transmit correlation does increase the secret-key capacity. In [30] , it has been shown that for a MISO system without secrecy constraint and with covariance feedback, spatial correlation improves the capacity for any power. As we show in this paper, when secrecy is taken into account, this behavior of capacity does not hold even in the presence of a single-antenna eavesdropper.
B. Impact of Receive Correlation
To characterize the impact of receive correlation, we will use the measure for correlation as in [30] . We say that a correlation matrix is larger than if the vector of eigenvalues of majorizes the vector of eigenvalues of . Using this measure, we show that receive correlation decreases the secret-key capacity. This is formalized in the following proposition.
Proposition 1: If the receive correlation is larger than , then the secret-key capacity is lower. The maximum is achieved for uncorrelated antennas, the minimum for completely correlated.
Proof: For fixed , and , the secret-key rate function, defined in (15) (30) where the first inequality is due to the Schur-concavity property of the secret-key rate as a function of and the second inequality is obtained by maximizing over to obtain the secret-key capacity with respect to . Therefore, the secret-key capacity is Schur-concave with respect to the receive correlation. Moreover, since the uniform vector, which is a Schur-minimal element (an element majorized by any other element) in , it follows that the secret-key capacity is largest with uncorrelated receive antennas. Likewise, the secret-key capacity is lowest for fully correlated receive antennas.
It is well-known that receive correlation reduces capacity in MIMO systems with no secrecy constraint [14] . Thus, one would expect the same result to hold true when secrecy constraint is added to the system.
C. Impact of the Eavesdropper Correlation Matrix
To characterize the impact of eavesdropper correlation, we use the same measure for correlation as in the previous section. Unlike receive correlation that is shown to decrease secret-key capacity, we show that eavesdropper correlation increases secret-key capacity. Intuitively, correlation creates dependency between the observations, henceforth it is plausible that eavesdropper correlation would increase the secret-key capacity. The following proposition establishes the relevance of such intuition.
Proposition 2: If the eavesdropper correlation is larger than , then the secret-key capacity is higher. The maximum is achieved for fully correlated antennas, the minimum for uncorrelated antennas.
Proof: The proof follows along similar steps as the proof of Proposition 1. We need to prove that for fixed , and , the secret-key rate, as a function of (vector of eigenvalues of ) is Schur-convexed. Starting from (15), we write
where (32) results from applying the identity . Let and . Then, the secret-key rate becomes
where (34) (35) where the first inequality is due to the Schur-convexity property of the secret-key rate as a function of and the second inequality is obtained by maximizing over to obtain the secret-key capacity with respect to . The results of the proposition follows immediately.
Remark 4: Unlike transmit correlation which is beneficial in the low power regime, eavesdropper correlation is helpful regardless of the operating power regime. The more correlated eavesdropper antennas, the higher the secret-key capacity.
Remark 5: We note that the vector majorizes every vector in . Hence, it follows from the Schur-convexity property proved in Proposition 2, that the secret-key capacity is highest for fully correlated eavesdropper antennas, i.e., for . Any permutation of achieves likewise the same secret-key rate as the secret-key rate function is symmetric in .
1) Example 2:
We now provide numerical simulations illustrating our results. In Fig. 3 , we study the combined impact of all correlation matrices. In this configuration, the transmitter, the legitimate receiver and the eavesdropper are equipped with two antennas, three antennas and two antennas, respectively. The correlation matrices are , and . Note that the secret-key capacity is obtained by solving (17) through an exhaustive search. In the low power regime, we experience a gain in secret-key capacity with respect to the case of uncorrelated nodes and we observe that beamforming is optimal. Nonetheless, in the high-power, we experience a loss in capacity, which is asymptotically equal to 0.08 bits per channel use. Moreover, a uniform power allocation is optimal in the high-power regime. In Fig. 4 , we keep the same configuration. The only change is that the eavesdropper experiences a larger correlation with . In the low power regime, the same observations holds true. Beamforming is secret-key capacity-achieving with a gain in capacity. The new effect lies in the high-power regime. We experience also a substantial gain in capacity, that is asymptotically equal to 2 bits per channel use. This gain is explained by the heavily correlated eavesdropper matrix that balances the negative impact of transmit and receive correlation matrices. Therefore, depending on the eigenvalues' distribution of correlation matrices, one can experience either a gain, or loss or no impact on secret-key capacity in the high-power regime. In the next section, we evaluate analytically this impact on secret-key capacity in the high-power regime in terms of system parameters.
VI. HIGH-POWER ANALYSIS
In this section, we study the impact of correlation matrices on secret-key capacity in the high-power regime. For this purpose, the secret-key capacity will be evaluated using a uniform power allocation in the high-power regime. The justification of this choice is twofold. First, in case , assuming the optimal covariance matrix is of full rank in the high-power regime (otherwise one cannot achieve the maximum secret-key multiplexing gain), we show in Proposition 3 that any non-singular covariance matrix achieves the secret-key capacity. In particular, a uniform power allocation strategy is asymptotically optimal. Second, in case , the secret-key capacity scales with . Determining the optimal input covariance matrix is not straightforward. Based on our simulation results, we observe that uniform power allocation performs comparatively very close to the optimal solution obtained through an exhaustive search in most configurations. Henceforth, we assume that uniform power allocation is secret-key capacity-achieving in the high-power regime.
Proposition 3: If , assuming and are invertible, the secret-key capacity in the high-power regime is given by (36) Moreover, it is achieved by any non-singular input covariance matrix.
Proof: See Appendix B. We note that (36) generalizes [11, Equation 30 ]. Based on this result, we have that uniform power allocation is secret-key capacity-achieving in the high-power regime in case when the eavesdropper possess as many antennas as the transmitter. We now study the impact of correlation matrices. In the next proposition, we show that transmit correlation is harmful in the highpower regime.
Proposition 4: In case , in the high-power regime, if the transmit correlation is larger than , then the secret-key capacity is lower. The maximum is achieved for uncorrelated antennas, the minimum for completely correlated.
Proof: In case , Proposition 4 shows that uniform power allocation is optimal in the high-power regime. Given that, the secret-key capacity is written as (37) As a function of , the right-hand side of (37), denoted with containing the elements of the diagonal matrix , can be shown to be Schur-concave in . Indeed, let and . One can show (the same way one obtains (6) from (5)) the following equality (38) where , , . Using similar arguments as in [11, Lemma 2] , the mapping is concave in . Moreover, is symmetric. Therefore, is Schur-concave. Proceeding similarly as in the proof of Proposition 2, it is clear that the larger the transmit correlation is (in the sense of [30] ), the lower the secret-key capacity is. The maximum is achieved for uncorrelated transmit antennas and the minimum for completely correlated transmit antennas. Finally, we note that, based on the near-optimal behavior of uniform power allocation in the high-power regime, the previous analysis can be justifiably be applied to the case . Remark 6: Proposition 4 characterizes the impact of transmit correlation in the high-power regime. In particular, we note that in the high-power regime, in case of no eavesdropper correlation, i.e., , we can not experience a gain in the secret-key capacity as both transmit correlation and receive correlation are detrimental. This observation is similar to the correlated MIMO channel without secrecy constraint [14] , in which the high-power correlated capacity can not exceed the uncorrelated capacity.
In the general case, when eavesdropper correlation comes into the picture, its beneficial impact may balance out the detrimental effect of transmit and receive correlations, and we may experience considerable secret-key rate gain as shown in Fig. 4 . Assuming non-singular correlation matrices, let denote the difference between secret-key capacities without and with spatial correlation. Using again a uniform power allocation strategy to approximate the secret-key capacity, Theorem 3 characterizes the behavior of in the high-power regime. Theorem 3: For non-singular correlation matrices, , and , we have
Proof: See Appendix C. Theorem 3 quantifies the combined effect of correlation matrices in the high-power regime. Evaluating the gap expression in Theorem 3 determines wether the detrimental impact of both transmit and receive correlation or the positive impact of eaversdropper correlation dominates in the high-power regime.
Remark 7:
In the high-power regime, likewise a MIMO channel with no secrecy constraint, while transmit correlation does not affect the degrees of freedom under a trace constraint, the transmit processing gain is undermined due to spatial correlation. Hence, transmit correlation is harmful in this regime. This impact is not true in the low-power regime, as we explain in the following section.
VII. LOW-POWER ANALYSIS
In this section, we present a summary of some results of [32] . We identify the first and second derivatives of the fast-fading secret-key capacity at SNR=0 in terms of the correlation matrices. Based on that, we provide a low-SNR second-order approximation to the secret-key capacity. Moreover, we evaluate the minimum energy required for sharing reliably a secret-key bit as well as the wideband slope and their dependence on each of the correlation matrices. We define the signal-to-noise ration (SNR), as . Hereafter, we express the secret-key capacity as a function of SNR.
A. First and Second Derivatives
Determining the first and second derivatives with respect to SNR at allows us to accurately approximate the secret-key capacity function as follows [17] (40) For a given covariance matrix satisfying the power constraint, we introduce the standardized covariance matrix (41) Thus, the secret-key capacity, in terms of and SNR, becomes (42) where (43) where and . For a given input covariance matrix , following the steps of [19] , the first and second derivatives of the expression (43) at are
It follows that
From (46), the first derivative of the secret-key capacity is expressed as (47) Theorem 4: The first derivative of the secret-key capacity in (6) with respect to SNR at is (48) where denotes the maximum eigenvalue of . Moreover, can be achieved by any input covariance matrix of the form (49) where are the eigenvectors that span the maximal-eigenvalue eigenspace of , are non-negative coefficients that sum to unity and denotes the multiplicity of . Proof: See Appendix D. Thus, transmitting in the maximal-eigenvalue eigenspace is necessary to achieve , regardless of how power is distributed between the different eigenvectors associated with .
Remark 8: Unlike its negative impact in the high-power regime shown in Proposition 4, Theorem 4 shows that the larger transmit correlation is, the higher the secret-key capacity is. This can be explained by the observation that beamforming is optimal in the low-power regime. The channel gain associated with beamforming is given by . Moreover, is higher for larger transmit correlation matrix, hence the result.
We now consider the second derivative. For that, we assume the covariance matrix is chosen as in (49) and our result is summarized in the following Theorem 5.
Theorem 5: The second derivative of the secret-key capacity in (6) with respect to SNR at is
Moreover, the optimal input covariance matrix is the form (51)
Proof: See Appendix E. This says that it is necessary to distribute power equally in each orthogonal direction in the maximal-eigenvalue eigenspace of for the second derivative to be maximized. If has multiplicity one, is achieved with where is the eigenvector that corresponds to . Thus, beamforming in the direction in which is maximized is optimal in the sense of achieving the first and the second derivatives of the secret-key capacity in the low-SNR regime.
Remark 9: We note that one can derive explicit achievable schemes in the low-power regime such as an on-off signaling [17] . Due to space limitation, we do not follow this direction in this paper.
B. Minimum Energy per Secret-Key Bit and Wideband Slope
The first and second derivatives of the secret-key capacity at vanishing SNR are closely related to the energy performance measures, namely the minimum secret-key bit energy ( energy required for sharing a secret-key bit) and the wideband slope. We start by stating the following lemma.
Lemma 1:
The secret-key capacity achieved under the average power constraint is a concave function of SNR.
Proof: A time-sharing argument as in [18, Appendix C] can be used to prove the result.
The energy per secret-key bit normalized by the noise variance at the legitimate receiver is defined (52) By virtue of Lemma 1, the secret-key capacity is a concave function of SNR. Therefore, the minimum secret-key bit energy is achieved in the limit of low SNR; i.e.,
. Thus, the minimum secret-key bit energy and the wideband slope (in bit/ s/Hz/(3 dB)) at the point are given by [15, Theorem 5] (53)
Using the expressions of (48) and (50), we obtain:
Obviously, the receive and eavesdropper correlations have no impact of the minimum . Moreover, is Schur-concave with respect to transmit correlation. This follows from the Schur-convexity of the application:
. Therefore, the more correlated the transmit antennas, the lower . Given that, we note that the lowest possible value for is achieved under fully correlated transmit antennas, which yields 1 . On the other hand, the wideband slope is independent of the eavesdropper correlation. It is Schurconcave with respect to the receive correlation. This follows from the Schur-convexity of the dispersion measure of Hermitian matrices [33] . Thus, is highest for uncorrelated receive antennas. Moreover, depends on the transmit correlation through the multiplicity of the maximum eigenvalue. The higher the multiplicity is, the higher the wideband slope is. Therefore, transmit correlation (i.e., smaller ) reduces the wideband slope. Now, we study the effect of each correlation matrix on the energy performance of the system. In Fig. 5 , we visualize the effect of receive correlation through the spectral efficiency versus curve. For that, we considered a system with uncorrelated transmit and uncorrelated eavesdropper antennas, while the legitimate receiver experiences a correlation of the form (56)
We increase from 0 to 1 by a step of 0.1, i.e., the receive antennas are getting more correlated as increases. Note that the secret-key capacity is obtained simply by a uniform power allocation, as the transmit antennas are uncorrelated. Also, the minimum secret-key energy is independent of the receive correlation, which explains the observation that all curves start at the same point . The dependence of the wideband slope on the receive correlation can also be visualized for values close to . Indeed, the different curves start diverting due to the impact of receive correlation. Moreover, as the secret-key capacity value increases and as the correlation factor increases, the energy loss due to receive correlation also increases.
In Fig. 6 , we reverse the situation. We keep the same number of antennas and we consider the case of uncorrelated transmit and uncorrelated receive antennas while the eavesdropper antennas are correlated as in (56). As expected, the minimum energy per bit remains the same for all curves as it is independent of the eavesdropper correlation. Also, the non-dependence of the wideband slope on the eavesdropper correlation is clear as all curves start diverging at a value above . Besides, as the secret-key capacity value increases, the energy required per secret-key bit increases as the eavesdropper correlation decreases. Hence, eavesdropper correlation improves the performance of the system, which confirms the result of Proposition 2.
Finally, we visualize the effect of transmit correlation of the energy performance. Fig. 7 confirms that transmit correlation helps decrease the minimum secret-key bit energy, as discussed earlier. The minimum of the minimum energy per secret-key bit is obtained under fully correlated transmit antennas, and equals . As the secret-key capacity value increases, the benefit of transmit correlation decreases gradually and induces a loss in the energy performance compared to the uncorrelated case.
VIII. CONCLUSIONS
In this paper, we have considered secret-key agreement over Rayleigh fast-fading MIMO channels in a correlated environment. We have determined the expression of the secret-key capacity. Then, we have determined the optimal transmit strategy achieving the secret-key capacity. In particular, we have shown that transmitting independent Gaussian signals along the eigenvectors of the transmit correlation matrix is optimal. The corresponding power allocated to each channel direction can be determined as the solution to a numerical optimization problem. Next, we have derived a necessary and sufficient condition for beamforming (i.e., transmitting along the strongest channel mode) to be capacity-achieving. In addition, we have analyzed the impact of correlation matrices on secret-key capacity. For instance, we have proved that eavesdropper correlation increases secret-key capacity, receive correlation decreases capacity, while the effect of transmit correlation depends on the operating power regime.
Moreover, we have investigated the system in both extreme power regimes. In the high-power regime, we have argued that uniform power allocation is optimal, and quantified in closed-forms the gain/loss induced by spatial correlation matrices on the secret-key capacity. In the low power regime, we have derived a second order approximation of the secret-key capacity and determined explicitly the related optimal transmission schemes. In particular, we have proved that achieving the first and the second derivatives requires a uniform power distribution between the orthogonal eigenvectors spanning the maximal-eigenvalue eigenspace of the transmit correlation matrix. Moreover, we have shown that transmit correlation improves the secret-key capacity in this regime. From an energy efficiency point of view, we have determined the minimum energy required for secret-key agreement and proved that is Schur-concave with respect to transmit correlation and it is independent of receive and eavesdropper correlation. Beyond the minimum energy point, eavesdropper correlation improves the spectral efficiency of the system, receive correlation decreases it while transmit correlation impact becomes detrimental as the transmit power increases.
APPENDIX

A. Necessary and Sufficient Condition for Optimality of Beamforming
Proof: The proof builds upon the techniques used in [27] . Suppose we allocate power to the dominant eigenvalue of and distribute the rest of the power budget among the remaining eigenvalues so that . The convex combination coefficients are all nonnegative and sum to one. The achievable secret-key rate with such power allocation is given by To derive a necessary condition for optimality, we need to compute . Indeed, if beamforming is optimal, then we should have . Now, we have
The derivative of can be obtained following the steps of [27] . However, as we are dealing with different noise variances in general, some care needs to be taken in the derivations. (77) where is defined in (20) , for convenience. Recall that if beamforming is optimal, then we necessarily have for all positive combination that sum to unity. In particular, we can check easily from the expression of that in the case , the condition is always satisfied.
Thus, the necessary condition is always satisfied in such scenarios. In the other case where , maximizing over all possible is equivalent to considering and the rest of the are zero. That means the next strongest eigenvector is allocated the power . Thus, the necessary condition for optimality of beamforming in such scenarios can be expressed as (19) . Next we show that the necessary condition is also sufficient. For that, we evaluate the second derivative and prove that the second derivative is nonpositive for all and all . This implies the sufficiency of the necessary condition for optimality of beamforming obtained from . Indeed, such condition eliminates the existence of a maximum of outside for all that sum to unity. To show that, we could compute the second derivative starting from (57) and then using the results of [27] with proper modifications. However, this would result in a cumbersome long expression. Instead, we prove the non-positivity of using a concavity argument given by the following lemma.
Lemma 2: The function , defined in (57), is concave in over the interval . Proof: We define the function given by
We also define the function over the interval as . Thus, we have . Proceeding as in the proof of Proposition 4, we obtain that is concave (we let and ). Moreover, the function is affine in . Therefore, applying the composition theorem [34] implies that the mapping is concave in . Based on Lemma 2, we conclude that , which proves that the necessary condition is also sufficient.
B. Asymptotic Expression of the Secret-Key Capacity
Proof: From (14), the secret-key capacity can written as (79) (80) (81) where (79) The result in (82) does not depend on the structure of . It only requires to be invertible. Moreover, (82) is equivalent to (36) , which is the result we seek to prove.
C. Asymptotic Difference Between Secret-Key Capacities With and Without Correlation
We assume in this section that all correlation matrices are assumed invertible. We prove the result in two steps. First, we consider a Rayleigh-fading MIMO channel and we establish the asymptotic difference between the correlated and non-correlated secret-key rates achieved with uniform power allocation. Second, observing that the secret-key capacity can be expressed as a difference between two different Rayleigh-fading MIMO channels, we derive the asymptotic difference between secret-key capacities in case of correlation and in case no correlation.
1) Asymptotic Rate Difference of a MIMO Channel: let (83)
We are interested in evaluating . We start by proving the following lemma. For full rank matrix , the last result could be simplified as follows.
Corollary 1: 1) If is full column rank, then
2) If is full row rank, then
Proof: If is full column rank, then is invertible, and . Substituting that in (84), we obtain the result.
In case is full row rank, is invertible, and . Substituting that in (84) yields the desired relationship.
Based on Lemma 3, we now establish an analytical expression of the asymptotic loss. The last result characterizes the ergodic capacity loss due to correlation in the high-power regime in MIMO systems with no secrecy constraint, which has been derived in [36] by lowerbounding the capacity with an expression that is tight in the high-power regime. Proof:
where the first inequality is obtained using the fact that and the identity . The second inequality follows from
. Based on that, we obtain
Similarly, with and denoting the minimum eigenvalue of and , respectively, we have
where the first and second inequalities follows from the and . The last inequality follows from the fact that and . Thus, we obtain
Let . It follows immediately from (93) and (95) that for any and , we have (96) Now, since the elements of are generated independently according to a Gaussian distribution, is full rank almost sure (a.s.). Henceforth, based on Corollary 1, the Bounded Convergence Theorem (BCT) and (96), we obtain (97) which implies the desired result.
2) Application to Secret-Key Agreement: based on the previous derivations, we establish the limit in the high-power regime of our quantity of interest . From (14) , with , the secret-key rate is expressed as , where
In case of no correlation , we write similarly (100)
Analogously, we write , where
It follows that . With the result of Corollary 2, taking into consideration all possible configurations of transmit, receive and eavesdropper antennas, one obtains the result in Theorem 3.
D. First Derivative of the Secret-Key Capacity
Consider the spectral decomposition of the input covariance matrix , where the vectors are columns of a unitary matrix, and the non-negative coefficients sum to unity. Then, we write Note that (108) is maximized by choosing one or more within the eigenspace corresponding to the maximal eigenvalue of the transmit correlation matrix , and by setting the remaining . In general, if has multiplicity , then any covariance matrix in the form achieves the first derivative, where are the eigenvectors that span the maximal-eigenvalue eigenspace of , and are non-negative coefficients that sum to unity.
E. Second Derivative of the Secret-Key Capacity
(109)
Equation (114) is obtained using the following identities.
where is the Kronecker Delta symbol. The minimization problem in (114) is a convex quadratic programming. It can be expressed as (118) where denotes the transpose of , and is an matrix whose components are and for , . The optimal solution can be obtained by noticing that the objective function in (114) is convex and symmetric. Hence, it is Schur-convexed. Therefore, the uniform vector minimizes the objective function with a sum constraint. Substituting the optimal solution into (114) yields the second derivative of the key capacity in (50).
