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ON k-DECOMPOSABILITY OF POSITIVE MAPS
LOUIS E. LABUSCHAGNE, W LADYS LAW A. MAJEWSKI, AND MARCIN MARCINIAK
Abstract. We extend the theory of decomposable maps by giving a detailed
description of k-positive maps. A relation between transposition and modular
theory is established. The structure of positive maps in terms of modular
theory (the generalized Tomita-Takesaki scheme) is examined.
1. Definitions, notations and stating the problem
For any C∗-algebra A let A+ denote the set of all positive elements in A. A state
on a unital C∗-algebra A is a linear functional ω : A → C such that ω(a) ≥ 0 for
every a ∈ A+ and ω(I) = 1 where I is the unit of A. By S(A) we will denote the
set of all states on A. For any Hilbert space H we denote by B(H) the set of all
bounded linear operators on H .
A linear map ϕ : A→ B between C∗-algebras is called positive if ϕ(A+) ⊂ B+.
For k ∈ N we consider a map ϕk : Mk(A) → Mk(B) where Mk(A) and Mk(B)
are the algebras of k× k matrices with coefficients from A and B respectively, and
ϕk([aij ]) = [ϕ(aij)]. We say that ϕ is k-positive if the map ϕk is positive. The map
ϕ is said to be completely positive when it is k-positive for every k ∈ N.
A Jordan morphism between C∗-algebras A and B is a linear map J : A →
B which respects the Jordan structures of algebras A and B, i.e. J(ab + ba) =
J(a)J(b) + J(b)J(a) for every a, b ∈ A. Let us recall that every Jordan morphism
is a positive map but it need not be a completely positive one (in fact it need
not even be 2-positive). It is commonly known ([26]) that every Jordan morphism
J : A→ B(H) is a sum of a ∗-morphism and a ∗-antimorphism.
The Stinespring theorem states that every completely positive map ϕ : A →
B(H) has the form ϕ(a) = W ∗π(a)W , where π is a ∗-representation of A on some
Hilbert space K, and W is a bounded operator from H to K.
Following Størmer ([25]) we say that a map ϕ : A → B(H) is decomposable if
there are a Hilbert space K, a Jordan morphism J : A → B(K), and a bounded
linear operator W from H to K such that ϕ(a) =W ∗J(a)W for every a ∈ A.
Let (ei) be a fixed orthonormal basis in some Hilbert space H . Define a con-
jugation Jc associated with this basis by the formula Jc
(∑
i
λiei
)
=
∑
i
λiei. The
map Jc has the following properties: (i) Jc is an antilinear isomorphism of H ;
(ii) J2c = I; (iii) 〈Jcξ, Jcη〉 = 〈η, ξ〉 for every ξ, η ∈ H ; (iv) the map a 7→ JcaJc
is a ∗-automorphism of the algebra B(H). For every a ∈ B(H) we denote by
at the element Jca
∗Jc and we call it a transposition of the element a. From the
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above properties (i) – (iv) it follows that the transposition map a 7→ at is a linear
∗-antiautomorphism of B(H).
We say that a linear map ϕ : A → B(H) is k-copositive (resp. completely
copositive) if the map a 7→ ϕ(a)t is k-positive (resp. completely positive). The
following theorem characterizes decomposable maps in the spirit of Stinespring’s
theorem:
Theorem 1.1 ([28]). Let ϕ : A → B(H) be a linear map. Then the following
conditions are equivalent:
(i) ϕ is decomposable;
(ii) for every natural number k and for every matrix [aij ] ∈ Mk(A) such that
both [aij ] and [aji] belong to Mk(A)
+ the matrix [ϕ(aij)] is in Mk(B(H))
+;
(iii) there are maps ϕ1, ϕ2 : A → B(H) such that ϕ1 is completely positive and
ϕ2 completely copositive, with ϕ = ϕ1 + ϕ2.
In spite of the enormous efforts, the classification of decomposable maps is still
not complete even in the case when A and H are finite dimensional, i.e. A = B(Cm)
and H = Cn. The most important step was done by Størmer [28], Choi [6, 7]
and Woronowicz [32]. Størmer and Woronowicz proved that if m = n = 2 or
m = 2, n = 3 then every positive map is decomposable. The first examples of
nondecomposable maps was given by Choi (in the casem = n = 3) and Woronowicz
(in the case m = 2, n = 4). It seems that the main difficulty in carrying out
the classification of positive maps is the question of the canonical form of non-
decomposable maps. As far as we know there are only special examples of maps
from that class which are scattered across the literature [32, 7, 14, 11, 10, 15, 24, 27].
In fact it seems that in the infinite dimensional case all known examples of non-
decomposable maps rely on deep structure theory of the underlying algebras. (See
for example [27].) On the other hand, it seems that very general positive maps (so
not of the CP class) and hence possibly non-decomposable ones, are crucial for an
analysis of nontrivial quantum correlations, i.e. for an analysis of genuine quantum
maps [31, 23, 12, 19, 20]. Having that motivation in mind we wish to present
a step toward a canonical prescription for the construction of decomposable and
non-decomposable maps. Namely, we study the notion of k-decomposability and
prove an analog of Theorem 1.1. The basic strategy of the paper is to employ two
dual pictures: one given in terms of operator algebras while the second one will use
the space of states. Thus, it can be said that we are using the equivalence of the
Schro¨dinger and Heisenberg pictures in the sense of Kadison [13], Connes [8] and
Alfsen, Shultz [1].
The paper is organized as follows. In section 2 we recall the techniques used in
[21] and compare it with results from [17]. In section 3 we formulate our main result
concerning the notion of k-decomposability. Section 4 is devoted to a modification
of Tomita-Takesaki theory. Section 5, based on the previous Section, presents a
description of k-decomposibility at the Hilbert space level. Section 6 provides new
results on partial transposition which are used to complete the description of k-
decomposability.
2. Dual construction
Let us recall the construction of Choi [6] (see also [21]) which establishes a one-
to-one correspondence between elements of B(Cm) ⊗ B(Cn) and linear maps from
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B(Cm) to B(Cn). Fix some orthonormal basis e1, e2, . . . , em (resp. f1, f2, . . . , fn)
in Cm (resp. Cn) and by Eij (resp. Fkl) denote the the matrix units in B(C
m)
(resp. B(Cn)). For any x ∈ Cm define the linear operator Vx : C
n → Cm ⊗ Cn
by Vxy = x ⊗ y where y ∈ C
n. For simplicity, we write Vi instead of Vei for every
i = 1, . . . ,m. Observe that for any h ∈ B(Cm)⊗ B(Cn) we have
(2.1) h =
m∑
i,j=1
Eij ⊗ V
∗
i hVj .
Consequently, for every h one can define the map ϕh : B(C
m)→ B(Cn) by
ϕh(Eij) = V
∗
i hVj , i, j = 1, 2, . . . ,m.
On the other hand following (2.1) given a linear map ϕ : B(Cm)→ B(Cn) one can
reconstruct h by the formula
(2.2) h =
m∑
i,j=1
Eij ⊗ ϕ(Eij) = (id⊗ ϕ)
 m∑
i,j=1
Eij ⊗ Eij
 .
The main properties of this correspondence we summarize in the following
Theorem 2.1 ([6, 21]). Let h∗ = h. Then:
(i) The map ϕh is completely positive if and only if h is a positive operator,
i.e.
〈z, hz〉 ≥ 0
for every z ∈ Cm ⊗ Cn;
(ii) The map ϕh is positive if and only if
(2.3) 〈x ⊗ y, h(x⊗ y)〉 ≥ 0
for every x ∈ Cm and y ∈ Cn.
(iii) The map ϕh is decomposable if and only if ω(h) ≥ 0 for each state ω on
B(Cm)⊗ B(Cn) such that ω ◦ (t⊗ id) is also a state.
If the operator h fulfills the property (2.3) we will call it a block-positive operator.
In this section we compare Theorem 2.1 with the results presented in [17]. For
the reader’s convenience we recall the main theorem from this paper.
Theorem 2.2. A linear map ϕ : B(Cm)→ B(Cn) is positive if and only if it is of
the form
ϕ(a) =
n∑
k,l=1
Tr(aglk)Fkl, a ∈ B(C
m)
where gkl ∈ B(C
m), k, l = 1, . . . , n, satisfy the following condition: for every x ∈
Cm and λ1, . . . , λn ∈ C
(2.4)
n∑
k,l=1
λkλl〈x, gklx〉 ≥ 0.
In fact the condition (2.4) coincides with (2.3).
Proposition 2.3. Let A ∈ B(Cm) ⊗ B(Cn). Then the following conditions are
equivalent:
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(i) for every x ∈ Cm and y ∈ Cn
〈x⊗ y,Ax⊗ y〉 ≥ 0;
(ii) for every x ∈ Cm and λ1, . . . , λn ∈ C
n∑
k,l=1
λkλl〈x,Aklx〉 ≥ 0
where Akl are unique elements of B(C
m) such that A =
∑
k,l
Akl ⊗ Fkl;
(iii) for every y ∈ Cn and µ1, . . . , µm ∈ C
m∑
i,j=1
µiµj〈y,A
′
ijy〉 ≥ 0
where A′ij are unique elements of B(C
n) such that A =
∑
i,j
Eij ⊗A
′
ij.
Proof. (i) ⇐⇒ (ii) Let the λ’s be coefficients of the expansion of y in the basis
{fk}, i.e. y =
∑
s λsfs. Then we have
〈x⊗ y,Ax⊗ y〉 =
∑
s,t
λsλt 〈x⊗ ft, Ax⊗ fs〉 =
=
∑
s,t
∑
k,l
λsλt 〈x,Aklx〉 〈ft, Fklfs〉 =
∑
k,l
λkλl 〈x,Aklx〉.
This proves the equivalence.
(i)⇐⇒ (iii) This follows by the same method. 
The next proposition establishes the connection between the two constructions
Proposition 2.4. Let ϕ : B(Cm)→ B(Cn) be a linear map. If
g =
∑
k,l
gkl ⊗ Fkl
where {gkl} are operators described in Theorem 2.2 and h is the operator defined
in (2.2) then h = gt.
Proof. Define the sesquilinear form (·, ·) on B(Cm) by (a, b) = Tr(a∗b) for a, b ∈
B(Cm). Then B(Cm) becomes a Hilbert space and {Eij} forms an orthonormal
basis. From the definitions of h and g we get
h =
∑
i,j
Eij ⊗ ϕ(Eij) =
∑
i,j
∑
k,l
Tr(EijBlk)Eij ⊗ Fkl
=
∑
k,l
∑
i,j
(Eji, glk)Eji
T ⊗ Fkl =∑
kl
gTlk ⊗ F
t
lk = g
t

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3. k-decomposability
The following theorem characterizes k-positivity of a map ϕ in terms of the
properties of the operators g and h and constitutes a generalization of Theorems
2.1 and 2.2.
Theorem 3.1. Let ϕ : B(Cm) → B(Cn) be a linear map. Then the following
conditions are equivalent:
(i) ϕ is k-positive;
(ii) for every y1, . . . , ym ∈ C
n such that dim span{y1, . . . , ym} ≤ k we have
n∑
i,j=1
〈yj , hijyi〉 ≥ 0
where hij ∈ B(C
n) are such that h =
∑
i,j Eij ⊗ hij, i.e. hij = ϕ(Eij);
(iii) for every x1, . . . , xn ∈ C
m such that dim span{x1, . . . , xn} ≤ k we have
n∑
k,l=1
〈xk, g
t
klxl〉 ≥ 0.
Proof. (i)⇐⇒ (ii) Denote by {kα}
k
α=1 and {Kαβ}
k
α,β=1 the standard orthonormal
basis in Ck and the standard system of matrix units inMk respectively. By Theorem
2.1 the map ϕk = id⊗ ϕ :Mk ⊗ B(C
m)→Mk ⊗ B(C
n) is positive if and only if
〈x(k) ⊗ y(k), h(k)x(k) ⊗ y(k)〉 ≥ 0
for every x(k) ∈ Ck ⊗ Cm and y(k) ∈ Ck ⊗ Cn, where
h(k) =
k∑
α,β=1
m∑
i,j=1
Kαβ ⊗Eij ⊗ ϕk(Kαβ ⊗Eij) =
k∑
α,β=1
m∑
i,j=1
Kαβ ⊗Eij ⊗Kαβ ⊗ hij .
Let x(k) ∈ Ck ⊗ Cm and y(k) ∈ Ck ⊗ Cn, and let x1, . . . , xk ∈ C
m, y1, . . . , yk ∈ C
n
be such that
x(k) =
∑
ρ
kρ ⊗ xρ, y
(k) =
∑
σ
kσ ⊗ yσ.
Then
〈x(k) ⊗ y(k), h(k)x(k) ⊗ y(k)〉 =
=
∑
ρ,σ,ρ′,σ′
〈kρ ⊗ xρ ⊗ kσ ⊗ yσ, h
(k)kρ′ ⊗ xρ′ ⊗ kσ′ ⊗ yσ′〉
=
∑
ρ,σ,ρ′,σ′
∑
α,β
∑
i,j
〈kρ,Kαβkρ′〉〈xρ, Eijxρ′ 〉〈kσ,Kαβkσ′〉〈yσ, hijyσ′〉
=
∑
α,β
∑
i,j
〈xβ , Eijxα〉〈yβ , hijyα〉
=
∑
α,β
∑
i,j
〈ei, xα〉〈xβ , ej〉〈yβ , hijyα〉
=
∑
i,j
〈∑
β
〈ej , xβ〉yβ , hij
∑
α
〈ei, xα〉yα
〉
Let y′i =
∑
α〈ei, xα〉yα for i = 1, . . . ,m. Then, the equivalence is obvious.
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(ii)⇐⇒ (iii) This is a consequence of the following equality:∑
i,j
〈yj , hijyi〉 =
∑
i,j
∑
s,t
〈es, Eijet〉〈ys, hijyt〉
=
∑
s,t
〈
es ⊗ ys,
∑
i,j
Eij ⊗ hij
 et ⊗ yt
〉
=
∑
s,t
〈es ⊗ ys, het ⊗ yt〉
=
∑
s,t
〈es ⊗ ys, g
tet ⊗ yt〉 =
∑
s,t
〈
es ⊗ ys,
∑
k,l
gtkl ⊗ Flk
 et ⊗ yt
〉
=
∑
s,t
∑
k,l
〈es, g
t
klet〉〈ys, Flkyt〉 =
∑
k,l
∑
s,t
∑
p,r
〈fp, ys〉〈fr, yt〉〈es, g
t
klet〉〈fp, Flkfr〉
=
∑
k,l
∑
s,t
〈fk, ys〉〈fl, yt〉〈es, g
t
klet〉 =
∑
k,l
〈∑
s
〈fk, ys〉es, g
t
kl
∑
t
〈fl, yt〉et
〉
Now, define xk =
∑
s〈fk, ys〉es for k = 1, . . . , n. The equivalence follows from the
fact that
dim span{x1, . . . , xn} = dim span{y1, . . . , ym}.

As a corollary we get
Theorem 3.2. Let ϕ : B(Cm) → B(Cn) be a linear map. Then the following
conditions are equivalent:
(i) ϕ is k-copositive;
(ii) for every y1, . . . , ym ∈ C
n such that dim span{y1, . . . , ym} ≤ k we have
n∑
i,j=1
〈yi, hijyj〉 ≥ 0;
(iii) for every x1, . . . , xn ∈ C
m such that dim span{x1, . . . , xn} ≤ k we have
n∑
k,l=1
〈xk, gklxl〉 ≥ 0.
Proof. With t denoting the transposition map a→ at, we let h′ and g′ denote the
operators corresponding to the map ϕ◦ t in the construction described in Theorems
2.1 and 2.2 for ϕ. Then, it is easy to show that h′ij = hji for every i, j = 1, . . . ,m
and g′kl = g
t
kl for k, l = 1, . . . , n. Thus, the theorem follows. 
Now, we can generalise this result to the general case. If H is a Hilbert space
let Projk(H) = {p ∈ B(H) : p
∗ = p = p2, Trp ≤ k}. Then we have
Theorem 3.3. Let A be a C∗-algebra, H a Hilbert space (not necessarily finite
dimensional) and ϕ : A → B(H) a linear map. Then the following conditions are
equivalent:
(i) ϕ is k-positive;
(ii) for every n ∈ N, every set of vectors ξ1, ξ2, . . . , ξn ∈ H such that
dim span{ξ1, ξ2, . . . , ξn} ≤ k,
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and every [aij ] ∈Mn(A)
+, we have
n∑
i,j=1
〈ξi, ϕ(aij)ξj〉 ≥ 0;
(iii) for every p ∈ Projk(H) the map A ∋ a 7→ pϕ(a)p ∈ B(H) is completely
positive.
Proof. (i) ⇒ (iii) Observe that the map pϕp is k-positive as it is a composition of
k-positive and completely positive maps. It maps A into pB(H)p, but the latter
subalgebra is isomorphic withMd where d = Trp ≤ k. By the theorem of Tomiyama
([30]) k-decomposability of pϕp implies its complete positivity.
(iii) ⇒ (ii) Let ξ1, ξ2, . . . , ξn ∈ H and dim span{ξ1, ξ2, . . . , ξn} ≤ k. If p is a
projection such that pH = span{ξ1, ξ2, . . . , ξn}, then p ∈ Projk(H) and hence pϕp
is completely positive by assumption. So, for every [aij ] ∈Mn(A)
+ we have
n∑
i,j=1
〈ξi, ϕ(aij)ξj〉 =
n∑
i,j=1
〈pξi, ϕ(aij)pξj〉 =
n∑
i,j=1
〈ξi, pϕ(aij)pξj〉 ≥ 0
(ii) ⇒ (i) Let [aij ] ∈Mk(A)
+. Then for every ξ1, ξk, . . . , ξk ∈ H we have
k∑
i,j=1
〈ξi, ϕ(aij)ξj〉 ≥ 0
This condition is equivalent to the positivity of the matrix [ϕ(aij)] in Mk(B(H)),
which implies that ϕ is k-positive. 
Corollary 3.4. A map ϕ : A → B(H) is completely positive if and only if pϕp is
completely positive for every finite dimensional projector in B(H).
Now we are ready to study the notion of k-decomposability.
Definition 3.5. Let ϕ : A→ B(H) be a linear map.
(1) We say that ϕ is k-decomposable if there are maps ϕ1, ϕ2 : A→ B(H) such
that ϕ1 is k-positive, ϕ2 is k-copositive and ϕ = ϕ1 + ϕ2.
(2) We say that ϕ is weakly k-decomposable if there is a C∗-algebra E, a unital
Jordan morphism J : A→ E, and a positive map ψ : E → B(H) such that
ψ|J(A) is k-positive and ϕ = ψ ◦ J.
Theorem 3.6. For any linear map ϕ : A → B(H) consider the following condi-
tions:
(Dk) ϕ is k-decomposable;
(Wk) ϕ is weakly k-decomposable;
(Sk) for every matrix [aij ] ∈Mk(A) such that both [aij ] and [aji] are in Mk(A)
+
the matrix [ϕ(aij)] is positive in Mk(B(H));
(Pk) for every p ∈ Projk(H) the map pϕp is decomposable.
Then we have the following implications: (Dk) ⇒ (Wk) ⇔ (Pk) ⇔ (Sk).
Proof. (Dk) ⇒ (Pk) If ϕ = ϕ1 +ϕ2 with ϕ1 is k-positive and ϕ2 k-copositive, then
pϕp = pϕ1p+pϕ2p. From Theorem 3.3 pϕ1p is a completely positive map. Observe
that pt ∈ Projk(H) for every p ∈ Projk(H). Hence (pϕ2p)
t = ptϕt2p
t and (pϕ2p)
t
is completely positive. Thus pϕp is a sum of a completely positive and completely
copositive map, and hence pϕp is decomposable.
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(Pk) ⇒ (Sk) Let [aij ] ∈ Mk(A) be such that [aij ], [aji] ∈ Mk(A)
+. Sup-
pose that ξ1, ξ2, . . . , ξk ∈ H and that p is a projector on H such that pH =
span{ξ1, ξ2, . . . , ξk}. Then
k∑
i,j=1
〈ξi, ϕ(aij)ξj〉 =
k∑
i,j=1
〈pξi, ϕ(aij)pξj〉 =
k∑
i,j=1
〈ξi, pϕ(aij)pξj〉 ≥ 0
where in the last inequality we have used the fact that the matrix [pϕ(aij)p] is
positive by the theorem of Størmer. Hence the matrix [ϕ(aij)] is positive.
(Sk) ⇒ (Pk) Let p ∈ Projk(H) and d = Trp. One should show that for every
n ∈ N and every matrix [aij ] ∈ Mn(A) such that [aij ], [aji] ∈ Mn(A)
+ the matrix
[pϕ(aij)p] is also positive. To this end we will show that for any vectors ξ1, ξ2, . . . , ξn
the inequality
(3.1)
n∑
i,j=1
〈ξi, pϕ(aij)pξj〉 ≥ 0
holds. If n ≤ k then we define vectors η1, η2, . . . , ηk:
ηi =
{
pξi for 1 ≤ i ≤ n,
0 for n < i ≤ k
and a matrix [bij ] ∈Mk(A):
bij =
{
aij for 1 ≤ i, j ≤ n,
0 otherwise.
Obviously both matrices [bij ] and [bji] are positive in Mk(A). Thus
n∑
i,j=1
〈ξi, pϕ(aij)pξj〉 =
k∑
i,j=1
〈ηi, ϕ(bij)ηj〉 ≥ 0
by assumption. Now, let us assume that n = k + 1. Define ηi = pξi for i =
1, 2, . . . , k + 1. As dim span{η1, η2, . . . , ηk+1} ≤ k then at least one of vectors
η1, η2, . . . , ηk+1, say ηk+1, is a linear combination of the others, i.e. ηk+1 =
∑k
i=1 αiηi.
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Then
k+1∑
i,j=1
〈ξi, pϕ(aij)pξj〉 =
k+1∑
i,j=1
〈ηi, ϕ(aij)ηj〉 =
=
k∑
i,j=1
〈ηi, ϕ(aij)ηj〉+
k∑
i=1
〈ηi, ϕ(ai,k+1)ηk+1〉+
+
k∑
j=1
〈ηk+1, ϕ(ak+1,j)ηj〉+ 〈ηk+1, ϕ(ak+1,k+1)ηk+1〉 =
=
k∑
i,j=1
〈ηi, ϕ(aij)ηj〉+
k∑
i,j=1
〈ηi, αjϕ(ai,k+1)ηj〉+
+
k∑
i,j=1
〈αiηi, ϕ(ak+1,j)ηj〉+
k∑
i,j=1
〈αiηi, αjϕ(ak+1,k+1)ηj〉 =
=
k∑
i,j=1
〈ηi, [ϕ(aij) + αjϕ(ai,k+1) + αiϕ(ak+1,j) + αiαjϕ(ak+1,k+1)] ηj〉 =
=
k∑
i,j=1
〈ηi, ϕ(bij)ηj〉
where bij = aij +αjai,k+1 +αiak+1,j +αiαjak+1,k+1 for i, j = 1, 2, . . . , k. The fact
that both matrices [bij ] and [bji] are positive in Mk(A), follows from the following
matrix equality
b11 b12 · · · b1k 0
b21 b22 · · · b2k 0
· · · ·
· · · ·
bk1 bk2 · · · bkk 0
0 0 · · · 0 0

=

1 0 · · · 0 α1
0 1 · · · 0 α2
· · · ·
· · · ·
0 0 · · · 1 αk
0 0 · · · 0 0
 [aij ]

1 0 · · · 0 0
0 1 · · · 0 0
· · · ·
· · · ·
0 0 · · · 1 0
α1 α2 · · · αk 0

Hence, by assumption inequality (3.1) holds. We may continue the proof for larger
n by a similar inductive argument.
(Wk) ⇔ (Sk) We follow the proof of the Theorem in [28]. For the reader’s
convenience we describe Størmer’s argument:
(Wk) ⇒ (Sk) If J is a ∗-homomorphism (resp. ∗-antihomomorphism) and [aij ]
(resp. [aji]) is in Mk(A)
+ then [J(aij)] belongs to Mk(E)
+. Since every Jordan
morphism is a sum of a ∗-homomorphism and a ∗-antimorphism, if both [aij ] and
[aji] belong to Mk(A)
+ then [J(aij)] ∈ Mk(B(H))
+. Applying ψ now yields the
fact that [ϕ(aij)] ∈Mk(B(H))
+.
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(Sk) ⇒ (Wk) Assume that A ⊂ B(L) for some Hilbert space L. Let
V =
{[
a 0
0 at
′
]
∈M2(B(L)) : a ∈ A
}
where t′ is the transposition map with respect to some orthonormal basis in L.
Then V is a selfadjoint subspace of M2(B(L)) containing the identity. One can
observe that both [aij ] and [aji] belong to Mk(A)
+ if and only if
[
a11 0
0 at
′
11
]
. . .
[
a1k 0
0 at
′
1k
]
· ·
· ·[
ak1 0
0 at
′
k1
]
. . .
[
akk 0
0 at
′
kk
]
 ∈Mk(V )
+.
Thus the map ψ : V → B(H) defined by
(3.2) ψ
([
a 0
0 at
′
])
= ϕ(a)
is k-positive. Now, take E = M2(B(L)) and define the Jordan morphism J : A →
M2(B(L)) by
J(a) =
[
a 0
0 at
′
]
to prove the statement. 
We end this section with the remark that it is still an open problem if conditions
(Sk), (Pk) and (Wk) are equivalent to k-decomposability. The main difficulty in
proving the implication, say (Sk) ⇒ (Dk), is to find a k-positive extension of the
map ψ constructed in (3.2) to the whole algebra M2(B(L)). So, one should answer
the following question:
Given a C∗-algebra A and a selfadjoint linear unital subspace S,
find conditions for k-positive maps ψ : S → B(H) which guarantee
the existence of a k-positive extension of ψ to whole algebra A.
In other words, the analog of Arveson’s extension theorem for completely positive
maps should be proved ([3], see also [29]). The results concerning this problem will
be included in the forthcoming paper [16].
4. Tomita-Takesaki scheme for transposition
Let H be a finite dimensional (say n-dimensional) Hilbert space. We are con-
cerned with a strongly positive map ϕ : B(H) → B(H), i.e. a map such that
ϕ(a∗a) ≥ ϕ(a)∗ϕ(a) for every a ∈ B(H) (also called a Schwarz map).
Define ω ∈ B(H)∗+,1 as ω(a) = Tr̺a, where ̺ is an invertible density matrix, i.e.
the state ω is a faithful one. Denote by (Hpi , π,Ω) the GNS triple associated with
(B(H), ω). Then, one has:
• Hpi is identified with B(H) where the inner product (· , ·) is defined as
(a, b) = Tra∗b, a, b ∈ B(H);
• With the above identification: Ω = ̺1/2;
• π(a)Ω = aΩ;
• The modular conjugation Jm is the hermitian involution: Jma̺
1/2 = ̺1/2a∗;
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• The modular operator ∆ is equal to the map ̺ · ̺−1;
We assume that ω is invariant with respect to ϕ, i.e. ω◦ϕ = ω. Now, let us consider
the operator Tϕ ∈ B(Hpi) defined by
Tϕ(aΩ) = ϕ(a)Ω, a ∈ B(H).
Obviously Tϕ is a contraction due to the strong positivity of ϕ.
As a next step let us define two conjugations: Jc on H and J on Hpi. To this
end we note that the eigenvectors {xi} of ̺ =
∑
i λi|xi〉〈xi| form an orthonormal
basis in H (due to the faithfulness of ω). Hence we can define
(4.1) Jcf =
∑
i
〈xi, f〉xi
for every f ∈ H . Due to the fact that Eij ≡ |xi〉〈xj |} form an orthonormal basis
in Hpi we can define in the similar way a conjugation J on Hpi
(4.2) Ja̺1/2 =
∑
ij
(Eij , a̺1/2)Eij
Obviously, J̺1/2 = ̺1/2.
Now let us define a transposition on B(H) as the map a 7→ at ≡ Jca
∗Jc where
a ∈ B(H). By τ we will denote the map induced on Hpi by the transposition, i.e.
(4.3) τa̺1/2 = at̺1/2
where a ∈ B(H). The main properties of the notions introduced above are the
following
Proposition 4.1. Let a ∈ B(H) and ξ ∈ Hpi. Then
atξ = Ja∗Jξ.
Proof. Let ξ = b̺1/2 for some b ∈ B(H). Then we can perform the following
calculations
Ja∗Jb̺1/2 =
=
∑
ij
(Eij , a∗Jb̺1/2)Eij =
∑
ij
∑
kl
(Ekl, b̺
1/2)(Eij , a∗Ekl)Eij
=
∑
ijkl
Tr(Elkb̺
1/2)Tr(Ejia∗Ekl)Eij =
∑
ijk
Tr(Ejkb̺
1/2)Tr(Ekia∗)Eij
=
∑
ijk
〈xk, b̺
1/2xj〉〈xi, a∗xk〉Eij =
∑
ijk
〈Jcb̺
1/2xj , xk〉〈xk, axi〉Eij
=
∑
ij
〈Jcb̺
1/2xj , axi〉Eij =
∑
ij
〈a∗Jcb̺
1/2xj , xi〉Eij
=
∑
ij
〈xi, Jca
∗Jcb̺
1/2xj〉Eij =
∑
ij
〈xi, a
tb̺1/2xj〉Eij
=
∑
ij
Tr(Ejia
tb̺1/2)Eij =
∑
ij
(Eij , a
tb̺1/2)Eij = a
tb̺1/2

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As a next step let us consider the modular conjugation Jm which has the form
(4.4) Jma̺
1/2 = (a̺1/2)∗ = ̺1/2a∗
Define also the unitary operator U on Hpi by
(4.5) U =
∑
ij
|Eji〉〈Eij |
Clearly, UEij = Eji. We have the following
Proposition 4.2. Let J and Jm be the conjugations introduced above and U be the
unitary operator defined by (4.5). Then we have:
(1) U2 = I and U = U∗
(2) J = UJm;
(3) J , Jm and U mutually commute.
Proof. (1) We calculate∑
ijmn
|Eij〉〈Eji||Emn〉〈Enm| =
∑
ijmn
Tr(EijEmn)|Eij〉〈Enm| =
∑
ij
|Eij〉〈Eij | = I
The rest is evident.
(2) Let b ∈ B(H). Then
UJmb̺
1/2 = U̺1/2b∗ =
∑
ij
(Eji, ̺
1/2b∗)Eij
=
∑
ij
Tr(Eij̺
1/2b∗)Eij =
∑
ij
〈xj , ̺
1/2b∗xi〉Eij
=
∑
ij
〈xi, b̺1/2xj〉Eij =
∑
ij
Tr(Ejib̺1/2)Eij
=
∑
ij
(Eij , b̺1/2)Eij = Jb̺
1/2
(3) J is an involution, so by the previous point we have UJmUJm = I. It is
equivalent to the equality UJm = JmU . Hence we obtain UJm = J = JmU and
consequently UJ = Jm = JU and JmJ = U = JJm because both U and Jm are
also involutions.

Now, we are ready to describe a polar decomposition of the map τ .
Theorem 4.3. If τ is the map introduced in (4.3), then
τ = U∆1/2.
Proof. Let a ∈ B(H). Then by Proposition 4.1 and Proposition 4.2(2) we have
τa̺1/2 = at̺1/2 = Ja∗J̺1/2 = JJm∆
1/2a̺1/2 = U∆1/2a̺1/2.

Now we wish to prove some properties of U which are analogous to that of the
modular conjugation Jm. To this end we firstly need the following
Lemma 4.4. J commutes with ∆
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Proof. Let a ∈ B(H). Then by Propositions 4.1, 4.2 and Theorem 4.3 we have
∆1/2Ja̺1/2 = ∆1/2JaJ̺1/2 = ∆1/2(a∗)t̺1/2 = UU∆1/2(a∗)t̺1/2
= Ua∗̺1/2 = UJJa∗J̺1/2 = JUat̺1/2
= JUU∆1/2a̺1/2 = J∆1/2a̺1/2
So, ∆1/2J = J∆1/2 and consequently ∆J = ∆1/2J∆1/2 = J∆. 
We will also use (cf. [2])
Vβ = closure
{
∆βa̺1/2 : a ≥ 0, β ∈
[
0,
1
2
]}
.
Clearly, each Vβ is a pointed, generating cone in Hpi and
(4.6) Vβ = {ξ ∈ Hpi : (η, ξ) ≥ 0 for all η ∈ V(1/2)−β}
Recall that V1/4 is nothing but the natural cone P associated with the pair (π(B(H)),Ω)
(see [4, Proposition 2.5.26(1)]). Finally, let us define an automorphism α on B(Hpi)
by
(4.7) α(a) = UaU∗, a ∈ B(Hpi).
Then we have
Proposition 4.5. (1) U∆ = ∆−1U
(2) α maps π(B(H)) onto π(B(H))′;
(3) For every β ∈ [0, 1/2] the unitary U maps Vβ onto V(1/2)−β.
Proof. (1) By Proposition 4.2 and Lemma 4.4 we have
U∆ = JJm∆ = J∆
−1Jm = ∆
−1JJm.
(2) Let a, b ∈ B(H) and ξ ∈ Hpi. Then Propositions 4.1 and 4.2 imply
UaUbξ = JJmaJmJbJJξ = JJmaJm(b
∗)tJξ = J(b∗)tJmaJmJξ
= J(b∗)tJJJmaJmJξ = bJJmaJmJξ = bUaUξ
and the proof is complete.
(3) Let a, b ∈ B(H)+. Then by the point (1) and Theorem 4.3 we have
(∆βb̺1/2, U∆βa̺1/2) =
= (∆βb̺1/2,∆(1/2)−βU∆1/2a̺1/2) = (∆βb̺1/2,∆(1/2)−βat̺1/2)
We recall that a 7→ at is a positive map on B(H) so by (4.6) the last expression is
nonnegative. Hence UVβ ⊂ V(1/2)−β for every β ∈ [0, 1/2]. As U is an involution,
we get V(1/2)−β = U
2V(1/2)−β ⊂ UVβ and the proof is complete. 
Corollary 4.6. U∆1/2 and TϕU∆
1/2 map V0 into itself.
Summarizing, this section establishes a close relationship between the Tomita-
Takesaki scheme and transposition. Moreover, we have the following :
Proposition 4.7. Let ξ 7→ ωξ be the homeomorphism between the natural cone P
and the set of normal states on π(B(H)) described in [4, Theorem 2.5.31], i.e. such
that
ωξ(a) = (ξ, aξ), a ∈ B(H).
14 L.E. LABUSCHAGNE, W.A. MAJEWSKI, AND M. MARCINIAK
For every state ω define ωτ (a) = ω(at) where a ∈ B(H). If ξ ∈ P then the unique
vector in P mapped into the state ωτξ by the homeomorphism described above, is
equal to Uξ
Proof. Let ξ = ∆1/4aΩ for some a ∈ B(H)+. Then we have
(U∆
1
4 aΩ, xU∆
1
4 aΩ) = (∆
1
4U∆
1
2 aΩ, x∆
1
4U∆
1
2 aΩ)
= (∆
1
4 atΩ, x∆
1
4 atΩ)
= (∆
1
4 JaJΩ, x∆
1
4JaJΩ)
= (x∗J∆
1
4 aΩ, J∆
1
4 aΩ)
= (∆
1
4 aΩ, Jx∗J∆
1
4 aΩ)

5. k-decomposability at the Hilbert-space level
The results of Section 4 strongly suggest that a more complete theory of k-
decomposable maps may be obtained in Hilbert-space terms. To examine that
question we will study the description of positivity in the dual approach to that
given in Section 3, i.e. we will be concerned with the approach on the Hilbert space
level.
LetM⊂ B(H) be a concrete von Neumann algebra with a cyclic and separating
vector Ω. When used, ω will denote the vector state ω = (Ω, ·Ω). The natural cone
(modular operator) associated with (M,Ω) will be denoted by P (∆ respectively).
By Pn we denote the natural cone for (M⊗B(C
n), ω⊗ω0) where ω0 is a faithful
state on B(Cn) (as an example of ω0 one can take
1
nTr). For the same algebra, ∆n =
∆⊗∆0 and Jn being respectively the modular operator and modular conjugation
for Mn(M), are defined in terms of the vector Ωn = Ω ⊗ Ω0 (ie. in terms of the
state ω ⊗ ω0).
We will consider unital positive maps ϕ onM which satisfy Detailed Balance II,
i.e. there is another positive unital map ϕβ such ω(a∗ϕ(b)) = ω(ϕβ(a∗)b) (see [22]).
Such maps induce bounded maps Tϕ = T on Hω = H which commute strongly with
∆ and which satisfy T ∗(P) ⊂ P . Now under the above assumptions ([18]; Lemma
4.10) assures us that this correspondence is actually 1-1. Partial transposition
(id ⊗ τ) on Mn(M) also induces an operator at the Hilbert space level, but for
the sake of simplicity we will where convenient retain the notation (id⊗ τ) for this
operator.
In order to achieve the desired classification of positive maps we introduce the
notion of the “transposed cone” Pτn = (id ⊗ U)Pn, where τ is transposition on
Mn(C) while the operator U was defined in the previous Section (we have used the
following identification: for the basis {ei}i in C
n consisting of eigenvectors of ̺ω0
(ω0(·) = Tr{̺ω0 ·}, we have the basis {Eij ≡ |ei >< ej |}ij in the GNS Hilbert space
associated with (B(Cn), ω0) with U defined in terms of that basis). Note that in
the same basis one has the identification B(Cn) with Mn(C).
Now the natural cone Pn for M⊗B(C
n) =Mn(M) may be realised as
Pn = ∆
1/4
n {[aij ]Ωn : [aij ] ∈Mn(M)+}
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(see for example [4, Proposition 2.5.26]). We observe:
{(I⊗ U)∆1/4n [aij ]Ωn : [aij ] ∈Mn(M)
+}
= {(∆1/4 ⊗ U∆
1/4
0 ) ◦
∑
aij ⊗ Eij : [aij ] ∈Mn(M)
+}
= {(∆1/4 ⊗∆
1/4
0 U∆
1/2
0 ) ◦
∑
aij ⊗ Eij : [aij ] ∈Mn(M)
+}
= {∆1/4[aji]Ωn : [aij ] ∈Mn(M)
+}.
Thus
Pτn = ∆
1/4
n {[aji]Ωn : [aij ] ∈Mn(M)+}.
The task of describing the transposed cone will be addressed more adequately in
the next section.
Lemma 5.1. The map ϕ : M → M is k-positive (k-copositive) if and only if
(Tϕ ⊗ I)
∗(Pn) ⊂ Pn (respectively (Tϕ ⊗ I)
∗(Pn) ⊂ P
τ
n) for every 1 ≤ n ≤ k.
Proof. To prove k-positivity case it is enough to suitably adapt the proof of ([18];
Lemma 4.10), while to prove k-copositivity we observe that the “if” part of the
hypothesis implies
0 ≤ ((Tϕ ⊗ I)(I ⊗ U)Pn,Pn).
Thus
(∆1/4n ([T (aji)])Ωn,∆
−1/4
n ([bkl]
∗[bkl])Ωn) = ([T (aji)]Ωn, [bkl]
∗[bkl]Ωn) ≥ 0
where [aij ] ≥ 0 is in the algebra Mn(M), and [bkl] in its commutant. This implies
[T (aji)] ≥ 0 and the rest is again a suitable adaptation of the proof of ([18]; Lemma
4.10). 
Lemma 5.2. For each n, Pn ∩ P
τ
n and co(Pn ∪ P
τ
n) are dual cones.
Proof. For any X ⊂ H we denote Xd = {ξ ∈ H : (ξ, η) ≥ 0 for any η ∈ X}. To
prove the lemma it is enough to observe that Pdn = Pn and (P
τ
n)
d = Pτn . 
Lemma 5.3. Let n be given. For any [aij ] ∈ Mn(M)
+, ∆
1/4
n [aij ]Ωn ∈ Pn ∩ P
τ
n
implies [aji] ∈Mn(M)
+.
Proof. Let [aij ] ∈Mn(M)
+ be given and assume that ∆
1/4
n [aij ]Ωn ∈ Pn ∩P
τ
n . We
observe
∆1/4n [aji]Ωn = (I⊗ U)∆
1/4
n [aij ]Ωn ∈ (I⊗ U)(Pn ∩ P
τ
n) = Pn ∩ P
τ
n ⊂ Pn.
But then the self-duality of Pn alongside ([4]; 2.5.26) will ensure that
0 ≤ (∆1/4n [aji]Ωn,∆
−1/4
n [bij ]Ωn) = ([aji]Ωn, [bij ]Ωn)
for each [bij ] ∈ (Mn(M)
′)+. We may now conclude from ([9]; 2.5.1 or [4]; 2.3.19)
that [aji] ≥ 0, as required. 
Corollary 5.4. In the finite dimensional case {∆
1/4
n [aij ]Ωn : [aij ] ≥ 0, [aji] ≥ 0} =
Pn ∩ P
τ
n.
Proof. First note that in this case {∆
1/4
n [aij ]Ωn : [aij ] ≥ 0} = Pn (cf. [4, Proposi-
tion 2.5.26]). Now apply the previous lemma. 
16 L.E. LABUSCHAGNE, W.A. MAJEWSKI, AND M. MARCINIAK
Recall ∆
−1/4
n maps {[bij]Ωn : [bij ] ∈ (Mn(M)′)+} densely into Pn (see for exam-
ple [4]). At least on a formal level one may therefore by analogy with [4, 2.5.26 &
2.5.27] expect to end up with a dense subset of the dual cone of co(Pn ∪ P
τ
n) (ie.
of Pn ∩ P
τ
n) when applying ∆
1/4
n to the set of all α’s satisfying ([bij ]Ωn, α) ≥ 0
and ([bij ]Ωn, (I ⊗ U)α) ≥ 0 for each [bij ] ∈ (Mn(M)
′)+. If true such a fact
would then put one in a position to try and show that in general Pn ∩ P
τ
n =
{∆
1/4
n [aij ]Ωn : [aij ] ≥ 0, [aji] ≥ 0}.
Question. Is it generally true that
{∆
1/4
n [aij ]Ωn : [aij ] ≥ 0, [aji] ≥ 0} = Pn ∩ P
τ
n?
In the light of the following result the answer to this becomes important in an
attempt to generalize the finite case to the infinite dimensional one.
Theorem 5.5. In general the property (Tϕ ⊗ I)
∗(Pn) ⊂ co(Pn ∪ P
τ
n) for each
1 ≤ n ≤ k implies that ϕ is weakly k-decomposable in the sense that for each
1 ≤ n ≤ k, [ϕ(aij)] ≥ 0 whenever [aij ], [aji] ∈Mn(M)
+.
If {∆
1/4
n [aij ]Ωn : [aij ] ≥ 0, [aji] ≥ 0} = Pn∩P
τ
n for each 1 ≤ n ≤ k, the converse
implication also holds. In particular in the finite-dimensional case the two state-
ments are equivalent. (Pending the answer to the aforementioned question, they
may of course be equivalent in general.)
Proof. Suppose that (Tϕ ⊗ I)
∗(Pn) ⊂ co(Pn ∪ P
τ
n) for each 1 ≤ n ≤ k. Given
1 ≤ n ≤ k and [aij ] ∈ Mn(M) it now follows from [4, Proposition 2.3.19] and the
strong commutation of Tϕ ⊗ I with ∆k, that [ϕ(aij)] ≥ 0 if and only if
0 ≤ (ϕn([aij ])Ωn, [bij ]Ωn)
= ([aij ]Ωn, (Tϕ ⊗ I)
∗[bij ]Ωn)
= (∆1/4n [aij ]Ωn, (Tϕ ⊗ I)
∗∆−1/4n [bij ]Ωn)
for each [bij ] ∈ (Mn(M)
′)+.
Now if [aij ] ≥ 0 and [aji] ≥ 0, then the fact that id ⊗ τ commutes strongly
with ∆n, surely ensures that ∆
1/4
n [aij ]Ωn ∈ Pn ∩ P
τ
n . Moreover for any [bij ] ∈
(Mn(M)
′)+, [4, Proposition 2.5.26] alongside the hypothesis ensures that
(Tϕ ⊗ I)
∗∆−1/4n [bij ]Ωn ∈ co(Pn ∪ P
τ
n).
In this case it therefore follows from the duality of Pn ∩ P
τ
n and co(Pn ∪ P
τ
n) that
0 ≤ (∆
1/4
n [aij ]Ωn, (Tϕ ⊗ I)
∗∆
−1/4
n [bij ]Ωn) for each [bij ] ∈ (Mn(M)
′)+, and hence
that [ϕ(aij)] ≥ 0 as required.
For the converse suppose that {∆
1/4
n [aij ]Ωn : [aij ] ≥ 0, [aji] ≥ 0} = Pn ∩ P
τ
n for
each 1 ≤ n ≤ k and that for each 1 ≤ n ≤ k we have that [ϕ(aij)] ≥ 0 whenever
[aij ], [aji] ∈ Mn(M)
+. To see that then (Tϕ ⊗ I)
∗(Pn) ⊂ co(Pn ∪ P
τ
n) for each
1 ≤ n ≤ k, we need only show that (Tϕ⊗ I)
∗(∆
−1/4
n [bij ]Ωn) ⊂ co(Pn ∪P
τ
n) for each
1 ≤ n ≤ k and each [bij ] ∈ (Mn(M)
′)+ ([4, Proposition 2.5.26]). To see that this is
indeed the case, the duality of Pn ∩P
τ
n and co(Pn ∪P
τ
n) ensures that we need only
show that
0 ≤ (η, (Tϕ ⊗ I)
∗∆−1/4n [bij ]Ωn)
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for each η ∈ Pn ∩ P
τ
n . In the light of our assumption regarding Pn ∩ P
τ
n , this in
turn means that we need to show that
0 ≤ (∆1/4n [aij ]Ωn, (Tϕ ⊗ I)
∗∆−1/4n [bij ]Ωn)
= ([aij ]Ωn, (Tϕ ⊗ I)
∗[bij ]Ωn)
= (ϕn([aij ])Ωn, [bij ]Ωn)
for each [bij ] ∈ (Mn(M)
′)+ and each [aij ] ∈Mn(M) with [aij ] ≥ 0, [aji] ≥ 0. Since
by assumption [ϕ(aij)] ≥ 0 whenever [aij ] ≥ 0, [aji] ≥ 0 (1 ≤ n ≤ k), the claim
therefore follows from [4, Proposition 2.3.19]. 
6. Tomita-Takesaki approach for partial transposition
In order to obtain a more complete characterisation of k-decomposable maps,
one should describe elements of the cone Pk ∩P
τ
k (cf. Theorem 5.5). In this section
we formulate the general scheme for this description.
Suppose that A is a C∗-algebra equipped with a faithful state ωA. Let B =
B(KB) for some Hilbert space KB, ̺ be an invertible density matrix in B(K) and
ωB be a state on B such that ωB(b) = Tr(b̺) for b ∈ B. By (H, π,Ω), (HA, πA,ΩA)
and (HB, πB,ΩB) we denote the GNS representations of (A⊗B,ωA⊗ωB), (A,ωA)
and (B,ωB) respectively. We observe that we can make the following identifications:
(1) H = HA ⊗HB ,
(2) π = πA ⊗ πB ,
(3) Ω = ΩA ⊗ ΩB.
With these identifications we have Jm = JA ⊗ JB and ∆ = ∆A ⊗ ∆B where
Jm, JA, JB are modular conjugations and ∆, ∆A, ∆B are modular operators for
(π(A ⊗ B)′′,Ω), (πA(A)
′′,ΩA), (πB(B)
′′, ωB) respectively. Since ΩA and ΩB are
separating vectors, we will write aΩA and bΩB instead of πA(a)ΩA and πB(b)ΩB
for a ∈ A and b ∈ B.
The natural cone P for (π(A ⊗ B)′′,Ω) is defined (see [4] or [2]) as the closure
of the set{(
n∑
k=1
ak ⊗ bk
)
jm
(
n∑
l=1
al ⊗ bl
)
Ω : n ∈ N, a1, . . . , an ∈ A, b1, . . . , bn ∈ B
}
where jm(·) = Jm ·Jm is the modular morphism on π(A⊗B)
′′ = πA(A)
′′⊗πB(B)
′′.
Recall (see Section 4) that HB is the closure of the set {b̺
1/2 : b ∈ B} and ΩB
can be identified with ̺1/2. Let UB be the unitary operator on HB described in
Section 4. Then we have
Lemma 6.1. (I⊗ UB)P is the closure of the set{(
n∑
k=1
ak ⊗ α(bk)
)
jm
(
n∑
l=1
al ⊗ α(bl)
)
Ω : n ∈ N,
a1, . . . , an ∈ A
b1, . . . , bn ∈ B
}
.
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Proof. Using the Tomita-Takesaki approach one has
(I⊗ UB)
(∑
k
ak ⊗ bk
)
jm
(∑
l
al ⊗ bl
)
Ω =
=
∑
kl
akjA(al)ΩA ⊗ UBbkJBblJBΩB
=
∑
kl
akjA(al)ΩA ⊗ UBbkUBUBJBblΩB
=
∑
kl
akjA(al)ΩA ⊗ UBbkUBJBUBblUBJBΩB
=
(∑
k
ak ⊗ α(bk)
)
jm
(∑
l
al ⊗ α(bl)
)
In the third equality we used the fact that UB commutes with JB. 
This leads us to:
Theorem 6.2. Suppose that K is a finite dimensional Hilbert space. Then (I ⊗
UB)P = P
′ where P ′ is the natural cone associated with (πA(A)⊗ πB(B)
′,Ω).
Proof. We just proved, that (I⊗ UB)P is the closure of the set{(
n∑
k=1
ak ⊗ α(bk)
)
jm
(
n∑
l=1
al ⊗ α(bl)
)
Ω : n ∈ N, a1, . . . , an ∈ A, b1, . . . , bn ∈ B
}
.
By Proposition 4.5(2) α maps πB(B)
′′ onto πB(B)
′, so the assertion is obvious. 
Consequently, Pk ∩ P
τ
k is nothing else but Pk ∩ P
′
k.
In the sequel we will assume that A = B(KA) for some finite dimensional Hilbert
space KA and that ωA is determined by some density matrix ̺A in B(KA).
Remark 6.3. The operator I ⊗ UB is a symmetry in B(HA ⊗HB) in the sense of
[1] (see the paragraph preceding Lemma 6.33). Obviously, I ⊗ UB has a spectral
decomposition of the form I⊗UB = P −Q where P and Q are mutually orthogonal
projections in B(HA ⊗HB) such that P +Q = I.
Moreover, if S(B(HA⊗HB)) denotes the set of states on B(HA⊗HB) and F and
G are norm closed faces in S(B(HA ⊗HB)) associated with P and Q respectively,
then F and G are antipodal and affinely independent faces in S(B(HA ⊗ HB))
forming a generalized axis (F,G) of S(B(HA ⊗HB)).
Furthermore, the symmetry I ⊗ UB provides the one parameter group (α
∗
t )t∈R
(where αt(·) = exp
(
it
2 [I⊗ UB, ·]
)
for t ∈ R) which is the generalised rotation of
S(B(HA ⊗HB)) about (F,G) (cf. [1, Chapter 6]). On the other hand (see again
[1]) in the algebra B(KA⊗KB) there are canonical symmetries associated to 2× 2-
matrix units {eij}. Moreover these symmetries can be extended to a Cartesian
triple of symmetries of B(KA ⊗ KB); a fact which is the basic ingredient of the
definition of orientation of B(KA⊗KB). By contrast partial transposition yields a
symmetry I⊗ UB in the larger algebra B(HA ⊗HB) ⊇ B(KA ⊗KB) and it would
seem that in general this symmetry tends to “spoil” the orientation sructure of the
algebra of interest, i.e. B(KA ⊗KB).
More precisely: one can repeat the above arguments for UB, so UB is the symme-
try of the B(HB) ⊃ B(KB). The operator I is a symmetry of the first factor, being
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an element of the smaller algebra B(HA) ⊃ B(KA). Clearly, this symmetry does
not change the orientation of the algebra of the first factor. As I⊗UB is the tensor
product of I and UB, we “tranlated” the basic feature of partial transposition –
tensor product of morphism and antimorphism.
As a clarification of the role of the symmetry I⊗UB in the structure of orientation
of B(KA⊗KB) is an open question, we wish to collect some properties of I⊗UB in
the rest of that section. To this end assume that (ei) and (fk) are othonormal bases
in KA and KB respectively consisted of eigenvectors of ̺A and ̺B respectively; by
(Eij) and (Fkl) we denote matrix units associated with (ei) and (fk) respectively.
Each element a of B(KA)⊗B(KB) can be uniquely written in the form a =
∑
ij aij⊗
Fij ≡ [aij ] for some elements aij ∈ B(KA).
Let U˜ = I⊗ UB. Observe that projections P and Q are of the form
P =
1
2
(I+ U˜), Q =
1
2
(I− U˜).
At first, we formulate a step towards an eventual characterisation of the cone P ∩
U˜P .
Proposition 6.4. (1) P ∩ U˜P is a maximal subcone of P which is globally
invariant with respect to U˜ .
(2) PA ⊗ PB ⊂ U˜P, where PA ⊂ HA and PB ⊂ HB are the natural cones
respectively corresponding to the algebras A and B .
(3) Let UA denote the unitary operator on HA introduced in section 4 and PA,
QA (resp. PB , QB) be spectral projections of UA (resp. UB). For ξ ∈ H
the following are equivalent
(a) ξ ∈ P ∩ U˜P;
(b) for every η ∈ P we have
|(η,Qξ)| ≤ (η, Pξ);
(c) for every η ∈ P we have
(η, ξ) ≥ 0 and 2(η,Qξ) ≤ (η, ξ);
(d) for every η ∈ P we have
(η, (PA ⊗ PB)ξ) + (η, (QA ⊗ PB)ξ)
≥ (η, (PA ⊗QB)ξ) + (η, (QA ⊗QB)ξ);
(e) for every η ∈ P we have
(η, (PA ⊗ PB)ξ)− (η, (QA ⊗ PB)ξ)
≥ −(η, (PA ⊗QB)ξ) + (η, (QA ⊗QB)ξ).
(4) If ξ ∈ P ∩ U˜P, then ‖Qξ‖ ≤ ‖Pξ‖.
(5) ξ ∈ P ∩ U˜P implies that for every η ∈ P
2(η,QA ⊗QBξ) ≤ (η, P
totξ)
where P tot = 12 (I+ UA ⊗ UB).
20 L.E. LABUSCHAGNE, W.A. MAJEWSKI, AND M. MARCINIAK
Proof. Properties (1) and (2) follow from easy observations. In order to prove (3)
observe that both ξ and U˜ξ are in P , so the selfduality of P implies that for every
η ∈ P we have
0 ≤ (η, ξ) = (η, Pξ) + (η,Qξ),
0 ≤ (η, U˜ξ) = (η, Pξ)− (η,Qξ).
Thus we have the equivalence of (a) and (b). The equivalence of (a) and (c) follows
from the fact that U˜ξ ∈ P is equivalent to the following inequality: for every η ∈ P
0 ≤ (η, U˜ξ) = (η, Pξ) − (η,Qξ) = (η, ξ)− 2(η,Qξ).
The rest of (3) can be checked by simple calculations. To prove (4) assume that
ξ ∈ P ∩ U˜P and η, η′ ∈ P . From (3) we have
−(η, Pξ) ≤ (η,Qξ) ≤ (η, Pξ)
−(η′, P ξ) ≤ (−η′, Qξ) ≤ (η′, P ξ)
and consequently
|(η − η′, Qξ)| ≤ (η + η′, P ξ).
To see that (4) holds, we merely need to apply the above inequality to the case
η = 12 ξ and η
′ = 12 U˜ξ.
It remains to prove (5). Assume ξ ∈ P ∩ U˜P . One can easily check that
(UA ⊗ UB)P = P . Hence, from (3) we have ((UA ⊗ UB)η, ξ) ≥ 0 and 2((UA ⊗
UB)η,Qξ) ≤ ((UA ⊗ UB)η, ξ). Observe that
((UA ⊗ UB)η,Qξ) = (η, (UA ⊗ UB)(I ⊗QB)ξ) =
= (η, (UA ⊗ (PB −QB)QB)ξ) =
= −(η, (UA ⊗QB)ξ).
Thus we have
−2(η, (UA ⊗QB)ξ) ≤ (η, (UA ⊗ UB)ξ)
2(η, (I⊗QB)ξ) ≤ (η, ξ)
where the second inequality follows from (3). Consequently, we have
2(η, (QA ⊗QB)ξ) = (η, (I⊗QB)ξ)− (η, (UA ⊗QB)ξ) ≤
≤
1
2
[(η, ξ) + (η, (UA ⊗ UB)ξ)] =
= (η, P totξ)
and the proof is ended. 
Now, assume that dimKA = dimKB = 2. If ξ = ∆
1/4[aij ]Ω, then U˜ξ =
∆1/4[aji]Ω, and consequently
Pξ =
1
2
∆1/4
[
2a11 a12 + a21
a12 + a21 2a22
]
Ω,
Qξ =
1
2
∆1/4
[
0 a12 − a21
a21 − a12 0
]
Ω.
It is easy to observe that if ξ, U˜ξ ∈ P , then Pξ ∈ P . Moreover, we have the
following
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Proposition 6.5. Let ξ ∈ P. Then the following are equivalent:
(1) Qξ ∈ P,
(2) Qξ = 0,
(3) ξ is a fixed point of U˜ .
Proof. If ξ ∈ P then [aij ] is positive in B(HA). Then a
∗
12 = a21. Let b =
1
2 (a12 −
a∗12). We have that b = ih for some selfadjoint element of B(KA) and Qξ =
∆1/4
[
0 ih
−ih 0
]
Ω. Now if P2ξ ∈ P , we necessarily have that
[
0 ih
−ih 0
]
≥
0. (See for example the argument used in Lemma 5.3.) However it is a simple
observation that the matrix
[
0 ih
−ih 0
]
is positive if and only if h = 0, so (1) and
(2) are equivalent. The equivalence of (2) and (3) is evident. 
Hence, in general, Qξ is not in P . However, (cf [2]), for each ζ ∈ H there exists
|ζ| ∈ P such that ζ = u|ζ| for some partial isometry u. In the considered case we
can calculate |Qξ| explicitly. Namely we get
Proposition 6.6. Let ih = v|h| be the polar decomposition of element ih. Then
Qξ = V˜ ξb, where V˜ = ∆
1/4
[
0 v
−v 0
]
∆−1/4 and ξb ∈ P.
Proof. Let B =
[
0 ih
−ih 0
]
and V =
[
0 v
−v 0
]
. Then one can check that
B = V
[
|h| 0
0 |h|
]
is the polar decomposition of B. Furthermore we have
Qξ = ∆1/4BΩ = ∆1/4V |B|Ω = ∆1/4V∆−1/4∆1/4|B|Ω = V˜ ξb
where ξb = ∆
1/4|B|Ω is an element of P . 
Here is another way of writing Qξ. Namely, there is |Qξ| ∈ P such that Qξ =
u|P2ξ| where u is a partial isometry such that u ∈ (A ⊗ B)
′, uu∗ = [(A ⊗ B)′Qξ]
and u∗u = [(A⊗B)′|Qξ|] (cf. [2]). Moreover, one can check that
Qξ =
[
α 0
0 −α−1
][
0 ̺
1/4
A b̺
−1/4
A
−̺
1/4
A b̺
−1/4
A 0
]
where α = λ
1/4
1 λ
−1/4
2 and λ1, λ2 are eigenvalues of ̺B (b was defined in the proof
of Proposition 6.5).
What is still lacking is an explicit description of the role of the symmetry U˜ in
terms of the algebra B(KA)⊗ B(KB). This will be done in the forthcoming paper
[16].
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