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Abstract
This paper proposes a conceptual unification of Beilinson’s conjecture
about special L-values for motives over Q, the Tate conjecture over Fp and
Soule´’s conjecture about pole orders of ζ-functions of schemes over Z. We
conjecture the following: the order of L(M, s) at s = 0 is given by the nega-
tive Euler characteristic of motivic cohomology of M∨(−1). Up to a nonzero
rational factor, the L-value at s = 0 is given by the determinant of the pairing
of Arakelov motivic cohomology of M with the motivic homology of M :
L∗(M, 0) ≡
∏
i∈Z
det(Hi−2(M,−1)⊗Ĥ
i(M)→ R)(−1)
i+1
(mod Q×).
Under standard assumptions concerning mixed motives over Q, Fp, and Z,
this conjecture is equivalent to the conjunction of the above-mentioned con-
jectures of Beilinson, Tate, and Soule´. We use this to unconditionally prove
the Beilinson conjecture for all Tate motives and, up to an n-th root of a
rational number, for all Artin-Tate motives.
In this paper, we study special values of L-functions of geometric motives over
Z. This contains both L-functions over Q and Hasse-Weil ζ-functions of schemes X
of finite type over Z (Propositions 3.5, 3.7):
LQ(Mη, s)
−1 = LZ(η!∗Mη[1], s), (0.1)
ζ(X, s) = L(Mc(X), s).
Here Mη is a mixed motive over Q, η!∗ is a generic intermediate extension functor
similar to the one familiar in perverse sheaf theory, and Mc(X) denotes the motive
with compact support.
Our conjecture on special L-values is as follows:
Conjecture 0.1. (see Conjectures 4.1 and 5.2) LetM be any geometric motive over
Z. We conjecture that pole orders are given by the negative Euler characteristic of
motivic cohomology of M∨(−1):
ords=0 L(M, s) = −χ(M
∨(−1)). (0.2)
We conjecture that the Arakelov intersection pairing, which is the natural pairing
of R-vector spaces
πM : Hom(1(−1)[−2],M)︸ ︷︷ ︸
=:H−2(M,−1)
×Hom(M, 1̂)︸ ︷︷ ︸
=:Ĥ0(M)
◦
−→ Hom(1, 1̂(1)[2]) = R,
involving the motivic homology and the Arakelov motivic cohomology of M is a
perfect pairing of finite-dimensional R-vector spaces. This conjectural perfectness
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is very interesting in its own right. For example, special cases of it are equivalent to
the Beilinson-Soule´ vanishing conjecture (Theorem 4.5) and the Beilinson-Parshin
conjecture (Theorem 4.3). It also allows to equivalently reformulate (0.2) using the
Euler characteristic of Arakelov motivic cohomology:
ords=0 L(M, s) = −χ̂(M).
Most importantly, though, it allows to express the following conjecture for the
special L-value L∗(M, 0) up to a nonzero rational factor, using the determinants of
the pairings πM [i]:
L∗(M, 0) ≡ Π−1M (mod Q
×),
where
ΠM :=
∏
i∈Z
det(πM [i])
(−1)i(∈ R×/Q×).
The Arakelov motivic cohomology referred to above is a new cohomology estab-
lished in [HS11, Sch12a] (or see Section 2.2). It can be thought of as a cohomology
with compact support, where “compact” refers to the compactification of Spec Z.
More precisely, it is characterized by a long exact sequence
. . .→ Ĥn(M)→ Hn(M)
ch
→ HnD(M)→ Ĥ
n+1(M)→ . . .
involving the Chern class map ch (also known as the Beilinson regulator) between
motivic cohomology and Deligne cohomology.
This conjecture is related to existing conjectures on L-functions as follows:
Theorem 0.2. (see Theorems 5.8, 5.9 for the precise statements) Assuming the
existence of the category of mixed motives (see Axiom 1.2), Conjecture 0.1 is essen-
tially equivalent to the conjunction of the conjectures 5.14, 5.11, 5.19 of Beilinson,
Soule´ and Tate on special L-values of motives over Q and ζ-functions a` la Hasse-
Weil of schemes over Z and over Fp, respectively.
Recall that the subcategoryDATM(Z) of Artin-Tate motives is the triangulated
subcategory generated by direct summands of motives of number rings OF and
finite fields Fq. Only allowing Q and Fp instead of arbitrary OF and Fq, we get
the triangulated category DTM(Z) of Tate motives. Note that these motives have
rational coefficients. These categories do enjoy a motivic t-structure whose hearts
are denoted MATM(Z) and MTM(Z), respectively [Sch11]. We get the following
unconditional result:
Corollary 0.3. The perfectness of the Arakelov intersection pairing, as well as the
pole order formula (0.2) holds for any Artin-Tate motive over Z. The formula for
the special L-value holds for all motives in the triangulated category generated by
motives M(OF ) and M(Fq), in particular for any Tate motive, i.e., any motive in
DTM(Z). More generally, for any M ∈ DATM(Z),
L∗(M, 0) ·ΠM
is a torsion element of R×/Q×.
In particular, Beilinson’s conjecture holds for any smooth projective variety
Xη/Q such that h
j(Xη) is a mixed Tate motive (j ∈ Z). Examples of such va-
rieties include linear varieties [Jan90, Section 14], [Tot14], such as toric varieties
and Grassmannians. Similarly, Beilinson’s conjecture holds up to the m-th root of
a nonzero rational number if hj(Xη) is a mixed Artin-Tate motive.
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Proof: We first show that for anyM ∈ DATM(Z), there is somem > 0 such that
mM := M⊕m lies in the triangulated subcategory L ⊂ DATM(Z) generated by
motives of the form M(OF )(n)[1] and direct factors of M(Fq), for any q = p
r, n ∈ Z
and any number ring OF . This statement is unrelated to the Arakelov intersection
pairing and L-functions. It is enough to show this for M being a direct summand
of M(OF )(n)[1]. By definition of η!∗, see [Sch12b, Section 5.4], M
′ := η!∗η
∗M lies
in the triangulated category generated by M and motives of the form i∗N , where
N ∈ DATM(Fp) and i : Spec Fp → Spec Z. As i∗N ∈ L for all N ∈ DATM(Fp),
it is enough to show mM ′ ∈ L. Note that Mη := η
∗M [−1] is a direct summand of
M(F )(n). After twisting by −n, these two motives are Artin motives over Q (with
rational coefficients). This category is equivalent to continuous rational Gal(Q)-
representations. For some finite quotient G = Gal(E/Q) of Gal(Q), M(F ) and
Mη factor over G. By Artin induction [Ser78, II.13.1, The´ore`me 30], there is an
equality inK0(Q[G]), theK0-group of the group ring ofG (with rational coefficients)
m[Mη(−n)] =
∑
i li[ind
G
HQ], where m, li ∈ Z, m > 0, and H runs over the cyclic
subgroups of G. The functor η!∗[1] does not in general send a short exact sequence
Eη : 0→Mη,1 →Mη,2 →Mη,3 → 0
in MATM(Q) to a distinguished triangle in DATM(Q). However, for a suffi-
ciently small open j : U ⊂ Spec Z, there is a similar short exact sequence EU in
MATM(U) such that η∗EU [−1] = Eη and such that η!∗Mη,n[1] = j!∗MU,n for all
n. As j! is triangulated, j!(EU ) is a distinguished triangle in DATM(Z). Moreover,
j!∗MU,n lies in a distinguished triangle whose other vertices are j!MU,n and i∗N ,
where i : Z → Spec Z is the complement of j and N ∈ DATM(Z). Therefore, if
η!∗Mη,j [1] ∈ L for two out of the three Mη,j’s, it is true for the third. Noting that
indGHQ corresponds to the motive M(E
H) of the subfield EH ⊂ E fixed by H and
η!∗M(E
H)[1] = M(OEH )[1] ∈ L, we obtain mη!∗Mη[1] ∈ L.
For any number field F and number ring OF , the conjectured pole order for-
mula, the special value and the perfectness of the Arakelov intersection pairings for
M(OF )(n)[1] are (unconditionally, by Proposition 5.16, Remark 5.17, and Theorem
5.18) equivalent to Beilinson’s conjecture for M(F )(n) ∈ MATM(Q) which does
hold by Borel’s work [Bor77]. The three conjectures also hold for direct factors of
M(Fq) by Quillen’s computation of K-theory of finite fields [Qui72]. By Theorem
5.5, the three conjectures therefore hold for any motive in L ⊂ DATM(Z).
Now, let M ∈ DATM(Z) be any Artin-Tate motive. There is an m > 0 such
that mM ∈ L. Since the Arakelov intersection pairings are induced by the composi-
tion of morphisms inDM
B
(Z), the map rmM : H−2(mM,−1)→ Ĥ
0(mM)∨ induced
by πmM is clearly the m-fold direct sum of the map rM induced by πM . Hence the
perfectness of πmM , i.e., rmM being an isomorphism, implies the perfectness of
πM . Moreover, we have (L
∗(M, 0)ΠM )
m = L∗(mM, 0)ΠmM = 1 ∈ R
×/Q×, i.e.,
L∗(M, 0)ΠM is torsion in R
×/Q×. Similarly, m(ords=0 L(M, s) + χ(M
∨(−1))) =
ords=0 L(mM, s)+χ(mM
∨(−1)) = 0 ∈ Z, so that ords=0 L(M, s)+χ(M
∨(−1)) = 0,
i.e., the pole order formula holds.
The last statement follows immediately.
Conjecture 0.1 is compatible with the functional equation of L-functions. It
is also stable under distinguished triangles (Theorem 5.5). While the latter is a
formal consequence of the setup, it is a key difference between our conjecture and
Beilinson’s conjecture for mixed motives over Q. It allows to break up a motive into
smaller pieces by means of distinguished triangles. This technique is unapplicable
when working with Beilinson’s original conjecture for motives over Q. Moreover,
Conjecture 0.1 gives more freedom because it allows to work in the larger category
of all geometric motives, as opposed to just smooth and projective varieties. It
should be noted, though, that the proof of the equivalence of Beilinson’s L-value
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formula and Conjecture 5.2 is formal, so that proving Beilinson’s conjecture for any
example not covered by techniques such as the ones in Corollary 0.3 will require
new ideas.
The idea of reinterpreting the data in Beilinson’s conjecture in terms of motives
over Z is due to Huber. More precisely, a mixed motive Mη over Q corresponds to
the mixed motive η!∗Mη[1] over Z. This is reified for L-functions by (0.1) and on
the motivic side by an appropriate interpretation of f -cohomology [Sch12b]. The
non-multiplicativity of L-functions (cf. Remark 3.2) is explained by the failure of
η!∗ to be exact. L-functions of motives over Z are multiplicative, though.
This non-multiplicativity, which is a heavy technical burden, has been addressed
by Scholl by introducing a category MM(Q/Z) of mixed motives over Z [Sch91]
(different from the one used here) by imposing non-ramification conditions. The
(conjectural) value of the groups ExtaMM(Q/Z)(1, h
b−1(Xη,m)) is closely related to
the computation of H∗(η!∗ h
−b+1(Xη,−m)[1]) (Theorem 1.3). As for the special
L-values, a conjecture of Scholl [Sch91, Conj. C] says that some Mη ∈MM(Q/Z)
is critical (i.e., its period map is an isomorphism, equivalently all weak Hodge
cohomology groups H∗w(Mη) vanish) if
Exta
MM(Q/Z)(Mη,1(1)) = Ext
a
MM(Q/Z)(1,Mη) = 0 for a = 0, 1.
Moreover, a reduction technique transforming any motive Mη into one satisfying
these vanishings is given, so that Deligne’s conjecture [Del79, Conj. 2.8.] con-
cerning the L-value of critical motives can be applied. In similar spirit, the non-
multiplicativity of L-functions of motives overQ has been addressed by Fontaine and
Perrin-Riou by introducing the notion of f -exact sequences, which are ones where
one does save multiplicativity [FPR94, III.3.1.4]. However, such exact sequences
seem to be hard to characterize. The formulation of Conjecture 0.1 resembles their
approach; for example the pole order in op. cit. is expressed as an Euler charac-
teristic of f -cohomology. Using a “cohomology with compact support” to predict
special L-values was already suggested by Beilinson [Be˘ı87, 5.10.F]. The category of
motives over Z is both the appropriate home for this idea and allows for the strik-
ingly compact and beautiful formulation of the L-values conjecture by overcoming
the technical obstacles related to motives over Q.
The idea to recast special L-values of motives as determinants of appropriate
pairings was explored by Deninger and Nart [DN95], who show that the motivic
height pairing of [Sch94] can be represented by concatenating morphisms in the
derived category of an appropriate category of motives.
Conjecture 0.1 is the first conjecture that predicts the special values of ζ(X)
modulo Q× at all places (X/Z regular projective; see Example 5.13). A reformula-
tion of the Tamagawa number conjecture in terms of the Weil-e´tale cohomology due
to Flach and Morin predicts the special value of ζ(X) at s = 0 up to sign [FM12,
Prop. 9.2]. It remains to explicitly compare the compatibility of the approach of
op. cit. and Conjecture 0.1. I expect that similar techniques as the ones in this
paper allow to refine Conjecture 0.1 to a conjectural L-values formula, up to sign,
at all places. However, this remains to be done.
This paper has its origins in a part of my PhD thesis. It is a pleasure to thank
Annette Huber for her advice during this time. I thank Andreas Holmstrom for the
collaboration on Arakelov motivic cohomology [HS11]. I also thank Denis-Charles
Cisinski, Fre´de´ric De´glise and Bruno Kahn for helpful conversations. Finally, I
thank the referee for suggesting many improvements to this article, in particular
concerning the formulation of Corollary 0.3.
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1 Preliminaries
1.1 Determinants and Q-structures
For any ring R, let R be the category of finitely generated R-modules. Let K
be a field. The determinant detV of V ∈ K is detV := ΛdimV V . Its K-dual
is denoted det−1 V . For V∗ ∈ D
b(K), the derived category, we set detV∗ :=⊗
i det
(−1)i Hi(V∗). We abbreviate detH
∗ := det(−1)
i
Hi for some Hi ∈ K, i ∈ Z.
Let A,B ∈ Q and let f : AR → BR be an R-linear map. We do not assume
that it respects the rational subspaces. The “usual” determinant of f , which is
well-defined up to a nonzero rational factor agrees, modulo Q× with the image of 1
under the map Q ∼= detA⊗det
−1B → detAR⊗ det
−1BR ∼= R. Here the right hand
isomorphism is induced by f .
A complex with Q-structure is a complex V∗ of R-vector spaces that is quasi-
isomorphic to one in Db(R) together with a non-zero map of Q-vector spaces dV∗ :
Q → detV∗. In concrete situations, we usually have a distinguished identification
detV∗ ∼= R. In that case, we may also call detV∗ the real number that is the image
of 1 ∈ Q under dV∗ and the given identification.
Maps of complexes with Q-structures are usual maps of complexes; they are not
required to be compatible with the map dV∗ . For a map f : V∗ →W∗ of complexes
with Q-structures the cone of f is endowed with the following Q-structure:
Q
dW⊗(dV )
−1
−→ detW∗⊗det
−1 V∗ ∼= det cone(f).
Define a category Db(R)Q−det to consist of such complexes. Its morphisms are
given by maps of complexes up to quasi-isomorphism (not necessarily respecting
the Q-structures). We say that a triangle A → B → C of objects in Db(R)Q−det
is multiplicative if it is distinguished in Db(R) after forgetting the Q-structure and
detB = detAdetC in the sense that the following diagram (whose right hand
isomorphism stems from the triangle) is commutative:
Q
dC //
(dA)
−1⊗dB &&▼▼
▼▼
▼▼
▼▼
▼▼
▼ detC
∼=

det−1A⊗ detB.
1.2 Motives
Our work takes place in the categoryDM
B
(S) of Beilinson motives over S, where S
is either a finite field, a number ring OF , or a number field F . Cisinski and De´glise
defined this category to be an appropriate subcategory of Morel and Voevodsky’s
stable homotopy category SH(S)Q (with rational coefficients) [CD09]. The category
DM
B
(S) is tensor-triangulated, Q-linear, and closed under arbitrary direct sums.
Its tensor unit is denoted 1S or just 1. Given some scheme f : X → S (always
tacitly supposed to be separated and of finite type), the motive of X and the motive
with compact support are defined as
M(X) := f!f
!1S , Mc(X) := f∗f
!1S . (1.1)
Here f! : DMB(X) → DMB(S) etc. are the functors defined in op. cit. This
determines a covariant functor M : Sch/S → DM
B
(S) and likewise, but just for
proper maps, with Mc. The motive of the projective line decomposes as M(P
1) =
1⊕1(1)[2]. In DM
B
(S), tensoring with 1(1)[2] is invertible and we write M{n} :=
5
M⊗(1(1)[2])⊗n for any n ∈ Z. For M ∈ DM
B
(S), we put
Hi(M,p) := HomDM
B
(S)(1(p)[i],M),
Hi(M,p) := HomDM
B
(S)(M,1(p)[i]).
For a regular base S and a regular, projective or affine (but not necessarily flat)
scheme X over S and G := M(X)(−m), motivic cohomology of X is given by
Hi(X,m) := Hi(G) = HomS(f!f
!1(−m),1[i]) = HomX(1,1(m)[i]) = K2m−i(X)
(m)
Q ,
using the purity isomorphism f !1S = f
∗1S{d} = 1X{d}, where d = dimX−dimS.
As a consequence of resolution of singularities, the full subcategory DM
B,c(S) ⊂
DM
B
(S) of compact objects agrees with the thick subcategory generated by such
motives G, for any base S as above. We refer to objects of DM
B,c(S) as geometric
motives over S. For a perfect field S, there is a natural equivalence of categories
[CD09, Theorem 15.1.4]
DM
B,c(S)
∼=
−→ DMgm(S)Q (1.2)
with Voevodsky’s triangulated category of geometric motives (with rational coeffi-
cients) [Voe00]. It sends the motive M(X) ∈ DM
B,c(Q) of a smooth S-scheme in
the sense of (1.1) to the motive Mgm(X) of X in Voevodsky’s sense.
The categoryDM
B,c(S) is equipped with a notion of weight : there are full (non-
triangulated) subcategories DMwt≤n
B,c (S), DM
wt≥n
B,c (S) such that f!1(a)[2a+ n] lies
in the subcategory
DMwt=n
B,c (S) := DM
wt≤n
B,c (S) ∩DM
wt≥n
B,c (S) (1.3)
of objects of pure weight n, for all a, n ∈ Z and all proper maps f : X → S with
regular domain X [Bon10, He´b11]. For any map f (of finite type), the functors f!,
f∗ preserve the subcategories DMwt≤n
B,c (−) and dually for f
!, f∗.
The dual of any geometric motive M is defined as M∨ = Hom
DM
B
(S)(M,1).
Dualizing exchanges ! and ∗: for example, for any map f , (f!f
!1)∨ = f∗f
∗(1∨)
which is canonically isomorphic f∗f
∗1. Therefore, the natural map
M → (M∨)∨ (1.4)
is an isomorphism for any M ∈ DM
B,c(Z) [CD09, 14.3.31]. This yields a canonical
isomorphism H0(M
∨, 0) = H0(M, 0).
Definition 1.1. Let S ⊂ Spec OF be an open subscheme. A motive M ∈
DM
B,c(S) is called smooth if the natural map [Ayo07, Section 2.3.2]
1
i∗M{−1} = i∗M⊗i!1→ i!(M⊗1) = i!M
is an isomorphism for all closed points i : Spec Fp → S. A motive M ∈ DMB,c(S)
is generically smooth if j∗M is smooth for some open subscheme j : U ⊂ S.
Since M(X)(m) is smooth provided X/S is smooth and proper, every motive
M ∈ DM
B,c(S) is generically smooth. We write η : Spec F → Spec OF for the
generic point.
In order to interpret Beilinson’s conjecture for mixed motives over Q in terms of
motives over Z we need to assume the conjectural framework of mixed motives over
F , Spec OF and Fq. The precise axioms we are staking on are listed in [Sch12b,
1The use of this canonical map, as opposed to a mere noncanonical isomorphism, was suggested
by Bruno Kahn.
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Section 4], so we only summarize them briefly and refer to loc. cit. for a more com-
plete discussion. 2 3 Note that the corresponding statements for the triangulated
category of Artin-Tate motives DATM(OF ) ⊂ DMB,c(OF ), which is the triangu-
lated subcategory of DM
B
(OF ) generated by M(V )(m) where V → Spec OF is a
quasi-finite, but not necessarily flat map and m ∈ Z, have been shown in [Sch11].
Axiom 1.2. (i) [Sch12b, Axioms 4.1, 4.2] DM
B,c(S) is conjectured to enjoy a
non-degenerate t-structure whose heartMM(S) is called the category ofmixed
motives . The cohomological dimension of MM(S) is conjectured to be 0
(S = Fq) and 1 (S = F ), respectively. The truncation with respect to the
t-structure is denoted pH∗. We write hi(X,n) for pHi(M(X)(n)). The t-
structures are normalized by declaring 1 ∈MM(S) when S = F , Fq and 1[1] ∈
MM(OF ), respectively. For example, h
−1(P1OF ) = 1OF (1)[1], h
−2(P1F ) =
1F (1). More generally, η
∗[−1] is t-exact and η∗ h−b(X,−m) = h−b−1(Xη,−m)
for any scheme X/OF with generic fiber Xη.
(ii) [Sch12b, Axiom 4.5.] The key requirement on the t-structure is that realization
functors of the form DM
B,c(S) → D
b(C) are to be exact (see loc. cit. and
around (1.7) for the ℓ-adic realization over Z[1/ℓ]). In the guise of a spec-
trum representing the cohomology theory, the exactness requirement is to be
understood as in (2.14).
(iii) [Sch12b, Axioms 4.4, 4.6, 4.11] Any mixed motive is conjectured to have a
weight filtration which is compatible with the weight formalism mentioned
around (1.3). The pure objects inMM(K) (for any fieldK) are conjectured to
be identified with the categoryMnum of pure motives with respect to numerical
equivalence. This implies that the pure objects in MM(K) form an abelian
semi-simple category [Jan92, Th. 1]. Moreover, homological and numerical
equivalence are conjectured to agree. The cohomology functors pH∗ belonging
to the motivic t-structure are supposed to respect the weights, i.e., given some
M ∈ DMwt=w
B,c ,
pHn(M) ∈ MM is pure of weight w + n. For example, for
a smooth projective scheme X/S, M(X)(−m) = f!f
!1(−m) ∈ DMwt=2m
B,c , so
that h−b(X,−m) is pure of weight 2m− b. Morphisms of mixed motives are
expected to respect weights strictly, thereby giving constraints on the existence
of maps between motives.
In the remainder of this paper we assume that the axioms concerning mixed mo-
tives over open subschemes of Spec OF , Fq and F hold.
Given a mixed motive over Q, Mη ∈MM(Q), pick any M ∈MM(Z) satisfying
Mη = η
∗M [−1] and some open subscheme j : U → Spec Z such that j∗M is smooth.
We call
η!∗(Mη[1]) := j!∗j
∗M := im(j!j
∗M → j∗j
∗M) ∈MM(Z)
the generic intermediate extension of Mη[1]. This is explained and shown to be
well-defined in [Sch12b, Section 5.4]. We apply this to Mη = h
−b−1(Xη,−m) and
M = h−b(X,−m), where Xη/Q is smooth projective and X/Z is any projective
(not necessarily regular) model of Xη of constant dimension d. Throughout this
2Unlike this paper, op. cit. is written with a contravariant notation of motives. This induces
a number of changes in notation: every f!, f
! gets replaced by a f∗ and f∗, and vice versa.
Moreover, a twist and shift M(m)[n] corresponds to M(−m)[−n] here. Both here and there, the
normalization of the t-structure is such that 1[1] ∈MM(OF ), while 1 ∈MM(F ).
3 The decomposition axiom for smooth projective varieties formulated in [Sch12b, Axiom 4.13]
is not needed: it is only used in [Sch12b, Lemma 5.10] to show that a certain motive is generically
smooth, but this is inconditionally true for any motive by the remark after Definition 1.1.
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paper, we write
E := η!∗η
∗ h−b(X,−m) = η!∗(h
−b−1(Xη,−m)[1]) ∈MM(Z). (1.5)
This motive is pure of weight w := 2m− b. Its motivic cohomology is given by the
following theorem:
Theorem 1.3. With the above notation, we write Hb(Xη,m)Z := im(H
b(X,m)→
Hb(Xη,m)). Moreover, let CH
m(Xη)Q,hom be the subgroup of the Chow group of
cycles homologically equivalent to zero and CHm(Xη)Q/hom the group of cycles
modulo homological equivalence (tensored with Q). Then
Ha(E) = Ha(η!∗ h
−b−1(Xη,−m)[1]) =

CHm(Xη)Q/hom a = 1, w = 1
0 a = 1, w 6= 1
0 a = 2, w ≤ 1
CHm(Xη)Q,hom a = 2, w = 2
Hb+2(Xη,m)Z a = 2, w ≥ 3
0 a = 3, w ≤ 2
? a = 3, w ≥ 3
0 a > 3, a < 1
Proof: Everything except the cases a = 2, w ≤ 1 and a = 3, w ≤ 2 is shown in
[Sch12b, Lemma 5.2, Theorem 6.11]. For a = 2 and w ≤ 1, the map
H2(E)→ H2(η∗E) = H1(h−b−1(Xη,−m))→ H
b+2(Xη,m) = CH
m(Xη, w − 2) = 0
is injective: for the first map this is [Sch12b, Lemma 6.9], the second one is because
the cohomological dimension of DM
B,c(Q) is one [Sch12b, Axiom 4.1.]. For a = 3,
w ≤ 2, we use the exact localization sequence
. . .→ ⊕pH
3(ip∗i
∗
pE)→ H
3(E)→ H3(η∗E) = H2(η∗[−1]E) = 0.
The right hand vanishing is again because the cohomological dimension of motives
over Q being one. Also by cohomological dimension we have
H3(ip∗i
∗
pE) = Hom(i
∗
pE, i
!
p1[3]) = Hom(i
∗
pE,1(−1)[1]) = HomMM(Fp)(
pH−1i∗pE(1),1).
The functor i∗ preserves negative weights, i.e., wt(pH−1(i∗pE(1))) ≤ wt(E) − 1 −
2 = w − 3. By strictness of the weight filtration the group therefore vanishes for
w ≤ 2.
In accordance with Conjecture 4.1 (see the case w ≤ 1 in the proof of Proposition
5.16) I expect H3(E) = 0 for arbitrary weight w. See the introduction for the
relation of this to Scholl’s notion of mixed motives over Z. For Artin-Tate motives,
the expected vanishing holds unconditionally for all weights:
Theorem 1.4. Let Mη be an Artin-Tate motive over F , concentrated in cohomo-
logical degree −1. Then H3(OF , η!∗Mη) = 0.
Proof: There is some j : U ⊂ Spec OF and a smooth Artin-Tate motive M ∈
MATM(U) = MM(U) ∩ DATM(U) such that Mη = η
∗[−1]M . Shrinking U
further (using j′!∗j
′∗M ∼= M for some j′ : U ′ ⊂ U , as M is smooth), we may
assume by the standard splitting routine [Sch11, Lemma 2.5] that there is an etale
Galois cover f ′ : V ′ → U such that f ′∗M is a mixed Tate motive over V ′. The
map M → f ′∗f
′∗M
∼=
← f ′! f
′!M → M is deg f ′ · idM , so M is a direct summand of
f ′∗f
′∗M , since we use rational coefficients. The functor f ′∗ = f
′
! preserves Artin-
Tate motives and is exact [Sch11, Theorem 4.2]. Hence j!∗f
′
∗f
′∗M = f∗j
′
!∗f
′∗M .
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Here f : V → Spec OF is the normalization of OF in the function field of V
′ and
j′ : V ′ → V is the corresponding open immersion. Consequently,
H3(OF , η!∗Mη) = H
3(OF , j!∗M) ⊂ H
3(V, j′!∗f
′∗M) = HomV (j
′
!∗f
′∗M, (1[1])[2]) = 0,
since the cohomological dimension of mixed Tate motives over V is one, as opposed
to two for Artin-Tate motives [Sch11, Proposition 4.4].
The following conjecture will be needed to deal with motives over Fp.
Conjecture 1.5. (Beilinson) Let X/Fq be smooth and projective. Up to torsion,
numerical and rational equivalence agree on X .
Recall that homological equivalence lies between these two equivalence relations
[And04, 3.2.1], so under 1.5, all three agree. The second important consequence of
1.5 is that the category of pure Chow motives over Fq is semisimple by Jannsen’s
theorem.
To study L-functions, we need some ℓ-adic realization functor. We use the
machinery developed recently by Ayoub [Ayo12]. It allows the base scheme to be
Z[1/ℓ]. Let ℓ be an odd prime number and S a scheme that is of finite type over
Z or Q such that ℓ is invertible on S (cf. [Ayo12, Hyp. 6.5]). Define the ℓ-adic
realization functor as the following composition
(−)ℓ : DMB(S)
F1→ SH(S)Q
F2→ DAe´t(S,Qℓ) (1.6)
Rℓ→ D(Shve´t(S,Qℓ))
F3−→ D(Shve´t(S,Qℓ))
The functor F1 is the inclusion of the category of 1-modules in SH(S)Q. The cate-
gory DAe´t(S,Qℓ) is the homotopy category of the model category of symmetric P
1-
spectra of complexes of ℓ-adic presheaves on Sm/S, endowed with the A1-e´tale-local
model structure. The functor F2 is obtained by combining the natural free abelian
group functor ∆opSets→ Com(Ab) and the sheafification (from Nisnevich sheaves
to etale sheaves), see e.g. [CD09, 5.3.28, 5.3.37]. The functor Rℓ is Ayoub’s ℓ-adic
realization functor. We append the contravariant functor F3 :M 7→ Hom(M, f
!Qℓ),
where f : S → Spec Z is the structural map (and Hom denotes the derived inner
Hom). For any map g : X → Y of quasi-projective S-schemes, the functors F1,
F2, Rℓ commute with g!, g∗, g
∗ and g! and, when applied to compact objects, with
Hom [Ayo12, Thm. 6.6]. Finally, F3 exchanges ! and ∗, e.g. F3(g
∗M) = g!F3(M)
for M ∈ D(Shve´t(S,Qℓ)). Therefore, for some quasi-projective scheme f : X → S,
(M(X)(−m)[−n])ℓ = f∗f
∗Qℓ(m)[n]. This property is also satisfied for Huber’s and
Ivorra’s realization functors provided S is a field [Hub00, Ivo07]. Thus, for the mere
definition in 3.1, these realization functors are sufficient, but Lemma 3.4 relies on a
realization functor over Z[1/ℓ].
The exactness requirement for the functor −ℓ mentioned in Axiom 1.2(ii) means
that the restriction of −ℓ to DMB,c(S) is exact with respect to the (conjectural)
motivic t-structure and the t-structure on D(Shve´t(S,Qℓ)) (which is the obvious
one if S is a field and the perverse t-structure for S = Spec Z[1/ℓ], see [Sch12b,
Section 3]. For example, for a quasi-projective variety X over a field it implies
(h−b(X))ℓ = H
b(X,Qℓ). (1.7)
2 Arakelov motivic cohomology
2.1 Deligne cohomology
A key input to Beilinson’s conjecture 5.14 is Deligne cohomology. We recall its
classical definition and the well-known interpretation in terms of weak Hodge coho-
mology. Then, we recall from [HS11] the Deligne cohomology spectrum HD which
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is crucial for the definition of Arakelov motivic cohomology. In order to establish
the Q-structure on the groups represented by HD, we explain how to apply the con-
struction in loc. cit. to obtain spectra representing Betti and de Rham cohomology.
Let an : Sm/C → Sman be the functor that associates to any smooth
C-scheme the underlying complex analytic manifold. We also consider an :
Sm/Q (or Sm/R) → Sman,G, where the target category consists of complex ana-
lytic manifolds with a G-action, G := Gal(C/R). In this section, X is a smooth
scheme over Q. We usually write Xan := an(X) and Fr∞ : X
an → Xan for the con-
jugation. We also pick a smooth proper compactification j : X → X (over Q) such
thatD := X\X is a divisor with strict normal crossings. We write Ω∗
X
an(logDan) for
the complex of meromorphic forms on X that are holomorphic on X ⊂ X, and have
at worst logarithmic poles at the divisorD. This complex is endowed with the Hodge
filtration F p := σ≥p, which is simply the brutal truncation. The variant using alge-
braic (i.e., Ka¨hler) differential forms is denoted Ω∗,alg
X
(logD). The C∞-variant is de-
noted E∗
X
an(logDan). The subspace of real-valued forms is denoted E∗
R,X
an(logDan).
These complexes are filtered by F pEn
X
an(logDan) = ⊕a+b=n,a≥pE
a,b
X
an(logDan). To
get rid of the choice of X, put
E∗(X) := lim
−→
X
E∗
X
an(logDan),
and similarly for E∗R(X), Ω
∗(X), Ω∗,alg(X). Here, the colimit runs over the directed
category of all compactifications X as above. Finally, let R(p) := (2πi)pR ⊂ C be
the constant sheaf.
Definition 2.1. Set RD,D,X(p) := cone(Rj∗R(p)⊕ F
pΩ∗
X
an(logDan)→ Rj∗Ω
∗
Xan).
For example, if X is proper, RD(p) ∼= [R(p)→ Ω
0
Xan → . . .→ Ω
p−1
Xan ], with the terms
lying in degrees 0 to p. Deligne cohomology of X is defined as the G-invariant
subspace of a sheaf hypercohomology group,
HnD(X, p) := H
n(X
an
,RD,D,X(p))
G.
(The G-action is obtained by letting G act on R(p) as a 7→ Fr∗∞(a) and on Ω
∗ by
ω 7→ Fr∗∞(ω). This group does not depend on the choice of X [EV88, Lemma 2.8].)
By definition, there is a long exact sequence
. . .→ (HidR(X
an)/F pHi(Xan,Ω∗X)
G → Hi+1D (X,m)→ H
i+1(Xan,R(m))(−1)
m
→ . . . .
Here the superscript denotes the (−1)m-eigenspace of the Fr∞-action on Betti co-
homology of Xan. This sequence induces an isomorphism
detH∗D(X,m) = det
−1(H∗dR(X
an)/Fm)G⊗ detH∗(Xan,R(m))(−1)
m
. (2.1)
The right hand side carries a natural Q-structure stemming from the isomor-
phisms H∗(Xan,R(m)) = H∗(Xan,Q(m))⊗QR and H
∗(X
an
, F ∗Ω∗
X
an(logDan))G ∼=
H∗(XR, F
∗Ω∗,alg
XR
(logDR)) = H
∗(X,F ∗Ω∗,alg
X
(logD))⊗QR (GAGA). We use the
above isomorphism to carry over the Q-structure to the left hand side.
If X is (smooth and) proper, the degeneration of the Hodge-de Rham spectral
sequence and weight reasons give us short exact sequences (loc. cit.)
0→ Hi(Xan,R(m))(−1)
m
→ HidR(XR)/F
m → Hi+1D (X,m)→ 0 (2.2)
for i− 2m ≤ −2 and, for i− 2m ≥ 0,
0→ HiD(X,m)→ H
i(Xan,R(m))(−1)
m
→ HidR(XR)/F
m → 0, (2.3)
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respectively. In this case, each individual Deligne cohomology group carries a Q-
structure, as opposed to the general case of a merely smooth X/Q.
Now, we recall Beilinson’s notion of weak absolute Hodge cohomology. It is
relevant to us because of its relation to archimedean factors of L-functions, see (3.2).
It is based on Deligne’s abelian category MHSQ(R) of mixed Hodge structures
[Del71, 2.3.1]. The subscript Q indicates that we are considering Q-vector spaces,
”(R)” means that the structure is endowed with an action of G = Gal(C/R). For
example, 1(n) is the one-dimensional Q-space, such that it is pure of weight −2n
and the Hodge filtration is concentrated in degree −n, and the non-trivial element
of G acts as multiplication by (−1)n. Let
CombH = {C = (CdR, CB, Cc, idR, iB)}
be the category of bounded Hodge complexes [Be˘ı86, 3.2]. Its objects consist of a
bounded bifiltered complex of Q-vector spaces (CdR,W∗, F
∗), a filtered complex of
Q[G]-modules (CB,W∗) and a filtered complex of C-modules with C-antilinear G-
action, (Cc,W∗), a filtered G-equivariant quasi-isomorphism iB : (CB,W∗)⊗QC →
(Cc,W∗) (G acts on the left hand term by the action on CB and complex conjugation
on C) and finally a filtered G-equivariant quasi-isomorphism idR : (CdR,W∗)⊗QC→
(Cc,W∗) (on the left, G acts by conjugation on C). These data are subject to the
requirement that the cohomology quintuple Hi(C) defined by the cohomologies of
the various complexes and comparison maps has to be an object of MHSQ(R).
Morphisms in the category CombH are required to respect the filtrations and the
comparison quasi-isomorphisms. To any Hodge complex, we can associate its weak
Hodge cohomology [Be˘ı86, 3.13]
RΓw(C) := cone[−1]
(
CGB⊗R⊕ F
0CdR⊗R
iB−idR−→ CGc
)
∈ Com(R).
This descends to a functor
RΓw : D
b
H := Com
b
H/quasi-isomorphisms→ D
b(R)Q−det.
Indeed, taking G-invariants and applying the Hodge filtration are exact operations,
since morphisms of Hodge structures respect the Hodge filtration strictly [Del71,
2.3.5(iii)]. The Q-structure on RΓw(C) is the one stemming from the very definition,
where CGc is endowed with aQ-structure using the one on CdR via idR. Set H
i
w(C) :=
Hi(RΓw(C)). A spectral sequence argument yields an exact sequence:
0→ H1w(H
i−1C)→ Hiw(C)→ H
0
w(H
iC)→ 0. (2.4)
Unlike absolute Hodge cohomology, i.e., the derived functor of V 7→ ΓMHS(V ) :=
HomMHS(1, V ) = H
0
w(W0V ), the weak variant has a duality: the natural pairing
(induced by A×A∨ → R for any R-vector space A),
Hiw(C)×H
1−i
w (C
∨(1))→ H1w(1(1)) = R, (2.5)
is perfect for all i [FPR94, Prop.III.1.2.3].
The following well-known lemma states that weak Hodge cohomology is the same
as Deligne cohomology. Recall the Hodge complex RΓ(X,m) of [Be˘ı86, Section 4]
whose cohomology objects are the Hodge structures Hi(Xan,Q(m)).
Lemma 2.2. For X/Q smooth and projective and any i,m, we have
Hiw(RΓ(X,m)) = H
i
D(X,m). (2.6)
The induced isomorphism detH∗w(RΓ(X,m)) = detH
∗
D(X,m) respects the Q-
structure.
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Proof: The Hodge structures Li := H
i(RΓ(X,m)) = Hi(Xan,Q(m)) are pure of
weight i − 2m. For i − 2m < 0, H0w(Li) = ΓMHS(Li) = 0. By duality, H
1
w(Li) =
H0w(L
∨
i (1))
∨ = 0 for i− 2m > −2. Hence, by (2.4),
HiwRΓ(X,m) =
{
H1w(Li−1) i− 2m < 0
H0w(Li) i− 2m ≥ 0
The map in the exact sequences (2.2) between Betti and de Rham cohomology is
the one from the definition of RΓw(L∗). This shows (2.6). The identification of the
Q-structures follows similarly.
For archimedean factors of L-functions of arbitrary motives, we use the Hodge
realization functor (see [Be˘ı86, Section 3] for an early avatar):
RΓH : DMB,c(Q)
op
∼=,(1.2)
−→ DMgm(Q)
op → DbH. (2.7)
The right hand functor is Huber’s Hodge realization functor [Hub00, 2.3.5]. It
maps Mgm(X)(−m) to RΓ(X,m). For any M ∈ DMB,c(Q), the natural map
RΓH(Hom(M,1)) → Hom(RΓH(M),RΓH(1)) is an isomorphism. It is enough to
check this on generatorsM = M(X) with X/Q smooth and projective, where it fol-
lows from (M(X))∨ = M(X){dimX}. We obtain RΓH(M
∨(1)) = (RΓH(M))
∨(−1).
We put
RΓwH := RΓw ◦ RΓH : DMB,c(Q)→ D
b(R)Q−det. (2.8)
The composition of these functors with η∗ : DM
B,c(Z) → DMB,c(Q) will be de-
noted the same.
Finally, we recall the construction of the Deligne cohomology spectrum HD
[HS11]. We also sketch how to obtain similar spectra for Betti and de Rham co-
homology. The aim is (2.13), the Q-structure on Deligne cohomology groups of
general motives.
Let C be either the category SmG,an or Sm/Q. Consider simplicial presheaves
C(p) of pointed sets on C, for each p ≥ 0, together with a “product” map ·C : C(p)∧
C(p′)→ C(p+ p′). Moreover, we assume there is an element c1 ∈ C(1)(Gm), that
restricts to zero at the point 1 ∈ Gm (equivalently, a pointed map c1 : (Gm, 1) →
C(1)) such that for any two maps fi : U → Gm, U ∈ C, i = 1, 2,
f∗1 (c1) ·C (f
∗
2 (c1) ·C c
′) = f∗2 (c1) ·C (f
∗
1 (c1) ·C c
′). (2.9)
The element c1 is referred to as a bonding element . Under these assumptions, the
presheaves C(p) with the bonding maps Gm ∧C(p)
c1∧id−→ C(1) ∧C(p)
·C−→ C(p+ 1)
form a symmetric Gm-spectrum C (where the Σp-action on C(p) is trivial). The
category of such spectra is denoted Spt(C). It is endowed with a model structure
whose homotopy category SH(Q) (or SH(Ran)) satisfies (cf. e.g. [Ayo10, Section 1]
for the analytic version):
HomSH(Σ
∞(X ⊔ {∗}) ∧ Sn ∧G∧mm , C) = πn+m+N (C(m+N)(X))
for any X ∈ C, and n,m ∈ Z and N ≫ 0, provided that
1. all levels C(p) are homotopy invariant: C(p)(−)→ C(p)(−×A1) (respectively,
−×(A1)an) is a weak equivalence,
2. all levels C(p) satisfy descent (with respect to the Nisnevich and the analytic
topology, respectively), and
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3. C is an Ω-spectrum. In the presence of the first two conditions, this is implied
by the bundle formula, which says that
⊕1i=0p
∗
X(−) ·C p
∗
Gm
(c1)
i : ⊕πi+∗(C(p− i)(X))→ π∗(C(p)(X×Gm))
is an isomorphism, where pX , pGm : X×Gm → X , Gm are the projections.
The spectra below are all obtained by putting C(p) := DK(τ≥0A(p)) for appropriate
complexes of abelian groups A(p). Here τ is the good truncation and DK the Dold-
Kan equivalence.
We now define four different (but isomorphic) spectra representing Betti coho-
mology with real coefficients by specifying the levels C(p) and the bonding elements
in C(1)(Gm). The product structure map on the level complexes is obvious for
these Betti cohomology spectra, and is strictly commutative and associative. For
any presheaf of abelian groups F on SmG,an, we define the Cˇech-complex in degrees
n ≥ 0
CnF (X) := lim
←−
F (Un+1).
The limit runs over the directed category of all open covers {Ui} of X ∈ Sm
G,an
and U := ⊔Ui. Given some involution ? : F → F , we write C
GF for the subcomplex
consisting of elements that are fixed by Fr∗∞.
Let H
(1)
B,R be the spectrum whose levels are C
G(R(p)[p]). To describe the bonding
element, we replace Ganm by S
1 (equipped with its usual topology). The inclusion
S1 ⊂ Ganm is a homotopy equivalence, and an explicit description of a Cˇech cocycle
generating H1(Ganm ,C) is left to the reader. As for S
1, consider the standard covering
by U± = {z ∈ S
1,±ℜ(z) > −0.5}. This covering is equivariant with respect to
z 7→ z. Frobenius Fr∞ acts on the Cˇech complex
R(1)(U+)⊕ R(1)(U−)→ R(1)(U+ ∩ U−) = R(1)
2, (a, b) 7→ (v, w) := (b− a, b− a)
as (a, b) 7→ (a, b) and (v, w) 7→ (w, v). Hence (πi,−πi) ∈ R(1)(U+ ∩ U−) is a Fr∞-
invariant element which generates H1(Ganm ,R(1))
G. This determines the spectrum
H
(1)
B,R. It is well-known that H
∗(C∗(R)(X)) = H∗(X,R). Thus
HomSH(Ran)(Σ
∞X,H
(1)
B,R(p)[n]) = H
n
B(X,R(p))
(−1)p , (2.10)
where the superscript at the right denotes the subgroup of elements a satisfying
Fr∗∞(a) = (−1)
pa. The complexes Tot(CG(E∗R(p)[p])) and the bonding element
induced by the previous one via the inclusion R(1)[1] ⊂ E0R(1)[1] yield a spectrum
H
(2)
B,R that is naturally isomorphic to H
(1)
B,R, since R→ E
∗
R is a quasi-isomorphism of
sheaf complexes. Consider the spectrum H
(3)
B,R whose levels are the one of H
(2)
B,R, but
the bonding element is the 1-form
dz/z ∈ E1R,P1(log {0,∞})→ C
0E1R(1)(G
an
m ) ⊂ Tot(C
∗E∗R(1))
1(Ganm ).
Both H
(2)
B,R and H
(3)
B,R are Ω-spectra (the above bonding element and dz/z give the
same element in H1(Ganm ,R(1)) by Cauchy’s residue formula). The identity map
between their level-0-complexes thus yields a canonical isomorphism of spectra (in
SH(Ran)). The complexes E∗,GR (p)[p] (again ?
G denotes invariants under Fr∗∞)
together with the bonding element dz/z form a spectrum denoted H
(4)
B,R. The obvious
quasi-isomorphism E∗,GR = C
0,GE∗R → Tot(C
GE∗R) induces an isomorphism H
(4)
B,R →
H
(3)
B,R in SH(R
an). The purpose of the chain of isomorphisms H
(4)
B,R
∼= H
(1)
B,R is the
existence of H
(1)
B,Q, the obvious Q-linear variant of H
(1)
B,R. It induces a Q-structure
on the groups represented by H
(4)
B,R.
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As for de Rham cohomology, consider the complexes EF (p)G := cone(F pE∗ →
E∗)G[p− 1]. The product
(F pEn ⊕ En−1)⊗(F p
′
En
′
⊕ En
′−1) → (F p+p
′
En+n
′
⊕ En+n
′−1),
(f1, e1)⊗(f2, e2) 7→ (f1 ∧ f2, f1 ∧ e2)
is strictly associative, but in general commutative only up to homotopy [EV88,
Section 3]. However, putting c1 = (dz/z, 0) ∈ E
F (1)(Gm) = (F
1E1 ⊕ E0)(Gm),
(2.9) clearly holds. We obtain a spectrum H
/F,an
dR ∈ SH(R
an). Using Fr∗∞-invariant
algebraic differential forms, i.e., Ω∗,alg,G instead of E∗,G, we get a similar spectrum
denoted H
/F,alg
dR ∈ SH(Q). For smooth X/Q, the obvious maps
Ω∗,alg(X)⊗QR→ Ω
∗,alg(XR) = Ω
∗,alg,G(XC)← Ω
∗,G(X)→ E∗,G(X)
are filtered (with respect to the Hodge filtration) quasi-isomorphisms by flat base
change for Ω∗,alg, GAGA and [Bur94, Thm. 2.1]. We thus get an isomorphism
c∗an∗H
/F,an
dR = H
/F,alg
dR ⊗R in SH(Q). Here c : Spec R→ Spec Q.
Finally, the complex
D(p)G := cone(E∗,GR (p)[p]→ E
F (p)G)[−1] (2.11)
carries a product map ·D,α depending on some auxiliary parameter α ∈ R. It
is only commutative and associative up to homotopy (for each α). Again, c1 =
(dz/z, dz/z, 0) ∈ D(1)0(Gm) = (E
n+p
R (p) ⊕ F
pEn+p ⊕ En+p−1)(Gm) satisfies (2.9)
(independently of α, see the multiplication table in loc. cit.). The resulting spectrum
HD sits in a distinguished triangle in SH(R
an), HD → H
(4)
B,R → H
/F,an
dR and thus, in
SH(Q),
c∗an∗HD → c∗an∗(H
(1)
B,Q⊗QR)→ H
/F,alg
dR ⊗QR→ c∗an∗HD[1]. (2.12)
From now on, we write HD for an∗c∗HD ∈ SH(Q). This is the spectrum estab-
lished in [HS11, Section 3], except for two inessential differences: instead of D(p),
loc. cit. used other complexes that are homotopic (including the product structure,
regardless of α) to D(∗). Secondly, the construction of loc. cit. builds a symmetric
P1-spectrum, but again this is inessential at the level of the homotopy categories,
since − ∧ P1 = − ∧ Gm ∧ S
1
s , where S
1
s is the simplicial sphere. By [HS11, Thm.
3.6],
HomDM
B
(Q)(M(X),HD(p)[n]) = HomSH(Q)(M(X),HD(p)[n]) = H
n
D(X, p)
for any X ∈ Sm/Q. For any M ∈ DM
B,c(Q), (2.12) induces an isomorphism
detH∗D(M) = det c∗an∗H
(4),∗
B,R (M)⊗det
−1 c∗an∗H
/F,an
dR (M)
=
(
det c∗an∗H
(1),∗
B,Q (M)⊗ det
−1H
/F,alg,∗
dR (M)
)
⊗QR. (2.13)
Here detH∗D(M) := ⊗n∈Z det
(−1)n Hom(M,HD[n]) etc. is well-defined since M is
compact. This is the promised extension of (2.1) to Deligne cohomology groups of
general geometric motives.
Applied to the Betti realization, the exactness axiom (see Axiom 1.2(ii)) means
Hom(M,HB,R) = Hom(
pH0(M),HB,R), for all M ∈ DMB,c(Q) (2.14)
and likewise for de Rham cohomology. This implies that for any smooth projective
Xη/Q,
HiD(h
−b−1(Xη,−m)) =

Hb+1D (Xη,m) i = 0 and b+ 1− 2m ≥ 0
Hb+2D (Xη,m) i = 1 and b+ 1− 2m ≤ −2
0 else.
(2.15)
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2.2 Arakelov motivic cohomology
In order to formulate Conjecture 5.2 below, we need to recall some facts about
Arakelov motivic cohomology.
Theorem 2.3. [HS11, Sch12a] In DM
B
(Z), there is a unique map ch : 1→ η∗HD
representing the Chern class map from motivic cohomology to Deligne cohomology,
i.e.
HomDM
B
(Z)(M(X),1(p)[n])
ch(p)[n]
−→ HomDM
B
(Z)(M(X), η∗HD(p)[n])
agrees with the Chern class K2p−n(X)
(p)
Q → H
n
D(XQ, p) (also known as Beilinson
regulator) for all regular projective schemes X/Z. There is a certain, canonically
defined object 1̂ ∈ DM
B
(Z) called Arakelov motivic cohomology spectrum such
that there is a distinguished triangle
1̂
f
→ 1
ch
−→ η∗HD
δ
−→ 1̂[1]. (2.16)
Moreover, given another object 1̂′ in a similar triangle, there is a unique isomor-
phism 1̂ → 1̂′ in DM
B
(Z) fitting in the obvious commutative diagram of distin-
guished triangles.
Definition 2.4. Given a motive M ∈ DM
B,c(Z), its Arakelov motivic cohomology
is defined as
Ĥi(M,m) := HomDM
B
(Z)(M, 1̂(m)[i]).
We write Ĥi(X,m) := Ĥi(M(X),m). We also consider the R-linear variant of these
groups, denoted ĤiR(X,m), obtained by replacing 1 by 1R in (2.16). This amounts
to tensoring the motivic cohomology groups with R.
The triangle (2.16) induces long exact sequences
ĤiR(M,m)→ H
i(M,m)R → H
i
D(M,m)→ Ĥ
i+1
R (M,m). (2.17)
On the other hand, we have the notion of arithmetic K-theory. For a regular
and projective scheme X over Z, such groups K̂Tn (X) have been defined by Gillet
and Soule´ for n = 0 and for higher n by Takeda [GS90b, Section 6], [Tak05, p. 621].
These groups sit in an exact sequence
Kn+1(X)→ ⊕p∈ZD(p)
2p−n−1,G(X)/ imdD → K̂
T
n (X)→ Kn(X)→ 0
where D(p)G is the complex defined in (2.11). Moreover, they come with a Chern
class map ch : K̂Tn (X)→ ⊕p∈ZD(p)
2p−n,G(X). The group K̂n(X) := ker ch fits in a
long exact sequence
. . .→ ⊕p∈ZH
2p−n−1
D (X, p)→ K̂n(X)→ Kn(X)→ ⊕H
2p−n
D (X, p)→ . . . (2.18)
The group K̂T0 (X)Q is also isomorphic, via the arithmetic Chern class to⊕pĈH
p
GS(X)Q,
where ĈHGS denotes the arithmetic Chow group of Gillet and Soule´ [GS90a, 3.3.4].
It is generated by arithmetic cycles (Z, gZ), i.e., cycles Z ⊂ X and Green currents,
i.e., such that ωZ := δZ −2∂∂gZ is a differential form. Here δZ is the Dirac current.
Under the arithmetic Chern class, the subgroup K̂0(X)Q ⊂ K̂
T
0 (X)Q corresponds
to the subgroup ĈH∗(X) ⊂ ĈH
∗
GS(X) generated by arithmetic cycles (Z, gZ) such
that ωZ = 0 [GS90b, Thm. 7.3.4].
For a smooth schemeX over S ⊂ Spec Z, the resulting decomposition of K̂0(X)Q
in Adams eigenspaces is extended to higher K̂-theory [Sch12a, Cor. 6.2]: K̂n(X)Q
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decomposes as a direct sum of Adams eigenspaces ⊕K̂n(X)
(p)
Q , compatibly with
(2.18). In fact, this statement is derived from a canonical isomorphism
Ĥi(X,m) = K̂2m−i(X)
(m)
Q (= ĈH
m(X)Q for i = 2m). (2.19)
Definition 2.5. Let S ⊂ Spec Z be an open subscheme and let M ∈ DM
B
(S)
be any motive. The natural pairing of motivic homology (see (1.2)) and Arakelov
motivic cohomology,
πM : H−2(M,−1)R×Ĥ
0
R(M)→ Ĥ
2
R(1S , 1)
given by the composition of morphisms in DM
B
(S) is called Arakelov intersection
pairing.
Remark 2.6. (i) For M ∈ DM
B,c(S), we often tacitly identify H−2(M,−1) ∼=
H2(M∨, 1), cf. (1.4).
(ii) The Arakelov intersection pairing is functorial in M in an obvious sense.
(iii) Let M ∈ DM
B,c(S). Consider
Ĥ0R(M) × H
2
R(M
∨, 1) −→ Ĥ2(1, 1)
↓ ↑ ↓=
H0R(M) × Ĥ
2
R(M
∨, 1) −→ Ĥ2(1, 1)
↓ ↑ ↑∼=
H0D(M) × H
1
D(M
∨, 1) −→ H1D(1, 1),
(2.20)
where in the first row (a :M → 1̂, b :M∨ → 1{−1}) is mapped to µ ◦ (a⊗b) ◦
coev, where the coevaluation 1→M⊗M∨ is obtained from (1.4), µ : 1⊗1̂→ 1̂
is the 1-module structure map for 1̂. This is just another way to write πM .
Likewise, the second row pairing is πM∨{−1}. The pairing in the third row is
defined similarly using the product of the ring spectrum µD : HD⊗HD → HD
instead. This diagram is commutative. This follows from the commutativity
of the following diagram, which in turn is a rephrasing of the fact that (2.16)
is a distinguished triangle of 1-modules.
1̂⊗1̂
id⊗f

f⊗id // 1⊗1̂
µ

1⊗HD[−1]
δ
oo
ch⊗id

1̂⊗1
µ // 1̂ HD[−1]
δ
oo HD⊗HD[−1].µD
oo
(iv) The pairing H0D(M)×H
1
D(M
∨, 1)→ R is a perfect pairing for anyM . It suffices
to see this for M = M(X)(p)[n] for X/Z regular and projective, in which case
it follows from the identification of Deligne cohomology with weak Hodge
cohomology (Lemma 2.2) and the duality of weak Hodge cohomology, (2.5).
This plays an important role in the compatibility of our L-values conjecture
with respect to the functional equation, see Theorem 5.5(ii).
Example 2.7. Consider a motive M = i∗N , where i : Spec Fp → Spec Z and
N ∈ DM
B,c(Fp) (for example M = M(Fp) = i∗i
∗1{−1}). The forgetful map
f : Ĥ0R(M) → H
0(M)R = H
−2(N,−1)R is an isomorphism and the pairing πM
coincides with the natural pairing H−2(N,−1)R×H
−2(N,−1)R → H
0(1Fp , 0)R = R
followed by the pushforward i∗ : Ĥ
0(1Fp , 0)R → Ĥ
2
R(1Z, 1), which is log p : R → R
[Sch12a, Theorem 6.4.(i)].
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Example 2.8. Let X be a regular projective scheme over S ⊂ Spec Z of constant
dimension d. We pick some open j : U ⊂ S such that XU is smooth over U . Let
M := M(X){m − d}[i] ∈ DM
B,c(S). Then H−2(M,−1) = Ki(X)
(m)
Q by absolute
purity. Let MU := j
∗M ∈ DM
B,c(U). Consider
Ki(XU )
(m)
Q ×K̂−i(XU )
(d−m)
Q
∪ // K̂0(XU )
(d)
Q
fU∗ // K̂0(U)
(1)
Q
H−2(MU ,−1)×Ĥ
0(MU )
∼=
OO
πMU [−i] // Ĥ2(1U , 1) = R/
∑
p/∈U log pQ
∼=
OO
H−2(M,−1)×Ĥ
0(M)
j∗
OOOOOOOO
πM[−i] // Ĥ2(1S , 1) = R/
∑
p/∈S log pQ
j∗
OOOO
In the first row, the pushforward fU∗ is not the pushforward on arithmetic K-
theory, but the one on arithmetic Chow groups using the arithmetic Chern class
isomorphism (2.19). The top square is commutative by [Sch12a, Thm. 7.4.]. The
bottom square is commutative by definition. See also Remark 5.7.
3 L-functions of motives over number rings
Let F be a number field and OF its ring of integers. For every finite prime p of
OF we fix a rational prime ℓ that does not lie under p. Moreover, fix for every ℓ an
embedding σℓ : Qℓ → C. All subsequent definitions of L-functions are taken with
respect to these choices.
Definition 3.1. The L-series of a mixed motive Mη over F is defined by
LF (Mη, s) :=
∏
p<∞
det
(
Id− Fr−1 ·N(p)−s|(Mηℓ⊗Qℓ,σℓC)
Ip
)−1
.
The L-series of a geometric motive M over OF is given by
LSpec OF (M, s) := L(M, s) :=
∏
p<∞
det
(
Id− Fr−1 ·N(p)−s|(i!pM)ℓ⊗Qℓ,σℓC
)−1
.
The first definition is classical, the second is a natural adaptation to motives over
OF . The products run over all finite primes of OF , Fr is the arithmetic Frobenius
map (given on residue fields by a 7→ aN(p)), N(p) is the norm of p, ip denotes the
immersion of the corresponding closed point and −ℓ denotes the ℓ-adic realization
functor, see (1.6). The determinants are understood in the sense of Section 1.1.
The superscript Ip denotes the invariants under the action of the inertia group.
Remark 3.2. By [Sch12b, Axiom 4.5.], the ℓ-adic realization Mηℓ is in fact an
ℓ-adic sheaf. For example, (h−b−1(Xη,−m))ℓ = H
b+1(Xη,Qℓ(m)) for some scheme
Xη over F .
The independence of the choices of ℓ and the embeddings σℓ is discussed around
Lemma 3.10. See also Theorem 4.3.
The L-series for motives over OF is multiplicative, i.e., given a triangle M →
M ′ →M ′′ in DM
B,c(OF ), one gets
L(M ′, s) = L(M, s) · L(M ′′, s).
A similar property does not hold for L-functions of motives over F [Sch91]. See
also [FPR94, 1.3.3].
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By definition and the calculation of ℓ-adic cohomology of P1Fp , one has
L(M(−m), s) = L(M,m+ s), m ∈ Z. (3.1)
For an open subscheme j : Spec OF \Z → Spec OF with complement i : Z →
Spec OF , the L-function of j∗j
∗M is the one of M , but the Euler factors for the
points in Z are omitted. This follows from i!j∗ = 0.
The following lemma is well-known, see [Del73, Prop. 3.8.(ii)] or [Neu92,
VII.10.4.(iv)] for similar statements. It permits to replace any number ring OF
by Z and to study L-values of motives over Z, only.
Lemma 3.3. The L-series is an absolute invariant of a motive, i.e., for any geo-
metric motive M over Spec OF we have LSpec OF (M, s) = LSpec Z(f∗M, s), where
f : Spec OF → Spec Z denotes the structural map.
We now relate L-series of motives over Q to ones over Z. Recall the notion of
smooth motives from Definition 1.1. The following lemma is proven in [Sch12b,
Section 5.5] as a corollary of the exactness axiom for ℓ-realization functors (see
around (1.7)).
Lemma 3.4. Let M be a mixed smooth motive over U , where j : U → Spec Z[1/ℓ]
is an open subscheme. Let i be the complementary closed immersion to j and let
η′ and η be the generic point of U and Spec Z[1/ℓ], respectively. Then (i!j!∗M)ℓ =
i∗(R0η∗η
′∗Mℓ[1])[−1].
The following proposition relates L-series of motives over Q and Z. Our main
example is Mη = h
−b−1(Xη,−m) and M = h
−b(X,−m) where X/Z is some pro-
jective scheme whose generic fiber Xη/Q is smooth.
Proposition 3.5. Let Mη ∈ MM(Q). Pick some M ∈ MM(Z) with Mη =
η∗[−1]M . Then
LQ(Mη, s)
−1 = LZ(η!∗η
∗M, s).
Proof: For sufficiently small j : U → Spec Z, the right hand side is equal to
LZ(j!∗j
∗M, s)
3.4
=
(∏
p
det
(
Id− Fr−1 p−s|i∗p(R
0η∗η
∗Mℓ[1])[−1]
))−1
=
∏
p
det
(
Id− Fr−1 p−s|i∗pR
0η∗Mηℓ
)
=
∏
p
det
(
Id− Fr−1 p−s|(Mηℓ)
Ip
)
= LQ(Mη, s)
−1.
3.1 Hasse-Weil ζ-functions – Motives with compact support
Definition 3.6. (see e.g. [Ser65]) The Hasse-Weil zeta function of a scheme X/Z
(always separated and of finite type) is defined as ζ(X, s) :=
∏
x(1 − N(x)
−s)−1.
The product is over all closed points x of X , and N(x) denotes the cardinality of
the (finite) residue field of x.
Recall from (1.1) the motive with compact support Mc(X) of some scheme X .
Proposition 3.7. For any scheme X/Z, we have
ζ(X, s) = L(Mc(X), s).
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Proof: Writing ip : Spec Fp → Spec Z and Xp := X×Fp, base-change implies
ip∗i
!
pMc(X) = Mc(Xp). (At the right hand side, Xp is seen as a Z-scheme.) There-
fore, L(Mc(X), s) =
∏
p L(Mc(Xp), s). A similar decomposition for the ζ-function
allows us to assume that X is an Fp-scheme. The ℓ-adic realization functor satisfies
(f∗f
!1)ℓ = f!f
∗Qℓ. Grothendieck’s trace formula (see e.g. [Mil80, Sections VI.12,
13]) says
ζ(X, s) =
2 dimX∏
i=0
(
det
(
Id− Fr−1 ·p−s|Hic(X×FpFp,Qℓ)
))(−1)i+1
= det(Id− Fr−1 ·p−s|f!f
∗Qℓ)
−1,
where Hic(X×Fp,Qℓ) = H
i(f!f
∗Qℓ) denotes ℓ-adic cohomology with compact sup-
port.
The L-series of a motive over Q is conjectured to be independent of the choice
of ℓ and σℓ in every factor (assuming p 6= ℓ). This is known for the individual Euler
factors at p if the motive is hi(Xη, n), where Xη is a variety with good reduction
at p, by Deligne’s work on the Weil conjectures [Del74, Th. 1.6]. From Proposition
3.7 we now immediately obtain another statement concerning independence of ℓ.
Definition 3.8. The smallest triangulated subcategory of DM
B,c(Z) containing
the motives M(X)(n) (n ∈ Z) of all regular schemes X which are projective and flat
over Z, and the image of i∗ : DMB,c(Fp) → DMB,c(Z) for all primes p, is called
DM
B,tr(Z) and called category of accessible motives. Its triangulated subcategory
generated by M(X)(n) where X is regular and projective, but not necessarily flat
over Z (such as a smooth projective X/Fp) is called the category of easily accessible
motives.
Remark 3.9. (i) By de Jong’s resolution of singularities using alterations, the
thick closure (i.e., closure under direct summands and triangles) of the cat-
egory of easily accessible motives contains the motives M(X)(n) of all X
schemes (of finite type) over Z. Therefore, this thick closure is the entire
category DM
B,c(Z) of geometric motives.
(ii) By the proof of [Sch12b, Prop. 5.6], DM
B,tr(Z) is contained in the trian-
gulated category generated by i∗DMB,c(Fp) and motives of the form E :=
η!∗η
∗ h−b(X,−m), where X/Z is regular, flat and projective.
The following lemma shows that the question of independence of L-functions of
ℓ is solely about the behavior of L-functions under direct summands.
Lemma 3.10. For any easily accessible motive M over Z, the L-series L(M, s)
does not depend on the choices of ℓ (provided p ∤ ℓ) and σℓ.
Proof: Using (3.1), we may assume M = M(X) = Mc(X) for some X which is
projective over Z (and regular). Then the claim immediately follows from Proposi-
tion 3.7.
3.2 Meromorphic continuation and functional equation
Properties of L-series for motives over Q tend to generalize to ones over Z, given
that the property in question is known for motives over Fp. We illustrate this by
the absolute convergence, meromorphic continuation, and the functional equation.
Recall from [Del79, 5.2.] or [Sch88, p. 4] the definition of the archimedean Euler
factor L∞(V, s) for a mixed Hodge structure V . Essentially, L∞(V, s) is a product
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of Γ-functions. The pole order at s = 0 is given by ([Be˘ı86, Lemma 7.1.] or [FPR94,
III.1.2.5 + III.1.2.3]):
ords=0 L∞(V, s) = − dimRH
1
w(V
∨(1)). (3.2)
For V∗ ∈ D
b
H, we put L∞(V∗, s) :=
∏
i∈Z L∞(H
i(V∗), s)
(−1)i . Here Hi(V∗) denotes
the i-th cohomology Hodge structure of the complex V∗.
Definition 3.11. Let M be a geometric motive over Z or a mixed motive over Q.
The function
L∞(M, s) := L∞(RΓH(M), s)
is called the archimedean factor of the L-function of M . Here RΓH is the Hodge
realization functor (2.7). The completed L-function of M is defined as
Λ(M, s) := L(M, s)L∞(M, s).
Much the same way as L-functions of motives over Q, archimedean factors are
not multiplicative with respect to short exact sequences of Hodge structures. (See
[FPR94, 1.1.9, 1.2.5] for a necessary and sufficient criterion for multiplicativity.)
The following is a long-standing conjecture concerning L-functions [Del73],
[Del79, 5.2, 5.3] or [FPR94, p. 610, 699]:
Conjecture 3.12. Let Mη be a mixed motive over Q. The L-series LQ(Mη, s)
converges absolutely for ℜ(s) ≫ 0 and has a meromorphic continuation to the
complex plane. There is a functional equation relating the Λ-functions of Mη and
M∨η (−1):
Λ(Mη, s) = ǫ(M, s)Λ(M
∨
η (−1),−s),
where ǫ(M, s) is of the form abs, with nonzero constants a and b depending on M .
Lemma 3.13. Conjecture 3.12 implies the following: for any accessible motive M
over Z (Definition 3.8), the L-series L(M, s) converges absolutely for ℜ(s) ≫ 0,
has a meromorphic continuation to the complex plane, and there is a functional
equation Λ(M, s) = ǫ(M, s)Λ(M∨(−1),−s), where ǫ(M, s) is of the form abs, with
nonzero constants a and b depending on M .
Proof: The claim is triangulated, since the assignments M 7→ L(M, s), and
M 7→ L∞(M, s)/L∞(M
∨(−1),−s) are multiplicative forM ∈ DM
B,c(Z), the latter
up to sign [FPR94, Prop. III.1.2.8]. By Remark 3.9(ii), it is enough to show the
claim for M = i∗N , N ∈ DMB,c(Fp) and M = E := η!∗η
∗ h−b(X,−m), where X/Z
is regular, flat and projective. ForM = E, we have L(M, s) = LQ(h
−b−1(Xη), s)
−1.
This and the formula (5.2) for M∨(−1) in this case shows that the conjectural
(see 3.12) properties of LQ(h
−b−1(Xη), s) implies the same properties for L(M, s).
The L-series of M = i∗N is a rational function in p
−s (a priori with complex
coefficients), which immediately yields the convergence for ℜ(s)≫ 0 and the mero-
morphicity. Noting that (i∗N)
∨{−1} = i∗(N
∨), the functional equation also holds
unconditionally, as is well-known.
Remark 3.14. Under Conjecture 1.5 the constant a above is rational forM = i∗N ,
where i : Spec Fp → Spec Z. To see this, we may assume by triangulatedness that
N is a pure motive with respect to numerical or homological equivalence, so that its
L-function is a rational function in p−s with rational coefficients (see the reference
in the proof of Theorem 5.20).
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4 Is the Arakelov intersection pairing perfect?
Conjecture 4.1. For any geometric motiveM over Z,M ∈ DM
B,c(Z) (see Section
1.2 for the notation), the Arakelov intersection pairing between motivic homology
and Arakelov motivic cohomology (Definition 2.5)
πM : H−2(M,−1)R×Ĥ
0
R(M)→ R (4.1)
is a perfect pairing of finite-dimensional R-vector spaces.
Remark 4.2. (i) The shape of (4.1) is similar to the situation of e´tale con-
structible sheaves over Spec Z: thinking of M ∈ DM
B,c(Z) as being anal-
ogous to a complex of constructible sheaves F over Z, the groups H∗D(M)
correspond (in spirit) to the Tate cohomology groups H∗Tate(R,F|R) at the
archimedean place. Given that, Ĥi(M) parallels Hic(F) := H
iRΓc(Z,F),
that is to say, cohomology with compact support, which is defined via
RΓc := cone[−1] (RΓ(Z,F)→ RΓTate(R,F|R)), much the same way as (2.16),
(2.17). Finally, the Arakelov intersection pairing corresponds to the perfect
pairing of Artin-Verdier duality, see e.g. [Mil06, Ch. II.3]
Hic(Z,F)×Ext
3−i
Z (F ,Gm)→ H
3
c(Z,Gm).
A higher-dimensional extension was conjectured by Milne [Mil06, Conjecture
II.7.17] and proven by Geisser [Gei10].
(ii) For any fixedM ∈ DM
B,c(Z), Conjecture 4.1 for allM [k] (k ∈ Z) is equivalent
to the one forM∨{−1}[k]. This follows from Remark 2.6(iii), (iv) and the five
lemma.
(iii) Gillet and Soule´ conjecture that the intersection product
ĈH
m
GS(X)R×ĈH
d−m
GS (X)R → R (4.2)
is non-degenerate for any regular scheme X that is projective and flat over Z
of constant dimension d [GS94, Conjecture 1]. By Example 2.8, at least for
X smooth, this pairing is compatible with the Arakelov intersection pairing
πM(X){m−d}, i.e., there is a commutative diagram of pairings,
0 → Ĥ0(M) = ĈHm(X)R → ĈH
m
GS(X)R
ω
→ imω → 0
× × ×
0 ← H−2(M,−1) = CH
d−m(X)R ← ĈH
d−m
GS (X)R ← im a ← 0
↓ ↓ ↓
R R R
where ω : ĈH
m
GS(X)→ A
m,m(X) and a : Ad−m−1,d−m−1(X)/(im ∂ + im ∂)→
ĈH
d−m
GS (X) are defined in [GS90a, Section 3.3.4]. I don’t know whether the
pairing on the right is a non-degenerate pairing, so the relation of Gillet-Soule´’s
conjecture and 5.2 is unclear. Note that imω and im a are infinite-dimensional
R-vector spaces.
Next, we show that Conjecture 4.1 recovers all the axioms on mixed motives over
Fp we were willing to assume. Previously, it was known that Tate’s conjecture about
the pole order of ζ-functions over finite fields and Conjecture 1.5 together imply the
Beilinson-Parshin conjecture [Gei98, Thm. 1.2.], and that the Beilinson-Parshin
conjecture is equivalent to Bondarko’s weight functor DMeffgm(Fp)→ K
b(Meffrat) be-
tween the triangulated category of effective motives with the bounded homotopy
category of effective Chow motives (with rational coefficients) being an equivalence
of categories [Bon09, Section 8.3.2].
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Theorem 4.3. Conjecture 4.1 for motives of the form M = i∗N (N any geometric
motive over Fp, i : Spec Fp → Spec Z) is equivalent to the conjunction of Conjecture
1.5 and the Beilinson-Parshin conjecture stating
Kr(X)Q = 0 (4.3)
for any smooth projective variety X over Fp and all r > 0.
Under the axioms concerning the existence and cohomological dimension of
mixed motives over Fp and the weight formalism (see Axiom 1.2), Conjecture 4.1
for all motives i∗N is equivalent to Conjecture 1.5.
Proof: Using the axioms about mixed motives, we first show that Conjecture
1.5 implies the perfectness. By construction, cf. (2.17), Ĥ∗R(i∗N) = H
∗(N)R. By
[Sch12b, Axiom 4.1.], the cohomological dimension of DM
B,c(Fp) is zero, so that
Hj(N) = H0(pHjN) and similarly for N∨. By the same axiom, only finitely many
j yield a non-zero term. Therefore, we may replace N by pHjN and assume that
N is a mixed motive. Using the weight filtration we reduce to the case where N is
a pure motive. Under Conjecture 1.5, all adequate equivalence relations agree, so
we may regard N as a Chow motive or as a pure motive with respect to numerical
equivalence. By the semi-simplicity of pure numerical motives there is a decompo-
sition N = 1r ⊕ R, where R satisfies H0
DM
B,c(Fp)
(R∨) = H0
DM
B,c(Fp)
(R) = 0. By
functoriality of the pairing we get a commutative diagram
H0(N)R × H
0(N∨)R −→ R
↓∼= ↑∼= ↓=
H0(1r)R × H
0(1r)R −→ R
The lower line is a perfect pairing, since the one for 1Fp is by Example 2.7.
We now show the second statement. Let X be a smooth equidimensional pro-
jective variety over Fq. We regard it as a Z-scheme. By Example 2.7, the Arakelov
intersection pairing
K̂2m−k(X)
(m)×Kk−2m(X)
(dimX−m)
Q = K2m−k(X)
(m)
R ×Kk−2m(X)
(dimX−m)
R → R
is the usual multiplication on Adams eigenspaces in K-theory, followed by the mul-
tiplication with log p (which is irrelevant for the question of the perfectness). For
2m−k > 0 the second factors vanishes, hence the perfectness is equivalent to (4.3).
For 2m = k is perfectness is equivalent, by definition, to the agreement of numerical
and rational equivalence (up to torsion). This shows one implication of the second
statement. By resolution of singularities, the categoryDM
B,c(Fp) is generated as a
thick category by motives M(X)(m) as above. Since the perfectness only has to be
checked on such generators, we are done with the converse implication as well.
The following corollary was pointed out to me by Bruno Kahn.
Corollary 4.4. The perfectness of πM for all motives M = i∗N implies a canonical
equivalence DM
B,c(Fp) = D
b(Mrat(Fp)), which in turn implies among other things
the independence of L-functions of ℓ.
Proof: That description of DM
B,c(Fp) is a consequence of ∼num=∼rat and the
Beilinson-Parshin conjecture [Kah05, proof of Theorem 56].
We now give some interesting consequences of Conjecture 4.1 for motives which
are truly motives over Z, i.e., not coming from a motive over Fp. It would be
interesting to know whether other axioms on mixed motives over Q, such as the
agreement of homological and numerical equivalence on smooth projective varieties
Xη/Q can be derived from Conjecture 4.1.
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Theorem 4.5. As in Example 2.8, consider the motive M = M(X){m−d}[p−2m],
X/Z regular, flat, projective and of equidimension d. Then Conjecture 4.1 for M
is equivalent to the Beilinson-Soule´ vanishing conjecture
K2m−p(X)
(m)
Q = 0 (for p < 0 and for p = 0, m > 0).
Proof: The group Ĥ0(M) appears in the long exact sequence
. . .→ H−1D (M) = H
2d−p−1
D (X, d−m)→ Ĥ
0(M)→ H0(M) = Kp−2m(X)
(d−m)︸ ︷︷ ︸
=0
→ . . .
where the right hand vanishing is because p− 2m < 0 for p < 0 and p = 0, m > 0.
The left hand vector space is dual to HpD(X,m) by (2.5) (note that d = dimXC+1).
It vanishes for p < 0 for trivial reasons. For p = 0, the short exact sequence (2.3)
gives H0D(X,m) = 0 for m > 0. Indeed, the Hodge structure on H
0
dR(X) only
lies in the (0, 0)-part of the Hodge diamond, i.e., Fm = 0 for m > 0. Hence
the injectivity of H0B(X,R(m))→ H
0
B(X,C)
∼=
→ H0dR(XC) gives the claim. Therefore
Conjecture 4.1 forM is equivalent to H−2(M,−1) = H2m−p−2(M(X){m−d},−1) =
K2m−p(X)
(m)
R = 0.
Example 4.6. Using the notation of Theorem 4.5, the group H−2(M,−1) vanishes
for 2m− p < 0. Therefore, 4.1 asserts that the Chern class map
H0(M)R = Kp−2m(X)
(d−m)
R → H
0
D(M) = H
2d−p
D (X, d−m) (4.4)
is injective for p − 2m > 0 and an isomorphism for p − 2m > 1. In particular,
the non-torsion part of higher K-theory of X is finitely generated—a weakening of
Conjecture 5.1.
Proposition 4.7. Assuming the existence of motivic t-structure on DM
B,c(Z) such
that Betti and de Rham realization are exact (see Axiom 1.2(ii) and (2.14)), the
perfectness of the Arakelov intersection pairing for all motives M ∈ DM
B,c(Z)
implies that the cohomological dimension of mixed motives over Z is two, i.e.,
Hom(1[1],M [n]) = 0 for any n > 2 and M ∈MM(Z).
Proof: Let M be a mixed motive. The group H1−n(M,−1)R = Hom(1[1 −
n](−1),M)R is zero for n < 0: in this case 1[1−n] lies in degree n < 0 (with respect
to the motivic t-structure). On the other hand this group is dual, via πM [n−3], to
Ĥ3−nR (M). In (2.17), this group lies between H
3−n
R (M) which vanishes for n > 2 for
the same reason and the Deligne cohomology group H3−nD (M) = Hom(M,HD[3−n])
which in turn vanishes by exactness of Betti and de Rham realization, except for
n = 1, 2, as in (2.15). Consequently, H1−n(M) = 0 except for n = 0, 1, 2.
Lemma 4.8. Under Conjecture 4.1, Hi(M) is nonzero only for finitely many i ∈ Z.
This is a consequence of the spectral sequence Ha(pHb(M)) ⇒ Ha+b(M), the
boundedness of the motivic t-structure and of the cohomological dimension [Sch12b,
Axiom 4.1.]. It also follows from the perfectness of the Arakelov intersection pairing
(not using the axioms on mixed motives):
Proof: It suffices to check the claim forM = M(X)(m), whereX is as in Example
4.6 and m ∈ Z, since these objects generate DM
B,c(Z) as a thick category by
resolution of singularities. Now, the claim follows as in Proposition 4.7 using the
vanishing Kk(X) for k < 0 and the vanishing of almost all Deligne cohomology
groups of X .
5 Are special L-values given by the Arakelov in-
tersection pairing?
Throughout this section, let M be any geometric motive over Z. In this chapter,
wherever ranks of motivic cohomology groups are involved, we assume that the Bass
conjecture holds up to torsion:
Conjecture 5.1. For any regular scheme X/Z, dimQKi(X)Q <∞.
We need the following consequence (by resolution of singularities): motivic co-
homology of all geometric motives over Z is finitely generated.
By [Sch12b, Axiom 4.1.] (see also Lemma 4.8) and (2.17) only finitely many
Hi(M) and Ĥi(M) are nonzero as i ∈ Z varies. Thus, the Euler characteristic
χ(M) :=
∑
i
(−1)i dimHi(M) (5.1)
and similarly χ̂(M), χD(M) are well-defined. We write detH
∗ := ⊗i∈Z det
(−1)i Hi
for any bounded family Hi of finite-dimensional vector spaces, such as Hi(M) etc.
The determinant of Arakelov motivic cohomology groups carries a Q-structure by
the isomorphism induced by (2.13) and (2.17),
det Ĥ∗R(M) =
(
detH∗(M)⊗det−1H∗B,Q(M)⊗ detH
/F,alg,∗
dR (M)
)
⊗QR.
Conjecture 5.2. The order of the L-function of M (Definition 3.1) is given by
ords=0 L(M, s) = −χ(M
∨(−1)).
As usual, negative orders mean a pole, positive ones a zero of the L-function. More-
over, assuming the perfectness of the Arakelov intersection pairings πM [k] (Definition
2.5) for all k ∈ Z asserted by Conjecture 4.1, the special L-value is given by
L∗(M, 0) ≡ 1/ΠM (mod Q
×).
Here ΠM means the following: the perfectness of the Arakelov intersection pairing
yields a map
detH−2+∗(M,−1)R⊗det Ĥ
∗
R(M)→ R.
The Q-structure on the left maps to a real number denoted ΠM . Note that ΠM is
well-defined up to multiplication by a non-zero rational number.
Notation 5.3. For a projective flat scheme X/Z with smooth generic fiber
Xη/Q, we write E := η!∗η
∗ h−b(X,−m) ∈ MM(Z) and Mη = η
∗[−1]E =
h−b−1(Xη,−m) ∈ MM(Q). The definition of E is recalled in Section 1.2. In
particular, whenever E is considered, we need to assume the axioms on mixed mo-
tives mentioned in Section 1.2. The motive E only depends on Xη, not on X . It is
pure of weight w := wt(E) = 2m − b. Putting d := dimX and dη = dimXη, the
dual
E∨ = (η!∗η
∗ h−2d+4+b(X, 1− d+m))[−2] (5.2)
is pure of weight −w, while Mη is pure of weight w − 1.
Under Conjecture 4.1, the pole order conjecture is equivalent to
ords=0 L(M, s) = −χ̂(M).
We expound some structural properties of the conjecture. In order to state the
compatibility with the functional equation, we shall need the following conjecture
due to Deligne. It implies the compatibility of the L-values conjecture for critical
pure motives Mη over Q (i.e., motives such that H
i
w(Mη) = 0, i = 0, 1) with the
functional equation [Del79, Theorem 5.6].
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Conjecture 5.4. [Del79, Conjecture 6.6] Let M be a pure motive over Q with
respect to homological equivalence, i.e., a direct summand inMhom(Q) of h(Xη,m)
where Xη/Q is smooth projective. Assume that M is of rank one, that is to say, its
Betti realization (or, equivalently, de Rham or ℓ-adic realization) is one-dimensional.
ThenM is of the formM(ǫ)(n), where n is an integer and ǫ : Gal(Q)→ Q× is a finite
character and M(ǫ) denotes the Dirichlet motive attached to the one-dimensional
representation, ǫ, of Gal(Q) (loc. cit.).
Theorem 5.5. (i) Conjecture 5.2 is triangulated: given a distinguished triangle
M1 →M2 →M3 in DMB,c(Z), the conjecture predicts
L∗(M1, 0)L
∗(M3, 0) = L
∗(M2, 0)
and additively with the pole orders. In particular, the subcategory of DM
B,c(Z)
of motives for which the conjecture holds is triangulated.
(ii) Assume Deligne’s Conjecture 5.4, Conjecture 1.5 (∼rat=∼num), the functional
equation for completed L-functions over Q (Conjecture 3.12) and 4.1. Then
Conjecture 5.2 for any accessible motive M (Definition 3.8) is equivalent to
the one for M∨{−1}.
Note that accessible motives generate DM
B,c(Z) as a thick category (Remark
3.9).
Proof: (i): The pole order additivity is clear. The multiplicativity of the spe-
cial values formula follows easily by considering the long exact sequences made of
Ĥ∗R(Mi) and H∗(M,−1)R. By construction, the Q-structure on Arakelov motivic
cohomology is triangulated, i.e., there is a canonical isomorphism det Ĥ∗R(M2) =
det Ĥ∗R(M1)⊗det Ĥ
∗
R(M3) of R-vector spaces, respecting the Q-structure.
(ii): By Remark 3.9(ii), it is enough to show the claim for allM contained in the
triangulated subcategory ofDM
B,c(Z) generated by the image of i∗ : DMB,c(Fp)→
DM
B,c(Z) for all primes p and motives E as in Notation 5.3.
We put ord := ords=0 and χ
a
w(M) :=
∑
i∈Z(−1)
i dimHaw(H
i(RΓH(M)) for a =
0, 1, where RΓH denotes the Hodge realization functor defined in (2.7). Conjecture
5.2 for M , ordL(M, s) = −χ(M∨(−1)), is equivalent to
ordΛ(M)
(3.2)
= ordL(M)− χ1w(M
∨(−1))
= −χ(M∨(−1))− χ1w(M
∨(−1))
4.1
= −χ̂(M)− χ1w(M
∨(−1))
(2.5)
= −χ(M) + χD(M)− χ
0
w(M)
= −χ(M)− χ1w(M)
Indeed, χD(M) = χ
0
w(M)−χ
1
w(M) (at least) for all M as in the claim: for M = E,
this follows from (2.4), (2.6), and (2.15), while for M = i∗N , these terms are
zero. By Lemma 3.13, the functional equation for mixed motives over Q implies
the one for motives over Z, so that ordΛ(M∨(−1)) = ordΛ(M). Again invoking
the pole order calculation of L∞-functions we get ordL(M
∨(−1)) = −χ(M), that
is, the conjectural prediction of the pole order of L(M∨(−1)). This settles the
compatibility of the pole order prediction with the functional equation.
As for the special L-values, the claim is again triangulated. For motives M =
i∗N , where i : Spec Fp → Spec Z and N is any geometric motive over Fp we have
M∨{−1} = i∗N
∨. The functional equation reads L(i∗N, s) = ab
sL(i∗N
∨,−s), with
a and b in Q× (Remark 3.14; this uses the agreement of numerical and homological
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equivalence, implied by Conjecture 1.5.) On the other hand Πi∗N ≡ Πi∗N∨ mod Q
×
by Example 2.7.
To check the claim for M = E as above, we may assume X is of equidimension
d. Each individual Deligne cohomology group HrD(E) carries the Q-structure men-
tioned in (2.2). We can assume w := wt(E) = 2m− b ≤ 2, since otherwise we can
replace E by E∨(−1)[2]. Let Mη := η
∗M [−1] = h−b−1(Xη,m), where Xη is the
generic fiber of X . For w = 2, the hard Lefschetz axiom implies an isomorphism
E ∼= E∨(−1)[2] (see (5.10)), so that there is nothing to show in that case. Let now
w ≤ 1. We write L∗(−) := L∗(−, 0). Deligne’s conjecture 5.4 implies (see loc. cit.)
L∗(E)
L∗(E∨(−1))
3.5
=
L∗(M∨η (−1))
L∗(Mη)
5.4
≡
a1
a2
mod Q×
where a1 is an element in the Q-lattice of detH
0
D(E
∨(−1))(= R) given by the Q-
structure on this Deligne cohomology group, and a2 is an element in the Q-lattice
of det−1H1D(E), regarded as an element of det H
0
D(E
∨(−1)) using the isomorphism
H1D(M
∨
η (−1))
∨ → H0D(Mη), cf. (2.5). In other words, the isomorphism detH
1
D(E)→
detH0D(E
∨(−1)) is multiplication by a1/a2 with respect to the Q-structures on both
sides.
For r 6= 1, the group HrD(E) and itsQ-structure is trivial, since the corresponding
Betti and (truncated) de Rham cohomology groups vanish. Therefore there is a
canonical isomorphism
detH∗D(E)
∼= det−1H1D(E) (5.3)
(including the Q-structure). Thus
det Ĥ∗R(E)⊗ detH∗(E,−1)R = detH
∗(E)R⊗det
−1H∗D(E)⊗ detH
∗(E∨, 1)R
∼= detH∗(E)R⊗det
−1HD(E
∨(−1))⊗ detH∗(E∨, 1)R
= detH∗(E
∨)R⊗det Ĥ
∗
R(E
∨, 1)
Both the left hand side and the last term on the right hand side map to R via the
Arakelov intersection pairings for E and E∨{−1}, respectively. The two pairings are
compatible with the isomorphism by the commutativity of (2.20). By Conjecture
5.2 for E, the image of the Q-structure on the left hand side is L∗(E)−1, while the
one from the right hand side is, by 5.2, just 1/L∗(E∨(−1)). Hence the two cases of
the conjecture are equivalent.
In the remainder of this paper, we show how certain special cases of 5.2 are
related to conjectures of Beilinson, Soule´, and Tate. In order to formulate our main
result as succinctly as possible, we formulate the following
Conjecture 5.6. For the motive E defined in Notation 5.3 with w := wt(E) =
2, the Arakelov intersection pairing πE[−2] : H0(E,−1)×Ĥ
2(E) → R agrees with
Beilinson’s height pairing (5.6).
Remark 5.7. By Theorem 1.3 and (2.15), we know H0(E,−1) = CH
d−m(Xη)Q and
Ĥ2(E) = H2(E) = CHm(Xη)Q (cf. the proof of Proposition 5.16), so this conjecture
only concerns the pairing itself. Moreover, (5.6) is induced by the Gillet-Soule´
intersection pairing
CHd−m(X)Q×ĈH
m(X)Q → ĈH
d(X)Q
f∗
−→ ĈH1(Z) = R,
which in turn is induced by (4.2). As mentioned in Example 2.8, this pairing
agrees with the Arakelov intersection pairing for M(X){−m} at least up a Q-linear
combination of log pi, where pi are the primes such that the restriction of X is
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smooth over Z[1/
∏
pi]. It is worth mentioning that this comparison is an entirely
formal consequence of the use of stable homotopy category. Its definition as the
homotopy category of spectra of simplicial presheaves on smooth schemes yields
immediate comparison results such as [Sch12a, Thm. 7.4] for smooth schemes, but
not easily for other schemes. Therefore, it is a natural idea to overcome this hurdle
by studying (Arakelov) motivic cohomology for log-smooth schemes. By de Jong’s
resolution of singularities, motives of all log-smooth Z-schemes should generate a
category of motives of logarithmic schemes over Z. This would allow to bypass
Conjecture 5.6. I plan to return to this question in a subsequent paper.
The following two theorems summarize the remainder of this paper: under
standard assumptions on motives and their L-functions, it shows that Beilinson’s,
Soule´’s, and Tate’s conjectures are essentially equivalent to the conceptual reformu-
lation made possible by the use of the Arakelov intersection pairing.
Theorem 5.8. The following are equivalent:
(i) The conjecture of Soule´ (5.11), restricted to regular, projective (but not nec-
essarily flat) schemes.
(ii) The restriction of the pole order formula (Conjecture 5.2) to the category of
easily accessible motives (Definition 3.8).
Proof: This follows immediately from Theorem 5.12 by Theorem 5.5.
By Remark 3.9, the thick closure of the category of easily accessible motives is
the entire category DM
B,c(Z). Thus, the pole order formula of Conjecture 5.2 can
be regarded as an extension of Soule´’s conjecture to direct summands.
Theorem 5.9. We assume the existence of mixed motives as formulated in Axiom
1.2 and the agreement of Beilinson’s height pairing with the Arakelov intersection
pairing (Conjecture 5.6). Moreover, in order to incorporate the compatibility of L-
values with respect to the functional equation, we assume Deligne’s conjecture 5.4
on rank one motives, and the functional equation for completed L-functions over Q
(Conjecture 3.12). Finally, we assume that the pole order formula of Conjecture
5.2 holds for all motives in DM
B,c(Z).
Then, the following are equivalent:
(i) The conjunction of the conjectures of Beilinson (L-values and ∼num=∼rat,
5.14, 1.5), and Tate (5.19).
(ii) The restriction of the conjunction of the perfectness of the Arakelov intersec-
tion pairings (Conjecture 4.1) and the special L-values formula (Conjecture
5.2) to the subcategory DM
B,tr(Z) ⊂ DMB,c(Z) of accessible motives (Defi-
nition 3.8).
Proof: By Remark 3.9(ii), DM
B,tr(Z) is contained in the triangulated category
generated by motivesM = E as in Notation 5.3, and motives of the formM = i∗N ,
N ∈ DM
B,c(Fp), i : Spec Fp → Spec Z. For the latter type of motives, Conjecture
4.1 is equivalent to Conjecture 1.5 by Theorem 4.3 and 5.2 is equivalent to the Tate
conjecture by Theorem 5.20.
The subcategory of DM
B,c(Z) of motives M for which all pairings πM [k] are
perfect is triangulated since motivic and Arakelov motivic cohomology behave well
under triangles. Moreover, 4.1 forM(∈ DM
B,tr(Z)) is equivalent to 4.1 forM
∨{−1}
by Remark 4.2(ii). In a similar vein, Conjecture 5.2 is stable under distinguished
triangles, and 5.2 for M is equivalent to 5.2 for M∨{−1} (Theorem 5.5).
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To finish (i) ⇒ (ii), using the calculation of E∨{−1} in (5.2), we therefore only
need to consider M = E with w := wt(E) = 2m − b ≤ 2. Beilinson’s pole order
conjecture for Mη, 5.14(A), is equivalent (see (5.14)) to
ords=0 L(E, s) = −χ(E
∨(−1)) + dimH1(E∨(−1)). (5.4)
By assumption, L(E, s) = −χ(E∨{−1}) = −χ(E∨(−1)), so that we get H1(E∨(−1)) =
0. Using this vanishing, part (B) of Beilinson’s conjecture is equivalent to the
perfectness of the intersection pairings πE[k], k ∈ Z (with w = wt(E) ≤ 2), by
Proposition 5.16. This shows that 1.5, 5.11, and 5.14(B) together imply 4.1 for all
M ∈ DM
B,tr(Z). Then parts (A), (C) of Beilinson’s conjecture are equivalent to
5.2 for all motives of the form E (of weight ≤ 2), by Theorem 5.18.
The converse implication (ii) ⇒ (i) is shown using the same arguments.
Remark 5.10. It is natural to ask for the equivalence of the following two state-
ments:
(i) The conjectures of Beilinson, Soule´, and Tate (5.14, 1.5, 5.11, 5.19).
(ii) The restriction of Conjectures 4.1 and 5.2 to the category of accessible motives.
Under the assumptions of 5.9, except for the pole order formula assumption, the
above proof does show (ii)⇒ (i). The latter addditional assumption is only needed
to prove the converse, and is actually only needed for motives of the form M = E
as above. Moreover, it holds unconditionally if M(Xη) is an Artin-Tate motive
(Theorem 1.4). The vanishing H1(E∨(−1)) = 0 also follows from the Soule´+Tate
conjecture if one can show E ∈ DM
B,tr(Z), which in its turn would follow if the
motivic t-structure on DM
B,c(Z) restricts to a t-structure on DMB,tr(Z). In this
case, the proof of [Sch12b, Prop. 5.6] referred to in Remark 3.9(ii) could be adapted
to DM
B,tr(Z).
5.1 Relation to a conjecture of Soule´
Conjecture 5.11. (Soule´, [Sou84, Conjecture 2.2.]) Let Y/Z be quasiprojective.
Let m ∈ Z be arbitrary. Then
ords=m ζ(Y, s) =
∑
i≥0
(−1)i+1 dimQK
′
i(Y )(m),Q (5.5)
We refer to loc. cit. for the definition of the Adams eigenspace K ′i(Y )(m),Q. For Y
regular, it agrees with Ki(Y )
(dimY−m)
Q .
Soule´’s conjecture extends a previous conjecture of Tate [Tat65, p. 105]. A
formally similar conjecture was also expressed by Lichtenbaum [Lic84]. The right
hand side of (5.5) makes sense under the Bass conjecture 5.1 and the vanishing of
almost all K ′-groups, which in turn is a consequence of [Sch12b, Axiom 4.1.]. See
also Lemma 4.8. As the thick closure of DM
B,tr(Z) is all of DMB,c(Z), the follow-
ing statement can be paraphrased by saying that Soule´’s conjecture is essentially
equivalent to the pole order part of Conjecture 5.2. This proof does not make use
of mixed motives.
Theorem 5.12. Conjecture 5.11 for Y and m is equivalent to the pole order pre-
diction of Conjecture 5.2 for M = Mc(Y )(−m).
Proof: Proposition 3.7 says ζ(Y, s+m) = L(Mc(Y )(−m), s). The statement for
Y is implied by the conjunction of the one for some open subscheme U of Y and Z :=
Y \U , since Adams eigenspaces in K ′-theory have a localization sequence [Sou84,
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1.3.], and motives with compact support behave well: Mc(Z)→ Mc(Y )→ Mc(U) is
a distinguished triangle. In particular we may assume that Y is integral. Thus, there
is an open affine subscheme U of Y that is either smooth over Z or over some Fp:
if Y/Z is flat, one can take an open neighborhood of a smooth point of the generic
fiber of Y , otherwise Y lies over some Spec Fp and one can take a neighborhood of
a smooth point of Y . Let f : Y → Z be the projection. By Noetherian induction,
we may replace Y by U and hence assume Y is regular and affine of dimension d,
so that (Mc(Y )(−m))
∨{−1} = f!f
∗1(m){−1} = f!f
!1(m){−d} by purity. Hence
χ((Mc(Y )(−m))
∨{−1}) = χ(M(Y )(m− d)[−2d])
=
∑
i∈Z
(−1)i dimHi+2d(Y,m− d)
=
∑
i∈Z
(−1)i dimKi(Y )
(d−m)
Q .
Example 5.13. We continue Examples 2.8 and 4.6 and look at the special values
of the ζ-function of X : by Proposition 3.7 we have L(M, s) = ζ(X, s+ d−m). The
Arakelov intersection pairing πM [i] concerns the following groups
0 × 0 i ≤ −1
K0(X)
(m)
R × Ĥ
0
R(M) i = 0
K1(X)
(m)
R × cokerK0(X)
(d−m)
R → H
2(d−m)
D (X, d−m) i = 1
Ki(X)
(m)
R × H
2(d−m)+i−1
D (X, d−m) i > 1.
The pairing for i ≥ 1 is given by the Chern classKi(X)
(m)
R → H
2m−i
D (X,m) together
with the cup product on Deligne cohomology, followed by the push-forward f∗ :
H2d−1D (X, d) → H
1
D(U, 1) = R. I expect that the group Ĥ
0
R(M) is isomorphic to
CHd−m(X)R and that the pairing πM is the natural pairing of (arithmetic) Chow
groups (cf. Remark 5.7). We do know that these two pairings agree up to a Q-linear
combination of log
∏
pi, where pi are the primes such that the restriction of X is
smooth over Z[1/
∏
pi].
These pairings assemble to a map⊗
πM [i] :
⊗
i
det(−1)
i
(H−2−i(M,−1)R⊗Ĥ
i
R(M))
∼=
→ R.
(Even though the groups Ĥi(M) vanish for i < 0, the determinant carries a non-
trivial information related to these groups, namely the determinants of the Chern
class map, see (4.4).) Conjecture 5.2 asserts that—modulo Q×—L∗(M, 0) is the
reciprocal of the image of 1 in R via the Q-structure map of the left hand term.
The class number formula has been interpreted in terms similar to the one above,
see [Sou92, III.4.3].
5.2 Relation to Beilinson’s conjecture
In this section, we use the notation of 5.3. The following is Beilinson’s conjecture
[Be˘ı84, Be˘ı86]. Part (A) concerns the pole order of L-functions, part (B) is about
the relation of Deligne cohomology and motivic cohomology, and (C) expresses the
special L-value up to Q× in terms of determinants of the isomorphisms asserted in
(B). The pole order conjecture in case w = 3 is due to Tate [Tat65].
Conjecture 5.14. Let Xη/Q be smooth and projective.
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(A)
ords=m LQ(h
−b−1(Xη), s) = ords=0 LQ(Mη, s) =

0 w ≥ 4
− dimCHn(Xη)Q/hom w = 3
dimCHn(Xη)Q,hom w = 2
dimHb+2(Xη, n)Z w ≤ 1
Here n := b+2−m = m+2−w, and the groups at the right have been defined
in Section 1.2.
(B) For w = 2, the height pairing
CHm(Xη)Q,hom⊗CH
d−m(Xη)Q,hom → R (5.6)
is perfect.
For w = 1, the map
r∞ : (CH
m(Xη)Q/hom⊕H
2m+1(Xη, n)Z)⊗QR→ H
2m+1
D (X,n). (5.7)
obtained by the composition
CHm(Xη)Q/hom⊗R→ H
2m
dR (XR)→ H
2m+1
D (X,n)
(see (2.2) for the right hand map) and the realization map, is an isomorphism.
For w ≤ 0, the statement is the same, except that (5.7) gets replaced by
r∞ : H
b+2(Xη, n)Z⊗QR→ H
b+2
D (Xη, n). (5.8)
(C) The special L-value L∗(Mη, 0) is conjecturally given up to a nonzero rational
multiple by the following:
For w = 2, by the determinant of the height pairing (5.6) multiplied with the
period of Mη, that is to say, the determinant of the isomorphism
αMη : H
2m−1(Xη(C),R(m))
(−1)m → H2m−1dR ((Xη)R)/F
m
with respect to the usual Q-structures on both sides (compare (2.2)).
For w = 1, the L-value is given, mod Q×, by d∞(1), where
d∞ := det r∞ : det(H
b(Xη,m)Z ⊕ CH
m(Xη)/hom)R = R→ detH
b
D(X,n) = R,
the left hand term is endowed with the obvious Q-structure, the right one gets
the one stemming from the identification of HbD(Xη, n) = H
1
w(H
b−1(X,Q(n)))
with the dual of H0w(H
b−1(X,Q(n))∨(1)).
For w ≤ 0, the statement is the same, except that the term CHm(Xη)/hom is
omitted.
This concludes the statement of Beilinson’s conjecture. It predicts L-values of
motives h−b−1(Xη,m) with w = 2m− b ≤ 2, up to a nonzero rational factor. The
remaining weights are adressed by the functional equation (Conjecture 3.12).
We compare Beilinson’s conjecture with Conjecture 4.1 and 5.2 applied to the
generic intermediate extension E := η!∗η
∗ h−b(X,−m), where X is any projective
model of Xη (see Notation 5.3).
Recall from [And04, 5.4.2.1] that the agreement of homological and numerical
equivalence (which is part of Axiom 1.2) implies the hard Lefschetz isomorphism:
h−b−1(Xη,m− b− 2)
∼=
−→ h−2dη+b+1(Xη,−dη +m− 1) =M
∨
η (−1). (5.9)
For b + 1 ≤ dη the map is given by the (dη − b − 1)-st power of cup product with
a hyperplane section, with respect to some embedding Xη ⊂ P
N
Q . The right hand
term of (5.9) is M∨η (−1) by relative purity, applied to the smooth map Xη/Q.
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Lemma 5.15. The hard Lefschetz isomorphism (5.9) yields an isomorphism
E∨(−1)[2] = E(m− n) = E(w − 2). (5.10)
It induces isomorphisms of motivic and Deligne cohomology groups (respecting the
Q-structure of the latter):
CHm(Xη)Q/hom ∼= CH
d−m−1(Xη)Q/hom,
CHm(Xη)Q,hom ∼= CH
d−m(Xη)Q,hom [Be˘ı87, Conj. 5.3.(a)],
Hb(Xη, b−m)Z ∼= H
2d−b(Xη, d−m)Z for w = 2m− b ≤ 1
HbD(Xη, b−m)
∼= H2d−bD (Xη, d−m) for w ≤ 1.
Proof: (5.10) is obtained from (5.9) by applying η!∗[1]. Now apply Theorem 1.3
and the calculation of Deligne cohomology in (2.15).
The following proposition compares the perfectness of certain Arakelov intersec-
tion pairings with the statements in part (B) in Beilinson’s conjecture.
Proposition 5.16. Let E be as in Notation 5.3 with weight w = wt(E) ≤ 2. If the
weight of E is 2, we assume Conjecture 5.6. The following are equivalent:
(i) The pairings πE[i] and πE∨{−1}[i] (i ∈ Z) are perfect.
(ii) Part (B) of Beilinson’s conjecture and H3(E∨(−1)[2]) = H1(E∨, 1) = 0 (only
needed if w ≤ 1).
Remark 5.17. The group H1(E∨, 1) vanishes unconditionally if Xη is such that
Mη is a mixed Artin-Tate motive over Q (as opposed to a general mixed motive)
by Theorem 1.4. Recall from Theorem 1.3 that H3(E) = 0 for w := wt(E) ≤ 2.
Proof: The proof combines the hard Lefschetz isomorphism (Lemma 5.15) and
the calculation of motivic and Deligne cohomology of E and E∨(−1) (Theorem 1.3,
(2.15)).
The map Hb+2(Xη, n)Z → H
b+2
D (Xη, n) featuring in (5.7), (5.8) in the cases
w ≤ 1 of Conjecture 5.14 is the Chern class map H2(E(m− n))→ H2D(E(m− n)).
Via hard Lefschetz, this is the same as the Chern class map
ch(E∨(−1)) : H0(E∨(−1))→ H0D(E
∨(−1)). (5.11)
Consider the case w = 1. By Fontaine’s reformulation [Fon92, 9.5], the map (5.7)
being an isomorphism is equivalent to the existence of an exact sequence whose right
hand map is the composition of the Poincare´ duality isomorphism φ stemming from
(2.5), the hard Lefschetz isomorphism and the Chern class map.
0 // CHm(Xη)R/hom
ch // H2mD (Xη ,m) //
φ ∼=

H2m+1(Xη,m+ 1)
∨
Z⊗R // 0
H
2dη−2m+1
D (Xη , dη + 1−m)
∨
(5.9)
∼=
// H2m+1D (Xη,m+ 1)
∨.
ch∨
OO
In terms of motivic and Deligne cohomology groups, it reads
0 // H1(E)R
ch1(E) // H1D(E)
//
φ ∼=

H0(E∨(−1))∨R
// 0
H0D(E
∨(−1))∨.
ch0(E∨(−1))∨
66♠♠♠♠♠♠♠♠♠♠♠♠
(5.12)
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These groups also occur in the following exact sequences, whose terms are paired
by the pairings indicated on top:
πE[−1] : πE∨(−1)[−1] : πE[−2] : πE∨(−1) :
Ĥ1R(E) → H
1(E)R → H
1
D(E) → Ĥ
2
R(E) → H
2(E)R
× × × × ×
H1(E∨, 1)R ← Ĥ
1
R(E
∨, 1) ← H0D(E
∨, 1) ← H0(E∨, 1)R ← Ĥ
0
R(E
∨, 1)
(5.13)
We have H2(E) = 0, so the injectivity of ch0(E∨(−1)) is equivalent to πE∨(−1) being
perfect. The identification of coker ch1(E) with H0(E∨, 1)∨R of (5.12) is equivalent to
πE[−2] being perfect. The Chern class map H
1(E)R = CH
m(Xη)/hom→ H
1
D(E) =
H2mD (Xη,m) ⊂ H
2m
B (Xη,R(m)) is injective by definition of homological equivalence.
Hence Ĥ1R(E) = 0 so that H
1(E∨, 1) = 0 is equivalent to πE[−1] being perfect. By
the five lemma, πE∨(−1)[−1] is then perfect, too. All other Deligne, motivic, and
hence Arakelov motivic cohomology groups of E∨(−1) and E, except for the ones
displayed above, vanish.
The case w < 1 is done similarly: in addition to the above, we have H1(E) = 0.
Accordingly, (5.12) reduces to an isomorphism H1D(E)
∼=
→ H0(E∨(−1))∨R . The details
are omitted.
For w = 2, all Deligne cohomology H∗D(E) and H
∗
D(E
∨, 1) vanish for weight
reasons. Moreover Ha(E) = Ha−2(E∨(−1)) = 0 for a 6= 2, so that πE∨(−1)[−1] and
πE[−1] are perfect. The height pairing (5.6) is just πE[−2] according to Conjecture
5.6. Its perfectness is equivalent to the one of πE∨(−1).
Theorem 5.18. We assume the perfectness of the Arakelov intersection pairing
for motives of the form M = E[n], with E as in Notation 5.3 and n ∈ Z. We also
assume Conjecture 5.6 if E is of weight 2. Then Beilinson’s conjecture (parts (A),
(C)) for Mη is equivalent to Conjecture 5.2 for E.
Proof: By hard Lefschetz (Lemma 5.15) and calculation of motivic cohomology
of E, Theorem 1.3, part (A) of Beilinson’s conjecture reads
ords=0 LQ(Mη, s)
3.5
= − ords=0 LQ(E, s) =
∑
a 6=1
(−1)a dimHa(E∨(−1)). (5.14)
In fact, Ha(E∨(−1))
(5.10)
= Ha+2(η!∗η
∗ h−b(X,−n)). For example, in case w =
2m − b ≤ 1, this equals Hb+2(Xη, n)Z for a = 0 and vanishes for a 6= 0, 1. As was
mentioned above, the perfectness of πE[−1] conjectured in 4.1 implies H
1(E∨(−1)) =
0. (In case w ≥ 2, we know this vanishing without invoking 4.1.) This settles the
pole order part (A) of Beilinson’s conjecture.
For the special L-values, we revisit the proof of Proposition 5.16 and look
at the involved Q-structures. Again using hard Lefschetz, we replace the map
Hb+2(Xη, n)Z⊗R→ H
b+2
D (Xη, n) occurring in (5.7), (5.8) by ch(E
∨(−1)), see (5.11).
The involved Q-structures remain unchanged.
We first treat the case w = 1. By [Fon92, 9.5], [FPR94, Conj. III.4.4.3], Beilin-
son’s conjecture is equivalent to saying that the L-value of Mη is given by the
reciprocal of the image (in R) of the Q-structure on the right hand side:
R ∼= det−1H0(E∨(−1))R⊗ det
−1H1D(E)⊗ detH
1(E)R
(5.3)
= det−1H∗(E∨(−1))R⊗ detH
∗
D(E)⊗ det
−1H∗(E)R.
Here the isomorphism stems from the exact sequence (5.12) and the Q-structure on
H1D(E) is the natural one defined in Section 2.1. (This Q-structure is distinct from
the one on the isomorphic group H0D(E
∨(−1))∨, as is apparent from the discussion of
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the functional equation in Theorem 5.5.) Moreover, all groups H∗(E∨(−1)) except
H0 and H∗(E) except H1 vanish. By construction of Arakelov motivic cohomology
the above is isomorphic, including the Q-structure, to
det−1H∗(E∨(−1))R⊗ det
−1 Ĥ∗R(E).
The above identification with R agrees with the dual of the Arakelov intersection
pairing for E, so that L∗(E, 0) = L∗(Mη, 0)
−1 is indeed the inverse of ΠE . This
accomplishes the case w = 1.
Again, the case w ≤ 0 is similar but simpler, since in addition H1(E) = 0.
Correspondingly, only the determinant of the realization map ch(E∨(−1)) (5.11),
as opposed to the one of (5.12), appears in Beilinson’s conjecture.
Finally, consider the special value at the central point, i.e., w = 2. In this case
all groups H∗D(E) are trivial, but the Q-structure on
det−1H∗D(E) = detH
∗
D(Mη) = detH
b+1
B (Xη,R(m))
(−1)m︸ ︷︷ ︸
=:B
⊗det−1Hb+1dR (Xη×R)/F
m)︸ ︷︷ ︸
=:dR
is non-trivial since the period isomorphism α : B → dR does not respect the natural
Q-structures. By linear algebra, detα agrees (modulo Q×) with the image (in R) of
the Q-lattice under the natural isomorphism induced by α: detB⊗ det−1 dR
∼=
→ R.
Except for H2(E) and H0(E∨(−1)), all motivic cohomology groups of E and E∨(−1)
vanish (Theorem 1.3). The Arakelov intersection pairing πE[−2] agrees with the
height pairing under Conjecture 5.6. By (2.17), we have an isomorphism of R-
vector spaces respecting the Q-structure
det Ĥ∗R(E) = detH
∗(E)R⊗ det
−1H∗D(E),
so Beilinson’s conjecture is indeed equivalent to saying that L∗(E, 0) = L∗(Mη, 0)
−1
is the reciprocal of the image of the Q-lattice under det Ĥ∗R(E)⊗ detH
∗(E∨(−1))R →
R.
5.3 Relation to the Tate conjecture over Fp
Conjecture 5.19. (Tate conjecture over finite fields [Tat65]) Let X/Fq be smooth
and projective. Let ℓ be a prime such that ℓ ∤ q. Any Gal(Fq)-invariant element of
H2i(X×FqFq,Qℓ(i)) is a Qℓ-linear combination of algebraic elements, i.e., elements
in the image of the cycle class map CHi(X)→ H2i(X×FqFq,Qℓ(i)).
Theorem 5.20. In addition to the general assumptions on mixed motives over Fp
(Section 1.2), we assume Conjecture 1.5. Then the Tate conjecture 5.19 is equivalent
to Conjecture 5.2 for motives M = i∗N , where N is any geometric motive over Fp,
i : Spec Fp → Spec Z. More precisely, the special value prediction of 5.2 in this
case is
L∗(i∗N, 0) ≡ (log p)
−χ(N∨(−1)) (mod Q×), (5.15)
where χ(N∨(−1)) is the Euler characteristic of motivic cohomology (see (5.1), com-
puted in the category DM
B,c(Fp)).
Proof: ⇒: to show Conjecture 5.2 and (5.15) for i∗N , we may replace N by
grW∗
pH∗N , the weight graded pieces of the truncations with respect to the mo-
tivic t-structure, since both the weight filtration and the t-structure are bounded
[Sch12b, Axiom 4.1.]. The subcategory of MM(Fp) consisting of pure objects is,
by [Sch12b, Axiom 4.11], the category of pure motives with respect to numer-
ical equivalence, Mnum(Fp). Under Conjecture 1.5, this agrees with Chow mo-
tives Mrat(Fp). Finally, χDM
B
(Z)((i∗N)
∨(−1)) = χDM
B
(Fp)(N
∨(−1)), so we have
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to show ords=0 L(i∗N) = − dimH
0(N∨, 1) = − dimH0(N,−1) and L
∗(i∗N) ≡
(log p)− dimH0(N,−1) (mod Q×).
Consider first N = H := MFp(X){−n} with X/Fp smooth and projective. Then
L(i∗H) = L(MZ(X){1−n}). Let Z
n(X)/num be the group of codimension n cycles
on X modulo numerical equivalence. Then
dimH0(H) = rkCHn(X)
1.5
= rkZn(X)/num = − ords=n ζ(X, s),
so the pole order claim holds for H by assumption: the Tate conjecture and the
agreement of the ℓ-adic homological and numerical equivalence relations on X (up
to torsion) together are equivalent to the rightmost equality [Tat94, Thm. 2.9].
In general, N is a direct summand of H as above. Let N ⊕ N ′ = H , which as
an object in Mrat(Fp) is denoted h(X)(n). By the previous case,
dimH0N + dimH0N ′ = − ordL(N)− ordL(N ′). (5.16)
Let −ℓ : Mrat(Fp) → ⊕Qℓ[Gal(Fp)], πh(X)(n) 7→ ⊕aπ
∗Ha(X,Qℓ(n)) be the
ℓ-adic realization functor taking values in graded continuous ℓ-adic Gal(Fp)-
representations. We write H0(Nℓ) := N
Gal(Fp)
ℓ , the Galois cohomology of the ℓ-adic
Galois module Nℓ. The following way of reasoning is borrowed from loc. cit. We
have the following chain of inequalities:
− ords=0 L(N, s) ≥ dimQℓ ker(Id− Fr
−1)|Nℓ
≥ dimQℓ(Nℓ)
Gal(Fp)
= dimQℓ H
0(Nℓ)
≥ dimQH
0(N)
The last inequality is by the injectivity of the cycle class map H0(N) → H0(Nℓ),
which follows from the injectivity of H0(H) → H0(Hℓ) = H
2n(X,Qℓ(n)), i.e., the
agreement of homological and rational equivalence, which holds under Conjecture
1.5. Therefore, in (5.16) equality of dimensions must hold for the individual sum-
mands, so the pole order part is shown.
The claim (5.15) and the special values formula of 5.2 trivially hold for N =
1(−1): the residue of L(i∗1(−1), s) = ζ(Spec Fp, s) = (1 − p
−s)−1 at s = 0 is
(log p)−1, which is the inverse of the determinant of πM(Fp) = πi∗i∗1{−1} (Example
2.7). Jannsen’s semisimplicity theorem for Mnum(Fp) yields a decomposition N =
1(−1)r ⊕ R with HomMnum(Fp)(1(−1), R) = HomMnum(Fp)(R,1(−1)) = 0. Hence
we can assume N = R. By the Lefschetz trace formula, the L-function of any
pure motive over Fp is a rational function in p
−s with rational coefficients that
are independent of ℓ, see e.g. [And04, Section 7.1.4]. By the preceding part, the
L-function of i∗R does not have a pole at s = 0, therefore the leading term of the
Laurent series L(i∗R, s) is simply the value at this point, a nonzero rational number
(as opposed to an ℓ-adic or, via σℓ, a complex number).
⇐: we again use the theorem of Tate cited above: the Tate conjecture for
X/Fp is implied by ords=j ζ(X, s) = − rkZ
j(X)/num. Under 1.5, that term is
− rkCHj(X) = − dimH2j(M(X)(−j)). Thus, Conjecture 5.2 for i∗M(X)(−j) im-
plies the Tate conjecture on the j-th Chow group of X .
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