A longstanding open problem is whether there exists a non-syntactical model of the untyped λ-calculus whose theory is exactly the least λ-theory λ β . In this paper we investigate the more general question of whether the equational/order theory of a model of the untyped λ-calculus can be recursively enumerable (r.e. for brevity). We introduce a notion of effective model of λ-calculus, which covers in particular all the models individually introduced in the literature. We prove that the order theory of an effective model is never r.e.; from this it follows that its equational theory cannot be λ β , λ βη . We then show that no effective model living in the stable or strongly stable semantics has an r.e. equational theory. Concerning Scott's semantics, we investigate the class of graph models and prove that no order theory of a graph model can be r.e., and that there exists an effective graph model whose equational/order theory is the minimum among the theories of graph models. Finally, we show that the class of graph models enjoys a kind of downwards Löwenheim-Skolem theorem.
1. Introduction 1.1. Lambda-theories and lambda-models λ-theories are, by definition, the equational extensions of the untyped λ-calculus which are closed under derivation [ 2] ; in other words: a λ-theory is a λ-congruence which contains β-conversion (λ β ); extensional λ-theories are those which contain βη-conversion (λ βη ). λ-theories arise by syntactical or by semantic considerations. Indeed, a λ-theory T , may correspond to a possible operational (observational) semantics of λ-calculus, as well as it may be induced by a model M of λ-calculus through the kernel congruence relation of the interpretation function (then we will say that M represents T and we will write T h(M ) = T ). Although researchers have, till recently, mainly focused their interest on a limited number of them, the set of λ-theories ordered by inclusion constitutes a very rich, interesting and complex mathematical structure (see [ 2, 6, 7, 36] ), whose cardinality is 2 ℵ0 .
λ-models. After the first model, found by Scott in 1969 in the category of complete lattices and Scott continuous functions, a large number of mathematical models for λ-calculus, arising from syntax-free constructions, have been introduced in various categories of domains and were classified into semantics according to the nature of their representable functions, see e.g. [ 2, 6, 40 ]. Scott's continuous semantics [ 43] is given in the category whose objects are complete partial orders and morphisms are Scott continuous functions. The stable semantics (Berry [ 10] ) and the strongly stable semantics (Bucciarelli-Ehrhard [ 13] ) are refinements of the continuous semantics, introduced to approximate the notion of "sequential" Scott continuous function; finally "weakly continuous" semantics have been introduced, either for modeling non determinism, or for foundational purposes. In each of these semantics all the models come equipped with a partial order, and some of them, called webbed models, are built from lower level structures called "webs". The simplest class of webbed models is the class of graph models, which was isolated in the seventies by Plotkin, Scott and Engeler within the continuous semantics. The class of graph models contains the simplest non syntactical models of λ-calculus (to begin with Engeler's model E ), is itself the easiest describable class, and represents nevertheless 2 ℵ0 (non extensional) λ-theories. The results previously obtained for the class of graph models are surveyed in [ 7] . Scott continuous semantics also includes the class filter models, which were isolated at the beginning of eighties by Barendregt, Coppo and Dezani [ 3] after the introduction of intersection-type discipline at the end of seventies by Coppo and Dezani [ 17] . Filter models are perhaps the most established and studied semantics of λ-calculus (see e.g. [ 41, 18, 19] ).
The problems we are interested in
The initial problem. The question of the existence of a non-syntactical model of λ β (λ βη ) has been circulating since at least the beginning of the eighties 1 , but it was only first raised in print in [ 27] . This problem is still open, but generated a wealth of interesting research and results (surveyed in [ 6] and [ 7] ), from which we only sketch below what is relevant for the present paper.
The first results. In 1995 Di Gianantonio, Honsell and Plotkin succeeded to build an extensional model having theory λ βη , living in some weakly continuous semantics [ 21] . However, the construction of this model as an inverse limit starts from the term model of λ βη , and hence involves the syntax of λ-calculus. Furthermore the existence of a model living in Scott's semantics itself, or in one of its two refinements, remains completely open. Nevertheless, the authors also proved in [ 21] that the set of extensional theories representable by models living in Scott's semantics had a least element. At the same time Selinger proved that if an ordered model has theory λ β or λ βη then the order is discrete on the interpretations of λ-terms [ 45] .
First extension: the minimality problem. In view of the second result of [ 21] , it becomes natural to ask whether, given a (uniformly presented) class of models of λ-calculus, there is a minimum λ-theory represented in it; a question which was raised in [ 6] . In [ 16, 14] Bucciarelli and Salibra showed that the answer is also positive for the class of graph models, and that the least graph theory (theory of a graph model) was different from λ β and of course λ βη . At the moment the problem remains open for the other classes of models.
Each class of models represents and omits 2 ℵ0 λ-theories. Ten years ago, it was proved that in each of the known (uniformly presented) classes C of models, living in any of the above mentioned semantics, and to begin with the class of graph models, it is possible to build 2 ℵ0 (webbed) models inducing pairwise distinct λ-theories [ 32, 33] . More recently, it has been proved in [ 42] that there are 2 ℵ0 theories which are omitted by all the C's, among which ℵ 0 are finitely axiomatizable over λ β . From these results, and since there are only ℵ 0 recursively enumerable theories (r.e. in the sequel), it follows that each C represents 2 ℵ0 non r.e. theories and omits ℵ 0 r.e. theories. Note also that there are only very few theories of non syntactical models which are known to admit an alternative description (e.g. via syntactical considerations), and that all happen to coincide either with the theory B T of Böhm trees [ 2] or some variations of it, and hence are non r.e. This leads us to raise the following problem, which is a second natural generalization of the initial problem.
Can a non syntactical model have an r.e. theory? This problem was first raised in [ 7] , where it is conjectured that no graph model can have an r.e. theory. But we expect that this could indeed be true for all λ-models living in the continuous semantics, or in its refinements (but of course not in its weakenings, because of [ 21] ), and in the present paper we extend officially this conjecture. Scott' s continuous semantics or in one of its refinements has an r.e. equational theory.
Conjecture 1 No λ-model living in

Methodology
1) Look also at order theories.
Since all the models we are interested in are partially ordered, and since, in this case, the equational theory T h(M ) is easily expressible from its order theory T h ⊑ (M ) (in particular if T h ⊑ (M ) is r.e. then also T h(M ) is r.e.) we will also address the analogue problem for order theories.
2) Look at models with built-in effectivity properties. There are several reasons to do so. First, it may seem reasonable to think that, if effective models do not even succeed to have an r.e. theory, then it is unlikely that the other ones may succeed; second, because all models which have been individually studied or given as examples in the literature are effective, in our sense. Starting from the known notion of an effective domain, we introduce an appropriate notion of an effective model of λ-calculus and we study the main properties of these models 2 . Note that, in the absolute, effective models happen to be rare, since each "uniform" class C represents 2 ℵ0 theories, but contains only ℵ 0 non-isomorphic effective models! However, and this is a third a posteriori reason to work with them, it happens that they can be used to prove properties of non effective models (Theorem 4 below is the first example we know of such a result).
3) A previous result obtained for typed λ-calculus also justifies the above methodology. Indeed, it was proved in [ 5] that there exists a (webbed) model of Girard's system F , living in Scott's continuous semantics, whose theory is the typed version of λ βη , and whose construction does not involve the syntax of λ-calculus. Furthermore, this model can easily be checked to be "effective" in the same spirit as in the present paper (see [ 5, Appendix C] for a sketchy presentation of the model). Note that this model has no analogue in the stable semantics.
4) Look at the class of graph models. Recall, from a remark above, that a graph model can be effective but that most of them are not.
5) Prove a Löwenheim-Skolem theorem. Effective webbed models are, in particular, generated by countable webs. A key step for attacking the general conjecture is hence to prove that the order/equational theory of any webbed model can be represented by a model of the same kind but having a countable web. We will prove this here for graph models.
6) Mention when the results extend to some other class of webbed models, and when they do not (sometimes we do not know). All the classes of webbed models indeed appear to be (more or less) sophisticated variations of the class of graph models. Studying graph models illustrates the spirit of the tools we aim at developing, while keeping technicalities at the lowest possible level. We will not work out the details, since this would lead us to far, and would be teadious, with no special added interest. Our program is rather to search for generic tools and our first success in this direction concerns a meta-Löwenheim-Skolem theorem whose proof will be given in a further paper.
Main results and derived conjectures
I. On effective models. The central technical device here is Visser's result [ 47] stating that the complements of β-closed r.e. sets of λ-terms enjoy the finite intersection property (Theorem 6.4). We will be able to prove the following. This theorem solves Conjecture 1 for these two semantics. Concerning Scott's semantics, the problem looks much more difficult and we concentrate on the class of graph models.
II. On graph models.
Theorem 3 There exists an effective graph model whose equational/order theory is the minimum graph theory.
Theorem 4 If M is a graph model then T h ⊑ (M ) is not r.e.
We emphasize that Theorem 4, which happens to be a consequence of Theorem 3, plus the work on effective models, concerns all the graph models and not only the effective ones. Concerning the equational theories of graph models we only give below, as Theorem 5, the more flashy example of the results we will prove in Section 12.3. The stronger versions are however natural, and needed for covering all the traditional models (for example the Engeler model is covered by Theorem 5 below only if it is generated from a finite set of atoms, while it is well known that its theory is B T , independently of the number of its atoms).
Theorem 5 If M is a graph model which is "freely generated from a finite partial web", then T h(M ) is not r.e.
It remains open whether the minimum equational graph theory is r.e. Hence, the following instances of Conjecture 1 are still open; we state them from the weaker to the stronger one.
Conjecture 2 The minimum equational graph theory is non r.e.
Conjecture 3 All the effective graph models have non r.e. equational theories.
Conjecture 4 All the effective models living in the continuous semantics have non r.e. equational theories.
The following further theorem states that graph models with countable webs are enough for representing all graph theories. This can be viewed as a kind of Löwenheim-Skolem Theorem for graph models (see Section 9 for more comments).
Theorem 6 For any graph model G there is a graph model G
′ which has a countable web and the same order theory (and hence the same equational theory).
This result answers positively Problem 12 in [ 7] . The more general problem concerning all known classes of webbed models appeared previously as Question 3 in [ 6, Sec. 6.3] . We are now able to give a full positive answer to Question 3, relying on a more conceptual proof. We will keep this development for a later work.
The paper is an expanded version of "Lambda theories of effective lambda-models" [ 8] . Besides containing more proofs, explanations, and examples, it also contains some deeper results (e.g., Theorem 12.11 and its corollaries).
Part I Preliminaries
Generalities
To keep this article as self-contained as possible, we summarize some definitions and results that we will use later on. Concerning λ-calculus, we will generally use the notation of Barendregt's classic work [ 2] .
Sets, functions and groups of automorphisms
We will denote by N the set of natural numbers and by p k the k-th prime number. If X is a set, P(X) (resp. X * ) is the set of all subsets (resp. finite subsets) of X. We write X ⊆ f Y to express that X is a finite subset of Y .
For any function f we write dom(f ) for the domain of f , rg(f ) for its range, graph(f ) for its graph, and f↾ X for its restriction to a subset X ⊆ dom(f ). We define the image and the inverse image of X via f respectively as f + (X) = {f (x) : x ∈ X} and f − (X) = {x : f (x) ∈ X}. The partial inverse of an injective function f , denoted by f −1 , is defined by: dom(f −1 ) = rg(f ) and f −1 (x) = y if f (y) = x. Let f, g be two partial functions, then: f and g are compatible if f (x) = g(x) for all x ∈ dom(f )∩dom(g); f ∩ g denotes the function whose graph is graph(f ) ∩ graph(g); if f, g are compatible, we denote by f ∪ g the function whose graph is graph(f ) ∪ graph(g); finally, f (x) ≃ g(y) abbreviates f (x) is undefined if, and only if, g(y) is undefined and, if they are both defined, f (x) = g(y).
Given any mathematical structure S having a carrier set S, we denote by Aut(S) the group of all the automorphisms of S. For all s ∈ S the orbit O(s) with respect to Aut(S) is defined by O(s) = {θ(s) : θ ∈ Aut(S)}. A structure S is finite modulo Aut(S) if the number of orbits of S, with respect to Aut(S), is finite.
Recursion theory
We write ϕ n : N → N for the partial recursive function of index n and we indicate by W n the domain of ϕ n . A set E ⊆ N is recursively enumerable (r.e. for short) if it is the domain of a partial recursive function. The complement E c of an r.e. set E is called co-r.e. If both E and E c are r.e., E is called decidable. Note that the collection of all r.e. (co-r.e.) sets is closed under finite union and finite intersection.
We say that ν is an encoding of a countable set X if ν : X → N is bijective. A numeration γ is a pair (X, ν X ), such that ν X : N → X is total and onto. Thus, the inverse of an encoding is a special case of numeration. A set Y ⊆ X is r.e. (resp. co-r.e.) with respect to ν X if the set ν − X (Y ) is r.e. (resp. co-r.e.). Given two numerations (X, ν X ) and (Y, ν Y ) we say that a partial recursive function ϕ tracks f : X → Y with respect to ν X , ν Y if the following diagram commutes:
A function f : X → Y is said computable (with respect to ν X , ν Y ) if there exists ϕ tracking f with respect to ν X , ν Y . Hereafter we suppose that a computable encoding −, − : N 2 → N for the pairs is fixed. Moreover, we fix an encoding # * : N * → N which is effective in the sense that the relations m ∈ # −1 * (n) and m = card(# −1 * (n)) are decidable in (m, n). Finally we set ≪ −, − ≫: N * × N → N defined as ≪a, n≫= # * (a), n . We recall here a basic property of recursion theory which we will often use in the sequel. 
A poset D is a complete partial order (cpo, for short) if it has a least element (denoted by ⊥ D ) and every directed set A ⊆ D admits a least upper bound (denoted by A). A cpo is bounded complete if {u, v} exists for all compatible elements u, v. 
The untyped λ-calculus
λ-terms
The set Λ of λ-terms over a countable set of variables is constructed as usual: every variable is a λ-term; if M and N are λ-terms, then so are (M N ) and λx.M for each variable x. We denote by Λ o the set of closed λ-terms. Concerning specific λ-terms we set:
The symbol ≡ denotes definitional equality. A more traditional notation for T, when not viewed as a boolean, is K. We will denote αβ-conversion by λ β and αβη-conversion by λ βη .
Contexts are, intuitively, λ-terms with some occurrences of a hole inside, denoted by []. A context is inductively defined as follows: [] is a context, every variable is a context, if C 1 and C 2 are contexts then so are C 1 C 2 and λx.C 1 for each variable x. If M is a λ-term we will write C[M ] for the context C where all the occurrences of the hole [] have been simultaneously replaced (without α-conversion) by M .
A (ii) Two normal λ-terms are separable or η-equivalent.
Böhm trees
The Böhm tree BT (M ) of a λ-term M is a finite or infinite labelled tree. If M is unsolvable, then 
We call BT the set of all Böhm trees. Given t, t ′ ∈ BT we define t ⊑ B t ′ if, and only if, t results from t ′ by cutting off some subtrees. It is easy to verify that (BT , ⊑ B ) is an ω-algebraic cpo.
λ-theories
A λ-theory is a congruence which contains λ β . If T is a λ-theory, we will write . A λ-theory T is called semi-sensible if it contains no equations of the form U = S where S is solvable and U unsolvable. Sensible λ-theories are semi-sensible and H * is also the unique maximal semi-sensible λ-theory. The λ-theory B T which equates all λ-terms with the same Böhm tree, is sensible, non-extensional and non r.e., moreover B T is distinct from H and H * , so that H B T H * . [D→D] . In the following we will only be interested in the case where C is a concrete Cartesian closed category whose objects are posets, possibly satisfying some constraints, and morphisms are (special) monotone functions between these sets. In fact we will mainly be interested in Scott semantics but we will also draw conclusions for the stable and strongly stable semantics. In these three classes all the λ-models have an underlying poset D which is a cpo; in this context the partial order ⊑ 
Models of λ-calculus
λ-models
This interpretation function generalizes to terms with parameters in D (where an element of D is interpreted by itself) and to Λ ⊥ by setting |⊥| ρ = ⊥ D for all ρ ∈ Env D . The set of all open (resp. closed) terms with parameters in D is denoted by Λ(D) (resp. Λ o (D)). If M is a closed λ-term we write |M | instead of |M | ρ since, clearly, |M | ρ only depends on the value of ρ on the free variables of M ; in particular |M | = |M | ρ ⊥ . In case of ambiguity we will denote by |M | M the interpretation of the closed term M in the λ-model M .
The equational theory T h(M ) and the order theory T h ⊑ (M ) of a λ-model M are respectively defined as:
and k, s are, respectively, the interpretation of K, S in M . In the sequel, we will write ab for a • b, and when parentheses are omitted we understand that association is made to the left, thus abc means (ab)c.
Isomorphisms of λ-models
Given two combinatory algebras
it is an isomorphism if and only if Ψ is, moreover, a bijection.
It has been proved in [ 37] that all homomorphisms between λ-models living in the continuous semantics or in its refinements are embeddings, that is to say, inclusions up to isomorphism.
and the associated combinatory algebras C , C ′ , and a bijection Ψ : D → D ′ , the following assertions are equivalent:
We will hence also speak in this case of an isomorphism between the λ-models M and M ′ , and of an automorphism when M = M ′ (and hence C = C ′ ). The next remark is clear from the definition. 
is a Scott domain and its compact elements are the functions of the form i∈I ε di,ei for some I finite. Note that in case I = ∅ such least upper bound exists if, and only if, whenever {d i : i ∈ I} is bounded, then so is
′ is prime algebraic it is more interesting to work with
In the next section we will describe the simplest class of models living in Scott's continuous semantics, namely graph models.
Definition of graph models
The class of graph models belongs to Scott continuous semantics, it is the simplest class of models of the untyped λ-calculus; nevertheless it is very rich. All known classes of webbed λ-models can be presented as variations of this class (see [ 6] ). The simplest graph model, is Engeler's model E (Example 7.15(i)); it is moreover, from far, the simplest of all non syntactical λ-models. Historically, the first graph model which has been isolated was Plotkin and Scott's P ω , and it was followed soon by E . The word graph refers to the fact that the continuous functions are encoded in the model via (a sufficient fragment of) their graphs, namely their traces, as recalled below. For more details we refer to [ 6] , and to [ 7] .
Definition 4.5 The graph model generated by the total pair G is the reflexive cpo
where
In particular, the function i G encodes the trace of the Scott continuous function f :
It is easy to check that, in the case of a graph model G , the interpretation |M | G :
Example 4.6 Given a graph model G :
Concerning |Ω| G we only use the following characterization (the details of the proof are, for example, worked out in [ 9, Lemma 4]).
In the following, "graph theory" will abbreviate "the λ-theory of a graph model".
Indeed, it was long ago noticed that no graph model could be extensional, and recently noticed in [ 16] that
Hence, Selinger's result [ 44, Cor. 4] stating that in any partially ordered model whose theory is λ β or λ βη the interpretations of closed λ-terms are discretely ordered, implies that the theory of a graph model cannot be λ β , λ βη .
The stable and strongly stable semantics
The stable semantics and the strongly stable semantics are refinements of Scott's semantics which were successively introduced respectively by Berry [ 10, 11] and Ehrhard [ 13] , mainly for proving some properties of typed λ-calculi with a flavour of sequentiality [ 39, 10, 11, 12] . For this paper it is enough to know the following. In this framework, the objects are particular prime algebraic Scott 
The following basic properties of Berry's order are easy to check.
Remark 4.10
As soon as we are working with stable functions, the following alternative notion of trace makes sense and it is more economical: T r s (f ) is defined in the same way as T r(f ) in Section 4.3 (case where D is prime algebraic) but retains only the pairs (d, e) satisfying: d is minimal such that e ⊑ D f (d); and similarly when one uses pairs (a, α).
Classes of webbed models
We have the following classes of webbed models:
1. K-models introduced by Krivine in [ 34] (see also [ 6, Def. The terminology of K-, G-, H-models will be used freely in this paper.
Recursion in λ-calculus
We now recall the main properties of recursion theory concerning λ-calculus that will be applied in the following sections.
Let (−) ω : Λ → N be an arbitrary effective encoding of Λ. We denote by (−) λ the inverse map of (−) ω , thus: M ω,λ = M .
6.1. Co-r.e. sets of λ-terms 
Our key tool for studying r.e. theories and effective models will be the following theorem ([ 47, Thm. This theorem generalizes the following classical result of Scott (see, e.g., [ 2, Thm. 6.6.2]).
Theorem 6.5 (Scott) A set of λ-terms which is both β-r.e. and β-co-r.e. is trivial.
A topological reading of Theorem 6.4 is that the topology on Λ generated by the β-co-r.e. sets of λ-terms is hyperconnected (i.e., the intersection of two non-empty open sets is non-empty).
Lemma 6.6
(i) U is β-co-r.e. and hence non r.e.,
(ii) U is T -co-r.e. if, and only if, T is semi-sensible.
Proof. (i) Indeed, U is co-r.e and β-closed.
(ii) Furthermore, it is easy to check that U is T -closed exactly when T is semi-sensible.
From this lemma and from Theorem 6.4 it follows that every non-empty β-co-r.e. set of terms contains unsolvable λ-terms.
. and T is r.e., then O/T is infinite or T is inconsistent.
Proof. Let V be the T -closure of O, and O ′ = Λ − V . If T is r.e. and O/T is finite, then V is r.e. and hence O ′ is β-co-r.e. Since O ′ ∩ O = ∅, O ′ must be empty by Theorem 6.4. Hence V = Λ, and Λ/T is finite. Hence T is inconsistent.
Separability revisited
This section, which can be skipped at first reading, contains other interesting examples of β-co-r.e. sets which should prove useful for later work, namely M T −ins and Λ T −easy , as defined below, when T is r.e.
Notation 6.8 Given a λ-theory T we let, for all
In this case M and N are said to be T -inseparable. We will omit T when T = λ β . 
Remark 6.10 Let T be a λ-theory and M ∈ Λ o , then:
Proof. Suppose that there are S, N ∈ Λ o such that SM = T T and SN = T F. As T is semi-sensible, SM and SN are solvable, and, since T is necessarily consistent, their head-normal forms are non equivalent. Hence SM and SN are separable, which implies that M and N are separable. Proof. Recall that Λ T −easy ⊆ M T −ins and Λ T −easy ⊆ U hold whether T is r.e. or not. (i) It follows easily from the definitions that both sets are co-r.e. if T is r.e. (ii) By (i) and Lemma 6.7, using the fact that Λ T −easy = ∅ when T is r.e. was proved by Visser [ 47] (or see [ 2, Prop. 17.1.9]).
Note that, if it is obvious that M T −ins = ∅ holds for all M ∈ Λ o and T , since M ∈ M T −ins , it is only known for r.e. theories T that Λ T −easy is non-empty.
Part II Graph models and partial pairs
The category of partial pairs
The definition of graph models (and hence of total pairs) has been recalled in Section 4.4. We need now to develop the wider framework of partial pairs.
In this section will recall the known definitions of partial pairs, interpretation with respect to a partial pair, free completion and gluings. We will also introduce the new notions of subpair relation, morphism of partial pairs and retract of partial pairs.
Definition and ordering of partial pairs Definition 7.1 A partial pair A is a pair (A, j A ) where A is a non-empty set and j
In the sequel the letters A, B will always denote partial pairs. A is finite if A is finite, and it is total if j A is total. The simplest example of a partial pair is (A, ∅), where ∅ denotes the empty function.
The set of all the subpairs of A will be denoted by Sub(A).
It is clear that, for all partial pairs A, (Sub(A), ⊑) is a bounded complete algebraic cpo (provided we add the empty-pair) and that
7.2. Interpretation with respect to partial pairs Definition 7.3 An A-environment is a function ρ : V ar → P(A).
We will denote by Env A , instead of Env P(A) , the set of all A-environments.
The definition of the interpretation |M |
A of a λ-term M with respect to a partial pair A generalizes in the obvious way the one given for graph models in Section 4.4. For all ρ ∈ Env A we let:
Of course, if G is a graph model with web G, then |M | Proof. The proof is by induction on M . If M ≡ x, then α ∈ ρ(x), so that we define B = ({α}, ∅). 
Morphisms between partial pairs
The following definition extends the definition of an isomorphism between total pairs, which was introduced by Longo in [ 35] .
and it is an endomorphism if, moreover, A = B. We will also write θ : A → B for θ ∈ Hom(A, B).
Lemma 7.10 Let φ ∈ Hom(A, B) and ρ ∈ Env A . Then:
Proof. (i) By straightforward induction on M one proves that, for all α ∈ φ follows by (i) ). Lemma 7.10(ii) implies that if φ ∈ Iso(A, B), with A, B total, then φ + is an isomorphism of λ-models (and of combinatory algebras). On the contrary, if φ is only a morphism of pairs, then φ + cannot be a morphism of combinatory algebras. Indeed, it is easy to check that φ
Free-completions of partial pairs
There are two known processes for building a graph model satisfying some additional requirements. Both consist in completing a partial pair A into a total pair. The free completion 3 , which is due to Longo [ 35] and mimics the construction of E , is a constructive way for building as freely as possible a total pair A from a partial pair A. The aim is to induce some properties of the graph model generated by A from properties of A. The other completion process, called forcing completion or simply "forcing", originates in [ 1] . For all M ∈ Λ o , Baeten and Boerboom built out of a partial pair (G, ∅) a graph model G with web (G, i M G ) such that |Ω| G = |M | G , thus proving semantically that Ω is easy. This technique is, in general, non constructive but it can be effective in some degenerate but interesting cases (this contradicts a remark in [ 7, Sec. 5.3.5] ). Forcing was generalized in [ 9] , where it is shown, in particular, that we can go far beyond Λ o and even Λ o (D). In our paper forcing will only have an auxiliary role allowing us to produce examples; hence "completion" will mean "free completion" unless otherwise stated. 
otherwise.
An element of A has rank 0, whilst an element α ∈ A − A has rank n if α ∈ A n − A n−1 . Notation 7.12 G A denotes the graph model whose web is A, and it will be said freely generated by A. (ii) the graph-Scott models are freely generated by A = (A, j A ), where j A (∅, α) = α for all α ∈ A;
(iii) the graph-Park models are freely generated by A = (A, j A ), where j A ({α}, α) = α for all α ∈ A;
(iv) the mixed-Scott-Park graph models are freely generated by A = (A, j A ) where j A (∅, α) = α for all α ∈ Q, j A ({β}, β) = β for all β ∈ R and Q, R form a non-trivial partition of A. Proof. Among the continuum of distinct graph models provided by Kerth in [ 29, 32] , countably many are freely generated by finite partial pairs. The result for sensible graph theories follows from Kerth [ 31] plus David [ 20] .
Lemma 7.18
(i) For all θ ∈ Hom(A, B) there is a uniqueθ ∈ Hom(A, B) such thatθ↾ A = θ.
(ii) If θ ∈ Iso(A, B), thenθ ∈ Iso(A, B).
Proof. Definition ofθ and verification of the first point are by straightforward induction on the rank of the elements of A. It is also easy to check that if θ is an isomorphism thenθ −1 is the inverse ofθ.
A morphism θ : A → B does not induce, in general, a morphism of λ-models. But this is true when θ is an isomorphism. In other words, the next corollary holds.
Corollary 7.19 Let θ ∈ Iso(A, B), then:
(i)θ + ∈ Iso(G A , G B ), (ii) T h ⊑ (G A ) = T h ⊑ (G B ), (iii) T h(G A ) = T h(G B ).
Proof. (i) By Lemma 7.10 and Lemma 7.18. (ii) By (i) and Remark 4.2. (iii) From (ii).
Proposition 7.20 Let G be a graph model with web G, and suppose
α ∈ |M | G − |N | G for some M, N ∈ Λ o .
Then there exists a finite A ⊑ G such that α ∈ A and for all pairs C ⊒ A, if there is a morphism
Proof. By Lemma 7.6 there is a finite A ⊑ G such that α ∈ |M | A . By Lemma 7.5 we have α ∈ |M | C . Now, if α ∈ |N | C then, by Lemma 7.10, α = θ(α) ∈ |N | G , which is a contradiction.
Corollary 7.21 Let G be a graph model, and suppose
Then there exists a finite A ⊑ G such that α ∈ A and for all pairs B satisfying A ⊑ B ⊑ G, we have:
Proof. We apply Proposition 7.20, taking for θ the inclusion mapping ι : B → G for (i), andῑ given by Lemma 7.18 for (ii).
Retracts Definition 7.22 Given two partial pairs A and B we say that
A is a retract of B, and we write A ⊳ B, if there are morphims e ∈ Hom(A, B) and π ∈ Hom(B, A) such that π•e = id A . In this case we will also write e, π : A ⊳ B.
Notation 7.23 Given two graph models
From Lemma 7.18(i), and the fact that id A is the only endomorphism of A whose restriction to A is the identity id A we get the following lemma.
Lemma 7.24 Let A, B be two partial pairs, then
. Now, by applying Lemma 7.10 twice, e(α) ∈ |M | 
The minimum order and equational graph theories
In [ 16, 14] , Bucciarelli and Salibra defined a notion of "weak product" for graph models. In this paper we prefer to call this construction gluing since it does not satisfy the categorical definition of a weak product.
Definition 8.1
The gluing ♦ k∈K G k of a family (G k ) k∈K of graph models with pairwise disjoint webs is the graph model freely generated by the partial pair ⊔ k∈K G k ; its web is denoted by ♦ k∈K G k instead of ⊔ k∈K G k . More generally, for any family (G k ) k∈K of graph models, ♦ k∈K G k will denote any gluing of isomorphic copies of the G k 's with pairwise disjoint webs.
Note that gluing is commutative and associative up to isomorphism (of graph models).
Lemma 8.2 Let (G k ) k∈K , be a family of graph models such that
Proof. By Remark 7.14 since, clearly,
Proposition 8.3 (Bucciarelli and Salibra [ 15, Prop. 2])
Let (G k ) k∈K be a family of graph models and G = ♦ k∈K G k , then:
The existence of a minimum equational graph theory has been shown by Bucciarelli and Salibra in [ 16, 14] . In fact, as observed below, their proof works also for the order theories.
Theorem 8.4 There exists a graph model whose order theory is minimum among all order graph theories (hence, the analogue holds for its equational theory).
Proof. Let (A k ) k∈N be a family of pairwise disjoint finite partial pairs such that all other finite pairs are isomorphic to at least one A k . Take G = ♦ k∈K G k , where
We now prove that the order theory, and hence also the equational theory, of G is the minimum one. Let e be an inequation which fails in some graph model. By Corollary 7.21(ii) e fails in some G B where B is some finite pair, hence it fails in some G k . By Proposition 8.3(ii) , e fails in G .
Recall that the minimum equational graph theory cannot be λ β or λ βη by Proposition 4.8.
A Löwenheim-Skolem theorem for graph models
In this section we prove a kind of downwards Löwenheim-Skolem theorem for graph models: every equational/order graph theory is the theory of a graph model having a countable web. This result positively answers Question 3 in [ 6, Sec. 6.3] for the class of graph models. Note that applying the classical Löwenheim-Skolem theorem to a graph model G , viewed as a combinatory algebra C , would only give a countable elementary substructure C ′ of C . Such a C ′ does not correspond to any graph model since there exists no countable graph model.
Let us first note that the class of total subpairs of a total pair G is closed under (finite or infinite) intersections and increasing unions.
Definition 9.1 If A ⊑ G is a partial pair, then the total subpair of G generated by A is defined as the intersection of all the total pairs
G ′ such that A ⊑ G ′ ⊑ G.
Theorem 9.2 (Löwenheim-Skolem Theorem for graph models)
For all graph models G there exists a graph model G ′ with a countable web
Proof. We will define an increasing sequence of countable subpairs A n of G, and take for G ′ the total subpair of G generated by A = n∈N A n .
We start defining A 0 . Let I be the countable set of inequalities between closed λ-terms which fail in G . Let e ∈ I. By Corollary 7.21(i) there exists a finite partial pair A e ⊑ G such that e fails in every partial pair B satisfying A e ⊑ B ⊑ G. Then we define A 0 = e∈I A e ⊑ G. Assume now that A n has been defined, and we define A n+1 as follows. Let G ′ n be the graph model whose web G ′ n is the total subpair of G generated by A n . For each inequality e = M ⊑ N which holds in G and fails in G ′ n , we consider the set L e = {α ∈ G
n , then by Lemma 7.5 we have that α ∈ |M | G . By |M | G ⊆ |N | G we also obtain α ∈ |N | G . By Lemma 7.6 there exists a partial pair C α,e ⊑ G such that α ∈ |N | Cα,e . We define A n+1 as the union of the partial pair A n and the partial pairs C α,e for every α ∈ L e . As announced, we take for G ′ the total subpair of G generated by A = n∈N A n . By construction we have, for every inequality e which fails in G : As announced at the end of Sections 1.3/1.4 an alternative and more conceptual proof of Theorem 9.2 could be given which can much more easily and transparently be adapted to the other classes of webbed models.
Part III
Effective λ-models
Effective λ-models in Scott-continuous semantics
In this section we recall the definition of effective domains, also called in the literature "effectively given domains". Then, we introduce the new notion of effective λ-models and weakly effective λ-models and prove some properties of these models using methods of recursion theory. In particular we prove that: (i) The equational theory of an effective λ-model cannot be λ β or λ βη (Corollary 10.46) (ii) The order theory of an effective λ-model cannot be r.e. (Corollary 10.44) .
Effective Scott domains
All the material developed in this subsection can be found in [ 46, Ch. 10] ; its adaptation to DI-domains and DI-domains with coherences can be found in [ 25] . 
It is equivalent to replace (ii) by (ii)': the join operator restricted to pairs of compact elements is total recursive and "
As usual, when there is no ambiguity, we denote by D the effective domain (D, ⊑ D , d).
Definition 10.3 An element v of an effective domain D is called r.e. (resp. decidable) if the set v is r.e. (resp. decidable).
In the literature r.e. elements (of domains) are called "computable elements", while our decidable elements were apparently not addressed. We choose the alternative terminology of r.e. elements for the following two reasons: (1) it is more coherent with the usual terminology for elements of P(N) (see Example 10.14); (2) 
(ii) The inclusion mapping ι : In particular the previous theorem states that r.e. functions preserve the r.e. elements. Our aim is to infer properties of weakly effective λ-models using methods of recursion theory. For this purpose, given an effective domain D = (D, ⊑ D , d) and an adequate numeration ζ D : N → D r.e. we study the properties of the completely co-r.e. subsets of D r.e. . The work done here could also be easily adapted to DI-domains and DI-domains with coherences. . In a similar way we define completely co-r.e. sets and completely decidable sets.
This terminology (i.e., the use of "completely r.e." where one would expect "r.e.") is coherent with the terminology classically used in recursion theory (see, e.g., [ 38] ). We will see in Corollary 10.20(iii) below that there exist no non-trivial completely decidable sets. 
Weakly effective λ-models
In this section we will consider λ-models living in the Scott semantics; but analogous notions can be defined for the stable and the strongly stable semantics. The following definition of weakly effective λ-models is completely natural in this context however, in order to obtain stronger results, we will need a slightly more powerful notion. That is the reason why we only speak of "weak effectivity" here. For the stable and strongly stable semantics, we take respectively: EDID, the category having effective DI-domains as objects and stable functions as morphisms; EDID coh , the category having effective DIdomains with coherences as objects and strongly stable functions as morphisms.
Remark 10.22 Let ED
r.e. be the subcategory of ED with the same objects as ED (and the same exponential objects) but r.e. continuous functions as morphisms. Using Remark 10.7 it is easy to check that ED r.e. inherits the structure of ccc from ED. The weakly effective models of Definition 10.21 above are exactly the reflexive objects of ED r.e. . We prefer to use the category ED first because we think that it is more coherent with the definition of the exponential objects to take all continuous functions as morphisms, and second to put in major evidence the only effectiveness conditions which are required.
We recall a consequence of Theorem 10.13 that will be often used later on. Proof. If M ≡ ⊥ then |⊥| is the constant function mapping ρ to ⊥ which is obviously r.e. Otherwise, the proof is by structural induction over M .
If M ≡ x then |M | is the map ρ → ρ(x), i.e., the evaluation of the environment ρ on the variable x. It is easy to check that this function is r.e. 
Theorem 10.28 If M is weakly effective, then the function
Proof. Since the function |M | is r.e. for every M , we have that |M | ρ ∈ D r.e. for all λ-terms M and all r.e. environments ρ. Moreover, whenever M ∈ Λ and ρ ∈ Env 
is also co-r.e. We get the conclusion because Λ o is a decidable subset of Λ.
Notation 10.31
Given an ordered λ-model M and T = T h(M ) we set: 
Proof. (i) The first inclusion is obvious. The second one follows from the observation that the interpretations of two separable λ-terms are incomparable in any non-trivial partially ordered λ-model.
(ii) is then immediate, once noted that no solvable λ-term belongs to M ins ∩ N ins , since an hnf in the intersection should be simultaneously equivalent to M and N .
Note that under the hypothesis of Lemma 10.32 it can be true that O M ∩ O N = ∅ for all M, N which are not βη-equivalent as shows the model of Di Gianantonio et Al. [ 21] .
It is interesting to note the following related result, which holds only for graph models and which, as the preceeding one, does not need any hypothesis of effectivity. 
Note that this lemma is false for the other classes of models, whether living in the continuous, stable and strongly stable semantics, which have been introduced in the literature since they all contain extensional models (we will give later on more details on these classes). Looking at the proof we can observe that the reasons why it does not work differ according to the semantics: γ ∈ |I| in the case of K-models, and γ / ∈ |N | in the stable and strongly stable case (because the injective function i of the web is defined via T r s ). 
Proposition 10.34 If M is weakly effective and T = T h(M ), then:
(i) O ⊥ ⊆ U, (ii) O ⊥ is T -co-r.e.= T h(M ) we set, for all E ⊆ N, Λ o E = {N ∈ Λ o : |N | ⊆ E}, where |N | = {n : d n ⊑ M |N |}. Note that Λ o E is a
union of T -classes, which depends on M (and not only on T ). Furthermore, for all
Theorem 10.37 Let M be weakly effective, T = T h(M ) and E ⊆ N. 
e. set, which contains a non-empty β-co-r.e. set V of unsolvable terms.
Proof. Since, for all 1 ≤ i ≤ n, the set |M i | is decidable and
, then every O Mi is a nonempty T -co-r.e. set by Theorem 10.37(i). Hence also V = O M1 ∩ · · · ∩ O Mn is a T -co-r.e. set containing V = V ∩ U which is β-co-r.e. since U is β-co-r.e., and is non-empty by the FIP.
Theorem 10.39 Let M be weakly effective and T = T h(M ). If there exists
Proof. Since, by Lemma 6.7, if T is r.e. then O M /T is infinite.
Effective λ-models
As proved in Proposition 10.27 weakly effective λ-models interpret λ-terms by r.e. elements. The notion of effective λ-model introduced below has the further key advantage that normal terms are interpreted by decidable elements and this leads to interesting consequences. As we will see in Sections 11 and 12, all the models living in the continuous semantics, or in one of its refinements, and introduced individually in the literature are effective. Furthermore, in the case of webbed models, easy sufficient conditions can be given at the level of the web in order to guarantee the effectiveness of the λ-model. 
Remark 10.41
The key condition is the second one. Indeed, many λ-models, and in particular all graph models and all extensional algebraic λ-models, automatically satisfy a property which is stronger than (i), Proof. Since the interpretation of a closed λ-term is independent of the context, it is enough to show that |M | ρ ∈ D dec for all normal M ∈ Λ and for all ρ ∈ K(Env D ). This proof is done by induction over the complexity of M . Proof. By Selinger's result stating that in any partially ordered model whose theory is λ β or λ βη the interpretations of closed λ-terms are discretely ordered [ 44, Cor. 4] .
Recall that in the case of a graph models we know a much stronger result, since we already know from Proposition 4.8 that for all graph models G we have T h(G ) = λ β , λ βη .
Effective stable and strongly stable λ-models
There are also many effective models in the stable and strongly stable semantics. Indeed, the stable semantics contains a class which is analogous to the class of graph models (see Survey [ 6] ), namely Girard's class of reflexive coherent spaces, called G-models in [ 6] .
The material developed in Sections 12.2 and 12.3 below for graph models could be adapted for Gmodels, even if it is more delicate to complete partial pairs in this case (the free completion process has been described in Kerth [ 30, 33] ). This material could also be developed for H-models (i.e. reflexive hypercoherences; they belong to the strongly stable semantics); the free completion process has been worked out in print only for particular H-models [ 24, 4] , but works in greater generality 5 , even though working in the strongly stable semantics certainly adds technical difficulties. It is easy to check that Lemma 11.1 is false for the continuous semantics. We can even give a counterexample in the class of graph models. Indeed we know from [ 9] that there exists a graph model G (built by forcing) where Ω acts like intersection (and
Effective graph models
A side effect of this section is to show that effective models are omni-present in the continuous semantics. In Section 12.1 we will introduce a notion of weakly effective (resp. effective) partial pairs, and in Section 12.2 we will prove that they generate weakly effective (resp. effective) λ-models. An analogue of the work done in these two sections could clearly be developed for each of the other classes of webbed models, e.g., using the terminology of [ 6] : K-models, pcs-models, filter models (for the continuous semantics), G-models and H-models (respectively, for the stable and strongly stable semantics). Note that all the λ-models which have been introduced individually in the literature, to begin with P ω , E (graph models) and Scott's D ∞ (K-model) are (or could be) presented as generated by webs which happen to be effective in our sense. Next, we show that the free completion process preserves the effectivity of the partial pairs.
Free completions of (weakly) effective pairs Theorem 12.5 If A is weakly effective (resp. effective) then A is weakly effective (resp. effective).
Proof. Suppose A = (A, j A ) is a weakly effective partial pair. Without loss of generality we can suppose A = {2 k : k < card(A)}. For all n ∈ N, we will denote by j n the restriction iĀ↾ A * n ×An where A n has been introduced in Definition 7.11. We now build θ : A → N as an increasing union of functions θ n : A n → N which are defined by induction on n. At each step we set E n = rg(θ n ) and define ℓ n : E * n × E n → E n such that θ n is an isomorphism between (A n , j n ) and (E n , ℓ n ). We will take E = ∪ n∈N E n and ℓ = ∪ n∈N ℓ n . Case n = 0. We take for θ 0 the identity on A, then E 0 = A and we take ℓ 0 = j A . By hypothesis E 0 is decidable and j A has a decidable domain and, if A is moreover effective, also a decidable range. Case n + 1. We define
where p n+1 denotes the (n + 1)-th prime number and ≪ −, −≫ is defined in Section 2.2. Since A and dom(j A ) are decidable by hypothesis and A n is decidable by induction hypothesis then also A n+1 = A ∪ ((A * n × A n ) − dom(j A )) is decidable. θ n+1 is injective, by construction and induction hypothesis. Moreover θ n+1 is computable and E n+1 = rg(θ n+1 ) is decidable since A n and A n+1 − A n are decidable and θ n and ≪−, −≫ are computable with decidable range.
We define ℓ n+1 : E * n+1 × E n+1 → E n+1 as follows:
). The map ℓ n+1 is partial recursive since ℓ n is partial recursive by induction hypothesis, E n and E n+1 − E n are decidable and θ n+1 , θ + , θ −1 are computable. It is clear that for all (a, α) ∈ A * n+1 × A n+1 we have θ n+1 (j n+1 (a, α)) ≃ ℓ n+1 (θ + n+1 (a), θ n+1 (α)), hence θ n+1 is an isomophism between (A n+1 , j n+1 ) and (E n+1 , ℓ n+1 ). Note that, if ℓ n has a decidable range, also ℓ n+1 has a decidable range.
Then θ = ∪ n∈N θ n is an isomorphism between (A, iĀ) and (E, ℓ) where E = ∪ n∈N rg(θ n ) and ℓ = ∪ n∈N ℓ n . It is now routine to check that θ is computable, E = rg(θ) is decidable, ℓ : E * ×E → E is partial recursive, dom(ℓ) is decidable and, in the case of effectivity, that rg(ℓ) is decidable. is T -co-r. e., where T = T h(G A ).
Proof. O A = Λ o E for E = {n : d n ⊆ A}. If A is decidable then E is decidable, hence O A is co-r.e. by Theorem 10.37, moreover it is obviously T -closed.
All the results of this Section would hold for G-and H-models (even though the corresponding partial pairs and free completion process are somewhat more complex than for graph models).
12.3. Can there be r.e. graph theories?
We will now prove several instances of our conjecture(s). We will prove, in particular, that Proof. It is well known, and provable in a few lines, that α ∈ |Ω| GA implies that iĀ(a, α) ∈ a for some a ∈ A * (the details are, for example, worked out in [ 9] ). Immediate considerations on the rank show that this is possible only if (a, α) ∈ dom(j A ), which forces α ∈ A.
Corollary 12.10
If A is a non total pair and |U | GA ⊆ |Ω| GA , with U ∈ Λ o , then U is unsolvable.
Proof. In models G A such that A is not total, a solvable λ-term has an interpretation which contains elements of any rank, while |Ω| GA contains only elements of rank 0. Proof. We first show that if card(E/Aut(A)) = k, for some k ∈ N, then card(O E /T ) ≤ 2 k . Assume M ∈ O E and α ∈ |M | GA ⊆ E then O(α) is included in |M | GA where O(α) is the orbit of α in A modulo Aut(A). Indeed if θ ∈ Aut(A) then θ(α) =θ(α) ∈θ + (|M | GA ) = |M | GA sinceθ + ∈ Aut(G A ) (Lemma 7.18(ii), Theorem 4.1(ii)). By hypothesis the number of orbits is k; hence the number of all possible interpretations |M | GA ⊆ E cannot overcome 2 k , hence O E is a finite union of T -classes. Since O E is co-r.e. by Theorem 10.37 and O E = Λ o , it cannot be decidable; hence T cannot be r.e.
From Theorem 12.11 and Lemma 12.9 we get the following corollaries, whose use will be illustrated by the examples after them. 
What about the other classes of webbed models?
To give a first idea of the strength of Theorem 12.11, note that all the webbed models that have been introduced individually in the literature are (or can be) generated by a weakly effective partial web W such that W/Aut(W ) is finite. Of course, the notion of (effective partial) webs, and of automorphism of these webs, should be defined case by case for each class of models. Now, it should be observed that the results and proofs of Section 12.3 hold not only for graph models but also for G-and H-models. For Scott continuous semantics the situation is much less clear as soon as we go beyond graph models: the problems already occur at the level of K-models (not to speak of filter models!).
Concerning Lemma 12.9 the difficulty is the following: the web of a K-model is a tuple (D, , i) where is a preorder on D and i : D * × D → D is an injection compatible with in a certain sense. The elements of the associated reflexive domain are the downward closed subsets of D, thus, we should already change the hypothesis for |Ω| ⊆ A↓, where A↓ is the downwards closure of A. But the real problem is that the control we have on |Ω| in K-models is much looser than in graph models. The only thing we know (from Ying Jiang's thesis [ 28] ) is the following. If α ∈ |Ω| then there are two sequences α n ∈ D and a n ∈ D * such that α = α 0 α 1 . . . α n . . ., |δ| ⊇ a 0 ↓⊇ a 1 ↓⊇ . . . ⊇ a n ↓⊇ . . . and β n = i(a n+1 , α n+1 ) ∈ a n for all n. This forces β n to be an increasing sequence, included in ∩ n∈N (a n ↓). Moreover, if the model is extensional, we have that α n = α for all n ∈ N. This does not seem to be enough to get an analogue of Lemma 12.9.
Finally, any statement of Theorem 12.11 for K-models we should already replace E ⊆ A by E ⊆ A↓ to have a chance to have O E = ∅ (since interpretation of terms are downward closed).
An effective graph model having the minimum graph theory
In this section we show another main theorem of the paper, namely that the minimum order graph theory is the theory of an effective graph model. As we will see in the next section, this result implies that: (i) no order graph theories can be r.e.; (ii) for any closed normal term M , there exists a non-empty β-co-r.e. set V of unsolvable terms whose interpretations are below that of M in all graph models.
Theorem 12.22
There exists an effective graph model whose order/equational theory is the minimum order/equational graph theory.
Proof. It is not difficult to define an effective numeration N of all the finite partial pairs whose carrier set is a subset of N. We now make the carrier sets N k , for k ∈ N, pairwise disjoint. Let p k be the k-th prime number. Then we define another finite partial pair A k as follows: A k = {p for all ({α 1 , . . . , α n }, α) ∈ dom(j N k ). In this way we get an effective bijective numeration of all the finite partial pairs A k . Let us take A = ⊔ k∈N A k . It is an easy matter to prove that A is a decidable subset of N and that j A is a computable map with decidable domain and range. It follows from Theorem 12.5 that G A is an effective graph model. Finally, with the same reasoning done in the proof of Theorem 8.4, we can conclude that T h ⊑ (G A ) (resp. T h(G A )) is the minimum order graph theory (resp. equational graph theory).
Let T min and T min ⊑ be, respectively, the minimum equational graph theory and the minimum order graph theory. Proof. Since, in the proof of Theorem 12.22, there exist countably many choices for the effective numeration N which give rise to non-isomorphic graph models having minimal theory. For example, for every recursive sequence (n k ) k∈N , take a recursive numeration which repeats n k -times the pair N k . 
