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EXPONENTIAL DECAY OF RE´NYI DIVERGENCE UNDER
FOKKER-PLANCK EQUATIONS
YU CAO, JIANFENG LU, AND YULONG LU
Abstract. We prove the exponential convergence to the equilibrium, quanti-
fied by Re´nyi divergence, of the solution of the Fokker-Planck equation with
drift given by the gradient of a strictly convex potential. This extends the
classical exponential decay result on the relative entropy for the same equa-
tion.
1. Introduction and main results
We consider the long time behavior of the following Fokker-Planck equation on
R
d
∂tpt(x) = div (pt(x)∇V (x)) + ∆pt(x),(1.1)
where V (x) is a smooth potential function on Rd, and the initial datum p0 is smooth
and decays sufficiently fast at infinity. It is well-known [24, 35] that if V satisfies
the uniform convexity (or Bakry-E´mery [5]) condition:
(1.2) D2V (x) ≥ K · Id for every x ∈ R
d
with some constant K > 0, then the solution pt of the Fokker-Planck equation
dissipates the relative entropy (or Kullback-Leibler divergence, or free energy func-
tional) exponentially fast towards the Gibbs stationary distribution
p∞(x) = e
−V (x),
where we assume that the normalization constant is one without loss of generality.
More precisely,
(1.3) D(pt ‖ p∞) ≤ D(p0 ‖ p∞)e
−2Kt,
where we recall that the relative entropy D(p ‖ q) is defined by
D(p ‖ q) :=

∫
p
q
ln
(
p
q
)
dq, p≪ q,
∞, otherwise.
For convenience, we will abuse notation and use symbols p, q, etc., to represent prob-
ability measures as well as the density functions associated with them. Whether
a symbol refers to a probability measure or a density should be clear from the
context. In addition, to avoid technicalities, all probability density functions under
consideration will be assumed to be smooth.
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The exponential decay (1.3) can be established by the entropy dissipation method,
which usually relies on the validity of the log-Sobolev inequality with respect to p∞.
In fact, the entropy production (time-derivative of entropy) is
(1.4)
d
dt
D(pt ‖ p∞) = −I(pt ‖ p∞),
where I(· ‖ ·) is the relative Fisher information defined by
(1.5) I(p ‖ q) :=
∫ ∣∣∣∇ ln(p
q
)∣∣∣2 dp,
if p ≪ q and q ≪ p; otherwise, set I(p ‖ q) := ∞. We say that the measure
p∞ = e
−V satisfies the log-Sobolev inequality (LSI) [6, 19, 20] with constant K > 0
if for all probability measures p≪ p∞, we have
(1.6) D(p ‖ p∞) ≤
1
2K
I(p ‖ p∞).
Then (1.3) follows directly from (1.4), (1.6) and Gro¨nwall’s inequality. By lin-
earizing the LSI near p∞, it yields the Poincare´ inequality [29]: if
∫
f dp∞ = 0,
then
(1.7) K
∫
f2 dp∞ ≤
∫
|∇f |
2
dp∞.
The entropy dissipation method exemplified as above has become an important tool
to study convergence to equilibrium of solutions of evolutionary partial differential
equations. We refer interested readers to [38, 39, 40] for more extensive discussion
on this method.
There is a huge amount of literature, attempting to generalize the above picture,
by considering various semigroup dynamics and entropy measures. In [2], Arnold
et al. considered more general Fokker-Planck equations and admissible relative en-
tropies generated by convex functions ψ; more explicitly, the admissible relative
entropy considered there has the form
(1.8) Dψ(p ‖ q) :=
∫
ψ
(
p
q
)
dq.
It recovers the standard relative entropy by choosing ψ(x) = x log(x). It is worth-
while to mention that an important special instance of this family of divergence
is the Tsallis divergence [36, 28] with order α ∈ [1, 2], which refers to the choice
ψα(x) =
xα−1
α−1 . It has been proved in [2, Theorem 2.16] that under certain as-
sumptions, the solution of the Fokker-Planck equation converges to its stationary
distribution exponentially fast, quantified by the admissible relative entropy.
The decay of the solution of Fokker-Planck equation in relative entropy can be
viewed from a different, yet deeper perspective. This dates back to the celebrated
work by Jordan, Kinderlehrer and Otto [22], in which the Fokker-Planck equa-
tion is regarded as the gradient flow of the relative entropy with respect to the
2-Wasserstein distance in the space of probability measures. Based on identifying
a Riemannian structure on the Wasserstein space of probability measures, Otto
[30] showed that a large number of evolution equations could also be viewed as the
gradient flow in the 2-Wasserstein metric for certain energy functionals. Moreover,
from this geometric perspective, the strong geodesic convexity of the functionals
gives rise to a number of functional inequalities, including the LSI; see e.g., [29].
By now, similar results in this direction have been obtained in various scenarios,
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such as finite Markov chains [23], discrete porous medium equations [17], quantum
Fermionic Fokker-Planck equation [12], and quantum Lindblad equation [13], just
to name a few.
Motivation and main results. In this paper, we study the dissipation behavior
of the solution of Fokker-Planck equation with respect to the Re´nyi divergence
[33, 37], including the relative entropy as a special instance. Re´nyi divergence has
been widely used in, for instance, coding [21], statistics [34, 7], rare events [3, 16].
The precise definition of Re´nyi divergence is given as follows.
Definition 1.1 (Re´nyi divergence). For two probability distributions p≪ q, Re´nyi
divergence is defined as
(1.9) Dα(p ‖ q) =

1
α− 1
ln
(∫ (
p
q
)α
dq
)
, 0 < α <∞, α 6= 1;∫
p
q
ln
(
p
q
)
dq, α = 1.
If p is not absolutely continuous with respect to q, simply set Dα(p ‖ q) =∞.
With fixed smooth distributions p, q such that p ≪ q, Re´nyi divergence is con-
tinuous with respect to order α, in particular, D1(p ‖ q) = limα→1Dα(p ‖ q). Both
Re´nyi divergence and Tsallis divergence generalize the relative entropy, though in
different flavors [25].
It is important to notice that Re´nyi divergence (1.9) does not fit into the frame-
work of admissible relative entropy (1.8) studied in [2]. To the best of our knowl-
edge, Re´nyi divergence has not been used as an entropy measure to study the
behavior of Fokker-Planck equations. However, there is one related work [14] uti-
lizing the “relative Re´nyi entropy” (slightly different from Re´nyi divergence defined
above) to obtain refined long time asymptotics of the solution of the porous medium
equation to its Barenblatt profile.
Our interest in Re´nyi divergence is mainly motivated by the recent work on the
second laws of quantum thermodynamics [9], which states that a family of free
energies – quantum Re´nyi divergences (including sandwiched Re´nyi divergences
[27, 41] and Petz-Re´nyi divergences [31]), never increases during state transition
at microscopic level. One important challenge at the quantum level is that there
is no consensus about how quantum Re´nyi divergence should be defined due to
the noncommutative nature of quantum systems: two incompatible definitions of
quantum Re´nyi divergence can be found in [27, 41, 31] and the recent progress
on more general (α, z)-Re´nyi divergence can be found in [4, 11]. For sandwiched
Re´nyi divergence, Frank and Lieb rigorously proved that for orders α ≥ 12 , it is
monotonically decreasing under all completely positive trace preserving (CPTP)
maps (i.e., data processing inequality holds) [18]. In particular, this implies that
the sandwiched Re´nyi divergence decreases under Lindblad equation, which is gen-
erally viewed as the quantum analog of Fokker-Planck equation. There are some
attempts to characterize the convergence rate for sandwiched Re´nyi divergence un-
der Lindblad equations [26]. Motivated by the increasing attention to quantum
Re´nyi divergence, we pull ourselves back from (quantum) microscopic dynamics to
(classical) macroscopic time-evolution, and examine the decay rate of the (classical)
Re´nyi divergence, defined in (1.9), under the time-evolution of the Fokker-Planck
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equation (1.1). The companion paper [10] examines the convergence of the solu-
tion of primitive Lindblad equations with GNS-detailed balance, quantified by the
sandwiched Re´nyi divergence, whose analysis is strongly informed by the present
paper.
The main result of the present paper is the following theorem.
Theorem 1.2. Assume that V satisfies (1.2). Fix α ∈ (0,∞) and a smooth initial
probability distribution p0 which decays sufficiently fast at infinity. Let pt be the
solution of the Fokker-Planck equation (1.1). Then there exists τ ≥ 0 and C > 0
such that
(1.10) Dα(pt ‖ p∞) ≤ CDα(p0 ‖ p∞)e
−2Kt, for any t ≥ τ,
where τ is given by
(1.11) τ =

0, α ∈ (0, 2];
1
2K
ln(α− 1), α ∈ (2,∞);
and C is given by
C =

D1(p0 ‖ p∞)
Dα(p0 ‖ p∞)
, α ∈ (0, 1];
eD2(p0 ‖ p∞) − 1
Dα(p0 ‖ p∞)
, α ∈ (1, 2];
(α− 1)
eD2(p0 ‖ p∞) − 1
Dα(p0 ‖ p∞)
, α ∈ (2,∞).
Remark 1.3. Observe that when α = 1, Theorem 1.2 recovers the classical dissi-
pation estimate (1.3) for relative entropy under the Fokker-Planck equation. The
quantum analog of Theorem 1.2 for the Lindblad equation can be found in [10,
Theorem 1.8].
The proof of Theorem 1.2 is presented in Section 3. Let us explain here briefly the
key strategies in our proof. First, we prove this theorem for the case α = 2, by using
the Poincare´ inequality (1.7). Next, for the range α ∈ (0, 2), the exponential decay
follows immediately from the monotonicity of the Re´nyi divergence with respect to
order α (see Lemma 3.3). Then, we present a comparison lemma (see Lemma 3.4),
which bounds Dα1(pT ‖ p∞) above by Dα0(p0 ‖ p∞) for α1 > α0, at the expense of
marching time T . Finally, this comparison lemma is used to prove the exponential
decay of the Re´nyi divergence with order α ∈ (2,∞).
Before the proof of Theorem 1.2, we also show in the next section a new gradient
flow structure of the Fokker-Planck equation based on the Re´nyi divergence, which
will facilitate the proof of Theorem 1.2. To the best of our knowledge, this gradient
flow structure does not seem to fit into any existing framework like [30] and has
interest in its own right.
Contribution. We prove the exponential convergence of the solution of the Fokker-
Planck equation (1.1) to the Gibbs stationary distribution p∞, quantified by the
Re´nyi divergence (1.9) in Theorem 1.2. The proof of Theorem 1.2 for Fokker-Planck
equation has very similar quantum analog for Lindblad equation (see [10]), which
suggests a possibility of having almost parallel approaches to study Fokker-Planck
equation and Lindblad equation. In addition, we show that under certain metric
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tensor (2.6), the Fokker-Planck equation can be, at least formally, identified as
the gradient flow dynamics of the Re´nyi divergence (see Sect. 2), which can be of
independent interest.
The rest of this paper is organized as follows. In Sect. 2, we first show that
the Fokker-Planck equation can be formally viewed as the gradient flow of Re´nyi
divergence under a certain metric tensor. Sect. 3 is fully devoted into the proof of
Theorem 1.2.
2. Fokker-Planck equation as the gradient flow of Re´nyi divergence
This section aims to identify the Fokker-Planck equation (1.1) as the gradient
flow of Re´nyi divergence for any order α ∈ (0,∞), with respect to a certain metric
tensor (2.6) in the space of probability measures, which generalizes the well-known
fact that Fokker-Planck equation is the L2-Wasserstein gradient flow of the relative
entropy [22]. Interested readers may refer to e.g., [1, 29, 30] for extensive treatment
of gradient flows in the space of probability measures. The derivations in this
section are formal and follow closely with those in [30].
We first define a Riemannian structure on a space of probability measures under
which the gradient flow of Dα(· ‖ p∞) gives the Fokker-Planck equation (1.1). By
Riemannian structure, we mean a manifold (denoted by Mα) and a metric tensor,
denoted by gα,p (·, ·), defined on the tangent space TpMα. The dependence of
the metric tensor on α and p will be clear in the sequel. For a fixed Riemannian
structure (Mα, gα,p (·, ·)), the gradient of the energy functional Dα(· ‖ p∞) at
p ∈ Mα is defined as the element in TpMα, denoted by gradDα|p or simply gradDα
(when no confuse arises for p), such that
(2.1) gα,p (gradDα, ν) =
d
dǫ
Dα(p+ ǫν ‖ p∞)
∣∣∣∣
ǫ=0
, ∀ ν ∈ TpMα.
The corresponding gradient flow dynamics (of the Re´nyi divergence) is given by
(2.2) ∂tpt = −gradDα|pt .
Below we specify the space Mα and define the metric tensor gα,p (·, ·).
LetMα be the space of smooth probability distributions, which have finite Re´nyi
divergence with respect to p∞, i.e.,
Mα := { p≪ p∞ is smooth | Dα(p ‖ p∞) <∞} .
We will not delve into technical details of the differential structure of the manifold
and think of the tangent space TpMα at p ∈Mα as
TpMα =
{
signed functions ν on Rd with
∫
ν(x) dx = 0
}
.
For any ν ∈ TpMα, let Ψν be a weak solution to the equation
(2.3) ν + div(p∇Ψν) = 0.
Namely, for all smooth and compactly supported test functions f , we have∫
fν dx =
∫
∇f · ∇Ψν dp.
Note that Ψν is defined uniquely up to some additive constant. Then whenever
dealing with an element ν ∈ TpMα, it is equivalent to consider its associated Ψν.
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In order to define the metric tensor gα,p (·, ·), we also need to introduce an inner
product 〈·, ·〉α,p on the space of vector fields. More precisely, we define, for vector
fields U =
(
u1 u2 · · · ud
)
and V =
(
v1 v2 · · · vd
)
where uj and vj are
functions on Rd, for all 1 ≤ j ≤ d, the inner product 〈·, ·〉α,p by
(2.4) 〈U ,V 〉α,p :=
d∑
j=1
α
∫
ujvj dµα,p,
where µα,p is a probability distribution defined by
(2.5) µα,p :=
( p
p∞
)α
p∞∫ ( p
p∞
)α
dp∞
.
With this inner product, we define the metric tensor gα,p (·, ·) by
(2.6) gα,p (ν1, ν2) := 〈∇Ψν1 ,∇Ψν2〉α,p ,
for νk ∈ TpMα, where Ψνk are related to νk via (2.3), i.e.,
νk + div(p∇Ψνk) = 0, k = 1, 2.
When α = 1, it is easy to see that µα,p = p and the resulting metric tensor
reduces to the one in [30].
Finally, we check that the Fokker-Planck equation is indeed the gradient flow of
Dα(· ‖ p∞) with respect to the Riemannian structure defined above. In fact, by
the definition of the gradient (2.1), we have from direct computations that
gα,p (gradDα, ν) =
d
dǫ
Dα(p+ ǫν ‖ p∞)
∣∣∣∣
ǫ=0
=
α
α− 1
∫ (
p
p∞
)α−1
dν∫ (
p
p∞
)α
dp∞
(2.3)
= −
α
α− 1
∫ (
p
p∞
)α−1
div(p∇Ψν) dx∫ (
p
p∞
)α
dp∞
= α
∫ (
p
p∞
)α−1
∇
(
p
p∞
)
· ∇Ψν dp∞∫ (
p
p∞
)α
dp∞
= 〈−∇φ,∇Ψν〉α,p ,
(2.7)
where
(2.8) φ := − ln(p/p∞) = − ln(p)− V.
In view of the definition of metric tensor (2.6), we have
gradDα + div
(
p
(
−∇φ
))
= 0.
Consequently, the corresponding gradient flow dynamics is
(2.9) ∂tpt = −gradDα|pt = −div(pt∇φt),
where φt = − ln(pt/p∞). This exactly recovers the Fokker-Planck equation in (1.1).
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An immediate consequence from gradient flow structure is the monotonicity of
the Re´nyi divergence under the Fokker-Planck dynamics, which is summarized in
the following corollary.
Corollary 2.1. Re´nyi divergence Dα(pt ‖ p∞) is monotonically decreasing with
respect to time t if pt solves the Fokker-Planck equation (1.1).
Proof. Since pt solves the Fokker-Planck equation, then Ψν in (2.7), in fact, equals
φt ≡ − ln (pt/p∞). Thus, (2.7) becomes
(2.10)
d
dt
Dα(pt ‖ p∞) = −〈∇φt,∇φt〉α,pt ≤ 0.

With such a Riemannian structure, it is natural to define (α, r)-Wasserstein
distance via Benamou-Brenier formalism [8]:
(2.11) Wα,r(p, q) := inf
γ·:[0,1]→Mα,γ0=p,γ1=q
(∫ 1
0
√
gα,γs (γ˙s, γ˙s)
r
ds
)1/r
.
Interested readers may refer to [40, 1, 15] for rigorous treatment of Wasserstein
distance. We will not pursue the properties of this distance measure herein and
leave it for future research.
3. Proof of Theorem 1.2
We will first introduce a concept called relative α-Fisher information. The proof
of Theorem 1.2 is divided into three following-up subsections according to three
regimes of α.
3.1. Relative α-Fisher information. Suppose pt solves the Fokker-Planck equa-
tion (1.1) and let us define
Φt := − ln
(
µα,pt
p∞
)
= − ln
((
pt
p∞
)α)
+ (α− 1)Dα(pt ‖ p∞)
= αφt + (α− 1)Dα(pt ‖ p∞).
(3.1)
Then the time derivative of Re´nyi divergence is linked to the relative Fisher infor-
mation, using (2.10), (2.4) and (3.1),
d
dt
Dα(pt ‖ p∞) = −
1
α
∫
|∇Φt|
2
dµα,pt
= −
1
α
I(µα,pt ‖ p∞)
=: −Iα(pt ‖ p∞),
(3.2)
where we introduce relative α-Fisher information Iα(p ‖ p∞) :=
1
αI(µα,p ‖ p∞).
Note that the relative α-Fisher information Iα(p ‖ p∞) generalizes the relative
Fisher information I(p ‖ p∞) in (1.5).
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3.2. Case (I): α = 2. First, we will show that relative 2-Fisher information can
be bounded below by the Re´nyi divergence with order 2. The quantum analog of
the following lemma is provided in [10, Prop. 4.3].
Lemma 3.1 (Uniform lower bound of relative 2-Fisher information). Suppose that
D2(p ‖ p∞) <∞, then
(3.3) I2(p ‖ p∞) ≥ 2K
(
1− e−D2(p ‖ p∞)
)
.
Proof. Let ǫ =
√∫ (p−p∞)2
p∞
dx and let f = (p − p∞)/ǫ. Thus we know that p =
p∞+ǫf ,
∫
f2
p∞
dx = 1 and
∫
f dx = 0. Then, with some straightforward calculation,
D2(p ‖ p∞) = ln(1 + ǫ
2),
I2(p ‖ p∞) =
2ǫ2
1 + ǫ2
∫ ∣∣∣∣∇( fp∞
)∣∣∣∣2 dp∞.
By Poincare´ inequality (1.7),
I2(p ‖ p∞) ≥
2ǫ2
1 + ǫ2
K
∫ (
f
p∞
)2
dp∞ =
2Kǫ2
1 + ǫ2
= 2K
(
1− e−D2(p ‖ p∞)
)
.

Remark 3.2. In the above proof, ǫ2 ≡
∫ (p−p∞)2
p∞
dx turns out to be the well-
known χ2-divergence χ2(p, p∞). It is straightforward to observe that D2(p ‖ p∞) =
ln
(
1 + χ2(p, p∞)
)
.
Proof of Theorem 1.2 in Case (I). By (3.2) and (3.3), we immediately have
d
dt
D2(pt ‖ p∞) = −I2(pt ‖ p∞)
≤ −2K
(
1− e−D2(pt ‖ p∞)
)
.
Then,
d
dt
(
ln
(
eD2(pt ‖ p∞) − 1
))
≤ −2K.
After integrating both sides from time 0 to t and after some straightforward sim-
plification, we have
D2(pt ‖ p∞) ≤ ln
(
1 + (eD2(p0 ‖ p∞) − 1)e−2Kt
)
≤ (eD2(p0 ‖ p∞) − 1)e−2Kt
= C2D2(p0 ‖ p∞)e
−2Kt.
(3.4)
where C2 =
eD2(p0 ‖ p∞)−1
D2(p0 ‖ p∞)
. Apparently, τ2 = 0. 
3.3. Case (II): α ∈ (0, 2). We first recall a useful lemma on the monotonicity of
Re´nyi divergence with respect to the order α.
Lemma 3.3. [37, Theorem 3] Let p, q be two probability distributions. Then
Dα(p ‖ q) is non-decreasing with respect to the order α ∈ (0,∞).
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Proof of Theorem 1.2 in Case (II). Thanks to Lemma 3.3 and (3.4), we immedi-
ately have, for α ∈ (0, 2] and for all t ≥ 0, that
Dα(pt ‖ p∞) ≤ D2(pt ‖ p∞) ≤ (e
D2(p0 ‖ p∞) − 1)e−2Kt
=
eD2(p0 ‖ p∞) − 1
Dα(p0 ‖ p∞)
Dα(p0 ‖ p∞)e
−2Kt
thus Cα =
eD2(p0 ‖ p∞)−1
Dα(p0 ‖ p∞)
. Apparently, waiting period τα = 0.
Recall that we also have the exponential decay of the relative entropy (1.3) due
to the LSI. Then by similar argument for α ≤ 1,
Dα(pt ‖ p∞) ≤ D1(pt ‖ p∞) ≤ D1(p0 ‖ p∞)e
−2Kt
=
D1(p0 ‖ p∞)
Dα(p0 ‖ p∞)
Dα(p0 ‖ p∞)e
−2Kt.
Thus C˜α =
D1(p0 ‖ p∞)
Dα(p0 ‖ p∞)
. To compare C˜α and Cα when α ≤ 1, notice that
eD2(p0 ‖ p∞) − 1 ≥ D2(p0 ‖ p∞) ≥ D1(p0 ‖ p∞).
Therefore, Cα ≥ C˜α, which suggests that using C˜α provides a better bound for the
prefactor when α ≤ 1. Summarizing the above results for the case α ∈ (0, 1] and
α ∈ (1, 2] leads into the conclusion in Theorem 1.2 for α ∈ (0, 2]. 
3.4. Case (III): α ∈ (2,∞). In this case, we would like to prove Theorem 1.2 by
utilizing the results for case (I) (see Sect. 3.2), and a useful comparison lemma for
the family of Re´nyi divergences {Dα(pt ‖ p∞)}α>1 when pt solves the Fokker-Planck
equation (1.1).
Lemma 3.4 (Comparison lemma). Let 1 < α0 < α1 <∞. If pt solves the Fokker-
Planck equation (1.1) with initial condition p0, then
(3.5) Dα1(pT ‖ p∞) ≤
α1(α0 − 1)
α0(α1 − 1)
Dα0(p0 ‖ p∞) ≤ Dα0(p0 ‖ p∞),
where T = 12K ln
(
α1−1
α0−1
)
.
Lemma 3.4 states that the Re´nyi divergence Dα(pt ‖ p∞) can be bounded from
above by a Re´nyi divergence with a smaller order than α at the expense of marching
time T . A simpler version of Lemma 3.4 for the Ornstein-Uhlenbeck process (V =
|x|2
2 +
d
2 ln(2π)) was proved in [32, Theorem 3.2.3]. Since we are unaware of the
proof of this lemma in literature for the Fokker-Planck equation with a strictly
convex potential V , we include a proof at the end of this section for completeness.
Proof of Theorem 1.2 in Case (III). For any α ∈ (2,∞), let us consider time t ≥
T2 :=
1
2K ln(α− 1). By Lemma 3.4 with α0 = 2 and α1 = α, we have
Dα(pt ‖ p∞) ≤ D2(pt−T2 ‖ p∞)
(3.4)
≤ (eD2(p0 ‖ p∞) − 1)e−2K(t−T2)
=
(eD2(p0 ‖ p∞) − 1)e2KT2
Dα(p0 ‖ p∞)
Dα(p0 ‖ p∞)e
−2Kt.
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Therefore, Cα =
(eD2(p0 ‖ p∞)−1)e2KT2
Dα(p0 ‖ p∞)
= (α− 1) e
D2(p0 ‖ p∞)−1
Dα(p0 ‖ p∞)
, and the waiting time
τα = T2 ≡
1
2K ln(α− 1). 
Proof of Lemma 3.4. First, we need a variant of the log-Sobolev inequality (1.6).
Let p in (1.6) be p = fp∞∫
f dp∞
where f is a smooth, strictly positive function with∫
f dp∞ <∞. Then (1.6) can be re-written as
(3.6)
∫
f ln(f) dp∞ −
(∫
f dp∞
)
ln
(∫
f dp∞
)
≤
1
2K
∫
|∇f |2
f
dp∞.
Then, we follow the proof of [32, Theorem 3.2.3]. Let βt = 1+ (α0 − 1)e
2Kt and
define
Ft = ln
(∫
hβtt dp∞
) 1
βt
,
where ht := pt/p∞. It should be emphasized that both βt and ht are changing
during the time evolution: the order βt is changing according to the above choice
and the distribution pt is evolving following the Fokker-Planck equation. We shall
show that Ft is non-increasing in time. In fact,
d
dt
Ft =
1
β2t
[
βt
d
dt
∫
hβtt dp∞∫
hβtt dp∞
−
dβt
dt
ln
(∫
hβtt dp∞
)]
.
To simplify the notation, denote Zt :=
∫
hβtt dp∞. Multiplying both sides of the
last equation by β2tZt and rearranging a few terms
β2tZt
d
dt
Ft =
dβt
dt
∫
hβtt ln(h
βt
t ) dp∞ + β
2
t
∫
hβt−1t ∂tht dp∞ −
dβt
dt
Zt lnZt
(3.6)
≤
1
2K
dβt
dt
β2t
∫
hβt−2t |∇ht|
2 dp∞ + β
2
t
∫
hβt−1t (−div(pt∇φt)) dx
=
1
2K
dβt
dt
β2t
∫
hβt−2t |∇ht|
2
dp∞ − β
2
t (βt − 1)
∫
hβt−2t |∇ht|
2
dp∞
= β2t
∫
hβt−2t |∇ht|
2
dp∞
(
1
2K
dβt
dt
− (βt − 1)
)
= 0.
Because βt > 0 and Zt > 0, Ft is non-increasing. Therefore, Ft ≤ F0, i.e.,
(3.7) Dαt(pt ‖ p∞) ≤
βt
βt − 1
β0 − 1
β0
Dα0(p0 ‖ p∞).
Then the lemma is proved by choosing time T such that βT = α1, whence T =
1
2K ln
(
α1−1
α0−1
)
. 
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