Introduction
Code-mixing is a linguistic phenomenon where two languages are used spontaneously in one sentence. Code-mixing is widespread in multilingual and multicultural communities [1] . South Africa is a multilingual country where the Constitution recognises 11 official languages namely Afrikaans, English, isiNdebele, isiXhosa, isiZulu, Sepedi, Sesotho, Setswana, siSwati, Tshivenda and Xitsonga with about 98% of the total population speaking one of these as a first language [2] . English is often used as a lingua franca and dominates the published media. However, it is only the fourth most prevalent first language in the country [2] . Widespread use of numerous languages poses obvious challenges for the development of nationally relevant automated language processing tools. In the South African context, language tool development is further complicated by variation in each language's use across diverse socio-economic and cultural contexts. Finally, the development of human language technologies (HLT), like corpora, lexica and software, have been hindered by significantly lower levels of digital access by those populations speaking South African languages. As a result, even the most widely spoken South African languages are classified as low-resource languages (LR). Nevertheless, it is becoming increasingly clear that the development of these tools is critically important to bridge the digital divide of a multilingual society. These tools are increasingly recognised as key providing access to information and automated language tools.
In this paper we highlight the challenges of an automated question-answering task for the Mom-Connect program run by the National Department of Health [3] . These are questions sent by users representing a large proportion of women attending their first antenatal care (ANC1) with registration rates increasing from 40% in 2015, to 55% in 2016 and to 64% in 2017 [4] . Amongst this population users have registered with the rates of languages [4] given in Table 1 .
Linguistic analysis and computational modelling is challenging alone in the LR setting, but the task is further complicated by a prevalence of code-mixing, contractions, non-standard spellings, and ungrammatical constructions in our data set. Code switching degrades the performance of natural language processing (NLP) techniques, and language identification at token level is very challenging as there are fewer features available to document level language identification.
In order to quantify the challenges, we present an analysis of the prevalence of code-switching in a data set generated on a National Health platform, MomConnect (see Table 2 ). The dataset is comprised of 182k unique messages with examples from each of the 11 official South African languages. We present an algorithm to identify code switching, and evaluate the performance of the algorithm by comparing it to single language identification. To our knowledge, this is the first such analysis of a national scale text programme. The South African National Health Insurance proposed for 2026 could benefit from the use of Natural Language processing and these results provide a basis for estimating the level of effort that will be required to support these services.
Methods
For this paper we focused on detecting code switching in English, isiXhosa and isiZulu, the three most common languages used in the MomConnect population [4] . We have evaluated Polyglot as a means of tagging languages and code-switching by comparing the automated labelling provided by Polyglot against four manually labelled samples. Our data was labelled by native speakers and the pre-processing consisted of the following stages: 
Results
The breakdown of the different languages and language combinations is given in Table 3 . This distribution of language of incoming questions (Full Data Sample) is different to the languages chosen during registration given in 
Discussion
It is interesting that the level of interaction with the service in English is higher than the level of English registrations. In addition there is evidence of extensive code switching in the data at the level of approximately 10%. The classifier appears to work well in these examples as evidenced by the high rate of positive predictions evident in the English, isiZulu, and code-switched data sets. However, more effort needs to be applied to evaluate the model using other techniques [5] . An attempt to evaluate the model when applied to the Full Data Sample provides an accuracy of 0.775 which is not significantly higher than what would be obtained by simply assuming all questions were English (0.765). However this data set is highly imbalanced and more effort needs to be spent exploring means of evaluating the accuracy, precision and sensitivity of the model.
Conclusion
This paper demonstrates the challenges involved in natural language processing for resource poor environments at a national scale. These include imbalanced language distributions and evidence of extensive code-switching. These algorithms will need to be improved in the future to provide similar levels of digital access in these environments. A simple language classifier appears to show promise in being able to identify language and code-switching, although the evaluation of the model requires more thought given the imbalanced nature of the data set.
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