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Abstract
A mixture of joint generalized hyperbolic distributions (MJGHD) is introduced for
asymmetric clustering for high-dimensional data. The MJGHD approach takes into
account the cluster-specific subspace, thereby limiting the number of parameters to
estimate while also facilitating visualization of results. Identifiability is discussed, and
a multi-cycle ECM algorithm is outlined for parameter estimation. The MJGHD ap-
proach is illustrated on two real data sets, where the Bayesian information criterion is
used for model selection.
Keywords: Clustering; discrimination; high-dimensional data.
1 Introduction
Broadly, cluster analysis is the organization of a data set into meaningful clusters (or groups).
Clustering in high-dimensional spaces has received increasing attention over the past few
years because data collection has become easier and faster due to technological advances.
Traditional clustering algorithms take all of the dimensions of a data set into account. How-
ever, with high-dimensional data, the presence of irrelevant and noisy features can give
misleading clustering results. In addition, data may be sparse as the number of dimensions
increases, which is known as the “curse of dimensionality” (Bellman, 1957). Model-based
clustering is a principled statistical approach for clustering, where data are clustered us-
ing some assumed mixture modelling structure (see Bouveyron & Brunet-Saumard, 2014;
McNicholas, 2016a,b, for recent reviews and details). A finite mixture model is a convex lin-
ear combination of a finite number of component distributions. Popular clustering methods
are based on the Gaussian mixture model (e.g., Celeux & Govaert, 1995), which assume that
each class is represented by a Gaussian probability density. A parametrization of the compo-
nent covariance matrices Σ1, . . . ,ΣG via eigen-decomposition has been considered (Banfield
& Raftery, 1993; Celeux & Govaert, 1995). The parametrization of the p× p component co-
variance matrices via eigen-decomposition is Σg = λgQgAgQ′g, where λg = |Σg|
1
p , Qg is the
matrix of eigenvectors of Σg, and Ag is a diagonal matrix, such that |Ag| = 1, with the nor-
malized eigenvalues of Σg on the diagonal in decreasing order. The Gaussian parsimonious
clustering models (GPCM) family (Celeux & Govaert, 1995) contains 14 parameterizations
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of Σg that result from imposing various constraints on λg, Qg, and Ag. However, the param-
eterization used in the GPCMs cannot solve the problem of the curse of dimensionality (see
McNicholas, 2016a, Sec. 2.3). Feature transformation is another popular method for dimen-
sion reduction which builds new variables carrying a large part of the global information.
For example, Tipping & Bishop (1999a) introduce probabilistic principal component analy-
sis (PPCA) to find the principal subspace of the data and Tipping & Bishop (1999b) use a
mixture of PPCA for clustering. Mixtures of factor analyzers (Ghahramani & Hinton, 1997;
McLachlan & Peel, 2000) and extensions thereof (e.g., McNicholas & Murphy, 2008) assume
a lower dimension latent factor space. Bouveyron et al. (2007) propose a high-dimensional
data clustering (HDDC) approach that encompasses both approaches.
Recent model-based clustering work has focused on mixtures of non-elliptical distribu-
tions (e.g., Browne & McNicholas, 2015; Lin et al., 2016). Dimensionality reduction ap-
proaches based on non-elliptical distributions have received relatively little attention, and
recent work includes Morris & McNicholas (2013, 2016), Murray et al. (2014a,b), Tortora
et al. (2016), and Lin et al. (2016). Each of these methods works well with particular types
of data sets. However, the generalized hyperbolic distribution (GHD) represents perhaps
the most flexible among the recent series of alternatives to the Gaussian component density
(see Browne & McNicholas, 2015). We propose a joint generalized hyperbolic distribution
(JGHD), which exhibits different marginal amounts of tail-weight. Moreover, it takes into
account the component-specific subspace and, therefore, limits the number of parameters
to estimate. This is a novel approach, which is applicable to high, and potentially very-
high, dimensional spaces and with arbitrary correlation between dimensions. A multi-cycle
expectation-conditional maximization (ECM) algorithm (Meng & Rubin, 1993) is used for
parameter estimation and the Bayesian information criterion (BIC; Schwarz, 1978) is used to
determine the number of components and the dimensions of the subspaces. This method is a
robust asymmetric clustering method for high-dimensional data — “asymmetric” in the sense
that the clusters can be asymmetric. Our proposed method is illustrated, and compared to
some comparitor clustering methods, on two real data sets.
2 A Mixture of JGHDs for High-Dimensional Clustering
2.1 Model-Based Subspace Clustering via Gaussian Mixtures
A unified approach for model-based subspace clustering is introduced by Bouveyron et al.
(2007). Within the Gaussian mixture model framework, this approach assumes that class
conditional densities are Gaussian MVN(µg,Σg) for g = 1, . . . , G. Let Γg consist of the
eigenvectors of Σg as columns and Φg is the diagonal matrix of the eigenvalues. Then the
component covariance matrices Σg can be written Σg = ΓgΦgΓ′g, for g = 1, . . . , G, where
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Φg is divided into two blocks:
Φg =


φg1 0
0. . .
0 φgqg
0
bg 0
. . .
0 bg
with φgj > bg, j = 1, . . . , qg, and qg  p. The component-specific subspace Eg is defined as
the affine space rotated by the qg eigenvectors associated with the eigenvalues φg. An EM
algorithm is used for parameter estimation (see Bouveyron et al., 2007).
2.2 A Multiple Scaled Generalized Hyperbolic Distribution
A mixture of multiple scaled t-distributions is developed by Forbes & Wraith (2014). The
key elements of their approach are the introduction of multiple weight parameters and a
decomposition of the matrix Σ = ΓΦΓ′, where Γ is the matrix of eigenvectors of Σ and
Φ is a diagonal matrix with the corresponding eigenvalues of Σ. Browne & McNicholas
(2015) use a mixture of GHDs; the GHD is a flexible distribution, capable of handling
skewness and heavy tails, and has many well known distributions as special or limiting
cases. Tortora et al. (2014) introduce a mixture of multiple scaled generalized hyperbolic
distributions, which is a more flexible model that forms the basis of our approach. A p-
dimensional random variable X from a multiple-scaled GHD can be generated via, X =
Γµ + Γ∆wβ + ΓV, where V ∼ MVN(0,∆wΦ) and ∆w = diag(w1, . . . , wp). Therefore,
X|∆w ∼ MVN(Γµ+ Γ∆wβ,Γ∆wΦΓ′) and the density of X can be written
fMSGH(x|µ,Γ,Φ,β,Ω,λ) =∫ ∞
0
· · ·
∫ ∞
0
fp (Γ
′X− µ−∆wβ|0,∆wΦ)hW (w1, . . . , wp|Ω,1,λ)dw,
where fp (Γ′X− µ−∆wβ|0,∆wΦ) is the density of a p-variate Gaussian distribution with
mean 0 and covariance ∆wΦ, and hW (w1, . . . , wp|Ω,1,λ) is a product of unidimensional
generalized inverse Gaussian (GIG) distributions:
hW (w1, . . . , wp|Ω,1,λ) =
p∏
j=1
[
w
λj−1
j
2Kλj(Ωj)
exp
{
−Ωj
2
(
wj +
1
wj
)}]
.
Note that a related approach is discussed by Wraith & Forbes (2015).
2.3 A Mixture of JGHDs
Applying mixtures with flexible component densities, e.g., mixture of GHDs, to high-dimensional
data is an important problem. Drawing ideas from model-based subspace clustering (Bou-
veyron et al., 2007), the JGHD chooses to project p-dimensional X onto two subspaces. We
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assume there is a q-dimensional subspace that best preserves the variance of the data and
is much smaller than the original space. A q-dimensional weight variable W is incorporated
into the density function of the first q dimensions of [Γ′X], where Γ is a matrix of eigen-
vectors associated with the eigenvalues Φ = (φ1, φ2, . . . , φp), with φ1 > φ2 > · · · > φp, and
λ = (λ1, . . . , λq)
′ is a q-dimensional index parameter. In addition, outside the q-dimensional
subspace, the noise variance is modelled by a single parameter b and a univariate latent
variable A, where A ∼ GIG(ω0, 1, λ0). Therefore, the JGHD takes the form
f(x|µ,β,Γ,φ, b,Ω,λ, ω0, λ0)
=
q∏
j=1
∫ ∞
0
ρ1([Γ
′x− µ−∆wβ]j |0, φjwj)hW (wj |Ωj , 1, λj)dwj
×
∫ ∞
0
p∏
k=q+1
ρ1([Γ
′x− µ− aβ]k|0, ba)hA(a|ω0, 1, λ0)da
=
q∏
j=1
[
Ωj + φ
−1
j ([Γ
′x]j − µj)2
Ωj + β2jφ
−1
j
]λj− 12
2 Kλj− 12
(√[
Ωj + β2jφ
−1
j
] [
Ωj + φ
−1
j ([Γ
′x]j − µj)2
])
(2pi)
1
2φ
1
2
j Kλj (Ωj) exp{−(([Γ′x]j − µj)βj)/φj}
×
[
ω0 + b
−1∑p
k=q+1([Γ
′x]k − µk)2
ω0 + b−1
∑p
k=q+1 β
2
k
] (λ0− p−q2 )
2
×
Kλ0− p−q2
(√[
ω0 + b−1
∑p
k=q+1 β
2
k
] [
ω0 + b−1
∑p
k=q+1([Γ
′x]k − µk)2
])
(2pi)
p−q
2 b
p−q
2 Kλ0(ω0) exp
{
−(1/b)∑pk=q+1([Γ′x]k − µk)βk} .
Therefore, Wj|x ∼ GIG(Ωj + β2jφ−1j ,Ωj + {[Γ′x]j − µj}/φj, λj − 1/2) and
A|x ∼ GIG
(
ω0 + b
−1
p∑
k=q+1
β2k , ω0 + b
−1
p∑
k=q+1
([Γ′x]k − µk)2, λ0 − p− q
2
)
.
We use a mixture of JGHDs (MJGHD) for model-based clustering and classification. The
density of the MJGHD is given by f(x|Ψ) = ∑Gg=1 pigfJGHD(x|Γg,µg,βg,φg, b,Ωg,λg, ω0g, λ0g),
in which we assume component-specific subspaces and the dimension qg of the subspace for
the gth component can be considered to be the number of dimensions required to describe
the main features of the gth component.
2.4 Parameter Estimation
To fit the models, we adopt the multi-cycle expectation-conditional maximization (ECM)
algorithm of Meng & Rubin (1993), which is a variant of the well-known expectation-
maximization (EM) algorithm (Dempster et al., 1977). The ECM algorithm exploits the
simpler complete-data conditional maximization and replaces a complicated M-step with
several CM-steps. In our case, the missing data comprise the group memberships zig,
where zig = 1 if observation i belongs to component g and zig = 0 otherwise. The
multidimensional latent variables ∆Wg = diag(W1g, . . . ,Wqgg, AgIp−qg), g = 1, . . . , G, are
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assumed to follow GIG distributions. Therefore, the complete-data consist of the ob-
served xi together with the zig and the ∆Wig , and the complete-data log-likelihood is
given by: lc(Ψ) = l1c(pi) + l2c(θ) + l3c(υ) + l4c(τ ), where l1c(pi) =
∑n
i=1
∑G
g=1 zig log pig,
l2c(θ) =
∑n
i=1
∑G
g=1 zig log fp
(
[Γ′gxi]|µg + ∆wigβg,∆wigΦg
)
, l3c(υ) =
∑n
i=1
∑G
g=1 zig
∑qg
j=1
log hW (wijg|Ωjg, 1, λjg), l4c(τ ) =
∑n
i=1
∑G
g=1 zig log hA(aig|ω0g, 1, λ0g), where pi = (pi1, . . . , piG),
fp
(
[Γ′gxi]|µg + ∆wigβg,∆wigΦg
)
is the density of a multivariate Gaussian distribution with
mean µg + ∆wigβg and covariance matrix Φg = diag(φ1, φ2, . . . , φqg , bgIp−qg); accordingly,
θ = {Γg,µg,βg,φg, bg}Gg=1. Also, υ = {Ωg,λg}Gg=1 and τ = {ω0g, λ0g}Gg=1. The multi-
cycle ECM algorithm used herein has two CM-steps on each iteration and an E-step is
performed before each CM-step. They arise from the partition Ψ = (Ψ1,Ψ2), where
Ψ1 = (pig,µg,βg,φg, bg,Ωg,λg, ω0g, λ0g) and Ψ2 = Γg.
The E-step. We compute the expected value of the complete-data log-likelihood in the
E-step using the expected values of the missing data in lc(Ψ). We require the following
expectations:
E [Zig|xi] = pigf(xi|Ψg)∑G
h=1 pihf(xi|Ψh)
=: zˆig,
E [Wijg|xi, zig = 1] =
√
eijg
djg
Kλjg+1/2(
√
eijgdjg)
Kλjg−1/2(
√
eijgdjg)
=: E1ijg,
E
[
W 2ijg|xi, zig = 1
]
=
eijg
djg
Kλjg+3/2(
√
eijgdjg)
Kλjg−1/2(
√
eijgdjg)
=: E2ijg,
E [1/Wijg|xi, zig = 1] =
√
djg
eijg
Kλjg+1/2(
√
eijgdjg)
Kλjg−1/2(
√
eijgdjg)
− 2λjg − 1
eijg
=: E3ijg,
E [logWijg|xi, zig = 1] = log
√
eijg
djg
+
∂
∂υ
log
(
Kυ(
√
eijgdjg)
)
|υ=λjg−1/2 =: E4ijg,
where djg = Ωjg + β2jgφ
−1
jg and eijg = Ωjg + {[Γ′gxi]j − µjg}/φjg. We also require:
E [Aig|xi, zig = 1] =
√
e0ig
d0g
Kλ0g−(p−qg)/2+1(
√
e0igd0g)
Kλ0g−(p−qg)/2(
√
e0igd0g)
=: J1ig,
E
[
A2ig|xi, zig = 1
]
=
e0ig
d0g
Kλ0g−(p−qg)/2+2(
√
e0igd0g)
Kλ0g−(p−qg)/2(
√
e0igd0g)
=: J2ig,
E [1/Aig|xi, zig = 1] =
√
d0g
e0ig
Kλ0g−(p−qg)/2+1(
√
e0igd0g)
Kλ0g−(p−qg)/2(
√
e0igd0g)
− 2λ0g − (p− qg)
e0ig
=: J3ig,
E [logAig|xi, zig = 1] = log
√
e0ig
d0g
+
∂
∂υ
log
(
Kυ(
√
e0igd0g)
)
|υ=λ0g−(p−qg)/2 =: J4ig,
where d0g = ω0g+b−1g
∑p
k=qg+1
β2kg, and e0ig = Ω0g+b−1g
∑p
k=qg+1
([Γ′gxi]k−µkg)2. Thus we have
E[∆Wig ] = diag(E1i1g, E1i2g, . . . , E1iqgg, J1igIp−qg), E[∆1/Wig ] = diag(E3i1g, E3i2g, . . . , E3iqgg, J3igIp−qg),
E[∆W 2ig ] = diag(E2i1g, E2i2g, . . . , E2iqgg, J2igIp−qg).
CM-step 1. The first CM-step on the (t + 1)th iteration requires the calculation of
Ψ
(t+1)
1 as the value of Ψ1 that maximizes Q(Ψ|Ψ(t)) with Ψ2 fixed at Ψ(t)2 . In particular, we
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obtain the update for the mixing proportions as pˆi(t+1)g = n(t)g /n, where ng =
∑n
i=1 zˆ
(t)
ig . The
elements of the location parameter µg and skewness parameter βg are replaced with
µ
(t+1)
jg =
∑n
i=1 zˆ
(t)
ig [Γ
′(t)
g xi]j
(∑n
i=1 zˆ
(t)
ig E[∆Wig ]
(t)
j
n
(t)
g
E[∆1/Wig ]
(t)
j − 1
)
∑n
i=1 zˆ
(t)
ig
(∑n
i=1 zˆ
(t)
ig E[∆Wig ]
(t)
j
n
(t)
g
E[∆1/Wig ]
(t)
j − 1
)
and
β
(t+1)
jg =
∑n
i=1 zˆ
(t)
ig [Γ
′(t)
g xi]j
(∑n
i=1 zˆ
(t)
ig E[∆1/Wig ]
(t)
j
n
(t)
g
− E[∆1/Wig ](t)j
)
∑n
i=1 zˆ
(t)
ig
(∑n
i=1 zˆ
(t)
ig E[∆Wig ]
(t)
j
n
(t)
g
E[∆1/Wig ]
(t)
j − 1
) ,
respectively, where j = 1, 2, . . . , p and [Γ′(t)g xi]j is the jth element of [Γ
′(t)
g xi]. We update the
diagonal elements hjg of the empirical covariance matrix of [Γ′gx]j|∆Wg via
h
(t+1)
jg =
1
n
(t)
g
n∑
n=1
{
zˆ
(t)
ig ([Γ
′(t)
g xi]j − µ(t+1)jg )2 − 2zˆ(t)ig ([Γ′(t)g xi]j − µ(t+1)jg )β(t+1)jg E[∆Wig ](t)j
+ zˆ
(t)
ig (E[∆W 2ig ]
(t)
j (β
2
jg)
(t+1)
}
.
We then order h(t+1)jg from the largest to the smallest in order to determine the subspaces.
Now we obtain
φ
(t+1)
jg =
1
n
(t)
g
n∑
i=1
zˆ
(t)
ig
[
E
(t)
3ijg([Γ
′(t)
g xi]j − µ(t+1)jg )2 − 2([Γ′(t)g xi]j − µ(t+1)jg )β(t+1)jg + E(t)1ijg(β2jg)(t+1)
]
,
b(t+1)g =
1
n
(t)
g (p− qg)
n∑
i=1
zˆ
(t)
ig
p∑
k=qg+1
[
J
(t)
3ig[Γ
′(t)
g xi]
2
k + J
(t)
3ig(µ
2
kg)
(t+1) + J
(t)
1ig(β
2
kg)
(t+1)
−2J (t)3ig[Γ′(t)g xi]kµ(t+1)kg − 2[Γ′(t)g xi]kβ(t+1)kg − 2µ(t+1)kg β(t+1)kg
]
.
The qg-dimensional concentration parameter Ωg and index parameter λg are estimated by
maximizing the function
qjg(Ωjg, λjg) = − logKλjg(Ωjg) + (λjg − 1)
∑n
i=1 zˆigE4ijg
ng
− Ωjg
2
(
n∑
i=1
zˆigE1ijg +
n∑
i=1
zigE3ijg
)
.
This leads to
λ
(t+1)
jg =
∑n
i=1 zˆigE4ijg
ng
λ
(t)
jg
[
∂
∂v
logKv(Ω
(t)
jg )|v=λ(t)jg
]−1
and
Ω
(t+1)
jg = Ω
(t)
jg −
[
∂
∂v
qjg(v, λ
(t+1)
jg )|v=Ω(t)jg
] [
∂2
∂v2
qjg(v, λ
(t+1)
jg )|v=Ω(t)jg
]−1
.
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The univariate parameters ω0g and λ0g are estimated as for the mixture of GHDs (see Browne
& McNicholas, 2015).
CM-step 2. To update the component eigenvector matrices Γg, our goal is to minimize
the matrix trace function
f(Γg) =
1
2
tr
{
n∑
i=1
zˆigxix
′
iΓgΦˆgE[∆1/Wig ]Γ
′
g
}
− tr
{
n∑
i=1
zˆigΦ
−1
g (E[∆1/Wig ]µg + βg)x
′
iΓg
}
+ constant.
We follow Kiers (2002) and Browne & McNicholas (2014) by using a majorization function
for the minimization of f(Γg) and it takes the form f(Γg) ≤ constant + tr (FtΓg), where
Ft =
n∑
i=1
(
−zˆ(t)ig (Φ−1g )(t+1)(E[∆1/Wig ](t)µ(t+1)g + β(t+1)g )x′i
)
+
n∑
i=1
(
zˆ
(t)
ig xix
′
iΓgE[∆1/Wig ]
(t)(Φ−1g )
(t+1) − zˆ(t)ig α(t+1)ig xix′iΓg
)
,
where Φ(t+1)g = diag(φ(t+1)1g , φ
(t+1)
2g , . . . , φ
(t+1)
qgg , b
(t+1)
g Ip−d) and αig is the largest value of the
diagonal matrix E[∆1/Wig ](t)(Φ−1g )(t+1). Suppose we obtain the singular value decomposition
−Ft = PtBtR′t in which Pt and Rt are orthonormal, and Bt is diagonal, then the update of
Γg becomes Γ
(t+1)
g = RtP
′
t.
2.5 Model Identifiability
The identifiability of our MJGHD is investigated in this section. The identifiability of the
MJGHD depends on the identifiability of the mixture of univariate generalized hyperbolic
distributions which has been proved in Browne & McNicholas (2015). In Proposition 1, we
extend the results in Browne & McNicholas (2015) and show that the MJGHD is identifiable
assuming correct choice of qg (g = 1, . . . , G).
Definition 1. Let Σ be a square, symmetric real-valued p×p matrix with p linearly indepen-
dent eigenvectors. Then there exists a symmetric diagonal decomposition Σ = ΓΦΓ′, where
the columns of Γ are the orthogonal and normalized eigenvectors of Σ, and Φ is the diagonal
matrix whose entries are the eigenvalues of Σ. Further, all entries of Γ are real and we have
Γ−1 = Γ′.
Proposition 1. The JGHDs generate identifiable finite mixtures assuming the correct choice
of qg (g = 1, . . . , G).
Proof. Consider moving the amount t in direction z, setting X = tz. If z is equal to the
kth eigenvector (k = 1, . . . q) then the density reduces to
ck
[
Ωk + φ
−1
k ([t− µk)2
Ωk + β2kφ
−1
k
]λk− 12
2
Kλk− 12
(√[
Ωk + β2kφ
−1
k
] [
Ωk + φ
−1
k (t− µk)2
])
(2pi)
1
2φ
1
2
kKλk(Ωk) exp{−(t− µk)βk/φk}
,
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where
ck =
q∏
j=1,j 6=k
[
Ωj + φ
−1
j µ
2
j
Ωj + β2jφ
−1
j
]λj− 12
2 Kλj− 12
(√[
Ωj + β2jφ
−1
j
] [
Ωj + φ
−1
j µ
2
j
])
(2pi)
1
2φ
1
2
j Kλj (Ωj) exp{µjβj/φj}
×
[
ω0 + b
−1∑p
d=q+1 µ
2
d
ω0 + b−1
∑p
d=q+1 β
2
d
] (λ0− p−q2 )
2 Kλ0− p−q2
(√[
ω0 + b−1
∑p
d=q+1 β
2
d
] [
ω0 + b−1
∑p
d=q+1 µ
2
d
])
(2pi)
p−q
2 b
p−q
2 Kλ0(ω0) exp
{
1
b
∑p
d=q+1 µdβd
} .
Therefore, the density
f(t|θ) ∝
[
Ωk + φ
−1
k ([t− µk)2
Ωk + β2kφ
−1
k
]λk− 12
2
Kλk− 12
(√[
Ωk + β2kφ
−1
k
] [
Ωk + φ
−1
k (t− µk)2
])
(2pi)
1
2φ
1
2
kKλk(Ωk) exp{−(t− µk)βk/φk}
.
As Browne & McNicholas (2015) note, if two (or more) parameterizations are one-to-one
and one parameterization is identifiable, then the other is also identifiable. Set δj = βj/φj,
αj =
√
Ωj/φj + β2j /φ
2
j and κj =
√
φjΩj. For large z, the Bessel function can approximated
by
Kλ(z) =
√
pi
2z
e−z
[
1 +O
(
1
z
)]
,
and the characteristic function for a normal variance-mean density can be written as ϕX(t) =
exp{itµ}MW (βti− σ2t2/2 | λ,Ω). Therefore, the characteristic function for the JGHD can
be written
ϕX(v) =
q∏
j=1
exp{i|Γ′v|jµj}
[
1 +
φj |Γ′v|2j − 2βj |Γ′v|ji
Ωj
]−λj/2 Kλj (√Ωj [Ωj + (φj |Γ′v|2j − 2βj |Γ′v|ji)])
Kλj (Ωj)
× exp{i|Γ′v|′2µ2}
[
1 +
b|Γ′v|′2|Γ′v|2 − 2β′2|Γ′v|i
ω0
]−λ0/2 Kλ0 (√ω0 [ω0 + (b|Γ′v|′2|Γ′v|2 − 2β′2|Γ′v|2i)])
Kλ0(ω0)
,
where |Γ′v|2 is the (q + 1)th to pth columns of |Γ′v|, µ2 = (µq+1, . . . , µp)′, and β2 =
(βq+1, . . . , βp)
′. Now if we consider moving t in the direction z, v = tz and, for large t, the
characteristic function is
ϕX(tz) ∝ exp
{
it
p∑
j=1
|Γ′z|jµj − t
q∑
j=1
κj ||Γ′z|j | − t
√
bω0
p∑
k=q+1
|Γ′z|k
− log(t)
[
q∑
j=1
λjI(|Γ′z|j 6= 0) + λ0
]
+O(1)
}
∝ exp
{
itz′Γµ− t
 q∑
j=1
κj ||Γ′z|j |+
√
bω0
p∑
k=q+1
|Γ′z|k

− log(t)
[
q∑
j=1
λjI(|Γ′z|j 6= 0) + λ0
]
+O(1)
}
.
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From Yakowitz & Spragins (1968), there exists z such that the tuple(
z′Γµ,
q∑
j=1
κj||Γ′z|j|+
√
bω0
p∑
k=q+1
|Γ′z|k,
q∑
j=1
λjI(|Γ′z|j 6= 0) + λ0
)
is pairwise distinct for all g = 1, . . . , G and reduce to a mixture of univariate hyperbolic
distributions, which is identifiable (Browne & McNicholas, 2015).
2.6 Computational Aspects
We start with ten random initializations of the algorithm by randomly assigning each obser-
vation to one of the G components. After fitting models for all values of G and qg, we use the
BIC. We compare our approach with the classic Gaussian parsimonious clustering models
(GPCM) from R package mixture (Browne et al., 2015) and high-dimensional data cluster-
ing (HDDC) approach from R package HDclassif (Bergé et al., 2012). It is worth noting
that the MJGHD proposed herein does not need to numerically invert covariance matrices,
which often fails for singularity reasons. We compare with the parsimonious Gaussian mix-
ture models from R package pgmm (McNicholas et al., 2011) and the mixture of generalized
hyperbolic factor analyzers (MGHFA; Tortora et al., 2016) from R package mixGHD (Tortora
et al., 2017) in our real data applications.
3 Real Data
3.1 Italian Wines
The Italian wines data (Forina et al., 1986) has been widely used in literature. The data
set includes 27 physical and chemical properties of 178 wines and each wine belongs to
one of the three types: Barolo, Grignolino or Barbera. This data set is available from the
R package pgmm. The MJGHD approach was fitted to these data for G = 1, 2, . . . , 4 and
qg = 2, 3, 5, 8, 10. The highest BIC occurs at the three-component, q = (8, 5, 3) model. The
BIC value is −16984. A summary of the best models from the MJGHD, HDDC, GPCM,
PGMM, and the MGHFA approaches is shown in Table 1. The MJGHD and the PGMM
approaches yield excellent clustering results and outperform the chosen Gaussian mixture
models, HDDC, and MGHFA approaches. The MJGHD misclassifies only three of the 178
wines (Table 2). It is worth noting that MJGHD is one of the few methods in the literature
that uses all 27 variables of the wine data set and yields excellent clustering results.
Table 1: A comparison of the selected MJGHD and four different approaches on the wine
data.
G Model BIC ARI
MJGHD 3 q = (8, 5, 3) −16984 0.95
HDDC 2 q = (2, 1) −12657 0.41
PGMM 3 CUU, q = 4 −11428 0.96
GPCM 2 EVE −12068 0.49
MGHFA 2 q = 2 −12653 0.49
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Table 2: Cross-tabulation of true versus predicted (A,B,C) classifications from the selected
MJGHD for the wine data.
A B C ARI
Barolo 59 0 0
0.95Grignolino 2 68 1
Barbera 0 0 48
3.2 Breast Cancer Diagnostic Data Set
The breast cancer diagnostic data was originally reported on by Street et al. (1993). They
give data on 569 cases of breast tumours — 357 benign and 212 malignant — and ten
real-valued features are computed for each cell nucleus. The mean, standard error, and
the “worst” or the largest of these features were computed for each image, resulting in 30
attributes. For instance, Attribute 3 is mean radius, Attribute 13 is the standard error of
radius and Attribute 23 is the worst radius. The MJGHD approach is fitted to these data
for G = 1, 2, . . . , 4 and qg = 2, 3, 5, 8, 10. The highest BIC occurs at the two-component,
q = (8, 5) model. The BIC value is −20432. A summary of the best models from the
MJGHD, HDDC, PGMM, GPCM, and MGHFA approaches is shown in Table 3. The
respective classification results reveal that the chosen two-component MJGHD model yields
relatively good clustering result (ARI= 0.70) and outperforms the approaches we compared
with. Moreover, the MJGHD approach is the only one that gives the correct number of
components. Plots of the first three dimensions of the transformed spaces for each component
with group labels (Figure 1) indicate that the components are well separated in the latent
space.
Table 3: A comparison of the selected MJGHD and four different approaches on the tumour
data.
G Model BIC ARI
MJGHD 2 q = (8, 5) −20432 0.70
HDDC 4 q = (4, 3, 3, 3) −26673 0.09
PGMM 4 UUU, q = 4 −12083 0.35
GPCM 4 VEE −24367 0.22
MGHFA 5 q = 4 −13777 0.58
Table 4: Cross-tabulation of true versus predicted (A,B) classifications from the selected
MJGHD for the tumour data.
A B ARI
Malignant 343 15 0.70Benign 30 164
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Figure 1: The first three dimensions of the transformed spaces for components 1 (left) and 2
(right) from the selected MJGHD model.
4 Conclusion
The MJGHD approach for asymmetric clustering of high-dimensional data was introduced.
We developed the MJGHD based on a mixture of GHDs, which represents perhaps the most
flexible in a recent series of alternatives to the Gaussian mixture model for clustering and
classification. For one, allowing the dimension of the component-specific subspace to vary
across components provides quite some flexibility. Parameter estimation was carried out
using a multi-cycle ECM algorithm and, notably, the MJGHD approach does not require
numerical inversion of covariance matrices. The BIC was used for model selection. Compar-
ing the MJGHD, HDDC, MGHFA, PGMM, and GPCM approaches yielded some interesting
results. Two real data sets were considered for illustration: the Italian wine data and the
breast cancer diagnostic data. The MJGHD approach was the only approach that performed
well, in terms of classification performance, in both cases. The PGMM approach gave excel-
lent classification results for the Italian wine data but performed poorly when fitted to the
breast cancer diagnostic data. Furthermore, the MJGHD approach gave superior classifica-
tion performance in both cases when compared to the chosen HDDC, MGHFA, and GPCM
models. Although illustrated for clustering, the MJGHD approach can also be applied for
semi-supervised classification and discriminant analysis. In our future work, we will inves-
tigate the possibility to avoid calculating the full Γ matrix which would greatly reduce the
runtime. More efficient code and parallel implementation may also be used for this purpose.
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