Mitra, "Photorealistic image reconstruction from hybrid intensity and event-based sensor," Abstract. Event sensors output a stream of asynchronous brightness changes (called "events") at a very high temporal rate. Previous works on recovering the lost intensity information from the event sensor data have heavily relied on the event stream, which makes the reconstructed images nonphotorealistic and also susceptible to noise in the event stream. A method is proposed to reconstruct photorealistic intensity images from a hybrid sensor consisting of a low-frame-rate conventional camera and the event sensor. The texture-rich information from a traditional image sensor with the motion-rich information from the event sensor is exploited, producing photorealistic high-frame-rate videos. To accomplish the task, the low-frame-rate intensity images are warped to temporally dense locations of the event data. The results obtained from the proposed algorithm are more photorealistic compared to any of the previous state-of-the-art algorithms. The algorithm's robustness to abrupt camera motion and noise in the event sensor data is also demonstrated.
Introduction
Event sensors 1,2 are a new generation of asynchronous or neuromorphic sensors that capture changes in brightness values at individual pixels at the time instant they occur. Event sensors output either a positive or a negative event at a pixel, based on whether the pixel sees an increase or a decrease in the intensity value. Event sensors can sense these brightness changes at a temporal resolution of 1 μs. This is unlike traditional image sensors, which simultaneously capture the absolute intensity values at all the pixels at a fixed frame rate. Due to the asynchronous nature of event sensors, they have several advantages over traditional sensors, such as low power requirement, low latency, and low bandwidth operation. These advantages of the event sensors over the traditional image sensor make them especially suitable for applications such as autonomous navigation and augmented/virtual reality. Recently, there has been increased interest in visual odometry and SLAM, [3] [4] [5] [6] [7] ego-motion estimation, [8] [9] [10] and three-dimensional (3-D) reconstruction 3, 6, [10] [11] [12] [13] with the help of event sensors. There have also been attempts at solving other high level computer vision tasks with event sensors, such as object recognition, 14 gesture recognition, 15 and semantic segmentation. 16 Event-based sensors provide a power efficient way of converting the megabytes of per-pixel intensity data into a stream of spatially sparse but temporally dense events. However, the event stream cannot be directly visualized like a normal video with which we as human beings are familiar. This calls for an algorithm that can convert this stream of event data to a more familiar version of image frames. These reconstructed intensity frames could also be used as an input for traditional frame-based computer vision algorithms, such as multiview stereo, object detection, etc. Previous attempts [17] [18] [19] [20] at converting the event stream into images have heavily relied on event data. Although these methods do a good job of recovering the intensity frames, they suffer from two major disadvantages: (a) the intensity frames do not look photorealistic and (b) some of the objects in the scene can go missing in the recovered frames because they are not producing any events (edges parallel to the sensor motion do not trigger any events).
In this paper, a method is proposed to reconstruct photorealistic intensity images at a high frame rate. As the absolute intensity and fine texture information is lost during the encoding of the events, the information from the frames of the conventional image sensor is used to reconstruct the photorealistic intensity images. The conventional image sensor will compensate for the lost spatial information due to encoding of the events. The event sensor will compensate for the motion information lost due to the fixed-frame-rate sampling of the conventional image sensor. There exists a commercially available hybrid sensor consisting of a colocated low-frame-rate intensity sensor and an event-based sensor called dynamic and active pixel vision sensor (DAVIS). 21 Figure 1 summarizes the overall approach to reconstruct the temporally dense photorealistic intensity images using the hybrid sensor. The proposed method has four main steps. In the first step, a dense depth map is estimated using successive intensity frames obtained from the traditional image sensor. For estimating depth, a traditional iterative optimization scheme is utilized, which is initialized by a depth map obtained from a deep learning-based optical flow estimation algorithm. In the second step, the event data between successive intensity frames are mapped to multiple pseudointensity frames using Ref. 17 . Next, the pseudointensity frames and the dense depth maps obtained from the first step are used to estimate temporally dense camera ego motion by direct visual odometry. Finally, in the fourth step, the successive intensity frames are warped to intermediate temporal locations of the pseudointensity frames to obtain the photorealistic reconstruction. With extensive experiments, it is shown that our proposed method is able to reconstruct photorealistic intensity images at a high frame rate and is also robust to noisy events in the event stream. To summarize, the contributions of this work are:
• A pipeline is proposed, which uses a hybrid event and low-frame-rate intensity sensor that can reconstruct temporally dense photorealistic intensity images. This would be difficult to obtain with only the conventional image sensor or the event sensor. • The event sensor is used for estimating temporally dense sensor ego motion and the low-frame-rate intensity images for obtaining a spatially dense depth map. • A high quality temporally dense photorealistic reconstruction is demonstrated using the proposed method on real data captured from DAVIS. • The algorithm's robustness to abrupt camera motion and noisy events in the event sensor data is also demonstrated.
Related Work
There has been increased interest in visual odometry and SLAM, 3-7 ego-motion estimation, 8-10 and 3-D reconstruction 3,6,10-13 with the help of event sensors. Event sensors have also been shown to perform well in mainstream vision tasks, such as image classification, corner detection, etc., after reconstructing intensity images. 22 We refer the reader to Ref. 23 for further research interest in event-based vision algorithms.
Intensity Image Reconstruction from Events
The proposed work is very closely related to other previous works, which reconstruct intensity images from events. [17] [18] [19] [20] Most previous works [17] [18] [19] cannot recover the true intensity information of the scene as they use only the events to estimate the intensity images. Some works 3,4 reconstruct intensity images as a by-product of sensor tracking from event data over 3-D scenes but are not able to recover the true intensity information. Recently, Ref. 20 demonstrated that event data and the intensity image data can be used in a complementary filter (CF) to reconstruct intensity frames at a higher frame rate. Although Ref. 20 makes use of the intensity images, the reconstructed images tend to be blurry and are adversely affected by noisy events due to the lack of any regularization in their proposed method. Another unpublished manuscript 24 proposes to use a learning-based denoising algorithm to fuse event sensor and image sensor data to reconstruct images at a high frame rate. Although the paper shows promising results on the synthetic data, it fails to show Journal of Electronic Imaging 063012-2 Nov∕Dec 2019 • Vol. 28 (6) similar quality results on real data captured using DAVIS. Another recent work on reconstructing intensity images from event sensors is events-to-video (E2Vid). 22 3 Background on Event Sensors An event sensor triggers events asynchronously whenever there is a brightness change in the scene. The output of an event sensor is a four-tuple ðx; y; p; tÞ, where x and y represent the location of the pixel in the sensor, p ∈ ½−1; þ1 is the polarity of the triggered event, and t is the microsecond precise timestamp at which the event was triggered. An event sensor triggers a positive or a negative event whenever the log brightness change is more than or less than a threshold τ, respectively. The polarity p of the triggered event is given as E Q -T A R G E T ; t e m p : i n t r a l i n k -; s e c 3 ; 6 3 ; 5
where δt > 0 and is of the order of microseconds. In cases where the log brightness change at a particular pixel is within the threshold, the dynamic vision sensor does not trigger any event and hence saves power and bandwidth. As event sensors output only the brightness changes, it is impossible to recover the absolute scene intensity information. Further, the noise introduced due to the nonideal hardware and the event quantization makes it more challenging to recover intensity image information. In all the experiments, a commercially available hybrid sensor called "DAVIS 240C" 25 supplied by Inivation is used. This particular sensor consists of a colocated event sensor and an image sensor, each with a resolution of 180 × 240 pixels. We use a 6-mm lens, which approximately gives horizontal and vertical field of views of 40.5 deg and 49.4 deg, respectively. The image sensor gives a raw grayscale intensity image with 8 bits and the frame rate is 24 fps. The event sensor uses an address event representation to record the data from the environment. The data are logged in an ".aedat," which is a binary file containing 8 bytes of data per line. The 8 bytes of data consist of the timestamp, the spatial location of the event, and the event polarity. The event sensor is capable of sending out 12M events per second. More information about the data format and other specifications can be found in Ref. 25 .
Photorealistic Image Reconstruction
Here, a method is proposed to reconstruct photorealistic intensity images using the event stream obtained from an event sensor. The conventional image sensor will compensate for the fine texture and the absolute intensity information, which is lost in the event stream. As can be seen from Fig. 1 , the proposed algorithm has four major steps to reconstruct the temporally dense photorealistic image reconstruction: (a) estimate dense depth maps d k and d kþ1 corresponding to the successive intensity frames I k and I kþ1 and the relative pose ξ between them (Sec. 4.1); (b) reconstruct pseudointensity frames E j k at uniformly spaced temporally dense locations j ¼ 1;2; : : : N between every successive intensity frame I k and I kþ1 ; (c) estimate temporally dense sensor ego-motion estimates ξ j k and ξ j 
Depth Estimation from Two Successive Intensity
Images One of the important steps in the proposed algorithm is forward warping the intensity images to multiple intermediate temporal locations between successive intensity frames. However, warping can introduce undesired holes in the final reconstructed images at regions of disocclusion. This can be solved by warping both the successive intensity frames, I k and I kþ1 , to the intermediate locations. This requires the estimation of two dense depth maps d k and d kþ1 corresponding to images I k and I kþ1 , respectively. Figure 2 shows the overall scheme of estimating dense depth maps from successive intensity frames. We initialize the depth estimates d k and d kþ1 from the optical flow and the 6 degrees of freedom (DOF) camera pose ξ with zero rotation and translation. Here, ξ is the 6 DOF relative camera pose at I kþ1 with respect to I k . The intensity image I kþ1 is warped to the location of I k with the current estimate of d k and ξ to obtainÎ k . Similarly, image I k is warped to the location of I kþ1 to obtainÎ kþ1 . The photometric reconstruction loss L ph is defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 7 7 Journal of Electronic Imaging 063012-3 Nov∕Dec 2019 • Vol. 28 (6) where I is the intensity image, d is the corresponding dense depth map, and ∇ x and ∇ y are the x-and y-gradient operators, respectively. Overall, the dense depth estimate d k , d kþ1 , and the relative pose ξ are estimated as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 7 0 8 ξ; d k ; d kþ1 ¼ arg min
Equation (3) is a nonconvex optimization problem and hence a good initialization of depth and pose is essential to avoid local minima. Here, we use optical flow between the successive intensity frames obtained from PWC-Net 26 as an initial estimate of the depth. 28 For a scene that is static, the optical flow can be related to the scene depth and the camera motion as follows: 28 
6 DOF Relative Pose Estimation by Direct
Matching To achieve the goal of photorealistic reconstruction, the successive intensity frames captured by the image sensor are warped to the intermediate temporal location of an event frame. For warping, the 6 DOF camera pose between the temporal locations of the successive intensity frames and that of the intermediate event frames are to be determined. We reconstruct pseudointensity images from events using Ref. 17 at the temporal locations of the intermediate event frames as well as the successive intensity frames. A brief explanation of the algorithm used to reconstruct pseudointensity images is provided in the following paragraph.
The pseudointensity image reconstruction from events in Ref. 17 is cast as a regularized integration of events. Each incoming event is added to a previously reconstructed log-intensity frame to produce an intermediate frame. This intermediate frame is then assumed to be generated from a Poisson likelihood model whose mean and variance is the final reconstructed image. Hence, the task is to estimate the mean and variance of a Poisson distribution given only a single observation. As this is an ill-posed estimation problem, the authors use a regularization term on the final reconstructed image. This regularization term is defined on a manifold of event timestamps called the surface of active events. This manifold ensures that the regularization between pixels with different timestamps is reduced while pixels having similar timestamps have higher regularization.
As shown in Fig. 3 , the objective here is to estimate the relative camera pose between E 0 k , E 0 kþ1 , and the pseudointensity images E j k (j ¼ 1;2; : : : N). This relative pose is used to warp the successive intensity frames to the intermediate locations specified by the event frames (E j k ) and hence reconstruct photorealistic intensity images. Journal of Electronic Imaging 063012-4 Nov∕Dec 2019 • Vol. 28 (6) Let ξ j k represent the 6 DOF camera pose of the intermediate pseudointensity image E j k with respect to E 0 k and ξ j kþ1 be the 6 DOF camera pose of E j k with respect to E 0 kþ1 . The current estimate of relative camera pose ξ j k and the known depth estimate d k is used to inverse warp the pseudointensity frame E j k to the location of E 0 k to obtainÊ 0 k . Similarly, the pseudointensity frame E j k is inverse warped to the location of E 0 kþ1 to obtainÊ 0 kþ1 using the current estimate of relative pose ξ j kþ1 and the known depth d kþ1 . The photometric loss L p is defined as the mean absolute error between the warped intensity frame and the ground truth frame E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 6 3 ;
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ;
By composing the relative pose estimates, ξ j k and ðξ j kþ1 Þ −1 , the overall pose between I k and I kþ1 is obtained. This knowledge is used to regularize the relative camera pose estimates ξ j k and ξ j kþ1 with L p ðξ j k ; ξ j kþ1 Þ ¼ kI k −Î k k 1 . Overall, E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 5 0 5 ξ j k ; ξ j kþ1 ¼ arg min
where λ r is the regularization parameter.
Forward Warping and Blending
At this stage, depth maps d k and d kþ1 are obtained corresponding to intensity images I k and I kþ1 , respectively. A source-target mapping (forward warping) is done from two images I k and I kþ1 using the estimated relative poses ξ j k and ξ j kþ1 to the latent image I j k and alpha blending them. In forward warping, the pixel ðx; yÞ of the image I k is mapped to the pixel ðx 0 ; y 0 Þ as follows: 
where K is the intrinsic matrix of the camera and R and t are the rotation and translation parameters given by ξ j k . Note that while the values ðx; yÞ lie on a regular grid, the transformed values ðx 0 ; y 0 Þ need not necessarily lie on the regular rectangular grid. To avoid any holes in the resultant warped image, we splat the intensity values, which are transformed from the source image I k to the target image at position I j k . Similarly, we also transform the source image I kþ1 to the target image position I j k using the depth estimate d kþ1 and the pose estimate ξ j kþ1 . Now, there are two images warped from two different source images at the single target image location. In order to combine the two frames into a single frame, the simple technique of alpha blending is used. Alpha blending performs a convex combination of two images where the parameter α determines of the weight assigned to each image. The value of α is set to 0.5 for overlapping image regions and is 1.0 for regions where one of the images has a nonzero value.
The value of α linearly increases in the transition between 0.5 and 1.0.
Experiments
For all the experiments, a DAVIS 21 sensor is used, which is commercially available and has a conventional image sensor and an event sensor bundled together. We used the recently proposed dataset of Refs. 5 and 20, which consists of several video sequences captured using DAVIS. Spatially dense depth maps at the locations of low-frame-rate intensity frames and temporally dense sensor ego motion using the event sensor data are obtained to warp the low-frame-rate intensity frames to intermediate camera locations. For estimating depth, the edges of the depth obtained from the optical flow estimate are enhanced using a fast bilateral solver. 29 The output of this bilateral solver is then used as an initialization for the iterative depth refinement scheme.
Using the event stream from each sequence in the dataset, pseudointensity estimates are generated using the algorithm proposed in Ref. 17 . Nonoverlapping blocks of 2000 events are stacked into a frame to generate a corresponding pseudointensity frame using Ref. 17 . These pseudointensity frames are then used for estimating the temporally dense sensor ego motion.
A hyperparameter search is conducted for different values of β, λ sm , and λ r in Eqs. (2), (3), and (7) . For β, the search was done between 1 and 20, with steps of 5, essentially searching over 5 values f1; 5; 10; 15; 20g. For λ r , we searched over f0.003; 0.01; 0.03; 0.1g and for λ sm we searched over f0.1; 0.3; 1.0; 3.0g. The values that gave us the visually best results are used. Finally, we had β ¼ 10, λ r ¼ 0.01, and λ sm ¼ 1.0. For pose estimation, λ r ¼ 0.01 in Eq. (7) is used. We use the Adam optimizer 30 to solve Eqs. (3) and (7) .
The number of intensity frames interpolated between successive intensity frames is adaptive to the event rate produced. This is because events are binned into a frame based on number of events instead of binning all the events occurring in a particular time interval. This is also known as stacking by number in Ref. 24 . The typical event rates in an event sensor can range from 2 × 10 5 to 1 × 10 6 events per second. As a successive 2000 events are being binned into a single frame, the frame rate can range from 100 to 500 frames/s. Theoretically, this frame rate can be further increased by binning overlapping events into a frame. For the video sequences shown in this paper, we have mentioned the frame rate of the video wherever appropriate (Fig. 4) .
Depth Estimation
In Fig. 5 , the effectiveness of our proposed method is demonstrated for estimating depth. An initial estimate of depth from a deep learning method is used and iteratively refined. We empirically found that using PWC-Net 26 to initialize the depth estimate for the iterative optimization scheme gave consistently good results. Initializing the depth from Refs. 31 and 32 is also experimented with and comparisons are provided in the accompanying multimedia file (Video 1). In Table 1 , quantitative results are provided, which compares the accuracy of two different initialization schemes. 26, 31 As there are no real event-based datasets with ground truth depth maps, an redgreenblue-depth dataset 33 captured using a Kinect sensor is used. As the algorithm requires only an Journal of Electronic Imaging 063012-5 Nov∕Dec 2019 • Vol. 28 (6) RGB image sequence to compute the depth map, a real dataset is used instead of a synthetic one containing events. These datasets contain multiple video sequences with an RGB video and corresponding depth maps obtained from the Kinect time-of-flight sensor. Two sequences "brown_bm_1" and "brown_bm_2" are used here for quantitative evaluation. The depth maps from this dataset contain holes, pixels where depth values are not acquired. These invalid pixels are masked while computing the error metrics. The different metrics used for quantifying depth accuracies are Table 1 , it can be seen that the predicted depth is not as accurate as some of the relevant state-of-the art methods. However, there is clearly an advantage by using PWC-Net 26 to initialize the depth estimate over DeMoN. 31 
RGB Image
Ground Truth Depth Predicted depth (initialized with [31] ) Predicted depth (initialized with [26] ) Fig. 4 Effect of two different initialization schemes on depth estimation. 20 , the cut-off frequency was initialized to 6.28 rad∕s and other parameters were dynamically updated to yield the best results. More reconstruction results obtained using the proposed technique are shown on the data captured by us in Fig. 8 . Peak-signal-to-noise-ratio (PSNR) is also computed for the reconstructed intermediate intensity frames and compared with the state-of-the-art algorithms in Table 2 . Note that for real hybrid sensor data, we do not have access to the ground-truth intermediate frames. In order to overcome this, synthetic data are generated by considering every fifth frame in a video sequence 5 Fig. 6 Comparing the reconstruction from the proposed algorithm using a hybrid sensor data (such as DAVIS) with that of CF, 20 MR, 17 and E2Vid. 22 Note that MR only uses events for reconstruction.
In column (a) inset, the zoomed-in version of an image region is shown. We can clearly see that our proposed reconstruction method is able to recover the image region well compared to other state-ofthe-art methods. algorithm outperforms other state-of-the-art methods. MR 17 performs the worst in the metric of PSNR as it does not include the intensity image information. Although it is not fair to compare MR 17 with methods that use intensity image information such as ours and CF, 20 the results are included for completeness. MR 17 uses only event information and is hence unable to recover the true intensity information present in the scene. CF 20 does not use any kind of spatial regularization and hence the reconstructed images are noisy and blurry even though it has access to the intensity images. Though the proposed algorithm takes more time to run compared to previous works, 17, 20 it is able to produce much better results. The proposed algorithm takes about 2 min to estimate the dense depth maps and about 40 s to render each intermediate frame. However, with recent advances in stereo depth estimation methods, it is expected that in the future, the need for an iterative depth refinement scheme can be eliminated and the output of a state-of-the-art stereo depth estimation algorithm can be directly used. This will greatly reduce the computation time. It is possible to further reduce the computation time for estimating pose by using the Lucas-Kanade inverse compositional method. 35 
Raw Frames

Robustness to Abrupt Camera Motion
In the case of abrupt motion of the sensor, the intensity images get blurred and the rate at which events are generated We can clearly see that the proposed method performs much better even during abrupt camera motions.
Journal of Electronic Imaging 063012-8 Nov∕Dec 2019 • Vol. 28 (6) becomes high. In this case, the intensity images are deblurred using an existing deblurring technique (in our experiments, we used the one in Ref. 36 ). These deblurred images are then used as an input to the reconstruction pipeline. Abrupt motion results in a high event rate and also produces many noisy events. These noisy events affect the reconstructions in Ref. 20 as their trust on events increases exponentially with the rise in the event rate. As can be seen in Fig. 9 , our method is robust to such abrupt motions as can be seen from the results shown in columns (b) and (c).
Conclusion
The strength of texture-rich low-frame-rate intensity frames is combined with high temporal rate event data to obtain temporally dense photorealistic images. This is achieved by warping the low-frame-rate intensity frames from the conventional image sensor to intermediate locations. With extensive experiments, it has been demonstrated that the images reconstructed from the proposed algorithm are photorealistic compared to any of the previous methods. The robustness of our algorithm to abrupt camera motion has also been shown. Currently, the proposed algorithm assumes a static scene. A future direction would be to build a generalized algorithm that can reconstruct photorealistic images for dynamic scenes as well.
