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FOREWORD
A common situation in engineering and science is the
following: given a dynamical system whose motion de-
pends in some way on a set of parameters, find admissible
values for the parameters such that a numerical index of
system performance (or cost) is maximized (minimized).
Since such parameter optimization problems are generally
impossible to solve analytically, computer methods involv-
ing successive systematic evaluations of the performance
index are appropriate. Because many evaluations (each
requiring a complete solution of a system of differential
equations) are usually necessary, the hybrid computer,
which combines high-speed solution of differential equa-
tions with flexible programmed control and rapid numeri-
cal calculations, is well adapted to this type of computa-
tion. This is substantiated by the appearance of a number
of papers which treat optimization methods and devices
specifically oriented toward hybrid computation.
The bibliography which follows lists the more important
of these papers and in addition includes references which
contain applicable mathematical theory, promising com-
putational methods which have not yet been used in hybrid
computation, representative examples of work in related
fields, and sources of additional references. Since work on
optimization has appeared in such diverse fields as opera-
tions research, statistics, process control, adaptive control,
and the response of human operators (references 1, 2, A1,
B1, B3, B6, C2, El, S1, W2), no claim to comprehensiveness
is made. Those items which appear to be most readable,
representative, and cogent are marked by an asterisk (*).
The article by BekeyB6 is an introduction and general
survey of hybrid computer optimization. General treat-
ments of optimization methods appear in references B5,
H2, K2, L1, S5, and W2. We now give a brief guide to
the bibliography.
The basic mathematical problem which must be solved
in parameter optimization is the maximization (or minimi-
zation) of a function F(xl, x2, ... , xn) of many variables xi,
X2, - .. , Xn (the parameters). Standard references, e.g., ref-
erences K1 (sections 12-15 and 12-16), H2, and L1 (chapter
1), discuss pertinent mathematical questions such as the
precise definition of various types of maxima, conditions
for the existence of a maximum, necessary or sufficient
conditions for a maximum, etc. When equality constraints,
Ci(XI, x2, ... , xn) = 0, i = 1, 2, ... , p, and inequality con-
straints, Hi(xl, x2, ... , xn) ~ 0, i = 1, 2, ... , q, are imposed
on the parameters, the situation is considerably more com-
plex and the corresponding results are to be found in the
literature of mathematical programming (references H2,
S5, and Z1 ).
A great variety of methods for numerically solving the
maximization problem are available. For our purposes they
may be divided into two broad categories: search meth-
ods, which require the repeated evaluation of F, and
gradient methods, which in addition require the repeated
direct evaluation of the n partial derivatives of F. Search
methods have the distinct advantage that the analog por-
tion of the hybrid computer need mechanize only the
equations of motion and the calculation of the index of
performance. When gradient methods are used, extra
analog equipment is needed for evaluating the partial
derivatives of F. In particular, &dquo;sensitivity functions&dquo; or
&dquo;parameter influence coefficients&dquo; must be generated
through the solution of certain auxiliary differential equa-
tions (references B2, B4, M1, M3, and T1).
Let us consider search methods first. The simplest ap-
proach is the exhaustive evaluation of F over a fixed grid
of points in the parameter spacer a method which re-
quires an unrealistically large number of evaluations if n
is greater than two or three. Alternatively, the grid may
be continually modified as evaluations of F are made. Such
sequential search proceduresw2 are quite efficient for
n = 1, but become involved and rather inefficient when
extended to larger n.
A whole family of methods is based on successively
perturbing the vector x = (xl, x2, ... , xn) from a base point
and then making a change in the base point on the basis
of the resulting values of F. The simplest of these is uni-
variate searchB3~w2 where the xi are perturbed one after
the other in a cyclic fashion and where the base point is
changed if an improvement in the value of F is obtained.
Fewer evaluations generally result if, instead, the partial
derivatives (gradient vector) of F are estimated by per-
turbing xl, x2, ... , xn from the base point and then moving
in the direction of the gradient from the base point (refer-
ences F1, S4, W1, W2). The distance moved in the direc-
tion of the gradient may be fixed, or may be the result
of a sequence of steps, where the goal of the sequence is
to maximize F in the direction of the gradient. All these
methods are made more complex if constraints are present.
They may also get &dquo;stuck&dquo; on a ridge NI,W2 or given very
slow convergence.
More sophisticated methods of search are generally pre-
ferred. Hooke and jeeves Hi extended the above ap-
proaches by combining a pattern move with the direction-
determining (or explore) moves. Practical applications of
the Hooke and jeeves method have shown it to be re-
liable and quite efficient. References G1 and K3 extend,
with considerable complication, the method to constrained
optimization problems. Other search algorithms which
are more involved than reference H1 are described in
references B7, F5, N2, P2, P3, and R2. Rosenbrock’s meth-
od R2 has been popular and is somewhat more efficient (in
terms of the number of evaluations of F) than reference
H1. The methods of references B7 and N2 are little more
complex to program and appear promising. The methods
given in references P2 and P3 are related to conjugate
gradient procedures and, while relatively involved, have
very rapid (quadratic) convergence near the optimum.
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It was suggested in reference A1 and subsequently that
search methods in which the perturbations from a base
point are chosen randomly might have advantagesF2,M2,R3,
R4,S4,W2. For example, the computer mechanization of ref-
erence M5 is very simple. Although present evidence indi-
cates that random search methods are quite inefficient
(when rated on the number of function evaluations for a
solution), reference R2 shows that random search may
(on the average) be more efficient than certain forms of
deterministic search when n is large. Some preliminary
work by the writer shows that certain versions of random
search are nearly as efficient as reference H1, and have
advantages in hybrid computer mechanization.
A variety of gradient methods have been known and
used for many yearsCl,S4,S5. They make use of successive
corrections of x in the direction of the gradient, and differ
mainly in how the distance or step size of the correction
is determined. Convergence speed is dependent on the
scale factors and coupling of the parameters and, if F is
poorly conditioned, i.e., has a &dquo;narrow ridge,&dquo; there is
considerable zig-zagging and convergence is slow. A num-
ber of schemes which greatly speed convergence have
been propOSedF3,F4,P1,S6. Although these methods tend to
be sensitive to computer errors, they are more suitable for
hybrid computation than other rapidly convergent meth-
ods, e.g., Newton-Raphsons5, which require the ’12n (n + 1)
second partial derivatives of F. When constraints are im-
posed, considerably more involved methods in mathe-
matical programming must be applied~2°Rl>zl.
A number of computer programs and devices have been
devised to implement some of the above methods. The
Russian literature (references 1, 2 (surveys), F1, N1, S1, S2,
S3) describes a variety of search devices or parameter opti-
mizers utilizing analog storage and relay logic which have
been used in connection with analog computers and proc-
ess control. Examples of search mechanizations on hybrid
computers are references M5 and W1. BekeyB6 and Bekey
and McGhee B5 describe computer programs for imple-
menting gradient methods. Little is really known about the
efficacy of various search methods in hybrid computation.
For some numerical results on several algebraic functions
see references B7, F5, N2, P2, and P3.
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