Abstract-Index Modulations, in the form of Spatial Modulation or Polarized Modulation, are gaining traction for both satellite and terrestrial next generation communication systems. Adaptive Index Modulation based links are needed to fully exploit the transmission capacity of time-variant channels. The adaptation of code and/or modulation requires a real-time evaluation of the channel achievable rates. Some existing results in the literature present a computational complexity which scales quadratically with the number of transmit antennas and the constellation order. Moreover, the accuracy of these approximations is low and it can lead to wrong Modulation and Coding Scheme selection. In this work we apply a Multilayer Feedforward Neural Network to compute the achievable rate of a generic Index Modulation link. The case of two antennas/polarizations is analyzed throughly showing the neural network not only a one-hundred fold decrement of the Mean Square Error in the estimation of the capacity compared with existing analytical approximations, but it also reduces fifty times the computational complexity. Moreover, the extension to an arbitrary number of antennas is explained and supported with simulations. More generally, neural networks can be considered as promising candidates for the practical estimation of complex metrics in communication related settings.
I. INTRODUCTION
The evaluation of the achievable physical layer rate of a given modulation scheme is an important theoretical problem with very relevant use in practice. Most modern communication standards, e.g., [1] , [2] or [3] , incorporate some sort of Adaptive Coding and Modulation (ACM) mechanism, generically known as link adaptation. This consists typically in varying the modulation order and/or the coding rate of the channel encoder to track the varying channel conditions. The ultimate goal is to adjust the transmitted bit rate to the information that the channel can support for a given bit error probability.
Link adaptation makes it necessary for the transmitter to estimate somehow the mutual information (MI) between the transmit and received waveforms on a per-frame basis, so that the most efficient Modulation and Coding Scheme (MCS) can be chosen. In most cases, the receiver computes some metric related to the MI and sends it back to the transmitter end. This metric can be in the form of the average or effective Signal to Interference and Noise Ratio (SINR), or some Channel Quality Indicator (CQI) specifically suited to the set of MCS available to the transmitter [4] . In essence, the receiver must estimate the maximum amount of information that can be transmitted reliably through the channel; for all this, the estimation of the MI plays an instrumental role.
A particular family of modulation schemes, known as Index Modulations (IM) [5] , have attracted a great deal of interest in the last few years. Among others, we can cite Spatial Modulation (SM) [6] - [7] or Polarized Modulation (PMod) [8] . SM and its more sophisticated variants are proposed for next generation of wireless networks due to several advantages. In comparison to single-antenna techniques, the spectral efficiency increases, with a simpler and more energy efficiency hardware than in other multi-antenna techniques [5] . Another interesting version is that studied in [8] , where the authors propose the use of PMod to increase the spectral efficiency of next generation mobile satellite communications; if Multiple-Input-MultipleOutput (MIMO) signal processing techniques are applied to Dual Polarization (DP) satellite systems, the performance of single-antenna (or single polarization) links can be notably enhanced. DP schemes were also highlighted in [9] as a means to improve the satellite coverage in remote areas to serve the increasing number of Internet of Things (IoT) devices.
In this paper we present a novel method to compute the mutual information without Channel State Information at the Transmitter (CSIT) of a 2×2 IM system, and show how to generalize it to an arbitrary number of antennas. This calculation is needed, for example, in an adaptive SM system where the transmitter uses this mutual information, obtained and fed back by the receiver, to select the proper MCS. Results requiring numerical integration, for example by means of Monte Carlo simulations, can be found in the literature [10] and [11] . One value of this work is that it explores a radically new approach to solve an essential problem in the practical application of Information Theory: the mutual information of non-conventional modulations is computed by means of Machine Learning (ML) tools.
The use of ML at the physical layer of communication systems is gaining momentum, see the recent surveys [12] and [13] .
In particular, Neural Networks (NN) have been successfully used for channel estimation and equalization [14] , signal recognition and modulation classification [15] , [16] , detection in MIMO Generalized SM [17] , and learning of physical layer parameters in Cognitive Radio [18] , among others. In [19] and [20] NNs are applied to perform link adaptation in multicarrier systems. In [21] , a Multilayer Feedforward Neural Network (MFNN) is used to predict the performance of a WiFi cell. A deep NN is proposed in [22] to decide the optimal power allocation in a wireless resource management problem. In this latter reference the NN is used to obtain the optimal power allocation values, much more efficiently (by speeding up the computational time in several orders of magnitude) than the baseline iterative algorithm which solves the corresponding non-convex optimization problem. Besides NNs, Support Vector Machines (SVM) have been also studied for the selection of physical layer parameters in communication settings with a large number of degrees of freedom [23] .
The current work applies a one-hidden layer MFNN as a facilitator scheme to compute the MI in an adaptive 2 × 2 SM link, based on some specifically selected input features which can be easily obtained from the MIMO channel matrix, together with the Signal to Noise Ratio (SNR). To the best of our knowledge, it is the first time that a NN is proposed to estimate the MI of a channel. In the particular scenario of Index Modulations, the evaluation of the capacity, needed for adaptation purposes, is numerically demanding when needed on-the-fly.
The shallow NN proposed to calculate the MI of an generic IM system, valid for both SM and PMod, outperforms recent approximations found in the literature such as [11] and [24] , both in terms of estimation accuracy and computational complexity. In order to avoid the numerical evaluation of the involved integrals, these references provide two different approximations of the MI for a specific symbol constellation, with a complexity scaling with the square of the constellation size and the number of antennas. As opposed, the proposed solution has a much lower complexity, which is independent of the size of the constellation.
The main contribution of this work is the accurate evaluation of the MI of spatial modulations, which have resisted so far those attempts to obtain simple expressions. Moderate size standard neural networks will be seen to be up to the task provided that a careful extraction of channel parameters and training are performed. The proposed solution to calculate the MI enables also to perform a different type of adaptation in IM systems. Due to the lack of accurate MI evaluation methods, works like [7] and [25] only consider the selection of the modulation order in an adaptive system. However, with the accurate MI obtained with the NN, the transmitter could not only adapt the modulation scheme, but also the coding rate of the channel encoder, allowing a fine granularity in the available transmit MCS. Moreover, due to the lower complexity of the proposed method, the receiver can compute the MI more often and then follow faster channel variations, so that the adaptation rate is not necessarily limited by the complexity of the computation of the channel capacity.
The rest of the paper is structured as follows. Section II explains our system model and introduces the reader into the Index Modulations. Then, Section III presents the expressions to compute the mutual information of Index Modulations. It also replicates the analytical expressions existing in the literature to approximate the MI, and to be used for benchmarking purposes. Afterwards, in Section IV a brief introduction to Multilayer Feedforward Neural Networks is included before dealing with their specific application to the evaluation of the MI of a 2 × 2 IM for different constellations. Afterwards, Section V presents the simulation results in detail for the case of two dimensions. Then, Section VI explains how to generalize the method to obtain the MI of systems with a higher number of antennas. Lastly, the main conclusion are drawn in Section VII.
Notation: Upper (lower) boldface letters denote matrices (vectors). (·)
H , (·) t , I N and 1, denote Hermitian transpose, transpose, N × N identity matrix and vector of ones, respectively.
· applied to vectors denotes the Euclidean norm. E [·] is the expected value operator.
• and denote the Hadamard (pointwise) matrix product and division. {·}, {·}, (.) * and |·| denote the real part, imaginary part, conjugate and absolute value of a complex number, respectively.
II. SYSTEM MODEL
Traditional digital modulation schemes transmit information modulating only the amplitude, phase and/or frequency of a sinusoidal carrier. However, Index Modulations (IM) benefit from the fact that the transmitter has several building blocks, being these antennas, polarizations or subcarriers, for example, to map additional bits of information to the block selected to transmit the conventional modulated signal [26] . As illustration, consider SM with N t transmit antennas: in addition to the log 2 (M ) bits to index each symbol s in a constellation of M elements, log 2 (N t ) bits can be used to select which of the N t antennas is active at a given instant to transmit the symbol. Similarly, PMod, by means of the transmit polarization carries information. In this paper we will consider for simplicity N t = 2, so that one input bit is used to select the active transmit dimension, although results can be extended to N t > 2.
The system model of a 2 × 2 IM for a given discrete time instant is y = √ γHx + w
where y ∈ C 2×1 is the received vector, γ the average Signal to Noise Ratio (SNR), H ∈ C 2×2 the channel matrix, x ∈ C 2×1 the transmitted signal and w ∼ CN (0, I 2 ) the Additive White Gaussian (AWGN) noise vector. Since x has only one component different from zero (component l) and its value is s ∈ C, (1) can be also expressed as
where h l denotes the l column of H, l ∈ {1, 2}. We assume a unit power constraint, i.e., E x H x = E |s 2 | = 1. Fig. 1 shows a block diagram of an adaptive 2 × 2 IM system. The transmitter modifies the coding rate r of the channel encoder and the constellation order M of the modulator according to the different mutual information (MI) values calculated and reported by the receiver. In this way, the transmitter adjusts the transmission rate dynamically to the maximum MI that the channel conditions allow at each time instant. Thus, a fine selection of the coding rate is possible due to the accurate calculation of the MI. This approach differs from previous works, [7] and [25] , where the modulation was the only degree of freedom.
The mapping from the achievable rate (MI) reported by the receiver to the MCSs to be used by the transmitter depends on the power of the channel codes and the receiver implementation. The operation of the MCS selection block in Fig. 1 falls out of the scope of this paper and it is left for future works. This is why we assume an optimal Maximum Likelihood detector as detailed in [27] .
We should remark that the model (1) and the block diagram of Fig. 1 apply to a generic 2 × 2 IM, with the matrix H characterizing the channel effects of the specific domain considered, being this polarization, frequency or space. The adaptive IM transmitter requires the knowledge of the MI at each channel realization to perform the link adaptation.
In this work we do not deal with the MCS selection at the transmitter, since we focus our attention only on the NN aided MI estimation, denoted by the gray block at the receive side. In order to minimize the overhead of the return link, the receiver estimates the SNR γ and the channel matrix H, computes the MI and sends it back to the transmitter. Next section provides the expressions to compute the MI of an IM for an arbitrary constellation. A more practical scheme for calculating these MIs, making use of a NN, will be presented later in Section IV.
III. CAPACITY AND MUTUAL INFORMATION
The expression of the capacity of an Index Modulation (IM) conditioned to a given realization of the channel matrix H is given by
where I(x; y|H) is the Mutual Information (MI) between the two random variables x and y conditioned to H, and the maximization is performed for all possible distributions of the transmitted signal x [28] . In (3), f X (x), f S (s) and f L (l) denote the probability density functions (PDF) of the random variables of the complex transmit signal x, the complex transmit symbol s, and the hopping index l which selects the antenna/polarization used to transmit the symbols. The units of the capacity in (3) are bits per channel use, bpcu. The transmitter is expected to operate with only partial CSIT (it only knows the MI, neither H nor γ), so it will select either index l = {1, 2} with the same probability. The capacity is achieved in (3) when the transmit symbols belong to a Gaussian codebook [10] , i.e., when s ∼ CN (0, 1).
The MI in (3) can be expressed as a function of the entropies of the involved random variables:
where h(·) is used for the differential entropy, and h(w) is simply written as
As in [10] , the received vector y follows a Gaussian distribution of the form
where
With this, the entropy of y in (4) reads as
It is then clear than the computation of the MI I(x; y |H) requires the numerical evaluation of the above integral, which can be too demanding for a receiver updating the estimate of the link capacity for adaptation purposes. In this paper we will compute the MI by means of Monte Carlo integration as a reference for comparing the approximation performed by the neural network.
Practical communication links use symbols from a constellation S with a finite alphabet. Hereafter, we will refer to the corresponding mutual information, or constrained capacity, simply as total mutual information, I T , since this includes the information carried by both hopping index l and symbol s:
The particularization of (4) for a constellation S with M symbols has been made in [11] , and it is replicated in (9) for the sake of completeness. Monte Carlo integration will be also used to compute (9) , by generating random values of the noise w.
In an effort to find more convenient expressions to handle in practice, some results have been presented in the literature as approximations to the mutual information (9) . On the one side, Guo et al [24] used the Jensen's inequality and corrected the ensuing bias to get
Here D is a set with (2M ) 2 vectors in C 2×1 of the form 
for l, l = 1, 2 and k, k = 1, 2, . . . , M , where h l are the columns of the channel matrix, and s k ∈ S ⊂ C the symbols of the constellation.
A different approach resorting to the Taylor Series Expansion was followed in [11] , yielding expression (12) as an approximation of I T . The interested reader is referred to [11] for the definitions of each element of the equation. One drawback of both (10) and (12) is that the computational complexity of the MI calculation increases with the square of the constellation order M and the number of antennas N t .
This paper develops a more efficient and accurate scheme to compute the MI of a 2 × 2 IM, which avoids the quadratic complexity increment with the constellation cardinality. This is especially relevant for practical use, given the need to estimate on the fly the channel capacity for link adaptation purposes.
In an adaptive coding and modulation (ACM) system, the receiver must feed back to the transmitter a metric related to the achievable rate, so that the transmitter can select the appropriate MCS 1 . This estimation process needs to be both simple and accurate, since errors will lead to wrong choices of MCSs, and lower rates than supported or decoding mistakes will occur. The proposed scheme to estimate the achievable rate is based on a simple NN with only one hidden layer, and which provides different outputs, one per constellation in case several are available. The computational burden is much lower than that of any other previously known alternatives, so the MI can be updated more often and faster variations of the channel conditions can be tracked as a benefit.
IV. NEURAL NETWORK-BASED MUTUAL INFORMATION ESTIMATION
The evaluation of the Mutual Information (MI) (9) can be interpreted as a non-linear mapping from the channel matrix H and the SNR γ to the MI. Multilayer Feedforward Neural Networks (MFNNs), well-known for their fitting capabilities of non-linear functions [29] - [30] , will be used to estimate I T in (9) . In particular, the MFNN to be employed, a one hidden layer network, is detailed in Fig. 2 . The input features,
t , need to be extracted by means of a function f (·) from the channel matrix H and the SNR γ, as x = f (γ, H). The input variable selection is highly relevant for the performance of the learning process of the network. Later we will detail how the feature extraction is applied based on our domain knowledge, that is, our knowledge of the particular problem we are addressing. In the following, the variables in blue will denote the internal parameters of the neural network, and a i , i = 0, 1, 2 will be the intermediate internal variables at the i-th layer.
Each of the F neural network inputs goes through a linear preprocessing block to adjust the neurons input to the range [−1, +1]. This initial scaling is expressed as
with the gain g 0 ∈ R F ×1 and the offset x 0 ∈ R F ×1 .
The hidden layer is made of N neurons, also named processing units, each applying a weighted linear combination of its inputs, a bias and a non-linear function, also known as activation function:
The matrix W 1 ∈ R N ×F and the vector b 1 ∈ R N ×1 collect the weights and the offsets. As activation function we will use the hyperbolic tangent:
The output layer of K neurons applies a linear processing of the form
(12) for matrix W 2 ∈ R K×N and vector b 2 ∈ R K×1 . Finally, there is a last stage to accommodate the range of the network outcome:
with the gain g 3 ∈ R K×1 and the offset y 0 ∈ R K×1 . The The different parameters of the network -weights and biases in (13)-(16)-will be obtained under supervised learning. The Levenberg-Marquardt (LM) backprogation algorithm [31] will be used to minimize the Mean Squared Error (MSE) on the test set:
with y( ) and t( ) the network output and the true MI values, respectively, for the training tuples (x( ), t( )), = 1, . . . , L.
The true MI values are obtained by numerical evaluation of (9) for K different symbol constellations. The training of the network is performed off-line, so that receiver terminals only need to evaluate (13)- (16) for adaptation purposes. The computational complexity of the NN will be evaluated later in comparison to that of previous methods presented in the literature [11] - [24] .
Hereafter, we focus on the MI calculation of a 2 × 2 IM system and next section will provide simulation results for this particular case. However, the underlying philosophy applies to IM with higher number of dimensions, not only 2. Section VI will show how to extend the result to obtain the MI of IM systems with larger number of antennas. Remarkably, the neural network entails always a degree of complexity about two orders of magnitude lower compared to that of the analytical approximations, even for IM systems with high number of antennas/dimensions.
A. Input Variable Selection
The output of the network in Fig. 2 is the MI estimation for K different constellations, as an approximation of the true MI function (9) . This depends on the channel matrix H and the SNR γ; in the following we will see how to pre-process these values for a better network performance.
For a Maximum Likelihood receiver, the pairwise error probability (PEP) between (s, l) and (ŝ,l) is given by [25] , [32] 
for the AWGN case. This PEP depends on the distance among supersymbols h l · s. The set X of 2M different supersymbols for a given channel matrix H and the transmitted constellation
The MI will be also affected by all the involved distances, as inferred from (9) . For convenience, we put together the squared distances among all the pairs of supersymbols under the matrix D of size 2M × 2M , with the respective entries given by
where l, l = {1, 2} and k, k = {1, 2, . . . , M }. Matrix D can be also expressed as
The M × M matrix D S on the diagonal is a function of the symbols in the constellation S:
whereas the M × M matrix D L contains all the distances between supersymbols of different antennas/polarizations:
Note that the matrix D L can be expressed as the sum of four rank-1 matrices:
With this, we have that rank{D L } ≤ 4. Even further, if the constellation of symbols {s n } is known, then only four real values are required to describe the dependence of D L and D with the channel matrix H, namely, h 1 2 , h 2 2 and the real and imaginary parts of the scalar product h H 1 h 2 . Alternatively, the scalar product can be expressed as [33] (25) where Θ H ∈ [0, π/2] and ϕ ∈ [−π, π] denote, respectively, the Hermitian angle and the Kasner's pseudo-angle between two complex vectors. Thus, the four values ( h 1 , h 2 , Θ H , ϕ) serve to characterize matrix D. After extensive training cases, we have observed that performance can be enhanced if as part of the input parameters, four explicit distances to detail later are used.
For illustration purposes, Fig. 3 shows the received symbols for a real case, with BPSK constellation. Two different SNR values and two different channel matrices are employed to observe the clouds of received symbols. Both the SNR and the angle between the column vectors of H determine the distance among the different color clouds.
B. Neural Network Operation
We will use a unique MFNN to estimate the mutual information I T for different symbol constellations. K = 3 outputs will provide the estimate of the mutual information for QPSK, 8PSK and 16QAM constellations. Following the above considerations, the input features x = f (γ, H) will correspond to different options to characterize the distance matrix D. Table I depicts the different feature sets that will be used for testing the performance of the network. Essentially, four inputs is the lowest number of inputs to test following the previous discussion 2 . Values are sorted in ascending order given the invariance of the capacity to the labeling of the dimensions and symbols. When distances are used, the four values {d i , i = 1, 2, 3, 4} correspond to the four different entries of the matrix D L in (24) for the normalized constellation S 4 = {1, −1, j, −j}. As to the number of neurons, N = 10 and N = 20 will be used in the simulations.
Training of the network will be based on extensive amount of data, by generating a large number or random channels for different values of SNR. The reference true capacity values for the different constellations will be obtained after computing (9) by the Monte Carlo method.
V. SIMULATION RESULTS
For performance evaluation, a dataset of 50, 000 realizations of the channel matrix H is used, randomly generated following a unit-variance Rayleigh distribution, i.e., h ij ∼ CN (0, 1). Each channel matrix is associated with a different SNR whose value in decibels is drawn from a uniform random variable between −20 and 20 dB. The true MI with QPSK, 8PSK and 16QAM 2 Note that the number of real values to characterize H and γ is nine.
constellations of each realization of (γ, H) is calculated with a Monte Carlo simulation using (9) with 5, 000 realizations of the complex Gaussian noise w. We limit ourselves to these low order constellations, which are more likely to be used with IM. However, other constellations, like 64QAM, could be easily added to the system at the expense of increasing the time required for obtaining the dataset with Monte Carlo simulations -note the two summations over all the constellation symbols in (9) .
The dataset is divided into two independent parts. 7, 500 samples (15%) are reserved for the final test of the performance of the MFNN and the analytical approximations (equations (10 and (12)). The remaining 35, 000 samples (70%) and 7, 500 samples (15%) are employed for training and validation of the neural network, respectively.
Firstly, the impact of the selection of the input features in the performance of the MFNN is evaluated. For this, several NNs are trained using in each case one of the sets of inputs detailed in Table I . Then, the global MSE obtained with the trained NNs when calculating the three MI values is obtained by using the entries of the dataset reserved for testing. Table  II collects Table I .
In Table II , it can be observed how the Hermitian angle Θ H and the Kasner's pseudoangle ϕ, options (ii) and (v), improve the NN estimation with respect to the use of the real and imaginary parts of the projection, options (i) and (iv). Furthermore, the addition of the four distances to the set of inputs, cases (iii), (iv) and (v), serves to reduce the MSE as compared to cases (i) and (ii). Finally, the MSE reaches a minimum value of about 3 · 10 −5 when the four distances and the two column norms are combined with the two angles for the 20 neurons MFNN.
Secondly, the two NNs with 10 and 20 neurons and the input features selection (v), are compared with the analytical approximations from the literature, (10) and (12), in Table  III . Both Taylor and Jensen based approximations have a similar MSE, around 10 −2 , which is outperformed by all the NN reported in Table II . Moreover, when we compare the analytical approximations with the best NNs of the table, the improvement in the MSE is about 100 and 600 times with a NN of 10 and 20 neurons, respectively.
In order to provide some more meaningful data, Table III shows a more detailed view of the dispersion of the estimated MI, namely, the standard deviation multiplied by three and the maximum error of each method. The analytical approximation suffers a maximum error of 0.741, which is reduced to 0.105 in the case of the MFNN with 20 neurons. The improvement is The accuracy achieved by the MFNN has a direct impact on the implementation of adaptive IM links. The quality of the tracking of the MI allows to use smaller back-off margins for the selection of the MCS; large errors make it necessary to use highly conservative margins in the selection of the MCS to guarantee a prescribed error decoding metric, thus reducing the transmission rate.
Finally, the ergodic MI of an 2 × 2 Index Modulation system with QPSK, 8PSK and 16QAM constellations under Rayleigh fading is shown in Fig. 5 . For each value of SNR, 100 realizations of the channel matrix are generated, similarly to the NN dataset, and the true MI in each case is calculated with a Monte Carlo simulation with 1, 000 realizations of the noise. Afterwards, the ergodic MI for each SNR point is calculated by averaging the instantaneous values of the MI. The true ergodic MI, shown with circles, is compared with that obtained by averaging the instantaneous MI calculated with each method, the two analytical approximations and the 10 neurons neural network. As it can be seen, the neural network matches perfectly the true ergodic MI, which is overestimated by the other methods for moderate values of the SNR.
In addition to the estimation accuracy, the computational complexity is key for practical implementation: the MI computation must be done at the receive side, which has knowledge of the SNR γ and the channel matrix H. This evaluation must be such that an on-line tracking of the channel is made to report the estimated MI back to the receiver. In this regard, Table IV shows the computational complexity of each method after counting the number of mathematical operations required to compute the MIs for the three constellations. In the case of the analytical approximations, the demanding instructions, which are repeated (2M ) 2 times. In the case of the NN, all the required operations are counted, including the preprocessing of γ and H to calculate the inputs of the NN. The numbers in Table IV reveal that the MFNN is not only more accurate, but also less computationally demanding. The MFNN requires about 90 times fewer multiplications and non linear operations than the analytical approximations. This is in line with the required time to compute with Matlab the three MIs for all the testing dataset, in a computer equipped with an i7-4510U 2 GHz processor. From another point of view, the laptop only allows to make an estimation of the MIs every 5.5 ms with the Taylor approximations, which gets reduced to 0.1 ms with the NN. With respect to the off-line training duration, each training of the NN took typically less than 3 minutes.
VI. EXTENSION TO A HIGHER NUMBER OF ANTENNAS
This paper is focused mainly on an IM system with two dimensions in order to study thoroughly the impact of the different input features selection. However, this approach can be easily extended to compute the MI in scenarios with a higher number of antennas. This section aims to explain how to apply the same philosophy to obtain the MI of a 4 × 4 IM system, providing also some clues to keep the complexity bounded for higher numbers of antennas.
Let us recall Table I , which portraits several alternatives for the NN input features. As seen earlier for the case of 2 antennas, the performance improves from the top to the bottom; in order to avoid too a large number of input features, we propose to apply option ii as a trade-off between performance and complexity. This option makes use of the channel column norms (scaled by the SNR) and the angles. Whilst the number of norms increases only linearly with the transmit antennas, the number of angles raises rapidly with N t since there are 2
angles, a pair of (Θ H , ϕ) for each possible combination of two transmit antennas. For example, in a system with 16 antennas there are 120 pairs of angles. However, we have found out that it is not necessary to give the values of all the angles explicitly to the neural network. A few values characterizing the statistical distribution of the angles suffice for the NN to estimate the MI with an MSE similar to those values reported in Tab. II.
The MI evaluation in an IM system with 4 × 4 antennas can be easily done with an MFNN trained with the proper dataset, obtained now with 4 × 4 Rayleigh matrices, and using as input features the four values of γ h l 2 and the six pairs of angles (θ H , ϕ). In the case of an 8 × 8 IM system we propose to reduce the Q values per type of angle (Hermitian and Kasner). These Q values are the quantiles of the angles distribution for Q probabilities taken from 0 to 1 at equal steps. For example, for Q = 5 the distribution of the angles is characterized by the minimum, the 25th percentile, the 50th percentile (the median), the 75th percentile and the maximum. Therefore, the MFNN for obtaining the set of MI of an 8 × 8 IM system has as input features the 8 columns norms γ h l 2 , and the Q quantiles of the Hermitian angle Θ H and the Kasner's pseudoangle ϕ, respectively.
For testing purposes, we have generated two additional datasets, one with 50, 000 4×4 Rayleigh matrices and another with 25, 000 8 × 8 Rayleigh matrices. Again, each channel matrix has associated a random SNR value between −20 and 20 dB, and we have calculated the MI of each pair (γ, H) for several constellations (QPSK, 8PSK and 16QAM) using Monte Carlo simulations. Following the same procedure of training and testing described in Section V, we have obtained two trained MFNNs for calculating the three MI values of 4 × 4 and 8 × 8 IM systems, respectively. Table V with the those obtained with the best network for the 2 antennas scenario from Table III, using 20 neurons and input features option v, in the setup with more antennas the NN performs a littel worse, although the errors are of the same magnitude. However, a fair comparison with the NN for 2×2 IM which use the same type of input features, i.e., option ii from Table II, reveals that the MSE is slightly better when the number of dimensions grows.
VII. CONCLUSIONS
The implementation of next generation adaptive Spatial Modulation links requires practical mechanisms to estimate the mutual information for a given signalling strategy. An accurate and timely computation of this constrained capacity serves to adapt the constellation order, and apply a fine tuning of the coding rate of the channel encoder, providing a better fit to the maximum achievable rate. The method proposed in this paper to calculate the constrained capacity is a very simple Multilayer Feedforward Neural Network, which can obtain the Mutual Information for different symbol constellations simultaneously. The neural network is more accurate and less computationally demanding than the analytical approximations existing in the literature. And these results apply not only 
