This paper simplifies and generalizes an earlier result of the author's on Gauss interpolation formulas for the one-dimensional heat equation. Such formulas approximate a function at a point (x*, t*) in terms of a linear combination of its values on an initial-boundary curve in the (x, t) plane. The formulas are characterized by the requirement that they be exact for as many basis functions as possible. The basis functions are generated from a Tchebycheff system on the line t = 0 by an integral kernel K(x, y, t), in analogy with the way heat polynomials are generated from the monomials x' by the fundamental solution to the heat equation.
1. Introduction. In a recent paper [1] we discussed formulas of the form m (1) u(x*, t*) -Z Ak»iXk-tk) k=l for approximating solutions to the heat equation
The function u is prescribed on an initial-boundary curve C in the (x, t) plane, and (x*, t*) is a fixed point where an approximate solution is desired. The formula (1) , where the points (xk, tk) lie on C and the weights Ak aie positive, is characterized by the requirement that it be exact for as many "basis functions" as possible. In [1] we proved the existence of w-point formulas which are exact for all heat polynomials of degree n = 2m -I, and that this is best possible, in the sense that no m-point formula is exact for all heat polynomials of degree n x > 2m -1. Such formulas were called Gauss interpolation formulas, because of their similarity to Gaussian quadrature formulas.
A heat polynomial of degree n is a linear combination of the functions
where [a] means the greatest integer less than or equal to a. Each i».(x, t) solves (2) and satisfies u¡(x, 0) = x' = 4>.(x).
K(x, y, t) = -=L=-exp(-(x -y)2/At), t > 0, \JAllt we can express the heat polynomials as (3) ut(x, t) = j^K(x, y, t)(t>i(y) dy, t > 0. Now, it is known that for each t > 0, the kernel K is extended totally positive (cf. Karlin [2] , and below), and that the functions 0(.(x) = x', i = 0, 1, ... , n, form a Tchebyeheff system (cf. Karlin and Studden [3] ). These facts can be used to simplify the proof of the result from [1] where a = <x(x, t) is a prescribed continuous function on the curve C. Such a formula could be used, for example, in the case where the data au + bux = / is known on C, for a and b fixed continuous functions with a > 0. One first obtains the formula (4) corresponding to a = b/a, and then applies it to the data f/a. In the next section we state and prove the main results of this paper, Theorems 1 and 2. Theorem 2 is concerned with the linear independence of certain linear functional on a space of functions of two variables, and can be thought of as providing a "zero-counting" procedure for such functions. The corollary to Theorem 2 is a key step in the proof of Theorem 1. K2. There is a class of functions DK which are integrable with respect to the measure dp = K(x, y, f) dy over the interval X; furthermore, we assume that if f E DK, and if
; also, we assume that differentiation under the integral sign up to order 2 in x is legitimate:
à"Ttf(x) = r d»K(x, y, t) dxv K 3* r dvK(x, y,t) , , = J --TV-^fifiày, » = 0,l,2,f>0;
K3. fxK(x, y, t)dy= 1 for t > 0.
K4. The family of linear operators Tt is a semigroup: Ts+t = Tt ° T$. Now let n be a positive integer and let {<P¡}"=0 C C2(í) n DK be an extended Tchebycheff system of order 3 (cf. [3, p. 6] ). This is equivalent modulo the sign of one of the functions </>(-, to the statement that any polynomial p(x) = 2"_of3.0. (x) has at most n zeroes, counting multiplicities up to order 3. Also, we specify that 0o(x)=l.
We next define the family of functions
in analogy with (3). We can now state Theorem 1. Let C: {(x(s), t(s)): 0 < s < 1} be a Jordan arc in the (x, t) plane satisfying:
(ii) (jc(0), r(0)) = (a, r*), (x(\), t(\)) = (b, t*), with a < b and t* > 0; (iii) 0 < t(s) < t* for 0 < s < 1.
Let a(s) be continuous for 0 < x < 1, and consider a to be defined on C via the parametrization for C: a(x(s), t(s)) = a(s). Assume a(a, t*) < 0 < a(b, t*). Then for any a <x* < b and n = 2m -1 (m > 2), there is a formula of the form (7) «(*V*)~f Ak(u + a^ixk,tk)
which is exact for all polynomials p(x, t) = H"=0ßtii^x, t). The weights Ak are positive and the points (xk, tk) lie on C, with tk < t*. Furthermore, no such formula can hold for all polynomials of degree nx> n. The proof of Theorem 1 will be postponed until we establish some lemmas and Theorem 2. Lemma 1. For fE C2(X), let Z(3)(/) be the number of zeroes off, counting multiplicities up to order 3, and let S(f) be the number of strict sign changes of fon X. Then for fE C2(X) n DK, / ^ 0, and t > 0, (8) Z(3)(Ttf) < S(f).
Proof. The proof is identical to the proof of the (a) part of Theorem 3.2, p.
239 of [2] . The requirement there that /be bounded is obviated by our hypotheses on K and DK.
Corollary. IffE DK, / ^ 0 and f> 0, then Ttf(x) > 0 for t > 0 and x E X.
Proof. S(f) = 0, so Ttf has no zeroes, by the lemma. Hence, 7^/is positive (it is nonnegative since K(x, y, t) is, as follows from its total positivity).
For convenience, we introduce the vector notation u(x, t) = (uQ(x, t), ux(x, t), ... , un(x, t)) and <P(x) = (<pQ(x),<px(x),... ,<pn(x)) = u(x, 0). Theorem 2. Let the functions {u¡(x, t)}, i = 0, I, ... ,n, be as in the hypotheses for Theorem 1. Let (xk, tk), k = 1, 2, ... , / +/, / > 0, ; > 1, be distinct points in the half-plane t > 0 such the the first I of them have equal t-coordinates which are greater than or equal to those of the other points; i.e., r, = t~ = ' ' ' = r, > tk, k -I + 1./ + /. Suppose also that n + I > I + 2j. Then the vectors *»VH&v{&*u}Z>t { are linearly independent.
Proof. We may assume that n + I = I + 2j, for otherwise we could adjoin points to the line t = tx, increasing /, to achieve this. Suppose the theorem were false. Then there would exist a nontrivial polynomial p(x, t) = E"-^.«^*, t) satisfying p(xk, tk) = 0, k= 1,2,... ,/ + /, and Px(xk,tk) = 0, k = l+ 1, ... ,/ + /.
We will show that this is impossible. It will now be convenient to classify the types of zeroes that p(x, t) may have. For t > 0, let z¡(t), i = 1,2,3, denote the number of x's such that: fori= l,p(x,t) = 0,px(x,t)i=0; for i = 2, p(x, t) = px(x, t) = 0, p does not change sign at x; for / = 3, p(x, t) = px(x, t) = 0, p does change sign at x.
Thus, each (xk, tk) with k = I + I, ...,/+/ is a zero of type z2 or z3. Furthermore, it is clear that (10) Z(t) > zx(t) + 2z2(0 + 3z3(r) > zx(t) + z3(t) = S(t).
By Lemma 1, we have for any Ô > 0, ( 
11) Z(t + 8) = Z(3)(Tsp(-,t)) < S(p(-, t)) = S(t).
Combining (10) and (11), we obtain (12) Z(t + 8) < S(t) = zx(t) + z3(t) < Z(t) > zx(t) + 2z2(t) + 3z3(t).
Hence, Z(t) is nonincreasing in t and decreases by at least two due to each of the points (xk, tk), k = I + 1,...,/+ /, where p = px = 0. Thus we have
which is a contradiction of (8).
Corollary. Assuming all the hypotheses of Theorem 1, a necessary condition for the existence of a formula (7) with Ak > 0 and (xk, tk) E C which is exact for polynomials of degree n = 2m -1 or less, is that all m points be distinct, and for k= 1,2, ... ,m,Ak>0 and tk<t*.
Proof. We first show that a formula with fewer than m points is impossible.
Suppose that (14) u(x*, t*) = £ M" + <*"*)(**• '*)> k-l where / < m. If we now adjoin points to the line t = t*, to give / = 2(m -/) in all, and reindex, we see that (14) is impossible by Theorem 2.
To see that tk < t* for all k, suppose first that tx = t* and tk <t*,k = 2, ... ,m. If we take / = 0 and / = m, Theorem 2 implies the existence of a polynomial p(x, t) = ^"fyw/x, t) satisfying p(xk, tk) = 0, k = I, ... , m; px(xk, tk) = 0, k = 2, ... ,m\ and Px(xx, tx) = 1. But then the formula (7) gives m p(x*, f) = Z Ak(P + °P*X*fc. t*) = Ai<a, t*) < 0. fc=i This in turn implies that p(x, t*) has at least two distinct zeroes in x, which, by Theorem 2 with / = 2 and / = m -1, implies p = 0, a contradiction. The other two possibilities, tx < tm = t* and tx = tm = f* are dispensed with similarly. This completes the proof of the corollary. Proof. Since ufx*, t*) = fxKix*, y, t*)$j(y) dy, i = 0, 1, ... , n, the components of q form a "moment sequence" with respect to the functions {<¡>¡ix)} on X.
It follows by Theorem 1 of [7] that there is a representation for q of the form (16) shows that q belongs to the "moment cone" generated by the {0¿} on [c, d] (i.e., those vectors c whose components ct = fç(/>i(s) dp(s) for some bounded, right-continuous function pJ(s)). Moreover, the Corollary to Lemma 1 implies that q is actually in the interior of the moment cone. The conclusion of Lemma 2 now follows from Corollary 3.1, p. 47 of [3] .
Proof of Theorem 1. As in [1] , the proof uses the concept of topological degree to establish the existence of a solution to a system of A equations in A unknowns.
We begin by reviewing the needed properties of degree theory (see Schwartz [8] or Ortega and Rheinboldt [6] ). (ii) If deg(F, D, q) =£ 0, there is at least one point z ED such that F(z) = q.
(iii) Let F(z, X) be continuous on D . [0, 2], such that F(z, X) =£ q for any z E dD, 0 < X < 2. Then deg (F(-, X) , D, q) is constant, independent of X.
We will apply these properties by constructing a function F(z, X), a set D, and a point q, such that deg (F(-, 0) , D, q) = ±1, F(z, X) ^ q for z E ÖD, 0 < X < 2, and hence deduce that deg (F(-, 2) , D, q) = ±1. This will imply that the equation F(z, 2) = q has a solution in D, which will be equivalent to the existence statement of Theorem 1. 
0<sx<s2<---<sm<l,0<Ak<l,k= I,... ,m}.
Let u(x, t) be as before, and let q = u(x*, t*). Let CQ: {(x0(s), tQ(s)), 0 < s < 1} be a Jordan arc to be described below, and let Cx be the curve C of Theorem 1 (para- Proof. This is an immediate application of the Corollary to Theorem 2. Note that if z G dD, one or more of the following is true:
(i) sx = 0orsm = 1, (ii) sk = sk+ x for some k = 1,2, ... ,m -I, (iii) some ,4fc = 0, (iv) some 4fc = 1. Thus, if z G dD and F(z, X) = q with one of the first three cases occurring, there would exist a formula (7) of a kind ruled out by the corollary (applied with a possibly different curve C or function a). In case (iv), we use the fact that uQ(x, t) = 1 so that Z^Lj.4,. = 1, and conclude that case (iii) must also hold.
We now claim that 3. An Example. We conclude with an example illustrating an instance of Theorem 1. It should be pointed out that the example is not arbitrary, but was chosen because the fundamental solution K(x, y, t) and the family of solutions {w(-(x, t)} used in Theorem 1 are known explicitly for this case.
Consider the diffusion equation The Cauchy problem for this equation has the fundamental solution
where a(t) = «1 -e"4'))"1/2, b(t) = e-4t/(l -e~4t), and c(t) = 2e~2tl(l -e~4t).
We first show that, for each t > 0, this kernel is extended totally positive, of arbitrary degree, in both x and y. Indeed, by Theorem 2. We take for the functions {u{(x, t)} the class of solutions to (19) (22) ufic, t) = e-2itH¡(x), i -0, 1, ... ,
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where H¡(x) = (-l)!e* d'/dx'e~x are the Hermite polynomials. We let the coefficient a in (7) be zero and take for the image of the curve C the set (0, t): 0 < t < .1, (x, 0): 0 < x < 1, and (1, t), 0 < f < .1. Formulas (7) were calculated for t* = .1 and x* = .25, .5, and .75, with m = 2, 3, ... , 6, by numerically solving 2m nonlinear equations in each case.
The formulas for (x*, t*) = (.5, .1) are given in Table 1 . Table 2 presents the result of applying these formulas to the problem of interpolating the function u(x, t) which satisfies (19) and u(0, t) = e2t, u(x,0) = ex2, 0<x<l, u(l,t) = e2t+\ this function being u(x, t) = e2t+x2. Table 1 Interpolation formulas for (x*, t*) = (. Table 2 Interpolation formulas applied to u(x, t) = exp(2r + x2) ( 
