In a large-scale digital library, it is essential to recommend a small number of useful and related articles to users. In this paper, a literature recommendation framework for digital libraries is proposed that dynamically provides recommendations to an active user when browsing a new article. This framework extends our previous work that considers only Web usage data by utilizing content information of articles when making recommendations. Methods that make use of pure content data, pure Web usage data, and both content and usage data are developed and compared using the data collected from our university's electronic thesis and dissertation (ETD) system. The experimental results demonstrate that content data and usage data are complements of each other and hybrid methods that take into account of both types of information tend to achieve more accurate recommendations.
Introduction
The past few years have seen the emergence of many recommendation systems intended to provide personal recommendations for various types of products and services. However, many of these recommendation techniques are not suitable for recommending literatures in digital libraries because they rely on either the explicit specification of users' interests or the implicit derivation from users' rating scores (or called relevance feedback) on sample items. This is due to the fact that identifying an individual user of a literature digital library is generally not possible, since many literature digital libraries are freely available on the Internet and users can search or browse articles without having to identify themselves. Even for proprietary literature digital libraries, many users gain access via site subscriptions, making it difficult to track an individual's (long-term) browsing behavior. Our previous work proposed using a task-focused approach for online recommending articles in a literature digital library, in which a task profile (i.e. a set of recently accessed articles) rather than the long-term interest profile is used to facilitate recommendations (Hwang et al., 2003) . A screenshot of our prototyping Web literature recommendation system, incorporated into our university ETD system (NSYSU-ETD, n.d.), is shown in Figure 1 , in which the active user had reviewed three articles, and the literature recommendation system recommended another six articles. Once the active user browses another article, the content of the recommendation frame will update accordingly.
The recommendation framework proposed in our previous work (Hwang et al., 2003 ) is a usagebased approach, which utilizes the Web usage log that contains users' access records for making recommendations. Two algorithms, namely hypergraph partitioning and association rule mining were developed and then evaluated by applying the Web usage log collected from NSYSU-ETD. It has been shown the hypergraph partitioning approach outperforms the association rule mining counterpart in various settings. However, the empirical results also showed that the usage-based approach suffers from a lowcoverage problem -only one-tenth of the articles collected from NSYSU-ETD were recommendable. This is because an article is recommendable by a usage-based approach only when it appears sufficient times with some other articles in the Web usage log, whereas only onetenth of the tested articles satisfied this condition.
Contributions
This paper reports our work to remedy the low coverage problem. It introduces several contentbased methods that look for articles similar to those currently browsed by the active user in their metadata/full-text and hybrid methods that combine content-based and usage-based approaches for literature recommendation. It shows that articles' contents are precious with respect to literature recommendation, and a welldeveloped content-based method may outperform a usage-based one. In fact, content information and usage information are complementary to each other. The performance evaluation through realworld data reveals that hybrid approaches that make use of both types of information achieve the best performance. This paper is structured as follows. Related work is described in section 2. Section 3 discusses issues related to content-based recommendation and presents several content-based approaches. Hybrid approaches are described in section 4. Evaluation results are presented in section 5.
Finally, section 6 summarizes this paper and discusses our future research directions.
Related work
It has long been recognized that most users are incapable of specifying precisely their needs in queries, and interest profiles, when acquired, effectively facilitate the selection of documents that meet users' information needs (Myaeng and Korfhage, 1990) . The most straightforward way of acquiring interest profiles is to have the users explicitly specify their interests. An interest profile can be represented as a vector with each element indicating the preference on a term (Myaeng and Korfhage, 1990) , or as a set of rules, where each rule prescribes an appropriate action taken when a condition specified on content-based factors holds (Malone et al., 1987; Fischer and Stevens, 1991) .
However, acquiring correct interest profiles are difficult because users may not be conscious about their interests and may not be willing to devote much effort in creating a decent interest profile. In addition, interest profiles may change over time. It has been shown that interest profiles explicitly contributed by users often result in less accurate Figure 1 Page view of an article in NSYSU-ETD document selection than stereotyped interest profiles (Shepherd et al., 2001; Kuflik et al., 2003) . A body of research exist that address the problem of automatic generation of interest profiles from users' (explicit or implicit) relevance feedback on some selected documents. Explicit relevance feedback is the ratings explicitly provided by users to indicate their preferences on some documents. Implicit relevance feedback is derived by observing users actions. For example, Pennock et al. (2000) examined users' actions in Citeseer, a digital library for scientific literatures, and assigned 1 point for adding an article to a profile, 0.5 points for downloading an article, and 2 1 point for ignoring a recommended article. A typical approach to establish interest profiles from relevance feedback is to apply machine learning techniques to learn the content features of users' interests. This approach is commonly known as information filtering or content-based filtering. Content-based filtering establishes a user's interest profile by analyzing the content features of his preferred items. A user's interest profile can be represented as a vector with each element indicating the user's preference on a selected term (Lang, 1995) or a probability model that describes the probability that the user likes a content item (Mooney and Roy, 2000) . The former approach measures the relevance of a given content item and a user's interest as the similarity of this recommendable item to the user's interest profile, while the later simply applies the content item to the pre-computed probability model for computing the relevance. Finally, items that have a high degree of relevance are recommended to the user. Content-based filtering is typically applied to recommend products that have parsable content or description, including Web pages, for example Syskill and Webert (Pazzani et al., 1996) and Siteseer (Rucker and Polanco, 1992) , textual documents (Krulwich and Burkey, 1997) , news (Lang, 1995) , and books (Mooney and Roy, 2000) . The main challenges of content-based filtering approaches are the identification of item features from content or description and the development of user interest profiles that distinguish preferred items from disliked ones.
Content-based filtering approaches consider only a given user's preference in making recommendations. Another approach for filtering is to consider the social features of users' interests, commonly known as collaborative filtering. The collaborative filtering recommends items to a user by taking into account other users' preferences. Preferences of un-rated items are predicted for a user based on a combination of known ratings from other users. Due to the simplicity and the effectiveness found in some empirical studies, collaborative filtering is by far the most popular approach used in today's recommendation systems. There are two broad categories of approaches for estimating the preference of an unseen item to a user: memory-based and modelbased (Breese et al., 1998) . The memory-based approach uses a rating matrix, with rows being users and columns being items, to represent users' ratings on items. It computes a weighted sum on rows or columns of the rating matrix for predicting the preference of a user to an item. Possible weighting schemes include correlation, cosine and regression. The model-based approach first structures users' preferences as a probabilistic model, and then applies this model to predict the probability that a user likes an item. Commonly used probability models include Bayesian classifiers, support vector machines, decision trees, and neural networks.
Content-based and collaborative filtering approaches are not mutually exclusive to each other, and there have been many efforts to integrate them in order to obtain more accurate recommendations. One example is the Fab system, in which content information of items associated with users in the transactional data is part of the user representation and content-based approaches are used to formulate user similarities in a collaborative filtering (Balabanovic and Shoham, 1997) . Further information such as users' demographics can also be considered in making recommendations, thereby forming an integrated recommendation framework (Pazzani, 1999; Ansari et al., 2000; Huang et al., 2004) . The many research efforts described above were devoted to the acquisition of users' long-term interests. In contrast, users also have short-term interests, which are referred to as the immediate information need for the task at hand. Short-term interests may or may not relate to longterm interests, and thus it is inadequate to derive a user's task profile from his previous ratings or historical data. Instead, a task profile should be dynamically specified by a list of example documents that are related to the task. In its simplest form, the task profile of a user can be regarded as a single document that the user is currently looking at. When a user chooses to browse a document A, those documents that are either similar to A in their content or often accessed together with A by other users are recommended. Such a function has already been provided by many digital libraries (e.g. Citeseer and the ACM Digital Library). The task profile of a user can be extended to include a set S of documents that the user recently accessed, and the goal becomes to recommend a set of documents whose contents are similar to and/or that are often accessed together with the documents in S. This approach has been widely applied to the recommendation of Web pages (Srivastava et al., 2000) .
Recommendation techniques based on Web usage logs have been intensively explored in the literature. Several approaches have been proposed for recommending Web pages based on the Web page associations discovered by Web-usage mining algorithms (Yan et al., 1996; Mobasher et al., 1999; Pitkow and Pirolli, 1999; Sarwar et al., 2000; Deshpande and Karypis, 2001; Yang et al., 2001) . While these approaches vary in their details, they follow the same recommendation framework, which starts with the preparation of Web usage log, followed by the identification of aggregate usage patterns, and ended by the recommendation which looks into the similarity between the set of recently accessed Web pages of an active user and the collected aggregate usage profiles. Cooley et al. (1999) proposed and compared various techniques for cleaning a Web usage log and dividing it into a number of transactions, each of which represents a semantically meaningful task for surfing the Web site. Several types of aggregate usage patterns, including association rules (Sarwar et al., 2000) , sequential patterns (Pitkow and Pirolli, 1999; Deshpande and Karypis, 2001) , and clusters (Yan et al., 1996; Mobasher et al., 1999) , have been explored for providing personal Web pages to an active user. For example, Sarwar et al. (2000) utilized association rules in making recommendations. For a given user session S, their approach ranks the set of rules in descending order of their confidences whose antecedents match S and sequentially select the N Web pages appeared in the consequents of these rules. Deshpande and Karypis (2001) proposed a generative Markov model from a set of sequential patterns. Given a user session S, the N Web pages that have the highest probability (inferred from the Markov model) for directly following S are selected. Mobasher et al. (1999) proposed to cluster Web pages based on how often they occur together across user transactions in a Web usage log. A clustering algorithm, Association Rule Hypergraph Partitioning (ARHP), was proposed to efficiently cluster Web pages without requiring dimensionality reduction as a preprocessing step. ARHP starts with the identification of large itemsets, each of which contains Web pages often accessed in the same session. Each such large itemset is viewed as a hyperedge with weight being the interest of the itemset. Then a hypergraph partitioning algorithm is applied to partition the set of Web pages into disjoint clusters of Web pages. Web pages in the same cluster are more similar in the sense that they are more likely to be accessed together in the same session. To reflect the fact that an article may indeed interest more than one group of users, some articles are added back to clusters, resulting in overlapping clusters. A recommendation score of each Web page w is computed by considering the similarity between the current user session and the cluster C to which w belongs and the coherence weight of w with respect to C. The top N Web pages for recommendation are those with the N highest recommendation scores. Mobasher et al. (2000) extended the usagebased Web personalization framework to incorporate content profiles into the recommendation process. To obtain content profiles, they clustered content features of Web pages by treating each feature as an n-dimensional vector over the space of n Web pages and applying multivariate K-means clustering technique. The group profile of a feature cluster is a set of Web pages that carry higher (TF/IDF) weights on the features of the cluster. The same recommend process as proposed in Mobasher et al. (1999) is then followed. Hwang et al. (2003) extended the personalization techniques based on Web usage mining to literature recommendation of digital libraries. They considered that a literature digital library is better visualized as a set of articles rather than a directed graph of Web pages and subsequently revised the way in which Web usage log is cleaned. Furthermore, since literature articles are incrementally inserted into a digital library, a non-uniform support threshold scheme, originally proposed in Liu et al. (1999) , was adopted to generate frequent large items. Finally, the association rule-based and the clusteringbased approaches as described in Sarwar et al. (2000) and Mobasher et al. (1999) respectively are proposed for recommending articles in a literature digital library.
The content-based approach

Article similarities
The information about an article can be divided into a number of content categories. Typical content categories include title, keywords, abstract, and full-text (if any). In each content category, an article is represented as a vector. The typical Information Retrieval procedure is adopted for deciding the vector, which begins by filtering out irrelevant, poor terms through consulting a stop-list that contains 300 words (Fox, 1992) , followed by computing the TF/IDF value of each selected term.
After the conversion, each article a i is represented by a number of vectors v i,1 , v i,2 , . . ., v i,c , one for each content category. The weight of each content category that indicates its importance toward the similarity of two articles is automatically computed from past browsing history, specifically the Web usage log. The rationale behind this approach is that a content category should carry more weight if articles that frequently appeared together across user sessions in the Web usage log are more similar in that category. Specifically, a collection of frequent itemsets of articles are identified from the Web usage log. For a given frequent itemset S i , the average similarity set s im j ðiÞ among all pairs of articles with respect to each content category f j is computed. Each set s im j ðiÞ is then such normalized that P 1 # j # c set s imjðiÞ ¼ 1, where c is the number of content categories. The weight w j of a content category f j is the average of its normalized itemset similarities across all frequent itemsets. Formally, assuming that there are m frequent itemsets and c content categories, the weight of content category j, denoted w j , is computed as follows:
The similarity simða 1 ; a 2 Þ of two articles a 1 and a 2 is then defined as the weighted sum of vector similarities in all content categories:
where v 1,j (v 2,j ) is the vector of article a 1 (a 2 ) in content category j, and vec s imðv 1;j ; v 2;j Þ is the cosine of the angle between vectors v 1,j and v 2,j . Korfhage (1997) proposed a document matching technique based on multiple reference points (MRP), which refer to any defined points or concepts against which a document can be judged. Queries and user profiles are obvious examples of reference points. The proposed approach selects documents that are more similar to the set of reference points. The MRP approach can be directly extended to recommend literatures by viewing each article in the current user session as a reference point and considering multiple vectors associated with each article. Let the current user session be S ¼ ðS 1 ; S 2 . . .; S n Þ. Following the ellipsoidal model (Korfhage, 1997) , the distance between an article A and the current user session S, denoted DistðS; AÞ, is defined as follows:
Multiple reference points (MRP) approach
The distance between an article A and a reference point S i , denoted jA; S i j, can be derived from their similarity ðsimðA; S i ÞÞ as described in section 3.1 by applying any function that maps from ½0; 1 to ½0; 1. One such a mapping function is jA; S i j ¼ 2ln simðA; S i Þ ( Korfhage, 1997) . Articles with shorter distances are recommended to the user. This method is called distance-based MRP. The distance function in the above scheme can be replaced by the similarity function, resulting in a new method called similarity-based MRP. Analogously, the similarity between an article A and the current user session S is defined as follows:
The above two schemes are referred to as equalpriority MRPs, as they do not distinguish referenced articles by their orders in a user session when computing similarities. Another scheme: prioritized MRP, in which articles that are more recently browsed carry higher weights than those browsed earlier, is also considered. In this scheme, a browsed article carries weight a times of the remaining priority, 0# a # 1, while all the previous articles together are given (1 2 a) times of the remaining priority. Let t i , 1 # t # n, be the priority assigned to the i'th article S i in S (articles with larger i are more recently browsed). Then, for a given a, 0 # a # 1, t i is determined as follows:
Thus, for prioritized, similarity-based MRP, the similarity between an article A and a user session S is defined as:
For prioritized, distance-based MRP, the distance function DistðS; AÞ is similarly defined:
The four variants of the MRP approach are summarized in Table I . Let S' ¼ ðS 1 ; S 2 . . .; S n 2 1 Þ be the current user session. When a new article S n is browsed, the current user session becomes S ¼ ðS 1 ; S 2 . . .; S n Þ, and the ranks of articles may change. Fortunately, the similarity SimðS; AÞ between an article A and S can be incrementally computed from SimðS'; AÞ. The following shows how one can compute SimðS; AÞ from SimðS'; AÞ in constant time for equal-priority, similarity-based MRP: Similar formulae for the other MRP schemes can also be derived. Therefore, given a newly browsed article, the time complexity for computing the similarity between every article and the new user session is OðmÞ, where m is the number of articles. Finding the top N articles takes time OðmNÞ. Such a computation overhead could be substantial, especially for a literature digital library that stores a large number of articles. In the next subsection, we propose clustering-based approaches that aim to perform online recommendation more efficiently.
Clustering-based approaches
The entire collection of articles in a literature digital library can be viewed as a m £ n matrix C, where m is the number of articles and n is the total number of features across all content categories. Each cell in the matrix, Cði; jÞ, records the weight of feature j of article i (specifically, the TF/IDF value). The goal of clustering-based approaches is to get a set of non-disjoint group profiles, each containing a set of articles and their respective weights representing their closeness to the group. Two clustering-based approaches, namely feature partitioning and article-clustered hypergraph partitioning, are proposed. The group profile of a feature cluster F i,j , denoted G i,j , is the set of articles that carry higher weights in F i,j , formally defined as follows:
where t is a user-specified significance threshold, and:
The coherence weight of an article a with respect to G i,j , also denoted as weightða; G i;j Þ, is defined as the weight of an article a with respect to G i,j 's feature set. That is, weightða; G i;j Þ ¼ weightða; F i;j Þ. (2) The match between the current user session S and a group profile G i,j can be defined as the cosine similarity between S and G i,j weighted by w i , the weight of the content category i. Note that the group profile G i,j is treated as a m-vector ðv 1 ; v 2 ; . . .; v m Þ, where:
weightðaÞ; a2G i;j 0; otherwise ;
and a session S is represented as a Boolean vector ðs 1 ; s 2 ; . . .; s m Þ, where s i ¼ 1 if the ith article appears in S and 0 otherwise. The similarity between S and G i,j is defined as follows:
(3) The recommendation score RecðS; aÞ of an article a with respect to the current user session Sis then defined as:
RecðS; aÞ ¼ max a2G ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi weightða; GÞÁmatchðS; GÞ p :
Articles with higher recommendation scores are recommended to the user. Note that the clustering Notes: S = (S 1 , S 2 . . ., S n ) is the current user session, and A is an article (t 1 = (12a) n2 1 , and t i = a(12a) n2 i , 1 , i # n)
of features and computation of group profiles can be conducted off-line. Thus, the coherent weight weightða; GÞ of each article a with respect to each group profile G can also be pre-computed. Articles in each group profile are sorted in descending order of their coherent weights. When a new article is browsed, the similarity matchðS; GÞ between the current session S and each group profile G is computed, and the top N articles are consecutively selected from top articles in all groups. Let k be the number of group profiles. The time complexity for online recommendation given a newly browsed article is OðN þ kÞ. This online recommendation procedure is much more efficient than that of MRP.
Article clustered hypergraph partitioning (ACHP)
Another clustering method is to partition the content matrix C horizontally. A clique is an undirected complete graph G ¼ ðV ; EÞ with V representing the set of articles, and (u, v)[ E iff sim(u, v) $ t, where u,v [ V and t is a predefined threshold.
. The weight of a clique Q is defined as the average similarity among all pairs of articles in Q.
A challenge of this approach is on the assignment of t such that the number of articles in any clique is not too large. It has been shown that locating a clique of maximum size is NP-complete (Garey and Johnson, 1979) . However, if the maximum size of cliques is known to be no more than a constant K, enumerating all maximal cliques takes polynomial time . The constant K can be assigned according to the following property. Property: let V be a set of articles. For a given article v [ V, let Ksimðv; kÞ denotes the k'th largest similarity value between an article v and any other article in V. By setting t ¼ Max v [ V (Ksim (v,K2 1)), the maximum size of cliques of the graph G ¼ ðV ; EÞ formed by the threshold t is no larger than K.
Hypergraph partitioning (Hwang et al., 2003) is then followed, resulting in a set of overlapping article clusters. Each article cluster is viewed as a group profile. The coherence weight of an article a with respect to a group profile G to which it belongs is defined as: weightða; GÞ ¼ a2e;e#G P weightðeÞ e#G P weightðeÞ ;
where weight(e) is the weight of a hyperedge e. The same procedure as described in steps 2 and 3 of the feature partitioning approach is finally used for locating the top N articles. The time complexity for online recommendation given a newly browsed article is again OðN þ kÞ, where k be the number of group profiles.
Integrating content and usage data for recommendation
The simplest hybrid approach is a loosely coupled one that simply merges the two article lists generated by two distinct recommendation systems, one adopting any content-based method described in section 3 and the other using any usage-based approach described in (Hwang et al., 2003) . To answer a top-N query, the hybrid approach retrieves the top bN articles from the usage-based recommendation system and the top ð1 2 bÞN articles from the content-based recommendation system, where b is userspecified.
Another hybrid approach is to tightly couple both approaches by considering article similarities based on both content and usage in a coherent framework. Specifically, both content-and usagebased approaches that adopt clustering techniques for grouping articles, namely FP, ACHP, and ARHP, are considered.
Integration of FP and ARHP
Feature partitioning and association rule hypergraph partitioning are first applied to obtain two sets of group profiles. Let the sets of group profiles generated by FP and ARHP be {F 1 ; F 2 ; . . .; F r } and {U 1 ; U 2 ; . . .; U s } respectively. The union of the two sets consists of r þ s group profiles. However, the coherence weights of an article a with respect to a group profile F i and another group profile U j , denoted weightða; F i Þ and weightða; U j Þ respectively, could vary substantially, resulting in the domination of one type of group profiles over the other. To prevent such an anomaly, the vector of each group profile is normalized before performing online recommendation. Specifically, the vectors of F i 's are proportionally adjusted such that Max a;Fi ðweightða; F i ÞÞ ¼ Max a;Uj ðweightða; U j Þ. Finally, the same recommendation procedure as described in section 3.3 is followed for computing recommendation scores.
Integration of ACHP and ARHP
ACHP and ARHP differ only in the way hyperedges are determined and share the same procedures for hypergraph partitioning and article recommendation. Thus a more coherent integration approach can be developed. Specifically, this approach uses both the cliques derived from article content similarities and large itemsets derived from the Web usage log to form the set of hyperedges in the hypergraph. The same procedure for hypergraph partitioning and article recommendation, as used by both ACHP and ARHP, is followed to recommend top N articles. To avoid bias, the weights of hyperedges are such normalized that the maximum weight of hyperedges formed by content cliques is equal to the maximum weight of hyperedges formed by large itemsets. This tightly coupled approach is called ACARHP.
Empirical evaluations
This section reports the result of applying the article contents and Web usage logs of the ETD system at National Sun Yat-sen University (NSYSU-ETD, n.d.) to evaluate the proposed recommendation approaches. NSYSU-ETD runs on PC Solaris 2.7 and uses Apache 1.3.9 as the Web server. Up to May 2003, there were 2,951 theses in the system, among which 2,271 theses have English abstracts. Each thesis includes the information of various fields, including title, author, graduate program, abstract, bibliography, advisors, program committee members, and fulltext. We chose four content categories, namely the title, the abstract, the keyword, and the advisor, for our experiments. To evaluate the usage-based approach, we made use of the Web usage log of NSYSU-ETD system collected between 1 January 2003 and 31 May 2003.
Data preprocessing
Processing the contents of articles
We first parsed the content of each article in the four selected content categories, using PERL module Lingua-Stem-0.50 for stemming the words. Then the top 200 terms (with the highest TF/IDF value) from title, abstract, and keyword are extracted. Regarding the advisor category, we simply included all advisor names as the set of terms. Each article is then represented as four vectors. Detailed information about the three content features is shown in Table II .
We then computed the weight of each feature category by using the method described in the section 3.1. The minimum support threshold was set to 0.12 percent (see below), and the resultant weights are shown in Table III .
Processing the Web usage log
The Web usage log between 1 January 2003 and 30 April 2003 was designated as the training data set, and that collected in May 2003 served as the test data. The training data set contains 52,325 article accesses, while the test data has 23,402 article accesses. After applying the session identification approach and pruning the session of robot access as described in (Hwang et al., 2003) , 46,518 user sessions were identified in the training data set. Since user sessions with one article accesses provide no value for article recommendation, we further eliminated them, resulting in 6,175 remaining user sessions.
The first step of the usage-based approach is to identify a collection of large itemsets. Clearly, articles not appeared in any large k-itemsets, k $ 2, will not become candidates for recommendation. However, setting a very low value of minimum support (MIN sup ), though resulting in a larger number of candidates for recommendation, may make recommendation inaccurate. We expected each large itemset to be supported by no less than several dozens of user sessions. Thus, we specified MIN sup as 0.12 percent, resulting in a total of 277 articles involved in large two-itemsets. Table IV shows these numbers. 
Settings of feature partitioning
In each content category, we used K-means to obtain ten feature clusters, from which the corresponding (overlapping) group profiles were derived. Such a setting allows every article to be included in at least one group profile.
Settings of article partitioning
Recall that we used Ksimðv; kÞ to denote the k'th largest similarity between v and any other articles and set t ¼ Max v[V ðKsimðv; k 2 1ÞÞ for determining edges between articles. In our experiments, we set k ¼ 25, which results in t ¼ 0:5504. Thus, there exists an edge between two articles if and only if their similarity is greater than 0.55. Under such a setting, the number of edges is 1,554, and the number of cliques is 714. The total number of articles that are involved in at least one edge is 1,083. Each clique is then seen as a hyperedge. We partitioned articles into 230 partitions, which result in the best performance in our preliminary experiments. [W ] as the current session, the recommendation system will choose the set t pr of top n articles for recommendation. In our experiments, we set n¼15. The performance metrics we adopted for measuring the quality of recommendation are precision and recall. Precision measures the ratio of the number of recommended articles accessed by a user to the total number of recommended articles, defined as t pr > t eval ½R=t pr , and recall measures the ratio of the number of recommended articles accessed by a user to the total number of articles liked by the user, defined as t pr > t eval ½R=t eval ½R. The precision (recall) of a recommendation approach is the average precision (recall) of all user sessions in the test data set.
Experimental results
Comparing MRP methods
This set of experiments aims to evaluate the various schemes of the MRP approach. We first compared the equal-priority, similarity-based MRP and the prioritized, similarity-based MRP. The result is shown in Figure 2 and Figure 3 . As can be seen, the equal-priority MRP constantly outperforms the prioritized counterparts under various a values in both precision and recall. This meets our expectation that the order of article accesses in an active user session is not significant. Besides, precision of MRP increases monotonically with the increase of window sizes, while the recall of MRP reaches the highest at window size four and gradually decreases as window size increases. Since larger window size implies more reference points, one might expect MRP to have higher precision and recall when window sizes become larger. However, in our test data set, most user sessions are short, and thus t eval [R] becomes smaller as the increase of window size. Figure 4 depicts the number of user sessions in the test data set of various lengths. Among the user sessions whose lengths are larger than eight, more than half of them are of length nine or ten. In fact, we have observed that when window size was set to eight, recalls of many transactions in the test data set are 0, due to smaller t eval [R] , which explains its deteriorated average recall. In practice, it is conjectured that larger window size will yield more accurate recommendation.
We next compared the equal-weighted, similarity-based MRP and the equal-weighted, distance-based MRP. The result is shown in Figures 5 and 6 . It can be seen that the similaritybased scheme constantly outperforms the distance-based counterpart, and this is particularly true with large window sizes. This is because the distance from an article a to a set S of articles is dominated by the longest distance from a to any article in S, and for a large window size, the possibility that there exists an article in S that is far from a is increased. In contrast, the similarity measure, which is basically the logarithm of the corresponding distance measure, gracefully reduces the differences.
As the equal-priority, similarity-based MRP resulted in the best performance, it was used in our subsequent experiments. In the following, the term MRP actually refers to the equal-priority, similarity-based MRP.
Comparing content-based methods
This set of experiments aims to compare performance of the three content-based methods, namely MRP, ACHP, and FP, using the association rule hypergraph partitioning method (abbreviated as ARHP) as the benchmark. Their relative performance under various window sizes is shown in Figures 7 and 8 .
In both precision and recall, MRP yields the best result, while FP performs the worst. ACHP and ARHP have similar precision and recall values under various operating regions. However, considering the fact that ARHP can recommend only 277 articles, while the article partitioning method is able to recommend 1,038 articles (see Table IV ), we conclude that ACHP is superior to ARHP.
We next measured the average running times for online recommendation of various methods. They are shown in Figure 9 . As expected, the MRP method has much longer running time than the other clustering methods. While 0.2 seconds for the MRP do not seem to matter in our environment, in a large-scale literature digital library that contains millions of articles with thousands of concurrent users, the running time overhead associated with MRP may become intolerable. Figure 5 Precision values of the equal-priority, distance-based MRP and its similarity-based counterpart under various window sizes Figure 6 Recall values of the equal-priority, distance-based MRP and its similaritybased counterpart under various window sizes For a large-scale literature digital library, ACHP is a good candidate as it is efficient for online recommendation with only a small sacrifice in recommendation accuracy.
. For a small literature digital library with casual usage, MRP is an ideal approach as it achieves the best recommendation accuracy and is easy to implement.
Comparing hybrid approaches
This set of experiments aims to compare the performance of various hybrid methods described in section 4. The loosely coupled hybrid approach combines the top bN articles and the top (12 b)N articles generated by a usage-based approach (specifically the ARHP) and a content-based approach respectively. Various b values were exercised, and it was found that b ¼ 0.8 yields the best performance in most cases. Thus, b is set to 0.8 in the subsequent experiments.
As FP performs much worse than the other content-based methods from our previous experimental results, only the other two contentbased methods: MRP and ACHP, are integrated with ARHP. Figures 10 and 11 show the performance of MRP, ARHP and the hybrid method that combines MRP and ARHP. It turns out that the hybrid method has the best precisions than MRP and ARHP while still incurs a slightly lower recall than MRP. Figures 12 and 13 show the performance of ACHP, ARHP and the hybrid method that combines ACHP and ARHP. It can be seen that the hybrid method has the best precision and recall. This experiment demonstrates that in most cases, loosely coupled hybrid methods yields better performance than their individual content-based and usage-based methods.
We next compared the performance of the tightly coupled hybrid method (ACARHP) with the two loosely coupled hybrid methods described above. Their relative performance is shown in Figures 14 and 15 . As shown, ACARHP has better recall than and comparable precision with ACHP+ARHP. When compared to MRP+ARHP, the ACARHP is inferior, especially in precision.
We draw the following conclusions for this set of experiments:
. The loosely coupled method that combines MRP and ARHP achieves the highest precision and recall. Figure 10 Precision values of the loosely coupled hybrid approach (MRP+ARHP) under different window sizes, using ARHP and MRP as the benchmark Figure 11 Recall values of the loosely coupled hybrid approach (MRP+ARHP) under different window sizes, using ARHP and MRP as the benchmark Figure 12 Precision values of the loosely coupled hybrid approach (ACHP+ARHP) under different window sizes, using ARHP and ACHP as the benchmark Figure 13 Recall values of the loosely coupled hybrid approach (ACHP+ARHP) under different window sizes, using ARHP and ACHP as the benchmark .
For a large scale literature digital library, ACARHP is a promising approach as it is efficient and achieves high precision/recall only second to the MRP-based methods, which takes a much longer time for online recommendation.
Conclusions
In this paper, we have developed a suite of literature recommendation approaches for digital libraries that dynamically provide recommendations to an active user when browsing a new article. The focus of the work reported in this paper is on the utilization of content information for designing recommendation algorithms. We have defined content similarity between articles in the context of literature digital libraries and proposed three content-based approaches, namely multiple reference points, feature partitioning, and article clustered hypergraph partitioning. We also proposed various hybrid approaches that integrate content and usage data in making recommendations. These approaches were evaluated using the article collections and Web usage log of an operational electronic thesis system at National Sun Yat-sen University. It has been found that multiple reference points approach achieves a good recommendation accuracy, measured by precision and recall, while suffers from low efficiency. Also the hybrid approaches that utilize both content and usage data of articles were found to generally yield better quality article recommendation than those that make use of only one type of information. In a large-scale digital library with intensive usage, the tightly coupled approacharticle clustered and association rule hypergraph partitioning -has been shown to be a promising approach as it provides efficient and effective recommendation.
Our experiments demonstrated the usefulness of clustering articles based on both content and usage data, with respect to literature recommendation. We plan to extend such clustering techniques to automatic ontology learning. The preliminary approach starts by grouping articles pertaining to the same concept in a digital library, followed by the derivation of topic signature for each group. The resultant ontology then serves as the knowledge map of the digital library. We are currently investigating issues and approaches toward the construction of the digital library specific ontology. 
