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Abstract—In this paper, we consider coding schemes designed
for multi-source cooperation, where a cluster of sources coopera-
tively communicates with the destination. More explicitly, we pro-
pose both a powerful superposition coding scheme and a phys-
ical-layeralgebraicnetworkcodingscheme.Oursimulationresults
demonstrate that both of the proposed schemes are capable of per-
forming close to the outage probability bound. Compared to the
superposition coding scheme considered, the proposed algebraic
network coding arrangement imposes a much lower complexity at
thecostofaslightperformancedegradation,whilemaintainingthe
same throughput and delay.
Index Terms—Author, please supply your own keywords or send
a blank e-mail to keywords@ieee.org to receive a list of suggested
keywords.
I. INTRODUCTION
R
ECENTLY, the Cooperative Multiple Access (CMA)
channel has attracted substantial research interests,
where multiple sources forming a cluster of cooperating nodes
communicate with the destination, which is also known as
Multi-Source Cooperation (MSC) [1], [2]. We proposed in [3]
an error-resilient yet high-throughput non-orthogonal inter-
leaved random STC scheme, which was specially contrived
for MSC. In contrast to the uncoded system of [3], in this
contribution, we aim for improving the energy efﬁciency of
our proposed MSC framework with the aid of two speciﬁ-
cally designed coding schemes, namely SuperPosition Coding
(SPC) and a Physical-layer Algebraic Network Coding (PANC)
scheme.
In contrast to classic time-multiplexing, in the SPC scheme
the multiple sources’ information is code-multiplexed in
order to generate the superimposed and appropriately rotated
composite signal, which results in a high throughput. Thus
we will introduce an outer channel-coded SPC-aided MSC
arrangement, which will be used as the benchmarker of the
proposed PANC scheme. On the other hand, the philosophy
of Network Coding (NC) was proposed by [4] for the sake of
enhancing the wired channel’s capacity. Apart from the original
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network-layer applications, it has recently been recognized that
the physical-layer of wireless networks also beneﬁts from NC
[5]–[7]. However, its extension to MSC is not straightforward
[8]. We therefore generalise the concept of network coding and
propose the so-called PANC scheme.
In a nutshell, the novel contribution of this paper is that we
propose both a SPC scheme and a PANC scheme, which are ca-
pableofperformingclosetothebestpossibleoutageprobability
bound in the context of MSC. Our numerical results show that
compared to SPC, the novel PANC arrangement exhibits a re-
duced complexity at the cost of a slight performance degra-
dation , while maintaining the same throughput and
delay .
The rest of the paper is organized as follows. In Section II,
we describe our MSC model and propose the SPC and PANC
schemes considered. Furthermore, the iterative receiver struc-
ture and the soft PANC decoding algorithm advocated are
also discussed. In Section III, the outage probability bound of
MSC is analysed and the numerical results characterizing both
schemes are provided. Finally, we conclude our discourse in
Section IV.
Notation: Throughout the paper, lower (upper) case boldface
letterswill represent rowvectors(matrices). The identity matrix
of size is denoted as . The superscript
denote transposition. The superscript and de-
notes Phase-I and Phase-II cooperation, while and repre-
sent the information bit duration and codeword length, respec-
tively.
II. SYSTEM DESCRIPTION
A. Cooperation Model
Consider a cluster of single-antenna sources cooperatively
communicating with a destination employing a single receive
antenna, which jointly result in a Virtual Multiple Input Single
Output (VMISO) system. In this VMISO cluster, we assume
having a total of Cooperating Sources (CS), Active
Sources (AS) and Relaying Sources (RS). Our MSC
scheme entails two phases and is assumed to be symbol-syn-
chronised. In Phase-I cooperation, the source information
emanating from all ASs is broadcast to all CSs in a Time
Division Duplex (TDD) manner1. By contrast, Phase-II coop-
eration is deﬁned as the joint transmission of a combined signal
generated by the concerted action of all the CSs. Therefore,
each CS transmits multiple ASs’ information, resulting in a
high throughput. And each AS is served by multiple CSs and
hence beneﬁts from a high diversity gain.
1The reception of the signal by the destination during Phase-I cooperation
provides simply another diversity, which is ignored for simplicity.
1070-9908/$25.00 © 2009 IEEEIEEE
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B. Cooperative Code Design
In this paper, we focus our attention on developing coding
schemes for MSC in Phase-II cooperation, when the so-called
decode-forward relaying technique is employed at each of the
CSs.
1) Superposition Coding: Following Phase-I cooperation,
the th of the CSs retrieves all the ASs’ information ,
and the transmitted codeword is constructed as fol-
lows. Firstly, the th CS forms parallel codewords
, where is referred to as the AS-spe-
ciﬁc interleaver and represents the outer channel coding
function, which is assumed to be the same for all ASs. These
AS-speciﬁc outer codewords are then punctured according to
.Thisisfollowedby
a Parallel-to-Serial (P/S) conversion in order to create a single
codeword .Finally,thecompositecodewordtransmittedfrom
the th CS is BPSK modulated and linearly superimposed, i.e.
, where
, and is referred to as the
number of layers contributed by the th CS’s superposition,
while subject to and de-
notes the layer-speciﬁc amplitude and phase rotation respec-
tively. In this treatise, we assume , , ,
. And for simplicity, equal amplitude allocation and
uniform phase rotation are employed.
2) Physical-Layer Algebraic Network Coding: NC may be
viewedasatechniqueofconveyingalinearcombinationofmul-
tipleinformationstreams,ratherthanusingconventionalrouting
orrelayingfordeliveringtheseinformationstreamsindividually
with the aid of classic resource allocation, such as time-multi-
plexing or code-multiplexing. We generalise the concept of NC
asacodingfunction ,whichjointlyencodesalltheincoming
multiple information streams. With the aid of this generalisa-
tion, the original NC operation of linearly coded informa-
tion streams , becomes equivalent to encoding
the vectors using a nested Generator Matrix
(GM) .
We now proceed to describe the construction of codewords
for our MSC taking this novel PANC principle into account.
After retrieving all the ASs’ information denoted by
and having a length of , the th CS gen-
erates a total of number of versions of the differently inter-
leaved information stream and the resultant codeword of
length is given by
(1)
(2)
wherewehave represents thrandominterleaver.Althoughin
principle an arbitrary may be applicable,
we adopt a simple unity-rate ACcumulate Code (ACC), having
a GM represented as the upper triangular matrix having entries
equaltoone.Apartfromthenon-systematicPANCGM,wemay
also generate a systematic PANC by designing the GM as
(3)
Fig. 1. Iterative receiver architecture of both the SPC scheme employing
single-stream decoding (left) and PANC scheme employing multiple-streams
decoding (right), where ￿￿￿ represents the soft combiner of the multiple
streams. Systematic and non-systematic segment are denoted as broken and
solid line, respectively.
where number of differently interleaved versions
of the original information streams are created, corre-
sponding to . Finally, the th CS trans-
mits a BPSK modulated punctured codeword according to
, .
Remarks: The concept of NC and SPC may have some in-
trinsic links. In fact, the authors of [7] considered the NC con-
cept as a SPC scheme deﬁned over the Galois Field 2 (i.e., the
operation + in SPC is replaced by in terms of NC), while
the authors of [8] considered the SPC concept as a NC scheme
deﬁned over the complex ﬁeld. Therefore, the PANC proposed
above may be considered as a conventional NC scheme ex-
hibiting a channel coding gain, which is a beneﬁt of the mu-
tual dependencies introduced by the linear module 2 addition of
multiple streams.
C. Iterative Detection and Decoding
1) Receiver Structure: The destination receives CSs’
transmitted signals , simultaneously, which
experienced independently faded channels , yielding a
multiple accessed received signal. The receiver uses iterative
data detection (DET) and channel decoding (DEC) as seen
in Fig. 1. Both the SPC and PANC aided MSC may use the
same DET algorithm. A host of DET schemes may be invoked,
including the powerful but complex Maximum Likelihood
(ML) detection scheme [9] or a low-complexity soft interfer-
ence cancellation scheme [10].The main difference between
employing a PANC and a SPC scheme from a DEC point of
view is that the PANC arrangement beneﬁts from the joint
decoding of multiple information streams, while SPC performs
single-stream channel-decoding, as seen in Fig. 1. The soft
channel decoder design of SPC aided MSC depends on the
choice of the speciﬁc outer channel coding function. Hence
here we discuss the soft decoding of PANC only.
2) Decoding of the PANC: The soft decoding of the PANC
is analogous to that of a Repeat Accumulate (RA) code [11].
As seen in Fig. 1, it consists of the soft ACC decoder and soft
combiner (COM). When considering a non-systematic PANC,
after inputting the soft output information of the DET
to the DEC, the soft output of the ACC is forwarded to the soft
combiner COM of all versions of the differently inter-
leaved information streams , which are then
soft-combined and fed back to the ACC decoder for the
sake of providing updated soft-information for the DET .
When a systematic PANC is employed, the soft-output of the
ACCdecoderprovidedfortheCOMblockofFig.1corresponds
to all versions of the differently interleavedIEEE
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TABLE I
SIMULATION PARAMETERS IN FIG.2AND FIG.3
information streams . The rest of the
soft-information related to the versions of the differently
interleaved information streams
is directly fed to the soft-combiner block COM of Fig. 1,
which means that there is no ACC decoding block between the
DET and COM blocks. After carrying out all the affordable
iterations, the soft COM block of Fig. 1 delivers its ultimate
soft decision concerning , . With the aid of
factor graph representation of ACC and COM, the involved
soft-information obeys the classic sum-product algorithm [12].
III. PERFORMANCE EVALUATION
A. Assumptions and Parameters
Let us now quantify the achievable performance of the pro-
posed coding schemes. We assume error-free Phase-I coopera-
tion, which is achieved by ensuring that cooperation is only ac-
tivated by a perfect CRC check. The ﬂat Rayleigh block fading
channels , between the CSs and the destination
are assumed to be independent and are perfectly known at the
destination.
Before comparing these two coding schemes, we deﬁne our
performance metric set , which consists of the achievable
throughput , the block error ratio , the delay and the
complexity , i.e. we have . The system’s
effective throughput may be deﬁned as , where
is the channel coding rate, is the number of CSs, is
the number of layers when the SPC scheme is employed, while
we have when the PANC scheme is considered. For the
SPC scheme, because of this similarity between RA code and
PANC, we employ a rate regular non-systematic RA code as
the outer channel code in conjunction with a rate repetition
code in order to facilitate the multiple layers’ superposition.
Thus the total code-rate becomes . On the other
hand, the code-rate of the PANC is deﬁned as the number
of differently interleaved versions .
Therefore, by setting the same system throughput and the
same source information segment length of symbols,
resultinginaﬁxeddelay ,wecomparethetwocodingschemes
in terms of their block error ratio and associated complexity
. The complexity is simply quantiﬁed in terms of the number
of iterations invoked. The total number of iterations of a SPC
aided MSC scheme is the product of the number of DET
DECiterationsandthenumberofiterationswithintheRAcode,
while that of a PANC aided system is deemed to be proportional
to the number of iterations invoked by the three-stage DET
ACC COM decoder chain. The simulation parameters used
are summarized in Table I.
Fig. 2. BLER of the SPC and PANC scheme aided MSC against their upper
and lower bounds, where we have ￿ ￿ ￿ ￿￿and ￿ ￿￿ ￿￿. The simulation
parameters are listed in Table I.
B. Outage Bound Analysis
We now perform an outage bound analysis as a reference
for the cooperative coding schemes proposed in Section II.
Without loss of generality, we discuss the MSC
aided scenario. The maximum mutual information of an
MSC-aided multiple access channel is equal to the
minimum amongst the individual source’s mutual informa-
tion , and the sum mutual information , which is
given by [13] , where ,
is written in the classic form as a function of the
Signal-to-Noise-Ratio (SNR) and the effective channel gain
, more explicitly we have ,
and .Fornocooperationscenario
upper bound (u.b.), , , while for coopera-
tion scenario lower bound (l.b.), , ,
where denotesthe identicalinter-source channels.
In both scenarios, .
The outage probability of a fading channel is deﬁned as
the probability of having a mutual information between the
received soft value and the decided symbol, which is less
than the system’s target effective throughput , formulated
as . Finding the outage probability at
the system’s target effective throughput and a given SNR
per-bit is equivalent to ﬁnding , where
and . The minimum
outage probability at a given value is achieved by let-
ting and it is well known that .
C. Simulation Results
Fig. 2 and Fig. 3 suggest that both of our proposed coding
schemes are capable of approaching the outage probability
bound at their corresponding system throughput . In Fig. 2,
the non-systematic PANC scheme employing
iterations performs within a small fraction of a dB from the
SPC scheme, which requires a total of iterations,
hence the former results in a signiﬁcantly lower complexity.
The same trend was also conﬁrmed in Fig. 3. However, sinceIEEE
Proof
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Fig. 3. BLER of the SPC and PANC scheme aided MSC against their upper
and lower bounds, where we have ￿ ￿ ￿ ￿￿and ￿ ￿￿ . The simulation
parameters are listed in Table I.
the effective system throughput was doubled from half to
unity, both schemes exhibited a slightly higher discrepancy
w.r.t. the outage probability bound. Futhermore, the systematic
PANC performs better than its nonsystematic counterpart and
its performance is close to that of the more complex SPC
system. Since the complexity imposed determines the total
power consumption, the PANC scheme may be considered as
being more power-efﬁcient.
Itwas foundinFig.3thatthenon-systematicPANCis unable
to fully exploit the spatial transmit diversity gain provided by
CSs due to its randomly designed nature. This is partic-
ularly true, when the effective throughput becomes unity, which
may be referred to as a ‘fully-loaded’ MSC-aided scenario. The
systematic PANC, on the other hand, provides an additional
diversity gain, since the systematic information segment of a
codeword facilitates direct communication with the soft COM
of Fig. 1 at the cost of sacriﬁcing some of the attainable coding
gain. When the effective throughput is less than unity, i.e. the
system is partially-loaded, the non-systematic PANC performs
sufﬁciently well, as seen in Fig. 2. From a classic coding point
ofview[14],thesystematicinformationsegmentprovidesacer-
tain amount of direct a priori information for the soft COM of
Fig. 1, which becomes particularly crucial, when the a priori
information gleaned from the ACC block of Fig. 1 is low, as in
the fully-loaded scenario.
IV. CONCLUSION
In this paper, we proposed two different coding schemes in
thecontextofenergyefﬁcientMSC,namelytheSPCandPANC
schemes.ThesimulationresultsofFig.2andFig.3demonstrate
that both schemes are capable of performing close to the outage
probabilitybound.WhencomparedtotheSPCarrangement,the
novel PANC scheme exhibits a lower complexity at the cost of
a slight performance degradation, while maintaining the same
effective throughput and delay.
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