ABSTRACT -"Multi-zone thermodynamic engine model" is a generic term adopted here for the type of model also referred to as quasi-dimensional, two-zone, three-zone, etc.; based on the laws of mass and energy conservation and using a mass burning rate sub-model (as opposed to a prescribed mass burning rate) to predict the in-cylinder pressure and temperature throughout the power cycle. Such models have been used for about three decades and provide valuable tools for rapid evaluation of the influence of key engine parameters. Numerous papers have been published on the development of models of varying complexity and their application. The current work is not intended as a comprehensive review of all these works, but presents an overview of multi-zone thermodynamic models for spark ignition engines, their pros and cons, the model equations and sub-models used to account for various processes such as turbulent wrinkling, flame development, flame geometry, heat transfer etc. It is suggested that some past terminology adopted to distinguish combustion models (e.g. "entrainment" versus "flamelet") is artificial and confusing; it can also be difficult to compare the different models used. Naturally, different models use varying underlying assumptions; however, the influence of several physical processes have frequently been incorporated into one term, not always well documented or clearly described.
drawn from multiple mie-scatter laser sheet images generated using a "swinging sheet" technique [1] ).
Correct modelling of the propagation of a flame of such geometric complexity, with its numerous irregular protrusions, troughs and folds, is problematic but necessary in order properly to understand the combustion process and so assist design, development and optimization of engines.
Several model frameworks are used for the simulation of the ("closed" part of the) spark ignition engine cycle, these can be classified as "zero-", "multi-zone" and "multi-dimensional" models. The first two types are classified as thermodynamic models, where the equations constituting the basic structure of the model are based on conservation of mass and energy and are only dependent on time (resulting in ordinary differential equations). Multi-dimensional models are also termed fluid mechanic or fluid dynamic models, where the governing equations are the Navier-Stokes equations in addition to conservation of mass and energy (the equations are also dependent on the spatial coordinates, and so take the form of partial differential equations).
Multi-zone models are distinguished from zero-dimensional models by the inclusion of certain geometrical parameters in the basic thermodynamic approach. This usually involves the radius of a thin interface (the flame) separating burned from unburned gases, resulting in a "two-zone" formulation.
Zero-dimensional models; also termed single-zone models; use a predefined mass burning rate, of which the Vibe law (in English literature normally referred to as the Wiebe law) is the best known example. This mass burning rate has to be empirically defined for every engine operating point, on the basis of prior engine experiments or experience and is not expressed in terms of physical quantities (e.g. fuel properties, engine geometry etc.) rendering extrapolation to other operating conditions problematic. However, where such data are available or require little extrapolation, this can be the best approach, as it avoids modelling of the in-cylinder processes and as it, in effect, works back from a known result and hence should provide unrivalled accuracy in predictions.
Where such data are unavailable, for instance for exploring wide ranges of new engine concepts (pressure charging, intercooling, variable valve timing -e.g. to run Miller/Atkinson type cycles, EGR, multiple spark plugs etc.) which are too complex for the design&development engineer to have an intuitive grasp on how they will affect the combustion rate, the mass burning rate must be modelled. This is done in both multi-zone or multi-dimensional models. The choice of multi-zone or multidimensional model is largely determined by the application. If the objective is to evaluate a large range of conditions, perform parametric studies and/or predict optimum engine settings, a reasonable accuracy and fast computation on a PC system is desirable. These conditions are satisfied by multizone models. Recent examples are the investigations of causes for cycle-to-cycle variations in engines [2] and causes for the increased combustion variability leading to lean limits [3. Multidimensional models are inappropriate for such studies as they are computationally too demanding.
Their best use is for more detailed studies for limited conditions or particular features (e.g. flow through valves, fuel injection, bulk in-cylinder flow and turbulence development), or to support theory and model development.
As discussed later, a mass burning rate model should take account of the turbulent flame brush thickness, representing the distance between the leading ("protusions") and trailing edge ("troughs") of the turbulent flame (which can be defined in several ways, see ref. [4] ). Models that provide for this are also sometimes termed three-zone models, with the "entrained but not (yet) burned" zone conceptually a third zone in addition to the fully burned and fully unburned zones.
The objective of this paper is to present a critical overview of modelling spark ignition engine combustion using the multi-zone thermodynamic approach. Such models were the subject of an earlier excellent review paper by Blumberg et al. published in 1979 [5] . However, given new insights and the better understanding of engine combustion and combustion in general, it is considered timely to offer a contemporary review. In doing so, the focus is not so much the discussion of turbulent burning velocity models but rather how to use these models in an engine code and to put forward a framework allowing them to be compared or evaluated. For convenience and availability of figures, work at Leeds or Ghent is frequently quoted rather than other, equivalent works of equal merit.
Thermodynamic modelling
As discussed in the introduction, the basis for multi-zone models is formed by consideration of conservation of mass and energy. In the following, the equations for the cylinder pressure and temperature(s) are derived. This will show where additional information, in the form of sub-models, is necessary in order to close these equations.
Modelling assumptions
Before conservation of energy is written out for the cylinder volume, from inlet valve closing time to exhaust valve opening time (i.e. the power cycle), some assumptions are generally adopted to simplify the equations. During compression and expansion, pressure is invariably assumed uniform throughout the cylinder, with fixed unburned and burned gas regions in chemical equilibrium (see Section 2.2.).
During flame propagation, burned and unburned zones are assumed to be separated by an infinitely thin flame front, with no heat exchange between the two zones. All gases are considered ideal gases; possible invalidity of the ideal gas law at high pressures is countered by the associated high temperatures under engine combustion conditions.
Sub-models
The derivation of the governing equations is given in Appendix A. Solving for the pressure and temperature during compression (Eqs. (A.4) and (A.6)) requires:
Trapped conditions, i.e. the initial conditions at the start of compression, at intake valve closing (IVC) time; e.g. the pressure at IVC, the fresh mass of air and fuel (and EGR if applicable), the residual gas fraction and the equivalence ratio. The trapped conditions can result from calculation of the intake stroke (gas dynamics), a combination of measured variables and estimation, or from models (e.g. for the residual mass fraction [6, 7] ).
The cylinder volume as a function of crank angle and the rate of change of cylinder volume.
These are functions of the engine geometry: bore, stroke, connecting rod length and compression ratio.
Gas properties ( v c , R ): a number of sources exist to determine the cylinder gas properties as a function of temperature, e.g. the JANAF data tables [8] , and others [9, 10] .
A blow-by model, to determine the mass leaving or entering the cylinder "control volume" A heat transfer model ( / dQ d in the equations in appendix). Again, a number of different models are in common use, of which the best known are those of Woschni [11] and Annand [12] . These use the cylinder bore as a "characteristic length" and the mean piston speed as a "characteristic speed" to determine a Reynolds number. If one wishes to use more relevant incylinder turbulence quantities such as the integral length scale and the rms turbulent velocity, an in-cylinder turbulence sub-model is required (see below).
Solving for the pressure, unburned gas temperature and burned gas temperature during combustion In-cylinder turbulence, as needed by the heat transfer and mass burning rate sub-modelseither based on experimentally derived data, or from cold flow CFD calculations (generally k type models, for a review see ref. [13] .
The mass burning rate sub-model is treated in the next section.
Mass burning rate sub-model
To close the equations for the cylinder pressure, and temperature of burned and unburned zone, a mass burning rate model is needed. The features of such a model and the processes they try to represent are developed in the following.
Ignition
If one is primarily interested in the indicated work and efficiency, in other words simulation of the complete engine cycle, the ignition of the cylinder charge is usually not modelled in detail. In fact generally, the ignition is not modelled at all; but rather the start of combustion is initialised by assuming the instantaneous formation of an ignition kernel at or shortly after the ignition timing. If the engine is optically accessible, one can initiate an ignition kernel on the basis of some observed natural light or schlieren image derived mean flame radius at a given crank angle [19] As the ignition process is dependent on local parameters around the spark plug [20] and thermodynamic modelling, by its nature, uses mostly (or exclusively) global (bulk) parameters, such initialisation is logical, even though it is quite arbitrary. When the ignition is not critical (stoichiometric mixture, at moderate engine speeds), this is probably justified. At conditions that are sensitive to ignition (lean mixtures, high engine speeds), such simplifications may be less justifiable.
Initial phase of combustion
Pictures of the initial phase of combustion show an initially quasi-spherical, relatively smooth flame kernel. Thus, one can assume the initial combustion to proceed in a quasi-laminar fashion, with the mass burning rate b m  given by:
Here, u is the unburned gas density, A is the flame area defined at the cold flame front, and nr u is the stretched laminar burning velocity based on the rate of production of reacted gas [21] .
When the flame kernel becomes larger than the smallest turbulent eddies, the flame front will become wrinkled. As the kernel grows its flame front will become gradually more wrinkled as it experiences a growing spectrum of turbulent length scales. This can be observed in Fig. 2 , which shows successive laser sheet (mie scatter) flame images, superimposed on the in-cylinder velocity field which is depicted by manually tracked streaks using particle tracking velocimetry (PTV). These images may be thought of as two-dimensional "slices" through three-dimensional flame structures such as that shown in Fig. 1 .
The figure shows a period from 20.25°ca bTDC to 6.75°ca aTDC and was taken from experiments using a research engine with full bore overhead optical access, under "quiescent" (no bulk flow) conditions. Details can be found in the paper by Cairns and Sheppard [22] . [23] . It is clear that this means that, for the calculations, there is never a truly laminar phase: after the computational initialisation of combustion, the resulting flame kernel will conceptually be instantaneously subjected to a portion of the turbulent spectrum. In some cases, e.g. with the assumptions concerning the burned mass, the kernel will be larger than the integral length scale (estimated to be between 1.5 and 3 mm according to Abraham et al. [23] ). Such assumptions clearly skip a large part of the initial combustion phase.
One can question the necessity of a flame development phase (with the flame becoming increasingly wrinkled by a growing spectrum of wrinkling length scales) in engine modelling, if part or all of this phase is effectively skipped because of the choice of initialisation of combustion. Nevertheless, numerous papers report the necessity of including such a term, as using a "fully developed" turbulent burning velocity (see later) results in an underestimation of, for example, the duration of the 0-10% mass fraction burned phase. The flame diameter at initialisation of combustion is at least an order of magnitude smaller than the largest length scales so there is still a substantial flame development phase.
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By analogy with the laminar case, a turbulent burning velocity can be defined as:
Where the distinction has been made between a turbulent "engulfment" velocity u te and a turbulent "reacted" burning velocity u tr based on the rate of production of burned gas [4] . The flame front is now a wrinkled one and thus, the choice of the relevant flame area A is a lot less straightforward than in the laminar case. Even in well controlled experiments, e.g. in constant volume combustion bombs, care is needed when picking a flame area [4, 21] . It goes without saying that selecting one in engine combustion is a lot more difficult.
The most frequently used approach for engine combustion models is to model the flame area by a spherical flame front truncated by the cylinder walls and the piston, centred at the spark plug (in some models, the centre can be moved by bulk flow motions [24] ). Experiments have shown that the spherical geometry is a good approximation, certainly for "quiescent" conditions, see Fig. 2 ). In thermodynamic modelling, this is also the most logical a priori choice. Deformation of the flame by the in-cylinder flow would need detailed information on the flow motions, which is contradictory to the thermodynamic modelling approach.
Thus, the modelling challenge shifts to constructing an appropriate model of an equivalent turbulent burning velocity. It is very important that the definition for A and the model for t u are compatible. For instance, if A is viewed as a surface that completely encloses the real turbulent flame front, t u is an "engulfment" velocity, u te . With this choice, combustion will not be completed even when A is such that the complete cylinder volume has become contained within its boundary. A model for the burn-up of the remaining unburned charge then needs to be invoked (see later).
As stated previously, during the flame development phase, the flame front is not yet wrinkled by the full turbulent spectrum. As most models for the turbulent burning velocity have been derived for fully developed flames, a sub-model is needed to account for this effect on t u . Again, one has to be careful when selecting such a sub-model from the literature. This is explained in the following.
First, consider some formulations of flame development sub-models:
Abdel-Gayed et al. [25] measured turbulent velocities and integral length and time scales in a fanstirred bomb (without combustion) using laser Doppler velocimetry (LDV) to obtain the turbulence power spectral density function. They defined an effective rms turbulent velocity Lipatnikov and Chomiak [28, 29] proposed an approximation of turbulent burning velocity u of the form:
with C a calibration constant.
This list of flame development sub-models is not exhaustive and merely serves to illustrate the following points.
Equations ( 
Fully developed turbulent combustion
Once the flame has grown sufficiently large for its surface to be wrinkled by the complete spectrum of turbulent length scales, conceptually the phase of "fully developed" turbulent flame propagation starts.
There is still uncertainty about the parameters controlling the turbulent burning velocity. Although the influences of rms turbulent velocity and laminar burning velocity have been cited in numerous papers, the effects of the turbulent length scales, pressure and mixture diffusivities are less clear (for an excellent review, see ref. [29] ). However, it is obvious that in engines the turbulent burning velocity constantly changes; as pressure and temperature changes (influencing the laminar burning velocity among others). Thus, "fully developed" turbulent flame propagation should not be confused with a constant burning velocity or flame brush thickness t . As described above, and evident from Fig. 2 , the turbulent flame brush thickness initially increases as the flame grows. It is difficult to measure or estimate the flame brush thickness evolution after the initial combustion phase, because of the complications of end-gas compression and piston induced expansion; with corresponding changes in pressure and temperature, which could increase as well as decrease t [31] .
The corresponding phenomenology at the end of combustion will be considered first, before discussing ways of modelling the above.
End of combustion
As the flame approaches the walls, the spectrum of turbulent scales able to wrinkle the flame decreases and the mass burning rate decreases. Increased heat losses from the flame, due to its proximity to the walls, also decreases the mass burning rate. Finally, the flame extinguishes due to exhaustion of reactants, excessive heat loss or radical termination at the walls. The final mass burning rate is well approximated by an exponential decay [32] .
From the foregoing it is clear that the turbulent burning velocity parameter by itself is insufficient to describe a turbulent flame in an engine. Such a flame is confined by the chamber walls, thus for an accurate description of the end of combustion it is prerequisite to include information on the flame brush thickness.
A modelling framework
If the burned mass fraction b m is plotted versus crank angle, the well-known S shaped curve results (see Fig. 3 ). This arises from the phenomena described above, of a slow start of combustion, gradually increasing in rate as the flame develops, a "fully developed" phase and a slowing rate of combustion as the flame approaches the walls. Entrainment combustion models thus assume the combustion to take place in two steps: first, unburned mass is entrained by the flame front with a rate given by Eq. (1.9) . Then, the entrained turbulent eddies burn in a time that is a function of the eddy size and the laminar burning velocity, so the mass burning rate is given by Eq. (1.10) . Equations (1.9) and (1.10) are the basis of many combustion models, with differences primarily arising from the choice of the characteristic eddy size Tabaczynski and co-workers [34] [35] [36] introduced the turbulence structure suggested by Tennekes into the entrainment framework. This led to a combustion mechanism where eddies of integral scale Blizard and Keck [33] derived the entrainment equations from a proposed hypothesis of how flame propagation takes place in an engine. Tabaczynski et al. [34, 36] use the same premise with additional assumptions on the nature of turbulence in engines. It must be emphasized that, in consequence, the entrainment equations were originally never a phenomenological model of flame propagation but rather a mathematical description that agreed with the S-shaped mass fraction burned observation.
The reality of an entrainment type combustion mechanism is quite uncertain and has never been experimentally observed. Experiments indicate a continuous flame front, which has been shown to be able to fold onto itself in certain cases creating pockets of unburned gas that burn up inwards [31] .
Thus, the combustion in engines falls in the flamelet regime in most cases (also termed the reaction sheet regime or wrinkled laminar flames regime), with the turbulence influencing the flame through wrinkling and straining, but not significantly altering the transport processes in the reaction zone. This greatly simplifies modelling, as chemical effects can be subsumed into a laminar burning velocity.
It is also important to note that, as a approximation of the observed S-shape, Eqs. (1.9) and (1.10) lead to a flame development phase due to b m "developing" during a few time constants . As most models using the entrainment equations also incorporate a flame development sub-model, it should be pointed out that the simulated flame development is influenced both by the form of the equations as well as the sub-model. For disc chambers with central ignition, the assumption of a spherical flame leads to a (modelled) approach to the wall that occurs instantaneously around the circumference of the cylinder. Clearly, in reality this never happens: real flames are not spheres, and the flame centroid mostly drifts from the geometric centre of the chamber. Consequently, a calculated flame area, that discontinuously drops to zero when the flame reaches the wall leads to an incorrect simulation of the end of combustion. One could use a "de-developing" turbulent burning velocity, based on one of the flame development models discussed in Section 3.2, when the distance between the flame and the wall becomes less than some maximum eddy size (i.e. the integral length scale [19] ). The distance between flame and wall would then be the governing parameter instead of the flame radius (or rather, the ratio of the distance to the integral length scale).
For modern, asymmetric pent roof chambers, this is not such a problem as the flame approach to the wall is inevitably non-uniform.
Laminar burning velocity
Nearly all turbulent burning velocity models, as well as many CFD formulations, require laminar burning velocity data for the air/fuel/residual mixture at the instantaneous in-cylinder pressure and unburned gas temperature. Models that assume the local burning to take place in a laminar fashion (flamelet type models), need data on the stretched laminar burning velocity. This implies the need for either a library of stretched flamelets or a model for the effect of stretch rate.
A number of stretch models for use in turbulent combustion modelling have been suggested, most of which embody the effects of stretch rate in a factor 0 I , with 0 nl u I u [29] . Most of these models assume a linear relation between flame speed and stretch rate, valid for weakly perturbed laminar flames. Models for 0 I have been proposed, tailored for use in spark ignition engine modelling [14, 20, 27] .
However, calculating the local flame speed from stretch-free data and a stretch model requires stretchfree data, naturally. As of today, there is insufficient data on stretch-free burning velocities at engine conditions, for any fuel. Stretch and instabilities hamper the experimental determination of stretch-free data at higher (engine-like) pressures [39] . Recent work by Bradley et al. [40] shows that accounting for the effects of stretch at higher pressures is possible, but involves cumbersome experiments and large uncertainties, especially in relation to the determination of the Markstein numbers (a measure of the sensitivity of the flame to stretch rate).
Most of the currently used correlations for laminar burning velocity were derived from the pressure development recorded in a constant volume combustion bomb, e.g. the seminal work and widely adopted correlation for iso-octane/air of Metghalchi and Keck [41] . However, it should be noted that their correlations are not of stretch-free burning velocities l u but include (mostly unknown) effects of stretch and combustion instabilities. Additionally, since such correlations already encompass stretch effects it is perhaps inappropriate to use them together with a stretch factor 0 I , as done in some modelling studies. It has been suggested that at the relatively large flame radii at which high pressure/temperature laminar flame speeds have been calculated for bomb experiments, stretch rate is small and hence its effect would be negligible. Unfortunately, it is precisely at such low stretch conditions that high pressure flames are most prone to instabilities such as cellularity, which have been shown to have even more marked effect on burning velocity than stretch rate [21] . The extent to which cellular enhancement of "laminar" burning velocity carries over to turbulent flames has not yet been resolved.
It is perhaps remarkable that engine models making use of such correlations can give reasonably accurate results. This may be associated with the fact that they generally employ experimentally derived relationships for turbulent burning velocity expressed as functions of the ratio of measured turbulent velocity to corresponding laminar burning velocity at the same pressure and temperature.
This perhaps suggests that instability induced enhancement of laminar burning velocity does carry over to turbulent flames to a certain extent. 
Emissions
When one is primarily interested in the flame propagation and resulting pressure development, one can assume the burned gas composition to approximate that calculated from chemical equilibrium.
However, some formation and destruction reactions are actually slow compared to the duration of the engine cycle and thus, for some components the engine-out emissions can deviate substantially from equilibrium concentrations. This is the case for NO and CO emissions. Some success has been reported for de-coupling of kinetically controlled CO oxidation and NO formation mechanisms from the main combustion reactions, with the latter remaining in thermochemical equilibrium. However, modelling of engine emissions is not within the scope of this paper, the interested reader is referred elsewhere for models that can be integrated in the multi-zone thermodynamic modelling framework [9, 42] .
Abnormal combustion phenomena
As noted in the Introduction, multi-zone thermodynamic models are quite widely adopted for parametric investigation of new combustion concepts/designs. These often encompass operating conditions (e.g. highly turbocharged, high exhaust gas recirculation) which are susceptible to end gas autoignition induced knock. Such models have therefore been adapted for prediction of autoignition (and so knock) onset by using computed end gas pressure/temperature history to drive autoignition models ranging from simple empirical single step chemistry routines [43] through the well known "Shell" scheme [44] to quite complex chemical reaction schemes [45] ; sometimes incorporating feedback of heat release associated with the early stages of autoignition development back into calculation of the in-cylinder pressure and unburned gas temperature. It has been suggested that correct prediction of the normal flame propagation is, via its control of the thermodynamic state of the end gas, the determinant of the accuracy of autoignition onset assessment -such that perhaps only use of the simplest autoignition schemes is currently justified [46] , particularly given uncertainties in the detailed chemical mechanisms and associated reaction rate constants for real hydrocarbon fuel mixtures. However, detailed consideration of autoignition modelling is again outside the remit of the current work.
Conclusions
Intelligently used, multi-zone thermodynamic models can provide a valuable tool for the understanding and development of combustion in spark-ignition engines. To do this, they should reflect the essential chemistry and physics; noting their limitations (assumptions such as spherical flame propagation, spatial and temporal variation of turbulence, mixture homogeneity, wall conditions etc.). Given the level of the modelling assumptions necessary, it is clear that many alternative formulations of these models are essentially equivalent. However, because of the number of sub-models that are needed to provide a description of all relevant processes, it is quite easy to combine models that use contradictory assumptions (e.g. using different flame areas, mixing u te "s with u tr "s, …). Some of these issues are addressed in the current overview:
Depending on the method of initialising the calculation of the mass burning rate, a significant part of the flame development phase is effectively skipped. This could compromise the predictive capability of the engine model, when examining the effects of settings that affect the in-cylinder turbulence, e.g. for other engine speeds, tumble flow valve settings, … Several flame development models have been used in the literature. The ones expressing the developing turbulent burning velocity as a factor of the "fully-developed" turbulent burning velocity are most easily integrated in an engine code (decoupling of sub-models).
The turbulent burning velocity is only one of the parameters required for modelling the flame propagation inside engines; the associated turbulent flame brush thickness also needs to be described in one way or another. The "entrainment" equation set is a mathematical representation that provides a way of modelling the turbulent burning velocity with incorporation of the effects of the turbulent flame thickness.
From the discussion on the laminar burning velocity u l , it can be concluded that a number of fundamental questions concerning u l , e.g. the effects of instability, and how this carries over to u t , remain unresolved. This also increases the motivation for the use of multi-zone thermodynamic models as a framework in which hypotheses concerning the nature of flame propagation in engines can be easily tested.
Hopefully, this overview has helped to clarify the way in which all sub-models are linked and helps to set a framework in which different sub-models can be compared on the same basis. The first term on the right hand side of Eq. (A.1) expresses the heat loss of the cylinder contents to the surroundings, the modelling of which is described in Section 2.2. The second term expresses the work delivered, the third term is the total energy flowing into or out of the cylinder. Here, only the power cycle is considered so the change in cylinder mass is solely through blow-by. During the power cycle only leakage from the cylinder volume to the crankcase is assumed (no inflow) and the blow-by composition is taken to be the cylinder gas composition. However, a reverse flow, from crevices to the combustion chamber, is possible during the expansion stroke when, due to piston motion, the crevice pressure is higher than the cylinder pressure. This is usually included in the blow-by model. If a reverse flow occurs, one also needs to consider the burn-up of the returning gases.
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In the following sections Eq. (A.1) is developed for the cases compression/expansion and combustion.
Here, this is done on a mass basis but the equations can also be cast in molar form. 
