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Microorganisms are ubiquitously distributed on the earth and drive the fundamental 
element cycling in the biosphere. Their metabolic activities serve human societies in 
countless areas such as biotechnological engineering, food engineering, energy 
production, waste disposal et cetera. For human beings, and also for animals, 
microorganisms are imperative for health especially as colonizers of the gut system. 
Microbial resource management, especially when complex communities are exploited in 
biotechnology is a key challenge. Therefore, communities are more and more in the 
focus of basic research in microbiology complementary to pure cultivation technologies. 
Owing to their complexity, microbial communities are almost exclusively studied on the 
basis of bulk parameters and empirical expert knowledge. Bulk parameters are 
representative for an entire community performance but do not allow a segregated 
analysis of subpopulations or subcommunities, let alone individuals and their disparate 
functions within a community. This thesis aims to resolve microbial community 
properties and mechanisms of assembly in managed ecosystems on the individual level 
(i.e. single cell). For this the flow cytometric toolbox was employed and further 
expanded, which phenotypically classifies microbial individuals into sub-communities 
according to their physiological similarities. Workflows for the fast analysis and 
evaluation of dynamics in community structure, assembly and interaction were 
developed. Stability properties of communities, i.e. resistance, resilience, displacement 
speed and elasticity, can now quantitatively be determined based on cytometric data. 
For resilience behavior an on-line tool was developed. In addition, the relative 
proportions of neutral and deterministic forces that structure a microbial community can 
now be unraveled. As consequence, microbial flow cytometry has been proven to be a 
powerful tool for analysing complex microbial communities, and will allow huge 
improvements in understanding and control of microbial communities in managed and 
natural ecosystems. 
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Summary 
Microbial ecology studies the relationships between microorganisms and their 
environment. These relationships can be investigated on different hierarchical levels 
starting from an individual to a population up to a community. Both artificially 
constructed, natural and meta-communities can be in the focus of research and 
correspondingly, spatial scales range from laboratory-scale experiments to the biosphere 
of this planet. The importance of microorganisms for humans is obvious, as they touch 
several aspects of their life such as health, industrial and food industries as well as 
waste removal. However, the understanding of structure and function of microbial 
communities is still scarce let alone knowledge-based control of bioprocesses which is 
still challenging up to date. Due to the intrinsic complexity of microbial communities 
and unavailable real-time analysing technologies, it is hard to monitor the behavior of 
communities in a quantitative mode. Common techniques such as cultivation or next 
generation sequencing (NGS) approaches are either slow and provide only limited 
information or are often restricted by budget, computer and human resources. In this 
study, microbial flow cytometry is introduced as a methodology to analyse microbial 
communities and to unravel their ecological behaviors in their respective environments. 
In chapter 1, the basic definitions and concepts used in this thesis are clarified such 
as the term microbial community and the fundamental principles of microbial 
community ecology. In addition, the microbial flow cytometry approach is introduced 
(section 1.1.2). Briefly, flow cytometry is an optics-based method, which measures 
physiological properties of cells on the single cell level and at a rate of up to thousands 
cells per second. The combination of several single-cell data allows multi-parameter 
assessments which enable for the creation of cytometric fingerprints. Cells with similar 
physiological properties form separated cell clusters which noun as sub-communities. 
Based on the number and position of sub-communities, and also their cells abundances, 
the community structure can be quantified and further processed by following the 
variations of the cytometric fingerprint overtime and by evaluating the ecological 
behaviors such as dynamics, assembly, biotic and abiotic interactions etc. In the 
following sections (section 1.2  1.5), the thesis focuses on ecological microbial 
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community characteristics such as “structure and diversity”, “dynamics and assembly”, 
“interactions” and “functions”. For every issue, the exact terminology is given and it is 
clarified, how the flow cytometric data have been exploited to serve this terminology. 
At the end of the first chapter, the aim of this study is presented, which is exploring the 
ecological principles of the behavior of microbial communities in managed ecosystems 
on the individual cell level and by exploiting and developing the cytometric ecological 
tool-box further. 
In chapter 2, principles of behavior of complex microbial communities are tested 
within particular experimental setups, while ecological paradigms such as stability 
properties and assembly mechanisms are studied. In publication 1 (section 2.2.1), a 
rapid workflow to monitor stability properties of complex microbial communities is 
developed. Based on single-cell data, stability properties are calculated as e.g. resistance 
(the ability of a community to stay unchanged under disturbance) and resilience (the 
ability of a community to return to its prior state after a disturbance-induced state 
change). In addition, a “checklist” is conveyed from macro-ecological studies to declare 
an ecological situation of a microbial system. The use of such a checklist is highly 
recommended before any ecological statements on an ecological experiment are given. 
In publication 2 (section 2.2.2), a dense sampling strategy was used to evaluate the 
relative roles of niche differentiation and neutral mechanisms on microbial communities 
in insular and steady-state environments. Five insular reactors were inoculated with the 
identical natural community and continuously operated in parallel for 91 days at a 
dilution rate of D = 0.72 d
−1
 for about 100 generations. It was investigated if soft 
environmental disturbances can synchronize community structures and support the 
development of a new niche-differentiated climax community. For this, moderate 
changes in the temperature regime (from 30 °C to 40 °C and back for two times) were 
introduced into parallel reactor set ups which were operated alongside control reactors 
with otherwise unchanged environments. It is found that both niche differentiation and 
neutral forces are responsible for different and intermittent degrees of fluctuations in 
dynamic community assembly. The studied five communities could not be synchronized 
despite established steady-state continuous conditions, rather they developed unique 
structures. Stability measures, such as constancy, resistance and recovery values, 
calculated from reference points prior to drift and disturbances were low or not existent. 
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Instead, the community assembly characteristics were different between all reactors and, 
remarkably, continuously changing with high frequency. I found drifts occurring both in 
the undisturbed reactors and also superimposed on the temperature-related variations in 
the disturbed environments. Therefore, complex microbial communities growing in 
balanced continuous reactors systems can be assumed to follow non-equilibrium 
concepts, where slow-competitive displacement is considered as one causal mechanism 
that sustain their diversity. This concept comes from the intermediate disturbance 
hypothesis (IDH) where disturbing regimes in terms of frequency and/or intensity lead 
to high-diversity coexistence. In publication 3 (section 2.2.3), a model-based gating tool, 
flowEMMi, is presented which creates gate templates of dominant sub-communities in 
a 2D-histogram. The basis is multivariate Gaussian mixture model with subsampling 
and foreground/background separation. This tool is invented to bridge the gap in 
realizing on-line analysis of complex microbial communities, and which is an important 
step forward for an automatic cytometric fingerprinting approach. 
In chapter 3, conclusions are made where microbial flow cytometry was found to be 
a highly useful tool to study ecological properties of microbial communities. The 
ecological tool-box was enlarged by adding bioinformatics and evaluation workflows 
for stability properties and community assembly characteristics. Even interaction 
frameworks can be tested. The success of the tool-box is based on the high-density 
sampling scheme and it will serve as real-time analysis tool for microbial communities. 
Combining fast cytometric measurement and cell sorting with modern omics 
technologies, e.g. next generation sequencing technology, ecological insights of 
microbial communities can be further studied in-depth which then can provide 
customized strategies for bioprocess control in managed or human ecosystems. 
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Zusammenfassung 
Die mikrobielle Ökologie untersucht die Beziehungen zwischen Mikroorganismen und 
ihrer abiotischen Umgebung. Diese Beziehungen können vom Individuum über die 
Population bis hin zur Gemeinschaft auf verschiedenen hierarchischen Ebenen 
untersucht werden. Sowohl artifiziell zusammengesetzte als auch natürliche und 
Metagemeinschaften können im Fokus der Forschung stehen. Entsprechend reichen die 
räumlichen Skalen von Experimenten im Labormaßstab bis zur Beprobung der 
Biosphäre dieses Planeten. Die Bedeutung von Mikroorganismen für den Menschen ist 
offensichtlich, da sie über die Gesundheit, die Biotechnologie- und 
Lebensmittelindustrie oder z.B. Abfallbeseitigung verschiedene Aspekte des 
menschlichen Lebens berühren. Das Verständnis von Struktur und Funktion 
mikrobieller Gemeinschaften ist jedoch immer noch gering. Die wissensbasierte 
Steuerung von Bioprozessen stellt bis heute eine ungelöste Herausforderung dar. 
Aufgrund der intrinsischen Komplexität mikrobieller Gemeinschaften und nicht 
verfügbarer Echtzeit-Analysetechnologien ist es schwierig, das Verhalten von 
Gemeinschaften quantitativ zu messen oder gar zu überwachen. Übliche Techniken wie 
Kultivierungs- oder „Next Generation Sequencing“ (NGS) -Ansätze nehmen viel Zeit in 
Anspruch und liefern nur begrenzte Informationen oder sind teuer, und können durch 
geringe Budget-, Computer- und Personalressourcen nicht durchgeführt werden. In 
dieser Studie wird die mikrobielle Durchflusszytometrie als Methodik eingeführt, um 
mikrobielle Gemeinschaften zu analysieren und ihr Verhalten in ihrer jeweiligen 
Umgebung aus dem Gesichtspunkt der Ökologie heraus zu studieren. 
In Kapitel 1 werden die grundlegenden Definitionen und Konzepte dieser Arbeit 
erläutert, wie z. B. der Begriff "mikrobielle Gemeinschaft" und die grundlegenden 
Prinzipien der mikrobiellen Populationsökologie. Darüber hinaus wird die Methode der 
mikrobiellen Durchflusszytometrie eingeführt (Abschnitt 1.1.2). Die Flow-Zytometrie 
ist eine auf optischen Techniken basierende Methode, die die physiologischen 
Eigenschaften von Zellen auf Einzelzellenebene und mit einer Geschwindigkeit von bis 
zu Tausenden Zellen pro Sekunde misst. Die Kombination mehrerer Einzelzellendaten 
ermöglicht eine multi-parametrische Auswertung, auf deren Grundlage der 
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zytometrische Fingerabdruck einer mikrobiellen Gemeinschaft erstellt wird. Zellen mit 
unähnlichen physiologischen Eigenschaften bilden getrennte Zellcluster, die als 
sogenannte Sub-Gemeinschaften klassiert werden. Basierend auf der Anzahl und 
Position der Sub-Gemeinschaften sowie der Häufigkeit der Zellen darin, kann die 
Gesamt-Gemeinschaftsstruktur quantifiziert und die erhaltenen Daten weiter 
bioinformatisch verarbeitet werden. Veränderungen des zytometrischen Fingerabdrucks 
können über die Zeit verfolgt werden und das Verhaltens der mikrobiellen 
Gemeinschaft in einer Lokalität durch die Veränderung von deren Struktur sowie 
biotischer und abiotischer Interaktionen bestimmt werden. In den folgenden 
Abschnitten (Abschnitt 1.2 - 1.5) konzentriert sich die Arbeit auf ökologische 
mikrobielle Gemeinschaftscharakteristiken wie „Struktur und Diversität“, „Dynamik 
und Zusammensetzung“, „Interaktionen“ und „Funktionen“. Für jede Eigenschaft wird 
die genaue Definition angegeben und es wird erläutert, wie die 
durchflusszytometrischen Daten für diese Terminologie verwendet wurden. Am Ende 
des ersten Kapitels wird das Ziel dieser Studie vorgestellt, in dem die ökologischen 
Prinzipien des Verhaltens von mikrobiellen Gemeinschaften in artifiziellen 
Ökosystemen auf Einzelzellenebene untersucht werden und dabei die zytometrische 
ökologische „Tool-Box“ benutzt und weiterentwickelt wird. 
In Kapitel 2 werden Verhaltensprinzipien komplexer mikrobieller Gemeinschaften in 
bestimmten Versuchsanordnungen getestet, wobei ökologische Paradigmen wie 
Stabilitätseigenschaften und „Assembly“-Mechanismen untersucht werden. In der 
Veröffentlichung 1 (Abschnitt 2.2.1) wird ein schneller Workflow zur Überwachung der 
Stabilitätseigenschaften komplexer mikrobieller Gemeinschaften entwickelt. Auf der 
Grundlage von Einzelzelldaten habe ich Stabilitätseigenschaften wie Resistenz (die 
Fähigkeit einer Gemeinschaft, unter Störung unverändert zu bleiben) und Resilienz (die 
Fähigkeit einer Gemeinschaft, nach einer durch eine Störung verursachten 
Zustandsänderung zu ihrem vorherigen Zustand zurückzukehren) kalkuliert. Zusätzlich 
wurde aus makroökologischen Studien eine „Checkliste“ übernommen, die es erlaubt, 
eine ökologische Situation eines mikrobiellen Systems genau zu beschreiben. Die 
Verwendung einer solchen „Checkliste“ wird dringend empfohlen, bevor ökologische 
Aussagen zu einem ökologischen Experiment gemacht werden. In Publikation 2 
(Abschnitt 2.2.2) wurde eine enge Probenahme-Strategie verwendet, um die relativen 
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Anteile von Nischendifferenzierung und neutralen Mechanismen zur Zusammensetzung 
von mikrobiellen Gemeinschaften in insulären Steady-State-Umgebungen zu bewerten. 
Fünf insuläre Reaktoren wurden mit der identischen natürlichen Gemeinschaft 
inokuliert und 91 Tage lang kontinuierlich mit einer Verdünnungsrate von D = 0,72 d
−1
 
über etwa 100 Generationen betrieben. Es wurde untersucht, ob künstlich manipulierte 
sanfte Störungen in der Steuerung der Reaktoren die mikrobiellen 
Gemeinschaftsstrukturen synchronisieren und die Entwicklung einer neuen, „Niche-
Differentiated Climax Community“ unterstützen können. Zu diesem Zweck wurden 
moderate Änderungen im Temperaturbereich (von 30 °C auf 40 °C und zurück, zwei 
Mal) in parallelen Reaktoren durchgeführt, die zusätzlich zu den Kontrollreaktoren mit 
ansonsten unveränderten Reaktorregimen betrieben wurden. Es wird festgestellt, dass 
sowohl die Nischendifferenzierung als auch die neutralen Kräfte für unterschiedliche 
und intermittierende Schwankungen in einer sich dynamisch verändernden Struktur der 
mikrobiellen Gemeinschaften verantwortlich sind. Die untersuchten fünf Reaktor-
Gemeinschaften konnten trotz etablierter Dauerbetriebsbedingungen nicht 
synchronisiert werden, sondern entwickelten jeweils einzigartige Strukturen. 
Stabilitätsmerkmale wie Konstanz, Resistenz und Resilienz, die anhand von 
Referenzpunkten vor Ereignissen wie einem „Drift“ oder einer Störung berechnet 
wurden, waren gering oder nicht vorhanden. Stattdessen unterschieden sich die Art und 
Weise des „Assembly“ der Gemeinschaften zwischen allen Reaktoren und, 
bemerkenswerterweise, veränderten sie sich sogar innerhalb eines Reaktors 
kontinuierlich und mit hoher Frequenz. Ich habe „Drifts“ sowohl in den ungestörten 
Kontroll-Reaktoren als auch überlagert mit den temperaturbedingten Schwankungen in 
den Reaktoren, in denen die Temperaturstörungen induziert worden sind, gefunden. Es 
kann daher davon ausgegangen werden, dass komplexe mikrobielle Gemeinschaften, 
die in balancierten kontinuierlichen Reaktorsystemen wachsen, Nichtgleichgewichts-
Konzepten („Non-Equilibria“) folgen. Unter anderem ist das Auswaschen von Zellen 
mit langsamen Wachstumsraten ein Faktor, der Zellen mit ähnlichen metabolischen 
Eigenschaften begünstigt. Dadurch entsteht mit Kompetition um Raum und Nahrung ein 
Wettbewerb, welcher als ein ursächlicher Mechanismus betrachtet werden kann, der die 
Diversität der mikrobiellen Gemeinschaft aufrechterhält. Dieses Konzept stammt von 
der „Intermediate Disturbance Hypothesis“ (IDH), bei der Störungen mittlerer Stärke 
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hinsichtlich Frequenz und / oder Intensität zu einer kompetitiven Koexistenz mit hoher 
Diversität führen. In Publikation 3 (Abschnitt 2.2.3) wird ein modellbasiertes Gating-
Tool, flowEMMi, vorgestellt, welches Gate-Templates dominanter Sub-Gemeinschaften 
in einem 2D-Histogramm erstellt. Dies ist ein wichtiger Schritt für einen automatischen 
zytometrischen Fingerprinting-Ansatz. Die Basis ist ein multivariates Gaußsches 
Mischmodell mit Unterabtastung und Vordergrund- / Hintergrundtrennung. Dieses Tool 
wurde entwickelt, um die Lücke bei der Durchführung der Online-Analyse komplexer 
mikrobieller Gemeinschaften zu schließen. 
In Kapitel 3 werden Schlussfolgerungen gezogen, in denen festgestellt wird, dass die 
mikrobielle Durchflusszytometrie eine sehr hilfreiche Methode zur Untersuchung 
ökologischer Eigenschaften mikrobieller Gemeinschaften ist. Die ökologische Tool-Box 
wurde um Bioinformatik- und Auswerte-Workflows zur Bestimmung der Stabilität und 
des „Assembly“ von mikrobiellen Gemeinschaften erweitert. Es können sogar 
Interaktionen zwischen den Mikroorganismen und den Mikroorganismen und ihrer 
abiotischen Umgebung festgestellt werden. Der Erfolg der Tool-Box basiert auf der 
engen Probennahme und –messung, die die Durchflusszytometrie erlaubt, und kann 
daher auch als Echtzeitanalyse-Tool dienen. Durch die Kombination schneller 
zytometrischer Analysen und anschließender Zellsortierung mit modernen Omics-
Technologien, z.B. NGS, können ökologische Eigenschaften von mikrobiellen 
Gemeinschaften tiefergehend untersucht werden, um dann maßgeschneiderte Strategien 
für die Kontrolle von Bioprozessen in artifiziellen, menschlichen oder natürlichen 
Ökosystemen bereitzustellen. 
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1 Introduction 
1.1 Microbial community and ecology 
Microbial ecology is the study of relationships between microorganisms but also those 
between microorganisms and the abiotic surroundings in their habitats (Madsen, 2016). 
These relationships between microorganisms utilizing resources and producing biomass 
components, interacting which each other and thus fulfilling functions within an 
ecosystem. To unravel these relationships, ecosystems have been studied on varied 
hierarchical levels: from individuals via local communities to meta-communities, and 
correspondingly, spatial scales range from laboratory-scale experiments to the biosphere 
of this planet (Cordero and Datta, 2016). 
 
1.1.1 What is a microbial community? 
Microorganisms are ubiquitously distributed, drive all biogeochemical processes (e.g. 
cycles of the elements carbon, nitrogen and phosphorus) and support higher life in 
countless aspects (Blackall et al., 2002; Ladygina et al., 2006; Du et al., 2007; Nelson et 
al., 2016; Wackett, 2018). For humans microorganisms are imperative for health, 
nutrition, and biotechnology (Grice and Segre, 2011; Kau et al., 2011; Schirmer et al., 
2016; Johnson et al., 2017; Zeng et al., 2017; Byrd et al., 2018). In all of these 
processes and applications, microorganisms are assembled as loosely or strongly 
connected associations of individuals, which are the microbial communities.  
The word “community” comes from the Latin noun communitas which means a 
small or large social unit where its members share something. This meaning was seized 
in ecology studies (i.e. macro-ecology) where “community” is defined as a group or 
association of individuals which coexist in the same temporal-spatial scale and such that 
its individuals can be classified into two or more different populations (different 
species).  
In microbiology, individuals of microorganisms are difficult to be seen by the naked 
eye and their microscopic shape alone is not descriptive enough to categorize them 
taxonomically, let alone phylogenetically. They, therefore, are usually classified on the 
basis of evolutionary stable molecules. The most often used molecular marker for this 
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purpose is the gene encoding the 16S rRNA (Woese, 1987), but also other evolutionary 
stable molecules can be used to classify microorganisms into different entity types 
(Ovaskainen and Meerson, 2010). Entity types can also be “guilds” of microorganisms 
which represent functional groups that perform similar functional processes such as acid 
producers, ammonium oxidizers or polyphosphate accumulating organisms (Lochmatter 
and Holliger, 2014; Oyserman et al., 2017).  
This study, it uses another type of classification in addition. Microbial individuals are 
grouped according to their individual morphology, i.e. cell size, cell density and cell 
surface features, and their individual amount of DNA. These characteristics are tightly 
bound to physiological states of cells and therefore this type of grouping forms 
physiologically similar units which referred as phenotypes (Props et al., 2016). While 
the phylogenetic and functional identification are based on sequencing and e.g. 
proteomic technologies, respectively, the physiological classification demands a 
cytometric technology. 
 
1.1.2 Flow cytometry as a tool to study microbial communities 
Performances of microbial communities are accomplished by individual cellular 
activities (i.e. proliferation and metabolism) and influenced by environmental 
conditions. Therefore, to understand the microbial-driven processes in natural complex 
environments, new and reliable analysing technologies are required. Ideally, individual 
cells should be identifiable and their performances calculable. These requirements are 
still hard to meet because established analysing methods used to determine the 
phylogenetic affiliation, to reveal metabolic pathways and uncover functional activities 
are still costly, elaborate and time-consuming. However, microbial community 
processes demanding fast management decisions, require much faster analysis and 
evaluation because microorganisms in active communities have generation times mostly 
below one hour. Along with the rapid improvement of flow cytometers and increasing 
interests in studies based on individual cells, e.g. single cell genomics (Blainey, 2013; 
Rinke et al., 2013), the use of flow cytometry has received great attention in studies of 
microbial communities in the last few years (Figure 1.1).  
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Figure 1.1 Trends in the study of microorganisms with flow cytometry. Data are based on the 
annual number of articles on utilizing flow cytometry to study microorganisms (including 
bacteria, archaea, fungi, and protists). Studies including viruses, human cells and microscopic 
animals and plants are also listing; I searched articles from 1997 to 2017 in the “Web of Science 
Core Collection” database on 25 April 2018. To find articles on “studies of microorganisms”, I 
searched by topic = (("flow cytometr*" or cytometr*) and (microscop* or microb* or microor* 
or alga* or bacteri* or fungi or fungus or fungal or archaea* or protist or virus* or mycorrhiza 
or phage*)). To find articles on “studies of microbial communities”, I searched by topic = 
(region* or patch* or localit* or habitat* or ecosystem* or ecolog* or metacommunit* or 
meta-communit* or "meta communit*" or communit*) in addition to “studies of 
microorganisms”. To find articles on “studies of community structure, dynamic and 
equilibrium”, I searched by topic = (structur* or composition* or dynamic* or assembl* or 
diversit* or stabl* or equilib*) in addition to “studies of microbial communities”. For articles 
on “managed system”, I searched topic = (manage* or reactor* or bioreactor* or engineer* or 
"biogas" or "bio gas" or treat* or ferment* or artificial or wastewater or "anaerobic digest*" 
or pharmac* or food) in articles of “studies of community structure, dynamic and equilibrium”. 
And in the exception of “managed system”, articles for “natural system” are searched by topic = 
(natur* or environment* or microbiota or ocean* or sea* or coast* or lake* or intertid* or 
coral* or underwater or soil or rhizospher* or gut).  
 
Microbial community flow cytometry is a technology developed to follow microbial 
community dynamics by using cytometric fingerprinting approaches. Combined with 
cells sorting technology for further processing, even deeper insights into the 
fundamentals of the ecology of microbial communities is possible (Koch et al., 2013a; 
Koch et al., 2013c; Zimmermann et al., 2016; Buysschaert et al., 2018; Props et al., 
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2018). Basic principles as well as analysing steps of microbial flow cytometry are listed 
at below. 
 
(1) The principle of flow cytometry 
Flow cytometry is an established technique for the analysis of single eukaryotic, mostly 
human cells, which enable a high-throughput classification of physiologically varied 
individuals on the basis of optical cell characteristics. A scheme of a flow cytometer 
(MoFlo
TM
 Legacy Cell Sorter, Beckman Coulter Inc.) is shown in Figure 1.2. When a 
narrow fluid stream coercing single cells passes through one or more laser beams 
separately, signals of scattering light are collected at the small-angle forward direction 
(i.e. 0.5~2.0°, forward scatter, FSC) and the orthogonal direction (side scatter, SSC), as 
well as for fluorescent emissions (e.g. FL 1 - 4 in Figure 1.2). 
While FSC and SSC indicate morphological features of a cell (e.g. cell size and 
density), the fluorescent emission can indicate further physiological features. 
Fluorescent signals can be generated in three different ways. First, auto-fluorescence 
generated from certain cell constituents what are known as endogenous fluorophores, 
e.g. tryptophan, pyridoxine, flavins and NAD(P)H in S. cerevisiae yeast cells (Maslanka 
et al., 2018) or from endogenous pigments as they are known for autotrophic cells 
(Dashkova et al., 2016). Second, cells can be stained by exogenous fluorophores which 
emit fluorescence. Commonly used fluorophores include 4′,6-diamidino-2-phenylindole 
(DAPI) and SYBR Green I (SG) for nucleic acid staining; Nile red (NR) for lipid 
staining; and e.g. propidium iodide (PI) and fluorescent diacetate (FDA) dyes for 
live/dead staining (Müller and Nebe-von-Caron, 2010). Third, cell types can be 
differentiated when fluorescent antibodies or fluorescent nucleic acid probes (by 
fluorescent in situ hybridisation) are used to bind target biomolecules on the surface of 
or inside the cells. In health care, fluorescent antibodies are widely used in cell 
recognition and disease diagnosing, e.g. by treating eukaryotic cells with a mixture of 
differently labelled antibodies. Currently, more than 20 fluorescent parameters (i.e. cell 
types) can be resolved in one sample (Mazza et al., 2018; Wang et al., 2018). The 
routine use of flow cytometry in medicine is gradually adapted to microbial research. A 
huge step forward in this regard was the development of the cytometric fingerprinting 
technology that was developed for the studies on microbial communities (Koch et al., 
2013c; Zimmermann et al., 2016; Buysschaert et al., 2018).  
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Figure 1.2 Exemplary scheme of flow cytometric measurement and cell sorting. The photo on 
the left side was taken from a MoFlo
TM
 Legacy Cell Sorter (Beckman Coulter Inc., USA) during 
a testing experiment where single cells of E.coli BL21 (DE3) were sorted out of a liquid. A 
schematic graph is shown on the right side. In this case, a 488 nm laser (blue light) and a 355 
nm laser (UV light) are used as two excitation light sources. When single cells pass through 
these laser beams, signals of forward scatter (FSC), side scatter (SSC) and fluorescence (FL) 
with different wavelengths (e.g. FL1: 530±20 nm, FL2: 580±15 nm, FL3: 630±15 nm and 
FL4:450±32.5 nm) are collected cell per cell. Photons of scatters and fluorescence are, 
proportionally, converted to electric currents in photomultiplier tubes (PMT) and then these 
currents are received by pre-amplifiers (pre-amp). Pre-amps convert current signals to voltage 
signals, amplify and condition them. The final analog-to-digital conversion (ADC) is performed 
in the ADC board where detectable voltage signals are translated to numeric values which scale 
and indicate light intensities of scatters and fluorescence. Such values of light intensities can be 
online visualized as one- or two- dimensional histograms or stored in a multi-parameter dataset 
(.fcs file). In addition to the measurement, cells of interest are enclosed by sheath droplets which 
are charged and then sorted into respective directions and tubes when passing through a given 
electric field. 
 
(2) Cytometric fingerprinting 
In flow cytometry, each single cell is described phenotypically by a set of optical 
parameters, and also the data acquisition of a resulting multi-parameter set is performed 
for each single cell. The data are usually represented in a 2-dimensional (2D) histogram 
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where all cells of a given sample are represented by virtual cells (dots in the 2D-
histogram). The position of the dots is determined by cells’ optical characteristics and 
depends on the chosen optical parameters and corresponding light sources and 
intensities (Figure 1.3-A). Consequently, if cells have similar optical parameters, they 
will be located closely to each other and clusters of virtual cells will appear in the 2D-
histogram (Figure 1.3-A). By setting gates to these clusters (Gate 1-3, Figure 1.3-A), 
individuals of a community are assigned to different cell sub-sets with regard to their 
physiological similarities. Such gates based groups are termed as sub-communities (i.e. 
SC1-3 in Figure 1.3-A), and are of basic importance in microbial community studies. 
An exemplary cytometric 2D-histogram is shown in Figure 1.3-B. A complex 
microbial community originating from a continuous reactor cultivation of activated 
sludge was cytometrically measured according to both cell-size related distributions 
represented by forward scatter (FCS) and DNA contents of cells represented by DAPI 
fluorescence. DAPI is a nucleic acid dye, which stoichiometrically binds to AT-rich 
regions (3-4 continuous adenine-thymine base pairs) of dsDNA (Eriksson et al., 1993; 
Kapuscinski, 1995) and cause an approximate 20-fold enhancement in fluorescence 
(emission maximum at 454 nm). Thus, DAPI fluorescence signals are highly sensitive 
to the variety of cell types that mirroring their heterogeneity in genome sizes and G/C 
contents. In addition, proliferation states of cells can be found due to the corresponding 
variations in copy numbers of chromosomes. Therefore, a FSC vs. DAPI fluorescence 
2D-histogram provides a huge amount of information and can be used to evaluate and 
interpret microbial community structures of sampled microorganisms. Further, a 
consecutive series of samples contains dynamic variation information on community 
structures. Especially unique features of ecological behavior of microbial communities 
can be inferred from the changes of community structures as presented by the number of 
sub-communities and their position in the histogram and also the numbers of virtual 
cells per sub-community. These dynamic variations are used in this thesis to open new 
insights into microbial community characteristics and performances.  
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Figure 1.3 A: Schematic graph of cytometric fingerprinting. Individuals from a sampled 
community are featured by their physiological characteristics (e.g. cell size, cell density and 
DNA contents) with relevant light signals (e.g. scatter and fluorescence). These individuals can 
be visualized as virtual cells (dots) in a 2D-histogram of selected light parameters (e.g. forward 
scatter (i.e. cell size) vs. DAPI (i.e. DNA contents) fluorescence). These 2D-histograms can be 
used for cytometric fingerprinting where individuals with similar physiologic features are 
defined and form clearly separated dot clusters (Gate 1-3). Consequently, the community 
structure of sampled microorganisms can be interpreted by cytometric fingerprinting with 
regard to the number and position of gates and also the count of cells per gate. B: An exemplary 
cytometric 2D-histogram where the forward scatter and the DAPI fluorescence are represented 
as single parameters on the x-axis and y-axis, respectively. Beads for sample alignment are 
highlighted and an exemplary gate is marked. The microbial community was sampled from 
wastewater cultivation and measured with a BD Influx
TM
 Cell Sorter (Becton, Dickinson and 
Company, USA) after DAPI staining. 
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(3) Cell sorting 
Flow cytometric analysis can be complemented by cell sorting that separates single cells 
of interest with high precision from the investigated microbial community with high 
precision. The cells of interest are recognized by optical signals and separated from the 
sheath stream by the generation of charged droplets. Sorted cells are suitable for 
following analyses, e.g. T-RFLP (Koch et al., 2013b) and amplicon sequencing 
(Zimmermann et al., 2016; Props et al., 2018; Liu et al., 2019), or even proteomic 
analyses (Jehmlich et al., 2010) which are powerful methods for the deep exploration of 
structural and functional microbial community characteristics..  
Cell sorting is based on deflection of electrostatically charged droplets which contain 
a cell of interest (Figure 1.2). Also, a mechanically diversion of a fluid stream can be 
used for cell sorting, e.g. in microfluidic devices but with much lower velocity (Shields 
IV et al., 2015). Cell sorting based on electrostatic forces is performed at an extremely 
high sorting speed. For instance, the MoFloTM Legacy Cell Sorter can sort up to 100,000 
events per second. The highest purity mode (i.e. the mode “Single”) provides a sort 
purity of about 99%. Therefore, flow cytometry and cell sorting can be an advantageous 
“upstream” high throughput technology to understand characteristics of subsets of cells 
in a community. 
Microorganisms growing in communities can be identified and characterized with 
relevant technologies and methods, e.g. genomic or proteomic approaches as mentioned 
above. However, in this thesis, for the first time, their upper hierarchical level 
“community” has been studied consistently and intensively on the single cell level, for 
four aspects which are: 1) structure and diversity; 2) assembly and dynamics; 3) 
interactions; and 4) functions (Figure 1.4). These four aspects of ecological studies will 
be introduced in following sections. It will also be shown how microbial flow cytometry 
can be used for this purpose. 
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Figure 1.4 Overview on topics of microbial community ecology. Hierarchical levels of 
ecosystems are represented by the arrow in background, which are, from high to low, “meta-
community”, “local community”, “sub-community” and “individual”. Studies around “local 
community” include four aspects, which are: 1) structure and diversity; 2) assembly and 
dynamics; 3) interactions of microorganisms; and 4) functions. 
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1.2 Community structure and diversity 
1.2.1 Community structure 
The first step in the analysis of a sampled community is often to ask “Who is there?” 
This question can be answered by performing 16S rRNA gene amplicon sequencing 
which classifies cell types phylogenetically and gives inside into the composition and 
diversity of a microbial community. But also flow cytometric analysis can contribute to 
describing structures of microbial communities, mainly on the level of sub-communities 
(sub-level of the investigated communities). Sub-community information is representing 
morphological and physiological characteristics of cells such as growth parameters. 
Cytometric measurements allow the analysis of community structures across various 
habitats and along time scales, whereby cell abundance changes (i.e. amounts of 
contained individuals per sub-community) are used as a major parameter. As a 
consequence, community structures and their dynamic variations can be determined. 
 
1.2.2 Diversity metrics 
To interpret community structure, diversity properties of the community (also known as 
biodiversity) can be calculated, which are richness and evenness. While richness counts 
how many different populations of individuals are present, evenness evaluates how 
similar the abundances of populations are. For the quantification of diversity, order-
based Hill numbers (Dq=0,1,2, see Equation 1.1-1.3; Hill, 1973) are widely used as 
diversity indices (Tuomisto, 2011).  
Equation 1.1: Dq=0 = 𝐺 
Equation 1.2: Dq=1 = 𝑒
−∑ 𝑝𝑖ln⁡(𝑝𝑖)
𝐺
𝑖=1  
Equation 1.3: Dq=2 =
1
∑ (𝑝𝑖)2
𝐺
𝑖=1
 
  𝐺: Number of different populations. 
  𝑝𝑖: Relative cells abundance of the ith population. 
  𝑒: Euler's number, a mathematical constant, approximately equal to 2.71828 
 
With the increase of order q, more emphasize is placed on highly abundant 
populations, while populations with low cell abundances are relatively discounted in the 
calculation. In case of q=0, the diversity index simply represents the richness of a 
sampled community. Complementary to this, when q=1 (Shannon index) and q=2 
(inverse Simpson index), the diversity index also contains the degree of evenness. 
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 (1) α- and γ-diversities 
By evaluating richness and evenness, in macro-ecology the diversity is usually 
determined as α-diversity for samples from an exclusive local community (Whittaker, 
1972) which refers to the smallest spatial scale of analysis.For microbial communities, 
these can be communities from managed situations, e.g. a bio-reactor at the laboratory 
scale (Kaewpipat and Grady, 2002) or a particular basin in a wastewater treatment plant 
(Chouari et al., 2010), as well as a community from natural habitats, e.g. from high-
mountain lakes (Reche et al., 2005) or the microbiome of a macro-organism (Scher et 
al., 2015). In comparison, γ-diversity is a metric also originating from macro-ecology. It 
is defined for a higher level where several local communities associate to an 
interconnected meta-community (Leibold et al., 2004). Therefore, in microbiology γ-
diversities can be quantified for, e.g. several tandem reactors as an entirety (Logue et al., 
2011), or a whole wastewater treatment plant which includes different local 
communities from respective basins (Vuono et al., 2015). Since a meta-community has 
the same diversity features (richness and evenness) as a local community, it is 
appropriate to use the same calculations to quantify γ-diversity as for the α-diversity 
(Whittaker, 1972). The interconnection between α- and γ-diversity is shown in a 
schematic graph (Figure 1.5). 
 
(2) Intra- and inter-community β-diversity 
In contrast to α- and γ-diversities, the β-diversity is of different nature; it represents the 
structural dissimilarity of local communities. According to different research purposes, 
the variations are to be measured either within a particular local community or for sets 
of local communities from different habitats (Whittaker, 1972). A number of different 
approaches have been applied for quantifying β-diversity, such as counting replaced or 
lost populations within a local community (Baselga, 2010) or calculating pairwise 
dissimilarity of local communities (Chase, 2010). These different methods have caused 
a complex situation in history (Tuomisto, 2011): “‘beta diversity’ is only one term, but 
it is being used to refer to about 30 different phenomena.” and “most of these 
phenomena would not be called ‘diversity’ at all if the noun were not preceded by 
‘beta’”. The scheme in Figure 1.5 describes the definition of β-diversity as it was used 
in this thesis, in order to eliminate multiple meanings and possible misunderstandings. 
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The β-diversity is defined based on pairwise structural comparison of samples. The 
temporal variation in a particular habitat is referred to intra-community β-diversity; and 
the spatial variation across different habitats is referred to inter-community β-diversity. 
  
Figure 1.5 Scheme of ecological meanings and relations between α- , β- and γ-diversities 
(richness index used as exemplary measure). Left: Four local community samples (Cht, within 
the boundary of pointed lines) were taken from two habitats (h1 and h2) of a regional area 
(within the boundary of the dashed line) at two time points (t1 and t2). Each local community 
contained individuals (dots) of different characteristics (represented by colors: red, green, 
yellow and blue); Right: α-diversity values are determined for each local community sample, e.g. 
in local community Ch1t1 (top-left) three different types of individuals (red, green and yellow) 
can be found, thus the α(Ch1t1) = 3. With the same method γ-diversity can also be determined for 
the whole region, i.e. in this region there are four types of individuals that emerged through time, 
thus γ(Call.ht) = 4. In addition, β-diversity values are determined based on pairwise structural 
variations of samples. Intra-community β-diversity is determined for a community from a 
particular habitat. E.g. in habitat 1, one unique individual type (blue) was found for the pair of 
samples (t1×t2, left column), therefore, intra-βh1(t1×t2) = 1. Inter-community β-diversity is 
determined for communities across different habitats. E.g. at time t1 two unique individual 
types (red and blue) were found across h1 and h2 (top row), therefore inter βt1 (h1×h2) = 2. 
 
 
1.2.3 Evaluating structure and diversity with flow cytometry 
In this thesis, I use foremost microbial community flow cytometric information which 
allocates individual cells of a local community to different sub-communities according 
to their physiologically similar characteristics (Figure 1.3). Therefore, the structure of a 
sampled community is described by cytometric fingerprinting (i.e. 2D-histogram of 
FSC vs. DAPI fluorescence) and community diversity can be calculated on the basis of 
sub-community numbers which emphasizes the richness, and also the distribution of 
cell abundances among sub-communities which emphasizes the evenness of a 
community (Props et al., 2016; Liu et al., 2018). On the basis of these data, cytometric 
α- , β- and γ-diversities can be determined on the single cell level. 
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1.3 Community assembly and dynamics 
1.3.1 Basic assembly processes 
Another fundamental objective of community studies is to understand how communities 
assemble and maintain their structure across time and space. During the process of 
understanding structural changes, assembly mechanisms have been summarized in 
macro-ecology that explained theoretically as well as observationally driving forces of 
community assembly and dynamics. In the past hundred years, from macro- to micro-
ecology, community assembly and dynamics have been studied by outstanding 
ecologists from every generation, with massive and valuable experiments (Gause, 1934; 
Hutchinson, 1961; Holling, 1973; Chesson and Case, 1986; Hubbell, 2001; Sloan et al., 
2006; Ofiteru et al., 2010; Zhou and Ning, 2017). However, we are still far away from 
“complete” understanding of community assembly, especially for microbial 
communities. Microorganisms have a small size, almost no dispersal limitation and a 
short generation time. Regarding these features, Nemergut et al. (2013) synthesized a 
conceptual framework for microbial community assembly and distilled assembly 
processes into four basic categories which are: selection, drift, dispersal and 
diversification. 
1) Selection is a process influenced by large deterministic assembly forces which 
also refers to niche-selection or niche-differentiation. Such forces can be caused by 
selective abiotic factors of a habitat, e.g. by pH, salinity, nutrient availability, etc.; or 
by biotic interactions within the community, e.g. by competition, cooperation and 
mutualism. Constraints of abiotic and biotic factors form the “ecological niche” of a 
microbial individual. To describe the ecological niche, Hutchinson (1957) built the 
concept “niche space” where abiotic factors of a habitat were all combined to 
determine an n-dimensional space. In this situation each factor’s gradient occupies 
one dimension of this space. Correspondingly, a microorganism existing in this 
habitat can survive over a defined range (niche width) per each factor. All ranges 
integrated together as an “n-dimensional hypervolume” finally define the niche 
(Hutchinson, 1957). The fundamental niche is the largest hypervolume that a 
microorganism can take and is determined mainly by abiotic factors. In contrast, the 
realized niche is a part of the fundamental niche, which has usually a smaller 
hypervolume because the interactions with other organisms diminish the occupied 
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niche. Deterministic assembly to particular communities within a habitat is the 
consequence of all these abiotic and biotic niche-differentiating processes (Nemergut 
et al., 2013).  
 
2) Drift describes random changes in the relative abundance of microorganisms in a 
community, which is another force driving community assembly. Drift happens 
easily when selective forces are weak and individuals from equally competitive 
species are co-existing. Drift it also effective for shaping a community when α-
diversity and total number of individuals are low (Ofiteru et al., 2010; Chase and 
Myers, 2011). In comparison to the macro-ecology, the size (diversity and total 
number of individuals) of a microbial community is typically larger. E.g. about 
4.2×1010 bacteria (Torsvik and Øvreås, 2002) and 6400-38000 bacterial taxa (Curtis 
et al., 2002) can be found in only one gram of soil. Nevertheless, drift can be a 
critical process to shape microbial communities because most of the individuals in 
such communities are rare (i.e. low abundant), and rare individuals normally have 
high extinction risk when exposed to even slight drifts (Nemergut et al., 2013). In 
addition, functional redundancy is another common phenomenon in microbial 
communities (Yin et al., 2000; Allison and Martiny, 2008; Miki et al., 2014), which 
means that different microorganisms share a similar or the same function. It is 
expectable that functionally redundant microorganisms have the trend to adjust their 
abundances randomly, and thus support drift events, when they meet the functional 
requirements they can share (Zhou and Ning, 2017). 
 
3) Dispersal is the process that individuals move and settle themselves into a local 
community, which emphasizes not only the change of location but also the 
consequence of a successful “incorporation” (Zhou and Ning, 2017). Therefore, the 
influence of dispersal on assembly of a local community depends on the size and 
composition of the outside community where individuals come from (Vellend, 2010), 
as well as the dispersal rate (e.g. frequency and intensity) of the exchange of 
individuals (Flöder and Sommer, 1999). It is remarkable that in most situations, due 
to their small size, microorganisms are moved by passive processes (Nemergut et al., 
2013), as only few microorganisms can determine their moving directions by active 
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processes (e.g. using flagella). Passive movements occur via wind, water, attachment 
of microorganisms to particles or other organisms or further transporting media 
which can be even more complex processes. For example, in wastewater treatment 
plants or other managed systems, microorganisms are mixed and transferred (i.e. 
with influents and effluents of basins) by designed routing pathways, and all of these 
movements are regarded as passive. 
 
4) Diversification is an evolutionary process where new phenotypes of individuals 
assemble in a local community. This can occur as a consequence of genetic mutation, 
horizontal gene transfer, switching on of formerly inactive metabolic pathways 
and/or the development of dormant cells. Diversification mechanisms can contribute 
to the understanding of conservational biodiversity and of community assembly 
patterns, e.g. species-time-area relationships. In comparison to long-lived organisms 
(e.g. tree, animals and humans), microbes with short generation times undergo rapid 
and dramatic diversifications, thus influencing community assembly further, which 
can be even accelerated under nutrient-rich laboratory conditions (Prosser et al., 
2007).  
 
 Zhou and Ning (2017) classified the above described four processes in dependence 
of their relative effects on stochasticity and determinism of community assembly. Niche 
differentiation is regarded as a solely deterministic process and would ultimately lead to 
the equilibrium of the community structure, which is stable and even forecastable, 
leading to a steady-state climax community (Nemergut et al., 2013). In contrast, drift is 
seen as a purely stochastic process that disrupts strong interrelationships between 
organisms and their biotic and abiotic circumstances can thereby prevent deterministic 
processes from becoming dominant. For example, with the hypothesis of neutral theory 
(Bell, 2000; Hubbell, 2001), where the influence of species identities is disregarded and 
all co-existing species are declared as essentially identical, community assembly is, 
therefore, randomly performed. The neutral model encapsulates random birth, death, 
immigration and emigration events (Sloan et al., 2006; Woodcock and Sloan, 2017). 
The consequence of neutral processes would be structural drifts through the assembly 
(Nemergut et al., 2013; Zhou and Ning, 2017) which can be frequently found in 
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microbial communities (Woodcock et al., 2007; Ofiteru et al., 2010; Zhou et al., 2013). 
Complementarity, dispersal and diversification of microorganisms are normally 
considered as processes which combine both stochastic and deterministic mechanisms. 
For example, events such as random dispersal (stochastic process) of microorganisms to 
an empty habitat and successive reproduction of the fittest microorganisms 
(deterministic process) may vary initial community assembly and cause different 
colonization patterns (Evans et al., 2017). Initial assembly and colonization can also be 
strongly affected by random death of microorganisms (Langenheder and Szekely, 2011; 
Woodcock and Sloan, 2017), especially when cell densities are low. A similar effect can 
be caused by random cell loss from existent communities due to emigration or dilution 
of the medium (Flöder and Sommer, 1999; Nemergut et al., 2013). Diversification 
works in a similar way. While an event such as mutation is random, the outcome on 
whether the mutant is surviving or not is a selection process. 
 
1.3.2 Evaluating assembly processes with flow cytometry 
Bacteria generally grow fast and can have a doubling time of only few minutes under 
optimal conditions. Even in natural environments under oligotrophic conditions they 
can reproduce within a few hours. As a result the assembly processes of microbial 
communities can be highly dynamic. To study microbial community assembly requires, 
therefore, fast analytic technology. 
 Microbial flow cytometry is a suitable technology which can follow microbial 
community dynamics within short time frames. Koch et al. (2014a) have reviewed two 
types of cytometric approaches to analyse microbial communities. One approach relies 
on the measurement of cell auto-fluorescence and the second approach relies on 
extrinsic signals such as fluorescently labelled nucleic acids. 
 Auto-fluorescence approaches address mainly planktonic communities in surface 
water of marine or fresh water systems (Petersen et al., 2012; Dugenne et al., 2014). In 
addition, functionally active archaea that produce methane in anaerobic digesters can 
also show detectable auto-fluorescence (Lambrecht et al., 2017). Non-auto-fluorescent 
cells can be visualized by nucleic acid labeling approaches. For instance, cells can be 
stained with dyes such as SYBR Green I (Besmer et al., 2017; Nescerecka et al., 2018) 
which allows differentiation of cells with high or low nucleic acid contents (HNA and 
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LNA, respectively). Cytometric analyses of both auto-fluorescence and HNA/LNA 
populations are valuable because these measurements can follow community dynamics 
even on-site and on-line (Thyssen et al., 2011; Besmer et al., 2016). In this thesis, DAPI, 
another nucleic acid dye with strong affinity to DNA, is used for the first time to follow 
microbial community dynamics with a high-frequency sampling strategy (i.e. daily 
sampling). Similar to the application of HNA/LNA staining approaches, DAPI labels 
each cell reliably. The handling of the samples is comparatively easy and requires only 
a few more steps such as a fixation step to penetrate both cell wall and cell membrane 
according to a protocol by Koch et al. (2013c). The DAPI approach can be applied to 
natural (Koch et al., 2013c; Zimmermann et al., 2016; van Gelder et al., 2018) and 
managed microbial communities (Liu et al., 2018; Liu et al., 2019), where up to 30~60 
sub-communities could be differentiated in 2D-histrograms of FSC and DAPI 
fluorescence. Therefore, DAPI staining usually has a better resolution than the 
HNA/LNA method and allows a good segregation of complex microbial community 
into subcommunities, although the longer protocol takes more operational time. For the 
evaluation of these data sets easy-to-use tools such as flowCHIC (Koch et al., 2013a) 
and flowCyBar (Koch et al., 2013c) have been developed.  
  
1.4 Community interactions 
 
Page | 18  
 
1.4 Community interactions 
In section 1.1.1, it was discussed that individuals share space and resources within a 
certain community and location. This is described by the term ‘realized niche’ where the 
environment produces constraints but also the types of interactions with other organisms. 
Such interactive behavior between microorganisms can comprise different types 
(Hibbing et al., 2010) which will be explained below.  
 
1.4.1 Abiotic interactions of microbes and their surroundings 
Abiotic factors influence microorganisms in both natural and bioengineering systems. 
For instance, bacterioplankton communities assemble according to turbidity, 
temperature, and nutrient qualities and quantities such as total phosphate and nitrogen 
(Peter et al., 2018), and the composition of soil communities seems to depend to a large 
degree on soil redox status, pH and the quality and quantity of the carbon source (Fierer, 
2017). In full-scale wastewater treatment plants the fluctuation of the carbon load of the 
inflow was found to select for specific phylotypes (Günther et al., 2012; 2016) and core 
OTUs of communities from six different activated sludge basins from one regional area 
were found to react in a synchronous manner to weather data (Griffin and Wells, 2017).  
 
1.4.2 Biotic interactions of microbial partners 
While abiotic factors influence microorganisms by influencing their local space and 
resources, biotic parameters do so by species interactions. For example, a famous early 
study by Gause (1934) demonstrated competitive exclusion whereby two different 
Paramecium species competing for the same resources led to the domination and 
survival of only one. Also, predator-prey relationships contribute to microbial assembly 
dynamics such as the bacterial predator Bdellovibrio who feeds on gram-negative 
bacterial species (Johnke et al., 2014) or host-parasite relationships where genotype-
specific phages change community structures (Laanto et al., 2017). In addition, 
synthetic co-cultures are well known to cause a bilateral exchange which benefit 
partners mutually from the cross-feeding of organic acids and nutrients (McCully et al., 
2017). 
Ecologists have developed terminologies to specify biotic interactions and indicate 
how each partner is impacted (Madsen, 2016). Eight key categories of interactions are 
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listed depending on outcomes that one population can have upon another interactive 
partner (from win via neutral to loss) and also depending on whether the identities of 
interactive partners are specific to each other or not. These eight categories are (Figure 
1.6-A): 1-2) Parasitism and predation, where the profitable organisms live on the 
expense of their losing partners. Parasitism is often an interaction between specific 
partners such as phages that only infect specific bacterial hosts while predation occurs 
in a more general way such as Bdellovibrio which hunts generally gram-negative 
bacteria. 3) Amensalism, where usual activities of one population lead to the loss of a 
second population without directly creating extra benefit for itself. For instance, lactic 
acid bacteria can produce bacteriocins that kill or inhibit the growth of other bacteria 
(Cleveland et al., 2001). 4) Competition, where organisms compete for same resources 
(e.g. local space and carbon and energy sources). This is a common interaction between 
microorganisms and can even cause the extinction of a population when extreme 
competition happens, i.e. competitive exclusion (Gause, 1934). 5) Neutralism, where no 
biotic interactions occur between two populations. 6) Commensalism, where the usual 
metabolic activities of a first population favour the second population without creating 
an extra advantage for the former population. For instance, methanogens produce 
methane, which can be oxidized by methanotrophs without additional benefits of 
methanogens, but might fuel the growth of other microbes (Canfield et al., 2005). 7-8) 
Synergism and mutualism, where two populations benefit from each other. Mutualism 
typically involves specific partners the co-existence of which living together depends on 
a mandatory exchange of substances or services. For instance, bacterial cross-feeding 
(Adamowicz et al., 2018) is typically a mutual exchange while synergism describes 
beneficial interactions of low-specificity such as the algae-bacteria cooperation 
(Ramanan et al., 2016).  
Further, within these interactions, six varying pairwise relationships are summarized 
for individuals from different populations. Figure 1.6-B presents an exemplary scheme 
that is based on cytometric data and shows how microbial cells in sub-communities may 
undergo possible pairwise combinations. These six interaction relationships are: I) win-
win situations as for mutualism and synergism; II) win-neutral situations as for 
commensalism; III) win-loss situations as for parasitism and predation; IV) loss-neutral 
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situation as for amensalism; V) loss-loss situations as for competition; and VI) neutral-
neutral situations as for the neutralism. 
 
Figure 1.6 Scheme of ecological interactions. A: The graph is modified from Madsen (2016), 
who lists eight key categories of ecological interaction depending on effects (from “Win” via 
“Neutral” to “Loss”) that one individual can have upon the other interacting partner. B: The 
wheel display is modified from Faust and Raes (2012), which shows possible relationships that 
a pair of individuals (i.e. I1 and I2) can have in ecological interactions. C: Schematic graph of 
correlation network which is modified from Koch and Müller (2018). Correlation analysis is 
done for each pair of two individual groups, then after evaluating the strength and significance 
of the correlation, significant positive (red edges) and negative (green edges) correlations are 
recognized. 
 
1.4.3 Evaluating interactions with flow cytometry 
The cytometric fingerprint records cell abundance changes of each defined sub-
community in a sampled experimental set up or in a sampling campaign from the 
environment. Over time or between locations positive and negative variations in cell 
number per sub-community can be quantified and correlation between sub-communities 
can be evaluated by means of e.g. similarity-based network (Faust and Raes, 2012; 
Koch and Müller, 2018). After evaluating these correlations and testing their 
significance, relationships of pairwise sub-communities, e.g. co-increases (win-win) 
and/or co-decreases (loss-loss) of abundances are recognized and may indicate mutual 
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benefits or exclusion patterns (i.e. red edges in Figure 1.6-C). In addition, patterns of 
unbalanced relationships such as parasitism and/or predation (i.e. green edges in Figure 
1.6-C) can also be indicated by the correlation network when the abundance of one sub-
community increases while another one decreases (win-loss). Correlation analysis can 
also be used to point out interactions caused by abiotic factors by handling changes in 
the data set of an abiotic parameter similar to the cell data. Therefore, correlation 
analysis with flow cytometric data is a unified method which can be used for 
recognizing both abiotic and biotic interactions of microbial communities (Günther et 
al., 2016). 
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1.5 Community functions 
Microbial functions are caused by metabolic activities of microorganisms, which can be 
as small as a single electron transfer during substrates degradation or as big as whole-
ecosystem services like biomass production, nitrogen-fixation or pollutant degradation 
(Finlay et al., 1997). Microorganisms play key roles in global element cycling, serve 
high quality life and affect the health of macro-organisms (Ley et al., 2006; Dinsdale et 
al., 2008; Graham et al., 2016). Studies on functional abilities of microorganisms in 
natural or bioengineering systems are widely performed and discovering potential or 
understanding and controlling present functions are in the focus of the majority of 
research in microbiology. Among those are the detection and use of new pollutant 
degradation pathways (Jeon et al., 2016; Varjani, 2017), as well as studies that improve 
functional efficiencies, i.e. product yields (Finlay et al., 1997; Maron et al., 2018) or 
waste removal rates (Wagner et al., 2002). In addition, with the development of ‘-omics’ 
technologies (such as RNASeq or proteomics), molecular level mechanisms of 
microbial functioning both in pure cultures and in microbial communities are no longer 
untouchable (Jahn et al., 2013; Franzosa et al., 2015). Furthermore, to know functions 
of microorganisms, much effort has been made to isolate species as pure cultures or at 
least as low species enriched cultures. Pathways and their regulation can be much better 
described in pure cultures. However, until now the majority of microbes, i.e. more than 
99% of microorganisms from natural environments cannot be cultivated as single strains 
(Kaeberlein et al., 2002; Overmann et al., 2017). Correspondingly, culture-independent 
technologies such as genomic, proteomic, metabolomics, and other systems biology 
methods are the state-of-the-art technologies by which functions of microorganisms are 
studied. 
 
1.5.1 Omics approaches to study functions in microbial communities 
The fast development of next-generation sequencing (NGS) technologies decreased the 
sequencing cost per unit of reads which brings deeper insights into microbial genomes 
(Goodwin et al., 2016). Genomics and metagenomics analysis cannot only identify 
community compositions but also attribute metabolic abilities to individual species. 
Thus, metagenome sequencing unravels, besides the community composition, also the 
information on metabolic potential of community members (Vanwonterghem et al., 
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2016). Whole genome sequencing of the dominant phylotypes in a community provides 
maximum genetic information of the respective organisms including potential novel 
metabolic pathways and other functional abilities. In addition, single cell sequencing 
technology can contribute to this development and is fast improving. Flow cytometry 
and cell sorting allow single cells to be separated from microbial communities and a 
subsequent genomic analysis can be performed afterwards (Lasken, 2012). 
Complementary analysis of functional activity that could indicate gene transcription and 
protein expression in single cells from eukaryotic origin, e.g. yeast (Vogel and Marcotte, 
2012), via transcriptomics (RNASeq) and proteome analysis, which is still challenging 
for single bacterial cells. Instead, cells from one sub-community can be sorted and 
processed at least via proteomic approaches. The sorting step increases the resolution 
and insight into a microbial community. Especially proteomic analyses of sub-
communities are now state-of-the-art applications (Jehmlich et al., 2010). 
 Nevertheless, functions of single cells in microbial communities can be determined 
when only a specific function is addressed by a fluorescent label. An example for this is 
fluorescent in situ hybridization (FISH) or catalyzed reporter deposition (CARD) -FISH 
(Wagner et al., 2002; Wagner and Haider, 2012). For instance, by using the CARD-
FISH technology, Hatzenpichler et al. (2008) have indicated the ammonia-oxidizing 
activity of an archaeon from a hot spring which is the first described thermophilic 
ammonia oxidizer. 
Another method is nanoscale second ion mass spectrometry (nanoSIMS) which 
combines the detection of various metabolized heavy isotopes, with their intracellular 
local distribution; and if investigated cell types are labelled by halogens via HISH 
(halogen in situ hybridization), the visualized functions can be allocated to cell types 
(Musat et al., 2012; Musat et al., 2016). All of these methods have in common that they 
can only measure a few cells in a sample and that the preparation of the cell sample and 
its analysis takes hours to days. 
 
1.5.2 Evaluating functions with flow cytometry 
In comparison with microscopic single cell analysis, flow cytometry is much faster 
since it can measure around 5000 cells per second. However, flow cytometry cannot 
measure the same cell a second time and cannot provide a detailed image of a single cell 
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and in consequence the intracellular localization of applied fluorophores remains 
unknown. Nevertheless, community function can also be studied with flow cytometry 
although certain boundaries must be respected. As is mentioned above, cytometric 
fingerprinting is based on FSC (related to cell size) and DAPI fluorescence (related to 
DNA contents). DAPI staining therefore provides information on proliferation and thus 
cell growth. Cell abundance variations per sub-community can also be recorded (section 
1.3.2) and were used to provide information on interaction types between 
microorganisms (section 1.4.3). Based on these changes of cell abundances correlations 
between sub-communities and abiotic parameters can be determined, too (section 1.4.3). 
In this way, individuals with potential functions can be identified in specific sub-
communities (Günther et al., 2012; Zimmermann et al., 2016) and then these sub-
communities can be separated from their original community through cell sorting and 
analysed with further techniques (e.g. genome analysis). This combination of 
technologies is powerful and will provide much deeper insights into cell functions 
within microbial communities in future.   
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1.6 Aims of this study 
Why is a study about principles of microbial community behavior in managed 
ecosystems important? Microbes drive biogeochemical cycles, associate with and serve 
higher organisms (e.g. probiotics), and are essential catalysts in many biotechnological 
processes (e.g. food engineering and environmental engineering). However, most 
knowledge on microbes has been acquired by the study of pure strains. Knowledge on 
complex microbial communities is still scarce but has been expanded in the last few 
years because new molecular tools help to resolve the composition and functions of 
community members. Complex microbial communities have the advantage that their 
members have complementary metabolic pathways and can utilize more and low-cost 
substrates in comparison to mono-cultures. Therefore, in health and biotechnological 
industries, the idea to control or directly adjust complex or even natural microbial 
communities by medication, augmentation or other selection pressures comes more and 
more into focus. Currently, complex microbial communities are managed, if at all, 
based on experience (empirical practitioner knowledge) due to the lack of any direct 
information on how communities might evolve and respond to a given treatment. It is 
still a challenge to study structural dynamics of complex communities. Available, but 
rather rare, studies have either used sequencing approaches (Faust et al., 2015; Shen et 
al., 2018) or flow cytometry (Günther et al., 2012; Props et al., 2016). In comparison to 
sequencing approaches, flow cytometry allows cheap, fast and even online analysis of 
complex microbial communities. Therefore, complex microbial communities in 
managed systems were studied based on flow cytometric measurement in this thesis and 
the aims were: 
(1) To establish a standard checklist for deciphering ecological situations of complex 
microbial communities on the basis of flow cytometric data. 
(2) To expand the cytometric ecological tool-box further by providing an evaluating 
approach for stability properties of complex communities (publication 1).  
(3) To unravel the relative roles of neutral and niche differentiation mechanism in 
complex community assembly under insular steady-state conditions (publication 2). 
(4) To develop an automatic gating tool, which is model based, with high resolving 
ability and more sensitivity for the cytometric fingerprinting of complex 
communities (publication 3).  
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2 Publications 
2.1 Overview of publications 
Publication 1 
Zishu Liu, N. Cichocki, F. Bonk, S. Günther, F. Schattenberg, H. Harms, F. 
Centler and S. Müller (2018). “Ecological stability properties of microbial 
communities assessed by flow cytometry”, mSphere 3(1): e00564-00517. The 
first-authorship is shared with Nicolas Cichocki. 
Significance: In order to facilitate rapid community analysis and monitor a 
community’s dynamic behavior with high resolution, this study applies flow 
cytometry for providing single-cell-based high-dimensional data to characterize 
community behaviors. The stability paradigm as a promising candidate for 
community control has been in the focus of the study. A rapid workflow to 
monitor stability properties of complex microbial communities was developed. 
The stability properties resistance, resilience, displacement speed, and elasticity 
were calculated in an intuitive and actionable way. For resilience, we also 
introduce a method which can be implemented for continuous online community 
monitoring. The proposed workflow was tested in a long-term continuous 
reactor experiment employing both an artificial and a complex microbial 
community, which were exposed to identical short-term disturbances. The 
computed stability properties uncovered the superior stability of the complex 
community and demonstrated the global applicability of the protocol to any 
microbiome. 
 
Publication 2 
Zishu Liu, N. Cichocki, T. Hübschmann, C. Süring, I. D. Ofiţeru, W. T. Sloan, 
V. Grimm and S. Müller (2019). “Neutral mechanisms and niche differentiation 
in steady-state insular microbial communities revealed by single cell analysis”, 
Environmental Microbiology 21(1): 164-181. 
Significance: In this study, flow cytometric data were used to analysis the 
complex community assembly in insular and steady-state performed reactors. In 
completely insular microbial communities, evolution of community structure 
cannot be shaped by the immigration of new members. In addition, when those 
communities are run in steady state, the influence of environmental factors on 
their assembly is reduced. Therefore, one would expect similar community 
structures under steady‐state conditions. Yet, in parallel setups, variability does 
occur. To reveal ecological mechanisms behind this phenomenon, five parallel 
reactors were studied at the single‐cell level for about 100 generations and 
community structure variations were quantified by ecological measures. 
Whether community variability can be managed was tested by implementing soft 
temperature stressors as potential synchronizers. As results both neutral and 
niche differentiation are found to affect the assembly processes. Complex 
microbial communities in insular steady‐state environments can be difficult to 
2.1 Overview of publlications 
 
Page | 28  
 
synchronize and maintained in their original or desired structure, as they are 
non‐equilibrium systems. 
Publication 3 (under review) 
J. Ludwig, C. H. zu Siederdissen, Zishu Liu, P. F. Stadler, S. Müller (2018). 
“flowEMMi: An automated model-based clustering tool for microbial cytometric 
data”, BMC Bioinformatics in review.  
Significance: In this study, an automatic model-based gating tool, flowEMMi, 
was invented to automatically define dominant sub-communities in cytometric 
data of complex communities. It is based on multivariate Gaussian mixture 
models with subsampling and fore-/background separation. These extensions 
provide a fast and accurate identification of cell clusters in flow cytometric data, 
in particular for complex microbial community data that are often affected by 
irrelevant information like technical noise, beads or cell debris. When working 
with complex community data, flowEMMi outperforms several other available 
tools (i.e. flowFP, SamSPECTRAL, flowDensity, flowMeans and flowClust) 
with regard to the running time and clustering results and it overcomes the user-
dependent and time-consuming manual clustering procedure and provides 
consistent results with ancillary information and statistical proof. 
 
2.2 Published articles 
Publication 1 can be found at page 29. 
Publication 2 can be found at page 42.  
Publication 3 can be found at page 60. 
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2.2.2 Publication 2 
“Neutral mechanisms and niche differentiation in steady-state insular microbial 
communities revealed by single cell analysis” 
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2.2.3 Publication 3 (under review) 
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2.2.3 Publication 3 (under review) 
“flowEMMi: An automated model-based clustering tool for microbial cytometric data”
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3 Discussion 
3.1 The importance of perceiving ecological situations 
Ecological studies are performed on various scales and levels such as the human society, 
the biosphere and climate, macro-ecology, or micro-ecology, the latter being the focus 
of this thesis and especially the level of natural bacterial communities. Since ecologists 
from different fields often tell their stories in an unsystematic, non-standardized way, it 
is important to describe the parameters of a study as detailed as possible to allow 
comparison between studies. Ambiguous terminology and unclear experimental 
background will prevent broad understanding and will make meta-studies impossible. 
As mentioned above in the diversity section, the single term “β-diversity” was used for 
30 different phenomena (Tuomisto, 2011). Also Grimm and Wissel (1997) have found 
163 definitions of the term “stability” and 70 different stability concepts in ecology. It 
can indeed be challenging to make ecological statements because they might be valid 
for only very confined and particular situations. When a situation is changing, the 
previous statement may not be valid any more. . Therefore, assessing the specific 
situations of the investigated ecosystems is important to allow a precise interpretation of 
the underlying ecological mechanisms that rule a system. This demand is also valid for 
microbial ecology studies and requires a precise description of the experiment or 
sampling campaign and clear definitions of the used ecological terms. 
To describe the situation of an ecosystem, Grimm and Wissel (1997) recommended a 
“checklist” which specifies six features to define the background of a macro-ecological 
study which were: 1) level of description; 2) variable of interest; 3) reference (state or 
dynamic); 4) type and duration of disturbance; 5) spatial scale and 6) temporal scale 
(Table 1.1).  
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Table 1.1 Six features of an ecological situation must be described to define the research 
background. In this way the statements of an ecological study can be fully interpreted and 
compared to other studies. The table is modified from Grimm and Wissel (1997). 
Features 
Questions would be answered by 
this feature 
Example answers 
Level of description 
On what level is the study 
examined? 
Individual, population, community, ... 
Variable of interest 
Which ecological variable of 
interest is being considered? 
Biomass, community structures, 
nutrient cycling rate, … 
Reference state or 
reference space 
What is the reference state or 
space of the variable of interest 
without external influences? 
Equilibrium, trend, cycles, spatial or 
temporal variability, … 
Disturbance 
Are disturbances existent? 
What does the disturbance look 
like? 
What is being disturbed? 
Disturbance of the state variable or of 
a system parameter; lasting or short 
term effect, intensity and frequency 
of the disturbance, ...  
Spatial scale 
To which spatial scale does the 
study refer? 
Size of the researched area, ability of 
the researched species to spread, 
spatial heterogeneity, ... 
Temporal scale 
To which temporal scale does the 
study refer? 
Time horizon of the study, longevity 
of the examined organisms, temporal 
heterogeneity, …  
 
The checklist should also be used to adequately characterize microbial ecosystems. 
In publication 1 and 2 (Liu et al., 2018; Liu et al., 2019), examples were given that 
show how this checklist was used to specify the ecological situation of the studied 
microbial systems on the basis of flow cytometric data. In the following, the six features 
used in this thesis are highlighted: 
1) The level of description is confined to artificial and complex microbial 
communities. The individual microorganisms within these communities were 
physiologically characterized using flow cytometry on the single cell basis. A 3-
parameter descriptor (FSC, SSC and DAPI fluorescence) of each cell measured in a 
sample was generated and the cytometric 2D-histograms of FSC vs. DAPI 
fluorescence were used to create the cytometric fingerprint and to evaluate the 
structure of the microbial community (see the section 1.1.2). 
2) The variable of interest describes foremost, the changes in community structures 
over time (assembly process, section 1.3), but variables can also be other parameters 
e.g. community diversity (section 1.2) and interactions (section 1.4). The structural 
dynamics were followed on the basis of cytometric fingerprinting, where individuals 
were grouped into sub-communities according to their physiological characteristics. 
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The changes of sub-community numbers, their positions in the histogram and also 
the cells abundance per sub-community allow to record community dynamics over 
time. 
3) The reference state or reference space must be defined via a set of states for 
which a community is considered to have preserved its key features. For bioreactors, 
this definition can be made normative, i.e., via desired features, which are 
unchanging community structures or, at least, only small changes within certain and 
accepted boundaries. The boundaries must be defined. In this thesis they were 
determined by pairwise estimation of the deviation between parameter points of the 
state variables in a multidimensional space (Liu et al., 2018). 
4-6) The other features disturbance, spatial scale and temporal scale cannot be 
universally defined but depend on the respective experimental settings. The 
operational setting of experiments studied in this thesis is described in detail in each 
publication (of section 2.2) and their corresponding supplementary materials 
(Appendix 6.5) 
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3.2 Stability properties of a microbial community 
In publication 1 (Liu et al., 2018), for the first time, a method to quantify crucial 
stability properties based on single-cell microbial community data was proposed. It 
expands the cytometric ecological tool-box further. This ecological tool-box had been 
developed exclusively for the evaluation of cytometric microbial community data in a 
way that community dynamics, interactions and even potential functions can be 
evaluated on the level of sub-communities.  
The first tool, flowCHIC (Koch et al., 2013a) was developed for analysing complex 
community dynamics based on image analysis (pixels) without requiring manual gating 
decision and thus suitable for on-line analyses. A second tool, flowCyBar (Koch et al., 
2013c) was developed for usages with defined gates, where community structures were 
interpreted on the sub-community level and community dynamics was indicated by the 
abundance variations of sub-communities overtime. This tool was employed for the post 
hoc analysis after gate definition, which means the analytical resolution of this tool was 
relying on the gates decision. In addition to community dynamics analysis, Koch et al. 
(2013b) successfully used this tool to attribute potential functions (correlations with 
abiotic parameters, e.g. concentration of volatile fatty acids and the iron additive 
FerroSorpDG) to sub-communities in a biogas reactor. Combining flowCyBar with 
extra correlation analysis and sequencing analysis on sorted sub-communities, Günther 
et al. (2016) provided evidence that mass-transfer and species-sorting are two major 
paradigms controlling community assemblage in a full-scale wastewater treatment plant. 
And the flowCyBar tool was shown to be suited to link the dynamic changes in mice 
fecal microbiota to diagnosis and prognosis (Zimmermann et al., 2016). Microbiota 
sampled from healthy and colitic mice have been profiled with cytometric fingerprinting 
and similar structural dynamics were revealed in microbiota upon colitis dysbiosis. 
In the present study, additionally a mathematical background and a step-by-step 
workflow are provided to calculate stability properties of complex communities. These 
properties were taken from the macro ecology concept of Grimm and Wissel (1997) and 
paired to the properties: 1) resistance (RS), which refers to the ability of a system to 
remain mostly unchanged when experiencing a disturbance; 2) the displacement speed 
(DS) indicates how fast a system is displaced upon disturbance; 3) the resilience (RL) is 
the ability of the system to return to the reference state after a disturbance and 4) the 
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elasticity (E) indicates the speed of recovery after a disturbance-caused displacement. In 
addition to being suited for the post hoc analysis of resilience, it was introduced as an 
on-line monitoring method, which is especially important for biotechnological 
processes because it allows immediate recording of possible disturbances and thus 
immediate operational process control upon disturbance. 
To exemplify the computation (methods see publication 1, page 34 and 38) and 
interpretation of the proposed stability properties, a continuous reactor experiment 
exposing microbial communities to defined disturbances was performed. The 
continuous reactor provided a balanced situation for studying the dynamics of both an 
artificial microbial community (AMC, combined with three members with the genera 
Bacillus (family Bacillaceae), Paenibacillus (family Paenibacillaceae) and Variovorax 
(family Comamonadaceae) and a complex microbial community (CMC), derived from a 
full-scale wastewater treatment plant, during the course of an extended experiment (435 
h). When applying the stability calculations to two communities of low (AMC) and high 
(CMC) structure complexities, different stabilizing responses (varied in values of RS, 
DS, RL and E) were found for the two communities.  
The applied disturbances were pulse shifts in pH and temperature but all other 
parameters were stable due to the applied steady-state cultivation conditions. The 
microbial community structures were differently affected by the disturbances due to 
their varied complexity (AMC vs. CMC). Obvious differences were observed for the 
community assembly processes. The more complex community generally displayed 
higher resistance and resilience. It can be assumed that the higher cell number of the 
complex community (10-fold higher than AMC) can contribute to this phenomenon. 
The wastewater community (i.e. CMC) was grown in full medium and had higher 
species richness than the AMC, while many of their species and connected functions 
were preserved. Therefore the utilization of the substrate was more thorough and an 
obvious increase of cell number was found after the invasion of CMC (Figure in page 
114). Due to the higher cell numbers, the CMC thus shows better stabilizing abilities in 
maintaining community composition in comparison to AMC, as the higher cell number 
lowered the risk of extinction of rare species.  
By quantifying these four stability properties, insights of microbiome-driven 
processes can be gained that will help to improve the control strategy. Here structural 
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stability was highlighted, in contrast to functional stability, as the former is likely to 
foster the latter. A structural change may precede functional changes, hence providing 
an early warning signal for bioprocess control. It was noted, however, that due to 
functional redundancies in complex microbial communities, functional stability may not 
require compositional stability (Gibbons, 2017). Variation in any microbial community 
structure is always caused by changes in either intrinsic population characteristics (cell 
numbers and types) or/and abiotic data (e.g., pH or temperature). Thus, the step from 
monitoring and observing microbial community structure shifts to the understanding of 
their biotic or abiotic causes would help realize control of human, managed, or natural 
ecosystems.  
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3.3 Assembly processes in insular environments 
To study reliably the ecological behaviors of microbial communities require habitats 
that have identical physiochemical compositions and life histories. However, such 
habitats do not exist in most natural ecosystems. Therefore, much of the knowledge on 
assembly processes comes from synthetic or semi-synthetic laboratory systems in which 
the habitat properties are artificially defined and tightly controlled. Such knowledge can 
be seen complementary to that obtained from natural microbial communities (Cordero 
and Datta, 2016). 
In the publication 2 (Liu et al., 2019), assembly processes of natural microbial 
communities were investigated. A community originating from an activated sludge 
basin of a wastewater treatment plant was used for the purpose. According to the 
original conditions the community was grown under nutrient-rich conditions. Such 
conditions are not odd for microbial communities in environment. They can be found 
e.g. in gut systems of humans and animals or in environmental areas where carbons 
substances are degraded. Typically, environmental communities thrive in open systems 
where exchange of nutrients and also microorganisms is common. However, since pure 
bacterial strains and increasingly artificial and natural microbial communities are used 
as producers for certain chemicals in bioreactor systems, it makes sense to derive an 
understanding of how communities assemble in closed systems. Biotechnological 
processes typically rely on closed bioreactors to ensure sterile production of the desired 
products and usually operate them as batch cultivations. In addition to mono-cultures, 
interest recently emerged in engineering microbial consortia (Brenner et al., 2008; 
Sivasubramaniam and Franks, 2016) and even more complex communities producing 
biogas (Gunaseelan, 1997), bioethanol (Gray et al., 2006), biopolymers (Moscoviz et al., 
2016) and other compounds. Complex communities have advantages because 1) they 
can carry more metabolic pathways than mono-cultures, which increases their potential 
to use more raw substrates and remove inhibiting by-products, 2) they possess a higher 
redundancy of community functions protecting them against internal and external 
perturbations, and 3) they are cheaper to operate because there is no need for sterility 
and thus easier operation in open, continuous mode. 
Therefore, in this thesis, five insular reactors were established (figure in Appendix, 
page 141) and inoculated with an identical natural community and continuously 
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operated in parallel for 91 days at a dilution rate of D = 0.72 d
−1
, a working volume 
exchange rate of 33.3 h and, accordingly, a generation time of 23.1 h, allowing bacteria 
with slower growth rates to be sustained. Bacteria with generation times longer than 
23.1 h were lost by the continuous reactor operation and became extinct. The reactor 
steady‐state was reached by a fivefold working volume exchange after approximately 7 
days (adaptation phase) and was maintained for 84 days.  
The first hypothesis was that the application of balanced environmental conditions in 
a closed bioreactor system may contribute to the stabilization of the structure of a 
community. In order to even strengthen the influence of deterministic factors further 
environmental factors were allowed to shape the communities under these conditions. 
The idea was to test if soft environmental disturbances can synchronize the community 
structures in isolated parallel environments and drive them towards some identical new 
niche‐differentiated climax communities. To avoid put too much pressure on the 
communities, only moderate changes in the temperature regime from 30 °C to 40 °C 
and back were applied for two consecutive times. Three reactors handled in this way 
were run alongside two control reactors, with otherwise unchanged environments. One 
reactor was not inoculated and served as purity control. 
A dense sampling strategy and flow cytometric analysis allowed a deep insight into 
the assembly processes of the natural microbial communities. Both niche differentiation 
and neutral forces were found to be responsible for the drastic variations in community 
structures. The inability of the reactor operation to keep community structures stable 
was surprising since abiotic parameters were always balanced and the operational 
control was properly working throughout the study. 
 
3.3.1 Niche differentiation under balanced cultivation conditions 
To clarify the relative roles of niche differentiation vs. neutral mechanisms, ecological 
analyses were performed and results support that the niche differentiating mechanism 
became only temporarily more dominant based on two major ecological measures. 
First, niche differentiation effects are suggested by the geometric‐like rank order 
assembly curves with steeper slopes and by the presence of more rare sub-communities 
(Ofiteru et al., 2010). Such curves were found for communities during adaptation in all 
five reactors but also under the influence of temperature changes. Therefore, the 
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temperature influences were seen as disturbance and not any longer regarded as 
synchronizing tool to equalize community structures. However, the very few numbers 
of highly dominant sub-communities were, analogously, temporarily prevalent in all 
reactors that were disturbed by temperature changes. 
Second, niche differentiating mechanisms were disclosed by the numbers of detected 
significant correlations. An increased number of positive or negative correlations 
suggest both increasing interactions between organisms and between organisms and 
abiotic parameters (Faust and Raes, 2012; Günther et al., 2016; Needham and Fuhrman, 
2016). Adaptations to new conditions are known to cause not only changes in cell states, 
e.g. by cell growth and proliferation but also to alter community structures in response 
to a new abiotic (bioreactor) surrounding. Large numbers of correlations were detected 
in the adaptation phases of all reactors, but especially in response to the soft temperature 
stressor. While the high correlation numbers during the adaptation process were 
obviously caused by the different environmental background in comparison to the origin 
of the inoculum, the temperature disturbances initiated new and additional interactions 
between microorganisms. 
 
3.3.2 Neutral assembly under balanced cultivation conditions 
Neutral mechanisms were expected in such a reactor set‐up. Even the set‐up prevents 
stochastic dispersal from the outside, both equal competitive abilities per cell and 
elimination by continuous dilution can be assumed to be vital features of the continuous 
cultivation when the environment was maintained in a steady‐state. Four lines of 
evidence were found for the presence of neutral mechanisms. 
First, the strongest evidence for neutral assemblage is provided by the observation 
that, in undisturbed reactors and after adaptation, the shape of most rank‐order 
abundance curves of all reactors showed lognormal‐like distributions that were not steep. 
This phenomenon was predominantly observed in the controlled but also in the 
disturbed systems and is typical for a neutral assembly of communities (Matthews and 
Whittaker, 2014; Alroy, 2015). The S‐shape of lognormal assembly curves showed 
communities with relatively more sub-communities with a medium cell abundance, thus 
uncovering the weak niche selection of the operational reactor conditions. 
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Second, according to the assumption of Ofiteru et al. (2010), neutral mechanisms can 
also be proven by variations in the rank order of the entities. Again, this was found 
predominantly in the control but also in the disturbed reactors. 
Third, intra-community β‐diversity values surpassed the threshold value (defined by 
the reference space) indicating that dramatic fluctuations occurred in the steady-state 
reactor environments. Such fluctuations can be regarded as drift, an event that reveals 
the sudden random change in sub-community populations (Nemergut et al., 2013; Zhou 
and Ning, 2017). 
Fourth, diverging inter‐community β‐diversity across reactors suggests active neutral 
mechanisms (Chase, 2010). This hypothesis was proposed even for an open system 
(with regional exchange), in which stochasticity in assembly history can create multiple 
stable equilibria of community structures across local sites, leading to a high inter‐
community β‐diversity (Pagaling et al., 2017). For the control reactors, inter‐community 
β‐diversity showed a clear positive trend through the time. By contrast, the reactors 
treated with the soft temperature stressor showed lower and even negative gradients. 
 
3.3.3 From intermediate disturbance to a non‐equilibrium system  
The purpose of community management is to maintain the community in a desired 
equilibrium with its environments for optimal product syntheses. Constant 
environments are expected to contribute to the establishment of synchronized or at least 
multiple equilibria (Deangelis and Waterhouse, 1987). However, no synchronization 
and no such equilibria were found in these five reactors, as community structures varied 
disparately and continuously. Under steady‐state performance, temperature disturbances 
caused unique niche differentiation processes. It was seen that, while being reduced to 
low values intermittently, a high and unequal α‐diversity was finally maintained, 
although approximately 100 generations must have been produced. In non‐equilibrium 
theories, slow‐competitive displacement (Chesson and Case, 1986) was considered as 
one causal mechanism, which could be supported by the mechanisms of intermediate 
disturbance hypothesis (IDH). IDH states that disturbance regimes that are intermediate 
in terms of frequency and/or intensity lead to a high-diversity coexistence (Connell, 
1978; Griffiths and Philippot, 2013).  
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The IDH was once a leading idea about how disturbances and other environmental 
fluctuations affect species diversity. However, flaws of the IDH have been recognized 
after a gradual accumulation of empirical evidence (Fox, 2013). Over one hundred 
published studies about disturbance-diversity relationship have been reviewed by 
Mackey and Currie (2001). They revealed that the peak of diversity is rarely located at 
intermediate disturbance levels as expected based on the IDH (< 20%). Generally, it 
would be argued that natural conditions are far more complicated than the IDH assumes, 
especially for microorganisms, so that other factors may prevent IDH conformity as 
predicted. Also, sometimes practical conditions do not allowed sampling a sufficient 
range of disturbance intensities or frequencies in supporting IDH assumptions.  
In this thesis, the dilution rate is considered as press disturbance although it 
continuously provided new resources. Dilution, however, also threatens to remove 
organisms that do not grow fast enough to be retained in the reactor environment. 
Thereby, the dilution rate lowers competition between species due to high nutrient 
availability and creates sufficient space for inferior competitors to co-exist because the 
slow medium exchange increases their chance to stay in the reactor (Chesson and 
Huntly, 1997). Therefore, the non‐equilibria in insular reactors may have been 
supported by such a given rate of dilution that is neither too fast to lose species over 
time nor too slow to allow stark competition for resources.  
In addition, (Chesson and Case, 1986) described the non‐equilibrium to be connected 
to the competitive equality of organisms in communities, which can go extinct only by 
random drift, a situation established predominantly in the control reactor set‐up. 
Therefore, competitive equality amongst organisms may always lead to non‐equilibrium 
in insular steady‐state systems that do not allow species inflow. 
Calculating stability properties for all five community structures revealed the degree 
to which communities were able to resist the disturbances and drift events and to 
recover despite neutral and niche differentiation forces. Stability properties provide an 
additional view point on the equilibria of the five reactor communities. The evaluation 
of calculated resistance and resilience values revealed that soft temperature disturbances 
prompted low resistance (high deviation after disturbance). Drift events in the controls 
also caused similar high deviations. That, however, was expected because drifts are also 
known to change community structures by the self-amplification (Wu and Loucks, 
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1995). All this means that both manual changes of temperature and accidental events of 
drifts can break the originally established equilibria and drive adaptation of community 
members to the altered situation. 
In summary, both niche differentiation and neutral mechanisms led to unsteady 
communities with low‐stability properties. The communities can be defined as non-
equilibrium systems within the studied time frame. Therefore, balanced steady-state 
reactor conditions do not favour the maintenance of community structures and probably 
do not guarantee stable production conditions. 
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3.4 On-line analysis of reactor data 
Microbial flow cytometry is a powerful single-cell based measurement method to 
realize high-throughput analysis of microbial communities. There is a big demand for 
an automated data analysis which suited for abiotic data such as measurement of 
turbidity, or O2 and CO2 analysis pipelines. A segregated biomass measurement 
however is still not possible. Both in research and industry, most often bulk 
measurements of biomass are used. Flow cytometry is a tool that can change this. There 
are applications available that sample, stain, and analyse the sample within 15-20 min 
(Besmer et al., 2016; Props et al., 2016; Van Nevel et al., 2017; Buysschaert et al., 
2018; Proctor et al., 2018). In the past, the evaluation of such data was very time-
consuming. Now tools are available that can automatically and quickly evaluate flow 
cytometric data (Koch et al., 2014b) of microbial communities. These are flowCHIC 
(Koch et al., 2013a), flowCyBar (Koch et al., 2013c), and FlowFP (Rogers and Holyst, 
2009; De Roy et al., 2012), with flowCyBar providing most information on community 
dynamics and allowing potential functions to be assigned to sub-communities by 
correlation analysis, while also allowing decisions on cells sorting for further analysis of 
identities and functions.  
During the application of flowCyBar only one step is still undertaken manually: the 
gating procedure for the definition of the sub-communities. So far, this could be 
achieved only with the help of time-consuming manual clustering procedures that 
require extensive user-dependent input. Although several tools have recently been 
developed for automated gating for cytometric data generated from human samples 
(Malek et al., 2015) these cannot be applied to bacterial samples because they are 
restricted to distinguish only two or three sub-communities within a 2D-histogram. 
However, in bacterial samples, up to 60 sub-communities can be expected per 2D-
histogram.  
flowEMMi was invented to close this gap. A model-based clustering tool was 
developed based on multivariate Gaussian mixture models with subsampling and 
foreground/background separation. It overcomes the user-dependent and time-
consuming manual clustering procedure and provides consistent results with ancillary 
information and statistical proof. When comparing it with other established gating 
methods (i.e. flowDensity, flowMeans, flowClust, etc.), flowEMMi was proven to be a 
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competitive method for cytometric fingerprinting of complex communities with regard 
to the ability to separate cell clusters from the dots in background, the running time 
(Table in page 73) and the outcome of gating (Figure in page 80). Therefore, flowEMMi 
is a promising tool to move forward towards routine on-line monitoring of complex 
natural communities. 
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3.5 Conclusion and outlook 
Microorganisms usually comprise short generation times, so that community dynamics 
can hardly be monitored. Flow cytometric approaches are currently the only methods 
that can follow complex community variations close to real-time. Therefore, flow 
cytometric approaches are advantageous to be used in management, design and even 
control of microbial processes (Koch et al., 2014a).  
In this thesis, I explained how microbial flow cytometry can be used in studying 
complex communities. The structures of the highly diverse complex communities were 
verified by a next generation sequencing technology, i.e. 16S rRNA gene sequencing 
using the Illumina Miseq platform.  
The cytometric fingerprinting approach, where microbial individuals in complex 
communities were classified into sub-communities according to their physiological 
characteristics (e.g. cell size, cell density, genome contents and proliferation stage), was 
used to study the ecological behavior of communities. Using this methodology, I: 
− worked on the expansion of the cytometric tool-box by the development of a 
method to determine ecological stability properties, e.g. resistance and resilience. 
− contributed to the development on the automatic gating procedure, flowEMMi, 
which will help to evaluate microbial community data person-independent and 
with higher speed. 
− contributed to the understanding of community assembly by using knowledge 
from macro-ecology and applying it to calculate dynamics of microbial 
communities. The observation of the behavior of complex communities in 
insular reactors under steady-state conditions was in the focus of my research. 
Although constant environments are expected to contribute to the establishment 
of synchronized or at least multiple equilibria, I found no synchronization and 
no such equilibria in my reactors, as community structures varied disparately 
and over time. Even an add-on moderate temperature change failed to act as a 
synchronizing driver. This might be caused by the experimental set-up has 
sustained the high species diversity and probably the high functional redundancy 
of the community. With regard to the IDH regime, all of the dilution process, the 
drift events and the temperature changes can lead such high-species-diversity 
communities and their varied structures. Therefore, I considered my reactor 
3.5 Conclusion and outlook 
 
Page | 96  
 
system as the non-equilibrium system, where complex communities probably 
cannot be synchronized or maintained in the original or intended assembly state 
for a long time. 
Urgently, I want to recommend using a “checklist” to specify the ecological 
situations in every ecological study, especially before making ecological statements. For 
me, an understanding of the ecology of communities used in industry and research or 
sampled from environment should be mandatory since functions may have their reason 
not only in individual metabolism but also in ecology since the decision on which 
organisms will be dominant in a community and perform its function is not always 
decided by competition but also by stochastic choices. Last but not least, the creation of 
flowEMMi will contribute to the realization of on-line analysis of complex microbial 
communities. With the rapid improvement in computing power of PCs and the 
reduction of the requirement by using artificial intelligence (AI) algorithms, the on-line 
analysis of complex communities will be realized in a not so far future. The on-line 
analysis will be based on on-line and in-situ cytometric measurement, real-time 
generation of cytometric 2D-histograms and the automatic definition of sub-
communities. As an outcome, the structural dynamics and thus stability of communities 
can now be easily followed. With regard to the correlation between community 
dynamics and measured abiotic parameters, the abundance variation of sub-community 
can be linked to the relevant abiotic factor, which will allow to control of bioprocesses 
and to make decisions for operational optimization and control. 
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S1: Bacterial strains and culture conditions 
The mock strains 1 and 2 correspond to Rhodococcus sp. RAH1 and Pseudomonas putida 
KT2440, respectively, and were used as positive controls for the MiSeq sequencing run. The 
SILVA data base version 123 (Quast et al. 2013, Text S5 in the supplemental material, Section 
S5.4) recognized them on the genus level as Rhodococcus and Pseudomonas. Rhodococcus sp. 
RAH1 was obtained from the strain collection of the Helmholtz Centre for Environmental 
Research (Leipzig, Germany) while P. putida KT2440 was obtained from the German Collection 
of Microorganisms and Cell Cultures (Braunschweig, Germany). The strains were cultivated 
aerobically in 500-mL flasks on a rotary shaker at 30 °C and 150 rpm in separate batches of 100 
mL Lysogeny broth: tryptone 10 g L-1 (Oxoid, Hampshire, United Kingdom), yeast extract 5 g L-1 
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sampled at the communal wastewater treatment plant (WWTP) in Eilenburg, Germany 
(51°27'39.4"N, 12°36'17.5"E, ~10200 m3 wastewater per day, water purification according to 
German law (Waste Water Ordinance – AbwV 2004)). The wastewater was frozen into aliquots 
at -20°C and one of the aliquots (10 mL) was pre-cultured (150 rpm, overnight, at 30 °C) in 
100ml 2 % peptone and 98 % synthetic wastewater medium: 0.198 g L-1 peptone, 0.2 g L-1 meat 
extract, 0.219 g L-1 yeast extract, 0.1 g L-1 glucose, 0.49 g L-1 Na-propionate, 0.0059 g L-1 
CaCl22H2O, 0.0294 g L
-1 KCl, 0.06 g L-1 NaCl, 0.04 g L-1 K2HPO4, 0.2156 g L
-1 KH2PO4 and 0.0196 g 
L-1 MgSO47H2O. This pre-culture was used as CMC. The phylogenetic affiliation of their 
members are listed in Table S5.2 and Figure S5.1 in Text S5 in the supplemental material. 
 
Continuous reactor cultivation of AMC and CMC 
Continuous reactor cultivations were carried out in a Biostat MD laboratory stirring bioreactor 
(BIOSTAT® B-DCU II, Sartorius, Goettingen, Germany) with a final working volume of 1 L. 
Environmental conditions were set to 30 °C, a stirrer speed of 400 rpm, an air pressure of 1.2 
bar, and an aeration rate of 2.0 L min-1. Dilution rate was adjusted to 0.036 h-1 (0.6 mL min-1 
Lysogeny broth), and controlled during the whole experiment by a peristaltic pump (Watson 
Marlow, 101U/R, Falmouth, England) and a volume controller inside the reactor. The pH was 
kept constant at pH 7.0 by adding 1M KOH or 1M H2SO4 as required and measured online in 
the liquid phase (Ingold, Mettler Toledo GmbH, Giessen, Germany).  
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Figure S1.1: Design of disturbace experiment. (A): Cell numbers were counted with identical workflow 
for AMC and CMC samples (Text S2 in the supplemental material, Section S2.1). (B): Dilution rate, 
aeration rate, pH, and temperature. Blue arrows indicate pH disturbance while red arrows indicate 
temperature disturbance. The grey vertical line indicates the shift from the artificial microbial 
community (AMC) to the complex microbial community (CMC).  
An artificial microbial community (AMC, constructed by three strains detected on the genus 
level as Bacillus and Paenibacillus, as well on the family level as Comamonadaceae on the 
SILVA data base version 123, Quast et al. 2013, see Text S5 in the supplemental material, 
Sections S5.1 and S5.4), was cultivated in a continuous bioreactor for 216 h. A long-term 
disturbance was simulated by a single invasion event (addition of 60 ml wastewater pre-
culture) of a complex microbial community (CMC) which resided for another 219 h. In addition, 
short term pulse disturbances (2 h, respectively) were simulated by temperature changes from 
30 °C to 15 °C (73 - 75 h and 335 - 337 h) and for pH from pH 7 to pH 5 (170 - 172 h). A second 
pH disturbance was slightly raised first from pH 7 to pH 8.2 (396 - 404 h) and then this value 
was reduced to pH 5 similar to the other disturbance before (404 - 407 h). With exception of 
the pulse disturbances periods the pH and the temperature were kept constant. Cell number 
was increasing during the first 29.5 h from 7.23 x 107 to 2.04 x 1010 cells mL-1 but decreased 
constantly until reaching a plateau of about 3 x 108 cells mL-1 for the AMC (91 h to 215 h). The 
addition of the CMC led to a stark increase in cell numbers up to average of 1.14 x 1010 cells 
mL-1 (for 238 h to 435 h) after an adaptation period of 22 hours.  
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(2013) The SILVA ribosomal RNA gene database project: improved data processing and 
web-based tools. Nucleic Acids Research, 41, 590-596. 
Waste Water Ordinance - AbwV (2004), Federal Republic of Germany, Apendix 1, 
Municipalities / domestic wastewater 
0 100 200      216 300 400
0.0
2.5
 
 A
e
ra
ti
o
n
 r
a
te
 (
L
·m
in
-1
)
0.00
0.04
D
il
u
ti
o
n
 r
a
te
 (
h
-1
)
4
13
p
H
0
60
B
 T
e
m
p
e
ra
tu
re
 (
°C
)
A
0 100 200 300 400
10
7
10
8
10
9
10
10
10
11
 hours
 hours
C
e
ll
 n
u
m
b
e
r
Supplementary material for publication 1   
 
  Page | 115  
 
Supplemental Text S2 
 
S2: Flow cytometric analysis 
S2.1: Harvesting, fixation, and staining procedure for flow cytometry 
Harvesting: 
Samples were harvested from the bioreactor via a specific silicone membrane port under 
sterile conditions by using sterile needles and syringes. At each sampling time two samples of 
2.2 mL were taken for the biological replication procedure. This harvesting procedure was 
done every 30 min, during the first 6 h after each disturbance (pH, temperature) and every 2 h 
otherwise (excluding nights and weekends).  
 
Fixation: 
Samples were centrifuged (3 200 g, 10 min, 4 °C) and the supernatant was discarded. The cells 
were washed in phosphate buffered saline (PBS: 6 mM Na2HPO4, 1.8 mM NaH2PO4, 145 mM 
NaCl, pH 7) once (3 200 g, 10 min, 4 °C) and stabilized by adding a para-formaldehyde solution 
(PFA, 2 % in PBS) to the cell pellet and incubated for 30 min at room temperature (RT). After 
another centrifugation step (3 200 g, 10 min, 4 °C), 2 mL of ethanol (70 %) were added for 
fixation and the cell solution stored at -20 °C for two months maximum.  
 
Staining: 
For the staining procedure, the cells were taken out of the fixation solution (70 % ethanol), 
centrifuged, washed in PBS, centrifuged again, and the optical density (OD) of the cells 
adjusted to 0.035 (dʎ700nm = 0.5 cm) in 2 mL PBS (6 mM Na2HPO4, 1.8 mM NaH2PO4, 145 mM 
NaCl, pH 7). Then, the samples were washed another time (3 200 g, 10 min, 4 °C in PBS) and 1 
mL of solution A (citric acid 0.11 M, Tween 20, 4.1 mM, in bidistilled water) was added. 
Incubation took place for 20 min at RT; 10 min in a ultrasonication water bath for CMC samples 
(ultrasonic bath, Merck Eurolab, Darmstadt, Germany, at RT), and 10 min on the lab bench for 
AMC samples. After another centrifugation step (3 200 g, 10 min, 4°C) the cells were stained 
with 0.24 μM DAPI (4',6-di-amidino-2-phenyl-indole, Sigma-Aldrich, St. Louis, USA) in 417 mM 
Na2HPO4/NaH2PO4 buffer (289 mM Na2HPO4, 128 mM NaH2PO4, pH 7) overnight in the dark at 
RT. The stained samples were filtered using 50 µm CellTrics filter (Sysmex Partec GmbH, 
Görlitz, Germany) before measurement to prevent clogging of the cytometer nozzle (70 µm). 
 
The influence of the sonication procedure on the cytometric community structure was tested 
for one sample (Fig. S2.1). One untreated sample (A) was compared to one subjected to sonic 
treatment (B) and sonic treatment during incubation in solution A (C). As shown below the 
differences between the three approaches were only small, and we decided to use treatment 
C. 
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Figure S2.1: Testing of sonication on cytometric community patterns from a cultivated pre-test 
CMC: (A) untreated sample, (B) treatment with 10 min sonication before OD adjustment, (C) 
treatment with 10 min sonication during incubation in solution A. (D) gate template for 
abundance analysis, (E) relative abundance of cells in gates. 
 
Cell Analysis: 
Samples were measured with a MoFlo Legacy cell sorter (Beckman-Coulter, Brea, California, 
USA) which is equipped with two lasers. The 488nm laser Genesis MX488-500 STM OPS 
(Coherent, Santa Clara, California, USA) at 400 mW was used for measurement of FSC 
(bandpass filter 488/10, neutral density filter 1.9) and SSC signal (bandpass filter 488/10, 
neutral density filter 1.9, trigger signal) and the 355nm UV laser Xcyte CY-355-150 (Lumentum, 
Milpitas, California, USA) at 150 mW for UV-induced fluorescence (bandpass filter 450/65). 
Photomultiplier tubes were purchased from Hamamatsu Photonics (Models R928 and R3896; 
Hamamatsu City, Japan). Daily and in-between-day calibration of the instrument was 
performed with fluorescent 1 µm UV beads (FluoSpheres (350/440)) and 2 µm yellow-green 
beads (FluoSpheres (505/515), both from Molecular Probes (Eugene, Oregon, USA). UV beads 
(0.5 µm and 1 µm, both Fluoresbrite BB Carboxylate microspheres, (360/407), PolyScience, 
Niles, Illinois, USA) were added to each sample. 
DNA-stained samples were measured flow cytometrically as logarithmically scaled 2D-dot plots 
according to DAPI fluorescence for DNA content and forward scatter for cell size related 
information. For every 2D-dot plot 250 000 cells were measured (see Section S2.4) and beads 
(0.5 µm and 1 µm UV beads, Fluoresbrite BB Carboxylate microspheres (360/407), PolyScience, 
Niles, USA) were amended into the sample for adjustment. Cell numbers of the cell 
suspensions were determined using a defined number of 1 µm yellow-green beads (YG beads, 
FluoSpheres (505/515), Molecular Probes, Eugene, USA) measured together with a defined 
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volume of DNA-stained cells. The 2D-dot plots were gated with regard to cells and beads 
(gating strategy see Section S2.4), and cell counts were calculated as follows:  
Cell⁡number⁡mL−1 =
𝑓 ∙ 𝐶(parent) ∙ 𝐵 ∙ 𝑉
𝐵(YG) ∙ 𝑉(sample)
 
f: The dilution rate of sample for counting 
C(parent): The virtual cell number in the parent gate 
B: The defined concentration of 1 µm YG beads 
V: The volume of defined concentration 1 µm YG beads 
B(YG): The number of beads in the gate 1 µm YG beads 
V(sample): The defined volume of DNA- stained cells sample 
 
Cell Sorting: 
The cell sorting procedure was done as follows: 70 % ethanol fixed samples were washed in 
PBS and stained according to the procedure described above. After setting gates for sorting, 
the sort procedure was started. Each sorted sample was composed of 500 000 cells for every 
gate selected for sorting. The sorting procedure was done in the most accurate sort mode of 
the MoFlo (highest-purity sort mode single-cell and one-drop: purity 99 %) at a rate not higher 
than 2 500 particles per second. Cells were harvested by a centrifugation step (20 000 g, 4 °C, 
25 min), and the pellet was frozen at -20 °C for later pooled DNA extraction, library 
preparation and MiSeq sequencing. 
S2.2: Cytometric terms used in the study  
Cytometric terms used in this study are collected in Box S2.1. Some of the terms were newly 
defined while others were described in an earlier work (Koch et al. 2014). 
 
Box S2.1: Cytometric terms 
FSC: Forward scatter is an optical characteristic containing information related to cell size. 
SSC: Side scatter is an optical characteristic containing information related to cell density. 
DAPI fluorescence: Is an optical characteristic that is used for quantification of cellular DNA content. 
Event: Can be a cell, a bead, or noise in a cytometric histogram. 
Beads: Monodispersed microspheres are used for calibration of the instrument, the alignment of the 
2D-dot plots, and for cell number determination. 
Cell: The microbial cell is an individual biological unit. It is characterized by optical characteristics which 
can be measured using flow cytometry. 
Virtual cell: The virtual cell represents the cell’s characteristics regarding the chosen optical parameters 
usually in a 2D-dot plot. 
Community: Is the entity of microorganisms in a natural sample. It can comprise high diversity, i.e., 
hundreds of different species regarding phylogeny and function. 
Subcommunity/Cluster: Virtual cells with similar optical properties.  
Gate: A gate marks a cluster of cells in the histogram that differ from others in their optical properties. It 
can be defined using one, two, or even more parameters.  
Gate-template: Represents the entity of all gates. It is defined by marking all upcoming clusters of one 
defined experimental series and finally applied to all samples within this experiment. 
Cell sorting: Separation of selected cells out of a community using a cell sorter. Cells were further 
processed by Illumina sequencing in this study. 
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S2.3: Intrinsic variation of technical samples in flow cytometric patterns 
To verify the reliability of cytometric measurements a sample is splitted into three parts and 
treated independently according to the cytometric workflow. As an outcome three parallel 2D-
dot plots are produced that are evaluated by using the gate-template (see Section S2.4). 
Numbers of cells per gate are calculated by using the program FlowJo (FlowJo LLC, Oregon, 
USA). The relative abundance of a gate (i.e. cells belonging to this gate given as a fraction of 
the total population, expressed in %) varied between the three technical replicates, with a 
mean standard deviation over all gates of 0.6 %, and a maximal standard deviation of 4.5 %. 
 
 
 
Figure S2.2: (A) Exemplary cytometric 2D-dot plots of three DAPI stained CMC samples (P1 - P3) which 
were harvested at 340.5 h. The gate-template (see Section S2.4) is shown as overlay in the 2D-dot plots. 
(B) Variation analysis of flow cytometric measurement. One sample was measured thrice and the 
average relative abundance as well as standard deviation calculated for each gate.  
 
S2.4: Gate-template for evaluation of AMC and CMC distributions.  
Gates are set according to virtual cell clusters for all measurements within the continuous 
reactor experiment. 
Relative abundancies were determined by setting the sum of all gates as 100 %.  
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Figure S2.3: (A) 250 000 cells were measured for each sample using a parent gate created in Summit 
Ver. 4.3 (Beckman-Coulter, Brea, CA) which comprises all stained cells and excludes noise and beads. 
The example shows the community at hour 340.5 of the experiment. (B) For total cell number 
estimation 1 µm yellow green (YG) beads were amended into each sample and the bead number 
measured by using gate “1.0 µm YG beads” in the yellow channel of the flow cytometer (band pass filter 
580 ± 15 nm). Total cell counts were determined as described in Section S2.1. (C) For sample analysis the 
software in FlowJo V10 (FlowJo LLC, Oregon, USA) was used. Therein a cell gate similar to the parent 
gate used in A was created to remove virtually noise and beads from the original 2D-dot plots. (D) All 
140 samples together were used to create the gate-template for the community which contained 
between about 200 000 and 250 000 cells of the parent gate. A gate was set wherever a new 
subcommunity became apparent. The final gate-template was then applied to each sample to extract 
individual subcommunity abundances.  
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S2.5: Tables for individual amounts of cell numbers in gates 
Tables S2.1 to S2.10 show abundancies of cells per gate for all 140 cytometrically measured 
samples. 
Table S2.1: Absolute cell numbers in gates from G1 to G34 of samples picked between 0 and 19 h 
Time 0 h 0.5 h 1 h 1.5 h 2 h 2.5 h 3 h 3.5 h 4 h 4.5 h 5 h 5.5 h 6 h 19 h 
G1 2571 3827 5004 2340 3931 2306 2041 1956 1651 1262 2849 1488 2220 1043 
G2 464 798 867 544 900 506 539 799 1042 1004 2362 1572 2450 330 
G3 1130 1837 2305 1419 2006 2023 2149 2492 3283 2480 4220 2679 3578 444 
G4 112035 135893 132204 152078 140496 154234 153787 142179 140715 137985 128920 137934 134493 3685 
G5 14469 5752 4980 2250 3430 2171 1440 2102 2462 2007 3583 2300 3057 135353 
G6 34335 15765 23906 19275 23319 18273 16012 14987 17515 12681 28351 21436 21832 75195 
G7 329 306 666 533 573 1110 2675 1596 3224 2399 838 2275 1635 202 
G8 27 10 6 8 8 7 7 3 2 3 3 13 3 0 
G9 35 30 30 23 16 26 23 9 17 8 9 16 8 1 
G10 70 46 19 19 25 13 18 19 11 14 18 26 10 5 
G11 84 118 311 319 173 311 366 245 295 276 258 266 257 20 
G12 65 61 54 68 26 23 40 23 37 34 12 24 20 15 
G13 115 147 218 222 291 852 883 1256 1455 1039 966 742 988 48 
G14 94 30 30 44 34 28 28 30 31 23 28 36 34 10 
G15 55 60 84 91 45 181 316 286 359 320 285 291 396 24 
G16 29 18 17 10 13 9 11 11 8 17 3 9 17 1 
G17 37 35 18 35 21 6 19 9 16 24 4 7 5 2 
G18 10053 3592 11300 8057 8994 11676 12456 6647 10133 6659 12442 9844 9714 4522 
G19 41 48 78 154 44 51 75 57 80 76 37 68 121 16 
G20 73 105 127 225 34 78 137 64 120 97 44 121 170 19 
G21 198 276 261 263 60 115 162 69 110 117 65 128 101 47 
G22 246 208 800 311 676 475 317 509 356 263 625 372 436 671 
G23 241 138 456 219 284 280 215 329 320 117 297 168 128 1314 
G24 114 131 381 148 330 228 178 208 176 123 260 187 219 20 
G25 18 11 72 44 46 31 32 38 45 14 27 22 17 41 
G26 16 19 67 23 26 43 43 43 16 15 25 19 8 50 
G27 111 89 448 187 370 288 195 276 255 157 334 254 250 77 
G28 559 394 905 591 717 687 444 746 512 251 503 369 347 507 
G29 34 30 168 46 121 82 57 94 82 48 83 88 93 11 
G30 727 235 513 301 315 321 236 366 380 190 260 205 133 16898 
G31 449 559 615 603 278 316 376 315 417 348 341 508 548 128 
G32 167 302 588 238 566 430 302 297 234 133 370 103 103 118 
G33 50182 53168 41983 34048 37327 27576 21833 30600 25003 31097 32264 31421 33944 5487 
G34 158 145 249 173 301 234 217 211 279 201 114 287 205 47 
Sum 229331 224183 229730 224909 225796 224990 217629 208871 210641 201482 220800 215278 217540 246351 
 
Table S2.2: Absolute cell numbers in gates from G1 to G34 of samples picked between 21 and 67 h 
Time 21 h 23 h 25 h 27 h 28.5 h 29.5 h 43 h 45 h 47 h 49 h 51 h 53 h 55 h 67 h 
G1 852 666 444 581 753 761 1349 972 380 1652 344 413 565 4965 
G2 255 139 127 119 177 287 119 81 69 127 56 57 56 1044 
G3 293 153 212 154 123 99 46 19 19 27 19 16 17 386 
G4 2675 1140 552 601 380 662 982 1533 1735 675 1084 805 354 2770 
G5 130329 131491 139140 151729 150304 152238 119730 106004 111081 117208 107493 101046 90556 41523 
G6 81009 79450 61940 54528 58587 53036 88388 70235 87305 79272 96936 103064 106370 50991 
G7 125 240 211 103 246 154 118 66 105 113 132 128 88 4305 
G8 0 1 1 0 3 3 1 0 0 12 0 0 8 109 
G9 1 0 3 4 0 3 12 11 1 41 2 1 9 72 
G10 7 1 1 6 2 8 8 2 6 1 6 6 11 59 
G11 15 30 41 38 37 31 39 69 60 63 36 54 48 236 
G12 15 31 31 32 43 25 45 60 53 103 39 41 53 316 
G13 54 33 30 13 15 12 15 7 1 6 5 4 4 124 
G14 11 16 14 18 10 7 7 14 13 16 14 9 8 154 
G15 16 18 8 10 2 1 1 2 2 0 1 1 3 29 
G16 1 0 2 3 4 2 1 8 2 12 1 1 4 94 
G17 3 1 4 4 6 4 1 16 6 12 5 7 16 103 
G18 2919 3917 3390 1787 2646 1501 2314 454 917 735 1114 1002 887 2846 
G19 15 18 7 7 4 2 3 5 13 4 11 5 8 31 
G20 21 28 16 19 16 5 7 16 30 10 25 19 16 116 
G21 57 79 43 58 41 35 41 93 87 115 56 62 76 582 
G22 849 1879 2727 1364 2775 1245 2056 313 528 538 854 790 1456 14214 
G23 1249 2675 4612 2675 4523 2496 5269 1299 1847 2628 2770 3536 7432 38318 
G24 14 28 21 18 34 26 9 3 17 8 5 9 10 1024 
G25 18 20 17 13 17 16 2 4 3 6 9 3 3 333 
G26 15 13 15 3 8 10 2 2 1 1 1 1 2 121 
G27 92 216 151 112 244 117 145 33 72 57 96 88 98 3052 
G28 884 612 1170 1017 359 1311 1260 13899 6952 5881 5025 5776 5233 6783 
G29 8 11 12 12 11 19 9 6 3 5 4 6 7 494 
G30 21292 29733 43329 40639 35624 36960 32632 20378 23216 34774 25747 24636 33130 61240 
G31 133 135 88 97 80 56 48 67 63 85 71 66 63 859 
G32 89 27 16 15 26 42 18 5 4 14 5 8 10 545 
G33 4502 2127 924 1716 1691 2420 762 6732 3167 1571 1711 1695 1114 1404 
G34 36 70 67 62 104 88 62 29 74 70 63 76 51 2193 
Sum 247854 254998 259366 257557 258895 253682 255501 222437 237832 245842 243740 243431 247766 241435 
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Table S2.3: Absolute cell numbers in gates from G1 to G34 of samples picked between 69 and 78.5 h 
Time 69 h 71 h 73 h 73.5 h 74 h 74.5 h 75 h 75.5 h 76 h 76.5 h 77 h 77.5 h 78 h 78.5 h 
G1 1900 8843 4124 1705 1120 4306 5372 1304 3039 3012 5247 3975 1846 5560 
G2 167 624 629 244 223 548 1331 650 1513 1972 3355 2350 653 1415 
G3 50 161 224 89 86 203 310 157 191 427 2108 784 308 506 
G4 5216 2363 2067 3304 3616 3600 1716 2166 2149 1667 1174 1365 1724 1265 
G5 58489 42220 57780 63621 67200 59536 53317 59772 61477 56822 62172 59160 67387 61107 
G6 87901 56481 67254 88343 95897 84726 55121 96438 76951 63565 68443 68052 83645 64428 
G7 596 2092 1849 1009 1199 999 2686 939 684 1527 1881 1337 1467 1947 
G8 101 6021 475 40 14 1172 325 14 589 1476 1226 58 52 806 
G9 113 4607 236 27 18 661 164 12 431 874 602 31 18 389 
G10 268 1353 222 411 432 875 296 726 625 786 1085 692 868 747 
G11 91 1382 91 48 57 238 107 16 57 80 69 92 67 101 
G12 129 886 283 69 80 231 587 42 149 241 509 269 144 317 
G13 12 45 54 37 48 62 69 77 64 119 206 177 138 155 
G14 25 195 258 81 110 63 118 139 140 150 70 156 212 412 
G15 8 5 10 15 10 24 11 28 16 34 37 42 73 41 
G16 16 1447 163 18 10 203 81 5 104 249 186 40 16 217 
G17 18 538 121 22 30 117 61 11 80 160 174 40 37 147 
G18 1548 1417 1960 1476 1847 1796 2911 5537 1284 1849 2159 1889 1919 1987 
G19 22 18 32 23 29 75 48 43 61 74 88 66 112 52 
G20 34 62 79 51 66 113 66 100 121 117 165 160 196 146 
G21 171 753 544 151 144 418 596 235 389 553 806 581 403 786 
G22 13949 12227 14063 5595 10035 12230 8809 34842 4429 5960 16343 7811 7756 8699 
G23 29043 30665 30033 25711 20916 25732 39066 17992 33045 32703 27451 34732 25026 28307 
G24 72 469 372 178 253 202 259 94 123 294 202 186 281 429 
G25 67 930 284 120 169 111 161 98 54 167 169 110 98 218 
G26 8 77 46 17 22 16 26 11 9 32 30 12 23 58 
G27 761 2231 2193 1179 1570 992 1679 847 687 1248 1201 1133 1209 1630 
G28 2231 9343 5180 7582 2124 3397 9165 535 7701 11790 2896 6666 3268 6809 
G29 57 484 289 162 174 147 173 70 69 219 132 118 177 310 
G30 42823 47892 54149 37468 38218 40703 52351 33740 44279 48832 47554 50147 45454 54016 
G31 165 526 582 247 225 488 1005 323 487 836 1793 1139 774 1047 
G32 35 171 113 77 72 116 125 29 68 134 175 89 143 135 
G33 2023 1334 1199 3316 1910 1915 1632 982 1942 1813 796 1101 1175 885 
G34 295 941 787 476 489 622 1772 333 414 813 1339 781 1003 989 
Sum 248404 238803 247745 242912 248413 246637 241516 258307 243421 240595 251843 245341 247672 246063 
 
Table S2.4: Absolute cell numbers in gates from G1 to G34 of samples picked between 79 and 172.5 h 
Time 79 h 91 h 93 h 95 h 97 h 99 h 101 h 169 h 170 h 170.5 h 171 h 171.5 h 172 h 172.5 h 
G1 9506 24449 27785 20746 42056 57005 43646 2599 2738 3874 3844 5487 4174 2685 
G2 1968 1423 2481 1899 4952 8806 14034 9311 9417 10487 10501 16250 12061 8175 
G3 1036 397 438 701 1867 3519 11054 13327 10103 11857 10868 11338 4360 6918 
G4 421 284 409 479 805 1300 230 271 378 409 720 279 478 347 
G5 50008 61942 54806 54521 44959 40584 32954 793 991 1198 1588 323 677 744 
G6 53744 51129 35329 44504 33470 27706 21818 367 526 575 788 199 553 358 
G7 2501 987 1370 1204 982 550 301 122 278 232 340 161 382 111 
G8 1468 238 704 241 1877 1318 1596 2245 5991 4981 6021 3436 4861 3952 
G9 299 144 1613 394 1276 721 720 1532 2458 2336 3332 1963 2324 2472 
G10 631 7520 7369 11792 12308 6934 12160 13653 14957 15869 16388 11309 15463 17364 
G11 95 1755 1790 642 1155 1034 441 227 308 419 496 388 696 447 
G12 298 929 1902 1003 1115 1963 274 2289 2116 2210 2192 3140 3592 2436 
G13 231 93 114 251 2077 7513 17024 28013 23810 24928 23741 27296 15618 26719 
G14 484 392 749 834 505 3536 799 2492 2901 3713 2892 13263 4107 5222 
G15 69 29 18 80 659 3601 11133 15486 14582 13486 14276 10241 11724 11965 
G16 279 97 337 192 254 327 123 13460 2973 2507 2765 1303 2021 1603 
G17 140 370 510 774 703 725 109 7770 2140 1681 1827 1276 1184 910 
G18 1346 2062 1524 2484 1834 1300 501 116 247 248 337 131 426 134 
G19 90 327 257 578 658 548 156 1611 1275 753 1169 432 777 644 
G20 145 576 537 982 1331 1267 508 4396 3513 2710 3281 1742 2885 2238 
G21 670 2126 2784 3886 4048 4479 1372 19496 17374 14859 13919 14500 17998 14124 
G22 13210 15176 5857 19507 11593 3363 9012 237 1713 1782 715 95 618 182 
G23 36663 26033 24341 27890 22383 12272 17675 380 2293 2844 966 132 591 303 
G24 764 156 220 156 164 108 489 76 317 294 402 239 86 39 
G25 548 56 122 44 81 19 89 32 1005 850 279 80 103 22 
G26 126 10 29 16 55 11 158 33 796 705 281 371 61 19 
G27 3079 489 900 690 511 166 192 81 581 502 296 75 216 78 
G28 7234 1824 12545 1876 3855 4489 3680 1256 2849 3590 4157 447 1612 1512 
G29 509 68 150 89 67 31 139 30 153 129 114 87 36 18 
G30 55841 46663 50297 47514 41466 29359 30737 679 2581 3776 1847 253 955 601 
G31 1263 1467 2000 2458 4007 6034 7287 66402 81836 80145 72767 104299 104191 101677 
G32 383 84 91 110 329 556 1398 159 501 681 811 343 117 94 
G33 273 246 440 357 584 1186 237 170 288 280 651 170 218 356 
G34 1302 510 951 695 882 731 640 173 331 427 561 402 359 122 
Sum 246624 250051 240769 249589 244868 233061 242686 209284 214320 215337 205132 231450 215524 214591 
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Table S2.5: Absolute cell numbers in gates from G1 to G34 of samples picked between 173 and 199 h 
Time 173 h 173.5 h 174 h 174.5 h 175 h 175.5 h 176 h 187 h 189 h 191 h 193 h 195 h 197 h 199 h 
G1 3361 3173 1450 2343 760 1305 2257 1210 1136 945 1347 1161 1710 2047 
G2 4010 2719 912 1514 383 375 1044 348 534 423 771 799 681 1197 
G3 1574 1000 465 969 214 223 774 239 363 347 641 763 398 674 
G4 141 226 87 123 82 69 91 65 146 96 146 232 136 59 
G5 286 668 219 387 269 119 224 184 514 342 456 1099 351 176 
G6 166 327 110 177 128 53 116 119 250 191 237 996 249 99 
G7 77 99 28 99 33 48 164 60 61 113 108 121 207 66 
G8 3223 3548 2129 3235 1754 1014 1292 2284 2410 1685 1409 878 2438 1798 
G9 1527 2032 1215 1921 1102 593 1080 1203 905 609 1038 751 724 692 
G10 18379 14463 11740 19154 10513 7433 9264 10506 10220 5141 10181 7118 6579 9953 
G11 297 243 134 216 106 176 292 269 185 109 169 109 221 147 
G12 3226 6185 9576 13285 7585 15956 6723 1310 1188 850 1325 876 1585 1821 
G13 14826 7119 2583 970 247 136 311 165 238 144 165 198 135 149 
G14 6666 4388 3370 6624 3049 2586 9046 4313 3610 1351 3347 1663 3085 5232 
G15 29585 18357 15200 3558 1659 552 740 479 462 539 419 303 193 201 
G16 1080 1195 840 1129 835 1476 977 114973 89035 127111 71631 92762 131781 129573 
G17 772 1532 994 4160 3516 7629 9389 20773 26538 21805 33365 29363 24430 20554 
G18 56 106 46 70 53 29 50 44 86 83 70 230 103 34 
G19 1066 3850 1185 8212 2252 1580 10221 2563 3454 2707 7262 8828 6399 6521 
G20 3213 7181 6780 14391 8998 6330 19037 9535 11306 11403 16573 14519 9751 7729 
G21 22876 30616 83676 66729 149104 160715 104997 40411 42061 36509 32910 26296 16425 21309 
G22 176 425 198 153 91 68 90 132 188 164 167 977 604 147 
G23 173 628 285 270 154 83 127 160 285 280 267 623 1018 158 
G24 57 53 24 254 14 66 796 81 34 28 125 78 85 22 
G25 29 140 56 46 13 23 80 40 75 28 35 62 66 31 
G26 30 61 40 200 12 38 364 18 17 12 26 20 37 6 
G27 82 118 39 70 32 29 105 87 78 50 60 145 266 72 
G28 732 2069 805 1491 860 400 901 748 1951 1248 2025 2557 1251 836 
G29 19 30 9 44 10 13 106 30 23 15 26 50 44 15 
G30 318 1024 526 517 331 177 301 203 534 409 517 918 460 204 
G31 96684 86471 87569 46162 24205 12595 9277 1985 1749 1569 1228 693 819 878 
G32 65 69 47 204 18 100 558 118 25 28 78 64 63 44 
G33 103 229 66 148 93 40 99 68 144 98 114 182 115 52 
G34 120 90 63 172 43 125 276 155 54 108 122 110 237 123 
Sum 214995 200434 232466 198997 218518 222154 191169 214878 199859 216540 188360 195544 212646 212619 
 
Table S2.6: Absolute cell numbers in gates from G1 to G34 of samples picked between 211 and 221 h 
Time 211 h 213 h 215 h 216 h 216.5 h 217 h 217.5 h 218 h 218.5 h 219 h 219.5 h 220 h 220.5 h 221 h 
G1 6095 3148 2658 1744 2493 2973 1642 2281 2139 1928 1714 1339 996 3143 
G2 4768 3804 2029 751 1216 1164 670 1063 980 684 865 679 549 1731 
G3 4836 6468 1312 599 868 823 470 748 798 604 747 551 512 1698 
G4 413 370 136 381 268 222 190 185 168 390 166 167 149 701 
G5 1447 2841 174 804 1130 317 255 238 345 1515 607 798 853 1854 
G6 1334 2294 128 945 619 471 302 320 361 830 491 429 512 1170 
G7 630 2483 69 1075 1073 1511 762 1135 1039 1127 2233 943 779 1548 
G8 1974 1270 524 695 705 772 545 577 690 600 405 448 338 389 
G9 1506 1127 1030 746 811 559 471 574 1157 574 743 512 365 694 
G10 21804 8688 2059 3621 3242 5224 4229 4109 4971 8354 3391 5018 4700 3105 
G11 415 205 196 294 220 236 160 186 255 178 129 164 91 310 
G12 3547 1774 19724 6635 14058 8785 14906 8154 7087 3206 3187 2358 1319 2195 
G13 6344 16317 7514 3181 3001 2537 2679 2159 1827 1147 836 975 818 933 
G14 11332 2766 950 2049 1393 1992 1705 1447 1921 2602 1360 2307 1952 1661 
G15 9066 16744 8639 10587 4349 5150 5059 4392 4276 4445 3342 4311 3483 1470 
G16 52745 31448 25842 19472 17365 23536 21139 19665 17777 16560 14513 17852 16771 19698 
G17 13474 6535 3203 5933 12542 9223 4914 9113 8752 9147 10860 10358 13396 16682 
G18 374 695 62 467 384 379 276 309 322 324 548 268 229 761 
G19 1507 2192 1559 4385 3147 9055 2557 11515 10966 12792 2531 10886 12279 4409 
G20 2647 3747 4847 12706 8271 18972 7987 20529 20472 22759 11801 25066 29029 13279 
G21 9305 8163 59137 74156 80337 61916 101480 67235 72804 72877 118235 93690 93356 91720 
G22 5777 24996 279 2028 2341 750 640 287 541 362 2361 255 377 683 
G23 3168 15142 419 1287 3342 416 446 174 361 332 274 117 89 753 
G24 568 1380 28 322 269 230 139 228 216 214 2983 509 557 388 
G25 991 1894 149 582 964 155 105 112 82 85 5495 706 958 404 
G26 266 182 69 128 576 78 23 61 57 74 692 172 180 129 
G27 2595 10954 51 1324 798 473 368 204 303 182 12318 926 1454 404 
G28 1810 3202 510 768 3932 434 442 380 559 1658 482 386 304 5138 
G29 622 2421 9 279 198 104 59 85 94 85 2015 280 370 222 
G30 923 1628 419 553 3599 135 147 139 186 639 321 211 204 1451 
G31 9211 18502 77156 50585 42269 34077 47169 32174 29909 17587 16327 15000 10609 9832 
G32 527 348 47 190 184 122 52 98 121 165 673 233 324 284 
G33 345 360 66 163 169 127 89 92 109 217 105 99 83 540 
G34 592 1005 116 1006 1242 1969 955 1490 1377 1200 1066 910 660 1636 
Sum 182958 205093 221110 210441 217375 194887 223032 191458 193022 185443 223816 198923 198645 191015 
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Table S2.7: Absolute cell numbers in gates from G1 to G34 of samples picked between 221.5 and 267 h 
Time 221.5 h 222 h 223 h 236 h 238 h 240 h 242 h 244 h 246 h 259 h 261 h 263 h 265 h 267 h 
G1 993 860 816 7002 4281 3011 2817 2612 2022 1214 1480 1208 1289 1129 
G2 579 683 567 4206 2888 1854 2064 1744 1143 982 1103 1077 1156 1001 
G3 571 671 517 7103 6185 4543 4625 4358 3477 4233 3827 3555 4022 4119 
G4 133 114 90 729 1116 515 958 1696 322 419 325 405 437 225 
G5 714 876 678 370 434 655 530 777 1232 2601 2334 2764 3441 2760 
G6 399 506 381 1247 4457 2971 4392 7319 2964 3505 3250 3489 4634 3130 
G7 1102 824 896 35427 23506 12945 14036 11805 7927 6155 6024 6708 7546 4998 
G8 381 395 436 180 223 202 174 112 129 63 79 41 33 40 
G9 302 419 434 113 122 108 124 70 73 57 60 21 44 29 
G10 4188 4909 4524 686 477 505 540 379 284 148 178 125 151 84 
G11 104 97 115 219 108 72 102 133 74 105 57 72 85 46 
G12 1260 1118 1296 155 138 117 134 79 76 30 39 21 20 29 
G13 682 881 920 4627 3705 2371 2745 2482 1619 2363 1831 1806 2120 1869 
G14 1505 1704 2022 139 321 238 405 295 157 92 157 59 91 87 
G15 2072 3605 2503 3500 3021 1775 2331 2219 1185 2205 1646 1673 1963 1434 
G16 18763 18787 19872 3480 1678 802 691 200 366 33 71 13 27 36 
G17 25345 15221 20179 2099 648 282 249 111 147 16 42 25 16 42 
G18 279 140 164 7987 9074 4044 5544 5542 3029 2125 1813 1947 2225 1245 
G19 11817 12903 13548 894 604 238 460 461 125 179 174 226 201 81 
G20 27985 30603 29943 1331 996 542 733 627 282 333 359 414 445 198 
G21 92762 91837 86112 1671 952 573 714 533 290 168 238 217 223 142 
G22 244 100 195 13739 26378 27281 29603 52602 31496 28319 35520 26190 31323 41092 
G23 97 78 126 126 280 650 292 939 796 1931 3284 721 1508 4759 
G24 731 249 368 24506 20506 15387 18146 13315 11527 12085 10594 14410 13765 9308 
G25 349 70 156 16916 23211 36336 26399 13788 36942 49179 44883 35329 41007 45685 
G26 108 68 86 9707 9640 11232 8378 6595 10517 11409 11934 8110 8647 13982 
G27 750 148 242 28692 55326 69661 80542 80218 82934 73914 65753 96435 82741 62953 
G28 268 252 297 152 201 361 192 272 660 750 1224 801 924 1429 
G29 286 88 144 6754 6520 10603 8443 9403 9119 8919 8372 10566 9340 6640 
G30 151 200 241 56 79 221 42 64 291 326 752 298 390 1221 
G31 7302 8812 8314 3655 2646 1795 2233 1992 1002 1103 1036 1185 1235 850 
G32 299 197 252 8301 7304 6267 6287 6015 5823 5504 5934 5057 5536 6712 
G33 91 53 66 271 443 404 501 638 463 826 600 918 920 332 
G34 698 591 569 11743 5161 4109 3255 2971 3015 1526 2126 1585 1722 1574 
Sum 203310 198059 197069 207783 222629 222670 228681 232366 221508 222817 217099 227471 229227 219261 
 
Table S2.8: Absolute cell numbers in gates from G1 to G34 of samples picked between 333 and 341 h 
Time 333 h 335 h 335.5 h 336 h 336.5 h 337 h 337.5 h 338 h 338.5 h 339 h 339.5 h 340 h 340.5 h 341 h 
G1 3512 2235 2331 2630 2317 3046 3339 3698 3814 2751 2508 3413 3822 4363 
G2 3526 2020 2065 2200 2062 2334 2845 2707 2541 2113 2219 2636 3092 2980 
G3 5625 4440 4164 3877 4161 4075 4275 2768 2311 3025 3301 3294 4640 3189 
G4 364 506 425 603 639 570 816 621 572 760 642 758 790 655 
G5 13525 9184 11462 14431 11853 14611 12364 16891 20106 13170 13465 12426 13567 19403 
G6 6068 4416 4659 7025 6698 10182 14666 11868 11180 11653 10026 12447 12717 12847 
G7 10156 7657 7625 9729 9698 10644 12212 11119 9533 9490 8162 10097 12288 10852 
G8 23 2 14 0 15 45 2 4 0 3 1 0 3 0 
G9 14 3 7 7 14 54 5 10 2 12 2 5 4 2 
G10 27 35 25 35 40 94 19 25 9 18 15 6 36 6 
G11 28 41 40 76 49 38 43 40 39 33 31 26 50 34 
G12 15 12 21 24 25 16 17 40 56 27 23 29 25 49 
G13 2447 1692 1801 1701 1640 1831 1853 1018 692 1026 1125 1228 2217 1324 
G14 16 17 27 21 29 45 14 15 9 12 10 13 22 21 
G15 1247 862 1060 1023 916 1177 1046 445 239 403 436 526 1302 705 
G16 0 0 4 9 4 17 2 3 1 5 2 2 9 2 
G17 5 3 5 2 5 19 4 9 4 5 5 4 8 7 
G18 1146 937 874 1078 1150 1594 2111 1257 1173 1377 1117 1792 2125 1573 
G19 171 67 100 104 88 177 229 109 62 73 85 130 296 189 
G20 470 194 250 318 219 346 478 264 143 203 201 283 648 449 
G21 421 179 221 289 199 347 490 415 433 300 313 401 595 691 
G22 38576 42591 42513 49195 41430 41103 40912 40494 41317 42150 41930 43914 38821 47052 
G23 22790 25868 26542 29451 25859 24446 25217 22460 24878 25736 26113 27367 25718 32777 
G24 11621 11009 10067 9680 11001 9661 11840 11849 11357 13553 12805 13778 13207 10182 
G25 30561 36844 35154 24496 33335 30878 28978 18822 13014 35628 38620 32880 26934 9304 
G26 7001 9518 8970 6044 8087 7966 6711 6463 6002 8493 9652 8078 7116 5407 
G27 39712 36489 37543 39629 36472 42100 39439 43347 42357 35002 34210 36454 36175 36043 
G28 5056 4766 5821 6431 6070 2283 2400 7204 8686 6497 6074 3406 3011 3965 
G29 7373 7541 6923 6306 8062 6047 7115 7215 6335 7716 7124 6578 6039 5158 
G30 5762 5190 5808 5689 5026 2576 2479 4511 7725 3702 4270 2702 2400 6880 
G31 3020 1520 1703 2046 1600 2072 2751 2076 1811 1671 1825 2214 3095 2798 
G32 8738 8344 7086 5994 7608 6284 7123 5807 5107 6375 6916 6578 6913 5137 
G33 1347 1211 1245 1944 1600 2435 2399 2518 1914 2311 2188 2328 2491 2016 
G34 3056 2376 2327 2776 2610 3109 3129 3423 3438 2675 2271 3370 3595 3980 
Sum 233419 227769 228882 234863 230581 232222 237323 229515 226860 237968 237687 239163 233771 230040 
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Table S2.9: Absolute cell numbers in gates from G1 to G34 of samples picked between 355 and 408 h 
Time 355 h 357 h 359 h 361 h 363 h 365 h 367 h 403 h 405 h 405.5 h 406 h 406.5 h 407.5 h 408 h 
G1 4379 3034 3224 3143 4079 4004 4140 4309 4054 4704 4492 4131 5120 4559 
G2 3496 2412 2438 2281 2455 2665 2686 2818 2350 2845 3047 2603 3619 2633 
G3 2929 2643 2616 2350 1599 2107 1761 1413 921 1633 1517 1320 1945 769 
G4 814 626 585 603 615 850 538 299 322 1071 535 654 956 668 
G5 8629 12499 10668 10273 15490 12196 9130 6173 5033 7613 5717 5325 3582 6284 
G6 7743 5373 6092 8659 5876 7449 6089 4521 3414 8345 4924 5307 5172 4538 
G7 11168 6255 7686 8198 7816 8397 7977 8788 6696 8892 7548 7237 7997 8225 
G8 7 12 5 4 1 15 3 0 1 4 2 8 3 1 
G9 7 13 3 6 4 12 5 3 4 5 4 17 1 1 
G10 50 57 24 34 17 45 13 13 12 22 8 38 6 12 
G11 31 33 26 19 34 35 23 31 25 54 36 40 32 28 
G12 34 41 23 25 45 55 29 25 15 52 27 30 21 42 
G13 1148 773 830 828 482 659 581 434 251 566 517 409 645 221 
G14 28 29 18 18 12 26 8 9 8 21 22 60 13 6 
G15 594 255 274 335 126 246 223 166 84 287 195 140 283 88 
G16 7 14 3 4 3 6 5 5 1 4 0 5 3 3 
G17 7 11 9 8 5 17 1 4 8 35 10 24 5 15 
G18 1747 1052 1207 1139 1162 1462 1094 1327 996 2076 1520 1348 1207 1249 
G19 223 98 96 107 69 109 63 54 24 146 111 69 178 55 
G20 469 183 191 225 148 212 156 182 76 367 297 179 370 179 
G21 729 345 345 294 406 501 369 522 412 846 725 582 992 806 
G22 47101 44953 43721 48953 47430 47304 54304 65801 56317 59129 59995 61121 56188 61607 
G23 50668 54401 54804 57297 61928 61084 71244 65807 93597 58882 70932 70045 75544 80645 
G24 11226 8778 9870 8830 7362 8366 7900 7370 5633 7408 7375 7344 8232 5714 
G25 20310 22468 26220 21086 10209 18873 15078 10476 10825 11760 10992 11410 8206 10608 
G26 3870 6984 6824 5448 4054 4384 3913 2482 2382 2571 2516 2624 1922 2169 
G27 33238 27956 31326 31345 27658 25765 27082 25883 18601 25960 26187 26912 27365 23458 
G28 1593 6309 4104 5577 6027 5998 3529 3302 2780 3813 1963 1888 1139 2087 
G29 7603 5592 6458 6493 5087 6376 6060 8002 6115 8520 8199 8269 7703 7370 
G30 2376 8222 4270 4005 10320 6634 3988 3366 3372 4598 3023 3574 1798 3190 
G31 3292 1908 1730 1646 1680 2070 1910 1910 1582 2311 2463 1899 3286 2034 
G32 5253 5696 5887 4909 3669 4535 4125 3147 2305 3550 3337 3151 3655 2087 
G33 1995 2003 2037 2034 2093 2320 1965 340 482 753 691 665 860 1569 
G34 3647 2603 3034 2922 3355 3476 3352 3971 3259 4603 4027 3709 4264 4014 
Sum 236411 233631 236648 239098 231316 238253 239344 232953 231957 233446 232954 232137 232312 236934 
 
Table S2.10: Absolute cell numbers in gates from G1 to G34 of samples picked between 408.5 and 435 h 
Time 408.5 h 409 h 409.5 h 410 h 410.5 h 411 h 411.5 h 412 h 412.5 h 427 h 429 h 431 h 433 h 435 h 
G1 3788 4743 4626 4865 2575 2432 3516 3524 2471 2755 3486 3019 4425 3089 
G2 2182 3227 2634 2738 1228 1262 1488 1614 1257 1513 1881 1448 2410 1502 
G3 1484 1349 1003 1399 1093 1203 870 1048 1091 1401 806 846 1705 861 
G4 1473 1197 1200 3359 621 446 426 298 258 373 242 201 402 354 
G5 5841 5531 6271 6117 7408 14382 11639 9373 9728 6614 8444 9728 6960 7378 
G6 7192 5909 6054 7606 4181 6309 7989 5983 4734 5644 3264 4654 5349 4621 
G7 7994 7740 8157 8749 6649 6789 9420 9275 6878 9593 6656 7954 11568 9886 
G8 0 2 0 0 4 2 1 4 0 0 0 2 6 1 
G9 2 5 6 2 5 1 3 3 1 1 2 1 0 8 
G10 4 13 13 8 29 3 32 36 4 2 0 5 60 8 
G11 24 34 29 28 16 17 18 9 7 7 10 2 12 9 
G12 76 27 54 78 41 37 69 28 23 9 17 14 28 23 
G13 571 440 291 494 338 382 293 437 379 554 217 280 648 319 
G14 16 14 20 15 8 29 5 4 8 25 4 7 19 14 
G15 298 162 111 185 127 152 124 211 172 312 61 126 246 169 
G16 8 7 2 1 14 15 40 1 12 4 8 3 1 2 
G17 44 21 20 23 17 12 24 5 15 3 4 2 3 4 
G18 1566 1483 1433 2556 874 1087 1513 1062 766 1182 711 694 1312 969 
G19 254 84 68 77 19 25 42 67 32 66 29 29 68 32 
G20 521 240 179 208 57 74 143 154 57 141 54 95 158 113 
G21 1135 775 790 836 260 262 363 316 201 155 207 197 467 242 
G22 50276 69117 71333 63780 62063 42686 56834 64695 64373 82636 85862 75276 79441 83315 
G23 89587 54990 69907 63070 66277 56141 67192 77556 70510 44474 56984 66381 59311 62795 
G24 5629 6809 5101 5861 5855 5798 4805 4993 4917 8583 5075 5089 7196 5769 
G25 11333 12473 10072 12683 9472 6328 4281 5628 6409 11664 9192 6654 6599 7401 
G26 2913 3083 2536 3349 2633 2406 1533 1813 1847 4042 1970 1898 1994 2034 
G27 21934 29864 26017 25155 20921 17925 19836 21985 19304 27659 19256 20514 19819 22526 
G28 2413 2868 3159 4412 11170 11623 10057 5575 10327 4036 7372 3724 3433 3549 
G29 5681 9215 5462 5280 5025 4381 3562 3502 3929 8821 4986 4364 5854 5476 
G30 3048 3498 3596 3618 7885 29861 14129 7713 11898 2524 5986 9967 3310 3890 
G31 2124 2662 2097 2422 672 832 1057 1199 716 1038 1015 940 1802 1056 
G32 2928 3141 2177 3149 2690 2877 2026 2034 2219 3575 2063 1874 3338 2142 
G33 1805 1026 1425 3677 1139 1146 1239 1030 970 1635 1351 1297 2636 1901 
G34 3646 4035 3725 4124 2720 2916 3946 3921 2872 3500 2854 3238 4792 3788 
Sum 237790 235784 239568 239924 224086 219841 228515 235096 228385 234541 230069 230523 235372 235246 
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S2.6: Movie snapshots on AMC and CMC dynamics in the continuous reactor 
Figure S2.4: Microbial community described by its single-cell characteristics (FSC and DAPI 
fluorescence) in time series. Long-term and short-term pulse disturbances are marked on the 
right side of the 2D-dot plots. The full movie is provided as a QuickTime movie file (Movie 
S1.mov). 
Supplemental Text S3 
S3: Calculations of gate-based deviations in community structures over time 
Figure S3.1 explains the procedure which is used to compute gate-based structural deviation of 
two different community states (state 1 and state 2). These two communities are 
schematically represented by the 2D-dot plots in Figure S3.1, A. Three gates (G1, G2, and G3) 
were defined which formed the gate-template for both 2D-dot plots, and the relative 
abundances of cell numbers per gate and per sample were determined. Following, states 1 and 
2 are regarded as two points in a three-dimensional space (Fig. S3.1, B), whose coordinates are 
the relative abundance per gate per sample. The deviation between these two community 
states can be quantified as the distance (using Euclidean or Canberra distance) between these 
two points.  
For our example experiment (Text S1 in the supplemental material), a 34-gate-template (Text 
S2 in the supplemental material, Section S2.4) was used for analysing both AMC and CMC 
structures (in total 140 samples, Text S2 in the supplemental material, Section S2.7). If all 140 
samples would be compared for determination of stability properties there would be 140 
points in an 34-dimensional space. The deviations among points are calculated using methods 
described in Table 1 in the main text (Canberra distance) which were then used to quantify 
stability properties of both the AMC and CMC. 
CMC after Dis: T
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Figure S3.1: Workflow for computing gate-based structural deviation between two community states. 
(A): Schemes of two community structures described by 2D-dot plots. Gates G1 (green), G2 (red) and G3 
(orange) were defined according to clusters containing cells with similar characteristics. (B): Relative 
abundances per gate and per sample were used to calculate two colored points in a three-dimesional 
space (red for state 1 and black for state 2). The distance (here using Euclidean distance, black line) can 
be used as the quantified deviation between these two community states. 
Supplemental Text S4 
S4: R script for calculation of stability properties 
We provide an easy to use R script for the automatic calculation and visualization of stability 
properties based on flowcytometric data. The script can be obtained at GitHub under the URL 
https://github.com/fcentler/EcologicalStabilityPropertiesComputation. As input, the script 
requires a space- or tab-delimited text data file containing the evolution of relative gate 
population abundances over time. The first column is expected to contain time information, 
while the remaining n columns contain the evolution of the n gate populations. The file must 
contain a header line. At the beginning of the script, some input must be provided (see also 
comments within the script): 
1
State 1
D
A
P
I f
lu
o
re
sc
en
ce
Forward scatter
G2
G1
G3
D
A
P
I f
lu
o
re
sc
en
ce
Forward scatter
G2
G1
G3
State 2
A
B
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1. The filename of the data file must be provided.
2. If more than one experiment is stored in the data file, the user can select the start and
end time of the experiment to be analyzed.
3. The time of the disturbance tref can be specified. If no tref is given, the script assumes
that the first time points belong to the constant phase prior to the disturbance event.
The first deviation from this constant phase is then identified by cluster analysis. The
cluster containing the first time point of the experiment is selected, and the largest
time point which belongs to this cluster is used as tref. The corresponding cluster
dendogram is shown in the output. Note that this procedure only produces reasonable
results if the disturbance leads to a noticeable change in community structure which is
already recognizable at the sampling time directly succeeding the time point of the
disturbance.
4. The timepoint of maximal deviation from the reference state (tmax) can be given. If not
specified, it will be computed automatically.
The script produces a PDF file as output, containing the following information: 
1. In case tref is estimated by the script, the corresponding cluster dendogram is shown.
2. The evolution of gate abundances is visualized in three plots. In each plot, gray open
circles indicate time points from the initial constant phase and black circles connected
by lines indicate the evolution of the system after the disturbance event, with an
arrow pointing to the first post-disturbance state. Filled symbols indicate the last time
point of the experiment (state send). A red circle indicates the reference state sref.
Triangle symbols indicate the state smax most distant from the reference state based on
Euclidean distance (blue) and Canberra distance (red). The three plots are:
a. A NMDS plot visualizing the evolution of the entire system through time.
b. Two plots showing the evolution of the system with respect to the two most
abundant gates at the beginning and the end of the experiment (states sref
andsend). A circle centered at the reference state visualizes the reference space
with radius re∙ √2. Alternatively, the user can select other gate combinations
to be plotted in these two plots. These can be specified in the beginning of the
script.
3. The deviation from the reference state is plotted over time, using the Euclidean and
the Canberra distance. Vertical lines indicate the limit of the reference space, using as
y-coordinate re and rc. Values for resistance RS and displacement speed DS are given in
the legend.
4. Resilience RL is plotted over time for both Euclidean and Canberra distance. Values for
RL and elasticity E for the last data point are given in the legend.
5. Resilience in online mode is plotted, using the Canberra distance.
As an example, Figure S4.1 shows the script output for evaluating the dataset 91 - 199 h which 
includes the Dis: pH experiment for the AMC. While the reference state was set manually 
before (Fig. 3 in main text), here, for demonstration purposes, we let the script automatically 
estimate tref.  
Supplementary material for publication 1 
Page | 128 
Figure S4.1: Post-hoc and on-line computation of the stability properties. Test samples were used from 
the time period of 91 h until 199 h (pH disturbance in the AMC). (A): A cluster dendogram was drawn to 
automatically compute the reference state sref (here defined by three time points: 91 h, 93 h and 95 h) 
and tref at 95 h. The evolution of gate abundances is visualized in three plots. (B): An nMDS plot for the 
whole microbial community (AMC). (C): The evolution of the two gates which had their highest cell 
abundances at sref. (D): The evolution of the two gates which had their highest cell abundances at send. In 
each plot, grey circles indicate the time points chosen to determine sref (91 h, 93 h, and 95 h) and black 
circles connected by lines indicate the evolution of the respective gate community. Filled symbol 
indicate the end of the experiment (send). Red circle indicates the reference state sref. Dashed circle 
marks the reference space. A black arrow marks the departure from the reference state. The triangle 
indicates smax which has maximal deviation from sref (blue for Euclidean distance and red for Canberra 
distance). (E): Quantified structural deviation (see S3) from sref is plotted until send, using both Euclidean 
and Canberra distance. According to our method (Table 2), resistence (RS) and displacement speed (DS) 
are computed. Dashed horizontal lines mark the limits of the reference space, given by re and rc. (F, G): 
Resilience (RL) and elasticity (E) were computed based on Euclidean distance and Canberra distance 
respectively and plotted from tmax to tend. (H): RL was computed in on-line mode. When ongoing 
variations in community structure lead to increases beyond previously encountered dmax, resilience is 
evaluated to be zero. Positive values indicate the onset of recovery.
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Supplemental Text S5 
S5: Sequence-based analysis 
S5.1: Sample information used for sequencing analyses  
Illumina® 16S rRNA gene amplicon sequencing was done to verify flow cytometric data. Two 
species (Rhodococcus sp. RAH1 and Pseudomonas putida KT2440) were used as mock strains 
and the whole CMC (242 h sample from the continuous reactor experiment) used as CMC 
mock community. Illumina® sequencing found 1 OTU for the mock strains, respectively, and 8 
OTUs for the CMC (threshold 0.8 %). The threshold was set according to the rarefaction curves 
of the artificial microbial community (AMC) data where the number of cultivated strains was 
three. The data are shown in Table S5.2.  
In addition, the original inoculum and the pre-culture used as inoculum for the continuous 
reactor were sequenced, subsampled up to 13 104 reads, and found to represent 211 OTUs 
(threshold of 0.1 %) and 15 OTUs (threshold of 0. 8%) as well as 86 OTUs (threshold 0. 1 %) and 
19 OTUs (threshold 0. 8%), respectively. 
Figure S5.1: OTU rarefaction curves of original inoculum and pre-cultured inoculum at 
threshold 0.8 %. The original inoculum contained 15 known OTUs distributed over 14 genera 
while the pre-cultured inoculum contained 19 OTUs distributed over 15 genera. 
Thirty samples in addition to the two mock strains were sequenced by Illumina® to a maximum 
of 50 000 reads per sample. This low number of reads was chosen because we were interested 
to verify the species richness in the AMC (which consists of only three organisms), in the CMC, 
and in the sorted gates of both microbial communities. To get a high resolution in diversity of 
samples was not the aim of this experiment. All samples (besides the mock strains) were 
subsampled to the minimum reads (2 631 reads, green line; maximum reads were 49 397) to 
enable for comparison of samples according to the workflow and testing of Props (Props et al. 
2016). The rarefaction curves of all samples are presented in Figure S5.2 and the minimal 
amount of reads are marked by the green line (Fig. 5.2). 
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Table S5.1: List of the samples sorted (controls and gates) with their respective information; sampling 
time, gate number and the number of cleaned sequences obtained for each of them. The sample which 
has been taken as a reference for the normalization procedure is marked in grey.  
Sampling 
time in h 
Gate 
reference 
Sequences 
per sample 
Sampling 
time in h 
Gate 
reference 
Sequences 
per sample 
4.5 G4 7 724 199 G16 37 295 
19 G5 6 217 220 G10 4 161 
19 G6 7 567 220 G16 49 397 
55 G5 9 325 220 G20 30 315 
55 G6 3 402 220 G21 48 979 
67 G1 8 530 238 G24 2 631 
67 G5 4 847 238 G27 33 918 
67 G6 6 804 242 CMC mock 36 216 
67 G30 5 575 246 G25 39 518 
99 G1 9 024 246 G27 37 088 
99 G5 8 404 412 G5 26 793 
99 G6 5 167 412 G22 12 542 
99 G8 4 407 412 G23 16 618 
173 G15 40 742 412 G28 28 200 
173 G31 31 343 Mock 1 1 369 
175 G21 35 240 Mock 2 4 723 
Figure S5.2: Rarefaction curves of 30 AMC and CMC samples. Subsampling to minimum reads was set to 
2 631 reads.  
The gates (Fig. S5.4) that were investigated by Illumina® sequencing were sorted using the sort 
option of the MoFlo by sorting 500 000 cells at a rate not higher than 2 500 particles per 
second and using the ‘single-sort high-purity mode’. Figure S5.3 represents example gates 
which cover diverse numbers of OTUs that were phylogenetically affilitated by using the SILVA 
data base version 123. It needs to be mentioned that even by using the ‘single-sort high-purity 
mode’ (99 %) a sorting error of 1 % can be expected. Figure S5.3 clearly shows that some of the 
gates almost entirely comprise only one pure OTU.  
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Figure S5.3: Exemplary 2D-dot plots for cell sorting: samples from the continuous reactor experiment 
were chosen cytometrically analyzed and sorted according to the gate-template (Text S2 in the 
supplemental material, Section S2.4). The sorted samples were frozen at -20 °C and further processed 
according to the Illumina® 16S rRNA gene amplicon sequencing protocol (see below). The tables in the 
figures mark the organisms and their respective sequence abundance in the gates of interest.  
S5.2: DNA Extraction and quality testing 
The DNA extracted from the sorted 500 000 cells following the Chelex protocol (Koch et al. 
2013) was not enough in quantity to be detected by the Qubit® 3.0 for quality control (Life 
Technologies, Carlsbad, California, USA). Therefore a PCR step was performed to evaluate the 
quality of the isolated DNA by testing their amplified products by gel-electrophoresis. The PCR 
step was done with 35 cycles in a S1000 Thermal cycler (Biorad) by using the universal primers 
Forward 27F 5'-AGAGTTTGATCMTGGCTCAG-3' and Reverse 1492R 5'-
TACGGYTACCTTGTTACGACTT-3' following the recommandations of Lane (1991).  
S5.3: Library preparation for Illumina® 
DNA directly isolated from sorted cells was used for the PCR reaction to prepare a library for 
the Illumina® sequencing. Primers were designed to amplify the V3-V4 regions of the bacterial 
16S rRNA gene region. Based on the Silva data base (Quast et al. 2013) in silico tests and 
results the following primers for procaryotes revealed a theoretical identification of 76.3 % of 
the sequences referenced in the data base (version 123, updated on 2015, september the 
11th): Pro341F 5’-CCTACGGGNBGCASCAG-3’ (Takahashi et al. 2014) and Pro805R 5’-
GACTACNVGGGTATCTAATCC-3’ (Herlemann et al. 2011). The dual-barcoding was performed 
with the following list of 6 bp-barcodes: GTGAGC, TCCGCT, ACAGTG, CTTGTA, GACTCT, 
TGACCA, ATCACG, CCGGAG, GGCTAC, TAGCTT, CAGATC, CGATGT for the construction of the 5’-
Barcode-Primer-Forward-3’ and CTCTCT, TGTCTA, GCCAAT, CGTTAA, GGTATA, ATTCGC, 
GAGGAT, TTGTTC, TTAGGC, AGCGAC for the 5’-Barcode-Primer-Reverse-3’ according to the 
Fasteris protocol (Fasteris SA, Plan-les-Ouates, Switzerland). 
The library was done according to the following PCR protocol: 1 µL DNA solution; 2 µL 10 nM 
barcoded forward and reverse primers (Eurofins Scientific, Luxembourg City, Luxembourg); 0.2 
time 220 h 
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units of Phusion® High-Fidelity Polymerase (New England Biolabs, Ipswich, Massachusetts, 
USA); 2 µL 5 x Phusion® GC solution and, 0.8 µL MgCl2 solution to adjust to a final 
concentration of 2 mM (both solutions from Phusion® GC and MgCl2 were provided in the 
Phusion® High-Fidelity Polymerase kit). Further, 0.2 µL of 10 mM dNTP mix (Promega, 
Fitchburg, Wisconsin, USA), and the nuclease free water (Qiagen, Velno, Netherlands) were 
added for adjusting the final reaction volume to 10 µL. The PCR reactions started with 3 min 
incubation at 95 °C, 30 s at 95 °C, annealing for 60 s at 52 °C, elongation for 60 s at 72 °C. The 
final elongation step was performed for 5 min at 72 °C before cooling down to 4 °C. The first 
step PCR, run for 20 cycles, and the negative controls (without DNA), run for 35 cycles, were 
verified by gel electrophoresis (1.5 % agarose) to ensure that no contamination was amplified. 
All confirmed PCR reaction free of contamination were purified by Agencourt® AMPure® XP-Kit 
(Beckman Coulter, Brea, California, USA) following the recommended protocol, and 
resuspended in 10 μL of nuclease free water (Qiagen, Velno, Netherlands). The second step 
PCR with the barcoded-primers was done with the same conditions of the first step PCR for 8 
cycles, then purified by Agencourt® AMPure® XP-Kit as well and quantified by Qubit® 3.0 (Life 
technologies, Carlsbad, Califorania, USA) using the HS DNA kit (Life technologies, Carlsbad, 
California, USA). To ensure that no contamination was amplified in the second step PCR, 
negative controls were run for 35 cycles and checked on gel as mentioned above. The 
amplified and barcoded PCR products were pooled to a final volume of 30 μL following the 
Fasteris recommendations. This pooled sample was designed to get information on the 
prominent organisms in samples or gates (50 000 reads per sample for the AMC and 200 000 
reads for the CMC before cleaning merging and normalisation steps). Sequencing was done by 
the Fasteris company (Plan-les-Ouates, Switzerland) on an Illumina Miseq machine using the 
V3 kit, 2 x 300 bp (V3 kit, Illumina, San Diego, California, USA). 
S5.4: Evaluation of sequence data  
Regarding the average quality score of the sequencing data set (q = 27.25) the reduction of 
sequencing and PCR errors was done by merging the Forward and Reverse sequences before 
the library demultiplexing and cleaning procedure by using Mothur version 1.36 (Schloss et al. 
2009). After removing chimeras by Uchime (Edgar et al. 2011) the remaining sequences were 
gathered into OTUs using Mothur’s average neighbor clustering algorithm and a 97 % 
sequence similarity cut off. The rarefaction curves were drawn using ggplot2 package in R 
(Wickham 2009). The analysis was done from a sequencing set of 615 096 Forward-Reverse 
overlapped sequences. Mothur was also used for the normalisation procedure that enabled to 
compare samples of different read numbers (samples from AMC and CMC) which were 
subsampled to 2 631 reads (see also Section S5.1).  
OTU classification was done in Mothur using the data base SILVA version 123 (Quast et al. 
2013). Obtained rarefaction curves contained a certain number of OTUs per sample, when a 
plateau was reached for each of them. The two mock strains showed only one OTU, 
respectively, while the mock community ended up with eight OTUs under the conditions that 2 
631 reads were used as part of the normalization procedure and a relatively high threshold of 
0.8 % was chosen. This threshold was defined according to recommendations given by 
Bokulich (Bokulich et al. 2013) towards an adequate OTU abundance threshold. This threshold 
allowed us to detect the three OTUs for the samples belonging to 
the AMC and to define a maximum list of 31 different OTUs found in the bioreactor (435 h, 
Table S5.2). 
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Table S5.2: OTUs of the mock AMC (OTU 01 - 03) and the CMC (OTU 04 - 31) from the eighteen sorted 
gates with their abundances in the whole normalized sequencing data set. 
OTU Reads Phylum Genus 
01 26 706 Proteobacteria Comamonadaceae 
02 25 203 Firmicutes Bacillus 
03 11 656 Firmicutes Paenibacillus 
04 7 632 Proteobacteria Providencia 
05 4 610 Bacteroidetes Myroides 
06 3 222 Proteobacteria Alcaligenes 
07 2 557 Proteobacteria Burkholderia 
08 2 337 Proteobacteria Brevundimonas 
09 2 132 Proteobacteria Pseudochrobactrum 
10 1 175 Proteobacteria Morganella 
11 260 Proteobacteria Enterobacteriaceae 
12 167 Bacteroidetes Myroides 
13 142 Proteobacteria Proteus 
14 108 Bacteroidetes Myroides 
15 98 Proteobacteria Mesorhizobium 
16 97 Actinobacteria Propionibacterium 
17 93 Proteobacteria Bradyrhizobium 
18 90 Firmicutes Staphylococcus 
19 86 Bacteroidetes Myroides 
20 71 Actinobacteria Rhodococcus 
21 63 Proteobacteria Brevundimonas 
22 61 Proteobacteria Sphingomonadaceae 
23 58 Proteobacteria Brucellaceae 
24 55 Bacteroidetes Hydrotalea 
25 51 Actinobacteria Corynebacterium_1 
26 51 Bacteroidetes Elizabethkingia 
27 38 Proteobacteria Pelomonas 
28 36 Bacteroidetes Flavobacterium 
29 36 Bacteroidetes Prevotella_9 
30 30 Proteobacteria Pandoraea 
31 29 Proteobacteria Comamonas 
The Illumina® sequencing data was used to verify the cytometric data. For the two mock 
strains only one OTU respectively was found while the whole CMC mock community was 
represented by eight most abundant OTUs which were present at the sampling time of 242 h. 
For a natural microbial community, OTU number expectation can be higher than what we 
found in this study. However, we choose a procedure that aimed at the determination of the 
most abundant instead of rare and unknown OTUs. The PCR reaction was set to only 28 cycles 
to avoid over-amplification of the abundant species and to exclude the rare biosphere which 
would need more cycles to appear in our analysis. In addition, samples were pooled and only a 
maximum of 50 000 - 200 000 reads per sample were sequenced. The OTU abundance 
threshold was set to 0.8 % in our application which is rather conservative (Degnan & Ochman 
2012). The γ diversity of our experiment revealed 31 OTUs under the chosen boundaries 
indicating that cell sorting contributed to a higher resolved information on community 
composition.  
Generated rarefaction curves confirmed one OTU each for the used mock strains 1 and 2 which 
correspond to Rhodococcus sp. RAH1 and Pseudomonas putida KT2440, respectively. These 
two mock strains were used as positive controls for the MiSeq sequencing run. In short: 
Rhodococcus sp. RAH1 was obtained from the strain collection of the Helmholtz Centre for 
Environmental Research (Germany) while P. putida KT2440 was obtained from the German 
Collection of Microorganisms and Cell Cultures (Germany). The strains were cultivated 
aerobically in batches of 100 mL Lysogeny broth medium in 500 mL flasks separately on a 
rotary shaker at 30 °C and 150 rpm.  
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Three OTUs were confirmed for the AMC by rarefaction curves. The AMC was constructed 
artificially and contained three strains detected on the genus level as Bacillus and 
Paenibacillus, as well on the family level as Comamonadaceae on the SILVA data base version 
123 and cultivated as described in Text S1 in the supplemental material. Due to usually 
(Comas-Riu & Vives-Rego 2002) highly diverse physiological states of the chosen strains as 
much as 8 different gates could be defined for the cytometric fingerprint of the AMC. The AMC 
structure changed rapidly due to the highly dynamic evolution of various cell states which 
occupied even several gates in one 2D-plot with just one species (e.g. growing cells or spores 
for either Comamonadaceae or Bacillus: G1, G5 or G15, G31) with changing cell abundances 
(and species) per gate. The CMC did not show gates with exclusive organisms suggesting that 
the organisms of this community are more similar in phenotype. The rarefaction curves of the 
CMC confirmed all 31 OTUs from Table S5.2 and showed always several OTUs per gate.  
Cell sorting was used to test for presence and location of organisms (Section S5.1). The sorting 
scheme is shown Figure S5.4. 
Figure S5.4: Representation of the gates which were sorted and sequenced. The corresponding blue 
gates were sorted for the AMC, the green gates were sorted for the CMC and the red gates were sorted 
both for the AMC and CMC.  
The number of OTUs comprised between one and three, and some of the gates sorted from 
the AMC contained only one OTU, as expected (Fig. S5.5). For instance, AMC gates G1, G4 and 
G5 (up to 67 h of cultivation) contained only one OTU, respectively, while others contained 
two or three organisms at the same sampling time (e.g. G6, 55 h or G8, 99 h, respectively). 
These findings prove an identifiable position of the three organisms in the 2D-dot plots. 
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Figure S5.5: Rarefaction curves of two mock strains 1 and 2 (Rhodococcus sp. RAH1 and Pseudomonas 
putida KT2440) and sorted gates of the AMC. The light green colour represent the Comamonadaceae, 
dark green Bacillus, and blue Paenibacillus. 
 
For the CMC mock community a maximum of eight OTUs were found above the defined 0.8 % 
threshold (Fig. S5.6). 12 gates were sorted and comprised between one and eight OTUs which 
are listed in Table S5.2. The data show that the establishment of the CMC (at 216 h) was not as 
prevailing as expected from the start because the Bacillus was still found dominant in gates 
G10, G16, G20, and G21 at 220 h. Later on, after 238 h very different organisms can be 
detected in the gates which are also different between gates. The members of the original 
AMC were not present any more besides the very low abundancies of the Comamonadaceae 
(G5, 1.06 %) at the end of the continuous reactor experiment (412 h). 
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Figure S5.6: Rarefaction curves of the CMC mock community and sorted gates of the CMC. The light 
green colour represent the Comamonadaceae and dark green Bacillus.  
S5.5: Influence of PFA and ethanol treatments on sequencing results  
The influence of PFA stabilization and ethanol storage was tested using a wastewater sample. 
Only minor differences were found between fresh and PFA/ethanol fixed samples (Fig. S5.7). 
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Figure S5.7: Community composition on family level (considering OTUs present at an abundancy above 
1%, using 16S RNA gene sequences, region V3-V4) in samples WC Fresh (Whole community), WC Fresh-
PFA (Whole community treated with PFA for 30 minutes), WC Fresh-PFA-Eth (Whole community, 
treated with PFA for 30 minutes and stored using Ethanol at -20 °C), WC Sorted cells (Whole community 
treated and sorted by Flowcytometry, 500.000 cells). The normalisation of the data was done on 45624 
reads per sample. 
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Supplemental Text S6 
 
S6: Diversity metrics of cytometric data  
In a recent study, Props et al. (2016), showed that microbial community diversity calculation 
based on single cell data can provide ecological information comparable to 16S rRNA amplicon 
sequencing. Cytometric α-diversity measures reveals the phenotypic complexity of a 
community and is a fast tool to follow community structure changes over time. Here, following 
Props’s study, we used the approach to get an indication on the complexity of the AMC and 
CMC, respectively. For example, we analysed the diversity of two samples of the AMC and 
CMC, respectively, before the onset of the temperature disturbance (71 h, 333 h; Text S1 in 
the supplemental material). The diversities Dq were determined using order-based Hill 
numbers (Hill 1973) and named “phenotypic diversity”. In contrast to the 128 X 128 binning 
grid used by Props et al. (2016), we used a gate-template with 34 gates (Text S2 in the 
supplemental material, Section S2.4). Table S6.1 shows the resulting “phenotypic diversities” 
for D0 (q = 0), D1 (q = 1) and D2 (q = 2) for both the AMC and the CMC. When q = 0, only richness 
is considered. By increasing q values, additional emphasis is placed on the actual distribution 
of cells over the gates (relative gate abundances). For both time points, D0 can reach a high 
value (34 and 33, respectively). This might be due to random effects because even a gate with 
only one event will be counted as one “phenotype”. To avoid this problem, we introduced the 
average fraction of cells per gate of 2.94 % for D0 (see main text section “Cytometric evaluation 
tools”) as a threshold to count a gate as a “phenotype”. For D0
 (with threshold), D1 and D2 the 
CMC showed always a higher diversity than the AMC. Still, the values for the AMC were 
atypically high which, however, might be caused by the variable phenotypic complexity of its 
members (discussed in Text S5 in the supplemental material, Section S5.4). These data indicate 
higher diversity for the CMC which may be one reason why this community showed higher 
stability properties such as resilience and resistance in our experiment. Many studies discussed 
similar findings (Hooper et al. 2005). 
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Table S6.1: Phenotypic diversity based on single cell data for AMC and CMC states before any 
disturbances  
States Time points D0 D1 D2 
D0  
(treshhold 2.94 %) 
AMC before temperature disturbance 71h 34 9.55 6.62 8 
CMC before temperature disturbance 333h 33 14.23 10.29 11 
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S7: Data lists for biostatistical evaluation of cytometric data 
1. Data lists of cells abundance per subcommunity per sample 
For a sample, the relative cells abundance per subcommunity was defined as the proportion (%) of cells 
per subcommunity to the sum of cells in all subcommunities. In this study, community structures of 326 
samples (one for the inoculum and 325 for cell samples taken from five reactors) were determined by 
the described workflows in S4 and S5. The data list of relative cells abundances of all subcommunities 
(68 gates × 326 samples) can be downloaded from an open access data repository under the link (URL 
https://osf.io/4tkcg/). File name is “Data sheet for cells abundance in all five reactors. xlsx ”. While the 
highest value was 48.78% (G36 in C1 at 0.25 d), the lowest value was 0% (e.g. G27 in C1 at 0.25 d) which 
means the relative subcommunity was not present in a sample. The mean distribution of cells within 68 
gates is 1.47% which represents around 3000 cells per gate. To determine rare subcommunities the 
threshold of 0.01% was set: these rare cells were only implemented when calculating the abundance 
curves (Fig.1c and 3c). Gates with this low amount of cells can easily be biased by stray events; therefore 
we calculated all other outcomes with the higher threshold of 1.47 % (dominant subcommunities).  
 
2. Data lists of abiotic and biotic standard parameters 
Standard parameters were measured (Fig. S3.1, methods in S3) and used to calculate correlations to 
subcommunities, which were Time: time points of sampling (day); T: cultivation temperature (°C); OD: 
optical density measured in 600 nm with 5mm cuvette; EC: electrical conductivity (mS cm-1); NH4: 
concentration of ammonium (mg N L-1); PHO: concentration of orthophosphate (mg P L-1); CODt: total 
chemical oxygen demand (mg L-1) of supernatant and biomass; CODs: chemical oxygen demand (mg L-1) 
of supernatant; CODb: chemical oxygen demand (mg L-1) of biomass, calculated by CODt minus CODs. 
Overview of measurement results per each reactor (C1, C2, D1, D2 and D3) can be downloaded from an 
open access data repository under the link (URL https://osf.io/4tkcg/). File name is “Data sheet for 
abiotic parameters. xlsx ”. The parameter ‘number of cells’ was removed from the calculation of 
correlations, as it measured less time points and represented comparable values to CODb (Fig. S3.1). 
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