Some techniques suitable to the control of the solution error in the Preconditioned Conjugate Method are considered and compared. The estimation can be performed both in the course ot the iterations and after their termination. The importance of such techniques follows from the non-existence of some reasonable a priori error estimate for very ill-conditioned linear systems when information about the right-hand side vector is lacking. Hence, some a posteriori estimates are required, which make it possible to verify the quality of the solution obtained for a prescribed right hand side. The performance of the considered error control procedures is demonstrated using real-world large-scale linear systems arising in computational mechanics.
Introduction
The present paper is concerned with further developments of robust iterative methods for the solution of linear systems with symmetric positive definite (SPD) matrices. We consider some approaches to the estimation of the solution error norms (different from the residual norm which latter can be calculated directly) for the approximations obtained from the use of the preconditioned conjugate gradient (PCG) method. Some special aspects arising when using certain Incomplete Cholesky (IC) factorizations as a preconditioning, are outlined.
We consider the problem
where is a sparse Ò ¢ Ò SPD matrix, and present some versions of (mainly known) techniques for the estimation of such error norms as the -norm and the Euclidean norm of the PCG iteration error 
respectively, where is the iteration number.
As we shall see, a good preconditioning not only considerably accelerates the convergence of the PCG iterations applied to (1.1) but also provides for better chances to obtain an estimate of the solution error Euclidean norm far better than the well known standard estimate for the relative error,
Let Ú ½ and Ú Ò be eigenvectors of corresponding to the smallest and the largest eigenvalues, respectively. Estimate (1.5) is sharp when the residual Ü is collinear to Ú ½ and the exact solution Ü is collinear to Ú Ò . In practice, rather the the opposite situation occurs, i.e. the resudual is dominated by higher eigenvalue modes and the solution by lower eigenvalue modes. Besides being overly pessimistic, another drawback of the latter estimate is that it involves ´ µ, the spectral condition number of (cf.(2.9) below) which is difficult to estimate accurately for real-life large-scale ill-conditioned problems.
In this paper we derive more accurate estimates of the iteration error in spectral (Euclidean) norm and -norm. Some of the estimates turn out to be related to estimates in [5] based on moments and Gaussian quadratures. Our estimates, however, are derived more directly and simpler from relations which hold for the conjugate gradient method.
The paper is organized as follows. In Section 2 we recall the algorithm and some convergence results for the PCG method. In Section 3 we present the essential properties of a real-life test problem and discuss its convergence obtained with preconditionings of different quality. In Sections 4 and 5, some simple error estimates are presented, e.g., involving the pseudoresidual norm and the smallest eigenvalue of the preconditioned matrix, and the behaviour of the latter estimate is illustrated using the numerical example. In Section 6, some new lower and upper estimates for -norm of the iteration error are presented, and their performance is demonstrated using the same numerical example. In Section 7, some general remarks concerning the use of stopping criteria, are given, while Section 8 contains short conclusive remarks.
Some convergence results for the PCG method
Let us introduce an SPD preconditioning matrix À, which should approximate, in a proper sense, the inverse of the coefficient matrix . The choice of the matrix À is subject to the requirement that a vector Û À Öbe easily calculated for any Ö. 
As is known [1], the following estimate for the -norm of the error holds:
and the corresponding standard upper bound for the iteration number needed for the times reduction of the error norm
where
is the spectral condition number of the preconditioned matrix À .
There are also known some results on the superlinear convergence of the PCG method. For instance, it was shown in [8, 9] that
so that the number of iterations needed for the times reduction of the error norm Ô Ö Ì À Ö can be bounded from above (roughly, for a more precise result see [9] ) as
is the so-called K-condition number of the preconditioned matrix À , see [2] . Estimate (2.11) may give a tighter bound for the PCG iteration number as compared to (2.8) in the case when the matrix À still has rather large spectral condition number despite the preconditioning applied, but its eigenspectrum is already strongly clustered near ½ . For an alternate frequently more accurate estimate explicitly involving the set of smallest eigenvalues, see [2] . The quality of a preconditioner is usually measured by the reduction of an estimate of the total computational cost which can be taken as the cost of one iteration multiplied by an estimate of the number of iterations plus the costs of the computation of the preconditioner. However, we will see that the improvement in the condition number obtained by the preconditioning, coupled with a moderate value of À , also makes it possible to ensure good a posteriori bounds for the iteration error.
An illustration of the PCG convergence behavior using a test problem from computational mechanics
Throughout this paper, we will illustrate the relevance of our error estimates to the actual PCG behavior using the results obtained with the new Incomplete Cholesky 2nd order (IC2) preconditioning [10] , as well as the results obtained for the standard Jacobi-CG method with À ½ . We use the notations · Í Ì · Í for the additive splitting of the coefficient matrix into its diagonal, strictly lower triangular, and strictly upper triangular parts, respectively. We present the results for a system with ill-conditioned matrix chosen from a set of test problems obtained from [11] . The properties of the coefficient matrix are given in Table  1 . Some tests with other matrices were also done but did not give any further insight and therefore are omitted here for the sake of brevity. preconditioning, respectively. In all cases, we used the reverse permutation of the originally generated matrices (coarsest mesh nodes form the last block, then the first refined mesh nodes form the last-but-one block, then the nodes of the second refined mesh, etc.) In the first line of Table 2 we present the results obtained with the use of the simplest possible (and the weakest) preconditioning by the inverse diagonal of , i.e. À ½ . In the column "fill-in" the quantity ÒÞ´Íµ ÒÞ´ · Í µ is shown which indicates the (relative) memory volume needed for the preconditioning. Finally, we present an estimate of the spectral condition number of the preconditioned matrix ´Åµ and for the minimum and maximum eigenvalues of the preconditioned matrix Å Í Ì Í ½ obtained in a standard way from the extreme eigenvalues of the tridiagonal matrix Ì constructed from the PCG coefficients « and ¬ , cf. Section 6 below. Note that since for our test problem the condition number is of the order ½¼ · , the standard error estimate (1.1) does not guarantee more than one correct digit in any component of the approximate solution so obtained. However, the actual results appear to be much more favorable and this situation needs some theoretical explanation, which is just the subject of the present paper.
The iterates of the PCG method were compared with the "exact" solution Ü £ computed by a direct method and then improved by one iterative refinement step. The direct solution routine was based on the One-Way Dissection method [4] . In Figs.1-3 we present the behavior of the Euclidean norms of the true residual Ü , the iterative residual Ö , and the true error Ü £ Ü . First, it is clearly seen that the attained solution error is rather small in all three cases (almost independently of the preconditionings used), and is reduced more than ½¼ ½¼ times.
Second, one can observe that (due to too small residual reduction parameter ¼ ) the true residual Ü and the iterative residual from the PCG recurrence (2.4) are different in the very end of the convergence history, and as soon as this happens, the decrease in the error norm is already stopped. Actually, such PCG behavior is rather advantageous, as otherwise The behavior of residuals and iteration error: Jacobi one can make senseless iterations up to the iteration number limit, and this will be discussed in more detail in Section 7.
Estimates for the relative solution error norm involving the right hand side data
The standard result is as follows. In order to estimate the relative norm of the error via the (relative) residual norm, provided that Ü ¼ ¼ and therefore
However, very often such an estimate is too pessimistic. A simple but efficient approach to derive a tighter bound is to use the relative condition number related to the solution vector
which is obviously a lower bound of ´ µ.
Using the same argument, one can readily see that ´ Ü µ Ü Ü so that the relative residual is also properly redefined.
However, the quantity ½ can be (relatively) large for ill-conditioned matrices. Also, its estimation can take (at least) no less computational effort than the solution of the linear system itself. Therefore, further we will discuss how to estimate the error norm Ü Ü using less straightforward approaches which use some information accumulated in the course of the PCG iteration, thus presenting an alternative to the estimate 
Some simple solution error estimates involving pseudoresiduals
In this section we present some estimates using only a small portion of the data generated by the PCG iterations, such as an estimate for the quantity true error norm upper est., no precn.
