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Abstract
We introduce quasi-symplectic groupoids and explain their relation with momentum map
theories. This approach enables us to unify into a single framework various momentum map
theories, including ordinary Hamiltonian G-spaces, Lu’s momentum maps of Poisson group ac-
tions, and the group-valued momentum maps of Alekseev–Malkin–Meinrenken. More precisely,
we carry out the following program:
(1) We define and study properties of quasi-symplectic groupoids.
(2) We study the momentum map theory defined by a quasi-symplectic groupoid Γ⇒ P . In
particular, we study the reduction theory and prove that J−1(O)/Γ is a symplectic manifold for
any Hamiltonian Γ-space (X
J
→ P, ωX) (even though ωX ∈ Ω2(X) may be degenerate), where
O ⊂ P is a groupoid orbit. More generally, we prove that the intertwiner space (X1 ×P X2)/Γ
between two Hamiltonian Γ-spaces X1 and X2 is a symplectic manifold (whenever it is a smooth
manifold).
(3) We study Morita equivalence of quasi-symplectic groupoids. In particular, we prove that
Morita equivalent quasi-symplectic groupoids give rise to equivalent momentum map theories.
Moreover the intertwiner space (X1 ×P X2)/Γ depends only on the Morita equivalence class.
As a result, we recover various well-known results concerning equivalence of momentum maps
including the Alekseev–Ginzburg–Weinstein linearization theorem and the Alekseev–Malkin–
Meinrenken equivalence theorem between quasi-Hamiltonian spaces and Hamiltonian loop group
spaces.
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1 Introduction
“Momentum” usually refers to quantities whose conservation under the time evolution of a physical
system is related to some symmetry of the system. Noether [28], in the course of developing ideas of
Einstein and Klein in general relativity theory, found a very general equivalence between symmetries
and conservation laws in field theory; this is now known as Noether’s theorem. Focusing on the
relation between symmetries and conserved quantities, the study of momentum maps has received
much attention in the last three decades, continuing to the present day with the formulation of
new notions of symmetry. In geometric terms, a phase space with a symmetry group consists of
a symplectic (or Poisson) manifold P and an Hamiltonian action of a Lie group G. By the latter,
we mean a symplectic (or Poisson) action of G on P together with an equivariant map J : P → g∗
such that for each X ∈ g, the one-parameter group of transformations of P generated by X is the
flow of the Hamiltonian vector field with Hamiltonian 〈J(x),X〉 ∈ C∞(P ). The map J is called
the momentum (or moment) map of the Hamiltonian action. One very important aspect of the
momentum map theory is the study of Marsden–Weinstein (or symplectic) reduction, which is the
simultaneous use of symmetries and conserved quantities to reduce the dimension of a Hamiltonian
system.
With the advance of physics and mathematics, new notions of symmetry and momentum have
appeared. For instance, a Poisson group symmetry is the classical limit of a “quantum group
symmetry” in quantum group theory [12]. Lu’s momentum map theory [19] for Poisson Lie group
actions is a theory adapted from the usual Hamiltonian theory which incorporates the Poisson
structure on the symmetry group G. Computations of the symplectic structures on moduli spaces
of flat connections on surfaces have led to another notion of Hamiltonian symmetry known as quasi-
Hamiltonian symmetry. In this new theory, the 2-form ω on the phase space is neither closed nor
non-degenerate, but these “defects” are compensated for by the presence of an auxiliary structure
on the group. This is the starting point of the theory of quasi-Hamiltonian G-spaces with group-
valued momentum maps of Alekseev–Malkin–Meinrenken (AMM) [2]. All these momentum map
theories share many similarities, but involve different techniques and proofs. It is also known that
some of these momentum theories are equivalent to one another. For instance, for compact groups,
the AMM group-valued momentum map theory is equivalent to the Hamiltonian momentum map
theory of loop groups of Meinrenken–Woodward [23, 24, 25], and for compact Bruhat–Poisson
2
groups, Lu’s momentum map theory is equivalent to the usual Hamiltonian momentum map the-
ory [1]. However, these results are fragmentary and their geometric significance remains unclear.
It is therefore natural to investigate the relations between these theories, and to seek a uniform
framework, which is an open question raised by Weinstein [34]. A unified approach would seek to
develop a single momentum map theory which reduces to the theories already established under
special circumstances. While necessarily generalizing the problem, this would allow a direct com-
parison of the features of the various momentum maps in a more intrinsic manner. The importance
of such a single momentum map theory is not merely to give another interpretation of these existing
momentum map theories, but rather to explore the intrinsic ingredients of these theories so that
techniques in one theory can be applied to another. This is particularly important in the study
of group-valued momentum map theory where there are still many open problems, including the
quantization problem which we believe will be the main application of our approach [17].
The approach taken in this paper involves extending the notion of symmetry from actions
of groups to actions of groupoids. This was motivated by the work of Mikami–Weinstein [26]
who showed that the usual Hamiltonian momentum map is in fact equivalent to the symplectic
action of the symplectic groupoid T ∗G ⇒ g∗, which integrates the Lie-Poisson structure on g∗.
Similarly, in [35], Weinstein and the author proved that the momentum map theory of Lu for
an Hamiltonian Poisson group G-space is equivalent to the symplectic action of the symplectic
groupoid G × G∗ ⇒ G∗ integrating the dual Poisson group G∗ [20]. By a symplectic action of a
symplectic groupoid Γ ⇒ P on a symplectic manifold X, we mean a map J : X → P equipped
with a Γ-action Γ×P X → X which is compatible with the symplectic structures [26]. In this case
X is called an Hamiltonian-Γ space.
There is strong evidence that the AMM group-valued momentum map is closely related to the
transformation groupoid G×G⇒ G. Here G acts on itself by conjugation. However, G×G⇒ G
is no longer a symplectic groupoid since the closed 3-form, i.e., the Cartan form Ω on G, must now
play a role. In fact, one can show that the standard AMM 2-form ω ∈ Ω2(G × G) together with
Ω ∈ Ω3(G) gives a 3-cocycle of the total de Rham complex of the groupoid and defines a nontrivial
class in the equivariant cohomology H3G(G) [6].
This example suggests that one must enrich the notion of a symplectic groupoid in order to
include such “twisted” symplectic structures on the groupoids. Thus we arrive at quasi-symplectic
groupoids, the main subject of the present paper. A quasi-symplectic groupoid is a Lie groupoid
Γ⇒ P equipped with a 2-form ω ∈ Ω2(Γ) and a 3-form Ω ∈ Ω3(P ) such that ω +Ω is a 3-cocycle
of the de Rham complex of the groupoid, where ω must satisfy a weak non-degeneracy condition.
When ω is honestly non-degenerate, this is the so-called twisted symplectic groupoid studied by
Cattaneo and the author [10] as the global object integrating a twisted Poisson structure of Severa–
Weinstein [30]. In particular, when Ω vanishes, it reduces to an ordinary symplectic groupoid.
It turns out that much of the theory of Hamiltonian Γ-spaces of a symplectic groupoid Γ can
be generalized to the present context of quasi-symplectic groupoids. In particular, one can perform
reduction and prove that J−1(O)/Γ is a symplectic manifold (even though ωX ∈ Ω
2(X) may
be degenerate), where O ⊂ P is an orbit of the groupoid. More generally, one can introduce the
classical intertwiner space (X1×PX2)/Γ between two Hamiltonian Γ-spacesX1 andX2, generalizing
the same notion studied by Guillemin–Sternberg [14] for the ordinary Hamiltonian G-spaces. One
shows that this is a symplectic manifold (whenever it is a smooth manifold).
As for symplectic groupoids, one can also introduce Morita equivalence for quasi-symplectic
groupoids. In particular, we prove the following main result. (i) Morita equivalent quasi-symplectic
3
groupoids give rise to equivalent momentum map theories in the sense that there is an equivalence
of categories between their Hamiltonian Γ-spaces; (ii) the symplectic manifold (X1 ×P X2)/Γ de-
pends only on the Morita equivalence class of Γ. As a result, we recover various well-known results
concerning equivalence of momentum maps including the Alekseev–Ginzburg–Weinstein lineariza-
tion theorem and Alekseev–Malkin–Meinrenken equivalence theorem for group-valued momentum
maps. They are essentially due to the Morita equivalence between the Lu–Weinstein symplectic
groupoid G×G∗ ⇒ G∗ and the standard cotangent symplectic groupoid T ∗G ⇒ g∗, where G is a
compact simple Lie group equipped with the Bruhat–Poisson group structure and the Morita equiv-
alence is between the symplectic groupoid (LG×Lg⇒ Lg, ωLG×Lg) and the AMM quasi-symplectic
groupoid (G×G⇒ G,ω +Ω).
Another main motivation of the present work is the quantization problem. It is natural to
study the geometric quantization of the symplectic reduced space J−1(O)/Γ or more generally
the symplectic intertwiner space (X1 ×P X2)/Γ, and prove the Guillemin–Sternberg conjecture
that “[Q,R] = 0” for Hamiltonian Γ-spaces. As an application, our uniform framework naturally
leads to the following construction of prequantizations. A prequantization of the quasi-symplectic
groupoid (Γ ⇒ P, ω + Ω) is a gerbe over the stack corresponding to the groupoid Γ ⇒ P , while a
prequantization of an Hamiltonian Γ-space is a line bundle L on which the gerbe acts. A prequan-
tization of the symplectic intertwiner space (X1×P X2)/Γ can be constructed using these data. For
symplectic groupoids, such a prequantization was studied in [37]. Details of this construction for
quasi-symplectic groupoids appear elsewhere [17]. Note that in the usual Hamiltonian case, since
the symplectic 2-form defines a zero class in the third cohomology group of the groupoid T ∗G⇒ g∗,
which in this case is the equivariant cohomology H3G(g
∗), gerbes do not enter explicitly. However,
for a general quasi-symplectic groupoid (for instance the AMM quasi-symplectic groupoid), since
the 3-cocycle ω +Ω may define a nontrivial class, gerbes are inevitable in the construction.
Recently, Zung proved the convexity theorem for Hamiltonian Γ-spaces of proper quasi-
symplectic groupoids, which encompasses many classical convexity theorems in the literature [38].
Finally we note that recently Bursztyn–Crainic–Weinstein–Zhu showed that infinitesimally quasi-
symplectic groupoids (which are called twisted presymplectic groupoids in [8]) correspond to twisted
Dirac structures. They also studied the infinitesimal version of our Hamiltonian Γ-spaces. We refer
to [8] for details.
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2 Quasi-symplectic groupoids
In this section, we introduce quasi-symplectic groupoids and discuss their basic properties.
4
2.1 Pre-quasi-symplectic groupoids
A simple and compact way to define a pre-quasi-symplectic groupoid is to use the de-Rham double
complex of a Lie groupoid. First, let us recall its definition below.
Let Γ⇒ Γ0 be a Lie groupoid with source and target maps s, t : Γ→ Γ0. Define for all p ≥ 0
Γp = Γ×Γ0 . . .×Γ0 Γ︸ ︷︷ ︸
p times
,
i.e., Γp is the manifold of composable sequences of p arrows in the groupoid Γ⇒ Γ0. We have p+1
canonical maps Γp → Γp−1 giving rise to a diagram
. . .Γ2 //
//
// Γ1 //
// Γ0 . (1)
In fact, Γ
•
is a simplicial manifold. Consider the double complex Ω•(Γ
•
):
· · · · · · · · ·
Ω1(Γ0)
d
OO
∂ // Ω1(Γ1)
d
OO
∂ // Ω1(Γ2)
d
OO
∂ // · · ·
Ω0(Γ0)
d
OO
∂ // Ω0(Γ1)
d
OO
∂ // Ω0(Γ2)
d
OO
∂ // · · ·
(2)
Its boundary maps are d : Ωk(Γp)→ Ω
k+1(Γp), the usual exterior derivative of differentiable forms
and ∂ : Ωk(Γp)→ Ω
k(Γp+1), the alternating sum of the pull-back maps of (1). We denote the total
differential by δ = (−1)pd+ ∂. The cohomology groups of the total complex Ω•(Γ
•
)
HkDR(Γ•) = H
k
(
Ω•(Γ
•
)
)
are called the de Rham cohomology groups of Γ⇒ Γ0. We now introduce the following
Definition 2.1 A pre-quasi-symplectic groupoid is a Lie groupoid Γ ⇒ P equipped with a two-
form ω ∈ Ω2(Γ) and a three-form Ω ∈ Ω3(P ) such that
dΩ = 0, dω = ∂Ω, and ∂ω = 0. (3)
In other words, ω +Ω is a 3-cocycle of the total de-Rham complex of the groupoid Γ⇒ P .
Remark 2.2 It is simple to see that the last condition ∂ω = 0 is equivalent to that the graph of
the multiplication Λ ⊂ Γ× Γ× Γ is isotropic. In this case, ω is said to be multiplicative.
By A → P we denote the Lie algebroid of Γ ⇒ P , where the anchor map is denoted by
a : A → TP . For any ξ ∈ Γ(A), by
−→
ξ and
←−
ξ we denote its corresponding right-and left-invariant
vector fields on Γ respectively. The following properties can be easily verified (see also [10]).
Proposition 2.3 Let (Γ⇒ P, ω +Ω) be a pre-quasi-symplectic groupoid.
1. ǫ∗ω = 0, where ǫ : P → Γ is the unit map;
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2. i∗ω = −ω, where i : Γ→ Γ is the groupoid inversion;
3. for any ξ, η ∈ Γ(A),
ω(
−→
ξ ,−→η ) = −ω(
←−
ξ ,←−η ), ω(
−→
ξ ,←−η ) = 0;
4. for any ξ, η ∈ Γ(A), ω(
−→
ξ ,−→η ) is a right invariant function on Γ, and ω(
←−
ξ ,←−η ) is a left
invariant function on Γ.
Proof. Let Λ = {(x, y, z)|z = xy, (x, y) ∈ Γ2} ⊂ Γ×Γ×Γ be the graph of groupoid multiplication.
Thus Λ is isotropic with respect to (ω, ω,−ω).
(1). For any δ′m, δ
′′
m ∈ TmP , since (δ
′
m, δ
′
m, δ
′
m), (δ
′′
m, δ
′′
m, δ
′′
m) ∈ TΛ, it follows that ω(δ
′
m, δ
′′
m) = 0.
(2). ∀x ∈ Γ and ∀δ′x, δ
′′
x ∈ TxΓ, it is clear that (δ
′
x, i∗δ
′
x, s∗δ
′
x), (δ
′′
x, i∗δ
′′
x, s∗δ
′′
x) ∈ TΛ. Thus using
(1), we have
ω(δ′x, δ
′′
x) + ω(i∗δ
′
x, i∗δ
′′
x) = 0,
and therefore (2) follows.
(3). Since i∗
−→
ξ = −
←−
ξ and i∗
−→η = −←−η , from (2) it follows that ω(
−→
ξ ,−→η ) = −ω(
←−
ξ ,←−η ). Now
for any x ∈ Γ, since both vectors (
−→
ξ (x), 0t(x),
−→
ξ (x)) and (0x,
←−η (t(x)),←−η (x)) are tangent to Λ, we
thus have ω(
−→
ξ (x),←−η (x)) = 0.
(4). It is simple to see that, for any ξ, η ∈ Γ(A) and any composable pair (x, y) ∈ Γ2,
(
−→
ξ (x), 0y ,
−→
ξ (xy)), (−→η (x), 0y ,
−→η (xy)) ∈ TΛ. Thus
ω(
−→
ξ (x),−→η (x))− ω(
−→
ξ (xy),−→η (xy)) = 0.
Hence ω(
−→
ξ ,−→η ) is a right invariant function on Γ. Similarly, one proves that ω(
←−
ξ ,←−η ) is a left
invariant function on Γ. 
We next investigate the kernel of ω along the unit space P . For any m ∈ P , there are two ways
to identify elements of Am as tangent vectors of Γ, namely vectors tangent to the t-fiber ξ →
−→
ξ (m),
or to the s-fiber ξ →
←−
ξ (m). Write
−→
A |m = {
−→
ξ (m)|∀ξ ∈ Am}, and
←−
A |m = {
←−
ξ (m)|∀ξ ∈ Am}. (4)
Thus we have the following decomposition of the tangent space:
TmΓ =
−→
A |m ⊕ TmP =
←−
A |m ⊕ TmP, ∀m ∈ P. (5)
Corollary 2.4 Under the same hypothesis as in Proposition 2.3, we have, for any m ∈ P ,
1. kerωm = (kerωm ∩
−→
A |m)⊕ (kerωm ∩ TmP );
2. if
−→
ξ (m) ∈ kerωm, then a(ξ) ∈ kerωm; and
3. for any ξ ∈ Am,
−→
ξ (m) ∈ kerωm if and only if
←−
ξ (m) ∈ kerωm.
6
Proof. To prove (1), it suffices to show that if
−→
ξ (m) + v ∈ kerωm, where ξ ∈ Am and v ∈ TmP ,
then both
−→
ξ (m) and v belong to kerωm. According to Proposition 2.3 (1), for any u ∈ TmP , we
have
ω(
−→
ξ (m), u) = ω(
−→
ξ (m) + v, u) = 0.
On the other hand, for any η ∈ Am, we have ω(
−→
ξ (m),←−η (m)) = 0 according to Proposition 2.3 (3).
Thus it follows that
−→
ξ (m) ∈ kerωm, which also implies that v ∈ kerωm.
(2) Note that a(ξ) =
−→
ξ (m)−
←−
ξ (m). Hence for any η ∈ Am, we have
ω(a(ξ),−→η (m)) = ω(
−→
ξ (m)−
←−
ξ (m),−→η (m)) = ω(
−→
ξ (m),−→η (m))− ω(
←−
ξ (m),−→η (m)) = 0.
It thus follows that a(ξ) ∈ kerωm since ǫ
∗ω = 0 according to Proposition 2.3 (1).
(3) follows from (2) since a(ξ) =
−→
ξ (m)−
←−
ξ (m). 
2.2 Quasi-symplectic groupoids
Let us set
kerωm ∩Am = {ξ ∈ Am|
−→
ξ (m) ∈ kerωm}. (6)
Corollary 2.4 implies that the anchor induces a well-defined map from kerωm ∩Am to kerωm ∩
TmP . Now we are ready to introduce the non-degeneracy condition.
Definition 2.5 A pre-quasi-symplectic groupoid (Γ ⇒ P, ω + Ω) is said to be quasi-symplectic if
the following non-degeneracy condition is satisfied: the anchor
a : kerωm ∩Am → kerωm ∩ TmP
is an isomorphism.
Given a pre-quasi-symplectic groupoid (Γ ⇒ P, ω + Ω), the two-form ω induces a well-defined
linear map:
ωb : TmP −→ A
∗
m, 〈ω
b(v), ξ〉 = ω(v,
−→
ξ (m)), ∀v ∈ TmP, ξ ∈ Am.
Indeed one easily sees that ωb induces a well-defined map:
φ :
TmP
kerωm ∩ TmP
−→ (
Am
kerωm ∩Am
)∗,
〈φ[v], [ξ]〉 = 〈ωb(v), ξ〉 = ω(v,
−→
ξ (m)), ∀v ∈ TmP, ξ ∈ Am. (7)
The following result plays an essential role in understanding the non-degeneracy condition.
Proposition 2.6 Assume that (Γ ⇒ P, ω + Ω) is a pre-quasi-symplectic groupoid. Then φ is a
linear isomorphism.
7
Proof. Assume that φ[v] = 0 for v ∈ TmP . Then ω(v,
−→
ξ (m)) = 0, ∀ξ ∈ Am, which implies that
v ∈ kerωm since ǫ
∗ω = 0. Hence [v] = 0. So φ is injective.
Conversely, assume that ξ ∈ Am satisfies the property that 〈φ[v], [ξ]〉 = 0, ∀v ∈ TmP . Hence
ω(
−→
ξ (m), v) = 0, ∀v ∈ TmP . This implies that
−→
ξ (m) ∈ kerωm. Therefore ξ ∈ kerωm ∩ Am, or
[ξ] = 0. This implies that φ is surjective. 
An immediate consequence is the following result, which gives a useful way of characterizing a
quasi-symplectic groupoid.
Proposition 2.7 A pre-quasi-symplectic groupoid (Γ ⇒ P, ω + Ω) is a quasi-symplectic groupoid
if and only if
1. the anchor a : kerωm ∩Am → kerωm ∩ TmP is injective, and
2. dimΓ = 2dimP .
Proof. By Proposition 2.6 and using dimension counting, we have
dim(kerωm ∩Am)− dim(kerωm ∩ TmP ) = dimΓ− 2 dimP. (8)
Assume that (Γ ⇒ P, ω + Ω) is a quasi-symplectic groupoid. Eq. (8) implies that dimΓ =
2dimP . The converse is proved by working backwards. 
A special class of quasi-symplectic groupoids are the so called twisted symplectic groupoids [10],
which are pre-quasi-symplectic groupoids (Γ ⇒ P, ω + Ω) such that ω is honestly non-degenerate.
In particular, symplectic groupoids [32] are always quasi-symplectic. In the next subsection, we will
discuss another class of quasi-symplectic groupoids motivated by the Lie group valued momentum
map theory of Alekseev–Malkin–Meinrenken [2].
2.3 AMM quasi-symplectic groupoids
First of all, let us fix some notations. Assume that a Lie group G acts smoothly on a manifold
M from the left. By a transformation groupoid, we mean the groupoid G ×M ⇒ M , where the
source and target maps are given, respectively, by s(g, x) = gx, t(g, x) = x, ∀(g, x) ∈ G ×M , and
the multiplication is (g1, x) · (g2, y) = (g1g2, y), where x = g2y.
Let G be a Lie group equipped with an ad-invariant non-degenerate symmetric bilinear form
(·, ·). Consider the transformation groupoid G×G ⇒ G, where G acts on itself by conjugation.
Following [2], we denote by θ and θ¯ the left and right Maurer-Cartan forms on G respectively, i.e.,
θ = g−1dg and θ¯ = dgg−1. Let Ω ∈ Ω3(G) denote the bi-invariant 3-form on G corresponding to
the Lie algebra 3-cocycle 112(·, [·, ·]) ∈ ∧
3g∗:
Ω =
1
12
(θ, [θ, θ]) =
1
12
(θ¯, [θ¯, θ¯]) (9)
and ω ∈ Ω2(G×G) the two-form:
ω|(g,x) = −
1
2
[(Adx pr
∗
1 θ,pr
∗
1 θ) + (pr
∗
1 θ,pr
∗
2(θ + θ¯))], (10)
where (g, x) denotes the coordinate in G × G, and pr1 and pr2 : G × G → G are the natural
projections.
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Proposition 2.8 Let G be a Lie group equipped with an ad-invariant non-degenerate symmetric
bilinear form (·, ·). Then the transformation groupoid (G×G ⇒ G,ω + Ω) is a quasi-symplectic
groupoid, called the AMM quasi-symplectic groupoid.
Proof. First, one needs to check that ω + Ω is a 3-cocycle. This can be done by a tedious
computation, and is left for the reader.
It remains to check the non-degeneracy condition, which is in fact embedded in the proof of
Proposition 3.2 [2]. For completeness, let us sketch a proof below.
The Lie algebroid A of G×G ⇒ G is a transformation Lie algebroid: g × G → G, where the
anchor map a : g × G → TG is given by a(ξ, x) = rx(ξ) − lx(ξ), ∀ξ ∈ g. Therefore a(ξ, x) = 0 if
and only if Adxξ = ξ. On the other hand, for any ξ ∈ g being identified with an element in Ax, we
have
−→
ξ |(1,x) = (ξ, 0) ∈ T
t
(1,x)(G×G). For any δx ∈ TxG, let δ(1,x) = (0, δx) ∈ T(1,x)(G×G). Clearly
δ(1,x) is a tangent vector to the unit space.
It follows from Eq. (10) that
ω(
−→
ξ |(1,x), δ(1,x)) = ω((ξ, 0), (0, δx)) = −
1
2
δx (ξ, θ + θ¯).
Therefore we have ǫ∗(
−→
ξ |(1,x) ω) =
1
2(ξ, θ+ θ¯). Hence,
−→
ξ |(1,x) ω = 0 if and only if (Adx+1)ξ = 0.
This implies that a : kerωx ∩Ax → kerωx ∩ TxG is injective. Therefore it follows from Proposition
2.7 that (G×G⇒ G,ω +Ω) is indeed a quasi-symplectic groupoid. 
Remark 2.9 From the above proposition, we see that [ω + Ω] defines a class in the equivariant
cohomology H3G(G). When G is a compact simple Lie group with the basic form (·, ·), [ω + Ω]
is a generator of H3G(G). In Cartan model, it corresponds to the class defined by the dG-closed
equivariant 3-form χG(ξ) = Ω−
1
2(θ + θ¯, ξ) : g −→ Ω
∗(G), ∀ξ ∈ g (see [8, 22]).
3 Hamiltonian Γ-spaces
3.1 Definitions and properties
In this subsection, we introduce the notion of Hamiltonian Γ-spaces for a quasi-symplectic groupoid
Γ ⇒ P , which generalizes the usual notion of Hamiltonian spaces of symplectic groupoids in the
sense of Mikami-Weinstein [26].
First, we need the following:
Definition 3.1 Given a quasi-symplectic groupoid (Γ⇒ P, ω+Ω), let J : X → P be a left Γ-space,
i.e., Γ acts on X from the left. By a compatible two-form on X, we mean a two-form ωX ∈ Ω
2(X)
satisfying
1. dωX = J
∗Ω; and
2. the graph of the action Λ = {(r, x, rx)|t(r) = J(x)} ⊂ Γ×X ×X is isotropic with respect to
the two-form (ω, ωX ,−ωX).
Then (X
J
→ P, ωX) is called a pre-Hamiltonian Γ-space.
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In the sequel, we simply refer to the second condition as to “the graph of the action Λ ⊂ Γ×X×X
is isotropic”, where the bar on the last factor X indicates that the opposite two-form is used.
To illustrate the intrinsic meaning of the above compatibility condition, let us elaborate it in
terms of groupoids. Let Q := Γ×P X ⇒ X denote the transformation groupoid corresponding to
the Γ-action, and, by abuse of notation, J : Q→ Γ the natural projection. It is simple to see that
Q
 
J // Γ
 
X
J // P
(11)
is a Lie groupoid homomorphism. Therefore it induces a map, i.e., the pull-back map, on the level
of de-Rham complex
J∗ : Ω
•
(Γ
•
)→ Ω
•
(Q
•
).
Proposition 3.2 Let (Γ⇒ P, ω+Ω) be a quasi-symplectic groupoid and J : X → P a left Γ-space.
Then ωX ∈ Ω
2(X) is a compatible two-form if and only if
J∗(ω +Ω) = δωX . (12)
Proof. Note that
δωX = (s
∗ωX − t
∗ωX) + dωX ,
where s, t : Γ ×P X → X are the source and target maps of the groupoid Γ ×P X ⇒ X. So Eq.
(12) is equivalent to
s∗ωX − t
∗ωX = J
∗ω, and dωX = J
∗Ω.
It is simple to see that the first equation above is equivalent to that the graph of the action
Λ ⊂ Γ × X × X is isotropic by using the source and target maps s(r, x) = r · x and t(r, x) = x,
∀(r, x) ∈ Γ×P X. 
Remark 3.3 As a consequence, J∗ : H3DR(Γ•)→ H
3
DR(Q•) maps [ω +Ω] into zero. When [ω +Ω]
is of integral class, it defines an S1-gerbe over the stack XΓ corresponding to the groupoid Γ⇒ P ,
the above proposition implies that the pull-back S1-gerbe on XQ is always trivial.
If Γ is the symplectic groupoid T ∗G⇒ g∗, Q can be identified with the transformation groupoid
G×X ⇒ X and the groupoid homomorphism J : Q (∼= G×X)→ Γ (∼= G× g∗) is simply id× J .
In this case, H3DR(Γ•)
∼= H3G(g
∗) and H3DR(Q•)
∼= H3G(X). In Cartan model, Eq. (12) is equivalent
to
dGωX = J
∗χG(ξ).
Here χG ∈ Ω
3
G(g
∗) is the equivariant closed 3-form defined as χG(ξ) = −d〈a, ξ〉, where a : g
∗ → g∗
is the identity map. Similarly, if Γ is the AMM quasi-symplectic groupoid G × G ⇒ G, Q is
isomorphic to the transformation groupoid G ×X ⇒ X. Then the relevant dG-closed equivariant
3-form χG ∈ Ω
3
G(G) is
χG(ξ) = Ω−
1
2
(θ + θ¯, ξ).
See Remark 2.1 of [2].
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Note that in the first case, χG ∈ Ω
3
G(g
∗) defines a zero class in H3G(g
∗), while in the case of the
AMM quasi-symplectic groupoid, χG ∈ Ω
3
G(G) defines a non-zero class in H
3
G(G). This fact is the
key ingredient for explaining the difference of their quantization theories, while in the latter case,
gerbes are inevitable in the construction [17].
As is well known, a Lie groupoid action induces a Lie algebroid action, called the infinitesimal
action, which can be described as follows. For any x ∈ X and any ξ ∈ Am, where J(x) = m, let
γ(t) be a path in the t-fiber t−1(m) of Γ through the point m such that γ˙(0) =
−→
ξ (m), and define
ξˆ(x) ∈ TxX to be the tangent vector corresponding to the curve γ(t) · x through the point x. In
this way one obtains a linear map
Am −→ TxX, ξ → ξˆ(x)
called the infinitesimal action. In particular, this action induces a Lie algebra homomorphism
Γ(A)→ X(X). One also easily checks that
a(ξ) = J∗ξˆ(x), ∀ξ ∈ Am.
The following lemma follows easily from the compatibility condition in Definition 3.1 (2).
Lemma 3.4 Let (Γ⇒ P, ω +Ω) be a quasi-symplectic groupoid. If a Γ-space J : X → P equipped
with a two-form ωX satisfies the compatibility condition in Definition 3.1 (2), then for any x ∈ X
such that J(x) = m and any ξ ∈ Am, we have
J∗ǫ∗(
−→
ξ (m) ω) = ξˆ(x) ωX . (13)
Proof. It is simple to see that for any ξ ∈ Am, (
−→
ξ (m), 0, ξˆ(x)) is tangent to Λ. On the other
hand, ∀δx ∈ TxX, (J∗δx, δx, δx) is also tangent to Λ. Thus it follows that
ω(
−→
ξ (m), J∗δx)− ωX(ξˆ(x), δx) = 0.
Eq. (13) thus follows immediately. 
From this lemma, one easily sees that if
−→
ξ (m) ∈ kerω, then ξˆ(x) automatically belongs to the
kernel of ωX . As in [2], we impose the following minimal non-degeneracy condition.
Definition 3.5 Let (Γ ⇒ P, ω + Ω) be a quasi-symplectic groupoid. A Hamiltonian Γ-space is a
left Γ-space X → P equipped with a compatible two-form ωX such that ∀x ∈ X,
kerωX |x = {ξˆ(x)|ξ ∈ AJ(x) such that
−→
ξ (J(x)) ∈ kerω}. (14)
For any x ∈ X, by Axx, we denote the linear subspace of AJ(x) consisting of those vectors
ξ ∈ AJ(x) such that ξˆ(x) = 0.
Lemma 3.6 Assume that (Γ ⇒ P, ω + Ω) is a quasi-symplectic groupoid and J : X → P is a
Γ-space equipped with a compatible two-form ωX . Then
1. dim J∗(TxX) ≤ rankA− dimA
x
x;
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2. if moreover (X
J
→ P, ωX) is an Hamiltonian Γ-space, then
a. kerωJ(x) ∩AJ(x) → kerωX |x, ξ → ξˆ(x) is an isomorphism; and
b. ker J∗ ∩ kerω
b
X = 0.
Proof. (1) ∀δx ∈ TxX and ξ ∈ A
x
x, we have
〈φ[J∗δx], [ξ]〉 = ω(J∗δx,
−→
ξ (J(x))) = −ωX(ξˆ(x), δx) = 0,
where φ is the linear isomorphism defined by Eq. (7). This implies that
φ[pr1(J∗(TxX))] ⊆ (pr2A
x
x)
⊥,
where
pr1 : TJ(x)P →
TJ(x)P
kerωJ(x) ∩ TJ(x)P
and
pr2 : AJ(x) →
AJ(x)
kerωJ(x) ∩AJ(x)
are projections.
Secondly, we note that pr2 is injective when being restricted to A
x
x. To see this, we only need
to show that Axx ∩ (kerωJ(x) ∩AJ(x)) = 0. Assume that ξ ∈ A
x
x ∩ (kerωJ(x) ∩AJ(x)). Then we have
ξˆ(x) = 0 and
−→
ξ (J(x)) ω = 0. Hence a(ξ) = J∗ξˆ(x) = 0, which implies that ξ = 0 by Definition
2.5. As a consequence, we have dim(pr2A
x
x) = dimA
x
x. Hence,
dim J∗(TxX)− dim(kerωJ(x) ∩ TJ(x)P )
≤ dimpr1(J∗(TxX)) (since φ is a linear isomorphism)
= dimφ[pr1(J∗(TxX))]
≤ dim(pr2A
x
x)
⊥
= [rankA− dim(kerωJ(x) ∩AJ(x))]− dim(pr2A
x
x)
= [rankA− dim(kerωJ(x) ∩AJ(x))]− dimA
x
x.
Thus (1) follows immediately since Γ is a quasi-symplectic groupoid.
(2) (a). By the minimal non-degeneracy assumption, we know that the map
kerωJ(x) ∩AJ(x) → kerωX |x, ξ → ξˆ(x),
is surjective. To show that it is injective, assume that ξ ∈ kerωJ(x) ∩ AJ(x) such that ξˆ(x) = 0.
Then a(ξ) = J∗ξˆ(x) = 0. Since ω is non-degenerate in the sense of Definition 2.5, we have ξ = 0.
(b). Assume that δx ∈ ker J∗ ∩ kerω
b
X . Since J : X −→ P is an Hamiltonian Γ-space, by
assumption, we have δx = ξˆ(x), where ξ ∈ AJ(x) such that
−→
ξ (J(x)) ω = 0. Hence a(ξ) =
J∗ξˆ(x) = J∗δx = 0, and therefore ξ = 0 since Γ is a quasi-symplectic groupoid.
This completes the proof. 
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For a subspace V ⊆ TxX, by V
ωX we denote its ωX-orthogonal subspace of V . As a consequence,
we have the following proposition which plays a key role in our reduction theory.
Proposition 3.7 Assume that (Γ ⇒ P, ω + Ω) is a quasi-symplectic groupoid, and (X
J
→ P, ωX)
an Hamiltonian Γ-space. Then
(ker J∗)
ωX = {ξˆ(x)|∀ ξ ∈ AJ(x)}. (15)
Proof. It is simple to see that (ker J∗)
ωX = [ωbX(ker J∗)]
⊥. Therefore it follows that
dim(ker J∗)
ωX
= dimX − dim[ωbX(ker J∗)] (since ω
b
X is injective when being restricted to ker J∗)
= dimX − dimker J∗
= dim J∗(TxX) (by Lemma 3.6)
≤ rankA− dimAxx
= dim{ξˆ(x)|∀ ξ ∈ AJ(x)}.
On the other hand, clearly we have
{ξˆ(x)|∀ ξ ∈ AJ(x)} ⊆ (ker J∗)
ωX
according to Eq. (13). Thus Eq. (15) follows immediately. 
3.2 Two fundamental examples
Below we study two fundamental examples of Hamiltonian Γ-spaces, which are naturally associated
to a quasi-symplectic groupoid.
Proposition 3.8 Assume that (Γ⇒ P, ω +Ω) is a quasi-symplectic groupoid. Then
1. J : Γ → P × P is an Hamiltonian Γ × Γ-space, where J(r) = (s(r), t(r)), ∀r ∈ Γ, and the
action is defined by
(r1, r2) · x = r1xr
−1
2 , t(r1) = s(x), t(x) = t(r2).
2. Given any orbit O ⊂ P , there is a natural two-form ωO ∈ Ω
2(O) so that the natural inclusion
i : O → P defines an Hamiltonian Γ-space under the natural Γ-action.
Proof. (1) It is clear, from definition, that dω = J∗Ω. To check the second compatibility condition
of Definition 3.1, it suffices to show that
{(r1, r2, x, r1xr
−1
2 )| t(r1) = s(x), t(x) = t(r2)} ⊂ Γ× Γ× Γ× Γ
is isotropic. This can be proved using the multiplicativity assumption on ω, i.e., ∂ω = 0, as in [33].
To check the minimal non-degeneracy condition, note that for any ξ, η ∈ Γ(A), the vector field on
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Γ generated by the infinitesimal action of (ξ, η) is given by
−→
ξ (x)−←−η (x). Next, note that for any
δx ∈ TxΓ, ξ ∈ Γ(A), we have
ω(
←−
ξ (x), δx) = ω(
←−
ξ (t(x)), t∗δx), ω(
−→
ξ (x), δx) = ω(
−→
ξ (s(x)), s∗δx). (16)
These equations follow essentially from Eq. (13) since s : Γ→ P equipped with the natural left
Γ-action (or t : Γ→ P with the left Γ-action: r · x = xr−1, respectively) satisfies the hypothesis of
Lemma 3.4.
Now assume that δx ∈ kerω. Then t∗δx ∈ kerω by Eq. (16), since P is isotropic. By the
non-degeneracy assumption, we have t∗δx = a(η) for some η ∈ A|t(x) such that
−→η (t(x)) ∈ kerω.
Hence ←−η (t(x)) ∈ kerω by Corollary 2.4 (3), which in turn implies that ←−η (x) ∈ kerω according to
Eq. (16). Let δ′x = δx +
←−η (x). Then,
t∗δ
′
x = t∗δx + t∗
←−η (x) = t∗δx − a(η) = 0.
Also we know that δ′x ∈ kerω. Therefore one can write δ
′
x =
−→
ξ (x) where ξ ∈ As(x) such that
−→
ξ (s(x)) ∈ kerω. We thus have proved that δx =
−→
ξ (x) − ←−η (x), where −→η (t(x)) ∈ kerω and
−→
ξ (s(x)) ∈ kerω.
(2) LetO ⊂ P be the groupoid orbit through the pointm0 ∈ P . It is standard that t
−1(m0)
s
→ O
is a Γm0m0-principal bundle, where Γ
m0
m0
denotes the isotropy group at m0. From the multiplicativity
assumption on ω, it is simple to see that ω|t−1(m0), the pull-back of ω to the t-fiber t
−1(m0), is
indeed basic with respect to the Γm0m0-action. Hence it descends to a two-form ωO on O. That is,
ω|t−1(m0) = s
∗ωO. It thus follows that
s∗dωO = (s
∗Ω− t∗Ω)|t−1(m0),
which implies that dωO = i
∗Ω. It is also clear that the two-form ωO is compatible with the groupoid
Γ-action since ω is multiplicative. To show the minimal non-degeneracy condition, assume that
x ∈ t−1(m0) is an arbitrary point, and δx ∈ Txt
−1(m0) such that [δx] = s∗δx ∈ kerωO|m, where
m = s(x). By definition, ω(δx, δ
′
x) = 0, ∀δ
′
x ∈ Txt
−1(m0). It thus follows that ω(rx−1δx, rx−1δ
′
x) = 0.
Let ξ, η ∈ Am such that rx−1δx =
−→
ξ (m) and rx−1δ
′
x =
−→η (m). Thus we have ω(
−→
ξ (m),−→η (m)) =
0, ∀η ∈ Am. Therefore
ω(a(ξ),−→η (m)) = ω(
−→
ξ (m)−
←−
ξ (m), −→η (m)) = ω(
−→
ξ (m),−→η (m)) = 0, ∀η ∈ Am.
It thus follows that a(ξ) ∈ kerω since ω(a(ξ), TmP ) = 0. That is, a(ξ) ∈ kerωm ∩ TmP . By
the non-degeneracy assumption on ω (see Definition 2.5), we deduce that there exists ξ1 ∈ Am
such that
−→
ξ1(m) ∈ kerω and a(ξ1) = a(ξ). So ξ − ξ1 belongs to the isotropy Lie algebra at
m. As a result, it follows that the minimal non-degeneracy condition is indeed satisfied since
[δx] = s∗δx = ξˆ(m) = ξˆ1(m). 
3.3 Examples of Hamiltonian Γ-spaces
In this subsection, we list various examples of momentum maps appeared in the literature, which
can be considered as special cases of our Hamiltonian Γ-spaces. In fact, our definition is a natural
generalization of Hamiltonian Γ-spaces of a symplectic groupoid of Mikami–Weinstein [26], which
include the usual Hamiltonian momentum maps and Lu’s momentum maps of Poisson group actions
as special cases.
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Example 3.9 Consider the symplectic groupoid (T ∗G⇒ g∗, ω), where ω is the standard cotangent
symplectic structure. Then its Hamiltonian spaces are exactly the Hamiltonian G-spaces J : X →
g∗ in the ordinary sense.
Example 3.10 When P = G∗, the dual of a simply connected complete Poisson Lie group G, its
symplectic groupoid Γ is a transformation groupoid: G × G∗ ⇒ G∗, where G acts on G∗ by left
dressing action [20]. In this case, Hamiltonian Γ-spaces can be described in terms of the so-called
Poisson G-spaces. Recall that a symplectic (or more generally a Poisson) manifold X with a left
G-action is called a Poisson G-space if the action map G ×X → X is a Poisson map. A Poisson
morphism J : X → G∗ is said to be a momentum map for the Poisson G-space [19], if
X ∈ g 7→ −π#X(J
∗(Xr)) ∈ X(X) (17)
is the infinitesimal generator of the G-action, where Xr denotes the right-invariant one-form on G∗
with value X ∈ g∗ at the identity, and πX is the Poisson tensor on X. An explicit relation between
Hamiltonian Γ-spaces and Poisson G-spaces can be established as follows [35]. If J : X → G∗ is an
Hamiltonian Γ-space, then X is a Poisson G-space with the action:
gx = (g, J(x)) · x, (18)
for any g ∈ G and x ∈ X, where (g, J(x)) is considered as an element in Γ = G × G∗ and the
dot on the right hand side refers to the groupoid Γ-action on X. Then J is the momentum map
of the induced Poisson G-action, in the sense of Lu [19]. Conversely, if a symplectic manifold X
is a Poisson G-space with a momentum mapping J : X → G∗, Eq. (18) defines an Hamiltonian
Γ-space.
Example 3.11 Let (·, ·) be an ad-invariant non-degenerate symmetric bilinear form on g. It is
well-known that (·, ·) induces a Lie algebra 2-cocycle λ ∈ ∧2(Lg∗) on the loop Lie algebra defined
by [29]:
λ(X,Y ) =
1
2π
2π∫
0
(X(s), Y ′(s))ds, ∀X(s), Y (s) ∈ Lg, (19)
and therefore defines an affine Poisson structure on Lg. Its symplectic groupoid Γ can be identified
with the transformation groupoid LG×Lg⇒ Lg, where LG acts on Lg by the gauge transformation
[6]:
g · ξ = Adgξ + g
′g−1, ∀g ∈ LG, ξ ∈ Lg. (20)
This is the standard gauge transformation when Lg is identified with the space of connections
on the trivial G-bundle over the unit circle S1. The symplectic structure on LG × Lg can be
obtained as follows. By L˜g we denote the corresponding Lie algebra central extension. Assume
that λ satisfies the integrality condition (i.e., the corresponding closed two-form ωLG ∈ Ω
2(LG)LG
is of integer class). It defines a loop group central extension S1 −→ L˜G
π
−→ LG. Consider
π˜ : L˜G×Lg→ LG×Lg, where π˜ = π×id. Let i denote the embedding L˜G×Lg ∼= L˜G×(Lg×{1}) ⊂
L˜G× L˜g ∼= T ∗L˜G. Then
π˜∗ωLG×Lg = i
∗ω
T ∗L˜G
.
In this case, the corresponding Hamiltonian Γ-spaces are exactly Hamiltonian loop group spaces
studied extensively by Meinrenken–Woodward [23, 24, 25].
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Example 3.12 Let Γ be the AMM quasi-symplectic groupoid (G × G ⇒ G,ω + Ω). It is simple
to see that Hamiltonian Γ-spaces correspond exactly to quasi-Hamiltonian G spaces with a group
valued momentum map J : X → G in the sense of [2], namely those G-spaces X equipped with a
G-invariant two-form ωX ∈ Ω(X)
G and an equivariant map J ∈ C∞(X,G)G such that:
(B1) The differential of ωX is given by:
dωX = J
∗Ω.
(B2) The map J satisfies
ξˆ ωX =
1
2
J∗(ξ, θ + θ¯),∀ξ ∈ g.
(B3) At each x ∈ X, the kernel of ωX is given by
kerωX |x = {ξˆ(x)| ξ ∈ ker(AdJ(x)+1)}.
3.4 Hamiltonian bimodules
A useful way to study Hamiltonian Γ-spaces is via the Hamiltonian bimodules.
Definition 3.13 Given quasi-symplectic groupoids (G⇒ G0, ωG+ΩG) and (H ⇒ H0, ωH +ΩH),
an Hamiltonian G-H-bimodule is a manifold X equipped with a two-form ωX ∈ Ω
2(X) such that
1. G0
ρ
← X
σ
→ H0 is a left G-space and a right H-space, and the two actions commute;
2. X
ρ×σ
−→ G0 × H0 is an Hamiltonian G × H-space, where the action is given by (g, h) · x =
gxh−1, ∀g ∈ G, h ∈ H, x ∈ X such that t(g) = ρ(x) and t(h) = σ(x).
In particular, an Hamiltonian Γ-space can be considered as an Hamiltonian Γ-·-bimodule, where
· denotes the trivial quasi-symplectic groupoid ·⇒ ·.
Given an Hamiltonian G-H-bimodule G0
ρ
← X
σ
→ H0, let Q ⇒ X be the transformation
groupoid
Q := (G×H)×(G0×H0) X ⇒ X.
Then the natural projections pr1 : Q→ G and pr2 : Q→ H are groupoid homomorphisms. As an
immediate consequence of Proposition 3.2, we have the following
Proposition 3.14 If (G⇒ G0, ωG+ΩG) and (H ⇒ H0, ωH+ΩH) are quasi-symplectic groupoids,
and G0
ρ
← X
σ
→ H0 is an Hamiltonian G-H-bimodule, then
pr∗1(ωG +ΩG)− pr
∗
2(ωH +ΩH) = δωX .
Therefore, on the level of cohomology, we have
pr∗1[ωG +ΩG] = pr
∗
2[ωH +ΩH ],
where pr∗1 : H
3
DR(G•) → H
3
DR(Q•) and pr
∗
2 : H
3
DR(H•) → H
3
DR(Q•) are the homomorphisms of
cohomology groups induced by the groupoid homomorphisms pr1 : Q → G and pr2 : Q → H,
respectively.
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Let (G ⇒ G0, ωG + ΩG), (H ⇒ H0, ωH + ΩH), and (K ⇒ K0, ωK + ΩK) be quasi-symplectic
groupoids. Assume that G0
ρ1
← X
σ1→ H0 is an Hamiltonian G-H-bimodule, and H0
ρ2
← Y
σ2→ K0 an
Hamiltonian H-K-bimodule. Moreover, we assume that the fiber product X ×H0 Y is a manifold
(for instance, this is true if σ1 × ρ2 : X × Y → H0 × H0 is transversal to the diagonal) and the
diagonal H-action on X ×H0 Y , h · (x, y) = (x · h
−1, h · y), is free and proper so that the quotient
space is a smooth manifold, which is denoted by X ×H Y . That is
X ×H Y :=
X ×H0 Y
H
.
Let ρ3 : X ×H Y → G0 and σ3 : X ×H Y → K0 be the maps given by ρ3([x, y]) = ρ1(x) and
σ3([x, y]) = σ2(y), respectively. Define a left G-action and a right K-action on X ×H Y by
g · [x, y] = [g · x, y] and [x, y] · k = [x, y · k], (21)
whenever they are defined. It is clear that G0
ρ3
← X ×H Y
σ3→ K0 becomes a left G- and right
K-space, and that these two actions commute with each other.
To continue our discussion, we need to make a technical assumption.
Definition 3.15 We say that two smooth maps τi : Xi →M , i = 1, 2, are clean, if
1. the fiber product X1 ×M X2 is a smooth manifold; and
2. for any (x1, x2) ∈ X1 ×M X2, f∗T(x1,x2)(X1 ×M X2) is equal to either τ1∗Tx1X1 or τ2∗Tx2X2,
where f : X1 ×M X2 →M is defined as f(x1, x2) = τ1(x1) = τ2(x2).
For instance, two maps are clean if one of them is a submersion. The main result of this
subsection is the following
Theorem 3.16 Let (G ⇒ G0, ωG + ΩG), (H ⇒ H0, ωH + ΩH), and (K ⇒ K0, ωK + ΩK) be
quasi-symplectic groupoids. Assume that G0
ρ1
← X
σ1→ H0 is an Hamiltonian G-H-bimodule, and
H0
ρ2
← Y
σ2→ K0 is an Hamiltonian H-K-bimodule. If Z := X ×H Y is a manifold, then
1. the two-form i∗(ωX ⊕ ωY ) ∈ Ω
2(X ×H0 Y ), where i : X ×H0 Y → X × Y is the natural
inclusion, descends to a two-form ωZ on Z; and
2. if moreover assume that σ1 and ρ2 are clean, then (Z,ωZ), equipped with the left G- and right
K-actions as in Eq. (21), is an Hamiltonian G-K-bimodule.
Proof. First, note that for any (x, y) ∈ X ×H0 Y , the tangent space to the H-orbit is spanned by
vectors of the form (ξˆ(x), ξˆ(y)), ∀ξ ∈ AH |m, where AH is the Lie algebroid of H, and m = σ1(x) =
ρ2(y). Here we let H act on X from the left: h ·x = xh
−1, and ξˆ(x) denotes the infinitesimal vector
field generated by this action. Now
(ξˆ(x), ξˆ(y)) i∗(ωX ⊕ ωY )
= ξˆ(x) ωX + ξˆ(y) ωY
= −σ∗1ǫ
∗(
−→
ξ (m) ωH) + ρ
∗
2ǫ
∗(
−→
ξ (m) ωH)
= 0.
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Secondly, let L be any local bisection of H ⇒ H0. Then L induces a local diffeomorphism on
both X and Y , denoted by ΦL. By the left multiplication, L also induces a local diffeomorphism
on H itself, which again, by abuse of notation, is denoted by ΦL. We need to prove that
Φ∗L[i
∗(ωX ⊕ ωY )] = i
∗(ωX ⊕ ωY ). (22)
Given any tangent vectors (δix, δ
i
y) ∈ T(x,y)(X ×H0 Y ), i = 1, 2, let u
i = σ1∗δ
i
x = ρ2∗δ
i
y ∈ TmH0,
where m = σ1(x) = ρ2(y), and δ
i
h = ΦL∗u
i ∈ ThH. It is simple to see that (0, δ
i
h, δ
i
x,ΦL∗δ
i
h) ∈ TΛ1
and (δih, 0, δ
i
y ,ΦL∗δ
i
y) ∈ TΛ2, where Λ1 ⊂ G × H × X × X and Λ2 ⊂ H × K × Y × Y are the
corresponding graphs of the groupoid actions. From the compatibility condition, it follows that
−ωH(δ
1
h, δ
2
h) + ωX(δ
1
x, δ
2
x)− ωX(ΦL∗δ
1
x,ΦL∗δ
2
x) = 0,
and
ωH(δ
1
h, δ
2
h) + ωY (δ
1
y , δ
2
y)− ωY (ΦL∗δ
1
y ,ΦL∗δ
2
y) = 0.
Thus we have
(ωX ⊕ ωY )((δ
1
x, δ
1
y), (δ
2
x, δ
2
y)) = (ωX ⊕ ωY )((ΦL∗δ
1
x,ΦL∗δ
1
y), (ΦL∗δ
2
x,ΦL∗δ
2
y)).
Eq. (22) thus follows. Therefore we conclude that there is a two-form ωZ on Z := X ×H Y such
that
π∗ωZ = i
∗(ωX ⊕ ωY ),
where π : X ×H0 Y → Z is the projection.
It is straightforward to check that
dωZ = (ρ3 × σ3)
∗[ΩG ⊕ ΩK ]
and the two-form ωZ is compatible with the action of the quasi-symplectic groupoid G × K ⇒
G0 ×K0.
It remains to prove the minimal non-degeneracy condition. First we need the following
Lemma 3.17 Let (G ⇒ G0, ωG + ΩG) and (H ⇒ H0, ωH + ΩH) be quasi-symplectic groupoids,
G0
ρ
← X
σ
→ H0 an Hamiltonian G-H-bimodule with ωX ∈ Ω
2(X). Then
(ker ρ∗)
ωX = {ξˆ(x)|ξ ∈ AG|ρ(x)}+ kerωX , and (23)
(ker σ∗)
ωX = {ξˆ(x)|ξ ∈ AH |σ(x)}+ kerωX , (24)
where AG and AH denote the Lie algebroids of G and H, respectively.
Proof. It is obvious that {ξˆ(x)|ξ ∈ AG|ρ(x)}+ kerωX ⊆ (ker ρ∗)
ωX . Now
dim(ker ρ∗)
ωX = dimX − dimωbX(ker ρ∗)
= dim ρ∗(TxX) + dimker ρ∗ − dimω
b
X(ker ρ∗)
= dim ρ∗(TxX) + dim(kerωX ∩ ker ρ∗) (by Lemma 3.6 (1))
≤ rankAG − dim(AG|
x
x) + dim(kerωX ∩ ker ρ∗)
= dim{ξˆ(x)|ξ ∈ AG|ρ(x)}+ dim(kerωX ∩ ker ρ∗).
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On the other hand, using Lemma 3.6 (2), it is easy to check that
(kerωX ∩ ker ρ∗)⊕ (kerωX ∩ {ξˆ(x)|ξ ∈ AG|ρ(x)}) = kerωX . (25)
To prove this equation, first one easily sees that kerωX can be written as the sum of the two
subspaces on the left hand side. To show that this is a direct sum, it suffices to show that the
intersection of these two subspaces is zero. This is because
(kerωX ∩ ker ρ∗) ∩ {ξˆ(x)|ξ ∈ AG|ρ(x)}
⊆ kerωX ∩ ker ρ∗ ∩ ker σ∗
= kerωX ∩ ker(ρ× σ)∗ (by Lemma 3.6 (2)b)
= 0.
From Eq. (25), it follows that
dim({ξˆ(x)|ξ ∈ AG|ρ(x)}+ kerωX)
= dim{ξˆ(x)|ξ ∈ AG|ρ(x)}+ dimkerωX − dim(kerωX ∩ {ξˆ(x)|ξ ∈ AG|ρ(x)})
= dim{ξˆ(x)|ξ ∈ AG|ρ(x)}+ dim(kerωX ∩ ker ρ∗).
Thus Eq. (23) follows immediately. Similarly Eq. (24) can be proved. This concludes the proof of
the lemma. 
Assume that [(δx, δy)] ∈ T[(x,y)]Z, where (δx, δy) ∈ T(x,y)(X×H0 Y ), is in the kernel of ωZ . Then
ωX(δx, δ
′
x) + ωY (δy, δ
′
y) = 0, ∀(δ
′
x, δ
′
y) ∈ T(x,y)(X ×H0 Y ). (26)
By letting δ′y = 0, it follows that ωX(δx, δ
′
x) = 0 for any δ
′
x ∈ ker σ1∗. Therefore, according to
Lemma 3.17, we have
δx ∈ (ker σ1∗)
ωX = {ηˆ(x)|η ∈ AH |σ1(x)}+ kerωX .
It thus follows that we can always write δx = ξˆ(x) + ηˆ1(x) for some ξ ∈ AG|ρ1(x) and η1 ∈ AH |σ1(x)
such that
−→
ξ (ρ1(x)) ∈ kerωG.
Similarly, one shows that δy = ηˆ2(y) + ζˆ(y), for some η2 ∈ AH |ρ2(y) and ζ ∈ AK |σ2(y) such that
−→
ζ (σ2(y)) ∈ kerωK .
Now σ1∗δx = −aAH (η1) and ρ2∗δy = aAH (η2). Thus we have η1− η2 ∈ ker aAH . From Eqs. (26)
and (13), it follows that
ωG(
−→
ξ (m), ρ1∗δ
′
x)− ωH(
−→η1(n), σ1∗δ
′
x) + ωH(
−→η2(n), ρ2∗δ
′
y)− ωK(
−→
ζ (p), σ2∗δ
′
y) = 0,
where m = ρ1(x), n = σ1(x) = ρ2(y) and p = σ2(y). Hence ωH(
−−−−→
η1 − η2(n), δn) = 0 for any
δn ∈ f∗T(x,y)(X ×H0 Y ), where f : X ×H0 Y → H0 is the map f(x, y) = σ1(x). By the clean
assumption, we may assume that f∗T(x,y)(X ×H0 Y ) = σ1∗(TxX) (or ρ2∗(TyY ), in which case, a
similar proof can be carried out). Thus we have ωH(
−−−−→
η1 − η2(n), σ1∗(TxX)) = 0, which implies that
ηˆ1(x)− ηˆ2(x) ∈ kerω
b
X . On the other hand, since (ρ1×σ1)∗(ηˆ1(x)− ηˆ2(x)) = (0, aAH (η1− η2)) = 0,
we have ηˆ1(x)− ηˆ2(x) = 0 according to Lemma 3.6 (2)b. It thus follows that
[(δx, δy)] = [(ξˆ(x) + ηˆ1(x), ηˆ2(y) + ζˆ(y)] = [(ξˆ(x) + ηˆ2(x), ηˆ2(y) + ζˆ(y)] = [(ξˆ(x), ζˆ(y))],
which implies the minimal non-degeneracy condition. This completes the proof. 
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3.5 Reduction
Theorem 3.16 has many important consequences. As an immediate consequence, we have the
following reduction theorem.
Theorem 3.18 Let (Γ ⇒ P, ω + Ω) be a quasi-symplectic groupoid, and (X
J
→ P, ωX) an Hamil-
tonian Γ-space. Assume that m ∈ P is a regular value of J and Γmm acts on J
−1(m) freely and
properly, where Γmm denotes the isotropy group at m. Then J
−1(m)/Γmm is a symplectic manifold.
More generally, if (Γi ⇒ Pi, ωi+Ωi), i = 1, 2, are quasi-symplectic groupoids, (X
J1×J2−→ P1×P2, ωX)
is an Hamiltonian Γ1 × Γ2-space, m ∈ P2 is a regular value for J2 : X −→ P2, and (Γ2)
m
m acts on
J−12 (m) freely and properly, then J
−1
2 (m)/(Γ2)
m
m is naturally an Hamiltonian Γ1-space.
Proof. Note that (X
J1×J2−→ P1 × P2, ωX) being an Hamiltonian Γ1 × Γ2-space is equivalent to X
being a Γ1-Γ2-bimodule by considering X as a right Γ2-space. Let O ⊂ P2 be the groupoid orbit
of Γ2 through m. Then P2
i
← O¯ → · is an Hamiltonian Γ2-·-bimodule according to Proposition
3.8. The clean assumption is satisfied since J2 : J
−1
2 (O) → O is a submersion. By Theorem 3.16,
X ×Γ2 O¯ is an Hamiltonian Γ1-·-Hamiltonian bimodule, i.e., a Hamiltonian Γ1-space. It is easy to
see that X ×Γ2 O¯ is naturally diffeomorphic to J
−1
2 (m)/(Γ2)
m
m. 
Remark 3.19 As a consequence, X/Γ (assuming being a smooth manifold) is naturally a Poisson
manifold. One should also be able to see this using the reduction of Dirac structures, as an
Hamiltonian Γ-space infinitesimally corresponds to some particular Dirac structure [8].
Various reduction theorems in the literature are indeed consequences of Theorem 3.18. In partic-
ular, applying Theorem 3.18 to the AMM quasi-symplectic groupoids, we recover the Hamiltonian
reduction theorem of quasi-Hamiltonian G-spaces of Alekseev–Malkin–Meinrenken [2].
Corollary 3.20 Let X be a quasi-Hamiltonian G1×G2-space and let f ∈ G2 be a regular value of
the momentum map J2 : X → G2. Then the pull-back of the 2-form ω to J
−1
2 (f) descends to the
reduced space
Xf = J
−1
2 (f)/(G2)f
(assuming it is a smooth manifold) and makes it into a quasi-Hamiltonian G1-space. Here (G2)f is
the isotropy group of G2 at f . In particular, if G1 = {e} is trivial then Xf is a symplectic manifold.
Another immediate consequence of Theorem 3.16 is the following
Theorem 3.21 Let (Γ⇒ P, ω + Ω) be a quasi-symplectic groupoid, and (X
J1→ P, ωX), and (Y
J2→
P, ωY ) be Hamiltonian Γ-spaces. Assume that J1 : X → P and J2 : Y → P are clean. Then X×ΓY
is a symplectic manifold.
We will call X×ΓY the classical intertwiner space betweenX and Y . When Γ⇒ P is the symplectic
groupoid T ∗G ⇒ g∗, this reduces to the classical intertwiner space (X × Y )0 of Hamiltonian G-
spaces [14]. We refer the reader to [37] for the detailed study of classical intertwiner spaces of
symplectic groupoids.
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4 Morita equivalence
This section is devoted to the study of Morita equivalence of quasi-symplectic groupoids. The
main result is that Morita equivalent quasi-symplectic groupoids define equivalent momentum map
theories. See Theorem 4.19 and Corollary 4.20.
4.1 Morita equivalence of quasi-symplectic groupoids
Morita equivalence is an important equivalence relation for groupoids. Indeed groupoids moduli
Morita equivalence can be identified with the so called stacks, which are useful in the study of
singular spaces such as moduli spaces. Morita equivalence of symplectic groupoids were studied
in [36]. Here we will generalize this notion to quasi-symplectic groupoids. Let us first recall the
definition of Morita equivalence of Lie groupoids [18, 36].
Definition 4.1 Lie groupoids G ⇒ G0 and H ⇒ H0 are said to be Morita equivalent if there
exists a manifold X together with two surjective submersions
G0
ρ
← X
σ
→ H0,
a left action of G with respect to ρ, a right action of H with respect to σ such that
1. the two actions commute with each other;
2. X is a locally trivial G-principal bundle over X
σ
→ H0; and
3. X is a locally trivial H-principal bundle over G0
ρ
← X.
In this case, G0
ρ
← X
σ
→ H0 is called an equivalence bimodule between the Lie groupoids G and H.
It is known that de-Rham cohomology groups are invariant under Morita equivalence.
Proposition 4.2 [5, 7, 15] If G⇒ G0 and H ⇒ H0 are Morita equivalent Lie groupoids, then
HkDR(G•)
∼
−→ HkDR(H•)
Definition 4.3 Quasi-symplectic groupoids (G⇒ G0, ωG+ΩG) and (H ⇒ H0, ωH +ΩH) are said
to be Morita equivalent if there exists a Morita equivalence bimodule G0
ρ
← X
σ
→ H0 between the
Lie groupoids G and H, together with a two-form ωX ∈ Ω
2(X) such that X is also an Hamiltonian
G-H-bimodule.
Suppose that G ⇒ G0 and H ⇒ H0 are Morita equivalent Lie groupoids with equivalence
bimodule G0
ρ
← X
σ
→ H0. We say that m ∈ G0 and n ∈ H0 are related if ρ
−1(m) ∩ σ−1(n) 6= ∅.
The following are basic properties [36].
Proposition 4.4 If G ⇒ G0 and H ⇒ H0 are Morita equivalent Lie groupoids with equivalence
bimodule G0
ρ
← X
σ
→ H0. Assume that m0 ∈ G0 and n0 ∈ H0 are related. Then
1. dimG+ dimH = 2dimX;
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2. an element n ∈ H0 is related to m0 if and only if n lies in the same groupoid orbit as n0; and
conversely, m ∈ G0 is related to n0 if and only if m lies in the same groupoid orbit as m0;
and
3. the isotropy groups at m0 and n0 are isomorphic.
Theorem 4.5 Morita equivalence is indeed an equivalence relation for quasi-symplectic groupoids.
Proof. From Proposition 3.8 (1), we know that Morita equivalence is reflective. If G0
ρ
← X
σ
→ H0
is an Hamiltonian bimodule defining the Morita equivalence between (G ⇒ G0, ωG + ΩG) and
(H ⇒ H0, ωH +ΩH), then H0
σ
← X
ρ
→ G0, with the reversed actions, is an Hamiltonian bimodule
defining the Morita equivalence between (H ⇒ H0, ωH + ΩH) and (G ⇒ G0, ωG + ΩG). So the
symmetry follows. As for the transitivity, let (G ⇒ G0, ωG + ΩG), (H ⇒ H0, ωH + ΩH), and
(K ⇒ K0, ωK + ΩK) be quasi-symplectic groupoids. Assume that G0
ρ1
← X
σ1→ H0 is a G-H
equivalence bimodule, and H0
ρ2
← Y
σ2→ K0 an H-K-equivalence bimodule, respectively. It is
known that Z = X ×H Y is a bimodule defining the Morita equivalence between the groupoids
G⇒ G0 and K ⇒ K0. According to Theorem 3.16, Z is also an Hamiltonian G-K-bimodule. Thus
(G⇒ G0, ωG+ΩG) and (K ⇒ K0, ωK +ΩK) are Morita equivalent quasi-symplectic groupoids. 
In what follows, we describe some useful constructions of producing Morita equivalent quasi-
symplectic groupoids.
Let Γ ⇒ P be a Lie groupoid, and ωi + Ωi ∈ Ω
2(Γ) ⊕ Ω3(P ), i = 1, 2, be two cohomologous
3-cocycles. This means that there are B ∈ Ω2(P ) and θ ∈ Ω1(Γ) such that
(ω1 +Ω1)− (ω2 +Ω2) = δ(B + θ).
Following [9], we say that ω1 +Ω1 and ω2 +Ω2 differ by a gauge transformation of the first type if
(ω1 +Ω1)− (ω2 +Ω2) = δB, i.e.,
ω1 − ω2 = s
∗B − t∗B, Ω1 − Ω2 = dB.
And we say that ω1 + Ω1 and ω2 + Ω2 differ by a gauge transformation of the second type if
(ω1 +Ω1)− (ω2 +Ω2) = δθ, i.e.,
Ω1 = Ω2, ω1 = ω2 − dθ, for some θ ∈ Ω
1(Γ) such that ∂θ = 0.
It is simple to see that gauge transformations of the first type transform quasi-symplectic
groupoids into quasi-symplectic groupoids (see also [8]). Below we see that the resulting quasi-
symplectic groupoids are indeed Morita equivalent (see [9] for the case of symplectic groupoids).
Proposition 4.6 Assume that (Γ⇒ P, ω +Ω) is a quasi-symplectic groupoid. Then (Γ⇒ P, ω′ +
Ω′), where ω′ = ω + s∗B − t∗B and Ω′ = Ω + dB, for any B ∈ Ω2(P ), is a Morita equivalent
quasi-symplectic groupoid.
Proof. First, we need to show that ω′ is non-degenerate in the sense of Definition 2.5. By
Proposition 2.7, it suffices to show that a : kerω′m ∩Am → kerω
′
m ∩ TmP is injective. Assume that
ξ ∈ kerω′m ∩Am such that a(ξ) = 0. Then we have for any v ∈ TmP ,
0 = ω′(
−→
ξ , v) = (ω + s∗B − t∗B)(
−→
ξ , v) = ω(
−→
ξ , v) +B(a(ξ), v) = ω(
−→
ξ , v).
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Thus we have ξ ∈ kerωm ∩Am, which implies that ξ = 0.
To prove the Morita equivalence, let X = Γ and ωX = ω + s
∗B. We let (Γ ⇒ P, ω′ + Ω′) act
on X from the left by left multiplications and let (Γ⇒ P, ω +Ω) act on X from the right by right
multiplications. It is simple to check that these actions are compatible with the quasi-symplectic
structures. It remains to check the minimal non-degeneracy condition. Assume that δx ∈ kerωX .
Then for any ζ ∈ At(x), we have,
0 = ωX(δx,
←−
ζ (x)) = ω(δx,
←−
ζ (x)) +B(s∗δx, s∗
←−
ζ ) = ω(δx,
←−
ζ (x))
since s∗
←−
ζ (x) = 0. Hence ω(t∗δx,
←−
ζ (t(x))) = 0 according to Eq. (16), which implies that t∗δx ∈
kerω. Therefore t∗δx = a(η) for some η ∈ At(x) such that
−→η (t(x)) ∈ kerω. Hence ←−η (t(x)) ∈ kerω
by Corollary 2.4 (3), which implies that ←−η (x) ∈ kerω. Set δ′x = δx +
←−η (x). Thus t∗δ
′
x = t∗δx +
t∗
←−η (x) = t∗δx − a(η) = 0. Hence we may write δ
′
x =
−→
ξ (x) for some ξ ∈ As(x). Moreover, a simple
computation yields that
−→
ξ (x) ω′ = δ′x ω
′ = δ′x ωX − δ
′
x t
∗B = δ′x ωX = δx ωX +
←−η (x) ω +←−η (x) s∗B = 0.
Thus
−→
ξ (s(x)) ∈ kerω′ according to Eq. (16). This concludes the proof. 
Remark 4.7 Note that quasi-symplectic groupoids are in general not preserved under gauge trans-
formations of the second type. For instance, the symplectic structure ω on the symplectic groupoid
T ∗G ⇒ g∗ is dθ, where θ ∈ Ω1(T ∗G) is the Liouville one-form. It is simple to see that θ satisfies
the condition ∂θ = 0. However T ∗G⇒ g∗ with the zero two-form is clearly not quasi-symplectic.
For a Lie groupoid Γ ⇒ P and a surjective submersion φ : Y → P , we denote by Γ[Y ] the
subgroupoid of (Y × Y )× Γ consisting of {(y1, y2, r)| s(r) = φ(y1), t(r) = φ(y2)}, called the pull-
back groupoid. Clearly the projection pr : Γ[Y ]→ Γ defines a groupoid homomorphism. By abuse
of notations, we also use pr to denote the corresponding map on the unit spaces φ : Y → P .
Proposition 4.8 Assume that (Γ ⇒ P, ω + Ω) is a quasi-symplectic groupoid, and φ : Y → P
a surjective submersion. Then (Γ[Y ] ⇒ Y,pr∗ ω + pr∗ Ω) is a quasi-symplectic groupoid Morita
equivalent to (Γ⇒ P, ω +Ω).
Proof. It is obvious that pr∗ ω + pr∗ Ω is a 3-cocycle since pr is a Lie groupoid homomorphism.
By AY , we denote the Lie algebroid of Γ[Y ]⇒ Y . It is simple to see that ∀y ∈ Y ,
AY |y = {(δy , ξ)|δy ∈ TyY, ξ ∈ Aφ(y) such that φ∗δy = a(ξ)},
with the anchor aY : AY → TY being given by the projection (δy, ξ) → δy, where A is the Lie
algebroid of Γ. Therefore, an element (δy, ξ) ∈ AY |y, where φ∗δy = a(ξ), belongs to ker(pr
∗ ω)|y ∩
AY |y if and only if ξ ∈ kerωφ(y) ∩Aφ(y). This implies that aY : ker(pr
∗ ω)∩AY → ker(pr
∗ ω)∩ TY
is indeed injective. It thus follows that (Γ[Y ]⇒ Y,pr∗ ω+pr∗ Ω) is a quasi-symplectic groupoid by
dimension counting.
To show the Morita equivalence, let X := Γ ×t,P,φ Y and ωX = p
∗ω, where p : X → Γ is
the natural projection. It is standard that P
ρ
← X
σ
→ Y is a Γ-Γ[Y ]-bimodule defining a Morita
equivalence between these two Lie groupoids, where
ρ(r, y) = s(r), and σ(r, y) = y
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and the left Γ-action is
r˜ · (r, y) = (r˜r, y), t(r˜) = s(r) (27)
while the right Γ[Y ]-action is
(r, y) · (y1, y2, r˜) = (rr˜, y2), y = y1, t(r) = φ(y) = φ(y1) = s(r˜). (28)
It is also simple to check that ωX is compatible with the Γ×Γ[Y ]-action. For the minimal non-
degeneracy condition, assume that (δr, δy) ∈ T(r,y)X such that (δr, δy) ωX = 0, which is equivalent
to that δr ω = 0. By Proposition 3.8, we have δr =
−→
ξ (r)−←−η (r), where ξ ∈ As(r) and η ∈ At(r)
such that
−→
ξ (s(r)) and −→η (t(r)) ∈ kerω. Thus (δr, δy) = ξˆ(r, y)− ηˆ′(r, y), where η
′ = (δy, η) ∈ AY |y
clearly satisfies the condition that
−→
η′ (y) ∈ ker pr∗ ω. This concludes the proof. 
Combining Proposition 4.6 and Proposition 4.8, we are lead to the following
Theorem 4.9 Let (G⇒ G0, ωG+ΩG) and (H ⇒ H0, ωH+ΩH) be pre-quasi-symplectic groupoids,
which are Morita equivalent as Lie groupoids with an equivalence bimodule G0
ρ
← X
σ
→ H0. If
ρ∗(ωG +ΩG) and σ
∗(ωH + ΩH), as de-Rham 3-cocycles of the groupoid G[X] ∼= H[X]⇒ X, differ
by a gauge transformation of the first type, then if one is quasi-symplectic, so is the other. Moreover,
they are Morita equivalent as quasi-symplectic groupoids.
4.2 Generalized homomorphisms of quasi-symplectic groupoids
Recall that a generalized homomorphism from a Lie groupoid G ⇒ G0 to H ⇒ H0 is given by a
manifold X, two smooth maps G0
ρ
← X
σ
→ H0, a left action of G with respect to ρ, a right action
of H with respect to σ, such that the two actions commute, and X is a locally trivial H-principal
bundle over G0
ρ
← X [18]. In particular, ρ : X → G0 must be a surjective submersion, and the
(right) H-action on X is free and proper.
Generalized homomorphisms can be composed just like the usual groupoid homomorphisms;
thus there is a category G whose objects are Lie groupoids and morphisms are generalized homo-
morphisms [15, 16, 31], where isomorphisms in the category G are just Morita equivalences [27, 36].
Similarly, we can introduce the notion of generalized homomorphisms between quasi-symplectic
groupoids.
Definition 4.10 A generalized homomorphism from a quasi-symplectic groupoid (G⇒ G0, ωG +
ΩG) to a quasi-symplectic groupoid (H ⇒ H0, ωH + ΩH) is an Hamiltonian G-H-bimodule G0
ρ
←
X
σ
→ H0, which is, in the same time, also a generalized homomorphism from G to H.
Theorem 3.16 implies the following:
Theorem 4.11 There is a category, whose objects are quasi-symplectic groupoids, and morphisms
are generalized homomorphisms of quasi-symplectic groupoids. The isomorphisms in this category
correspond exactly to Morita equivalences of quasi-symplectic groupoids.
It is known that a strict homomorphism of Lie groupoids must be a generalized homomorphism.
For quasi-symplectic groupoids, one can also introduce the notion of strict homomorphisms.
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Definition 4.12 A strict homomorphism of quasi-symplectic groupoids from (G⇒ G0, ωG +ΩG)
to (H ⇒ H0, ωH +ΩH) is a Lie groupoid homomorphism φ : G→ H satisfying
1. φ∗(ωH +ΩH) = ωG +ΩG, and
2. if ξ ∈ AH |m satisfies the properties that aH(ξ) = 0 and φ
∗(
−→
ξ (m) ωH) = 0, then ξ = 0,
where AH is the Lie algebroid of H ⇒ H0 and aH : AH → TH0 denotes its anchor map.
Proposition 4.13 For quasi-symplectic groupoids, strict homomorphisms imply generalized homo-
morphisms.
Proof. Assume that φ : G → H is a strict homomorphism of quasi-symplectic groupoids from
(G ⇒ G0, ωG + ΩG) to (H ⇒ H0, ωH + ΩH). Let X = G0 ×φ,H0,s H, and set ρ(g0, h) = g0,
σ(g0, h) = t(h). Define a left G- and a right H-action on X, respectively, by
g · (g0, h) = (s(g), φ(g)h), and (g0, h) · h
′ = (g0, hh
′).
One checks that this defines a generalized homomorphism from G ⇒ G0 to H ⇒ H0 [18]. Let
ωX = i
∗(0, ωH), where i : G0 ×φ,H0,s H ⊂ G0 ×H is the inclusion. It is simple to see that ωX is
compatible with the G-H-bi-actions. It remains to prove the minimal non-degeneracy condition.
Note that for any ξ ∈ Γ(AG) and η ∈ Γ(AH), the vector field on X generated by the infinitesimal
action of (ξ, η) is given by
̂(ξ ⊕ η)(g0, h) = (aG(ξ)(g0),
−→
φ∗ξ(h)−
←−η (h)), ∀(g0, h) ∈ X.
Assume that δx = (δg0 , δh) ∈ kerωX , where x = (g0, h) ∈ X. This implies that
φ∗δg0 = s∗δh (thus φ(g0) = s(h)), and (29)
ωH(δh, δ
′
h) = 0, ∀δ
′
h ∈ ThH such that s∗δ
′
h ∈ Im(φ∗). (30)
In particular, for any ζ ∈ AH |t(h), since s∗
←−
ζ (h) = 0, which is always in the image of φ∗, we have
ωH(δh,
←−
ζ (h)) = 0. From Eq. (16), it thus follows that ωH(t∗δh,
←−
ζ (t(h))) = 0, which implies that
t∗δh ∈ kerωH . By the non-degeneracy assumption of Definition 2.5, we have t∗δh = aH(η), where
η ∈ AH |t(h) such that
−→η (t(h)) ∈ kerωH . Hence
←−η (t(h)) ∈ kerωH according to Corollary 2.4 (3),
which implies that ←−η (h) belongs to kerωH by Eq. (16). Let δ˜h = δh +
←−η (h). Then we have
t∗δ˜h = t∗δh + t∗
←−η (h) = t∗δh − aH(η) = 0. Thus δ˜h =
−→
ξ1(h) for some ξ1 ∈ AH |s(h), and hence we
have δh =
−→
ξ1(h) −
←−η (h). On the other hand, for any χ ∈ AG|g0 , since s∗
−−→
φ∗χ(h) = aH(φ∗χ) =
φ∗aG(χ) ∈ Imφ∗, we have ωH(δh,
−−→
φ∗χ(h)) = 0 by Eq. (30). Now
ωH(δh,
−−→
φ∗χ(h)) = ωH(
−→
ξ1 (h)−
←−η (h),
−−→
φ∗χ(h)) = ωH(
−→
ξ1 (h),
−−→
φ∗χ(h)) = ωH(s∗
−→
ξ1(h),
−−→
φ∗χ(s(h))),
where we used Eq. (16) in the last equality.
Now s∗
−→
ξ1(h) = s∗(δh +
←−η (h)) = s∗δh = φ∗δg0 . Therefore we have ωH(φ∗δg0 ,
−−→
φ∗χ(s(h))) =
0, ∀χ ∈ AG|g0 . It thus follows that δg0 ∈ ker(φ
∗ωH). Since (G ⇒ G0, φ
∗ωH + φ
∗ΩH) is
quasi-symplectic, by the non-degeneracy assumption, we conclude that δg0 = aG(ξ) for some
ξ ∈ AG|g0 such that
−→
ξ (g0) ∈ ker(φ
∗ωH). Therefore for any δ
′
g0
∈ Tg0G0, ωH(
−→
φ∗ξ(s(h)), φ∗δ
′
g0
) =
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(φ∗ωH)(
−→
ξ (g0), δ
′
g0
) = 0. Hence ωH(
−→
ξ1(s(h)) −
−→
φ∗ξ(s(h)), φ∗δ
′
g0
) = ωH(
−→
ξ1(s(h)), φ∗δ
′
g0
). Since
s : H → H0 is a submersion, we may assume that φ∗δ
′
g0
= s∗δ
′′
h for some δ
′′
h ∈ ThH, and therefore
ωH(
−→
ξ1(s(h)), φ∗δ
′
g0
) = ωH(
−→
ξ1(s(h)), s∗δ
′′
h) = ωH(
−→
ξ1 (h), δ
′′
h) = ωH(δh+
←−η (h), δ′′h) = ωH(δh, δ
′′
h) = 0
by Eq. (30) since s∗δ
′′
h = φ∗δ
′
g0
∈ Imφ∗. On the other hand, since
aH(ξ1 − φ∗ξ) = s∗
−→
ξ1(h) − aH(φ∗ξ) = s∗δh − φ∗(aG(ξ)) = s∗δh − φ∗δg0 = 0,
it follows that ξ1 − φ∗ξ = 0. Therefore, we conclude that δx = (δg0 , δh) =
̂(ξ ⊕ η)(g0, h), where
−→
ξ (g0) ∈ ker(φ
∗ωH) and
−→η (t(h)) ∈ kerωH . 
Remark 4.14 Note that the second condition in Definition 4.12 is necessary for Proposition 4.13
to hold. For instance, given a quasi-symplectic groupoid H ⇒ H0 and a fixed point in H0, one may
always think of this point as a groupoid homomorphism from ·⇒ · to H ⇒ H0. The first condition
is satisfied automatically. However, ·
ρ
← H
σ
→ H0 is, in general, not a generalized homomorphism
of quasi-symplectic groupoids since H is not, in general, an Hamiltonian H-space under the right
H-action.
The following proposition describes the precise relation between generalized homomorphisms
and strict homomorphisms for quasi-symplectic groupoids.
Proposition 4.15 Any generalized homomorphism of quasi-symplectic groupoids is equivalent to
the composition of a Morita equivalence with a strict homomorphism.
Proof. The inverse direction follows from Proposition 4.13 and Theorem 4.11, so it remains to
prove the other direction.
Assume that G0
ρ
← X
σ
→ H0 is a generalized homomorphism of quasi-symplectic groupoids from
(G⇒ G0, ωG +ΩG) to (H ⇒ H0, ωH +ΩH).
Consider the transformation groupoid Q := (G ×H) ×(G0×H0) X ⇒ X as in Proposition 3.14.
One easily checks that Q ⇒ X is isomorphic to G[X] ⇒ X, where the isomorphism is given
by (g, h, x) → (x, g−1xh, g), ∀(g, h, x) ∈ (G × H) ×(G0×H0) X. Therefore we have two groupoid
homomorphisms pr1 : G[X]→ G and pr2 : G[X]→ H. Equip G[X]⇒ X with the 3-cocycle
ωG[X] +ΩG[X] := pr
∗
1(ωG +ΩG)− δωX .
By Theorem 4.9, we know that (G[X]⇒ X,ωG[X] +ΩG[X]) is Morita equivalent to (G⇒ G0, ωG+
ΩG). On the other hand, according to Proposition 3.14, we have ωG[X]+ΩG[X] = pr
∗
2(ωH +ΩH). It
thus follows from Theorem 3.16 that X
ρ
← X ×σ,H0,sH
σ
→ H0 is an Hamiltonian G[X]-H bimodule
defining a generalized homomorphism of quasi-symplectic groupoids from (G[X] ⇒ X,ωG[X] +
ΩG[X]) to (H ⇒ H0, ωH + ΩH). Here the two-form ωZ on Z := X ×σ,H0,s H is given by ωZ =
i∗(0, ωH), where i : Z → X×H is the inclusion. By Lemma 3.6 2(b), one easily sees that Condition
(2) in Definition 4.12 is satisfied so that pr2 : G[X] → H is indeed a strict homomorphism of
quasi-symplectic groupoids. This completes the proof. 
The proof of the above proposition also yields the following
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Corollary 4.16 If f : G0
ρ
← X
σ
→ H0 is a generalized homomorphism of quasi-symplectic groupoids
from (G ⇒ G0, ωG + ΩG) to (H ⇒ H0, ωH + ΩH), then f
∗[ωH + ΩH ] = [ωG + ΩG], where f
∗ :
H3DR(H•)→ H
3
DR(G•) is the induced homomorphism of the de Rham cohomology groups.
In particular, if (G ⇒ G0, ωG + ΩG) and (H ⇒ H0, ωH + ΩH) are Morita equivalent quasi-
symplectic groupoids, then [ωG +ΩG] and [ωH +ΩH ] define the same class under the isomorphism
H3DR(G•) ≃ H
3
DR(H•).
4.3 Hamiltonian spaces for Morita equivalent quasi-symplectic groupoids
Definition 4.17 Assume that (G⇒ G0, ωG+ΩG) and (H ⇒ H0, ωH +ΩH) are Morita equivalent
quasi-symplectic groupoids with an equivalence bimodule G0
ρ
← X
σ
→ H0. Let φ : F → G0 be an
Hamiltonian G-space, and ψ : E → H0 an Hamiltonian H-space. We say that F and E are a pair
of related Hamiltonian spaces if there is an isotropy submanifold Ω ⊂ X × F × E, such that
1. Ω is a graph over both X ×G0 F and X ×H0 E; and
2. (yx−1) · f = y(x−1(f)) and (x−1z) · e = x−1(z(e)), whenever either side is defined for any
x, y, z ∈ X, e ∈ E and f ∈ F , where by x−1(f) (or z(e) resp.), we denote the unique element
in E (or F resp.) such that (x, f, x−1(f)) ∈ Ω (or (z, z(e), e) ∈ Ω resp.), and yx−1 (or x−1z
resp.) denotes the corresponding element [y, x] (or [x, z] resp.) in the groupoid G (or H resp.)
under the identification: G ∼= (X ×H0 X)/H (or H
∼= G \ (X ×G0 X) resp.)
The following property follows immediately from the definition above:
Proposition 4.18 1. x−1(x(e)) = e and x(x−1(f)) = f for all composable x ∈ X, e ∈ E and
f ∈ F ;
2. for all composable g ∈ G,x, y ∈ X,h ∈ H, f ∈ F and e ∈ E,
(g · x)−1(f) = x−1(g−1 · f), (g · y)(e) = g · y(e);
(x · h)−1(f) = h−1 · (x−1(f)), (y · h)(e) = y(h · e).
We are now ready to prove the main result of this section.
Theorem 4.19 Suppose that (G⇒ G0, ωG +ΩG) and (H ⇒ H0, ωH +ΩH) are Morita equivalent
quasi-symplectic groupoids with an equivalence bimodule G0
ρ
← X
σ
→ H0. Then,
1. corresponding to any Hamiltonian G-space φ : F → G0, there is a unique (up to isomorphism)
Hamiltonian H-space ψ : E → H0 such that F and E are a pair of related Hamiltonian spaces
and vice versa.
2. let φi : Fi → G0, i = 1, 2, be Hamiltonian G-spaces and ψi : Ei → H0, i = 1, 2, their related
Hamiltonian H-spaces. If φ1 and φ2 are clean, then ψ1 and ψ2 are clean, and the classical
intertwiner spaces F1 ×G F2 and E1 ×H E2 are symplectically diffeomorphic.
Proof. The proof is a simple modification of Theorem 4.2 in [36].
(1) Suppose that φ : F → G0 is an Hamiltonian G-space. Then G0
φ
← F → · is an Hamiltonian
G-·-bimodule. Since H0
σ
← X
ρ
→ G0 is an Hamiltonian H-G-bimodule, from Theorem 3.16 it
27
follows that E := X ×G F is an Hamiltonian H-·-bimodule, i.e., an Hamiltonian H-space. Here
ψ : E → H0 and the H-action on E are defined by
ψ([x, f ]) = σ(x)
and
h · [x, f ] = [x · h−1, f ].
Let Ω = {(x, f, [x, f ])|∀(x, f) ∈ X ×G0 F} ⊂ X × F × E. It is straightforward to check that
Ω is an isotropy submanifold, and is indeed a graph over both X ×G0 F and X ×H0 E. Hence
φ : F → G0 and ψ : E → H0 are a pair of related Hamiltonian spaces. Conversely, one easily sees
that F ∼= X ×H E by working backwards.
(2). Let Ωi ⊂ X × Fi ×Ei, i = 1, 2, be as in (1). Then Ω1 ×Ω2 ⊂ X × F1 ×E1 ×X × F2 ×E2
is an isotropy submanifold, which is a graph over X ×G0 F1 × X ×G0 F2. Given any [(f1, f2)] ∈
F1 ×G F2, take any element x ∈ X such that ρ(x) = φ1(f1) = φ2(f2). Let e1 ∈ E1, and e2 ∈ E2
such that (x, f1, e1, x, f2, e2) ∈ Ω1 × Ω2. Then it is simple to see that (e1, e2) ∈ E1 ×H0 E2 and
[e1, e2] ∈ E1 ×H E2 is independent of the choice of x and (f1, f2). Thus, we obtain a well-defined
map:
Φ : F1 ×G F2 → E1 ×H E2, [f1, f2]→ [e1, e2].
It is simple to check that Φ is a bijection, which is indeed a symplectic diffeomorphism by using
the fact that Ω1 × Ω2 is isotropic. 
Corollary 4.20 Assume that (G⇒ G0, ωG +ΩG) and (H ⇒ H0, ωH +ΩH) are Morita equivalent
quasi-symplectic groupoids, and φ : F → G0 and ψ : E → H0 are a pair of related Hamiltonian G-
and H-spaces respectively. Let n ∈ H0 and m ∈ G0 be a pair of related points. Then the reduced
spaces φ−1(m)/Gmm and ψ
−1(n)/Hnn are symplectically diffeomorphic.
Remark 4.21 Corollary 4.20 indicates that the reduction of Hamiltonian spaces of quasi-
symplectic groupoids is of stack natural.
In fact, the same argument in the proof of Theorem 4.19 leads to the following more general
result.
Theorem 4.22 Assume that f : G0
ρ
← X
σ
→ H0 is a generalized homomorphism of quasi-
symplectic groupoids from (G⇒ G0, ωG +ΩG) to (H ⇒ H0, ωH +ΩH). Then
1. if φ : E → H0 is an Hamiltonian H-space, and the maps φ and σ are clean, then ψ : F → G0,
where F = X ×H E, is an Hamiltonian G-space, called the pull-back Hamiltonian space and
denoted by f∗E;
2. let φi : Ei → H0, i = 1, 2, be Hamiltonian H-spaces and ψi : Fi → G0, i = 1, 2, their
pull-back Hamiltonian G-spaces. If φ1 and φ2 are clean, then ψ1 and ψ2 are clean, and
moreover there exists a natural symplectic immersion between their classical intertwiner spaces
F1 ×G F2 → E1 ×H E2.
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4.4 Examples
In this subsection, we will discuss various examples of Morita equivalent quasi-symplectic groupoids
and derive some familiar corollaries as a consequence. We start with a general set-up.
Let (Γ ⇒ P, ω + Ω) be a quasi-symplectic groupoid and φ : Y → P a surjective submersion.
Consider (Γ[Y ]⇒ Y, ω′+Ω′), where ω′ = (B,B, ω) ∈ Ω2(Γ[Y ]) and Ω′ = φ∗Ω−dB (in applications,
normally φ∗Ω = dB for some B ∈ Ω2(Y ), so Ω′ = 0). According to Propositions 4.6 and 4.8, this
is a quasi-symplectic groupoid Morita equivalent to (Γ ⇒ P, ω + Ω). Applying Theorem 4.19, we
obtain the following
Proposition 4.23 1. There is a bijection between Hamiltonian Γ-spaces and Hamiltonian Γ[Y ]-
spaces.
More precisely, if (M
J
→ P, ωM ) is an Hamiltonian Γ-space, then (N
J˜
→ Y, ωN ) is an Hamil-
tonian Γ[Y ]-space, where N is the fiber product Y ×P M , J˜ : N → Y is the projection to the
first component, and ωN = −J˜
∗B + p∗ωM . Here p : N → M is the projection to the second
component.
Conversely, if (N
J˜
→ Y, ωN ) is an Hamiltonian Γ[Y ]-space, its corresponding Γ-space (M
J
→
P, ωM ) is given as follows. M is the quotient space N/Γ[Y ]
′, where Γ[Y ]′ is the subgroupoid
of Γ[Y ] consisting of all elements (y1, y2, u) with y1, y2 ∈ Y , φ(y1) = φ(y2) = u, J : M → P
is given by J([n]) = (φ◦J˜)(n), and the two-form ωM on M is defined by the equation:
π∗ωM = ωN + J˜
∗B.
Here π : N →M denotes the natural projection map.
2. If (M
J
→ P, ωM ) and (N
J˜
→ Y, ωN ) are a pair of Hamiltonian Γ- and Γ[Y ]-spaces as above, and
O ⊂ P and OY ⊂ Y are a pair of related groupoid orbits, then the reduced spaces J
−1(O)/Γ
and J˜−1(OY )/Γ[Y ] are symplectic diffeomorphic.
Proof. As in the proof of Propositions 4.6 and 4.8, the Morita equivalence Hamiltonian bimodule
is given by P
ρ
← X
σ
→ Y , whereX = Γ×t,P,φY and ωX = (ω,B). The left Γ- and right- Γ[Y ]-actions
are given by Eqs. (27)-(28) respectively.
Now we are ready to apply Theorem 4.19. If J : M → P is an Hamiltonian Γ-space, then its
corresponding Hamiltonian Γ[Y ]-space is N = X ×Γ M , which is the quotient by Γ of the space
{(r, y,m)|t(r) = φ(y), J(m) = s(r)}. It is simple to see that the latter is diffeomorphic to the fiber
product Y ×P M , and, under this diffeomorphism, the two-form on X×ΓM goes to −J˜
∗B+p∗ωM .
Conversely, assume that J˜ : N → Y is an Hamiltonian Γ[Y ]-space. Then M = X ×Γ[Y ] N ∼=
(X×Y N)/Γ[Y ]. Now X×Y N = {(r, y, n)|t(r) = φ(y), J˜(n) = y}. It is simple to see that, under the
Γ[Y ]-action, any element in X×Y N is equivalent to (u, y, n) where y = J˜(n) and u = φ(J˜(n)). Any
two such elements (u, y, n) and (u′, y′, n′) are equivalent if and only if n′ = γ′ · n where γ′ ∈ Γ[Y ]′.
As a result, M can be identified with N/Γ[Y ]′, and the two-form (ω,B, ωN ) on X ×Y N goes to
ωN + J˜
∗B under the identification
{(u, y, n)|∀n ∈ N, y = J˜(n), u = φ(J˜(n))}
∼
−→ N.
Therefore we have π∗ωM = ωN + J˜
∗B.
The rest of the claims follows easily from Theorem 4.19. 
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We now consider various special cases of the above proposition.
Let G be a compact connected Lie group equipped with the Bruhat-Poisson group structure
[21], and g be its Lie algebra. By G∗ we denote its simply-connected dual Poisson group. It is
known that there exists a diffeomorphism [1, 3]:
E : g∗ → G∗,
which is G-equivariant with respect to the coadjoint action on g∗ and the left dressing action on
G∗. Let us recall the construction briefly. Here we follow the presentation of [3].
Let κ : gC → gC be the Cartan involution given by the complex conjugation, and let † : gC → gC
be the anti-involution ξ† = −κ(ξ). We also denote by † the induced anti-involution ofGC, considered
as a real group. Let B♯ : g∗ → g be the isomorphism induced by the Killing form B. For any µ ∈ g∗,
the element g = exp(iB♯(µ)) ∈ GC admits a unique decomposition g = ll†, for some l ∈ G∗. Then
E is defined by E(µ) = l.
Let β ∈ Ω1(g∗) be the one-form [3]
β =
1
2i
H
(
E∗BC(θ, θ†)
)
, (31)
where θ ∈ Ω1(G∗) ⊗ g∗ is the left-invariant Maurer-Cartan form, and θ† its image under the map
† : g∗ ⊂ gC → gC, H : Ω⋆(g∗) → Ω⋆−1(g∗) is the standard homotopy operator for the de Rham
differential. Let B = dβ ∈ Ω2(g∗).
The following proposition also follows from Ginzburg-Weinstein theorem [13].
Proposition 4.24 The Lu-Weinstein symplectic groupoid G × G∗ ⇒ G∗ is Morita equivalent to
the standard cotangent symplectic groupoid T ∗G⇒ g∗.
Proof. Since E : g∗ → G∗ is G-equivariant, the pull-back groupoid (G × G∗)[g∗] is clearly
isomorphic to the transformation groupoid G×g∗ ⇒ g∗, which is naturally isomorphic to T ∗G⇒ g∗.
Moreover, from Lemma 2 (2) in [1] (or Proposition 3.1 in [3]), it follows that
E∗ω′ − ω = ∂B.
Therefore, these two symplectic groupoids are Morita equivalent since dB = 0. 
As an application, we are lead to the following Alekseev-Ginzburg-Weinstein linearization the-
orem [1].
Corollary 4.25 Let G be a connected compact Lie group equipped with the Bruhat-Poisson group
structure. Then
1. (M,ωM ) is an Hamiltonian Poisson group G-space with the momentum map J : M → G
∗ if
and only if (M,ω′M ) is a usual Hamiltonian G-space with the momentum map J˜ : M → g
∗,
where
J = E◦J˜ , ω′M = ωM − J˜
∗B.
2. If O˜ is a coadjoint orbit in g∗ and O = E(O˜) is its corresponding dressing orbit in G∗, then
the reduced spaces J˜−1(O˜)/G and J−1(O)/G are symplectically diffeomorphic.
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Next we consider the AMM quasi-symplectic groupoid (G×G⇒ G,ω+Ω). Let Hol : Lg −→ G
be the holonomy map, i.e., the time-1 map of the differential equation:
Hols(r)
−1 ∂
∂s
Hols(r) = r, Hol0(r) = e.
Then we have Hol∗Ω = dµ, where µ is the two-from on Lg [2]:
µ =
1
2
1∫
0
〈Hol∗s θ¯,
∂
∂s
Hol∗s θ¯)ds,
where θ¯ ∈ Ω1(G) ⊗ g is the right Maurer-Cartan form.
The pull-back groupoid of the AMM-groupoid under the holonomy map is isomorphic to the
transformation groupoid LG× Lg⇒ Lg, where LG acts on Lg by the gauge transformation (20).
To see this, note that
(G×G)[Lg] ∼= {(r1(s), r2(s), g)|r1(s), r2(s) ∈ Lg, g ∈ G such that g
−1Hol(r1)g = Hol(r2)}
Define
τ : (G×G)[Lg]→ LG× Lg, (r1(s), r2(s), g)→ (r1(s), g(s)), (32)
where g(s) is defined by
Adg(s)−1r1(s)− g(s)
−1 dg(s)
ds
= r2(s), g(0) = g. (33)
It is simple to see that τ is indeed a diffeomorphism, under which the groupoid structure on
(G×G)[Lg] becomes the transformation groupoid LG× Lg⇒ Lg.
Proposition 4.26 [6] The symplectic groupoid (LG × Lg ⇒ Lg, ωLG×Lg) is Morita equivalent to
the AMM quasi-symplectic groupoid (G×G⇒ G,ω +Ω).
Proof. From the above discussion, we know that LG × Lg ⇒ Lg is the pull-back groupoid
of G × G ⇒ G under the holonomy map Hol. Denote by f the groupoid homomorphism from
LG × Lg ⇒ Lg to G × G ⇒ G, where on the space of morphisms and the space of objects, f is
given, respectively, by f(g(s), r(s)) = (g(0),Hol(r)) and f(r(s)) = Hol(r), ∀g(s) ∈ LG, r(s) ∈ Lg.
Then a simple computation yields that
ωLG×Lg− f
∗(ω +Ω) = δµ.
Thus the conclusion follows from Propositions 4.6 and 4.8 immediately. 
Remark 4.27 The above result was used in [6] to construct an equivariant S1-gerbe over the stack
G/G.
An immediate consequence is the following equivalence theorem of Alekseev–Malkin–
Meinrenken [2].
31
Corollary 4.28 1. There is a bijection between Hamiltonian LG-spaces and quasi-Hamiltonian
G-spaces.
More precisely, if (M
J
→ G,ωM ) is a quasi-Hamiltonian G-space, then (N
J˜
→ Lg, ωN ) is an
Hamiltonian LG-space, where N is the fiber product Lg×G M , J˜ : N → Lg is the projection
map to the first component, and ωN = −J˜
∗µ + p∗ωM . Here p : N → M is the projection to
the second component.
Conversely, if (N
J˜
→ Lg, ωN ) is an Hamiltonian LG-space, its corresponding quasi-
Hamiltonian G-space (M
J
→ G,ωM ) is given as follows. M is the quotient space N/ΩG,
where ΩG is the based loop group ΩG ⊂ LG, J : M → G is given by J([n]) = (Hol◦J˜)(n),
and the two-form on M is defined by
π∗ωM = ωN + J˜
∗µ,
where π : N →M denotes the projection.
2. Let (M
J
→ G,ωM ) and (N
J˜
→ Lg, ωN ) be as above. Then the reduced spaces J
−1(e)/G and
J˜−1(0)/LG are symplectically diffeomorphic.
Proof. This essentially follows from Proposition 4.23. Note that under the isomorphism (32), the
subgroupoid (G×G)[Lg]′ of (G×G)[Lg] corresponds to the transformation groupoid Lg×ΩG⇒
Lg. 
Remark 4.29 For a quasi-Manin triple (d, g, h), Alekseev and Kosmann-Schwarzbach introduced
a momentum map theory with target space D/G [4]. It would be interesting to investigate what
the corresponding quasi-symplectic groupoid is. In particular, different choices of complements h
should give rise to Morita equivalent quasi-symplectic groupoids.
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