This paper illustrates how graphical analyses can enhance the interpretation and understanding of multidimensional item response theory (IRT) 
(1) what composite of traits is being measured? (2) of the traits being measured, which are primary (i.e., intended to be measured) and which are secondary (i.e., not intended to be measured)? (3) how accurately are each of the various composites being assessed? (4) what is the correct interpretation of the number-correct (or standard) score scale? (5) is this interpretation consistent throughout the entire number-correct score range, or do low scores reflect levels of one composite trait and high score levels reflect another composite trait? and (6) do the secondary traits result in differential performance between identifiable groups of examinees?
Typically, item, test, and differential item functioning (DIF) analyses are conducted after every administration of a standardized test. The purpose of this paper is to present a series of graphical representations of multidimensional analyses that can supplement these analyses. The 
Assessing Dimensionality and Estimating Parameters
The multidimensionality of a test is difficult to determine and always subject to interpretation. One common procedure is to construct a scree plot of the eigenvalues obtained from a principal axis factor analysis of the interitem tetrachoric correlation matrix (Reckase, 1979) . The problem with this approach is deciding whether the second (and possibly third) eigenvalues are large enough to represent significant dimensions (also known as primary dimensions) or whether they characterize random noise in the measurement process. Horn (1965) and Drasgow & Lissak (1983) suggested that interpretation could be enhanced by comparing the scree plot created from real data to a scree plot created from a factor analysis of randomly generated test data containing the same number of items.
Another approach used to assess dimensionality involves evaluating the assumption of local independence using the covariance matrix for examinees within different intervals on the trait scale (McDonald, 1981; Roznowski, Tucker, & Humphreys, 1991; Stout, 1987) . One outgrowth of Stout's research is a computer program called DIMTEST (Stout, 1987) that allows practitioners to use large sample theory and apply a statistical test to determine whether one cluster of items is dimensionally distinct from another. Recently, Kim & Stout (1994) developed a statistic based on conditional covariances that has been successful in identifying the correct dimensionality of generated test data with different correlational structures between the trait dimensions.
Once the number of dominant dimensions has been confirmed both statistically and substantively, practitioners can use one of several multidimensional item response theory (MIRT) programs, such as NOHARM (Fraser & McDonald, 1988) or TESTFACT (Wilson, Wood, & Gibbons, 1987) Ackerman (1989) , Lim (1993) , and Hsu (1995) . Note (Fraser & McDonald, 1988) estimates parameters for the two-dimensional normal ogive model, the parameter estimates were rescaled (see Hambleton & Swaminathan, 1985, p. Figure 1 .
The log likelihood surface, the corresponding contour of the surface, and the location of the intermediate trait estimates for each iterative step of the MLE procedure for a specified set of item parameters and given response vector are represented in Figure 1 . The location of the first (1) and final (3) trait estimates are indicated above the surface and on the contour. The final 0 estimates were 6~ ~ = 1.84 and 612 = -.66 (these are also provided in Figure 1 ). In this particular example, convergence (change in either the 9i' 9z estimate was less than .0001 ) was achieved in five iterations. 6s that do not reach convergence or that have a large standard error of measurement could be investigated from a graphical perspective to determine whether the estimation process is hindered by a &dquo;rough&dquo; likelihood surface that could yield several local maxima.
Representation of Items
Graphically, the probability of a correct response given two traits can be depicted using the IRS. A single item can be represented by constructing the IRS, constructing a contour of the IRS, or using vector notation (Reckase & McKinley, 1991) .
An IRS for a single item is shown in Figure 2 . Figure 3 shows the contour of the IRS for the same item. The contour lines are equiprobability contours. For the particular multidimensional model described in Equation 1, these contours will always be parallel. Examinees whose 9i' 02 places them on the same contour all have the same probability of responding correctly to the item. Contour plots are more informative than IRS plots because the following features of the item can be noted: 1. The trait composite the item is best measuring (i.e., the composite direction orthogonal to the equiprobability contours as indicated by the arrow in Figure 3 ); 2. Where in the trait plane the item is most effective in distinguishing between trait levels (i.e., where it is most discriminating). The greater the slope of the surface, the more discriminating the item and hence, the closer together the equiprobability contours; 3. The difficulty of the item. Assuming a particular underlying bivariate trait distribution, the proportion of examinees that would be expected to correctly answer the item can be estimated. A drawback of contour plots is that, as with surface plots, only one item can be represented at a time.
A directional vector plot is another way to represent an item (see Figure 4) . Thus, the final way to represent items in a two-dimensional trait plane is to use the vector notation developed by Reckase & McKinley (1991 Figure 4 ), and difficult items will lie in the first quadrant (such as Items 2 and 3 in Figure 4 ).
One additional feature that has been added to Reckase & McKinley's (1991) (Roussos & Stout, 1996) (Ackerman, 1994a (Ackerman, , 1994b Figure 6 . At each selected point is the number denoting the angular direction of the 0,, 0, composite that is being measured most precisely. The font size of the number indicates the relative amount of information in the specified direction: the larger the font, the greater the measurement precision. The degree of similarity between Forms B (Figure 6a ) and C (Figure 6b ) suggests that they are measuring similar trait composites. Samejima (1977) Figure 9 .
The zero plane is outlined on the base of the cube in Figure 9 . If there were no difference between the ENC surfaces (i.e., the forms were strictly parallel), the Notice that there is a slight confounding of difficulty and dimensionality. That is, the direction corresponding to the maximum average information changes as ENC increases. For low ENC (e.g., 0-15) the most informative composite was slightly under 40°. However, for high ENC (e.g., 50-60) the most informative composite was near 60°. This pattern was evident for both forms. (1) Figure 12 indicate the particular score category. The location of the number is the position of the centroid for that score category. The size of the font used corresponds to the percent of examinees that would be expected to achieve that indicated score category. The Figure 13 for Form B.
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The vertically elongated ellipses in Figure 13a imply that these items measure 91 best. (This could be confirmed by constructing a plot like that shown in Figure 6 for each subtest individually.) A somewhat &dquo;opposite&dquo; case occurs with the PG/T and IA/CG items (Figures 13b and 13c ) for which 0, is measured more accurately. When all three subtest types are combined (Figure 13d ), it appears that low scores reflect a more accurate measure of 0j, whereas 02 is being assessed more accurately for the high scores.
ENC Distribution
The final graphical analysis relates to the expected score distribution given a set of two-dimensional item parameters. This information, which is computed in conjunction with the centroid analysis, is illustrated in Figure 14 . Figure 14a shows a relative frequency function of the ENC distribution and Figure 14b shows the contour of the underlying trait distribution and corresponding centroid. This information is important in order to evaluate the degree of parallelism between test forms before they are administered. In Figure 14a, 
