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Polymer 3D-printing has been commercialized rapidly dur-
ing recent years, however, there remains a matter of improv-
ing the manufacturing speed. Screw extrusion has a strong
potential to fasten the process through simultaneous opera-
tion of the filament production and the deposition. This pa-
per develops a control algorithm for screw extrusion-based
3D printing of thermoplastic materials through an observer-
based output feedback design. We consider the thermody-
namic model describing the time evolution of the temperature
profile of an extruded polymer by means of a partial differ-
ential equation (PDE) defined on the time-varying domain.
The time evolution of the spatial domain is governed by an
ordinary differential equation (ODE) that reflects the dynam-
ics of the position of the phase change interface between
polymer granules and molten polymer deposited as a molten
filament. Steady-state profile of the distributed temperature
along the extruder is obtained when the desired setpoint for
the interface position is prescribed. To enhance the feasibil-
ity of our previous design, we develop a PDE observer to es-
timate the temperature profile via measured values of surface
temperature and the interface position. An output feedback
control law considering a cooling mechanism at the bound-
ary inlet as an actuator is proposed. In extruders the con-
trol of raw material temperature is commonly achieved using
preconditioners as part of the inlet feeding mechanism. For
some given screw speeds that correspond to slow and fast op-
erating modes, numerical simulations are conducted to prove
the performance of the proposed controller. The convergence
of the interface position to the desired setpoint is achieved
under physically reasonable temperature profiles.
1 Introduction
On the verge of new manufacturing techniques, additive
manufacturing stands out as versatile tool for high flexibility
and fast adaptability in production. It is applicable in a va-
riety of producing industries, ranging from tissue engineer-
ing [26], thermoplastics [31], metal [24] and ceramic [29]
fabrication. One of the most popular types of 3D printing
is Fused Deposition Modeling (FDM) [27], which uses fila-
ments as raw material, that have to be precisely manufactured
to achieve a good final product quality [1].
From the polymer processing and extrusion cooking in-
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dustry, screw extruders are well-known devices. Results
stated in [23,25,28,30] give an in-depth description of screw
geometrics, extruder setups and describe the dynamics of ex-
trusion process consisting of a conveying zone, a melting
zone, and a mixing zone. A mathematical description of such
a model is derived by mass, momentum and energy balances
and appears as coupled transport equations coupled through
a moving interface. This model is used in [25] to describe an
extrusion cooking process. The boundary control of a similar
model is achieved in [5, 6] under the assumption of constant
viscosity.
More recent contributions considered screw extrusion
as a useful technology for 3D printing application [4, 7, 31]
allowing to manufacture a wider variety of materials than
FDM, while using polymer granules as raw material [31].
In [4], a time-delay control was developed on a model con-
sisting of two phases similarly to [25]. In both cases, stabi-
lization of the moving interface separating a conveying and
a melting zone is achieved with a fast convergence rate. An-
other approach which enables to control screw extruders in
3D printing is proposed in [7], where an energy-based model
is established, simplifying the implementation of the control
law and circumventing difficulties with state measurement.
In other words, the control of the outflow rate at the nozzle
only relies on the measurement of the heater current and the
screw speed.
In the screw extrusion process, solid material is con-
vected from the feed to the nozzle located at the end of a
heating chamber. The solid raw material is melted and mixed
before being expelled through the nozzle as a thin filament.
For these process, the thermal behavior is an important fac-
tor which characterize final product quality. In fact, heat is
supplied into the system by the heaters surrounding the ex-
truder’s barrel on the one hand and by the viscous heat gen-
eration due to a shearing effect [25] on the other hand. The
process of the phase transition from solid to liquid polymer
can be described as a Stefan problem [9]. In this context, the
dynamics of the solid-liquid phase interface is derived from
the energy conservation in which the latent heat required for
melting is driven by the internal heat of the liquid phase, re-
sulting in the interface velocity to be proportional to the tem-
perature gradients of the adjacent phase. For instance, in [8],
the Stefan problem for a polymer crystallization process is
described, and the analytical crystallization time is derived.
From a control perspective, the boundary stabilization of
the interface position for the one-phase Stefan problem was
recently developed in [10]– [19] based on the ”backstepping
method” [21,22]. More precisely, in [12], the observer-based
output feedback control was designed via a nonlinear back-
stepping transformation and the exponentially stabilization
of the closed-loop system was proved without imposing any
a priori assumption. Similarly, in [13] the full-state feed-
back control design for the one-phase Stefan problem with
flowing liquid was achieved enabling to exponentially stabi-
lize the system to a constant steady-state. The application
of the backstepping method for Stefan problem to the afore-
mentioned 3D-printing process was covered in [17] by de-
veloping the thermodynamic model including the effects of
screw speed and the barrel temperature, and designing the
full-state feedback control law to stabilize the ratio between
the polymer granules and melt polymer.
This paper extends the results in [17] by:
• developing a PDE observer to estimate the tempera-
ture profile of the solid polymer granules with utilizing
available measurements,
• designing the associated observer-based output feed-
back control law and proving the stability of closed-loop
system,
• and verifying the performance of the designed ob-
server and output feedback control law in numerical
simulation.
First, the thermodynamic model of the polymer gran-
ules and melt polymer in screw extrusion is described, and
the steady-state temperature profiles given by a prescribed
setpoint of the interface position are analytically solved as
in [17]. Second, a PDE observer is constructed as a copy of
the plant plus the measurement error of the surface temper-
ature multiplied by a constant observer gain. The designed
observer is shown to be exponentially convergent to the gran-
ular pellets’ temperature profile along the heating chamber
of the extruder. Third, using the designed observer, the out-
put feedback control law for the boundary heat flux to sta-
bilize the interface position at the desired setpoint is derived
based on a similar manner to the full-state feedback design
in [17], and the stability of the closed-loop system is proved
under some realistic assumptions. Finally, simulation results
are provided to illustrate the desired performance of the de-
signed observer and the output feedback control design for
some given screw speeds that correspond to slow and fast
operating extrusion process.
This paper is organized as follows. The thermodynamic
model of the screw extruder is developed in Section 2, and
the steady-state analysis is provided in Section 3. The ob-
server design is presented in Section 4, and the associated
output feedback control design is derived in Section 5. The
stability proof of the entire closed-loop system for a specific
setup is established in Section 6. Simulation results are pre-
sented in order to analyze the controller’s performance in
Section 7. We complete the paper in Section 8 with con-
cluding remarks.
2 Thermodynamic Model of Screw Extruder
We focus on the thermodynamic model of the screw
extrusion process in one-dimensional coordinate along the
vertical axis, motivated by [30] which developed a thermo-
dynamic phase change model for polymer processing. The
model provides the time evolution of the temperature profile
of the extruded material and the interface position between
the feeded polymer granules and the molten polymer. The
granular pellets are conveyed by the screw rotation at a given
speed b along the vertical axis while the barrel temperature
is uniformly maintained at Tb. Defining Ts(x, t) and Tl(x, t)
as the temperature profiles of solid phase (polymer granules)
melt 
polymer
polymer 
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faucet
heater
screw
Control of the Tumor Growth Described by Free
Boundary Problem
Shumon Koga, Marcella Gomez, and Miroslav Krstic
May 3, 2017
Abstract : We consider the tumor growth model described by moving
boundary PDE proposed in [1]. Based on our recent contribution in [2], we
aim to design the backstepping control law for the model.
1 Problem Statement
The tumor growth model proposed by [1] is described by the following cou-
pled system on moving boundary:
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where  (r, t) is nutrient concentration of the tumor, D1 is the di↵usion
coe cient,  B is a constant nutrient concentration in vasculature (blood
vessel), and   is the rate of blood-tissue transfer per unit length (assumed
constant). For the avascular case we have   = 0. Assuming that similar
e↵ects govern the evolution of the inhibitor in the tumor, the following
reaction-di↵usion equation is also obtained
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The dynamics of the moving interface is
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VIII. CONCLUSIONS AND FUTURE WORKS
Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of natur and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
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Control of the Tumor Growth Described by Free
Boundary Problem
Shumon Koga, Marcella Gomez, and Miroslav Krstic
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Abstract : We consider the tumor growth model described by moving
boundary PDE proposed in [1]. Based on our recent contribution in [2], we
aim to design the backstepping control law for the model.
1 Problem Statement
The tumor growth model proposed by [1] is described by the following cou-
pled system on moving boundary:
@ 
@t
(r, t) =
D1
r2
@
@r
✓
r2
@ 
@r
(r, t)
◆
+  ( B    (r, t))       g1( , ),
0 < r < R(t). (1)
where  (r, t) is nutrient concentration of the tumor, D1 is the di usion
coe cient,  B is a constant nutrient concentration in vasculature (blood
vessel), and   is the rate of blood-tissue transfer per unit length (assumed
constant). For the avascular case we have   = 0. Assumi g that similar
e ects govern the evolution of the inhibitor in the tumor, the following
reaction-di usion equation is also obtained
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  g2( , ), 0 < r < R(t) (2)
The dynamics of the moving interface is
1
3
s(t)2s˙(t) =
Z s(t)
0
µ
 
    ˜˜   r2dr (3)
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VIII. CONCLUSIONS AND FUTURE WORKS
Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Pr blem
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has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
0 s(t) L
REFERENCES
[1] Robert H. Martin and Mark E. Oxley. Moving boundaries in reaction-
diffusion systems with absorption. Nonlinear Analysis, 14(2):167 –
192, 1990.
[2] W. B. Dunbar, N. Petit, P. Rouchon, and Ph. Martin. Motion planning
for a nonlinear stefan problem. ESAIM: Control, Optimisation and
Calculus of Variations, 9:275–296, 2003.
[3] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Enthalpy-based
feedback control algorithms for the stefan problem. In CDC, pag s
7037–7042, 2012.
[4] N. Daraoui, P. Dufour, H. Hammouri, and A. Hottot. Model predictive
control during the primary drying stage of lyophilisation. Control
Engineering Practice, 18(5):483–494, 2010.
[5] F. Conrad, D. Hilhorst, and T. I. Seidman. Well-posedness of a moving
boundary problem arising in a dissolution-growth process. Nonlinear
Analysis, 15(5):445 – 465, 1990.
[6] A. Armaou and P.D. Christofides. Robust control of parabolic PDE
systems with time-dependent spatial domains. Automatica, 37(1):61 –
69, 2001.
[7] N. Petit. Control problems for one-dimensional fluids and reactive
fluids with moving interfaces. In Advances in the theory of control,
signals and systems with physical modeling, volume 407 of Lecture
notes in control and information sciences, pages 323–337, Lausanne,
Dec 2010.
[8] Panagiotis D. Christofides. Robust control of parabolic PDE systems.
Chemical Engineering Science, 53(16):2949 – 2965, 1998.
[9] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Feedback
control of the two-phase stefan problem, with an application to the
continuous casting of steel. In Decision and Control (CDC), 2010
49th IEEE Conference on, pages 1731–1736. IEEE, 2010.
[10] Ahmed Maidi and Jean-Pierre Corriou. Boundary geometric control of
a linear stefan problem. Journal of Process Control, 24(6):939–946,
2014.
[11] C. Karvaris and J. C. Kantor. Geometric methods for nonlinear process
control i. Background, Industrial & Engineering Chemistry Research,
29:2295–2310, 1990.
[12] C Karvaris and J. C. Kantor. Geometric meth ds f r nonlinear process
control ii. Controller synthesis, Industrial & Engineering Chemistry
Res arch, 29:2310–2323, 1990.
[13] Ahmed Maidi, Moussa Diaf, and Jean-Pierre Corriou. Boundary
geometric control of a count r-current h at exch nger. Journal of
Process Control, 19(2):297–313, 2009.
[14] Miroslav Krstic and Andrey Smyshlyaev. Boundary control of PDEs:
A course on backstepping designs, volume 16. Siam, 2008.
[15] A. Smyshlyaev and M. Krstic. Closed-form boundary state feedbacks
for a class of 1-d partial integro-differential equations. Automatic
Control, IEEE Transactions on, 49(12):2185–2202, Dec 2004.
[16] Mojtaba Izadi and Stevan Dubljevic. Backstepping output-feedback
control of moving boundary parabolic PDEs. European Journal of
C trol, 21(0):27 – 35, 2015.
[17] Shuxia Tang and Chengkang Xie. Stabilization for a upled PDE-
ODE control system. Journal of the Franklin Institute, 348(8):2142–
2155, 2011.
[18] S. Gupta. The classical Stefan problem. Basic concepts, Modelling
and Analysis. Applied mathematics and Mechanics. North-Holland,
2003.
[19] S. Koga, M. Diagne, S. Tang, and M. Krstic. Backst pping control of
a one-phase stefa problem. In ACC (accept d), 2016.
0 50 100 1500
0.1
0.2
0.3
0.4
Time (min)
s
(t
),
sˆ
(t
)
 
 
s(t), state
sˆ(t), estimation
sr = 0.35m
Fig. 1. The moving interface.
0 50 100 1500
0.002
0.004
0.006
0.008
0.01
Time (min)
s˜
(t
)2
 
 
ϵ = 0.02
ϵ = 0.04
ϵ = 0.06
Fig. 2. H1 norm of the temperature.
VIII. CONCLUSIONS AND FUTURE WORKS
Along this paper we pr posed an observer d sign and
boundary output feedback controller that achieves the
exponential stability of sum f the moving interf c ,
H1-norm of t e temperature, and estimation error of them
through a measur ment of the moving interface. A nonlinear
backsteppi g transformati n for moving boundary problem
is utilized and the controller is proved to keep p sitive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
0 20 40 60 80 1000.3
0.31
0.32
0.33
0.34
0.35
0.36
Time (min)
s
(t
)
 
 
Critical region
StateFB
OutputFB
sr = 0.35m
Fig. 3. The positiveness verification of the controller.
has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the stimation of sea-ice melting or freezing
in Antarctica, it is more practical to construc an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future wo k.
0 s(t) L
REFERENCES
[1] Robert H. Martin and Mark E. Oxley. Moving boundaries in reaction-
diffusion systems with absorption. Nonlinear Analysis, 14(2):167 –
192, 1990.
[2] W. B. Dunbar, N. Petit, P. Rouchon, and Ph. Martin. Motion planning
for a nonlinear stefan problem. ESAIM: Control, Optimisation and
Calculus of Variations, 9:275–296, 2003.
[3] Bryan Petrus, Jos ph Bentsman, and Brian G Thomas. Enthalpy-based
feedback control algorithms for the stefan problem. In CDC, pages
7037–7042, 2012.
[4] N Daraoui, P. Dufour, H. Hammouri, and A. Hottot. Model predictive
control during the primary drying stage of lyophilisation. Control
Engineering Practice, 18(5):483–494, 2010.
[5] F. Conrad, D. Hilhorst, and T. I. Seidman. Well-posedness of a moving
boundary problem arising in a dissolution-growth process. Nonlinear
Analysis, 15(5):445 – 465, 1990.
[6] A. Armaou and P.D. Christofides. Robust control of parabolic PDE
systems with time-dependent spatial domains. Automatica, 37(1):61 –
69, 2001.
[7] N. Petit. Control problems for one-dimensional fluids and reactive
fluids with moving interfaces. I Advances in the theory of control,
signals and systems with physical modeling, volume 407 of Lecture
notes in control and information sciences, pages 323–337, Lausanne,
Dec 010.
[8] Panagiotis D. Christofides. Robust control of parabolic PDE systems.
Chemical Engineering Science, 53(16):2949 – 2965, 1998.
[9] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Feedback
control of the two-phase stefan problem, with an application to the
continuous casting of steel. In Decision and Control (CDC), 2010
49th IEEE Conference on, pages 1731–1736. I EE, 2010.
[10] Ahmed Maidi and Jean-Pierre Corriou. Boundary geometric control of
a linear stefan problem. Journal of Process Control, 24(6):939–946,
2014.
[11] C. Karvaris and J. C. Kantor. Geometric methods for nonlinear process
control i. Background, Industrial & Engineering Chemistry Research,
29:2295–2310, 1990.
[12] Karvaris and J. C. Kantor. Geometric methods for nonlinear process
control ii. Controller synthesis, Industrial & Engineering Chemistry
Research, 29:2310–2323, 1990.
[13] Ahmed Maidi, M ussa Diaf, and Jean-Pierre Corr ou. Boundary
geometric control f a counter-current heat exchanger. Journal of
Process Control, 19(2):297–313, 2009.
[14] Miroslav Krstic and Andrey Smyshlyaev. Boundary control of PDEs:
A course on backstepp ng designs, volume 16. Siam, 2008.
[15] A. Smyshlyaev and M. Krstic. Closed-form boundary state feedba ks
for a class of 1-d partial integro-differential equations. Automatic
Control, IEEE Transacti ns on, 49(12):2185–2202, Dec 2004.
[16] Mojtaba Izadi and Stevan Dubljevic. Backstepping output-feedback
control of moving boundary parabolic PDEs. European Journal of
Control, 21(0):27 – 35, 2015.
[17] Shuxia Tang and Chengkang Xie. Stabilization for a coupled PDE-
ODE control system. Journal of the Franklin Institute, 348(8):2142–
2155, 2011.
[18] S. Gupta. The classical Stefan problem. Basic concepts, Modelling
and Analysis. Applied mathematics and M chanics. North-Holland,
2003.
[19] S. Koga, M. Diagne, S. Tang, and M. Krstic. Backstepping control of
a on -phase stefan problem. In ACC (accepted), 2016.
0 50 100 1500
0.1
0.2
0.3
0.4
Time (min)
s
(t
),
sˆ
(t
)
 
 
s(t), state
sˆ(t), estimation
sr = 0.35m
Fig. 1. The moving interface.
0 50 100 1500
0.002
0.004
0.006
0.008
0.01
Time (min)
s˜
(t
)2
 
 
ϵ = 0.02
ϵ = 0.04
ϵ = 0.06
Fig. 2. H1 norm of the temperature.
VIII. CONCLUSIONS AND FUTURE WORKS
Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stability of sum of the moving interface,
H1-norm of the temperature, and estimation error of them
hrough a mea ure ent of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback syste s of one-phase
Stefan Pr blem th oretically. Altho gh Stefan Problem
0 20 40 60 80 1000.3
0.31
0.32
0.33
0.34
0.35
0.36
Time (min)
s
(t
)
 
 
Critical region
StateFB
OutputFB
sr = 0.35m
Fig. 3. The positiveness verification of the controller.
has been well known model since 200 years ago related
with phase transition which appears in various situ ti s
of nature and engineering, its control or estimation related
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melting or freezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future work.
0 s(t) L
REFERENCES
[1] R bert H. Martin and M rk E. Oxley. Moving boundaries in reactio -
diffusion syste s with absorption. Nonlinear Analysis, 14(2):167 –
192, 1990.
[2] W. B. Dunbar, N. Petit, P. Rouchon, and Ph. Martin. Motion planning
for a nonlin ar stefan problem. ESAIM: Control, Optimisation and
Calculus of Variations, 9:275–296, 2003.
[3] Bryan Petrus, Joseph Bentsman, and Brian G Thoma . Enthalpy-based
feedback control alg rith s for the stefan problem. In CDC, pages
7037–7042, 2012.
[4] N. Daraoui, P. Dufour, H. Hammouri, and A. Hottot. Model predictive
control during t primary drying stage f lyophilisation. Control
Engineering Practice, 18(5):483–494, 2010.
[5] F. Conrad, D. Hilhorst, and T. I. Seidman. Well-posedness of a moving
boundary problem arising in a dissolution-growth process. Nonlinear
Analysis, 15(5):445 – 465, 1990.
[6] A. Armaou and P.D. Christofides. Robust control of parabolic PDE
systems with time-dependent sp tial domai s. Aut matica, 37(1):61 –
69, 2001.
[7] N. Petit. Control problems for one-dimensional fluids and reactive
fluids with moving interfaces. In Advances in the theory of control,
signals and systems with physical modeling, volume 407 of Lecture
notes in control and information sciences, pages 323–337, Lausanne,
Dec 2010.
[8] Panagiotis D. Christofides. Robust control of parabolic PDE systems.
Chemical Engineering Science, 53(16):2949 – 2965, 1998.
[9] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Feedback
control of the two-phase stefan problem, with an application to the
continuous cas ing of steel. In Deci io and Control (CDC), 2010
49th IEEE Conference on, pages 1731–1736. IEEE, 2010.
[10] Ahmed Maidi and Jean-Pierre Corriou. Boundary geometric control of
a linear stefan problem. Journal of Process Control, 24(6):939–946,
2014.
[11] C. Karvaris and J. C. Kantor. Geo etric methods for onlinear process
control i. Background, Industrial & Engineering Chemistry Research,
29:2295–2310, 1990.
[12] C Karvaris and J. C. Kantor. Geo etric methods for nonlinear process
control ii. C ntroller sy thesis, Industrial & Engineering Chemistry
Research, 29:2310–2323, 1990.
[13] Ahmed Maidi, Moussa Diaf, and Jean-Pierre Corriou. Boundary
geometric control f a counter-curre t heat exchanger. Journal of
Process Control, 19(2):297–313, 2009.
[14] Miroslav Krstic and And ey Smyshlyaev. Boundary control of PDEs:
A course on backstepping designs, volume 16. Siam, 2008.
[15] A. Smyshlyaev and M. Krstic. Closed-form boundary state feedbacks
for a class of 1-d partial integro-differential equations. Automatic
Control, IEEE Transactions on, 49(12):2185–2202, Dec 2004.
[16] Mojtaba Izadi and Stevan Dubljevic. Backstepping output-feedback
control f moving boundary par bolic PDEs. European Jour al f
Control, 21(0):27 – 35, 2015.
[17] Shuxia Tang and Ch ngkang Xie. Stabilization f r a coupled PDE-
ODE control system. Journal of the Franklin Institute, 348(8):2142–
2155, 2011.
[18] S. Gupta. The classical Stefan problem. Basic concepts, Modelling
and Analysis. Applied mathematics and Mechanics. North-Holland,
2003.
[19] S. Koga, M. Diagne, S. Tang, and M. Krstic. Backstepping co trol of
a one-phase stefan problem. In ACC (accepted), 2016.
0 50 100 1500
0.1
0.2
0.3
0.4
Time (min)
s
(t
),
sˆ
(t
)
 
 
s(t), state
sˆ(t), estimation
sr = 0.35m
Fig. 1. The moving interface.
0 50 100 1500
0.002
0.004
0.006
0.008
0.01
Time ( in)
s˜
(t
)2
 
 
ϵ = 0.02
ϵ = 0.04
ϵ = 0.06
Fig. 2. H1 norm of the temperatu e.
VIII. CONCLUSIONS AND FUTURE WORKS
Along this paper we proposed an observer design and
boundary output feedback controller that achieves the
exponential stab lity of sum of the moving interface,
H1-norm of the te pera ure, and estimat on error of the
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which guarantees some physical
properties required for the validity of model and the proof
of stability. The main contribution of this paper is that,
this is the first result which shows the convergence of
estimation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefan Problem
0 20 40 60 80 1000.3
0.31
0.32
0.33
0.34
0.35
0.36
Time (min)
s
(t
)
 
 
Critical region
StateFB
OutputFB
sr = 0.35m
Fig. 3. The positiveness verification of the controller.
has been well known model since 200 years ago related
with phase transition which appears in various situations
of nature and en ineering, it control or estimation relate
problem has not been investigated in detail. Towards an
application to the estimation of sea-ice melti g or fr ezi g
in Antarctica, it is more practical to construct an observer
design with a measurem t of temperature at one boundary,
and it is investigated as a future work.
0 s(t) L x
REFERENCES
[1] Robert H. Martin and Mark E. Oxley. Moving boundaries in reaction-
diffusion systems with absorption. Nonlinear Analysis, 14(2):167 –
192, 1990.
[2] W. B. Dunbar, N. Petit, P. Rouchon, and Ph. M rtin. M tio planning
for a nonlinear stefan problem. ESAIM: Control, Optimisation and
Calculus of Variations, 9:275–296, 2003.
[3] Bryan Petrus, Joseph Bentsman, and Brian G Thomas. Enthalpy-based
feedback ntrol algorit ms for the stefan pr blem. In CDC, pages
7037–7042, 2012.
[4] N. Daraoui, P. Dufour, H. Hammouri, and A. Hottot. Model predictive
control during the primary drying stage of lyophilisation. Control
Engineering Practi e, 8(5):483–494, 2010.
[5] F. Conrad, D. Hilhorst, and T. I. Seidman. Well-posedness of a moving
boundary problem arising in a dissolution-growth process. Nonlinear
Analysis, 15(5):445 – 465, 1990.
[6] A. Armaou and P.D. Christofides. Robust control of parab li PDE
systems with time- ependent spatial domains. Automatica, 37(1):61 –
69, 2001.
[7] N. Petit. Control problems for one-dimensional fluids and reactive
fluids with movin inte faces. In Advanc s in the theory of control,
signals and systems with physical modeling, volume 407 of Lecture
notes in control and inform t on sciences, pages 323–337, Lausanne,
Dec 2010.
[8] Panagi tis D. Chri tofid s. Robust control of parabolic PDE systems.
Ch mical Engineer ng Sci nce, 53(16):2949 – 2965, 1998.
[9] Bryan Petrus, Jos ph Bents an, and Brian G Thomas. Feedback
control of the two-phase stefan problem, with an application to the
continuous casting of steel. In Decision and Control (CDC), 2010
49th IEEE Conference on, pages 1731–1736. IEEE, 2010.
[10] Ahmed Maidi and Jean-Pie re Corriou. Boundary geomet ic control of
a linear stefan problem. Journal of Process Control, 24(6):939–946,
2014.
[11] C. Karvaris and J. C. Kant r. Geometric m thods fo n nlinear process
control i. B ckg ound, I dustrial & Engin ering Ch mist y Res arch,
29:2295–2310, 1990.
[12] C Karvaris and J. C. Kantor. Geometric methods for nonlinear process
control ii. Controller synthesis, Indus rial & E gin eri g Chemistry
Research, 29:2310–2323, 1990.
[13] Ahmed Maidi, Moussa Diaf, and Jean-Pierre Corriou. Boundary
geometric control of a counter-current heat exchanger. Journal of
Process Co t l, 19(2):297–313, 2009.
[14] Miroslav Krs ic and Andrey Smyshlyaev. Boundary control of PDEs:
A course on b ckstepping d signs, volume 16. Siam, 2008.
[15] A. Smyshlyaev and M. Krstic. Closed-form boundary state feedbacks
for a class of 1-d pa tial integro-differential equations. Automatic
Contr l, IEEE Transacti ns on, 49(12):2185–2202, Dec 2004.
[16] Mojtaba Izadi and Stevan Dubljevic. Backstepping output-feedback
control of moving boundary parabolic PDEs. European Journal of
Control, 21(0):27 – 35, 2015.
[17] Shuxia Tang and Chengkang Xie. Stabilization for a coupled PDE-
ODE control syste . Journal of the Franklin Institute, 348(8):2142–
2155, 2011.
[18] S. Gupta. The classical Stefan problem. Basic concepts, Modelling
and Analysis. Applied mathematics and Mechanics. North-Holland,
2003.
[19] S. Koga, M. Diagne, S. Tang, and M. Krstic. Backstepping control of
a one-phase stefan problem. In ACC (accepted), 2016.
Fig. 1: Schematic of screw extruder.
boundary heat control law to stabilize the interface position at
the desired setpoint is derived, and the stability of the closed-
loop system is proved under some realistic assumptions by
extending the result in [10]. Finally, simulation results are
provided to illustrate the good performance of the co rol
design for some given screw speeds that correspond to low
and fast operating extrusion process.
This paper is organiz d as follows. The thermodyna ic
model of the screw extruder is developed in Section II,
and the steady-state analysis is provided in Sect on III The
c ntrol d ign is deriv d in Section IV, and the stability proof
for specific setup established in Section V. Simulation
results of polym r extrusion is provide in Section VI with
a statement on the control performance. We complete the
paper with our conclusion and future work in Secti n VII.
II. THERMODYNAMIC MODEL OF SCREW EXTRUDER
We focus on th thermodynamic mo el of the scr w
extrusio process in on -dimensional coordin te along the
v rtical ax s. The model provides the time evolution of th
temperature profile of the extruded material and the nterface
po ition between the feed d polymer gr nules and the molten
polymer. The granular pellets are conveyed by the screw
rotation at a given speed b along the vertical axis while the
barrel temperature is uniformly maintained at Tb. Defi i g
Ts(x, t) and Tl(x, t) as the temperature profiles of solid phase
(polymer gra ules) over the spati l domain x 2 (0, s(t))
and liquid phase (molten polymer) over the spa ial domain
x 2 (s(t), L), respectively, the following thermodynamical
model is der ved from the energy conservation d heat
conduction laws
@Ts
@t
(x, t) =↵s
@2Ts
@x2
(x, t)  b@Ts
@x
(x, t)
+ hs (Tb   Ts(x, t)) , for 0 < x < s(t), (1)
@Tl
@t
(x, t) =↵l
@2Tl
@x2
(x, t)  b@Tl
@x
(x, t)
+ hl (Tb   Tl(x, t)) , for s(t) < x < L. (2)
In this paper we consider the temperature distribution in the
liquid to be static, and give it in (11) and in Assumption
1 at the beginning of Section IV-A. He e, ↵i = ki⇢ici and
hi =
h¯i
⇢ici
, where ⇢i, ci, ki, and h¯i for i 2 {s, l} are the
density, the heat capacity, the thermal conductivity, and the
heat transf r coefficient, espectively and the subscripts s
and l are associ ted to the solid or liquid phase, respectively.
The b undary conditions t x = 0 and x = L follow the heat
conduction law, and the temperature at the interface x = s(t)
is aintained at the melting point Tm, described as
@Ts
@x
(0, t) =  qf(t)
ks
, Ts(s(t), t) = Tm, (3)
@Tl
@x
(L, t) =
q⇤m
kl
, Tl(s(t), t) = Tm, (4)
where qf(t) < 0 s a freezing controller at the inlet and
q⇤m > 0 is a heat flux at the nozzle which is assumed to be
c nst nt in time. The interface dynamics is derived by the
energy balance at the interface as
⇢  Hs˙(t) = ks
@Ts
@x
(s(t), t)  kl @Tl
@x
(s(t), t). (5)
The equations (1)-(5) are th solid-liquid phase c ange m del
know as ”two-phase Stefan problem”.
Remark 1: To keep the physical state of each phase, the
f ll wing onditions must hold:
Ts(x t) Tm, 8x (0, s(t)), 8t > 0, (6)
Tl(x, t)  Tm, 8x 2 (s(t), L), 8t > 0, (7)
which represent the odel validity conditions.
III. STEADY-STATE AND ANALYSIS
To ensure a continuous extrusion process, the control of
the quantity of mol en polymer that rema ns in t e extr der
chamber at any given im is crucial. By definition, the
volume of f lly melted material contained in chamber is
di ectly related to the position f the solid-liquid in erfa
t at e ds to be controlled consequently. Physically, any
given position of the interface along the spatial domain
co respond to a el t mperature profile along the extruder.
A. Steady-state lution
n analytic l solution of the ste dy-state temperature
profil denoted as (Ts,eq(x), Tl,eq(x)) for any given setpoint
value of the i terface p siti n defined a sr, can be c mputed
by setting the time derivative of the system (1)-(5) to zero.
Hence, from (1) and (2) the following set of ordinary
differential equations in space are btained(
0 = ↵sT
00
s,eq(x)  bT 0s,eq(x) + hs (Tb   Ts,eq(x)) ,
0 = ↵lT
00
l,eq(x)  bT 0l,eq(x) + hl (Tb   Tl,eq(x)) ,
(8)
where Ts,eq(x) 2 (0, sr) and Tl,eq(x) 2 (sr, L) and the
initial condition are given as(
T 0s,eq(0) =   q
⇤
f
ks
, Ts,eq(sr) = Tm,
T 0l,eq(L) =
q⇤m
kl
, Tl,eq(sr) = Tm.
(9)
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Control of the Tumor Growth Described by Free
Boundary Problem
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Abstract : We consider the tumor growth model described by moving
boundary PDE prop sed in [1]. Based on our re ent contributi n in [2], we
aim to design the backstepping control law for the model.
1 Problem Statement
The tumor growth model proposed by [1] is described by the following cou-
pled system on moving boundary:
@ 
@t
(r, t) =
D1
r2
@
@r
✓
r2
@ 
@r
(r, t)
◆
+  ( B    (r, t))       g1( , ),
0 < r < R(t). (1)
where  (r, t) is nutrient concentration of the tumor, D1 is the di usion
coe cient,  B is a constant nutrient concentration in vasculatur (blood
vessel), a d   is he rate of blood-tissu transfer per u i length (assumed
constant). For the avascular c se we have   = 0. Assumi g that s milar
e ects govern the evolution of the inhibitor in the tumor, the following
reaction-di usion quation is also obta ed
@ 
@t
(r, t) =
D2
r2
@
@r
✓
2@ 
@r
(r, t)
◆
  g2( , ), 0 < r < R( ) (2)
The dynamics of the moving interface is
1
3
s(t)2s˙(t) =
Z s(t)
0
µ
 
    ˜˜   r2dr (3)
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VIII. CONCLUSIONS AND FUTURE WORKS
Along this paper we pr posed an observer design and
bound ry output feedback controller that achieves th
exponential stability of sum f the mo in interface,
H1-norm of the temperature, and estimation error of them
through a measurement of the moving interface. A nonlinear
backstepping transformation for moving boundary problem
is utilized and the controller is proved to keep positive with
some initial conditions, which uarantees some physical
properties required for the validity of model and th proof
of stability. The main contribution of this paper is that,
this is the first resu which shows the convergence of
e timation error and output feedback systems of one-phase
Stefan Problem theoretically. Although the Stefa Problem
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has been well k own model since 200 years ago related
with phase transitio which appears in various situations
of nature and engineering, its control or estimation related
problem has not een investigated in detail. Towards an
application to the estimation of sea-ice melting or f ezing
in Antarctica, it is more practical to construct an observer
design with a measurement of temperature at one boundary,
and it is investigated as a future ork.
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Fig. 1: Schematic of screw extruder.
bound ry heat control law to stabilize the interface positi n at
the desired setpoint is derived, and the st bility of the closed-
loop syst m is proved under s me realist c ssumptions by
extending the result in [10]. Finally, simulati n results re
provided to illustrate the good performance of the co trol
design f r ome given screw speeds that correspond to low
and fast operating extrusion process.
This paper is organiz d as f llows. Th thermodyna i
m del f the scr w xtruder i d v loped i S ction II,
and the steady-state analysis is provided in Sect on III The
c ntrol d ign is deriv d in Section IV, and the st bility pr of
for specific setup established in Section V. Simulation
results of polym extru is provide in S ction VI with
a statement on the control performance. W complete the
paper with our conclusion and future work in Secti n VII.
II. THERMODYNAMIC MODEL OF SCREW EXTRUDER
We focus on t e ther odynamic mod l of the scr w
extrusio process in on -dimensional coordinate l g the
v rtical ax s. The model provides th tim ev luti n f th
temperature profile of the extruded material and the nterface
po ition betw en the feed d polymer granules and the molten
polymer. The granular pellets are conveyed by the screw
rotation at a given speed b along the vertical axis while the
barrel temperature is uniformly maintained at Tb. Defi i g
Ts(x, t) and Tl(x, t) as the temperature profiles of solid phase
(polymer granules) over the spatial domai x 2 (0, s(t))
and liquid phase (molten polymer) ve the spa ial domain
x 2 (s(t), L), respectively, the follow ng thermodynamic l
model is der ved from the energy cons rvation d heat
conduction laws
@Ts
@t
(x, t) =↵s
@2Ts
@x2
(x, t)  b@Ts
@x
(x, t)
+ hs (Tb   Ts(x, t)) , for 0 < x < s(t), (1)
@Tl
@t
(x, t) =↵l
@2Tl
@x2
(x, t)  b@Tl
@x
(x, t)
+ hl (Tb   Tl(x, t)) , for s(t) < x < L. (2)
In this paper we consider the temperature distribution in the
liquid to be static, and give it in (11) and in Assumption
1 at the beginning of Section IV-A. He e, ↵i = ki⇢ici and
hi =
h¯i
⇢ici
, where ⇢i, ci, ki, and h¯i for i 2 {s, l} are the
density, the heat capacity, he thermal onductivity, and the
heat transf r coefficient, espectively and the sub cripts s
and l ar associ ted to the solid or liquid phase, respectively.
The b und ry conditions at x = 0 and x = L follow the heat
conduction law, and the temperature at the nterface x = s(t)
is aintained at the melting poi t Tm, described as
@Ts
@x
(0 t) =  qf(t)
ks
, Ts(s(t), t) = Tm, (3)
@Tl
@x
(L, t) =
q⇤m
kl
, Tl(s(t), t) = Tm, (4)
wh re qf(t) < 0 s freezing controller t the i let an
q⇤m > 0 is a heat flux at the nozzle which is ssumed to be
c nstant in time. The int rface dynamics is derived by the
nergy ba anc at the interface as
⇢  Hs˙(t) ks
@Ts
@x
(s(t), t)  kl @Tl
@x
(s(t), t). (5)
T equations (1)-(5) are th solid-liquid phase change model
know as ”two-phase Stefan problem”.
Remark 1: To keep the physical state of each phase, the
f ll wing onditions must hold:
Ts(x t) Tm, 8x (0, s(t)), 8t > 0, (6)
Tl(x, t)  Tm, 8x 2 (s(t), L), 8t > 0, (7)
which represent the del validity conditions.
III. STEADY-STATE AND ANALYSIS
To sure a continuous extrusion process, the c rol of
the qu ntity of molten polymer that remains in the extruder
chamber at any giv n im is crucial. By definition, the
v lume of f lly melt d material co tain d in the chamber is
i ectly related to the position of the solid-liquid interface
t a e ds to be c ntr lled consequently. Physically, ny
given position of the interface along the spatial d main
c rrespond to elt t mperature profile along the extruder.
A. S ady-state solution
n analytic l s lution of the ste dy-state temperature
profile denoted as (Ts,eq(x), Tl,eq(x)) for any given setpoint
value of the i terface p sition defined as sr, c be computed
by setting the time derivative of the system (1)-(5) to zero.
He ce, from (1) and (2) the following set of ordinary
differential equations in space are obtained(
0 = ↵sT
00
s,eq(x)  bT 0s,eq(x) + hs (Tb   Ts,eq(x)) ,
0 = ↵lT
00
l,eq(x)  bT 0l,eq(x) + hl (Tb   Tl,eq(x)) ,
(8)
where Ts,eq(x) 2 (0, sr) and Tl,eq(x) 2 (sr, L) and the
initial condition are given as(
T 0s,eq(0) =   q
⇤
f
ks
, Ts,eq(sr) = Tm,
T 0l,eq(L) =
q⇤m
kl
, Tl,eq(sr) = Tm.
(9)
Fig. 1: Schem tic f scr w xt ud original description
(l ft) and model descr p ion (righ ).
over th spat al o ai x∈ (0,s(t)) d liquid phase (molten
polymer) ve th pat l do ai x ∈ (s(t),L), re pecti ly,
followi g t r odyna al m d l
∂Ts
∂
(x, t) =αs
∂2Ts
∂x2
(x, t)−b∂ s
∂x
x, t)
+ (Tb−Ts(x, t)) , f r 0 < x < s(t), ( )
∂Tl
∂t
(x, ) =αl
∂ Tl
∂x2
(x, t)−b∂Tl
∂x
(x, t)
+hl (Tb−Tl(x, t)) , f r s(t)< x < L (2)
is derived f m t e e ergy co s rv t o an he t c n u ti n
laws. I this p per, w on i er the temperature distribution
in th liquid to be static as stated in (11) nd i ssump-
tion 1 (see Sect o 5.1). H re, αi = kiρici a i =
h¯i
ρici where
ρi, ci, ki, nd h¯i for i ∈ {s, l} ar the density, the heat ca-
pacity, the thermal conductivity, and the h at tran fer coef-
ficient, respectively a d the subscripts a d l are associat
to the solid or liquid phase, respective y. Refe ring t [32]
which introdu es a mod l of spatially veraged temperature
for screw extrus on, we inc rporate the convective heat trans-
fer throug he barrel tem rature in (1) (2). The boundary
conditions at x= 0 and x= L follow the heat conduction law,
and the temperature at the interface x = s(t) is maintained at
the melting point Tm, described as
∂Ts
∂x
(0, t) =−qf(t)
ks
, Ts(s(t), t) = Tm, (3)
∂Tl
∂x
(L, t) =
q∗m
kl
, Tl(s(t), t) = Tm, (4)
where qf(t)< 0 is a freezing controller at the inlet and q∗m > 0
is a heat flux at the nozzle which is assumed to be constant
in time. The interface dynamics is derived by the energy
balance at the interface as
ρs∆Hs˙(t) = ks
∂Ts
∂x
(s(t), t)− kl ∂Tl∂x (s(t), t). (5)
The equations (1)-(5) are the solid-liquid phase change
model known as ”two-phase Stefan problem”. Such a phase
change model was developed for polymer processing
Remark 1. In this paper, we assume the pressure in the
chamber to be static and the melting temperature is constant
to avoid supercooling. Then, to keep the physical state of
each phas , the following conditions must hold:
Ts(x, t)≤Tm, ∀x ∈ (0,s(t)), ∀t > 0, (6)
Tl(x, t)≥Tm, ∀x ∈ (s(t),L), ∀t > 0, (7)
which represent the model validity conditions.
Remark 2. We assume the existence of a heating/cooling
system th t maintains the pellets at a controlled temperature
as s ated in (3), which describes the heat flux control at the
inlet. Extruders can be equipped with raw material precon-
d tio ers as intermediate unit operators, which for instance
help to pre-heat ingredients before they enter the extruder
chambe by adding steam. The prconditioners are usually
l cated between the inlet and the extruder chamber and a
continuous fl w of material from the feeder to the precon-
ditioner is maintained [2, 3].
3 Steady-state and analysis
To ensure a continuous extrusion process, the control of
the quantity of molten polymer that remains in the extruder
chamb r at ny given time is crucial. By definition, the vol-
ume of fully melted aterial contained in the chamber is di-
rect y elated to th position of the solid-liquid interface that
needs to be controlled, consequently. Physically, any given
p sitio of the interface along the spatial domain correspond
to a melt temperature profile along the extruder.
3.1 Steady-state solution
An analytical solution of the steady-state temperature
profile denoted as
(
Ts,eq(x),Tl,eq(x)
)
for any given setpoint
value of the interface position defined as sr, can be computed
by setting the time derivative of the system (1)-(5) to zero.
Hence, from (1) and (2) the following set of ordinary differ-
ential equations in space are obtained
{
0 = αsT ′′s,eq(x)−bT ′s,eq(x)+hs
(
Tb−Ts,eq(x)
)
,
0 = αlT ′′l,eq(x)−bT ′l,eq(x)+hl
(
Tb−Tl,eq(x)
)
,
(8)
and the boundary values are given as
{
T ′s,eq(0) = − q
∗
f
ks
, Ts,eq(sr) = Tm,
T ′l,eq(L) =
q∗m
kl
, Tl,eq(sr) = Tm.
(9)
At equilibrium, the interface equation (5) satisfies the fol-
lowing equality
0 =ksT ′s,eq(sr)− klT ′l,eq(sr). (10)
The solution to the set of differential equations (8) has the
following form{
Tl,eq(x) = p1eq1(x−sr)+ p2eq2(x−sr)+Tb,
Ts,eq(x) = p3eq3(x−sr)+ p4eq4(x−sr)+Tb,
(11)
where
q1 =
b+
√
b2+4αlhl
2αl
, q2 =
b−
√
b2+4αlhl
2αl
, (12)
q3 =
b+
√
b2+4αshs
2αs
, q4 =
b−
√
b2+4αshs
2αs
. (13)
Let r = Tb−Tm. Substituting (11) into the boundary condi-
tions (9) and (10), we obtain
p1 =
rq2eq2(L−sr)+q∗m/kl
q1eq1(L−sr)−q2eq2(L−sr)
, (14)
p2 =− rq1e
q1(L−sr)+q∗m/kl
q1eq1(L−sr)−q2eq2(L−sr)
, (15)
p3 =
rq4+K/ks
q3−q4 , (16)
p4 =
−rq3−K/ks
q3−q4 , (17)
K =
klr(−q1q2)
(
eq1(L−sr)− eq2(L−sr)
)
+(q1−q2)q∗m
q1eq1(L−sr)−q2eq2(L−sr)
,
(18)
and the steady-state input is given by
q∗f =p3q3e
−q3sr + p4q4e−q4sr . (19)
Hence, once the parameters (sr,Tb,q∗m) are prescribed, the
steady-state input is uniquely obtained.
3.2 Barrel temperature condition for a valid steady-
state
For the model validity, the steady-state must satisfy (6)
and (7) which restricts the barrel temperature to some physi-
cally admissible values.
Lemma 1. If the barrel temperature satisfies
−q≤ Tb−Tm ≤ q¯, (20)
where
q =
(q1−q2)q∗m
qden
, q¯ =− q
∗
m
klq2eq2(L−sr)
, (21)
qden =− klq1q2
(
eq1(L−sr)− eq2(L−sr)
)
+ ksq3
(
q1eq1(L−sr)−q2eq2(L−sr)
)
, (22)
then the steady-state solution satisfies (6) and (7).
Proof. Since Tl,eq(sr) = Tm, it is necessary to have T ′l,eq(sr)≥
0 which yields
p1q1+ p2q2 ≥ 0. (23)
Substituting (14) and (15) into (23), we get
Tb−Tm ≥ (q1−q2)q
∗
m
klq1q2
(
eq1(L−sr)− eq2(L−sr)) , (24)
knowing that q1q2 < 0. With the help of (23) and
from (11) the derivative of Tl,eq(x) satisfies T ′l,eq(x) ≥
p1q1
(
eq1(x−sr)− eq2(x−sr)
)
. Thus, the sufficient condition of
T ′l,eq(x)≥ 0 for ∀x ∈ (sr,L) is p1q1 ≥ 0 which yields
Tb−Tm ≤− q
∗
m
klq2eq2(L−sr)
. (25)
Next, the solid steady-state satisfies Ts,eq(sr) = Tm, so it is
necessary to have T ′s,eq(sr) ≥ 0 leading to p3q3 + p4q4 ≥
0 which trivially holds under condition of (23). Hence,
from (11), the derivative of Ts,eq(x) satisfies T ′s,eq(x) ≥
p4q4
(
−eq3(x−sr)+ eq4(x−sr)
)
. Then, the sufficient condition
for T ′s,eq(x)≥ 0 is p4q4 ≥ 0, which yields
Tb−Tm ≥− (q1−q2)q
∗
m
qden
. (26)
One can notice that condition (26) is less conservative than
condition (24). Hence, combining (25) and (26), we con-
clude Lemma 1.
4 Estimator Design of the Temperature Profile
Our previous work in [17] presented the full-state feed-
back control law by assuming that the spatially distributed
temperature profile can be measured. Some imaging-based
thermal sensors such as IR camera enables to capture the en-
tire profile of temperature, however, these sensors include
high noise and detect the temperature of the chamber which
contains a nominal error from the temperature of the polymer
inside. Instead, single point thermal sensors such as thermo-
couples enable to accurately measure the surface temperature
at the inlet of the extruder. Moreover, the interface position
between the polymer granules and the melt polymer can be
detected by cameras via image signal processing. Thus, we
build an observer to estimate the temperature profile with uti-
lizing these two available measurements.
Let Tˆs(x, t) be the estimated temperature profile. The
observer design for Tˆs(x, t) is stated the following theorem.
Theorem 1. Consider the plant model (1), (3) with the two
available measurements of
Y1(t) = s(t), Y2(t) = Ts(0, t), (27)
and the following PDE observer
∂Tˆs
∂t
(x, t) =αs
∂2Tˆs
∂x2
(x, t)−b∂Tˆs
∂x
(x, t)
+hs
(
Tb− Tˆs(x, t)
)
, 0 < x < Y1(t), (28)
∂Tˆs
∂x
(0, t) =− qf(t)
ks
− γ(Y2(t)− Tˆs(0, t)) , (29)
Tˆs(s(t), t) =Tm, (30)
where γ= b2αs . Assume that s(t) ∈ (0,L) and s˙(t)≥ 0 for all
t ≥ 0. Then, the observer error system is exponentially stable
at the origin in the sense of the norm
Φ˜(t) := ||Ts(x, t)− Tˆs(x, t)||H1 . (31)
More precisely, there exists a positive constant M˜ > 0 such
that the following inequality holds:
Φ˜(t)≤ M˜Φ˜(0)e−2
(
hs+ b
2
4αs +
αs
4L2
)
t (32)
Proof. Let u˜ be the estimation error state defined by
u˜ := Ts− Tˆs. (33)
Subtraction of the observer system (28)–(30) from the plant
(1) and (3) yields the following estimation error system:
u˜t(x, t) =αsu˜xx(x, t)−bu˜x(x, t)
−hsu˜(x, t), 0 < x < s(t), (34)
u˜x(0, t) =γu˜(0, t), (35)
u˜(s(t), t) =0. (36)
Let us introduce the following change of variable
z˜(x, t) = u˜(x, t)e−γx. (37)
Then, u˜-system in (34)–(36) is converted into the following
z˜-system:
z˜t =αz˜xx−λz˜, (38)
z˜x(0, t) =0, (39)
z˜(s(t), t) =0. (40)
where λ = hs + b
2
4αs . To study the stability of the estimation
error state at the origin, we consider the Lyapunov functional
V˜ =
1
2
||z˜||2H1 =
1
2
∫ s(t)
0
z˜(x, t)2dx+
1
2
∫ s(t)
0
z˜x(x, t)2dx.
(41)
Taking the time derivative of (41) along the solution of (34)–
(36) leads to
˙˜V =
s˙(t)
2
z˜(s(t), t)2+
∫ s(t)
0
z˜(x, t)z˜t(x, t)dx
+
s˙(t)
2
z˜x(s(t), t)2+
∫ s(t)
0
z˜x(x, t)z˜xt(x, t)dx
=
∫ s(t)
0
z˜(x, t)(αsz˜xx(x, t)−λz˜(x, t))dx+ s˙(t)2 z˜x(s(t), t)
2
+ z˜x(x, t)z˜t(s(t), t)− z˜x(0, t)z˜t(0, t)
−
∫ s(t)
0
z˜xx(x, t)z˜t(x, t)dx. (42)
Note that taking the total time derivative of the boundary
condition (40) yields z˜t(s(t), t) = −s˙(t)z˜x(s(t), t). Substitut-
ing this into (43) and taking the integration by parts, we get
˙˜V =−αs||z˜xx||2L2 − (αs+λ)||z˜x||2L2
−λ||z˜||2L2 −
s˙(t)
2
z˜x(s(t), t)2. (43)
With the help of s(t) ∈ (0,L), Poincare’s inequality gives
||z˜||2L2 ≤ 4L2||z˜x||2L2 and ||z˜x||2L2 ≤ 4L2||z˜xx||2L2 . Applying
these inequalities and s˙(t)≥ 0 to (43) leads to the following
differential inequality
˙˜V ≤−2
(
λ+
αs
4L2
)
V˜ . (44)
Applying the comparison principle to (44) yields
V˜ (t)≤ V˜ (0)e−2
(
λ+ αs
4L2
)
t
. (45)
By the definition of z˜ given in (37), for the norm of u˜-system,
the following upper and lower bounds hold
||z˜||2L2 ≤ ||u˜||2L2 ≤ e2γL||z˜||2L2 , (46)
||z˜x||2L2 ≤ 2||u˜x||2L2 +2γ2||u˜||2L2
||u˜x||2L2 ≤ 2e2γL(||z˜x||2L2 + γ2||z˜||2L2). (47)
Hence, by defining Φ˜(t) = ||u˜||2H1 , the following inequalities
hold
M˜1V˜ ≤ Φ˜≤ M˜2V˜ (48)
where M˜1 = 1/max{3,2γ2}, and M˜2 = e2γL max{3,2γ2}.
Applying (45) to (48) with defining M˜ = M˜2/M˜1 leads to
the conclusion in Theorem 1.
In addition, the estimated temperature can maintain not
greater value than the true temperature in the plant, as stated
in the following lemma.
Lemma 2. If u˜(x,0)≥ 0, ∀x ∈ (0,s0), then
u˜(x, t)≥0, ∀x ∈ (0,s(t)), ∀t ≥ 0, (49)
u˜x(s(t), t)≤0, ∀t ≥ 0 (50)
Proof. Applying Maximum principle to z˜-system governed
by (38)–(40) leads to the statement that if z˜(0, t) ≥ 0, ∀x ∈
(0,s0) then z˜(x, t)≥ 0, ∀x ∈ (0,s(t)),∀t ≥ 0. By the relation
between z˜ and u˜ given in (37), we prove Lemma 2, with the
help of Hopf’s lemma.
The properties in Lemma 2 are required to guarantee the
positivity of the boundary heat input under the output feed-
back control design which is given in the later sections.
Remark 3. The convergence speed of the designed ob-
server is characterized by hs + b
2
4αs +
αs
4L2 as seen in the es-
timate of the norm (32), which cannot be choosen arbi-
trary fast for given physical constants and the manufactur-
ing speed. The performance improvement to fasten the ob-
server’s convergence can be achieved by adding the measure-
ment error injection to the observer PDE formulated by
∂Tˆs
∂t
(x, t) =αs
∂2Tˆs
∂x2
(x, t)−b∂Tˆs
∂x
(x, t)+hs
(
Tb− Tˆs(x, t)
)
+ p(x, t)(Y2(t)− Tˆs(0, t)), 0 < x < Y1(t),
(51)
where the distributed observer gain p(x, t) can be designed
using backstepping method as developed in [12, 14, 20].
However, with the PDE observer (51), it is challenging to en-
sure the positivity of the output feedback control law. Since
this paper’s primary focus is on control design, we use the
PDE observer given in (28)–(30).
5 Control Design of Boundary Heat
When the solid pellets are injected and heated into the
extruder chamber, the amount of the molten polymer ex-
pands reducing the quantity of solid material into the cham-
ber. Thus a cooling effect arising from the continuous feed-
ing of cooler pellets enables to maintain the interface at the
desired setpoint. The setpoint open-loop boundary heat con-
trol qf(t) = q∗f (see (9)) is not sufficient to drive the solid-
liquid interface position to the desired setpoint. In this sec-
tion, we develop the control design of the boundary heat at
the inlet to drive the interface to the setpoint while stabilizing
the temperature profile at the steady-state.
5.1 Reference error system for a dynamics reduced to a
single phase
First, we impose the following assumption on the liquid
temperature.
Assumption 1. The liquid temperature is at steady-state
profile, i.e. Tl(x, t) = Tl,eq(x).
Under Assumption 1, the two-phase dynamics gov-
erned by (1)–(5) is reduced to a single-phase model. Let
(u(x, t), uˆ(x, t),X(t)) be the reference error variables defined
by
u(x, t) =− ks(Ts(x, t)−Ts,eq(x)), (52)
uˆ(x, t) =− ks(Tˆs(x, t)−Ts,eq(x)), (53)
X(t) =s(t)− sr. (54)
Note that the negative signs are included in (52) and (53)
to make the states (u, uˆ) have positivity properties for the
model validity conditions to hold, which is consistent with
the analysis in [12]. Then, the estimation error state u˜ defined
by (33) yields
u˜(x, t) = uˆ(x, t)−u(x, t). (55)
We rewrite the original system (1)–(5) using the reference
and estimation error states (uˆ,X , u˜). Substituting x = s(t)
into (53) with the help of (30), we get
uˆ(s(t), t) =ks(Ts,eq(s(t))−Tm). (56)
In addition, rewriting (5) in term of uˆ(x, t) with u˜(x, t) leads
to the following equation of interface dynamics
X˙(t) =− β¯(uˆx(s(t), t)− u˜x(s(t), t))
+ β¯
(
ksT ′s,eq(s(t))− klT ′l,eq(s(t))
)
, (57)
where β¯=(ρs∆H)−1. Taking a linearization of the right hand
side of (56) and (57) with respect to s(t) around the setpoint
sr and by the steady state solutions in (11), the dynamics of
the reference error system is obtained by
uˆt(x, t) =αsuˆxx(x, t)−buˆx(x, t)−hsuˆ(x, t), (58)
uˆx(0, t) =−U(t)+ γu˜(0, t), (59)
uˆ(s(t), t) =CX(t), (60)
X˙(t) =AX(t)− β¯uˆx(s(t), t)+ β¯u˜x(s(t), t), (61)
where
U(t) =− (qf(t)−q∗f ), (62)
C =ks (p3q3+ p4q4) , (63)
A =β¯
(
ks(p3q23+ p4q
2
4)− kl(p1q21+ p2q22)
)
. (64)
5.2 Backstepping transformation
A well-known design method of the output feedback
control for PDEs is achieved by introducing the backstepping
transformation which maps the observer PDE with using the
gain kernel function derived for the full-state feedback con-
trol. Therefore, we consider the following transformation
wˆ(x, t) =uˆ(x, t)− β¯
αs
∫ s(t)
x
φ(x− y)uˆ(y, t)dy
−φ(x− s(t))X(t), (65)
where φ is the gain kernel function derived in [17], which
satisfies the following differential equation with the initial
condition
αsφ′′(x)−(b+ β¯C)φ′(x)−
(
A− β¯b
αs
C+hs
)
φ(x) = 0, (66)
φ(0) =0, φ′(0) =
c
β¯
, (67)
where c > 0 is a control gain. The solution to (66) with (67)
is uniquely given by
φ(x) =
c
β¯(d1−d2)
(
ed1x− ed2x
)
, (68)
where d1, d2 are defined by
d1 =
b¯+
√
D
2αs
, d2 =
b¯−√D
2αs
, (69)
b¯ =b+ β¯C, (70)
D =b¯2+4αs
(
A− β¯b
αs
C+hs
)
. (71)
The full-state feedback control law developed in [17] is given
by
Ufull(t) =− γu(0, t)− β¯αs
∫ s(t)
0
f (x)u(x, t)dx
− f (s(t))X(t), (72)
where
γ=
b
2αs
, (73)
f (x) =φ′(−x)− γφ(−x), (74)
=
c
β¯(d1−d2)
(
(d1− γ)e−d1x− (d2− γ)e−d2x
)
. (75)
The associated output feedback control law is normally de-
signed by replacing the plant state in the full-state feedback
control law with the observer state. Since X(t) in (72) can be
directly measured and its observer state is not constructed,
we keep the term X(t). Moreover, for the sake of proving
the positivity of the designed control law later, we also hold
the boundary value term u(0, t) in (72), which can also be di-
rectly measured. Hence, the resulting observer-based output
feedback control law is designed by
U(t) =− γu(0, t)− β¯
αs
∫ s(t)
0
f (x)uˆ(x, t)dx
− f (s(t))X(t), (76)
Then, taking the derivatives of (65) in x and t along the so-
lution of (58)-(61) with the gain kernel function (68), the
transformed (wˆ,X)-system (so-called ”target system”) is de-
scribed by the following dynamics
wˆt(x, t) =αswˆxx(x, t)−bwˆx(x, t)−hswˆ(x, t)
+ s˙(t)g(x− s(t))X(t)
− β¯φ(x− s(t))u˜x(s(t), t), 0 < x < s(t) (77)
wˆx(0, t) =γwˆ(0, t), (78)
wˆ(s(t), t) =CX(t), (79)
X˙(t) =(A− c)X(t)− β¯wˆx(s(t), t)+ β¯u˜x(s(t), t), (80)
where
g(x) =φ′(x)− β¯
αs
Cφ(x). (81)
Rewriting the control law (76) with respect to the boundary
heat control qf(t), the estimated temperature Tˆs, the reference
steady-state Ts,eq, and the measured variables Y1(t) and Y2(t),
the resulting output feedback control is described by
qf(t) =q∗f − γks(Y2(t)−Ts,eq(0))
− β¯ks
αs
∫ Y1(t)
0
f (x)(Tˆs(x, t)−Ts,eq(x))dx
+ f (Y1(t))(Y1(t)− sr). (82)
6 Theoretical Analysis for a Specific Setup
While the controller is designed through the backstep-
ping method, the stability of the target system is not proven
theoretically. Moreover, the condition of model validity
needs to be satisfied under the control law. To achieve a the-
oretical result, in this section we impose following assump-
tions.
Assumption 2. The initial condition of the estimated tem-
perature profile is not greater than that of the true tempera-
ture profile, i.e.,
Tˆs(x,0)≤ Ts(x,0), ∀x ∈ (0,s0), (83)
where s0 := s(0).
Assumption 3. The barrel temperature is set as melting
temperature and the external heat input is zero, i.e.
Tb = Tm, q∗m = 0. (84)
Corollary 1. Under Assumption 2, it holds u˜(x, t) ≥ 0 and
u˜x(s(t), t)≤ 0, ∀x ∈ (0,s(t)),∀t ≥ 0, as proven in Lemma 2.
Corollary 2. Under Assumption 3, the steady state pro-
files (11), and steady state input (19) becomes Tl,eq(x) = Tm,
Ts,eq(x) = Tm, and q∗f = 0. Also, C = 0 and A = 0.
In addition, the following setpoint restriction is given.
Assumption 4. The setpoint is chosen to satisfy
sr > s0+
β¯ks
αs
∫ s0
0
f (x)
f (s0)
(Tm− Tˆs(x,0))dx. (85)
The main theorem is stated as following.
Theorem 2. Let Assumptions 1–4 hold. Then, the closed-
loop system consisting of the plant (1)–(5), the measurements
(27), the observer (28)–(30), and the control law (82) satis-
fies the conditions for model validity (6), (7), and is exponen-
tially stable at the origin in the norm
Φˆ(t) :=||Ts(x, t)−Ts,eq(x)||H1
+ ||Ts(x, t)− Tˆs(x, t)||H1 + |s(t)− sr|, (86)
namely, there exists a positive constant Mˆ > 0 such that the
following estimate of the norm holds
Φˆ(t)≤ MˆΦˆ(0)e−dt , (87)
where d = min
{
αs
16sr
+ b
2
4αs +hs,c
}
.
The proof of Theorem 2 is established by showing that
(6) and (7) are satisfied and employing a Lyapunov analysis
through the remaining of this section.
6.1 Model validity condition
Let Z(t) be defined as
Z(t) =U(t)+ γu(0, t)
=− β¯
αs
∫ s(t)
0
f (x)uˆ(x, t)dx− f (s(t))X(t). (88)
The following lemma is stated.
Lemma 3. The following properties hold:
Z(t)>0, ∀t ≥ 0, (89)
u(x, t)>0, s˙(t)> 0 ∀x ∈ (0,s(t)), ∀t ≥ 0, (90)
s(0)<s(t)< sr, ∀t ≥ 0. (91)
Proof. Taking the time derivative of (88) along the solution
of (58)–(61), we have
Z˙(t) =− cZ(t)− s˙(t)
(
β¯
αs
f (s(t))C+ f ′(s(t))
)
X(t)
+ β¯ f (s(t))u˜x(s(t), t)
+
(
β¯
αs
{αs f ′(s(t))+b f (s(t))}C− f (s(t))A
)
X(t)
− β¯
αs
{αs f ′(0)+(b−αsγ) f (0)}uˆ(0, t)
− β¯
αs
∫ s(t)
0
(αs f ′′(x)+b f ′(x)−hs f (x))uˆ(x, t)dx.
(92)
Taking into account A =C = 0, the differential equation for
φ in (66) is given by
αsφ′′(x)−bφ′(x)−hsφ(x) = 0. (93)
Thus, recalling f (x) = φ′(−x)− γφ(−x), it holds that
αs f ′′(x)+b f ′(x)−hs f (x)
=
(
αsφ′′′(−x)−bφ′′(−x)−hsφ′(−x)
)
− γ(αsφ′′(−x)−bφ′(−x)−hsφ(−x))
=0. (94)
Moreover, we have
αs f ′(0)+(b−αsγ) f (0) = 0. (95)
Substituting (94), (95), and A =C = 0 into (92), we obtain
Z˙(t) =− cZ(t)− s˙(t) f ′(s(t))X(t)
− β¯ f (s(t))u˜x(s(t), t), (96)
≥− cZ(t)− s˙(t) f ′(s(t))X(t), ∀t ≥ 0, (97)
where we used Corollary 1 and f (x) > 0 for the derivation
from (96) to (97).
We prove (89) by contradiction approach. Assume that
(89) is not valid, which implies ∃t∗ > 0 such that
Z(t)> 0, ∀t ∈ (0, t∗), Z(t∗) = 0. (98)
Similarly to Lemma 2, by Maximum principle and Hopf’s
lemma, we get
u(x, t)> 0, s˙(t)> 0, ∀x ∈ (0,s(t)), ∀t ∈ (0, t∗), (99)
which, with the help of Lemma 2, leads to
uˆ(x, t)>0, ∀x ∈ (0,s(t)), ∀t ∈ (0, t∗), (100)
s(t)>s0 > 0, ∀t ∈ (0, t∗). (101)
Applying (98), (100), and (101) to (88) with f (x) > 0 leads
to
X(t)< 0, ∀t ∈ (0, t∗). (102)
Therefore, applying (99) and (102) to (97) leads to
Z˙(t)>−cZ(t), ∀t ∈ (0, t∗). (103)
Applying Gronwall’s inequality to (103) leads to the in-
equality regarding the solution of the differential equation,
namely,
Z(t)≥ Z(0)e−ct , ∀t ∈ (0, t∗]. (104)
Thus, we have Z(t∗) ≥ Z(0)e−ct∗ > 0 , which contradicts
with the assumption (98). Hence, (89) is proved. Then, by
Maximum principle, (90) holds. Imposing (89) and (90) on
(88), we obtain X(t)< 0 which leads to (91).
6.2 Stability analysis
Taking into account A =C = 0, we study the stability of
the target system,
wˆt(x, t) =αswˆxx(x, t)−bwˆx(x, t)−hswˆ(x, t)
+ s˙(t)g(x− s(t))X(t)
− β¯φ(x− s(t))u˜x(s(t), t), 0 < x < s(t) (105)
wˆx(0, t) =γwˆ(0, t), (106)
wˆ(s(t), t) =0, (107)
X˙(t) =− cX(t)− β¯wˆx(s(t), t)+ β¯u˜x(s(t), t). (108)
Let zˆ be a variable defined by
zˆ(x, t) = wˆ(x, t)e−γx. (109)
Recalling z˜ := u˜e−γx, we have the following (zˆ,X)-system
zˆt(x, t) =αszˆxx(x, t)−λzˆ(x, t)+ s˙(t)g(x− s(t))X(t)e−γx
− β¯φ(x− s(t))z˜x(s(t), t), 0 < x < s(t) (110)
zˆx(0, t) =0, (111)
zˆ(s(t), t) =0, (112)
X˙(t) =− cX(t)− β¯zˆx(s(t), t)eγs(t)+ β¯z˜x(s(t), t)eγs(t),
(113)
where λ := hs+ b
2
4αs . Consider the following functional
Vˆ1 =
1
2
∫ s(t)
0
zˆ(x, t)2dx. (114)
Taking the time derivative of (114) along the solution of
(110)–(112) leads to
˙ˆV1 =−αs||zˆx||2−λ||zˆ||2
+ s˙(t)X(t)
∫ s(t)
0
zˆ(x, t)e−γxg(x− s(t))dx
− β¯z˜x(s(t), t)
∫ s(t)
0
zˆ(x, t)φ(x− s(t))dx. (115)
Applying Young’s and Cauchy-Schwarz inequalities to the
last two lines in (115), we get
s˙(t)X(t)
∫ s(t)
0
zˆ(x, t)e−γxg(x− s(t))dx
≤ s˙(t)
2
(
X(t)2+ ||g||2 · ||zˆ||2) , (116)
− β¯z˜x(s(t), t)
∫ s(t)
0
zˆ(x, t)φ(x− s(t))dx
≤ β¯
2||φ||2
2hs
z˜x(s(t), t)2+
hs
2
||zˆ||2. (117)
Thus, applying (116) and (117) to (115), one can obtain
˙ˆV1 ≤−αs||zˆx||2−λ||zˆ||2
+
s˙(t)
2
(
X(t)2+ ||g||2 · ||zˆ||2)
+
β¯2||φ||2
2hs
z˜x(s(t), t)2. (118)
Consider the following functional
Vˆ2 =
1
2
∫ s(t)
0
zˆx(x, t)2dx. (119)
Taking the time derivative of (119) along the solution of
(110)–(112) leads to (note that (112) yields zt(s(t), t) =
−s˙(t)zx(s(t), t)),
˙ˆV2 =
s˙(t)
2
zˆx(s(t), t)2+
∫ s(t)
0
zˆx(x, t)zˆxt(x, t)dx
=
s˙(t)
2
zˆx(s(t), t)2+ zˆx(s(t), t)zˆt(s(t), t)− zˆx(0, t)zˆt(0, t)
−αs||zˆxx||2−λ||zˆx||2
+ s˙(t)X(t)
∫ s(t)
0
zˆxx(x, t)e−γxg(x− s(t))dx
− β¯z˜x(s(t), t)
∫ s(t)
0
zˆxx(x, t)φ(x− s(t))dx,
=− s˙(t)
2
zˆx(s(t), t)2−αs||zˆxx||2−λ||zˆx||2
+ s˙(t)X(t)
(
zˆx(s(t), t)g(0)e−γs(t)
−
∫ s(t)
0
zˆx(x, t)(g′(x− s(t))− γg)e−γxdx
)
− β¯z˜x(s(t), t)
∫ s(t)
0
zˆxx(x, t)φ(x− s(t))dx. (120)
By Cauchy-Schwarz and Young’s inequalities, for δ1 > 0, it
holds that
g(0)X(t)zˆx(s(t), t)e−γs(t) ≤ g(0)
2
2
X(t)2+
1
2
zˆx(s(t), t)2,
(121)
− β¯z˜x(s(t), t)
∫ s(t)
0
zˆxx(x, t)φ(x− s(t))dx
≤ δ1
2
β¯2z˜x(s(t), t)2+
1
2δ1
||φ||2L2 ||zˆxx||L2 . (122)
Applying (121) and (122) to (120) with setting δ1 =
2||φ||2L2
αs
yields
˙ˆV2 ≤− αs2 ||zˆxx||
2−λ||zˆx||2
+
s˙(t)
2
(
g¯X(t)2+ ||zˆx||2
)
+
β¯2||φ||2L2
αs
z˜x(s(t), t)2, (123)
where g¯ := maxs(t)∈(0,sr)(g(0)
2+g(−s(t))2+ ||g′||2). Let Vˆ3
be Lyapunov functional defined by
Vˆ3 =
1
2
X(t)2. (124)
Taking the time derivative of (124) together with (113) leads
to
˙ˆV3 =−cX(t)2− β¯zˆx(s(t), t)eγs(t)X(t)+ β¯z˜x(s(t), t)eγs(t)X(t).
(125)
Applying Young’s and Agmon’s inequalities to (125), we get
˙ˆV3 ≤− c2X(t)
2+
β¯2e2γsr
c
zˆx(s(t), t)2+
β¯2e2γsr
c
z˜x(s(t), t)2,
≤− c
2
X(t)2+
4β¯2sre2γsr
c
||zˆxx||2+ β¯
2e2γsr
c
z˜x(s(t), t)2.
(126)
Consider the following functional
Vˆ = Vˆ1+Vˆ2+ pVˆ3, (127)
where p = cαse
−2γsr
16β¯2sr
. Combining (118), (123), and (126), the
time derivative of (127) is shown to satisfy the following in-
equality
˙ˆV ≤− αs
4
||zˆxx||2− (αs+λ)||zˆx||2−λ||zˆ||2− pc2 X(t)
2
+
s˙(t)
2
(
(1+ g¯)X(t)2+ ||g||2||zˆ||2+ ||zˆx||2
)
+
(
β¯2||φ||2
(
1
2hs
+
1
αs
)
+
αs
16sr
)
z˜x(s(t), t)2,
≤− αs
4
||zˆxx||2− (αs+λ)||zˆx||2−λ||zˆ||2− pc2 X(t)
2
+as˙(t)Vˆ +M1||z˜xx||2, (128)
where a = max{ (1+g¯)p , ||g||2,1}, M1 =
4sr
(
β¯2||φ||2
(
1
2hs
+ 1αs
)
+ αs16sr
)
. Thus, using the Lya-
punov function V˜ in (41) for the estimation error z˜-system
(38)–(40), we define the Lyapunov function for the total
(zˆ,X , z˜)-system as
V = Vˆ +
2M1
αs
V˜ . (129)
Then, by combining the inequalities (43) and (128), we arrive
at
V˙ ≤− αs
4
(
||zˆxx||2+ 2M1αs ||z˜xx||
2
)
− (αs+λ)
(
||zˆx||2+ 2M1αs ||z˜x||
2
)
−λ
(
||zˆ||2+ 2M1
αs
||z˜||2
)
− pc
2
X(t)2+as˙(t)Vˆ ,
≤−
(
αs
16sr
+λ
)(
||zˆx||2+ ||zˆ||2+ 2M1αs ||z˜x||
2+
2M1
αs
||z˜||2
)
− pc
2
X(t)2+as˙(t)Vˆ ,
≤−dV +as˙(t)V, (130)
where
d = min
{
αs
16sr
+λ,c
}
. (131)
Following the procedure in [13], the inequality (130) with
(90) and (91) leads to the exponential norm estimate
V (t)≤ ea(s(t)−s0)V (0)e−dt ≤ easrV (0)e−dt . (132)
Table 1: HDPE parameters obtained by [30].
melting point Tm 135 ◦C
specific heat solid cs 1895Jkg−1K−1
specific heat melt cl 2640Jkg−1K−1
therm. conduct. solid ks 0.373Wm−1K−1
therm. conduct. melt kl 0.324Wm−1K−1
solid density ρs 955kgm−3
melt density ρl 780kgm−3
heat of fusion ∆H 39000Jkg−1
Let Ψ(t) = ||w||2H1 + X(t)
2. Then, we have MV ≤
Ψ(t) ≤ M¯V where M¯ = 2max{e2γsr(1 + γ2), 1p}, M =(
max{2(1+ γ2), p2}
)−1. Therefore, Ψ(t) ≤ M¯M easrΨ(0)e−dt ,
which proves the exponential stability of the target w-system
in H1-norm. Since the u-system in (58)-(61) and the target
w-system in (77)-(80) have equivalent stability property due
to the invertibility of the backstepping transformation (65),
the exponential estimate in H1-norm is also guaranteed for
the u-system, which concludes the proof of Theorem 2.
7 Simulation
For numerical study to investigate the controller’s per-
formance in different operating conditions, we have em-
ployed the simulation of the original ”two-phase” model
governed by (1)–(5) without assuming that the liquid phase
is at stead-state, run the PDE observer given in (28)–(30),
and implemented the associated output feedback controller
(82). We used the boundary immobilization method to ob-
tain a fixed boundary system and discretized the system with
finite differnces to construct a finite dimensional representa-
tion of the model. Using Matlab’s ode23s solver, we simu-
lated the setup with three different advection speeds ranging
from 2 mm/s to 50 mm/s, to cover a wide spectrum of operat-
ing modes. The material parameters are chosen from [30], in
which distinct values for high density polyethylene in solid
and liquid state were experimentally derived (see Table 1).
The extruder length is L= 10cm and the constant barrel tem-
perature is set to Tb = 145 ◦C. Further, the auxiliary heat in-
put was chosen q∗m = 100 W/m2. The initial temperature is
set as a linear profile, which satisfies the boundary condi-
tion (4). For each advection speed, the control parameter c
is adjusted to generate a reasonable boundary temperature.
While higher advection speeds enable shorter convergence
times, it is only achieved when the control gain c is also suf-
ficiently large. However, larger values in the control gain will
initially produce very low boundary temperature values. For
each configuration, we adjusted the control gain as c =0.2
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Fig. 2: The closed-loop response of the interface position.
For each operating speed, the interface position is stabilized
after 6[min].
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Fig. 3: The closed-loop response of the output feedback con-
trol. The transient gets shorter as the operation gets faster.
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Fig. 4: The response of the boundary temperature, which
maintains reasonable value for the material and safe opera-
tion.
for b =2[mm/s], c =1.0 for b =10[mm/s], and c =5.0 for
b =50[mm/s], to produce comparable temperature peaks at
the inlet and prevent unrealistic values. The closed-loop re-
sponses of the interface position s(t), the boundary control
input qf(t), and the boundary temperature Ts(0, t) are shown
in Fig. 2, Fig. 3 and Fig. 4, respectively. The interface re-
sponses, depicted in Fig. 2, have quite similar behaviors in
all three setups. However, the control input, shown in Fig. 3,
appears to act faster for higher advection speeds but exhibits
a similar qualitative behavior. Similar properties were ob-
served in the boundary temperature response in Fig.4. Note
that all the three figures have different time ranges.
Moreover, for the fast operating condition b=50[mm/s],
the comparison of the estimated temperature profile and the
true temperature profile at t =0[sec], 0.2[sec], 0.4[sec] are
shown in Fig. 5. We can observe that the estimated temper-
ature profile gets almost same as the true temperature profile
at 0.4[sec], associated with the expansion of the solid gran-
ules’ region. Hence, the convergence of the designed ob-
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Fig. 5: The comparison of the true and estimated temperature
profiles.
server to the true temperature profile is approximately 1000
times faster than the convergence of the interface position to
the setpoint position, which is sufficiently quick performance
of the temperature estimation.
For comparison, we also tested a closed loop setup with
PI control given by
qf(t) = q∗f +KP(s(t)− sr)+KI
∫ t
t0
(s(τ)− sr)dτ, (133)
where KP and KI are gain parameters to be tuned in order to
achieve the desired performance. However, for any choice of
the parameters we have tried, the closed-loop response of the
interface position does not stabilize at the sepoint sr. Fig. 6
depicts the responses under PI control with a relatively suit-
able choice of the gains. The lower plot in Fig. 6 shows
that the temperature at the inlet of the extruder gets above
the melting temperature at approximately 2.9 [min], which
violates the validity condition (7) of the solid polymer tem-
perature, while our proposed output feedback control guar-
antees to satisfy the condition under the closed-loop system.
Such an overshoot behavior beyond the melting temperature
might be reduced by PID control, however, the velocity of
the interface position is nearly impossible to measure online
and the differentiator generally causes high noise. Overall,
the proposed output feedback control law illustrates superior
performance to PI control in terms of both convergence to
the setpoint and the validity condition.
From the simulations, we conclude that our control de-
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Fig. 6: The response with PI control. The boundary temper-
ature is heated up and gets above the melting temperature,
which violates the condition for the solid phase temperature.
sign achieves a stable interface position, even with very fast
advection speeds 50 mm/s, with which a particle inserted
in the inlet will travel in two seconds through the extruder,
when assuming a 10 cm extruder.
8 Conclusions
In this paper, we designed an observer and the associated
output feedback control to stabilize an ink production pro-
cess of the screw extrusion based 3D printing. The steady-
state analysis is provided by setting the setpoint as a , and the
control design to stabilize the interface position is derived.
The simulation results prove the effectiveness of the bound-
ary feedback control law for some given screw speeds.
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