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Quantum systems have shown great promise for precision metrology thanks to advances in their
control. This has allowed not only the sensitive estimation of external parameters but also the
reconstruction of their temporal profile. In particular, quantum control techniques and orthogonal
function theory have been applied to the reconstruction of the complete profiles of time-varying mag-
netic fields. Here, we provide a detailed theoretical analysis of the reconstruction method based on
the Walsh functions, highlighting the relationship between the orthonormal Walsh basis, sensitivity
of field reconstructions, data compression techniques, and dynamical decoupling theory. Specifically,
we show how properties of the Walsh basis and a detailed sensitivity analysis of the reconstruction
protocol provide a method to characterize the error between the reconstructed and true fields. In
addition, we prove various results about the negligibility function on binary sequences which lead to
data compression techniques in the Walsh basis and a more resource-efficient reconstruction proto-
col. The negligibility proves a fruitful concept to unify the information content of Walsh functions
and their dynamical decoupling power, which makes the reconstruction method robust against noise.
I. INTRODUCTION
The goal of parameter estimation theory is to use em-
pirical data to estimate a set of unknown parameters
of interest. Typically, the unknown parameters describe
properties of a physical system that can be measured in
some well-defined manner. The measurement results cre-
ate the set of data from which statistical estimators of the
unknown parameters can be obtained. Quantum parame-
ter estimation (QPE) theory allows both the physical sys-
tem and sensing procedures to be quantum-mechanical in
nature. Many important concepts in classical parameter
estimation theory, such as the Fisher information [1] and
Crame´r-Rao bound [2, 3], have been developed within
the framework of QPE [4, 5].
A special focus of QPE is to find how one can (opti-
mally) estimate parameters that determine the state or
dynamics of a quantum system [6–8]. For instance, one
may be interested in estimating parameters associated
to an underlying Hamiltonian [9], unitary operation [10],
or general quantum channels [11]. Quantum sensors can
provide significant improvement over sensors based on
classical physics in terms of sensitivity [12] and both spa-
tial [13] and field amplitude resolution [14]. Quantum
phase estimation [10] has been applied to many practi-
cal problems, for example clock synchronization [15, 16],
reference frame alignment [17], frequency measurements
[18], position measurements [12] and magnetic and elec-
tric field sensing [19, 20]. Although the methods pre-
sented in this paper can, in principle, be applied to all
these techniques, for concreteness we will focus on mag-
netic field sensing with spin qubits.
In spin-based sensing, the magnetic field strength is
recorded in the relative phase accumulated by the sys-
tem when prepared in a state equal to the uniform su-
perposition of its energy eigenstates [21]. Hence, one can
obtain estimates of the field by obtaining information
about the relative phase accumulated between the eigen-
states. A significant problem in magnetometry is to not
just estimate a single parameter quantifying magnetic
field strength, but to estimate (reconstruct) the complete
profile of the field over some acquisition period. Recon-
structing the complete field profile can be important in a
variety of different physical settings, for instance, in un-
derstanding the dynamical behavior of neuronal activity
in biological systems.
Recently, a technique was proposed for experimen-
tally reconstructing the complete profile of time-varying
magnetic fields [22] using spin-based magnetic field sens-
ing techniques. This method allows one to reconstruct
magnetic fields with quantifiable analyses of reconstruc-
tion error, sensitivity, convergence, and resources. The
method was implemented using the single electronic spin
in an NV center for a variety of different field profiles and
high-fidelity reconstructions were obtained in all cases.
In particular, Ref. [22] experimentally demonstrated the
reconstruction of the magnetic field produced by a phys-
ical model of a single neuronal action potential. The the-
ory behind the method relies on a variety of topics within
classical and quantum information theory, for instance,
quantum control theory, QPE, and the use of orthogo-
nal functions in signal processing through the existence
of the Walsh basis [23].
This paper serves as a detailed analysis of the theory
underlying Ref. [22] and also provides results that can be
of independent interest in signal processing, QPE, mag-
netometry, and quantum control theory. The material of
the paper is organized as follows. In Sec. II we present
the main problem we are interested in; how to reconstruct
the profile of general deterministic magnetic fields. We
also discuss why a digital orthonormal basis of functions,
such as the Walsh basis, is an ideal choice to represent
the field when performing quantum magnetometry. In
Sec. III we provide a detailed review of the digital or-
thonormal Walsh basis. This section is intended as a
reference for properties of the Walsh basis used through-
out the rest of the paper. We provide various definitions
related to generating and ordering Walsh functions, and
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2discuss the CPMG and PDD [24, 25] Walsh functions
which have particular importance in quantum informa-
tion theory.
Sec. IV contains a statistical analysis of the Walsh re-
construction method. We calculate the Fisher informa-
tion and sensitivity in estimating fluctuations of the field
via the Walsh reconstruction method and analyze how
errors in estimating Walsh coefficients propagate to the
time-domain. Finally, we put many of these results to-
gether to characterize how close the reconstructed field
is to the actual field. The key result is that the recon-
structed field is modeled as a random variable whose vari-
ance depends on both the sensitivity and error in estimat-
ing Walsh coefficients.
Ideally, one wants to spend resources to only estimate
Walsh coefficients that have significant contribution to
the overall reconstruction of the magnetic field. Sec. V
provides various methods for compressing the informa-
tion contained in the Walsh spectrum of a function. We
give an introduction to the concept of negligibility of
Walsh coefficients which is used throughout the presen-
tation. We discuss the negligibility of the CPMG and
PDD Walsh coefficients and provide a detailed explana-
tion of the structure of the negligibility function. We dis-
cuss three methods for performing data compression in
the Walsh basis, a CPMG/PDD-based method, thresh-
old sampling, and the sub-degree method [26].
Lastly, noise effects play an important role in real ex-
periments and so it is important to understand how the
Walsh reconstruction method performs in the presence of
noise. Interestingly, the same control sequences we apply
to reconstruct the magnetic field also act as “dynamical
decoupling” (DD) sequences [27] that help preserve the
coherence of the quantum sensor. The utility of Walsh se-
quences for dynamical decoupling techniques has recently
been discussed in Ref. [28]. We build on this discussion
in Sec. VI and use the negligibility function to provide
a unifying duality between using the Walsh functions to
reconstruct time-varying fields and perform dynamical
decoupling.
II. RECONSTRUCTING TEMPORAL
PROFILES
We are interested in reconstructing the complete pro-
file of a time-varying field b(t) over some time interval
t ∈ [0, T ], where we call T the acquisition time. We per-
form measurements with a single qubit sensor, in direct
analogy to a previous experimental demonstration [22]
using a nitrogen-vacancy (NV) center in diamond. As-
suming the magnetic field is directed along the quantiza-
tion z-axis of the qubit sensor, the Hamiltonian Hˆ(t) of
the system is given by
Hˆ(t) =
[ω0
2
+ γb(t)
]
σZ , (2.1)
where ω0 is the frequency splitting of the qubit and γ is
the coupling strength to the field. For example, in the
case of a spin coupled to a magnetic field, γ is the gy-
romagnetic ratio, e.g., γe = 28 Hz/nT for NV electronic
spin qubits. Moving to the rotating frame, the evolution
of the system is given by,
Uˆ(t) = e−i[γ
∫ T
0
b(t)dt]σZ = e−iφ(T )σZ . (2.2)
If b(t) is known to be a constant field, b(t) = b, the field
amplitude b can be estimated via Ramsey interferome-
try measurements [21] by applying a pi2 pulse about X,
waiting for a time T , implementing a −pi2 pulse about Y ,
and performing a projective measurement in the com-
putational basis, while repeating the experiment many
times to gather measurement statistics.
The probability of obtaining outcome “0” (by measur-
ing the qubit in the |0〉 state) is
p0 =
1 + sin
(
γ
∫ T
t=0
bdt
)
2
=
1 + sin(γbT )
2
, (2.3)
with the probability of obtaining outcome “1” given by
p1 = 1 − p0. Hence, under the assumption that γbT ∈[−pi2 , pi2 ], one can determine b from either of the above
equations. Note that the range
[−pi2 , pi2 ] sets a limit on
the magnitude of b which can be measured, that is, the
dynamic range, pi/(γT ) .
We now generalize the above discussion to time-
varying fields with arbitrary profile in time. Suppose
b(t) is given by a deterministic, smooth function on the
time interval [0, T ]. The main question is whether there
exists a well-defined, systematic procedure to accurately
reconstruct b(t) which allows for the development of er-
ror, sensitivity, convergence, and resource analyses. In
Ref. [22] we presented a solution to this problem and, as
previously mentioned, one of the main goals of this paper
is to provide a more detailed description of this method.
The key is to note that during the acquisition period
T , one has the opportunity to modulate the evolution
of the quantum system with control sequences of sign-
inverting pi-pulses (see Fig. 1). When b(t) is of a simple
known form, standard control sequences have been pro-
posed to perform reconstruction of b(t) [19, 29]. In par-
ticular, when b(t) is known to be a sinusoidal function
with known frequency ν and phase α,
b(t) = b sin(2piνt+ α), (2.4)
implementing a Hahn spin-echo sequence [30] with a sin-
gle pi-pulse at the zero-crossing of the sine function, which
corresponds to the midpoint of the evolution period, al-
lows one to estimate the amplitude of the field b. Our
goal is to make this scheme as general as possible in that
we want to reconstruct the entire temporal profile of an
unknown time-varying field b(t). We emphasize that b(t)
does not need to be a trigonometric function, or even
known a priori.
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FIG. 1: Control sequences derived from Walsh functions (in
sequency ordering). The first sequence (Ramsey) describes
the simplest parameter estimation protocol with no modulat-
ing pi pulses. The second sequence corresponds to the Hahn
spin echo and, in general, the m’th Walsh function requires
m pi pulses in the control sequence.
Our solution, presented in Ref. [22], is as follows. Dur-
ing the acquisition period T , one can apply specific con-
trol sequences that consists of pi rotations about the X
(or Y ) axis at pre-determined times tj in [0, T ]. The key
is that these control sequences can be chosen to map in
a one-to-one manner to a known piecewise constant or-
thonormal basis of the set of square-integrable functions,
L2[0, T ], on [0, T ]. One example of such a basis is the
set of orthonormal Walsh functions, which we discuss in
detail in Sec. III. Let us outline our protocol in complete
generality for when b(t) is unknown and the orthonormal
basis is left arbitrary.
Suppose we partition [0, T ] into n uniformly spaced in-
tervals with endpoints tj =
jT
n for j ∈ {0, ..., n}. At each
tj , for j ∈ {0, ..., n− 1}, a pi-pulse is applied according to
some pre-defined n length bit string α. The occurrence
of a 1 in α indicates that a pi-pulse should be applied and
a 0 indicates that no pi-pulse should be applied. Under
this binary encoding of pulse sequences, the evolution of
the system is given by
U(T ) = Π0j=n−1
{[
e
−i
[
γ
∫ tj+1
tj
b(t)dt
]
σZ
]
Xα(j)pi
}
(2.5)
= e−i[γ
∫ T
0
κα(t)b(t)dt]σZ = e−iφα(T )σZ
where Xpi corresponds to a pi-rotation about the X axis in
the Bloch sphere representation. It is straightforward to
verify that κα(t) is a piecewise constant function taking
values ±1 on each (tj , tj+1) and a switch 1↔ −1 occurs
at tj if and only if a pi-pulse is implemented at tj . Hence,
performing a pi-modulated Ramsey experiment produces
a phase evolution φα(T ) given by the scaled inner prod-
uct between κα(t) and b(t),
φα(T )=γT 〈κα(t), b(t)〉=γT
[
1
T
∫ T
0
κα(t)b(t)dt
]
. (2.6)
Upon rotation by a −pi2 pulse about Y , a measurement
in the computational basis yields the probability
p0 =
1 + sin (φα(T ))
2
=
1 + sin(γT 〈κα(t), b(t)〉)
2
(2.7)
and p1 = 1− p0. Hence, if γT |〈κα(t), b(t)〉| ≤ pi2 , one can
estimate 〈κα(t), b(t)〉 exactly from p0. Now, suppose the
set of all κα(t) forms an orthonormal basis of L
2[0, T ].
In this case, we can write any b(t) as
b(t) =
∑
α
〈κα(t), b(t)〉κα(t), (2.8)
and so being able to estimate all 〈κα(t), b(t)〉 implies one
can reconstruct b(t) exactly. As mentioned previously,
one can take the Walsh basis {wm(t)} to represent the
different κα(t). Since the Walsh basis is countably infi-
nite, it can be ordered from m = 0 to ∞, so that
b(t) =
∞∑
m=0
〈wm(t), b(t)〉wm(t). (2.9)
In theory, this protocol will reconstruct b(t) exactly.
In a practical implementation, some questions arise that
we will address in the reminder of the paper:
1. What is the sensitivity in estimating each of the
〈wm(t), b(t)〉 and how does this affect the overall
reconstruction? (see Sec. IV)
2. How does the reconstruction behave if we truncate
the decomposition series to a finite order at a cer-
tain point? Are there certain coefficients that we
can neglect? (Sec. V)
3. How does the control sequence defined by wm aid in
preserving the coherence of the system? (Sec. VI)
Since the Walsh functions form an orthonormal basis
that is well adapted to the reconstruction of time-varying
fields with digital filters, we briefly review their proper-
ties, focusing on the ones that are the most relevant to
the reconstruction method.
4III. THE WALSH BASIS
A. Walsh Functions, Ordering, and Partial
Reconstructions
Orthogonal functions play a prominent role in a vast
array of theoretical and applied sciences, for instance, in
communication theory, mathematical modeling, numer-
ical analysis, and virtually any field that utilizes signal
processing theory. An important problem is to use the
physical nature of the signal, control, and sensing mech-
anisms to determine what mathematical basis is best
suited for processing the physical information. The sine
and cosine trigonometric functions are the most com-
monly used set of orthogonal functions for a variety of
reasons; they have clear physical interpretation, model a
large set of physical phenomena, and are easy to describe
mathematically. Moreover, the advent of the fast Fourier
transform has made it more computationally efficient to
move between the time and frequency domains. In analog
signal processing, these functions are often the method
of choice for decomposing and manipulating signals.
Non-trigonometric sets of orthogonal functions have
also found great utility in many different scientific
fields [31]. For instance, orthogonal polynomial bases
such as Chebyshev and Hermite polynomials are used
extensively in numerical analysis, the Haar basis is used
in pattern recognition and Bessel functions are used for
solving problems related to heat conduction and wave
propagation. In digital communication theory, the Walsh
basis [23] has found a great deal of success due to the nat-
ural “digital” (piecewise constant) behavior of its con-
stituent functions. The Walsh functions are useful in
digital signal processing because they only take the val-
ues ±1, yet also constitute a complete orthonormal ba-
sis of L2[0, 1]. Moreover, unlike the Fourier transform
which requires a large set of multiplication operations,
the Walsh transform, which moves between the time
and “sequency” domains (defined below), only requires
a straightforward set of addition operations. We now
discuss the Walsh basis in detail.
For each natural number m we have in standard binary
ordering,
m =
n∑
k=1
mk
2k
=
m1
21
+
m2
22
+ · · ·+ mn
2n
(3.1)
→ 0.m1m2 · · ·mn → (mn, ...,m2,m1).
Now, the m’th Walsh function in Paley ordering [32] is
given by
wm(t) = Π
n
k=1 [Rk(t)]
mk = Πnk=1(−1)mktk , (3.2)
where Rk : [0, 1] → R is the k’th Rademacher func-
tion [33], Rk(t) = (−1)tk (see Table I). Note that the
k’th Rademacher function Rk(t) is just a periodic square
wave function on [0,1] that oscillates between +1 and −1
and has 2k intervals with 2k − 1 jump discontinuities.
More precisely, R0(t) = 1 for all t, and if k ≥ 1, the k’th
Rademacher function is defined as
Rk(t) =
{
1 : t ∈ [0, 1/2k)
−1 : t ∈ [1/2k, 1/2k−1) , (3.3)
extended periodically to the unit interval [0, 1]. Another
alternative representation of the k’th Rademacher func-
tion (k ≥ 0) is
Rk(t) = sgn
(
sin(2kpit)
)
. (3.4)
The Walsh functions in sequency ordering are obtained
by multiplying the Rademacher functions according to
the Gray code [34] of the binary sequence of m (see Ta-
ble I). Gray code is the ordering of binary sequences
where two successive sequences can only differ in exactly
one digit, and right-most digits vary fastest. If the in-
teger m is written in binary expansion with respect to
the Gray code, g = Gray(m) = gn · · · g2g1, then the m’th
Walsh function is given by
wm(t) = Π
∞
k=1 [Rk(t)]
gk = Π∞k=1(−1)gktk . (3.5)
Since the sequency and Paley orderings differ only in
terms of how each integer m is represented in terms of
binary sequences, there exists a linear transformation for
going from one ordering to the other, and the transfor-
mation reduces to switching between the Gray code and
binary code ordering. Note also that the set of the first
2k sequency-ordered Walsh functions is equal to the set
consisting of the first 2k Paley ordered Walsh functions.
There are other useful orderings of the Walsh func-
tions [35], however for the remainder of this paper we
will focus on Walsh functions in Paley ordering and se-
quency ordering. There is no general guideline that gov-
erns when each type of ordering should be used; however,
it is common that in mathematical analysis of Walsh
functions, Paley ordering is used, while in signal process-
ing, engineering, and communication theory applications,
sequency ordering is used.
Since the Walsh functions form an orthonormal basis,
each square-integrable function f ∈ L2[0, T ] can be writ-
ten as
f(t) =
∞∑
m=0
fˆmwm
(
t
T
)
, (3.6)
where fˆm is the m’th Walsh coefficient of f(t),
fˆm =
1
T
∫ T
0
f(t)wm (t/T ) dt,
and wm : [0, 1]→ R is the m’th Walsh function.
The N ’th partial sum of f(t), fN , is defined as the
5Paley Sequency
wm Binary m Gray wm
R0R0R0 000 0 000 R0R0R0
R0R0R1 001 1 001 R0R0R1
R0R2R0 010 2 011 R0R2R1
R0R2R1 011 3 010 R0R2R0
...
...
...
...
...
Πnk=1 [Rk(t)]
mk mn · · ·m2m1 2n − 1 gn · · · g2g1 Πnk=1 [Rk(t)]gk
TABLE I: Paley and sequency ordering of Walsh functions
truncation of the Walsh series of f(t) to its first N terms,
fN (t) =
N−1∑
j=0
fˆjwj
(
t
T
)
. (3.7)
It can be shown that if f is continuous then, as N →∞,
fN (t) converges uniformly to f(t). We also define the
n’th order reconstruction of f ∈ L2[0, T ] to be the 2n’th
partial sum of f . We now discuss some important subsets
of Walsh functions in quantum information theory, in
particular, the CPMG and PDD functions.
B. CPMG and PDD Walsh Functions
The “Carr-Purcell-Meiboom-Gill (CPMG)” pulse se-
quences [24, 25] originated in NMR as an active control
method to extend the coherence of quantum systems.
They are natural extensions of the Hahn spin echo se-
quence [30]. Recently, CPMG sequences have also been
used to reconstruct the noise power spectrum of quan-
tum environments [36–40]. The CPMG sequences can be
associated to the set of “CPMG Walsh functions” by as-
sociating pi-pulses to the points of discontinuity in each
CPMG Walsh function. The CPMG Walsh functions
are the wj with j ∈ {2k}∞k=1 in sequency ordering and
j ∈ { 322k}∞k=1 in Paley ordering. We define the M ’th
CPMG partial sum of f to be
fCPMGM (t) =
M∑
j=1
fˆ2jw2j (t)
(3.8)
where the indexing is with respect to sequency ordering.
Similarly to CPMG sequences, the “periodic dynami-
cal decoupling (PDD)” sequences [24] are also useful ex-
tensions of the Hahn spin echo sequence. The set of PDD
functions corresponds to the wj with j ∈ {2k − 1}∞k=1 in
sequency ordering and j ∈ {2k−1}∞k=1 in Paley ordering.
Hence, the PDD functions correspond exactly to the set
of Rademacher functions. Note that while every CPMG
function is symmetric about the midpoint of the domain,
every PDD function is anti-symmetric. We also define
the M ’th PDD partial sum of f to be
fPDDM (t) =
M∑
j=1
fˆ2j−1w2j−1(t) (3.9)
where again the indexing is with respect to sequency or-
dering.
Note that a k’th order Walsh reconstruction of f con-
tains exactly k − 1 CPMG and k PDD Walsh functions.
Thus, there are only logarithmically many CPMG and
PDD Walsh coefficients in a k’th order reconstruction of
f . One can obtain a simple resource analysis between
implementing an M ’th partial sum and implementing an
M ’th CPMG or PDD partial sum of f . Indeed, the M ’th
CPMG or PDD partial sum of f contains an exponen-
tially large number of zero-crossings (over all functions
in the partial sum) compared to only a polynomial num-
ber of zero-crossings in an M ’th partial sum of f . It
is straightforward to see why there is an exponential gap
between the partial sums. First, note that the i’th Walsh
function contains i crossings (that is i pi pulses must be
applied to implement this particular sequence). Hence,
the total number of zero-crossings contained in the M ’th
partial sum is
M−1∑
i=0
i =
M(M − 1)
2
. (3.10)
On the other hand, the M ’th CPMG partial sum consists
of
M−1∑
j=1
2j = 2M − 2 (3.11)
total zero-crossings and the M ’th PDD partial sum con-
sists of
M∑
j=1
(2j − 1) = 2M+1 − (M + 2) (3.12)
total zero-crossings. Thus, each of the M ’th CPMG
and PDD partial sums contain an exponential number
of crossings while the M ’th Walsh partial sum contains
6only a polynomial number of crossings.
IV. SENSITIVITY AND RECONSTRUCTION
ERROR
In this section, we analyze the performance of the
Walsh reconstruction method in terms of its sensitivity,
error propagation, and reconstruction error. First, we
calculate the sensitivity in estimating magnetic field am-
plitudes with Walsh coefficients. Next, we obtain an ex-
pression for the sensitivity in estimating individual Walsh
coefficients and then analyze how errors in the estimated
Walsh coefficients propagate into the time-domain recon-
struction. Finally, we combine these results with known
bounds on truncation of Walsh series to give an explicit
expression for how much the reconstructed field can de-
viate from the true field.
A. Sensitivity in Estimating Magnetic Field
Amplitudes
Suppose b(t) = bf(t) for some square-integrable func-
tion f(t). The sensitivity, η, in estimating the amplitude
b from a classical parameter estimation scheme is given
by
η =
1√If (b) , (4.1)
where If (b) is the Fisher information [1] with respect
to the unknown parameter b. The Fisher information is
defined in terms of the likelihood function of b, which
is a measure of how likely it is that the parameter we
want to estimate (here being b) is equal to a particular
value (given a set of data collected by performing mea-
surements on the system). The Fisher information can
be thought of as a measure of the local curvature of the
likelihood function around b. If the likelihood function is
very flat, then little information is gained on average from
sampling (and the Fisher information is small), while if
the likelihood function is sharply peaked around b, a large
amount of information can be gained on average from
sampling (and the Fisher information is large).
Formally, if X is a classical random variable that we
sample from (X contains information about b), and we
let L(X; b) denote the likelihood function, then the Fisher
information is defined as
If = E
[(
∂
∂b
logL(X; b)
)2 ∣∣∣∣∣ b
]
, (4.2)
where the expectation value is taken with b fixed. The
Crame´r-Rao bound [2] states that the variance of any un-
biased estimator of b, denoted b˜, is fundamentally limited
(bounded below) by
Var
(
b˜
)
≥ 1If (b) . (4.3)
Hence, the Crame´r-Rao bound and Eq. (4.1) imply that
the sensitivity η is equal to the minimum possible stan-
dard deviation of any unbiased estimator b˜ of b.
Extensions of these concepts to the quantum informa-
tion setting have been given [4, 5] where quantum states
ρb now represent the (non-commutative) random vari-
ables we sample from. For each possible quantum mea-
surement (POVM) {Eβ}, one can define a measurement-
dependent Fisher information according to Eq. (4.2) and
the Born rule
pr(β) = Tr(ρbEβ), (4.4)
which is the probability of obtaining outcome “β”. Op-
timizing over all possible POVM’s leads to the quantum
Fisher information
If,q(b) = Tr
(
ρbL
2
b
)
= Tr
(
Lb
∂ρb
∂b
)
, (4.5)
where Lb is the self-adjoint solution to the symmetric
differential equation
∂ρb
∂b
=
ρbLb + Lbρb
2
. (4.6)
This gives the quantum Cramer-Rao bound [4, 5]
Var
(
b˜
)
≥ 1If,q(b) =
1
Tr
(
Lb
∂ρb
∂b
) , (4.7)
where b˜ is now any unbiased estimator that results from
allowing the system and measurement to be quantum-
mechanical. Hence, from Eq. (4.1), the sensitivity is
given by
η =
1√
Tr
(
Lb
∂ρb
∂b
) . (4.8)
In practice, one repeats the sensing procedure M times
to enhance the sensitivity by
η =
1√
MTr
(
Lb
∂ρb
∂b
) . (4.9)
To have a standardized measure of the sensitivity, one
typically defines the normalized version
η0 =
√
Mη. (4.10)
Suppose our goal is to estimate the α’th Walsh coef-
ficient of b(t). Assuming the system is immune to de-
7coherence effects, the state after the initial pi2 pulse and
modulating Walsh sequence is given by
ρb =
1
2
(
1 e−iφα
eiφα 1
)
, (4.11)
where
φα = γbT fˆα. (4.12)
Thus
∂ρb
∂b
=
1
2
(
0 −iφαb e
−iφα
iφα
b e
iφα 0
)
, (4.13)
and so Eq. (4.6) can be written as(
0 −iφαb e
−iφα
iφα
b e
iφα 0
)
= Lb
(
1 e−iφα
eiφα 1
)
+
(
1 e−iφα
eiφα 1
)
Lb.
(4.14)
Since Lb is self-adjoint let us suppose
Lb =
(
a1 c
c∗ a2
)
, (4.15)
where a1 and a2 are assumed to be real. From Eq. (4.14)
we can obtain
iφα
b
eiφα = c∗ +
(a1 + a2)
2
eiφα , (4.16)
−iφα
b
e−iφα = c+
(a1 + a2)
2
e−iφα , (4.17)
which gives
c∗e−iφα − ceiφα
2
=
iφα
b
. (4.18)
Now, note that
If,q = Tr
(
Lb
∂ρb
∂b
)
=
1
2
Tr
[(
a1 c
c∗ a2
)(
0 −iφαb e
−iφα
iφα
b e
iφα 0
)]
=
iφα
b
(
ceiφα − c∗e−iφα)
2
. (4.19)
Hence, by Eq. (4.12), Eq.’s (4.18) and (4.19) give
If,q = φ
2
α
b2
= γ2T 2fˆ2α, (4.20)
and so the sensitivity is
η =
1
γT
∣∣∣fˆα∣∣∣ . (4.21)
In practical applications, decoherence and other exper-
imental errors limit the signal visibility, vα ≤ 1, which
depends on the Walsh pulse sequence. Thus the sensi-
tivity is not only set by the Walsh coefficient, but also
by the dynamical decoupling power of the corresponding
Walsh sequence (see Section VI). Suppose the visibility
decay is given by vα = (e
−T/T2(α))p(α), where T2(α) and
p(α) characterize the decoherence of the qubit sensors
during the α-th Walsh sequence in the presence of a spe-
cific noise environment. In this case we have that ρb is
given by
ρb =
1
2
(
1 vme
−iφα
vme
iφα 1
)
. (4.22)
It is straightforward to verify using the exact same
method as above that in this case
If,q = γ2T 2v2αfˆ2α, (4.23)
and so
η =
1
γTvα
∣∣∣fˆα∣∣∣ . (4.24)
(4.25)
If we repeat the measurement procedure M times then
If,q = Mγ2T 2v2αfˆ2α, (4.26)
and so
η =
1
√
MγTvα
∣∣∣fˆα∣∣∣ ,
η0 =
√
M
√
MγTvα
∣∣∣fˆα∣∣∣ =
1
γTvα
∣∣∣fˆα∣∣∣ . (4.27)
B. Sensitivity and Error Propagation
In practical situations, the estimated Walsh coefficients
will have finite errors due to statistical uncertainty from
finite sampling, small fluctuations of the field we are mea-
suring, and systematic errors associated with the acqui-
sition protocol (such as imperfect pulses and timing er-
rors). These errors propagate into the time-domain re-
construction. One of the advantages of using the Walsh
reconstruction method is that, since each Walsh function
takes only the values ±1, a straightforward error propa-
gation can be obtained in many relevant cases of interest.
8Ideally, the reconstructed field has the form
brec(t) =
∑
α∈J
bˆαwα(t) (4.28)
where J represents the set of measured Walsh coeffi-
cients. However, in the presence of errors, the recon-
structed field is a random variable at each t,
Brec(t) =
∑
α∈J
Bˆαwα(t). (4.29)
Here, errors are introduced only into the estimated Walsh
coefficients (the Walsh functions are always exact). Sup-
pose one uses M repetitions to measure each coefficient.
For now, let us suppose errors in estimating individual
Walsh coefficients are statistical in nature (finite sam-
pling). In the case where M is large, by the central
limit theorem, each estimated coefficient is modeled by a
Gaussian random variable Bˆα with a normal distribution
Bˆα∼N
(
bˆα,∆bˆ
2
α
)
. The notation N (µ, σ2) is used to in-
dicate a normal distribution of mean µ and variance σ2.
Thus, each Bˆα is normally distributed with mean equal
to the ideal coefficient bˆα and variance ∆bˆ
2
α.
Now, for each t, wα(t) = ±1. Thus, Brec(t) is a lin-
ear combination of the normal random variables Bˆα and
coefficients ±1. Hence, for each t, Brec(t) is a Gaussian
random variable with mean equal to the perfectly recon-
structed function brec(t) =
∑
α∈J bˆαwα(t) and variance∑
α∈J ∆bˆ
2
α. So, for each t
Brec(t) ∼ N
(
brec(t),
∑
α∈J
∆bˆ2α
)
. (4.30)
It is important to note that, since the variance∑
α∈J ∆bˆ
2
α is time-independent, the errors in estimat-
ing Walsh coefficients are evenly spread out in the time-
domain representation of b(t). Hence, the time-domain
reconstruction is, on average, equal to the exact recon-
struction brec(t) with a variance
∑
α∈J ∆bˆ
2
α that is inde-
pendent of t.
We now describe how to model the variance ∆bˆ2α.
Since, for now, we are only considering statistical error,
we can use the sensitivity analysis in Subsec. IV A and
set ∆bˆα equal to the sensitivity in estimating bˆα. We
have that the sensitivity in estimating the α’th Walsh
coefficient is given by 1√
MTγvα
and so
∆bˆα =
1√
MTγvα
. (4.31)
Hence ∑
α∈J
∆bˆ2α =
1
MT 2γ2
∑
α∈J
1
v2α
, (4.32)
which gives
Brec(t) ∼ N
(
brec(t),
1
MT 2γ2
∑
α∈J
1
v2α
)
. (4.33)
Thus, the reconstructed field has a variance of
1
MT 2γ2
∑
α∈J
1
v2α
that forms a time-independent envelope
around the exact reconstruction brec(t). The size of the
variance depends on the number of repetitions M , the
acquisition time T , and the visibility for each coefficient,
vα.
In the case of also accounting for experimental errors,
such as imperfect pulse and timing errors, there is no
method that can account for all possible scenarios. One
possible method to account for non-systematic experi-
mental errors is to scale the variance in Eq. (4.33) by
some amount so the error envelope surrounding brec(t) is
larger. If systematic experimental error is present, one
could also place an error on the mean value of brec(t).
C. Putting It All Together: The Reconstruction
Error
Suppose that Brec is obtained by truncating the recon-
struction at some order n:
Brec(t) = B2n(t) ∼ N
(
b2n(t),
1
MT 2γ2
2n−1∑
α=0
1
v2α
)
.
(4.34)
In order to know how close Brec(t) approximates b(t) we
need to take into account not only the errors ∆bˆα, but
also how well the truncation b2n(t) approximates b(t).
The truncation error in b2n(t) can be bounded by [26]
|b(t)− b2n(t)| ≤ 2−(n+1)T maxt∈[0,T ]|b′(t)|, (4.35)
where b′(t) is the time derivative of b. It is important to
emphasize that this bound is not tight since there are sit-
uations when the reconstruction is extremely good even
though the first derivative diverges. For instance, it is
easy to construct a sequence of smooth functions that
converges point wise to w1(t). Hence, while this upper
bound provides a sufficient condition for a low-error re-
construction, it is not a necessary condition.
Thus, for each t, the random variable B(t) for the true
field is normally distributed with variance
1
MT 2γ2
2n−1∑
α=0
1
v2α
(4.36)
and mean that can deviate from the reconstructed value
b2n(t) by the amount
2−(n+1)T maxt∈[0,T ]|b′(t)|. (4.37)
9Again, a possible method of taking experimental error
into account is to modify the mean and variance param-
eters.
In total, given finite resources, one has to find a com-
promise between applying the available resources to mini-
mize the variance or the reconstruction error. This choice
can be informed by results on data compression that we
present in the next section.
V. DATA COMPRESSION
In many practical cases, most expansion coefficients in
the infinite Walsh series of a function are small or exactly
zero, thus reducing the resources needed for a perfect
reconstruction. Similar results are well-known in Fourier
theory: If a function f has r continuous derivatives and
V 2pi0
[
f (r)
]
< ∞ then, for all k 6= 0, the complex Fourier
coefficients of f satisfy
|ck| ≤
V 2pi0
[
f (r−1)
]
|k|r . (5.1)
Here, for any k ≥ 1, f (k) denotes the k’th derivative of f
and the total variation, V ba (f), of a real-valued, differen-
tiable function f on [a, b] (with |f ′| Riemann integrable)
is
V ba [f ] =
∫ b
a
|f ′(x)|dx. (5.2)
Thus, V ba [f ] is just the total arc length of the graph of
f(t) defined on [a, b].
Similar data compression techniques have been stud-
ied for functions represented in the Walsh basis [41]. The
goal of this section is to elucidate and use these tech-
niques to achieve more efficient sampling of Walsh coef-
ficients with finite resources. Ideally, one would like to
identify the Walsh coefficients that provide the most in-
formation about the field that is being measured. We
utilize the negligibility function [41] as it provides infor-
mation about the negligible coefficients that could be ig-
nored when reconstructing time-varying fields. The neg-
ligibility is also useful for understanding the behavior of
particular subsets of the Walsh basis, such as the CPMG
and PDD functions.
A. Negligibility and Bounds on the Size of Walsh
Coefficients
We start by making a series of definitions that fol-
low closely to Ref. [41]. We assume throughout that the
Walsh functions are Paley-ordered.
Definition 1. Rank, degree, and negligibility
For a natural number m with binary expansion m =
mnmn−1...m2m1, we define the rank, degree, and negli-
gibility of m as follows. The rank of m, denoted r(m), is
given by
r(m) =
∑
k
mk, (5.3)
the degree of m, d(m), is given by
d(m) = min{k : 2k > m}, (5.4)
and the negligibility of m, denoted p(m), is given by
p(m) =
[
n∑
k=1
mkk
]
+ r(m). (5.5)
Note that if the rank is large, then so are the degree
and negligibility. However, large degree does not imply
large rank, and also does not imply large negligibility.
One of the key results that we will use is the following
theorem that was stated and proved in [41].
Theorem 1.
The size of the Walsh coefficients in Paley ordering for
an analytic (smooth) function f(t) depends on the rank
and negligibility through either of the following inequal-
ities: ∣∣∣fˆm∣∣∣ ≤ 2−p(m)T r(m)maxt∈[0,T ] ∣∣∣f (r(m))(t)∣∣∣ ,∣∣∣fˆm∣∣∣ ≤ 21−p(m)T r(m)−1V T0 [f (r(m)−1)] . (5.6)
We call 21−p(m) the bound factor of the m’th Walsh co-
efficient. Figure 2 shows plots of the negligibility and log-
arithm of the bound factor for each of the first 32 Walsh
functions. Clearly these two quantities are symmetric
and, as m grows larger, the bound factor decays to 0 in a
non-monotonic fashion. Indeed, 21−p(m) decreases as m
goes from 0 to 3, then from 4 to 7, then again from 8 to
11, and so on. Increases are observed when passing from
3 to 4, 7 to 8, and so on. Moreover, there is an infinite
subsequence of local maxima in {21−p(m)}∞m=0, which is
equivalent to an infinite subsequence of local minima in
{p(m)}∞m=0. We will make these features more explicit by
first looking at the behavior of the negligibility in terms
of the CPMG and PDD Walsh functions.
B. Negligibility of CPMG and PDD Functions
As previously described, the CPMG and PDD subsets
of the Walsh basis play an important role in quantum
information theory. From Subsection III B we know that
there are only n− 1 CPMG and n PDD functions in the
first 2n Walsh functions. Hence, the number of CPMG
and PDD functions only grows logarithmically within the
set of all Walsh functions and so are far from constituting
a basis of piecewise constant functions. Because of this,
a reconstruction based solely on estimating the CPMG
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FIG. 2: Negligibility (p(m)) and logarithm of the bound
factor (1 − p(m)) for the first 32 Walsh sequences in Paley
ordering. PDD are in red and CPMG in green.
and PDD coefficients can be highly inaccurate, especially
when there is no simple symmetry in the function to be
estimated (such as in a sine or cosine function). This
is discussed in more detail with numerical examples in
Subsection V D 1. For now we use the negligibility func-
tion, p(m), introduced in Def. 1, to quantify how much
information is generically contained in the CPMG and
PDD coefficients. For simplicity, the indices for the PDD
Walsh functions are denoted
{gj}∞j=1 = {2j−1}∞j=1 = {1, 2, 4, 8, 16, ...} (5.7)
and the set of indices for the CPMG Walsh functions by
{hj}∞j=1 =
{
3
2
2j
}∞
j=1
= {3, 6, 12, 24, ...}. (5.8)
It is straightforward to obtain an analytic expression
for the negligibility of the the PDD and CPMG coeffi-
cients, p(gj) and p(hj). First, we note that the binary
sequence which corresponds to the j’th PDD Walsh func-
tion, gj , is zero everywhere except in the j’th entry. This
gives
p(gj) = j + 1 (5.9)
and so the bound factor for PDD sequences is given by
21−p(gj) = 2−j . (5.10)
Next, the binary sequence which corresponds to the j’th
CPMG function, hj , is zero everywhere except in the j’th
and (j − 1)’th entries. Hence, for each j ≥ 1
p(hj) = (j − 1) + j + 2 = 2j + 1, (5.11)
and so the bound factor for CPMG sequences is given by
21−p(hj) = 4−j . (5.12)
Fig. 2 provides intuition for the behavior of the PDD
and CPMG functions. In particular, the PDD and
CPMG functions correspond to a (strict) infinite subset
of the complete set of local maxima of
{
21−p(j)
}∞
j=0
. The
subset is strict because j = 20 and j = 28 are also local
maxima. Equivalently, the PDD and CPMG functions
correspond to local minima in the sequence {p(j)}∞j=0.
Thus, these sequences contain a large amount of infor-
mation relative to nearby sequences. One may also guess
from Fig. 2 that the rate of divergence of {p(j)}∞j=0 to
∞ is determined by the rate at which the negligibility
of the PDD sequence diverges. This is indeed the case
which gives a simple interpretation of the significance
of the CPMG and PDD sequences within the set of all
Walsh coefficients. We formally state and prove these
results in Theorem 2.
Theorem 2.
The following are true:
1. A local minimum in the negligibility sequence
{p(j)}∞j=1 occurs at k if and only if a local mini-
mum in the rank sequence {r(j)}∞j=1 occurs at k.
2. The indices that correspond to PDD and CPMG
sequences, {gj} and {hj}, are local minima in the
negligibility and rank sequences.
3. The rate of growth of any subsequence {p(jk)}∞k=0
of {p(j)}∞j=0 is minimal on the set of PDD coef-
ficients. Equivalently, the slowest possible rate of
divergence of the negligibility over all possible sub-
sequences is given by the PDD subsequence.
Proof. Proof of 1. First, suppose a local minimum in
{p(j)}∞j=0 occurs at k. We look at the binary sequences of
k−1, k, and k+1. From the expression of the negligibility,
without loss of generality, we can truncate the sequences
starting from the leftmost digit on which k − 1 and k
differ. Thus we can assume k is of the form 1000....000,
k − 1 is of the form 0111....1111, and k + 1 is of the
form 1000....0001 where the sequences all have the same
length. Clearly k has a local minimum in the rank. Con-
versely, suppose the rank takes a local minimum at k.
Again, without loss of generality, we can assume k, k−1,
and k+ 1 are of the above form and so k is a local mini-
mum in the negligibility.
Proof of 2. We have for any k
p(gk) = k + 1 = log(gk) + 2, (5.13)
p(hk) = 2k + 1. (5.14)
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It is straightforward to verify that
p(gk − 1) = k
2 − 1
2
,
p(gk + 1) = k + 3,
p(hk − 1) = k(k + 1)
2
,
p(hk + 1) = 2k + 3. (5.15)
Thus, PDD and CPMG functions correspond to local
minima in the negligibility. From Statement 1 of the
theorem, they are also local minima in the rank.
Proof of 3. First, from Eq. (5.9), we have that
{p(gj)}∞j=1 is a monotonically increasing subsequence of
{p(k)}∞k=0. We show that for any k not corresponding
to a PDD function, there exists j such that gj > k and
p(gj) < p(k). Thus, any subsequence of {p(k)}∞k=0 (not
necessarily monotonic) is bounded below by the mono-
tonically increasing negligibility of the PDD subsequence,
{p(gj)}∞j=1. Hence, the rate of growth of any subsequence
{p(jk)}∞k=0 of {p(j)}∞j=0 is greater than or equal to the
rate of growth of {p(gk)}∞k=1.
So, let us show that for any non-PDD index k, there
exists j such that gj > k and p(gj) < p(k). Since k is
non-PDD, the binary expansion of k has at least rank 2.
Suppose the binary expansion of k is
....ki+1ki....k2k1 (5.16)
where ki is the leftmost entry that is equal to 1, i.e.,
kj = 0 for every j ≥ i+ 1. The minimal value of p(k) is
equal to (i+ 1) + 2 = i+ 3. The next largest index that
corresponds to a PDD function corresponds to the binary
string that is zero everywhere except at ki+1. This has
negligibility i+ 2. Since i+ 2 < i+ 3, we are done.
We can now state two corollaries of the above theorem
that are easy to verify. First, we recall that for each
d there are 2d−1 Walsh functions that have degree d.
Hence, there are 2d Walsh functions of degree less than
or equal to d.
Corollary 1.
Suppose at each step of moving to larger degree d, one
is allowed to measure one and only one new Walsh coeffi-
cient to obtain maximum information about the function
of interest. Then, at each step, the Walsh coefficient cor-
responding to the PDD Walsh function should be chosen
as it minimizes the negligibility on the set of new Walsh
functions.
Corollary 1 implies that at each degree d, the PDD
Walsh functions have the most significant information
about a function in terms of the Walsh representation.
Interestingly, if one extends the above corollary to be-
ing allowed to estimate any two coefficients, it is easy to
see that the CPMG coefficient is not the second best to
choose in terms of minimizing negligibility. Indeed, hj
(which indexes the j’th CPMG Walsh function) has de-
gree equal to j + 1. Moreover, hj is equal to 1 at each
of the j and j + 1 entries, and is 0 elsewhere. Thus,
any rank-2 binary sequence with a value of 1 in its j and
k’th entries where k < j has smaller negligibility than
hj (there are j − 1 such sequences). This indicates that
Walsh coefficients which do not correspond to PDD and
CPMG sequences can be very significant in the Walsh re-
construction of a function. We collect these observations
in Corollary 2.
Corollary 2.
In each step of moving from degree d − 1 to d, while
the d’th PDD function minimizes the negligibility on the
new set of 2d−1 coefficients, the d− 1’th CPMG function
does not provide the next largest negligibility on the set
of new coefficients. In fact, since the new degree is equal
to d, there are d − 2 Walsh functions that have smaller
negligibility than the new d− 1’th CPMG function.
The results presented in this Subsection have provided
us with an understanding of the behavior of the negligi-
bility function on the CPMG and PDD Walsh functions.
An even more general picture of the negligibility function
is presented next in Subsec. V C.
C. Minima in the Negligibility Function
We can use similar ideas from Theorem 2 and Corol-
laries 1 and 2 to provide a more complete picture of the
negligibility function. The motivation for this is to un-
derstand what bounds can be placed on different Walsh
coefficients of a function, which provides the basis for the
data compression scheme based on threshold sampling in
Sec. V D 2. We know that, at each degree d, the minimal
negligibility occurs at the d’th PDD function, which cor-
responds to the binary vector that is only non-zero in the
d’th entry. In addition, there are d − 1 Walsh functions
with rank equal to 2, and the negligibility of these func-
tions increases up to the maximum value at the d− 1’th
CPMG sequence (which we recall is only non-zero in the
d’th and d− 1’th entries of its associated binary vector).
There is a much more structured behavior of the negli-
gibility function on the entire set of Walsh functions. In
particular, it is easy to see that large rank Walsh func-
tions can have smaller negligibility than small rank Walsh
functions. Here we analyze this finer structure of the neg-
ligibility and start with the following theorem.
Theorem 3.
The following statements are true:
1. Let {kj}∞j=0 denote the subsequence of the natu-
ral numbers with kj = 4j. The local minima in
the negligibility function occur exactly at each kj .
In addition, the sequence of local minima {kj}∞j=0
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itself has local minima at the indices jl = 4l for
l ≥ 0. Thus every fourth natural number corre-
sponds to a minimum in the negligibility and every
sixteenth natural number corresponds to a mini-
mum in {kj}∞j=0. (one may guess this behavior from
Fig. 2).
2. When d ≥ 3, there are 2d−3 minima in the negligi-
bility contained within the set of degree d natural
numbers. Hence the set of natural numbers with
degree less than or equal to d contains 2d−2 min-
ima in the negligibility.
When d ≥ 5, there are 2d−5 minima in the minima
of the negligibility that are contained within the
set of degree d natural numbers. Hence, the set of
natural numbers with degree less than or equal to
d contains 2d−4 such minima.
Proof. Proof of 1. Let kj = 4j for j ≥ 0. Clearly k0 = 0
is a local minima in the negligibility. If j ≥ 1, the natural
number 4j − 1 has binary representation whose first two
(rightmost) digits are 11. Let the first digit that is equal
to 0 in this binary representation appear in entry q. Then
kj = 4j has first non-zero entry at q, that is, it has degree
equal to q. The difference in negligibility between 4j and
4j − 1 is
p(4j)− p(4j − 1) = (1 + q)−
(
q − 1 +
q−1∑
i=1
i
)
,
= 2− q(q − 1)
2
. (5.17)
which is less than zero whenever q ≥ 3 (i.e., j ≥ 1). Next,
the natural number 4j+1 clearly has negligibility strictly
greater than that of 4j. Thus, for j ≥ 1,
p(4j − 1) ≥ p(4j) ≤ p(4j + 1) (5.18)
which proves the first part of Statement 1. The second
part of Statement 1 follows in exactly the same man-
ner however now the binary representation of the natural
numbers with indices kjl − 1 have the value “1” in their
first four entries.
Proof of 2. This follows from a simple counting argu-
ment. The local minima in negligibility occur at every
fourth binary sequence and there are 2d−1 different se-
quences with degree d. Therefore there are (2d−1)/4 =
2d−3 minima in negligibility. Similarly, the minima in the
negligibility minima occur at every 16’th sequence. Since
there are 2d−1 different sequences of degree d, there are
(2d−1)/16 = 2d−5 local minima in the set of local minima
of the negligibility.
To make the results of Theorem 3 more transparent, a
plot of the negligibility for all Walsh functions up to order
8 is given in Fig. 3. The m’th Walsh function wm such
that m has a binary representation of degree d(m) =
8 starts at sequence number 128. There are 25 = 32
minima in negligibility and 23 = 8 minima in the minima
over all degree 8 Walsh functions.
We now introduce the notion of the “contrast” of a
natural number, which is of independent interest for un-
derstanding the role of CPMG and PDD Walsh functions
within the entire Walsh basis. The contrast is a measure
of how much the negligibility changes from j − 1 to j.
Definition 2. Contrast of a Natural Number
The “contrast” of a natural number j ∈ {1, 2, 3, ...},
denoted c(j), is defined as
c(j) = p(j − 1)− p(j). (5.19)
This leads to the following simple corollary of Theorem 3.
Corollary 3.
At each degree d, the two natural numbers with maxi-
mal contrast are those that correspond to the d’th PDD
and CPMG Walsh functions.
Corollary 3 states that if one is interested in maximiz-
ing the contrast, then PDD and CPMG functions are
optimal. The results of this section, and particularly,
Theorems 2 and 3, provide insight into data compres-
sion methods based on the negligibility function that we
formulate in the next section.
D. Methods of Data Compression
In this section, we discuss possible methods for data
compression using Walsh representations. The motiva-
tion for understanding such methods is that the recon-
struction of time-varying fields is often constrained by
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FIG. 3: Negligibility for first 28 natural numbers (red) com-
pared with a constant negligibility of 9 (blue). Clearly most
natural numbers have large negligibility and can potentially
be ignored.
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finite resources. Therefore, it is important to allocate
the available resources for estimating the coefficients that
provide the most information about the field. If the time-
varying field can be accurately reconstructed using only a
small number of coefficients, then the resources should be
allocated for estimating only these coefficients. In what
follows, we analyze three different methods for data com-
pression; a CPMG/PDD based method, threshold sam-
pling of coefficients, and the sub-degree method.
1. CPMG and PDD Method
As described in Section III B, the CPMG and PDD
functions are used for a variety of tasks in quantum infor-
mation theory. From Sec. V B we know that these Walsh
functions tend to have small negligibility and so can con-
tain a large amount of information in the reconstruction
of a function. Here, we analyze how well reconstructions
based solely on CPMG and PDD Walsh functions per-
form relative to the Walsh reconstruction method with
the coefficients sampled up to a finite order. The set of
examples we looked at were
1. f1(t) = cos(2pit),
2. f2(t) = cos((2pi + )t),  = 0.2,
3. f3(t) = cos((2pi + )t),  = 0.5,
4. f4(t) = 2 + 3 cos(2pit) + 4 cos(4pit) + 6 sin(2pit) +
2 sin(4pit),
5. f5(t) =
1
σ
√
2pi
exp
(
−(t−µ)2
(2σ2)
)
, µ = 0.3, σ = 0.1,
and the reconstruction methods we analyzed were
1. 8’th CPMG Partial Sum,
2. 8’th PDD Partial Sum,
3. 8’th CPMG and 8’th PDD Partial Sums (Walsh
Coefficients and Walsh Functions),
4. 8’th Walsh Partial Sum (3rd order Walsh Recon-
struction),
5. 16’th Walsh Partial Sum (4’th order Walsh Recon-
struction).
Note that we also included w0 in the CPMG and PDD
partial sums. We compared the reconstruction func-
tion frec(t) with the original function f(t) via the mean-
squared error (MSQE) between frec(t) and f(t),
MSQE(frec − f) = 1
T
∫ T
0
(f(t)− frec(t))2 dt. (5.20)
The results are shown in Fig. 4.
The first three examples correspond to a perfect cosine
function and cosine functions with phase errors of 0.2 and
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FIG. 4: Bar plot of MSQE for the five different functions f1
through f5.
0.5. The MSQE for the 3rd and 4’th order Walsh recon-
structions (methods 4 and 5) are relatively small and in-
dependent of the phase error. For instance, the MSQE for
method 4 is consistently around 0.025−0.027, which ver-
ifies that Walsh reconstructions are robust against phase
errors. This is not true when one looks at the CPMG
or PDD reconstructions since the MSQE can be large in
these cases. It is important to note that the full Walsh re-
constructions (Methods 4 and 5) outperform the CPMG
and PDD reconstructions for all of f1 through f5. This
is a direct indication that a large amount of information
can be obtained with Walsh sequences that are not asso-
ciated with conventional decoupling sequences.
Before moving on to the next data compression
method, let us note some important parameters in im-
plementing the different types of reconstructions. The
methods that utilize an 8’th CPMG partial sum has
28 − 2 = 254 zero-crossings, the methods that utilize
an 8’th PDD partial sum has 29 − (8 + 2) = 502 zero-
crossings, and the methods that utilize both has 756
zero-crossings. On the other hand, the 8’th and 16’th
Walsh partial sums has 28 and 120 zero-crossings respec-
tively. Because the number of crossings corresponds to
the number of control pi-pulses that need to be applied,
the CPMG and PDD methods can be more susceptible
to pulse errors.
2. Threshold Sampling Method
Data compression via threshold sampling is based on
the following situation. Suppose one is given some
“threshold” negligibility p0, such that one would like to
compute only the Walsh coefficients whose associated
negligibility is less than or equal to p0. This can be
of practical relevance because, ideally, one only wants
to spend their resources on estimating Walsh coefficients
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that have significant contribution to the overall recon-
struction.
Theorem 1 set bounds for the Walsh coefficients in
terms of their negligibility p(j) in Paley ordering. We
assume that f(t) is unknown a priori, so that the only
knowledge available for data compression is the negligi-
bility function p(j).
We know from Theorem 2 that the natural number
2d−1 has degree equal to d and has a negligibility of d+1.
Moreover, the negligibility is strictly greater for all larger
natural numbers. Thus, if one was to perform a brute-
force search of coefficients whose negligibility is no more
than p0, they would have to calculate the negligibility of
p0−2∑
j=0
2j + 1 = 2p0−1 + 1 (5.21)
natural numbers, which scales exponentially in the
threshold p0. A simpler algorithm for finding the rele-
vant coefficients to estimate is as follows. Suppose the
threshold p0 is given (and one has no knowledge of the
different
∣∣f (r(j))(t)∣∣). For each degree d up to and includ-
ing p0 − 1, do the following:
Step 1. In sequential order, compute and record p(b2)
for the d − 1 rank-2 sequences b2 at degree level d. If
p(b2) > p0 for some b2, then stop and proceed to the
next step.
Step 2. For each recorded rank-2 sequence b2, com-
pute and record p(b3) in sequential order for the l(b2)−1
different rank-3 sequences associated to b2. Here, l(b2)
denotes the position of the lagging “1” in the binary rep-
resentation of b2. If p(b3) > p0 for some b3 then stop and
move on to the next recorded rank-2 sequence. Once all
rank-2 sequences from have been exhausted, proceed to
the next step.
Step 3. Repeat Step 2 for increasing rank (up to the
maximum value of p0 − 1). If at some rank r ≤ p0 − 1,
no new sequences are found then terminate the entire
process.
Since d ≤ p0 − 1 this process terminates in finite time
and it is not difficult to show that the time-complexity
of such a procedure scales by at most O
(
2
p0
2
)
. This is a
slight improvement on the O (2p0) scaling using a naive
brute force search, however it is a loose bound, and we
expect that the scaling is much smaller. We now look at
some examples of the threshold method.
Example 1
Let us first look at a simple example to clarify some
of the concepts introduced in this Section. Suppose
f(t) = e−t on [0, 1]. Fig. 5 shows the magnitude of
the first 32 Walsh coefficients of f(t) in a log-plot. One
can clearly see a pattern resembling that of the negli-
gibility function in Fig. 2. Low rank coefficients have
larger contribution to the reconstruction. In particular,
PDD sequences (with sequence numbers corresponding to
{1, 2, 4, 8, ...}) correspond to maxima in the value of the
magnitude of the Walsh coefficients. There can however
be counter-examples to this phenomenon, as we show in
Example 2. A plot of the complete 5’th order recon-
struction (partial sum with 32 terms), f32, is given in
Fig. 6(a). As expected, f32(t) agrees with f(t) very well,
with MSQE(f32 − f) =3.518× 10−5.
A plot of the threshold-sampled reconstruction for
threshold negligibility p0 = 6, denoted fth, is given in
Fig. 6(b). The coefficients with negligibility less than or
equal to 6 are: 0,1,2,3,4,5,8, and 16. Clearly, the recon-
struction is still quite good and the mean square error
between f and fth is MSQE(fth − f) = 1.001× 10−4.
Example 2
Let us now look at an example involving a linear com-
bination of simple trigonometric functions, f(t) = f4(t),
discussed previously. A log-plot of the absolute value of
the first 32 Walsh coefficients for f(t) is given in Fig. 7.
Clearly, very few of these coefficients contribute to the
reconstruction of f(t). A 5’th order reconstruction of
f(t) using the first 32 coefficients is given in Fig. 8. As
expected, the 5’th order reconstruction agrees wih f(t)
very well and the mean-squared error between f and f32
in this case is MSQE(f32 − f) = 0.200.
We note that for Example 2, the non-negligible coef-
ficients in Fig. 7 do not necessarily correspond to low
rank coefficients. Hence, threshold sampling with p0 = 6
produces a worse reconstruction of f(t) than what we
observed in Example 1. This is clear from Fig. 8c, with
the mean-squared error MSQE(fth − f) = 12.015 which
is quite large. We conclude that threshold sampling will
not always perform well. In fact, when the true function
f(t) is a simple trigonometric function (or linear com-
bination of trigonometric functions), the reconstruction
can fail badly. We anticipate that threshold sampling
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FIG. 5: Log-plot of First 32 Walsh Coefficients for exp(-t).
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FIG. 6: a) 5’th order reconstruction (partial sum with 32
terms) and exact function exp(-t), b) Threshold-sampled re-
construction (threshold negligibility=6) and exact function,
c) Sub-sampled reconstruction and exact function.
works well when the function has large support in the
sequency (or frequency) domain. The third method for
performing data compression, which we discuss below,
deals with these cases much better, as seen in Fig. 8c.
Example 3
The phenomenon of threshold sampling not perform-
ing well described in Example 2 can be made even
more pronounced by using a single sinusoid f(t) =
sin(2pit). A plot of the non-zero Walsh coefficients is
given in Fig. 9. The non-negligible coefficients occur at
1,7,11,13,19,21,25, and 31, which have negligibility values
of 2,9,10,11,11,12, 13, and 20, respectively. Hence per-
forming threshold sampling picks out only the first PDD
coefficient and ignores the coefficients that contain the re-
maining information about f(t) (see Fig. 10). The mean-
squared error of both f32 and fth are MSQE(f32 − f) =
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FIG. 7: First 32 Walsh Coefficients for f4(t) = 2 +
3 cos(2pit) + 4 cos(4pit) + 6 sin(2pit) + 2 sin(4pit).
0.0016,MSQE(fth − f) = 0.0947.
3. Sub-Degree Method
We now look at a different method called the “sub-
degree method” for more efficient sub-sampling of Walsh
coefficients, with the possibility for error estimates that
were not possible via threshold sampling.
The sub-degree method, which has been introduced in
Ref. [26], is an effective method for data compression that
provides upper bounds on the error of the reconstruction.
We define the sub-degree of a binary sequence of degree
d to be the position of the second leading 1. Hence,
the sub-degree of a degree d sequence lies in {1, ..., d −
1}. Sequences with sub-degree  1 will have high rank
and thus high negligibility. Suppose one wants to decide
what coefficients to estimate at a particular degree d.
Ref. [26] has shown that ignoring all coefficients of sub-
degree greater than d′ (where d′ ≤ d−2) leads to an error
of at most
2−d
′−d−2
(
1− 2d′−d+1
)
T 2 sup
t∈[0,1]
|f ′′(t)| . (5.22)
Let us return to Examples 2 and 3, where threshold
sampling did not perform well. In Example 2, we had
f(t) = f4(t). For the first 32 Walsh coefficients, at each
degree d for d = 3, ..., 5, we ignore all coefficients with
sub-degrees greater than d − 2. Thus, we only estimate
18 sequences and the resulting reconstruction, denoted
fss, is given in Fig. 8. The mean-squared error for this
method is given by MSQE(fss − f) = 8.3339, which is
still relatively large but smaller than MSQE(fth − f) =
12.0145.
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FIG. 8: a) Plot of the complete 5’th order reconstruction
(partial sum with 32 terms) and exact function f4(t) = 2 +
3 cos(2pit) + 4 cos(4pit) + 6 sin(2pit) + 2 sin(4pit), b) Plot of the
threshold-sampled reconstruction (threshold negligibility=6),
c) Plot of the sub-sampled reconstruction.
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FIG. 9: First 32 Walsh coefficients for sin(2pit).
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FIG. 10: a) Plot of the complete 5’th order reconstruction
(partial sum with 32 terms) and exact function sin(2pit), b)
Plot of the threshold-sampled reconstruction (threshold neg-
ligibility=6), c) Plot of the sub-sampled reconstruction.
In Example 3, f(t) = sin(2pit). Again, for the first 32
Walsh coefficients, at each degree d for d = 3, ..., 5, we ig-
nore all coefficients with sub-degrees greater than d− 2.
The 1, 11, 19, and 21 Walsh coefficients are contained
within the remaining 18 coefficients. The resulting re-
construction is shown in Fig. 10, with the mean-squared
error
MSQE(fss − f) = 0.0206, (5.23)
which is smaller than MSQE(fth − f) = 0.0947.
In conclusion, we have introduced three data compres-
sion methods based on (1) CPMG and PDD Walsh func-
tions, (2) threshold sampling, and (3) the sub-degree
method. These methods assumed no prior knowledge
of the function f(t); however, such knowledge can easily
be incorporated into the three methods through the total
variation of derivatives of f(t). The advantages offered
by each method vary according to the scenario at hand.
When f(t) is exactly equal to a sum of sine and cosine
functions with no phase shift, a combination of CPMG
or PDD based reconstruction will work well; however if
phases are introduced, or the function is more compli-
cated, this method will fail badly. Threshold sampling
can work well when particular coefficients (or their neg-
ligibilities) are known to be extremely small. The sub-
degree method is often more desirable than the other two
methods, because it works well in most scenarios and pro-
vides an explicit bound on the reconstruction error. We
note there also exist adaptive methods for data compres-
sion [26] that may perform better than the non-adaptive
methods that we have introduced here.
VI. DYNAMICAL DECOUPLING WITH
WALSH SEQUENCES
In the previous section we looked at the structure of
the negligibility function and provided the basis for sim-
ple data compression methods. In this section we discuss
the dynamical decoupling [27] power of Walsh functions,
a concept originally formulated in [28]. We use the neg-
ligibility function to unify the concepts of dynamical de-
coupling power and information content of Walsh func-
tions.
We first introduce the concepts required for analyzing
the decoupling power of Walsh functions. Suppose the
quantum system is affected by dephasing noise that can
be modeled as a stationary stochastic process. Let p be
the sequence that contains the times at which control pi-
pulses are applied in the interval [0, T ]. The coherence of
the system at time T , under the decoupling sequence p,
is given by [42]
W (τ) =
∣∣∣〈σX〉(T )∣∣∣ = e−χp(T ) (6.1)
where 〈σX〉 is the expectation value of the Pauli X
operator σX , the initial state of the system is |+〉 =
1√
2
(|0〉+ |1〉), and χp(T ) is given by
χp(T ) =
1
pi
∫ ∞
0
Sβ(ω)
ω2
Fp(ωT )dω. (6.2)
Sβ(ω) is the power spectral density (spectrum) of the
noise and Fp(ωT ) is the filter function in the frequency
domain associated with the control sequence p. Deter-
mining the exact form of χp(T ) requires a detailed knowl-
edge of the power spectrum. However, one can directly
compare the decoupling power of Walsh sequences via
the behavior of their associated filter functions [42, 43]
In the frequency domain, the filter function associated
with the Walsh function m is denoted by Fm(ωT ). For
every m, Fm(0) = 0, and the rate at which Fm increases
provides a characteristic of its performance in terms of
blocking low frequency components of the noise. The
main result of Ref. [28] was that Walsh functions of rank
r annihilate any polynomial of degree less than r,
17
∫ 1
0
tkwm(t)dt = 0. (6.3)
Thus, if the m’th Walsh function has rank r,
Fm(ωT ) ∼ (ωT )2(r+1). (6.4)
There are various implications of this result. First,
high-rank Walsh filter functions are better high-pass fil-
ters than low rank Walsh filter functions [28]. More pre-
cisely, filter functions associated to high-rank Walsh func-
tions have the sharpest roll-off at low frequencies and so
annihilate a larger set of frequencies in the power spec-
trum of the noise as given by Eq. (6.2). It is important
to note that, at any degree d, high-rank functions within
the set {2d−1, ..., 2d − 1} do not correspond to Walsh
functions with the largest number of zero-crossings (se-
quency). Hence, rank and sequency should be kept as
separate characteristics of Walsh functions. At each de-
gree d, the Walsh functions with 1’s in every entry of their
binary representation correspond to the well-known con-
catenated dynamical decoupling (CDD) sequences, which
are the d-fold concatenation of the single spin-echo se-
quence.
While the rank gives an indication of the decoupling
power of different Walsh functions, one would like a finer
method to distinguish Walsh functions. For instance,
even though (0,...,0,1,0,0,0) and (0,...,0,0,0,0,1) are both
rank-1 sequences, the former will have a filter function
with steeper roll-off and thus should be more optimal for
decoupling. Here, we show that the negligibility provides
the ability to distinguish between the decoupling power
of Walsh functions in a more detailed manner. More
precisely, if two Walsh functions have the same rank r,
then the one with the higher negligibility should have
steeper roll-off. We make this intuition precise with the
following result. Given the m’th Walsh function in Paley
ordering, the exact second order expression for Fm(ωT )
is given by,
(ωT )
2(r(m)+1)
4p(m)
. Hence, for two Walsh functions with the same rank r,
the Walsh sequence with the larger negligibility will have
steeper roll-off. To see why this is true, we have from
Ref. [28] that for any reconstruction order n, if Tmin :=
T
2n ,then
Fm(ωT ) = 4
n+1 sin2
(
ωTmin
2
)[
Πj|bj=1 sin
2
(
2n−j−1ωTmin
)]
(6.5)
× [Πj|bj=0 cos2 (2n−j−1ωTmin)] .
Keeping terms to 2nd order, and using the definition of
both the rank and negligibility, we have
Fm(ωT ) ∼ 4n+1
[
ω2T 2min
4
] [
Πj|bj=1
(
4n−j−1ω2T 2min
)]
= 4n
[
(ωTmin)
2(r+1)
] [
Πj|bj=14
n−j−1]
=
[
(ωT )
2(r+1)
] [
4
−∑j|bj=1(j+1)]
=
(ωT )
2(r(m)+1)
4p(m)
. (6.6)
In Sec. V we obtained results regarding bounds on
the magnitude of Walsh coefficients of a function f(t)
through the negligibility. This can generically be thought
of as the information content in wj for reconstructing
f(t). From above, we can now also explicitly character-
ize how well wj performs as a dynamical decoupling se-
quence. Here, we summarize these results which provides
a nice duality between information content and roll-off of
the filter function.
Given the j’th Walsh function, we have that
1. if we want to reconstruct the smooth function
f : [0, T ] → R using the Walsh basis, then the
contribution of wj , given by the j’th coefficient fˆj ,
satisfies each of∣∣∣fˆj∣∣∣ ≤ maxt∈[0,T ] ∣∣f (r(j))(t)∣∣T r(j)
2p(j)
,∣∣∣fˆj∣∣∣ ≤ 2V T0 [f (r(j)−1)]T r(j)−1
2p(j)
; (6.7)
2. if we want to use wj as a dynamical decoupling
sequence, then the low frequency roll-off of the filter
function Fj(ωT ) associated with wj is given by
Fj(ωT ) =
(ωT )
2(r(j)+1)
4p(j)
. (6.8)
Hence, if p(j) is small, wj is generally a poor dynam-
ical decoupling sequence, however it can extract signifi-
cant information about a function through the magnitude
of its associated Walsh coefficients. Similarly, if p(j) is
large, then wj is generally a good dynamical decoupling
sequence, but it only extracts little information about a
function through the magnitude of its associated Walsh
coefficient.
Finally, we see from Eq. (4.27) and Eq.’s (6.7), (6.8)
that there is a trade-off between information content and
dynamical decoupling when choosing the Walsh sequence
that offers the best sensitivity: larger negligibility im-
plies longer coherence times, which improves the sensitiv-
ity; but at the same time, larger negligibility can imply
smaller Walsh coefficients, which degrades the sensitivity.
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VII. CONCLUSION
We have provided a comprehensive discussion of the
theoretical concepts that form the basis for the experi-
mental reconstruction of magnetic field profiles using the
Walsh basis. We have given a brief introduction to prop-
erties of the Walsh basis and a detailed analysis of many
statistical concepts of the Walsh reconstruction protocol,
including the Fisher information and sensitivity in esti-
mating field amplitudes. We showed that the additive
nature of the Walsh transform implies that errors in esti-
mating Walsh coefficients propagate in a straightforward
manner to the time-domain reconstruction. The sensi-
tivity analysis and error propagation together provide a
method for characterizing how close the reconstructed
field is to the true field. The reconstructed field is a time-
dependent Gaussian random variable whose variance de-
pends on the sensitivity and error in estimating Walsh
coefficients.
In practical scenarios, finite resources imply that one
should spend these resources to estimate Walsh coeffi-
cients that have a significant contribution to the recon-
struction of the magnetic field. We have provided a com-
prehensive discussion of data compression techniques and
the negligibility function, which helps characterize the
extent to which individual Walsh coefficients contribute
to the reconstruction. We analyzed three methods for
data compression: CPMG and PDD methods, threshold
sampling methods, and the sub-degree method. Various
examples were provided for each method and we found
that each can be useful in different scenarios. Overall, the
sub-degree method is desirable as it works well in most
cases and gives explicit bounds on the reconstruction er-
ror. Lastly, we discussed the role of the Walsh functions
in dynamical decoupling and provided new results using
the negligibility to show that Walsh functions whose as-
sociated filter functions have steep roll-off tend to have
low information content and Walsh functions whose as-
sociated filter functions have shallow roll-off tend to have
large information content. This provides a competing ef-
fect in the sensitivity of estimating magnetic fields using
Walsh coefficients.
Some directions of future research include whether
there are advantages in adapting the presented Walsh re-
construction method to other digital orthonormal bases,
such as the Haar basis [44]. In addition, it would be
interesting to analyze the possibility of extending the
methods presented here to performing spectroscopy of
stochastic fields and environments. Using the Walsh ba-
sis could eliminate some of the difficulties with Fourier-
based spectroscopic techniques that arise from attempt-
ing to match discrete control sequences with smooth
trigonometric functions. More generally, as we have high-
lighted in this paper, many properties of the Walsh func-
tions make them well-suited for problems related to quan-
tum parameter estimation, quantum control, and active
quantum error-correction. It will be useful to continue
to nvestigate their applicability in these areas as well as
within the broader context of quantum information the-
ory.
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