Quantum computers attract much attention as they promise to outperform their classical counterparts in solving certain type of problems. One of them with practical applications in quantum chemistry is simulation of complex quantum systems. An essential ingredient of efficient quantum simulation algorithms are initial guesses of the exact wave functions with high enough fidelity. As was proposed in [Aspuru-Guzik et al., Science 309, 1704], the exact ground states can in principle be prepared by the adiabatic state preparation method. Here, we apply this approach to preparation of the lowest lying multireference singlet electronic state of methylene and numerically investigate preparation of this state at different molecular geometries. We then propose modifications that lead to speeding up the preparation process. Finally, we design a small experiment employing the direct mapping, which requires twenty qubits.
I. INTRODUCTION
Quantum computers are appealing for their ability to solve certain type of problems more effectively than in the classical setting [1, 2] . A prominent example is the integer factorization [1] where they offer an exponential speedup, which has far-reaching consequences for cryptography. The original idea of a quantum computer indeed belongs to R. Feynman [3] , who pointed out that quantum computers could in principle be used for the efficient (polynomially scaling) simulation of complex quantum systems [4] [5] [6] [7] [8] [9] [10] . This idea, which has practical applications also in quantum chemistry, employs mapping of the Hilbert space of a studied quantum system onto the Hilbert space of a register of quantum bits (qubits), both of them being exponentially large.
The past few years have witnessed a remarkable interest in the application of quantum computing for solving problems in quantum chemistry and the list of relevant papers is already quite rich. We will mention only some of them and for a complete list refer the reader to recent reviews [11] [12] [13] .
The first work connecting quantum computation and quantum chemistry concerned the efficient calculations of thermal rate constants [14] . Aspuru-Guzik et al. in their seminal paper [15] presented the efficient quantum algorithm for ground state molecular energy calculations, a quantum analogue of the classical full configuration interaction (FCI) method. They also proposed preparation of the exact ground states for such computations by the adiabatic evolution, a method which we investigate in this paper. Since these two pioneering works, other theoretical papers involving e.g. calculations of excited states [16] , quantum chemical dynamics [17] , calculations * libor.veis@jh-inst.cas.cz † jiri.pittner@jh-inst.cas.cz of molecular properties [18] , or calculations of relativistic systems [19] were published. Application of adiabatic quantum computing for finding low energy conformations of proteins was described in [20, 21] .
As was proposed in [15] , quantum computers with tens of (noise free) qubits would already exceed the limits of classical full configuration interaction (FCI) calculations. This is in contrast to other quantum algorithms, e.g. the Shor's algorithm [1, 22] for integer factorization would for practical tasks in cryptography require thousands of qubits. For this reason, calculations and simulations of quantum systems will belong to the first practical applications of quantum computers, which is also supported by recent proof-of-principle few-qubit experiments [23] [24] [25] [26] [27] [28] . Several improvements reducing the resource requirements of fault-tolerant implementation and thus paving the way for practical simulations were presented in [29] .
The quantum FCI algorithm [15, 30] requires an initial guess of the exact eigenstate, whose quality influences the success probability of measuring the desired energy. This can be either a classical approximation [e.g. complete active space (CAS) based wave function [16, 31] ], an exact state prepared by the adiabatic state preparation method [15] , which we investigate here, or by the algorithmic cooling method [32] , or also an unitary coupled cluster approximation optimized by the recently presented combined classical-quantum variational approach [28, 33] .
In this paper, we are dealing only with a preparation of the exact ground states. The desired information like energy can be obtained either with the standard phase estimation algorithm (PEA) [34] or other methods developed to reduce qubit and coherence time requirements [23, 25, 28, 35] , i.e. to adapt the procedure for a presentday or near-future quantum technology.
The structure of this paper is as follows: First, we briefly introduce the adiabatic quantum computing and adiabatic state preparation method in Section II. In Section III, we present our model system -methylene (CH 2 ), the results of classical simulations of the lowest lying singlet electronic state preparations, and suggest modifications that speed up the preparation process. Section IV involves the small CH 2 experimental proposal employing the direct mapping.
II. ADIABATIC QUANTUM COMPUTING
The original idea of a quantum computation by adiabatic evolution, usually denoted as adiabatic quantum computing (AQC), is due to Farhi et al. [36] [37] [38] . In AQC, one slowly varies the Hamiltonian of a quantum register starting with a simple one (H init ), whose ground state is easy to prepare, and ending with the final one (H final ), whose ground state encodes the solution to the problem. If the gap between the two lowest energy levels is greater than zero along the path and the change is slow enough, the register has a tendency to remain in its ground state according to the quantum adiabatic theorem [39] .
To be more precise, a quantum state of n qubits |ψ(t) evolves in time according to the Schrödinger equation
where H(t) is the time-dependent Hamiltonian operator which equals H init for t = 0 and H final for t = T and T is a total time of the process. One of the possible adiabatic evolution paths is a linear interpolation
where s = t/T . A sufficient condition for the total time to ensure that |ψ(t) follows the ground state of H(t) adiabatically in this case reads
with the minimum energy gap, g min , defined by
and ǫ in the form
where states |l = 0/1; s denotes ground/first excited state of H(s).
The AQC is a model of quantum computation that is alternative to the most common approach, the quantum circuit model [34] . Both of them are equivalent in terms of computational power, which means that one can simulate the other with only a polynomial overhead [40] [41] [42] . But as the AQC is based on ground states, it is expected to be naturally more robust against noise and may offer to perform medium-size simulations [43] without need of sophisticated methods of quantum error correction.
The only interactions that are available in nature are two-body. Therefore, when implementing the AQC experimentally, one has to transform the Hamiltonian (2) of a quantum register to contain at most 2-qubit interactions. One of the possibilities of transforming general Hamiltonians containing non-commuting k-qubit terms to 2-qubit terms are methods of perturbative gadgets [40, 44, 45] . We will use this approach in Section IV to transform 4-qubit terms to 2-qubit terms in case of the small CH 2 experimental proposal.
If one has not the direct access to the Hamiltonian of a quantum register, the AQC can still be efficiently simulated on a digital quantum computer as the time evolution with the time dependent Hamiltonian (2) . When the Hamiltonian contains non-commuting terms, the TrotterSuzuki approximations [46] have to be employed. Furthermore, in this case the dependence of the total time of the adiabatic evolution on the energy gap can be improved from g −2
min , which is also optimal [47] .
A. Adiabatic state preparation
When using the AQC for the purpose of initial state preparation for subsequent quantum simulation, we speak about the adiabatic state preparation (ASP). This method was proposed by Aspuru-Guzik et al. in their seminal paper [15] as a method for preparation of the exact ground states of molecular Hamiltonians for energy computations by the phase estimation algorithm (PEA). It is also an essential part of the quantum algorithm employing adiabatic non-destructive measurements of energy (or other constants of motion) [35] .
Before discussing the original ASP procedure [15] , we have to say few words about the mapping of a quantum chemical wave function onto a quantum register. The most convenient and simply scalable approach is so-called direct mapping [15] . In this case, individual spin orbitals (or Kramers pair bispinors in a relativistic generalization [19] ) are directly assigned to qubits, because each spin orbital can be either occupied or unoccupied, corresponding to |1 or |0 states. Motivated by the need to employ as few qubits as possible in the first experimental realizations, compact mappings from a subspace of fixed-electron-number wave functions, spin-adapted [15] or symmetry-adapted [16, 19] wave functions to the register of qubits have also been proposed.
The final ASP molecular Hamiltonians can be effi-ciently expressed in the second-quantized form [48] as
where h pq and pq|rs are one-and two-electron integrals in the molecular spin orbital basis. Generally, when using the direct mapping, the Jordan-Wigner [30, 49] or the Bravyi-Kitaev [50, 51] transformations can be used to map the fermionic creation and annihilation operators to spin operators represented by the Pauli σ-matrices. Such mappings correctly preserve the fermionic anticommutation relations. In fact, when implementing the ASP directly, i.e. when transforming the Hamiltonian to contain at most 2-qubit interactions, the Bravyi-Kitaev approach is crucial for the efficiency of the algorithm [52] . In [15] , the initial ASP Hamiltonians were represented by matrices with all matrix elements equal to zero, except H 11 , which was equal to the Hartree-Fock energy (E HF ). Expressed in the direct mapping, the initial Hamiltonians are represented by matrices with all matrix elements equal to zero, except H ii = E HF , where i corresponds to the computational basis state that represents the Hartree-Fock Slater determinant. This single basis state, which is easy to prepare, is also the initial state of the ASP algorithm.
For reasons that will be discussed further, we propose another type of initial ASP Hamiltonians, namely the Hamiltonians equal to a sum of the Fock operators [48] . In the canonical restricted Hartree-Fock (RHF) spin orbital basis, they have the following diagonal form
Such Hamiltonians are taken as unperturbed in the Møller-Plesset type of the Rayleigh-Schrödinger perturbation theory [48, 53] (therefore the abbreviation MP). The ground states of H init,MP in the subspace matching the correct number of electrons are again the single computational basis states representing the Hartree-Fock Slater determinants. At the end of this section, we have to note that finding the exact ground state energy of a general two-body Hamiltonian is known to be QMA-complete [40] , i.e it is supposed to be difficult even for a quantum computer. The complexity of this task manifests itself in the dependence of the total ASP time on the energy gap between the ground and excited states (Eq. 3) and as far as the gap is not sufficiently large, these states cannot be prepared efficiently. In fact there are physical systems in nature, such as spin glasses, that may never fall down Figure 1 : Dominant electronic configurations |φ 1 and |φ 2 of theã 1 A 1 state wave function. |ψ bent corresponds to the equilibrium geometry, whereas |ψ linear to the linear one, where 3a 1 and 1b 1 orbitals become degenerate.
into their ground states. On the other hand, such realistic systems like molecules can on physical grounds be expected to have large enough energy gaps [35] and their ground states thus should be preparable by the ASP method.
Apart from preparation of the exact ground states, the ASP can in principle be used also to improve the ground state fidelity of the initial guess wave functions for subsequent PEA computations [54] .
We have numerically studied the ASP of theã 1 A 1 state of methylene. Despite not being the true ground state of (6) at the equilibrium geometry (it isX 3 B 1 ), this state is the lowest singlet electronic state and thus can be prepared by the ASP when starting with a singlet initial state (e.g. the closed shell Hartree-Fock Slater determinant). Note that this assumption is valid only in the non-relativistic regime, where the molecular Hamiltonian (6) commutes with the square of the total spin operator. Theã 1 A 1 state of methylene is well known for its multireference character, which makes it a suitable benchmark system for testing of newly developed computational methods (see, e.g. [55] [56] [57] [58] ). We are in fact following our previous paper [31] , where we used CH 2 as a benchmark for simulations of computations with the quantum FCI method based on the iterative phase estimation algorithm (IPEA). Figure 1 shows the dominant electronic configurations that contribute to theã 1 A 1 state wave function. The multireference character of this state is a consequence of the quasi-degeneracy of the boundary orbitals 3a 1 and 1b 1 . As in [31] , we have simulated two processes: C-H bond stretching and H-C-H angle bending. These processes were chosen designedly because correct description of bond breaking is generally a difficult task and H-C-H angle bending due to the very strong multireference character at linear geometries (see Figure 1) . Energies and energy gaps between the two lowest sin- 
Figure 2: Energies of the lowest-lying singlet electronic state (ã 1 A 1 ) and energy gap betweenã 1 A 1 andc 1 A 1 states for (a) C-H bond stretching and (b) H-C-H angle bending. r 0 denotes the equilibrium bond distance and α the H-C-H angle.
glet electronic states calculated at the same level of theory at which the ASP simulations has been carried out (see Section III A below) for both simulated processes are shown in Figure 2 . It can be seen that when going to more stretched C-H bonds or linear geometries, the energy gaps between the lowest singlet states decreases. One may therefore expect that these regions of the potential energy surface will be for the ASP more problematic. Our aim was to numerically investigate these regions and suggest modifications of the original ASP procedure [15] that would lead to decreasing of the total ASP time. As will be discussed further, it turns out that MP-type of initial Hamiltonians (7) are advantageous for this purpose. We have also tested initial states based on small-CAS-like wave functions that cover the major part of a static correlation. Such states can be on a quantum computer prepared efficiently [59] . Last but not least, we have investigated non-linear interpolation paths which draw on the specific knowledge of how the ground state changes during the ASP.
A. Computational details
In all our simulations, we used the cc-pVTZ basis set [60] . We, of course, could not manage to simulate the ASP with FCI Hamiltonians (6) in such a large basis. To keep the size of the problem still tractable, we modelled the FCI by the complete active space configuration interaction (CASCI) with a limited CAS. For computational reasons, we employed the compact mapping using the spin and point-group symmetries.
In case of the C-H bond stretching, we were using the CASCI with 6 electrons in 12 orbitals [CAS (6, 12) ]. This leads to roughly 4300 configuration state functions (CSFs) in the aforementioned compact mapping. For H-C-H angle bending, we had to use 6 electrons in just 11 orbitals [CAS(6,11)], because CAS (6, 12) would at the linear geometry include only one of the two degenerate orbitals.
Regarding simulations of the ASP on a classical computer, we basically numerically integrated the timedependent Schrödinger equation (1) in the basis of CASCI CSFs with the time-dependent Hamiltonian (2). We therefore numerically propagated the wave function according to
where for the action of an exponential of a Hamiltonian on a vector representing the wave function of a quantum register, we employed the Dalton program's [61, 62] direct CI routine performing the CASCI Hamiltonian matrix vector multiplications. The energy scale was therefore shifted by the core and nuclear repulsion contributions.
For technical reasons, we restricted ourselves to CASCI with 6 electrons in 7 orbitals when using the MP-type of initial Hamiltonians (7) . In these simulations, we employed less compact mapping from the subspace of wave functions with constant number of alpha (N alpha ) and beta (N beta ) electrons, N alpha = N beta .
To verify the validity of our conclusions concerning the comparison of both types of initial Hamiltonians, we also simulated the original ASP [15] in CAS(6,7) space and checked that the results in both orbital spaces do not differ.
The equilibrium geometry of CH 2 was adopted from [63] and corresponded to r e = 1.1089Å and α e = 101.89
• ). 
B. Results
The squared overlaps between the HF initial wave functions and the exact wave functions modelled by the CAS(6,12) for the bond stretching and CAS (6, 11) for the angle bending processes, which influence the length of the ASP procedure are presented in Figure 3 .
In Figure 4 , the dependence of the squared overlap between the adiabatically prepared wave functions and the exact wave functions on the adiabatic transition parameter s is shown for the representative geometries of the two simulated processes. Both types of initial Hamiltonians are compared. The exact wave functions correspond to the CAS(6,12)/CAS(6,11) in case of the original initial Hamiltonians [15] and to the CAS(6,7) in case of the MP-type of initial Hamiltonians (7). Figure 5 presents the change of the energy gaps between the two lowest singlet A 1 states (ã 1 A 1 →c 1 A 1 ) during the ASP procedure. The dependence of the energy gaps on the adiabatic transition parameter s is depicted for the same geometries as in Figure 4 . Also both types of initial Hamiltonians are tested. It can be seen that the minimal energy gaps are independent of a type of the initial Hamiltonian and correspond to s = 1. Figure 6 shows the dependence of the squared overlap between the adiabatically prepared wave functions and the exact [CAS (6, 12) ] wave functions on the adiabatic transition parameter s for different total times of the ASP procedure. The presented results correspond to the C-H bond stretching geometry with r/r 0 = 2.7. One can see that the most problematic part, which is difficult to follow adiabatically, is the steep change at the end of the process. The time is expressed in atomic units [1 a.u 
The total times of the ASP leading to the 99 % squared overlap between the prepared and the exact wave functions are summarized in Figure 7 . Both types of initial Hamiltonians are compared (at the level of theory mentioned above). As can be seen in the figure, the ASP with MP-type of initial Hamiltonians (7) is superior to the original ASP [15] in all simulated cases. For the whole H-C-H angle bending process and a large part of the C-H bond stretching (up to r/r 0 = 2.5) the total ASP times are smaller by a factor higher than 10 when using the MP initial Hamiltonians. For more stretched C-H bonds, the ASP with the MP initial Hamiltonians is roughly two times faster.
We have also studied the ASP employing the CASCI initial wave functions with a limited CAS that cover the major part of a static correlation. These results are collected in Figure 8 . In case of the H-C-H angle bending (Figure 8b ), the CAS(2,2) containing the quasi-degenerate HOMO and LUMO orbital pair has been used, while for the C-H bond stretching ( Figure  8a ) this orbital space has been augmented by bonding and anti-bonding orbitals of both C-H bonds resulting in the CAS(6,6). One can see that when using these initial guesses, the total ASP time is reduced by four orders of magnitude for the linear geometry of CH 2 and by a factor of approximately 500 in the worst case of the bond stretching. The squared overlaps between the initial and the exact [CAS(6,12)/CAS(6,11)] wave functions are also presented in Figure 8 .
The characteristic steep-at-the-end shape of the overlap between the adiabatically prepared and the exact wave functions as shown in Figures 4 and 6 naturally leads one to the idea of a non-linear interpolation ASP path that would make this shape as gradual as possible. In other words, we may expect that rather than changing the Hamiltonian with a constant velocity, it would be advantageous to do a large part of the ASP, where the overlap nearly does not change, quickly and slow down only at the problematic region close to s = 1. shows some of nonlinear interpolation paths with such an effect, whereas an impact on the shape of the overlap during the ASP for the linear geometry of CH 2 is presented in Figure 9a . Figure 10 compares the total ASP times that correspond to the linear and two of the best nonlinear interpolation paths from Figure 9 . Only the problematic part (α > 150
• ), where the linear and nonlinear interpolations differ substantially, is shown. As can be seen, the non-linear approach with s = (t/T ) 0.02 decreases the total ASP time at the linear geometry by a factor of approximately 40.
C. Discussion
In the beginning of the previous section, we have numerically shown how the small overlap between the initial and the exact wave functions coming from a multireference character of a simulated state, together with a decreasing energy gap, complicate the ASP procedure. These properties manifest themselves in a very steep change of the overlap between the adiabatically prepared and the exact wave functions in the region close to s = 1. It is just this part of the ASP that is difficult to follow adiabatically. We have basically studied three possibilities of speeding up the original ASP procedure of Aspuru-Guzik et al. [15] in these problematic regions, namely (i) taking initial Hamiltonians as a sum of the Fock operators (MP-type of initial Hamiltonians), (ii) using small-CAS-like initial wave functions (with proper initial Hamiltonians), (iii) and exploiting non-linear interpolation ASP paths. The speedup is always by a constant factor (independent of a system size) ranging from about 2 up to four orders of magnitude.
Møller-Plesset type of initial Hamiltonians
A sufficient condition for the total ASP time (3) contains ǫ (5) in the numerator and minimal energy gap g min (4) in the denominator. Since d ds H(s) is polynomial in a system size [as far as H final has an efficient representation (6)], critical is the dependence on 1/g 2 min . It may in fact spoil the efficiency of the algorithm when g min is exponentially small. However, this is what we do not expect for a typical molecular system [43] .
In certain situations, the energy gaps can be amplified [64] , but not in a general case considered here. Moreover, as Figure 5 indicates, minimal energy gaps of studied processes correspond to s = 1 and thus cannot be avoided by a different ASP path.
In [15] , the authors used initial Hamiltonians with all matrix elements equal to zero except the only diagonal element equal to E HF with a reasoning that this approach yields initial gaps which are very large relative to typical electronic excitations. On the other hand, as the following simple analysis suggests, such an approach is not optimal for ǫ. Due to the orthogonality of eigenvectors of H(s), one needs 
if all the diagonal elements change during the ASP with a similar speed, or equivalently
(10) In the aforementioned approach [15] , however, the diagonal element corresponding to the HF reference configuration does not change at all.
On the contrary, when one uses initial Hamiltonian equal to a sum of the Fock operators (7) (initial wave function remains the same), the initial diagonal elements are equal to a sum of molecular orbital energies and all the diagonal elements during the ASP change, which results in a smaller value of ǫ. As is demonstrated in Figures 4 and 7, this approach makes the steep part of the ASP more gradual and in average decreases the total ASP time by a factor of 10 (in case of the H-C-H angle bending and linear geometries by a factor of 20). The only region, where it is just two times faster, is that of more stretched C-H bonds. In this case, the HF reference configuration has a small contribution to the exact ground state wave function which means that both processes do not differ substantially.
During the ASP method just described, one in fact adiabatically switches on the Møller-Plesset perturbation [53] .
Small-CAS-like initial wave functions
Since in the most difficult potential energy surface (PES) regions corresponding to the H-C-H angle bending as well as the C-H bond stretching, theã 1 A 1 state of CH 2 exhibits very strong multireference character, it is a natural choice to employ other than HF initial wave functions that can be efficiently precalculated on a classical computer and prepared on a quantum register, and cover as much of a static correlation as possible. When the number of strongly correlated electrons is rather small, as is the case of organic biradicals represented here by CH 2 , the CASCI (or CASSCF) methods are adequate. When the number of strongly correlated electrons is larger (e.g. in transition metal compounds), the density matrix renormalization group (DMRG) method [65] can be used. This is in analogy to classical multireference computational methods like CASPT2, where the dynamical correlation is calculated on top of the CASSCF wave function. From this perspective, such an approach can be viewed as an adiabatic inclusion of a dynamical correlation.
As can be seen in Figure 8 , the speedups of up to four orders of magnitude (the case of H-C-H angle bending and linear geometries) can be achieved when employing small CASCI [CASCI(2,2)] initial wave functions that cover the major part of a static correlation. The expla- nation is simple: such initial wave functions correctly include static correlation and thus have much higher overlaps with the exact wave functions (dynamical correlation energy contribution is usually only about 1 % of absolute energy, although its inclusion is essential for chemical accuracy) and the ASP path is therefore much shorter. To cover the major part of a static correlation in case of the C-H bond stretching, the CAS(6,6) composed of the HOMO, LUMO and two pairs of σ bonding and anti-bonding molecular orbitals (for both breaking C-H bonds) has to be used. As the initial overlap is smaller here (about 0.9 for the worst case), the speedup is also smaller and corresponds to a factor of 500 for the most stretched bonds.
We have not dealt with particular forms of initial Hamiltonians here, we just note that as the active space contain small bounded number of spin orbitals, they can be implemented efficiently. 
Non-linear interpolation paths
The specific shapes of the squared overlap between the adiabatically prepared and the exact wave functions in problematic regions (see Figure 4 ) lead us to use the nonlinear interpolation paths that reserve most of the ASP time to the interval close to s = 1. As is demonstrated in Figure 10 , we were able to decrease the total ASP time approximately by a factor of 40 for the linear geometry of CH 2 .
However, we have to emphasize that this is not a general approach as it relies on the specific knowledge of how the ground state changes during the ASP. Some sort of a systematic study would be desirable to find out whether the trends from Figure 4 are shared also by other multireference systems.
IV. SMALL EXPERIMENTAL PROPOSAL
Here we propose a small experiment that represents the ASP ofã 1 A 1 state of CH 2 in the CASCI(2,2) space. Alternatively, as the number of active electrons as well as the number of active orbitals (and their symmetry properties) equal those of the hydrogen molecule in a minimal basis, the experimental proposal is also valid for the ASP of the FCI ground state of H 2 in a minimal basis.
Unlike the recent proof-of-principle experimental realizations [23, 24] , our proposal employs the direct mapping approach and can therefore, in contrast to the mentioned experiments which used explicit forms of Hamiltonian matrices, be simply adapted to other systems. However, our construction uses the Jordan-Wigner transformation [49] rather than the Bravyi-Kitaev one [50, 51] in order to introduce the minimum number of ancilla qubits and is thus not efficiently scalable.
It turns out that for the efficient direct implementation of the ASP algorithm, the Bravyi-Kitaev transformation, which balances locality of occupation and parity information [50] , is essential. When finishing this paper, we have learned about the very recent paper [52] , which in detail describes the efficient algorithm relying on the Bravyi-Kitaev transformation. We will therefore not discuss why use of the Jordan-Wigner transformation is not efficient, but rather refer the reader to [52] .
Details of the experimental proposal and parameters for a possible experimental realization can be found in Appendix A. After the application of the Jordan-Wigner transformation, the Hamiltonian (6) of our model exam- . We have used the perturbative gadgets technique [45] to transform the 4-qubit terms to 2-qubit terms at the cost of 16 ancilla qubits. Thus our experimental proposal requires the total number of 20 qubits. We have numerically simulated the proposed CH 2 experiment for the geometry corresponding to r/r 0 = 1 and α = 160
• . From computational reasons only two of the four 4-qubit terms were considered (see Appendix A), which leads to 8 ancilla qubits and the total number of 12 qubits. The results are presented in Figure 11 .
V. CONCLUSIONS
In this paper, we have numerically investigated the ASP ofã 1 A 1 state of methylene (CH 2 ), which is a prototype of a molecular system with a difficult biradical electronic structure typical for such species as transition states of chemical reactions.
We have presented three possibilities of speeding up the original ASP [15] ofã 1 A 1 state of CH 2 , namely use of the MP-type of initial Hamiltonians, use of small CASlike initial wave functions covering the major part of a static correlation, and also exploiting non-linear interpolation ASP paths. Most importantly, with the CASCI initial wave functions we were able to achieve speedups of up to four orders of magnitude. We have to emphasize that the speedup is always by a constant factor and does not influences the efficiency of the ASP algorithm, which critically depends on the lowest energy gap between the ground and the first excited states.
Finally, we have presented the small experimental proposal employing the direct mapping approach and implementing the ASP ofã 1 A 1 state of CH 2 in the CASCI(2,2) space. With the help of perturbative gadgets [45] , we have transformed the ASP Hamiltonian to contain at most 2-qubit interactions. The total number of required qubits in this case equals 20. Table I : One and two-electron molecular (spin) orbital integrals for the CH 2 experimental proposal and also its H 2 equivalent. Integral values are expressed in atomic units (E h ), the CH 2 example corresponds to r/r 0 = 1, α = 160
• and H 2 to r = 1.401 a 0 [30] .
