: This is similar to Fig. 3 in the main text and to Fig. S1 . Here, the discretization is done using only two states (smaller and larger than a coordinate value of 2.12, respectively). This is the maximally coarse MSM one can construct for this system. In addition to the analogous data shown in (a)-(c), the WE result, which is independent of any discretization or lag time, is included in panels (d) and (e). In panel (d), the "step" in the reweighted distribution is because the underlying MSM is so coarse. Despite this, the relative weight of the two states is captured accurately at appropriate lag times. Note the y-axis scale in (e), also in relation to (b). In panel (e), ML, MAP, and MAP+ all overlap and exhibit errors at short lag times, which are most likely due to Markovianity violations. Panel (f) shows the plateauing of the slow mode with lag time, which is especially robust for the detailed balance-imposing models. This should be juxtaposed with the failure in applying these models to the reweighting problem as seen in panel (e). 5 , but the trends with clustering resolution and resolution are more (rather than less) erratic than those for the ML estimator. This seems to be a particular problem for the DPIGS data set. The relevance of prior information increases with increasing lag time and finer resolution. Evidently, this does not give rise to a consistent improvement across conditions, which could be linked to the fact that the shape of the prior is data-derived. Note that the CS and GS data overlap in (a) and that all CS data overlap in (b). 
