Multivariate interpolation of smooth data using smooth radial basis functions is considered. The behavior of the interpolants in the limit of nearly flat radial basis functions is studied both theoretically and numerically. Explicit criteria for different types of limits are given. Using the results for the limits, the dependence of the error on the shape parameter of the radial basis function is investigated. The mechanisms that determine the optimal shape parameter value are studied and explained through approximate expansions of the interpolation error.
Introduction
The history of radial basis function (RBF) approximations goes back to 1968, when multiquadric RBFs were first used by Hardy to represent topographical surfaces given sets of sparse scattered measurements [1, 2] . Today, the literature on different aspects of RBF approximation is extensive. RBFs are used not only for interpolation or approximation of data sets [3] , but also as tools for solving e.g., differential equations [4, 5, 6, 7, 8, 9, 10, 11] . However, their main strength remains the same: The ability to elegantly and accurately approximate scattered data without using any mesh. There have been some concerns about the computational cost and stability of the RBF methods, but many different viable approaches to overcome these difficulties have been proposed, see for example [12, 13, 14, 15, 16] and the references therein.
There are two main groups of radial basis functions, piecewise smooth and infinitely smooth. Some examples of both are given in Table 1 . Typically, the piecewise smooth RBFs lead to an algebraic rate of convergence to the desired function as the number of points increase [17, 18] , whereas the infinitely smooth RBFs yield a spectral or even faster rate of convergence [19, 20] . This is of course assuming that the desired function itself is smooth. In this paper, we focus on interpolation of smooth data using RBFs even though some of the results may give insights also into cases were differential equations are solved. A typical interpolation problem has the following form: Given scattered data points x j , j = 1, . . . , N and data f j = f (x j ) find an interpolant
where x is a point in d space dimensions and · is the Euclidean norm. The interpolation conditions are
This is summarized in a system of equations for the unknown coefficients λ j ,
where A ij = φ( x i − x j ), λ = (λ 1 , . . . , λ N ) T , and f = (f 1 , . . . , f N ) T . We are interested in the case where φ(r) is infinitely smooth and belongs to the class of functions that can be expanded in even powers as φ(r) = a 0 + a 1 r 2 + a 2 r 4 + . . . Table 2 gives the expansion coefficients for the smooth RBFs in Table 1 . All of these RBFs can be augmented by a shape parameter ε. This is done in such a way that φ(r) is replaced by φ(εr). In previous studies [16, 11] , we have found that for smooth data, the most accurate results are often obtained for very small values of ε both for interpolation problems and when solving elliptic partial differential equations. Small shape parameter values lead to almost flat RBFs, which in turn leads to severe ill-conditioning of the coefficient matrix A in (2) . Hence, this is a region that has not been very well explored. However, even though the condition number of A is unbounded when ε → 0, the limiting interpolant is often well behaved. In fact, it can be shown that the limit, if it exists, is a (multivariate) finite order polynomial [21] . In one space dimension, under some mild assumptions on the RBF, the limit is the Lagrange interpolating polynomial if the points are distinct [22] . The aim of this paper is to extend the results of [22] to multivariate interpolation. Work in the same direction has been done independently by Schaback [23] . Some of the results that we present coincide with those in Schaback's paper. However, our approach is different from his and allows us to add information about the degree of the limiting polynomial and give precise conditions on the RBFs and the data points for different limit results. Furthermore, we can explain the behavior of the error in the interpolant for small ε and give reasons for why there is often a small nonzero optimal value of the shape parameter.
The outline of the paper is as follows. We start by presenting five examples, where the resulting limit interpolants are quite different. Section 3 contains definitions and background for the theorems concerning limit interpolants stated in Section 4. Section 5 contains the proofs of the theorems. Then, in light of the theoretical results, we go back to the examples and discuss them in Section 6. The ε-dependence of the error is considered in Section 7 and finally, we summarize the results in Section 8.
Examples of limit properties
In this section, we present a number of examples with different limit properties. All the examples are in two space dimensions, and clearly there are many more possibilities for the limits than in just one dimension, where we normally get the Lagrange interpolating polynomial. Explanations for the various results are given later in Sections 5 and 6.
In each example, we use cardinal data for the interpolant. That is, the interpolant takes the value 1 at the first node point, x 1 , and is 0 at all other node points. We let x and y denote the spatial coordinates so that x = (x, y). The limits were computed analytically using Mathematica. Results are shown for the smooth RBFs defined in Table 1 . In the tables of polynomial coefficients below, s is a factor that multiplies the entire polynomial. 
The GA and BE RBF do not lead to divergence. The limits are polynomials of degree five. The GA limit very nicely turns out to be the 1D Lagrange interpolation polynomial along the line in the variable (x + y).
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Definitions
This section contains definitions for multi-index notation, gives some properties of polynomial interpolation, and looks at expansions of smooth RBFs. This is all needed for the theorems in the following section and their proofs.
Multi-index notation
Since we consider multivariate interpolation in any number of dimensions, multi-indices greatly simplify awkward expressions. We need some basic operations and some different types of multi-index sets. 
(e) Derivatives can be expressed with multi-indices as 
Polynomial spaces and unisolvency
As mentioned before, the limit of an RBF interpolant as the shape parameter goes to zero must be polynomial if it exists [21] . In the following sections, it will become clear that there are close parallels between plain polynomial interpolation and interpolation in the limit of flat RBFs. The following definitions and relations are useful in this context.
A basis for A property that is connected with the distribution of the data points is polynomial unisolvency [24] . The following theorem gives necessary and sufficient conditions for unisolvency. The proof is straightforward and will not be given here. 
Corollary 3.1 If det(P ) = 0, then the nullspace of P describes all the possible ambiguities in the resulting interpolant of the specified form. 
, using a subset of the basis in P M,d corresponding to linearly independent columns in P . The degree of the minimal non-degenerate basis is M .
is unisolvent with respect to any set of N linearly independent polynomials from P K,d , then
there is a unique interpolating polynomial of degree K for any given data on the point set, 
Expansions of RBFs
The class of RBFs that we consider has expansions in r of type (3) . For one particular basis function in the linear combination forming the interpolant (1) we have
. . Viewing the RBF as a polynomial of infinite degree, we need to express the expansion in powers of x. We start with considering just one term. The coefficient of
If we collect all contributions with power j in x from the basis function we get
where if for example j = (1, 2, 2), the sum over m starts at is a certain system in how the coefficients are formed. For example, the coefficient of x j for any j with all even components only contain x k for with all even components. There is a decoupling of powers with different parity.
In the theorems, certain subsets of these coefficients are important. We need the matrices defined below, which consist of coefficients for powers with the same parity and with the total powers of x and x k both restricted to be ≤ K.
Definition 3.8 Let the elements of the matrix A p,K be defined by
where To illustrate what the definition leads to, we give two examples of index sets and matrices. The first example for the one dimensional case gives the matrices that were derived in [22] .
Example 3.3 In one space dimension, (7) is reduced to
For K = 5, we get I 0,5 = {(0), (2), (4)} and I 1,5 = {(1), (3), (5)}, leading to the matrices
In three space dimensions, (7) instead becomes 
The four corresponding matrices are 
Theorems concerning limits
Now we have enough background to state some theorems about interpolants in the limit ε → 0. We use the cases (i), (ii), and (iii) from Corollary 3.2 to categorize the data points and we require the RBF φ(r) to fulfill the following conditions:
(I) The Taylor expansion of φ(r) is of type (3).
(II) The matrix A in system (2) is non-singular in the interval 0 < ε ≤ R, for some R > 0.
(III) The matrices A p,J from Definition 3.8 are non-singular for 0 ≤ p ≤ d and 0 ≤ J ≤ K when the expansion coefficients for φ(r) are used.
Theorem 4.1 Consider the interpolation problem (1)-(2). If the node points {x i } are of type (i) and the RBF satisfies (I)-(III)
, then the limit of the RBF interpolant as the shape parameter ε → 0 is the unique interpolating polynomial P (x) of degree K to the given data. For ε > 0, the interpolant has the form
where p j (x) are polynomials of degree K +2j. If the data is such that P (x) becomes of degree K − Q then the interpolant takes the form
Theorem 4.2 Consider the interpolation problem (1)-(2). If the node points {x i } are of type (ii) and the RBF satisfies (I)-(III), then the limit of the RBF interpolant as the shape parameter ε → 0 is a polynomial P (x) of degree K that interpolates the given data. The exact polynomial depends on the choice of RBF. The form of the interpolant is the same as in the previous case and for low degree data, we get the same kind of change in the expansion.

Theorem 4.3 Consider the interpolation problem (1)-(2). If the node points {x i } are of type (iii) and the RBF satisfies (I)-(III), then the limit of the RBF interpolant as the shape parameter ε → 0, if it exists, is a polynomial P (x) of degree M that interpolates the given data. For ε > 0 the interpolant has the form
where p j (x) are polynomials of degree M + 2j. Remark: If we could discard the divergent terms, we would get a limit that makes sense also with the non-unisolvent point sets. This may be possible to achieve, at least in some cases, using the Contour-Padé approach described in [16] . Furthermore, in [21] , we conjectured that the divergent terms are always zero if the GA RBF is used. Schaback [23] showed that the limit when using GA RBFs is least in a certain sense. 
If the limit does not exist, i.e., there are divergent terms, the interpolant takes the form
s(x, ε) = ε −2z p z (x) + ε −2z+2 p z−1 (x) + · · · + ε −2 p 1 (x) + P (x) + O(ε 2 ),
Conjecture 4.1 Condition (III) holds for all commonly used RBFs such as MQ, IM, IQ and GA.
We have no proof for this except that we have found it to be true for all cases that we have been able to test. For basis functions that fail condition (III), it is hard to give any general guidelines as to what happens as the shape parameter ε → 0. The limit of the RBF interpolant may or may not exist and in general, the degree of the limit if it exists is different from what a basis function that fulfills the condition would give. This type of function seems to be less prone to divergence in non-unisolvent cases, but we have not found any other clear advantages so far.
Proofs
The proofs for the theorems are constructive in nature and give some insights that we can use in the discussion of errors in the following section. They are therefore presented here in quite a lot of detail. The approach is similar to the method used in [22] , but is here extended to any number of space dimensions.
General ingredients in the proofs
We consider the interpolation problem (1)- (2) with node points
From condition (I), the basis function φ(r) has an expansion in even powers of r. If we include a shape parameter ε, we have
Each entry in the matrix A of the system (2) can be expanded in even powers of ε as above. Condition (II) says that A is non-singular for an interval 0 < ε ≤ R. Since, for this range of ε-values, the system can be solved by Cramer's rule, each element in λ must be a rational function of ε 2 . This means that for some finite q we have
Let the discrete moments of λ r = (λ 1,r , . . . , λ N,r ) T be defined in the following way
If we pick N linearly independent polynomials p i (x) = x i and form a matrix T , where t ij = p j (x i ) (as for P in Theorem 3.1), in such a way that T is nonsingular, then
where σ r = (σ
T . When σ r is known, we can compute any other moment σ
Combining the two expansions (8) and (9) and inserting them into the form of the interpolant (1) yields
where
We need the coefficient of each polynomial term. If we use (5) as we did for (6) and also apply definition (10), we get
The highest degree terms that can contribute to P −q+s have |j| = 2s and we can express the polynomial as
Note that some of the terms with total power 2s are usually missing from the polynomial. In the expression this shows only through the fact that the sum over m is empty in those cases. A close inspection of the polynomial terms reveals that:
• The coefficients of x j in P −q+s , where 2s − |j| = J all involve the same discrete moments σ ( ) −q+r with 2r + | | = J.
• J = 0 corresponds to the highest order terms in each polynomial, J = 1 corresponds to the next to highest order terms in each polynomial, and so on for larger J.
• For each J the number of moments that are involved is finite, since r ≥ 0, | | ≥ 0, and 2r + | | = J. If we can compute these moments, we can also find the coefficients of the corresponding terms in every polynomial P −q+s . 
T and the corresponding vector p 1 0,4
T .
With the matrices from Definition 3.8 and the vectors defined above, we can form a sequence of systems of equations for the discrete moments,
where p and J have the same parity, 0
, and J = 0, 1, . . . , ∞. Since condition (III) holds for φ(r), all of the systems are nonsingular and we have a complete description of the relation between the discrete moments and the polynomials P −q+s . With knowledge of the polynomial coefficients, the systems in (15) can be used directly for determining the moments.
Following condition (II), there is a whole range of ε-values for which we get a well defined interpolant to the data. If we relate this to the expansion (13), we see that the polynomial multiplying ε 0 must interpolate the data and all other polynomials must be zero at the data locations. That is, we get the following conditions
interpolates the data at the N node points P j , j = K interpolate 0 at the N node points.
All of the above holds for each type of point set. In the following three subsections, we go through the specifics for each case.
Proof of Theorem 4.1
The point set is of type (i), meaning that the number of points equal N K,d for some K and the point set is unisolvent with respect to any basis in P K,d . Accordingly, relation (11) holds for the basis {x
i=1 . We know that the degree of P −q+s (x) is at most 2s. Because of the unisolvency, any polynomial with degree ≤ K that interpolates zero at N points must be identically zero. Following condition (16) , this includes at least the following polynomials
We can immediately go ahead and solve all systems in (15) with J ≤ K+1 2 − 1, since their right hand sides are all zero. Because the coefficient matrices are nonsingular, the solutions are that all involved σ i p,J = 0. Now, remember that the moments for J = 0 determine the highest order coefficients in each P −q+s . These will therefore all be zero, and the degree of every polynomial is reduced by one. This occurs again for every J and after K+1 2 steps we have that the degree of P −q+s is at most 2s − K+1 2 . That is, there are now more polynomials with degree lower than K, which have to be zero. In fact, if we take into account that the degree continues to be lowered by one for each new J, we finally get
The degree of P −q+K is K and we have a choice: either P −q+K = P K and interpolates the data or it is zero at N points. Assume that q > 0 so that P −q+K = P K . Then the polynomial is zero at the data points, which means that it must be identically zero and we can solve also the systems for J = K. If we look at the discrete moments that have then been determined, we find that
but then following (11), λ −q = 0 and we could have omitted that term in the expansion (9). We have a contradiction. We must have q = 0 and the expansion of the coefficients of the interpolant has the following form
As a byproduct this tells us that the smallest eigenvalue of A is of order ε 2K , since λ = A −1 f for any data vector f . This was proved by Schaback [23] and he also gives the magnitudes in ε for all of the eigenvalues. * Because the lower order polynomials are all forced to be zero by condition (16) , the interpolant becomes
Unisolvency ensures that P K is the unique interpolating polynomial to the given data. The
The data may be such that the interpolating polynomial P K becomes of degree K − Q. In this case, also the systems of equations for J = K, . . . , K + Q − 1 have zero right hand sides. This corresponds to a lowering of the degree of each polynomial by Q, i.e., P K+j has degree K + 2j − Q. Condition (16) holds for all the polynomials P K+j and if Q is large enough to bring the degree down to K or less for a polynomial, then that polynomial is zero. We get a modified expression for the interpolant
where r = 
Proof of Theorem 4.2
The point set is of type (ii), i.e., it is unisolvent, but the number of points does not coincide with the dimension of a polynomial space. We have N K−1,d < N < N K,d and we can choose N linearly independent polynomials such that (11) holds, for example {x
. There is no difference between this case and the previous in solving the systems in (15) for J = 0, . . . , K − 1. However, when we reach the final step, we need to make some further considerations.
P −q+K is a polynomial of degree K. It is either the interpolating polynomial or it is zero in N points. We again assume that q > 0 and that the polynomial interpolates zero, but this in itself is not enough to make it identically zero.
We proceed in the following way: First we look at the systems of equations for J = K. We can use the fact that P −q+s ≡ 0 for s < K to write the systems in block form
We then perform block Gaussian elimination on the systems to get
This operation is well defined, since A p,K−2 is nonsingular, and we also know that the whole system is nonsingular.
Then we can express any σ
−q with i > N in terms of σ
−q with i ≤ N through relation (12) . However, from the systems of equations with J < K, we have already determined that σ
. The total number of unknown moments σ
) highest order coefficients in P −q+K can be expressed as combinations of these moments and are hence not independent of each other. That is, the number of degrees of freedom in P −q+K is in fact
Again the assumption that q > 0 leads to a contradiction since then P −q+K = 0, σ −q = 0, and through (11) λ −q = 0. We must have q = 0. The polynomial P K (of degree K) is uniquely determined by the interpolation conditions. However, the proportions of the highest order coefficients with relation to each other depends on the coefficients a j for the chosen RBF. The arguments for the modified form of the interpolant when the data is of low degree are the same as in the previous case. 
First we perform Gaussian elimination on the larger system to reduce the number of unknowns. The resulting system is
6a 2 − a 2 1 a 0 2a 2 − a 2 1 a 0 2a 2 − a 2 1 a 0 6a 2 − a 2 1 a 0 σ (2,0) −q σ (0,2) −q ) = P −q+2 | x 2 P −q+2 | y 2 .
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Then we use (12) to express the higher moments in σ 
If we let σ (2,0)
−q = c 3 we can write down the exact form of the interpolating polynomial as
We have exactly 4 unknowns to be determined by the interpolation conditions. As can now be seen, a 0 , a 1 , and a 2 determine which polynomial we will get in the end. If we for example pick IQ, a 0 a 2 = a 2 1 = 1 and the polynomial becomes
which is in agreement with the result in Example 2.1.
Proof of Theorem 4.3
When the point set is non-unisolvent (of type (iii)), we have to pick a minimal non-degenerate basis in order to have relation (11) . Therefore, the degree of the basis is M instead of
. As an example, for points on the line x = y in two space dimensions, we can choose
The condition that a polynomial P −q+s is zero in N points no longer leads to that the polynomial is zero even if the degree is less than K. Since the problem is non-unisolvent, the polynomial can be zero at the data points, but still contain elements from the nullspace of the degree under consideration. The condition that a polynomial interpolates zero can be expressed as
where n s (x) is a nullspace polynomial of degree s. We have not shown yet that P −q+s is of degree s, but when we proceed with solving the sequence of systems (15), we can see that we get the same reduction of degree as in the unisolvent case. Going back to the example with the line x = y, we get nullspace polynomials n 1 (x) = α 11 (x − y), n 2 (x) = (α 21 + α 2x x + α 2y y)(x − y), . . . , n s (x) = p s−1 (x)(x − y), where p s−1 is an arbitrary polynomial of degree s − 1.
As in the unisolvent case, we solve the systems
for one J at a time. For a fixed J, we can collect the systems for different p and i into one big system
The matrix B is nonsingular, since it is block diagonal with nonsingular blocks A p,J . The right hand side contains coefficients from the different nullspace polynomials. We can describe the right hand side as a rectangular matrix C times a vector α containing the pertinent nullspace coefficients p = Cα.
Each nullspace part in the right hand side corresponds to a relation between the unknown moments. For example, α 2x (x 2 − xy) has the counterpart (σ (2,0) − σ (1,1) ) = 0. In matrix form, we express this as
Together, equations (17), (18) , and (19) define a new system of equations for α
The matrix C has full column rank and B is nonsingular. Therefore, the only solution is α = 0, leading to σ = 0. So far, we have exactly the same result as in the unisolvent case. However, we do not reach the point where assuming that P −q+s = P K leads to a contradiction until J = M , since the minimal nondegenerate basis is of order M and we need σ
Hence, we reach the conclusion that P −q+M = P K , q = M − K, and the coefficients λ take the form
Note that the condition number of the RBF interpolation matrix A is worse for nonunisolvent cases. It can be shown that the largest eigenvalue is N + O(ε 2 ) for any point distribution, whereas the order of the smallest eigenvalue depends on the degree of degeneracy of the point set.
After solving the systems for J ≤ M − 1, we have lowered the degree of each polynomial P −q+s by M . The first polynomial that still has degree ≥ 0 is P −q+
. If M is even it has degree 0, else the degree is 1. Each of the polynomials
, . . . , P K−1 may contain nullspace parts. However, there can be no nullspace part of lower degree than the first nonzero n s (x). If we denote this lowest possible nullspace degree by N 0 , then the number of polynomials that may be nonzero is reduced to z = M −N0 2
. The general form of the interpolant is
where the degree of P K−j is M − 2j and the divergent terms only contain polynomial parts that are in the nullspaces. Note that this is a worst case scenario. For example symmetries in the point set can reduce the number of nonzero terms further. However, there are certainly cases where this does not happen and then we get divergence in the interpolant as ε → 0. If the data is such that P K (x) is of degree M − Q, then we get Q extra systems of the type (20) . The degree of each divergent term is then reduced by Q and we get z =
for the possible number of divergent terms.
Example 5.3 We illustrate the non-unisolvent case, by going through Example 2.3. Six points are located on the line x = y. A minimal non-degenerate basis is
. The nullspaces are
Remember the condition P −q+s (x) = n s (x). The task here is to find out which of the coefficients in n s may be nonzero in the final interpolant. Solving the systems for J = 0, . . . , 4, we get for
The parts of the nullspace polynomials that are still undetermined and may appear in the interpolant are n 3 (x) = α 31 (x − y) and n 4 (x) = (α 41 + α 4x x + α 4y y + α 4x 2 x 2 + α 4xy xy + α 4y 2 y 2 )(x − y). This is as predicted in the theorem, since z = . The vectors with the unknown moments are
but since x k = y k , these two vectors are actually identical. The right hand sides are
but if the left hand sides of the two systems are identical, then the right hand sides must also be equal. This immediately gives us
Furthermore, we get some symmetry conditions for P K . We can proceed further by using the fact that σ
−q+1 and σ
−q . If we write down the reduced system of equations explicitly we have Finally, after going through J = 7, 8, and 9, we find that α 41 = 0 for all RBFs and the coefficients in P K = P 2 depend on six parameters, which are uniquely determined by the given data. The interpolant becomes
If the 3 × 3 upper part of the matrix is non-singular, we can express the moments in α 4x
where P 1 (x) = 0 for GA and BE RBFs, and So why is it that the GA interpolant does not diverge? This may seem like a coincidence, but we have seen the same behavior in every example we have studied and in our numerical experiments as well. In [21] we conjecture that the GA RBF never diverges and supply proofs for some special cases. Why the BE interpolant does not diverge is a slightly different story, which will be commented upon in the following section.
Explanations and discussion
We have already looked at Examples 2.1 and 2.3 in connection with the proofs. Example 2.4 is the unisolvent case with N = N 2,2 = 6. Except for the BE RBF, the results are as predicted by Theorem 4.1. For further discussion of the BE RBF, see subsection 6.3.
Example 2.2
The point set is non-unisolvent and the points are located on the parabola y = x 2 . A minimal non-degenerate basis is {1, x, y, xy, y 2 , x 3 }, meaning that M = 3. The lowest degree nullspace is n 2 (x) = α 1 (y − x 2 ) and z = M −N 0 2 = 0. There can be no divergent terms, but the limit does depend on the RBF.
If we use more points on a parabola, we do get divergence. The first divergent case is for N = 8 points with a term of order ε −2 [21] . In this case M = 4 and N 0 = 2 leading to z = 1. Accordingly, the worst case actually occurs here.
Example 2.5
Somewhat unexpectedly, we get the same result for all RBFs in this case, even though the points are on circle and we do have a nullspace. The equation for the circle is (x − 
The relative size of the two coefficients in P −q+3 = P K does not depend on the RBF because of the way the moments cancelled each other out in the first (homogeneous) equation. The fact that the points are on a circle lead to the same type of relation between the moments and subsequent cancellations in all systems where the coefficients of the limit interpolant are present and the final form of the polynomial is
The six unknown parameters in the polynomial are the same for all RBFs and are uniquely determined by the given data. The result is s 1 = s 6 = In all the experiments we have done, we have never managed to get divergence, or even different limits for different RBFs, for points on any circle. We believe this is exactly because of the cancellation property of the moments. There may be divergence for larger number of points, but our guess is that the result holds independently of N .
The BE RBF and other special functions
In Example 2.4 all RBFs except the BE RBF have the same limit, which is the unique interpolating polynomial of degree two. The reason for the deviant behavior is that the expansion coefficients of the BE RBF do not fulfill the non-singularity condition (III).
Conjecture 6.1 All matrices A p,K with K > 1 are singular for the expansion coefficients of the BE RBF.
There is (at least) one function with this property in all even dimensions and some odd dimensions. Table 4 shows some of the functions. Some properties that these special functions have in common are
• They seem to fail the conditions det(A p,K ) = 0 for K > 1.
• They are the lowest radial eigenmodes that are bounded at the origin of the Laplacian in d dimensions. The equation they solve is • They have compact support in the Fourier domain.
Using these functions as RBFs in the dimension where they are special does not seem to be a good idea, at least not for smooth data, since the results are not very accurate. However, the special functions do seem less prone to divergence for non-unisolvent point sets. They can be used in a lower dimension (except for cos(r)) and give results similar to other RBFs. However, at least in dimensions higher than d these functions may lead to singular RBF matrices, which is not a very desirable property.
7 The principle behind errors and optimal shape parameter values for smooth functions x − x k measures the point density in Ω, the domain under consideration. For smooth data functions and smooth RBFs the convergence is spectral in h [25, 19, 20, 17] . The dependence on the shape parameter ε has been less studied. Madych [19] gives an error bound proportional to λ 1/(hε) for ε in the range 1/a ≤ ε ≤ 1, where a is the diameter of Ω and 0 < λ < 1. Cheng et al. [26] found through numerical experiments that the error behaves as λ
. Several other authors have noted that the quality of the solution depends strongly on the shape parameter and that there is an optimal shape parameter value, which depends on the function to be interpolated, the node points, the RBF, and the machine precision, see e.g. [27, 28, 29] . Different methods to locate the optimal shape parameter are also proposed in these articles.
However, in many cases, it is not possible to compute the solution at the best ε-value directly in finite precision arithmetic due to the severe ill-conditioning of the RBF interpolation matrix. This is illustrated by the uncertainty principle of Wu and Schaback [30] , which says that the attainable error and the condition number of the RBF interpolation matrix cannot both be small at the same time. The condition number grows both with decreasing h and decreasing ε.
A method which circumvents the ill-conditioning and makes it possible to solve the RBF interpolation problem for any value of the shape parameter ε for point sets of moderate size was recently developed [16] . When we started to do experiments with the method and computing solutions for very small values of the shape parameter, we found that for smooth functions, the error often has a minimum for some small non-zero value of ε. This behavior is not limited to the interpolation problem, but shows also for example when solving PDEs using RBF collocation methods [11] . Examples of typical error curves can be seen in Figure 1 . This is not an artifact of the solution method. It is the actual behavior of the error. In the following subsections, we look at which parameters determine the optimal shape parameter values (and the overall ε-dependence in the error), using the techniques from the proofs in Section 5. We are able to give a reasonable description of the behavior for small ε, a region which has until recently been very little explored. First we discuss the error in general. Then we consider the one-dimensional and two-dimensional cases, and finally we take a quick look at the special case of polynomial data.
General properties
We consider problems with unisolvent point sets, where we want to find an interpolant to a smooth multivariate function f (x). In order to express the error in a useful way, we use Taylor expansions of both the function and the RBF interpolant around x = 0. For the function, using multi-index notation, we get
For the interpolant, we use the expansion from Theorem 4.1,
where, using that the degree of P K+m is K + 2m,
The polynomial P K (x) is the unique interpolating polynomial of degree K for the data given at N = N K,d node points. If we let P K (x) = j∈J K p j x j , the following holds for s j (ε):
The error in the interpolant can be expressed as an infinite expansion in powers of x by combining (21) and (22),
If we study the error expansion, there are a few things we can say in general
• The error is zero for all x if and only if s j (ε) = f j for all j.This happens exactly if
the error is zero for ε = 0.
• If none of the situations above apply, each term in the error expansion has an optimal value of ε, for which it is minimized. These ε may all be different, but there will still be one or more global minima for which we get the overall best solution.
• If f (x) is smooth with a convergent Taylor series in the domain of interest and if ε is small enough for the expansion of s(x, ε) to converge, then the error expansion is convergent and truncation of the sum gives an approximation of the error.
• The error is (always) exactly zero at the N collocation points, because of the interpolation conditions.
Remark: The notion of ε being small enough has to do with the convergence radius R of the expansion (8) . We need to have ε 2 r 2 k < R, for all r k . The radius is R = 1 for MQ, IM, and IQ, whereas for GA we have an infinite radius of convergence.
Under the assumption that the f j decay rapidly and that ε is small, we can write down a series of approximate error expansionsẽ r (x, ε), where all terms of order up to ε 2r from the interpolant and the corresponding f j are included. Let P K+1 = j∈J K+2 q j x j and let
Then the approximations of order ε 2 and ε 4 arẽ
In the two following subsections, these approximations are tested against the actual computed errors to see if they are accurate enough to describe the true behavior of the error.
The one dimensional case
For ease of discussion, consider a problem in one dimension. The exact error is exactly zero at the node points. The approximate errorsẽ r are not exactly zero at the node points, but if the discarded f j are small enough, the difference is negligible. Assuming this, the approximate error (26) is a polynomial of degree K + 2 = N + 1, which is zero at the N node points and can be writteñ
By identifying the right hand side in (28) with expansion (26), we find that
The same approach for expansion (27) yields
From equations (28) and (31) 
where Stirling's formula for the factorial was used for the final approximation. This part alone corresponds to a spectral rate of convergence. By choosing ε such that the coefficients a and b, or a, b, c , and d are minimized, the error can be reduced even further. The more rapid the decay of f j is, the smaller the optimal value of ε becomes, as will be illustrated in more detail in an example. Note that if the data is polynomial of degree ≤ K, all f j with |j| > K are zero, and the optimal value of the shape parameter is ε = 0, giving the exact solution. Figures 1 and 2 show the exact and approximate errors in maximum norm for the two functions
The data points are unevenly distributed throughout the interval [−1, 1] and the error, 1] e(x, ε), is evaluated using a fine uniform point distribution. The errors given by the approximations e r agree very well with the exact errors. Accordingly, it is reasonable to use the approximations to explain the error curves. The order of the approximation needs to be increased with N in order to get good agreement all the way up to the radius of convergence. This is not unexpected, since for larger N , the error is smaller, and smaller terms become relatively more significant. With the length of the interval being a = 2, we can not expect the approximations to converge for ε > 1/2 in the case of MQ RBFs. For GA RBFs, even if the radius of convergence is infinite, the number of terms that are needed for large values of ε grows fast and we only show results for ε ≤ 1. The ε-dependence in the approximate error curves comes from the coefficients a, b, . . . , but is somewhat influenced by the placement of the node points. For most of the error curves there are clear optima. In order to see exactly where and how these optima arise, we go through an example in detail.
Example 7.1 Consider a one-dimensional problem with N = 4 distinct points x j , j = 1, . . . , 4. The interpolating polynomial P K = P 3 has degree 3. We can use {1, x, x 2 , x 3 } as a basis, meaning that any moment σ (j) with j > 3 can be expressed in moments with j ≤ 3 using relation (12) . As a first step, we compute the polynomials P 4 and P 5 expressed in the coefficients of P 3 . In order to do this, we use the systems (15) , but add extra equations for the higher polynomial coefficients. The systems for J = 3 and J = 4 are 
Together with the requirement that P 4 (x j ) = 0, j = 1, . . . , 4, we can determine all of the coefficients q j , j = 0, . . . , 5 using these equations. Similarly, P 5 (x j ) = 0 together with the systems for J = 5 and J = 6 below determines P 5 (x) completely. 
leading to the optimal ε-value
• The optimal ε-value depends on the decay rate of the Taylor expansion of the function under consideration. A function with a faster decay has a smaller optimal value. This can be seen in the following way: A function with a rapidly decaying Taylor series is close to its interpolating polynomial. Only a small correction to the limit interpolant at ε = 0 is needed.
• Starting at a large ε-value, the error decreases rapidly as ε becomes smaller. The rate of decrease is higher for larger N . From ε = 1 down to just before the optimal value, we can confirm the result of [26] that the error curve behaves as C exp(c/ √ ε), where C and c < 0 may depend on N , but not ε. After the optimal ε-value, the error increases a little bit and levels out at the polynomial interpolation error (since the ε = 0 limit gives the interpolating polynomial).
Note that the decay rate is not the only property of the Taylor expansion that has an influence on the error. In the example above, for a function where f j and f j+2 have the same sign, the optimal ε on the real axis is ε = 0 (which does not give the exact solution). In these cases, the true optimum is actually on the imaginary axis, ε = iα. Normally, only real values of the shape parameter are used in RBF interpolation, since non-singularity of the coefficient matrix A in (2) cannot be guaranteed otherwise. However, with the ContourPadé algorithm [16] we can safely compute for whole regions in the complex ε-plane and have actually observed this.
The two-dimensional case
In two space dimensions (or more) we do not get the simple factorization of the error approximations into two parts that we had in one dimension. The error is still zero at all node points, but there is no simple way to express this in general. However, if we consider the approximations (26) and (27) , we can instead see it in the following way: All coefficients in the polynomial with |j| > K depend on ε and the function that is being approximated. By an appropriate choice of the shape parameter, these can be made as small as possible. The other coefficients with |j| ≤ K are determined by the condition e(x k , ε) = 0, k = 1, . . . , N . In the same way as for the one-dimensional case, we can go through an example to see exactly how the optimal ε-value depends on the highest order coefficients inẽ 1 (x, ε) and what the error curves look like. For all the coefficients of the third order terms, the optimal ε is either at ε = 0 or on the imaginary axis in the ε-plane. The fourth order terms have optima on the real axis given by The approximate error e 1 (x, ε) for N = 6 is shown in Figure 4 The example shows that the situation is much more complicated in two (and more) space dimensions. For each individual term, the best ε is governed by the decay rate of the Taylor expansion of the solution function, but many different terms contribute to the error and it is hard to make them all small at the same time. Still, there is usually a best choice of shape parameter. Exactly where the optimum is located depends on a compound function of decay rates of the coefficients in the Taylor expansion and also, to a larger extent than in 1D, on the placement of the node points.
However, the general properties given for the one-dimensional case in the previous subsection hold also for two and more dimensions. As can be seen in the right part of Figure 4 , the error curves are very similar to those obtained for the one-dimensional problems.
The polynomial case
As mentioned previously in Section 7.1 and implicitly in Theorem 4.1, ε = 0 leads to the exact solution if the given data is polynomial and of degree ≤ K. If the data has degree K − Q, then the error is of order ε 2 Q 2 +2 . This is illustrated in Figure 5 for the functions 
Conclusions
In this paper, we have studied RBF interpolation of smooth functions. We have focussed on the limit of nearly flat RBFs and given explicit expressions for the form of the (multivariate) interpolants in the limit region in terms of the shape parameter. In order for the limits to have the given form, the RBF must fulfill certain criteria, but as far as we can determine, these criteria hold for all of the standard RBFs in use.
