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Luku 1
Johdanto
Tämän tutkielman tavoitteena on määritellä malliteoreettiset käsitteet interpolaatio ja
määriteltävyys missä tahansa logiikassa L sekä yhdistää nämä yhdensuuntaisten funk-
tioiden olemassaoloon kyseisessä logiikassa. Pohjatekstinä ja päälähteenä tutkielmassa on
käytetty Erich Grädelin artikkelia Deﬁnability on Finite Structures and the Existence of
One-Way Functions, joka julkaistiin ensimmäisen kerran lehdessä Methods of Logic in
Computer Science vuonna 1994.
Craigin interpolaatiolause sekä sen seuraus, Bethin määriteltävyyslause, ovat malliteo-
rian klassisia tuloksia. Craigin interpolaatiolauseeksi kutsutaan William Craigin todista-
maa tulosta, että ensimmäisen kertaluvun logiikalla FO on nk. interpolaatio-ominaisuus:
mikäli logiikan L lause ψ on L-lauseen ϕ looginen seuraus (merkitään ϕ  ψ), löytyy
L-lause χ, interpolantti, joka käyttää symboleinaan ainoastaan lauseiden ϕ ja ψ yhteisiä
symboleja sekä toteuttaa ehdot ϕ  χ ja χ  ψ. Bethin määriteltävyyslauseeksi vas-
taavasti kutsutaan Evert Willem Bethin FO:lle todistamaa määriteltävyysominaisuutta:
mikäli jokin relaatio R voidaan määritellä implisiittisesti logiikan L lauseella ϕ(R), on se
myös mahdollista määritellä eksplisiittisesti logiikan L lauseella ϕ′. Vaikka Craig ja Beth
molemmat todistivat ominaisuudet vain FO:lle, kutsutaan joskus myös yllä esitettyjä ab-
straktimpia määritelmiä Craigin ja Bethin ominaisuuksiksi.
Vaikka FO:lla on sekä interpolaatio- että Bethin ominaisuus, rikkoutuvat molemmat,
kun rajoitutaan tarkastelemaan pelkkiä äärellisiä malleja. Interpolaatio- ja Bethin omi-
naisuuksien pätemistä erinäisille logiikoille on tutkittu laajasti, mutta iso osa tästä tut-
kimuksesta on koskenut tilannetta mielivaltaisten mallien kohdalla, mistä ei voi päätel-
lä mitään tilanteesta, jossa rajoitutaan pelkkiin äärellisiin malleihin. Tässä tutkielmassa
osoitamme kuitenkin, että esimerkiksi logiikalla Lω1ω on molemmat ominaisuudet myös
rajoituttaessa äärellisiin malleihin. Kiinnostus äärellisiin malleihin rajoittumiseen johtuu
niiden vahvasta yhteydestä vaativuusteoriaan sekä tietojenkäsittelytieteeseen; esimerkiksi
päätösongelma voidaan tulkita joukoksi tietyn aakkoston äärellisiä malleja.
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Craigin ja Bethin ominaisuuksien lisäksi pääpaino tutkielmassa on yhdensuuntaisissa
funktioissa ja niiden olemassaolossa. Yhdensuuntaisella funktiolla tarkoitetaan kuvausta,
joka on helppo laskea, mutta käänteisen suunnan laskeminen on erittäin vaikeaa, ellei mah-
dotonta. Yhdensuuntaisten funktioiden tärkeimpiä käyttökohteita ovat erilaiset salaukset,
joita käytetään esimerkiksi tietoliikenteessä.
Yhdensuuntaiset funktiot yleisesti ovat yksi kryptologian tärkeimpiä tutkimuskohtei-
ta. Vaativuusteoreettiselta kannalta tilanne on kuitenkin hankala, sillä tutkimus perustuu
suurelta osin vaativuusteoreettisiin oletuksiin, joita ei ole todennettu. Grädelin tarkoituk-
sena artikkelissaan onkin ollut päästä käsiksi käsitteisiin, joita voi tarkastella laajemmalla
tasolla. Vaativuusteoriassa funktion laskettavuutta tutkitaan yleensä Turingin koneiden
avulla: funktio on laskettavissa polynomisessa ajassa, mikäli f :n määrittelyjoukko on vaa-
tivuusluokassa P ja löytyy Turingin kone, joka saadessaan syötteenä x:n laskee f(x):n
polynomisessa ajassa ja hyväksyy, tai, mikäli syöte ei kuulu laskettavan funktion f mää-
rittelyjoukkoon, joko hylkää syötteen tai siirtyy päättymättömään silmukkaan. Hiukan
vapaampi määritelmä saadaan, kun ei välitetä siitä, mitä kone tekee kohdatessaan syöt-
teen, joka ei kuulu f :n määrittelyjoukkoon. Vastaavasti saamme tiukemman määritelmän,
kun vaadimme lisäksi, että myös funktion f kuva kuuluu vaativuusluokkaan P.
Edellä esitetty määritelmä rajoittuu tilanteeseen, jossa tarkastellaan vaativuusluokkaa
P. Grädel esittelee artikkelissaan vastaavanlaiset määritelmät yleisemmin mille tahansa
vaativuusluokalle C, jonka tavoittaa jokin logiikka L. Toisin kuin Grädel, käytämme tässä
tutkielmassa kuitenkin C-laskettavan kyselyn sijasta käsitettä L-laskettava. Esittelemme
(heikosti, vahvasti) L-laskettavat, -kääntyvät ja -yhdensuuntaiset kyselyt, sekä todistam-
me lopuksi muutamia yhteyksiä logiikan interpolaatio- ja Bethin ominaisuuksien sekä
yhdensuuntaisten funktioiden olemassaolon välillä kyseisessä logiikassa rajoituttaessa ää-
rellisiin malleihin.
Luvussa 2 esittelemme tutkielman kannalta tärkeitä esitietoja sekä muutamia käsittei-
tä, jotka eivät muuten suoraan liity aiheeseen, mutta joita tarvitsemme tärkeiden lausei-
den todistuksissa. Luvussa 3 esittelemme Boolen algebrat ja todistamme heikon version
Stonen esityslauseesta. Luvussa 4 esittelemme tarkemmin interpolaatio-ominaisuuden, to-
distamme Craigin lauseen sekä tarkastelemme hieman tilannetta, jossa logiikassa L rajoi-
tutaan äärellisiin malleihin. Luvussa 5 tehdään vastaavat tarkastelut Bethin ominaisuu-
delle. Luvussa 6 esittelemme käsitteen kysely, sekä määrittelemme L-laskettavat kyselyt.
Viimeisessä luvussa todistamme tutkielman päätulokset, jotka koskevat yhteyksiä yhden-
suuntaisten funktioiden olemassaolon logiikassa L sekä interpolaatio- ja Bethin ominai-
suuksien toimimisen välillä logiikassa L.
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Luku 2
Alustus
Tässä luvussa esittelemme määritelmiä ja käsitteitä, joita tulemme käyttämään tässä tut-
kielmassa. Esittelemme käsitteet melko suurpiirteisesti olettaen, että ne ovat lukijalle jo
ennestään tuttuja. Lisäksi esittelemme joitakin yleisesti tunnettuja tuloksia, joita tarvit-
semme tässä tutkielmassa, mutta jotka jätämme todistamatta.
Luvussa on pääasiassa käytetty lähteitä Luosto (2010), Grädel (1994) ja Väänänen
(2010). Logiikan määritelmä on kuitenkin lainattu Luostolta (1990), ja Ehrenfeuchtin
peliin liittyvien käsitteiden yhteydessä lähteenä on ollut Luoston (2010) lisäksi Ebbinghaus
& Flum (1995), ja käsiteen ≤∃ sekä elementaarisen laajennoksen määritelmät on lainattu
Hodgesilta (1997).
Määritelmä 2.1. Olkoon n ∈ N luonnollinen luku. Määritellään n-paikkainen relaatio R
tarkoittamaan mitä tahansa joukkoa järjestettyjä n-jonoja. Joukon X n-paikkaiseksi funk-
tioksi kutsutaan n+1-paikkaista relaatiota f = {((x0, . . . , xn−1), f(x0, . . . , xn−1))|x0, . . . , xn−1 ∈
X}, missä f(x0, . . . , xn−1) on funktion f arvo pisteessä (x0, . . . , xn−1). Funktio f on siis
kuvaus f : Xn → X.
Määritelmä 2.2. Symboleiksi kutsutaan vakio-, relaatio-, ja funktiosymboleita. Jokai-
sella relaatiosymbolilla R ja funktiosymbolilla f on paikkaluku n ∈ N jota merkitään
n = #(R) ja n = #(f), vastaavasti. Täydellisyyden vuoksi sovitaan vakiosymbolin c
paikkaluvuksi #(c) = 0.
Määritelmä 2.3. Aakkostoksi kutsutaan symboleiden joukkoa eli joukkoa σ = {P1, . . . , Pr,
f1, . . . , fs, x1, . . . , xt}. Aakkoston vakiosymboleiden joukkoa merkitään Con(σ):lla, relaa-
tiosymboleiden joukkoa Rel(σ):lla ja funktiosymboleiden joukkoa Fun(σ):lla.
Määritelmä 2.4. Aakkoston σ malli B koostuu universumista B, B 6= ∅, sekä funktios-
ta T, jonka voi ajatella antavan tulkinnan jokaiselle aakkoston σ symbolille. Mallin B
aakkostoa merkitään dom(B). Symbolin X tulkintaa merkitään T(X) = XB. Symbolin
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tyyppi määrittää tulkinnan tyypin, ja tulkinnoilla on sama paikkaluku kuin symboleilla it-
sellään. Kaikkien σ-mallien luokkaa merkitään Str(σ):lla ja kaikkien äärellisten σ-mallien
luokkaa Fin(σ):lla. Mikäli σ ⊆ σ′ ja B on σ′-malli, niin σ -rajoittumaksi B|σ kutsu-
taan σ-mallia, joka saadaan jättämällä mallista B pois kaikki symbolien tulkinnat, jotka
puuttuvat σ:sta.
Tässä tutkielmassa käytetyt aakkostot ja mallit ovat oletusarvoisesti äärellisiä, ja mal-
lien universumit koostuvat alkioista {0, . . . , n− 1}, missä n ∈ N.
Nyt olemme määritelleet tarvitsemamme käsitteet logiikan määrittelemiseksi.
Määritelmä 2.5. Logiikaksi kutsutaan seuraavat ehdot täyttävää paria L = (T, |=): T
on luokkakuvaus, jonka lähtöarvot ovat logiikan L lauseita, joille kuvaus T määrittää
aakkoston; relaatio |= on totuusrelaatio, joka on luokkakuvaus mallien ja lauseiden välillä.
Lisäksi seuraavat ehdot ovat voimassa:
1. A |= ϕ, jos ja vain jos T (ϕ) ⊂ dom(A) ja A  T (ϕ) |= ϕ.
2. (Isomorﬁa-aksiooma) Jos B ∼= A ja A |= ϕ, niin B |= ϕ.
3. (Nimienvaihtoaksiooma) Olkoon f : τ → σ nimienvaihtokuvaus ja ϕ logiikan L
lause, jolle pätee τ = T (ϕ). Tällöin on olemassa sellainen logiikan L lause ϕ∗, että
T (ϕ∗) = σ ja jokaiselle τ -mallille A pätee
A |= ϕ, jos ja vain jos A ◦ f−1 |= ϕ∗.
Lisäksi, kun τ on aakkosto, merkitsemme L[τ ] = {ϕ | τ ⊃ T (ϕ)}.
Lukemisen helpottamiseksi määritämme logiikan yleensä vain lauseidensa kautta, ts.
kirjoitamme (T,):n sijaan ainoastaan L.
Seuraavaksi esittelemme Ehrenfeuchtin pelin sekä joitain siihen liittyviä käsitteitä.
Peliä hyödynnetään tässä tutkielmassa ainoastaan todistettaessa eräitä väitteitä, joten
jätämme aiheen tarkastelun melko lyhyeksi.
Huomautus 2.6. Kun f on osittainen kuvaus, joka kuvaa alkiot ci alkioille di kun 1 ≤
i ≤ n ja n on jokin luonnollinen luku, kirjoitamme v1v2 · · · vi 7→ d1d2 · · · di puhuessamme
kuvauksesta f .
Määritelmä 2.7. Ehrenfeuchtin peli. Olkoon A ja B aakkoston σ malleja, a ∈ An ja
b ∈ Bn, missä n ∈ N. Ehrenfeuchtin peliksi EFm(A, a,B, b) kutsutaan peliä, jota pelaavat
kaksi ottelijaa, Akseli ("∀") ja Elina ("∃"). Akseli aloittaa jokaisen kierroksen valitsemalla
joko mallin A tai mallin B, sekä jonkin alkion kyseisestä mallista. Elina vastaa Akselin
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siirtoon valitsemalla jonkin alkion jäljelle jääneestä mallista. Peliä jatketaan m ∈ N kier-
roksen ajan. Mikäli lopputuloksena saatu n + m:n alkion kuvaus av1 · · · vm 7→ bu1 · · ·um
muodostaa osittaisen isomorﬁan mallien A ja B välille, ts. mikäli Elina on onnistunut
löytämään jokaiselle Akselin valinnalle vastavalinnan, joka säilyttää isomorﬁan ehdot,
sanotaan, että Elina voittaa ottelun ; muussa tapauksessa sanotaan, että Akseli voittaa
ottelun. Pelaajalla sanotaan olevan voittostrategia tai hänen sanotaan voittavan pelin
EFm(A, a,B, b) mikäli tämän on mahdollista voittaa jokainen ottelu vastapuolen valin-
noista riippumatta.
Seuraavassa määritelmässä esiteltyjen käsitteiden on tarkoitus kuvata alkion a peli-
teoreettisia ominaisuuksia missä tahansa pelissä EFm(A, a,B, b), missä B on jokin A:n
kanssa samanaakkostoinen malli ja b mielivaltainen alkio B:stä.
Määritelmä 2.8. Olkoon v = v1, . . . , vn. Määritellään
ϕ0a(v) =
∧{ϕ(v) | ϕ on atomilause tai sellaisen negaatio, ja A  ϕ[a]},
ja kun m > 0,
ϕma (v) =
∧
a∈A ∃vs+1ϕm−1aa (v, vs+1) ∧ ∀vs+1
∨
a∈A ϕ
m−1
aa (v, vs+1).
Mikäli malli A ei käy asiayhteydestä ilmi, voidaan kirjoittaa myös ϕmA,a(v). Ylläolevas-
sa määritelmässä mallin A aakkoston oletetaan olevan relationaalinen. Tilanteessa m = 0
ylläoleva kaava ilmaisee a ∈ A:n määrittämän alistruktuurin isomorﬁsmityypin, ja kun
m > 0 se kertoo, mihin isomorﬁsmityyppeihin jono a voidaan laajentaa lisäämällä m al-
kiota. Kaavaa ϕma kutsutaan alkion a ∈ A m-isomorﬁatyypiksi (tai m-Hintikka-kaavaksi ).
Kaava ϕma (v) on määritelty siten, että seuraava pätee:
B  ϕma [b]⇐⇒ Elina voittaa pelin EFm(A, a,B, b).
Todistetaan tämä väite:
Lause 2.9. Mille tahansa mallille B ja alkiolle b = b1 · · · bn ∈ B pätee:
B  ϕma [b]⇐⇒ Elina voittaa pelin EFm(A, a,B, b).
Todistus. Todistetaan väite induktiolla m:n suhteen. Kun m = 0:
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Elina voittaa pelin EF0(A, a,B, b)
⇔ a 7→ b ∈ Part(A,B) (määritelmä)
⇔ B  ϕ0a[b] (selvä).
Kun m > 0:
Elina voittaa pelin EFm(A, a,B, b)
⇔ jokaiselle alkiolle a ∈ A löytyy alkio b ∈ B, jolla Elina voittaa pelin
EFm−1(A, aa,B, bb), ja vastaavasti jokaiselle alkiolle b ∈ B löytyy alkio
a ∈ A, jolla Elina voittaa pelin EFm−1(A, aa,B, bb)
⇔ jokaiselle alkiolle a ∈ A löytyy alkio b ∈ B joka toteuttaa ehdon B 
ϕm−1aa [bb], ja vastaavasti jokaiselle alkiolle b ∈ B löytyy alkio a ∈ A joka
toteuttaa ehdon B  ϕm−1aa [bb] (induktio-oletus)
⇔ B  ∧a∈A ∃vs+1ϕm−1aa (v, vs+1) ∧ ∀vs+1∨a∈A ϕm−1aa (v, vs+1)
⇔ B  ϕma (v1, . . . , vn).
Määritelmä 2.10. Olkoot mallit A ja B aakkoston σ malleja. Kutsumme eksistentiaa-
lisiksi lauseiksi sellaisia FO:n lauseita, joiden muodostamisessa on käytetty ainoastaan
kvantiﬁoimattomia kaavoja sekä symboleita ∨, ∧ ja ∃. Mikäli kaikille eksistentiaalisille
lauseille ϕ pätee, että jos A  ϕ, niin B  ϕ, merkitsemme A ≤∃ B.
Määritelmä 2.11. Olkoon σ aakkosto, A ja B σ-malleja ja f : A → B homomorﬁsmi.
Mikäli f säilyttää kaikkien FO:n kaavojen totuusarvot, sanomme, että f on elementaari-
nen upotus. Jos A ⊆ B ja inkluusiokuvaus on elementaarinen upotus, sanomme että B
on A:n elementaarinen laajennos ja merkitsemme A  B.
Määritelmä 2.12. Aakkoston σ mallit A ja B ovat kvanttoriasteeseen k ∈ N saakka
ekvivalentteja, A ≡k B, jos kaikille ensimmäisen kertaluvun logiikan FO ja aakkoston σ
lauseille ϕ, joiden kvanttoriaste qr(ϕ) ≤ k, pätee A  ϕ, jos ja vain jos B  ϕ. Mallit
A ja B ovat elementaarisesti ekvivalentit, merkitään A ≡ B, mikäli ehto A ≡k B pätee
jokaisella k ∈ N.
Seuraavaksi esittelemme osittaiset isomorﬁat asteeseen k saakka. Jätämme kuiten-
kin määritelmän varsin pintapuoliseksi. Syvällisempi katsaus aiheeseen löytyy esimerkiksi
Luostolta (2010).
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Määritelmä 2.13. Aakkoston σ mallit A ja B ovat osittaisesti isomorﬁsia asteeseen
k ∈ N saakka, A ∼=k B, jos on olemassa sellainen epätyhjien osittaisten isomorﬁsmien
joukkojen jono (I0, . . . , Ik), Ii ⊂ Part(A,B), i ∈ {0, . . . , k}, jossa jokainen osittainen
isomorﬁsmi p ∈ Ii+1, missä i ∈ {0, . . . , k − 1}, laajenee edestakaisesti joukkoon Ii.
Osittaisilla isomorﬁoilla sekä kvanttoriasteeseen k saakka ekvivalenteilla malleilla on
yhteys Ehrenfeuchtin peliin. Tämän tutkielman tarkoituksena ei kuitenkaan ole syventyä
tarkemmin Ehrenfeuchtin peliin, joten kiinnostunut lukija voi etsiä tutkielman lähteistä
syvällisempää luotausta aiheeseen. Esittelemme kuitenkin, ilman todistusta, seuraavan
oleellisen yhteyden:
Lause 2.14. Seuraavat ehdot ovat yhtäpitäviä:
1. Elina voittaa pelin EFk(A,B).
2. A ∼=k B.
3. A ≡k B.
Ekvivalenssi kohtien 2 ja 3 välillä tunnetaan myös nimellä Fraïssén lause, ja ekvi-
valenssi kohtien 1 ja 2 välillä on seuraus nk. Ehrenfeuchtin lauseesta. Ehrenfeuchtin ja
Fraïssén lauseet ovatkin käytännössä saman asian erilaisia esityksiä. Tästä yhteydestä
johtuen usein puhutaankin Ehrenfeuchtin ja Fraïssén pelistä Ehrenfeuchtin pelin sijaan.
Ranskankielisessä kirjallisuudessa puolestaan käytetään usein termiä Fraïssén ja Ehren-
feuchtin peli.
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Luku 3
Boolen algebrat
Boolen algebrat ovat alunperin George Boolen vuonna 1854 esittelemiä struktuureita,
joille Edward Huntington esitti ensimmäisen kerran algebrallisen muotoilun vuonna 1904.
Boolella oli ideansa taustalla kaksi ajatusta. Toinen oli halu muotoilla malli esittämään
klassista propositiologiikkaa, minkä seurauksena hän kehitti kahden alkion Boolen al-
gebran {0, 1}: 0 vastaa totuusarvoa epätosi ja 1 tosi, ja operaatioina toimivat loogiset
operaatiot konjunktio, disjunktio ja negaatio. Toinen ajatus oli "luokkien algebra", mis-
sä operaatioina toimivat yhdiste, leikkaus ja komplementti. Potenssijoukkojen kohdalla
tämä on esitetty esimerkissä 3.2.
Vasta paljon myöhemmin todistettiin, että yllä esitetyt muotoilut todella antavat täy-
dellisen aksiomatisoinnin esittämilleen käsitteille: vuonna 1921 Emil Post esitti todistuk-
sen propositiologiikan täydellisyyslauseelle, mistä seuraa, että jokainen validi identiteetti
kahden alkion Boolen algebrassa on johdettavissa Boolen aksioomista, ja Marshall Sto-
nen vuonna 1936 esittämä Stonen esityslause todistaa, että jokainen Boolen algebra on
isomorﬁnen jonkin joukkojen algebran kanssa.
Tässä tutkielmassa emme erityisesti käsittele kahden alkion Boolen algebraa, ja Stonen
esityslauseesta esittelemme ainoastaan heikomman version, jossa osoitetaan, että äärelli-
set Boolen algebrat ovat isomorﬁsia potenssijoukkoalgebrojen kanssa. Täydellisen Stonen
esityslauseen todistus on huomattavasti monimutkaisempi, ja sen muotoilussa tarvitaan
muun muassa ultraﬁlttereitä. Tämän tutkielman tarpeisiin heikko versio on kuitenkin
täysin riittävä.
Luvun lähteenä on käytetty Koppelbergiä (1995).
Määritelmä 3.1. Boolen algebraksi kutsutaan mallia (A,+, ·,−, 0, 1) jossa on kaksi-
paikkaiset relaatiot + ja ·, yksipaikkainen relaatio − ja kaksi erillistä alkiota 0 ja 1, jotka
toteuttavat seuraavat aksioomat kaikilla alkioilla x, y ja z joukossa A:
(B1) x+ (y + z) = (x+ y) + z, (B1') x · (y · z) = (x · y) · z
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(B2) x+ y = y + x, (B2') x · y = y · x,
(B3) x+ (x · y) = x, (B3') x · (x+ y) = x,
(B4) x · (y + z) = (x · y) + (x · z), (B4') x+ (y · z) = (x+ y) · (x+ z),
(B5) x+ (−x) = 1, (B5') x · (−x) = 0.
Edellä esitetty aksiomatisointi on hyvin tiivis. Näistä aksioomista seuraavat kuitenkin
kaikki Boolen algebroihin yleensä liitetyt ehdot, kuten de Morganin lait ((−x) + (−y) =
−(x · y) ja (−x) · (−y) = −(x + y)) ja indempotenssilait (x + x = x ja x · x = x), joista
jälkimmäisen todistus löytyy kohdasta 3.4.
Esimerkki 3.2. Olkoon X jokin joukko ja P (X) sen potenssijoukko. X:n potenssijouk-
koalgebra (P (X),∪,∩,−, ∅, X), missä −x:llä merkitään x:n komplementtia X \ x, on
boolen algebra.
Määritelmä 3.3. Homomorﬁsmiksi Boolen algebralta A Boolen algebralle B kutsutaan
kuvausta f : A→ B jolle pätee
f(0) = 0, f(1) = 1,
ja jokaiselle x, y ∈ A pätee,
f(x+ y) = f(x) + f(y), f(x · y) = f(x) · f(y) ja
f(−x) = −f(x).
f on isomorﬁsmi A:lta B:lle jos se on bijektiivinen homomorﬁsmi, ja A ja B ovat isomor-
ﬁset (A ∼= B) jos on olemassa isomorﬁsmi A:lta B:lle.
Lause 3.4. Jokaiselle Boolen algebralle A relaatio ≤ on osittainen järjestys, kun määri-
tellään
x ≤ y, jos ja vain jos x+ y = y.
Todistus. Todistetaan ensin, että ehto "x ≤ y, jos ja vain jos x + y = y"vastaa ehtoa
"x ≤ y, jos ja vain jos x · y = x", eli että x+ y = y jos ja vain jos x · y = x. Jos x+ y = y,
niin (B3'):n nojalla x · y = x · (x+ y) = x; ekvivalenssin toinen suunta menee vastaavasti.
Osoitetaan sitten relaation ≤ reﬂeksiivisyys. Ehtojen (B3') ja (B3) avulla saamme
helposti
x+ x = x+ x · (x+ x) = x,
siis x ≤ x. Osoitetaan sitten transitiivisuus. Jos x ≤ y ja y ≤ z, niin
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x+ z= x+ (y + z)
= (x+ y) + z
= y + z
= z,
siis x ≤ z. Lopuksi todistetaan antisymmetrisyys: Jos x ≤ y ja y ≤ x, niin y = x + y =
y + x = x. Siis ≤ on osittainen järjestys missä tahansa Boolen algebrassa.
Merkintä 3.5. Jos pätee x ≤ y ja x 6= y, kirjoitamme x < y.
Lemma 3.6. 1. x ≤ y jos ja vain jos x · (−y) = 0.
2. z · x ≤ y jos ja vain jos x ≤ (−z) + y.
Todistus. 1. Ehdosta x · −y = 0 seuraa
x= x · (y + (−y))
= x · y + x · (−y)
= x · y
eli x ≤ y. Olkoon sitten x ≤ y. Nyt x = x · y ja x · (−y) = x · y · (−y) = 0.
2. Jos z · x ≤ y, niin
x = z · x+ (−z) · x ≤ y + (−z).
Jos taas x ≤ (−z) + y, niin
z · x ≤ z · ((−z) + y) = z · y ≤ y.
Määritelmä 3.7. Olkoon A Boolen algebra, M ⊆ A ja a ∈ A. Sanomme, että a on
joukon M alaraja (yläraja) Boolen järjestyksen (A,≤) suhteen, jos a ≤ m (m ≤ a)
jokaisella m ∈ M . Sanomme a:n olevan A:n pienin alkio (suurin alkio), jos a on A:n
alaraja (yläraja) ja a ∈ A. Lisäksi sanomme a:n olevan M :n suurin alaraja, a = ΠM
(pienin yläraja, a = ΣM) jos a on M :n alaraja (yläraja) ja a′ ≤ a pätee kaikille M :n
alarajoille a′ (a ≤ a′ pätee kaikille M :n ylärajoille a′). Mikäli ΣM ja ΠM ovat olemassa
kaikille M ⊆ A, sanomme Boolen algebranA:n olevan täydellinen.
Määritelmä 3.8. Olkoon A Boolen algebra. Alkiota a ∈ A kutsutaan A:n atomiksi, jos
pätee 0 < a, mutta ei ole olemassa alkiota x ∈ A, joka toteuttaisi ehdon 0 < x < a.
Merkitsemme AtA:lla A:n atomien joukkoa. A:n sanotaan olevan atomiton, jos siinä ei
ole yhtään atomia, ja atominen, jos jokaiselle positiiviselle alkiolle x ∈ A on olemassa
atomi a, jolle pätee a ≤ x.
Lemma 3.9. Seuraavat ehdot ovat yhtäpitäviä kaikille Boolen algebran A alkioille a:
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1. a on A:n atomi;
2. jokaiselle x ∈ A pätee joko a ≤ x tai a ≤ −x, mutta ei molemmat;
3. a > 0, ja jokaiselle x, y ∈ A pätee a ≤ x+ y jos ja vain jos a ≤ x tai a ≤ y.
Todistus. Kohdasta 1 seuraa 2: Olkoon a ∈ A atomi ja x ∈ A. Jos molemmat ehdoista
a ≤ x ja a ≤ −x pätisivät, saisimme a ≤ x · (−x) = 0, mikä on ristiriita. Oletetaan sitten,
että a  x. Lemmasta 3.6(1.) seuraa 0 < a · (−x). Koska −x ≤ 1 = (−a) + a, saamme
0 < a · −x ≤ a · (−a + a) = a · a = a. Koska a on atomi, on oltava a · (−x) = a, ja siis
a ≤ −x.
Kohdasta 2 seuraa 3: Selvästi kummastakin a ≤ x ja a ≤ y seuraa a ≤ x+y. Oletetaan
sitten, että a ≤ x + y, mutta a  x. Tällöin a ≤ −x ja a ≤ −x · (x + y) = −x · y ≤ y.
Lisäksi a > 0, sillä muuten a ≤ x ja a ≤ −x pätevät kaikilla x ∈ A.
Kohdasta 3 seuraa 1: Olkoon b ∈ A ja 0 ≤ b < a. Nyt a = a · 1 = a · (b + (−b)) =
a · b + a · (−b) = b + a · (−b), ja koska a  b, saamme a ≤ a · (−b). Siis a ≤ −b, mistä
Lemman 3.6 kohdan 1. nojalla seuraa 0 = a · b = b, ja a on atomi.
Määritelmä 3.10. Kun A ja B ovat Boolen algebroita, kutsutaan homomorﬁsmia f :
A→ B upotukseksi jos se on injektio, ja epimorﬁsmiksi, jos se on surjektio.
Huomautus 3.11. Boolen algebran A kuva f [A] homomorﬁsmissa f : A → B on Boolen
algebran B alialgebra. Jos f on upotus, pätee A ∼= f [A].
Lause 3.12. Heikko Stonen esityslause. Jokainen äärellinen Boolen algebra on iso-
morﬁnen jonkin äärellisen joukon potenssijoukkoalgebran kanssa.
Todistus. Jos A on äärellinen Boolen algebra, niin AtA on äärellinen ja A on atominen ja
täydellinen. Osoitetaan, että A on isomorﬁnen P (AtA):n kanssa. Aloitetaan osoittamalla,
että kuvaus
f(x) = {a ∈ AtA | a ≤ x}
on homomorﬁsmi. Selvästi f(0) = ∅ ja f(1) = AtA. Lemman 3.9 kohdan 2. nojalla pätee
f(−x)= {a ∈ AtA | a ≤ −x}
= AtA \ {a ∈ AtA | a ≤ x}
= AtA \ f(x),
ja f(x + y) = f(x) ∪ f(y) seuraa vastaavasti kohdasta 3.9(3.). Lisäksi pätee f(x · y) =
f(x) ∩ f(y), koska
a ≤ x · y, jos ja vain jos a ≤ x ja a ≤ y
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pätee kaikilla a ∈ A. Siis f on homomorﬁsmi.
Olkoon sitten x, y ∈ A, x 6= y. Voimme olettaa, että x  y. Tällöin Lemman 3.6
kohdan 1. nojalla x · −y 6= 0, ja A:n atomisuuden nojalla löytyy atomi a ∈ A joka
toteuttaa ehdon a ≤ x · −y. Nyt siis a ∈ f(x) ja a /∈ f(y), siis f(x) 6= f(y) ja f on
injektio.
Osoitetaan vielä, että f on surjektio, minkä jälkeen todistus on valmis. Olkoon Y ⊂
AtA. Osoitamme, että Y = f(s), missä s = ΣY . Jos a ∈ Y , pätee a ≤ s ja siis a ∈ f(s).
Olkoon sitten a ∈ AtA \Y . Tällöin jokaiselle y ∈ Y , a ja y ovat eri atomeja, ja siis a  y.
Nyt Lemman 3.9 kohdan 2. nojalla a ≤ −y ja Lemman 3.6 kohdan 1. nojalla a · y = 0.
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Luku 4
Interpolaatio
Interpolaatioksi kutsutaan malliteoriassa tilannetta, jossa jollakin validilla implikaatiolla
ϕ→ ψ on olemassa interpolantti - siis kaava θ, jonka aakkosto on kaavojen ϕ ja ψ yhteinen
aakkosto, ja jolle implikaatiot ϕ→ θ ja θ → ψ ovat myös valideja. Logiikalla L sanotaan
olevan interpolaatio-ominaisuus, mikäli ylläoleva interpolantti aina löytyy. Craigin teo-
reemaksi nimitetään William Craigin osoittamaa tulosta, joka sanoo, että ensimmäisen
kertaluvun logiikalla on interpolaatio-ominaisuus.
Interpolaatio-ominaisuuden voimassaoloa voidaan pitää merkkinä siitä, että kyseisel-
lä logiikalla on hyvin käyttäytyvä päättelyjärjestelmä. Se ei kuitenkaan ole takuuvarma
merkki, sillä on myös olemassa logiikoita, joille löytyy yksinkertainen aksiomatisointi,
mutta joilla ei ole interpolaatio-ominaisuutta.
Tässä luvussa todistamme, että ensimmäisen kertaluvun logiikalla on interpolaatio-
ominaisuus, mutta se menetetään, kun rajoitutaan tarkastelemaan äärellisiä malleja. Li-
säksi osoitamme, että logiikalla Lω1ω on interpolaatio-ominaisuus rajoituttaessa äärellisiin
malleihin.
Lähteinä tässä luvussa on käytetty Hodgesia (1997) ja Ebbinghaus & Flumia (1995).
Määritelmä 4.1. Logiikalla L on Craigin ominaisuus tai interpolaatio-ominaisuus jos
kaikille aakkostoille τ ja σ sekä kaikille L-lauseille ϕ ja ψ aakkostoissa τ ja σ, vastaavasti,
joille pätee ϕ  ψ, löytyy L-lause χ aakkostosta τ∩σ joka toteuttaa ehdot ϕ  χ ja χ  ψ.
Osoittaaksemme, että logiikalla FO on interpolaatio-ominaisuus, täytyy meidän ensin
todistaa eräs apulause.
Lause 4.2. Olkoot σ ja τ aakkostoja, ν = σ ∩ τ , ja olkoot lisäksi T1 ja T2 FO-teorioita
aakkostoissa σ ja τ vastaavasti, joilla ei ole yhteisiä malleja. Tällöin on olemassa FO-
lause ψ aakkostossa ν, jolle pätee, että T1  ψ ja T2  ¬ψ.
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Todistus. Lauseen todistuksessa oletamme tunnetuksi kaksi amalgamaatiolausetta. En-
simmäinen on nk. elementaarinen amalgamaatiolause: Kun ι on aakkosto, B ja C ι-
malleja joille pätee, että B ≡ C, on olemassa mallin B elementaarinen laajennos D ja
elementaarinen upotus g : C → D. Toinen amalgamaatiolause on seuraava: Kun τ ja σ
ovat aakkostoja, σ′ = τ ∩ σ, B τ -malli ja C σ-malli joille pätee B|σ′ ≡ C|σ′, on olemassa
(τ ∪ σ)-malli D jolle pätee B  D|τ , sekä elementaarinen upotus g : C→ D|σ. Lauseiden
todistukset löytyvät esimerkiksi Wilfrid Hodgesin kirjasta A Shorter Model Theory.
Merkitään Φ:llä kaikkien teorian T1 aakkostossa ν olevien seurausten joukkoa, sekä
Φ∀:lla kaikkien teorian T1 seurausten, jotka ovat muotoa (∀x1) . . . (∀xn)χ, joukkoa. Todis-
tetaan, ettei Φ ∪ T2:lla ole malleja. Tehdään vastaoletus ja oletetaan, että A on Φ ∪ T2:n
malli. Osoitetaan, että A|σ on teorian T1 mallin alimalli.
Etsitään ensin teorian T1 malli B, jolle pätee, että A|σ ≤∃ B. Koska A|σ on Φ:n malli,
on se myös Φ∀:n malli. Olkoon U kaikkien eksistentiaalisesti kvantiﬁoitujen lauseiden ϕ
joukko, joille pätee, että A|σ  ϕ. Väitämme, että teorialle T1∪U löytyy malli. Jos näin ei
nimittäin olisi, löytyisi kompaktisuusteorian nojalla äärellinen joukko {ϕ1, . . . , ϕn} ⊂ U ,
jonka alkiot toteuttavat ehdon T1  ¬ϕ1 ∨¬ϕ2 ∨ . . .∨¬ϕn. Nyt ¬ϕ1 ∨¬ϕ2 ∨ . . .∨¬ϕn on
loogisesti ekvivalentti jonkin universaalisesti kvantiﬁoidun lauseen θ kanssa, jolle siis pätee
että T1  θ ja siis θ ∈ Φ∀, mistä seuraa, että A|σ  θ. Tämä on kuitenkin ristiriidassa sen
kanssa, että A|σ  ϕi jokaisella 1 ≤ i ≤ n.
On siis olemassa teorian T1 malli B, jolle pätee A|σ ≤∃ B. Osoitetaan seuraavak-
si, että tällöin on olemassa B:n elementaarinen laajennos C, jolle pätee A|σ  C ja siis
A|ν  C|ν. Tilanne on hyvin samankaltainen kuin elementaarisessa amalgamaatiolausees-
sa; ainut poikkeavuus on, että mallien yhteneväisyys tunnetaan vain tasolla ≤∃. Todistam-
me siis uudestaan ainoastaan elementaarisen amalgamaatiolauseen todistuksen vaiheen,
jossa eroavaisuus ilmenee. On todistettava, että teorialla T ∗ = diag(A|σ) ∪ diag(B) on
malli, kun merkinnällä diag(G) tarkoitetaan kaikkien aakkoston dom(G) atomisten va-
kiolauseiden ja atomisten vakiolauseiden negaatioiden joukkoa, jotka ovat tosia mallissa
G. Kuten elementaarisen amalgamaatiolauseen todistuksessa, mikäli T ∗:llä ei olisi mal-
lia, löytyisi kompaktisuuslauseen nojalla äärellinen konjunktio β(d) diag(A|σ):n lauseista,
joille pätee B  ¬∃xβ(x). Koska β(y) on kvanttoriton ja A|σ ≤∃ B, pätee A|σ  ¬∃xβ(x).
Tämä on ristiriidassa sen kanssa, että β(d) on totta A|σ:ssa; siis teorialla T ∗ on oltava
malli.
Koska A|ν  C|ν niin myös A|ν ≡ C|ν, ja on olemassa (σ ∪ τ)-malli D jolle pätee
C  D|σ sekä elementaarinen upotus g : A → D|τ . Nyt toisaalta C  D|σ joten D  T1,
kun taas toisaalta g on elementaarinen, joten D  T2. Olemme siis löytäneet T1 ∪ T2:lle
mallin, mikä on ristiriidassa vastaoletuksen kanssa.
Olemme todistaneet, että Φ∪T2:lla ei ole malleja. Kompaktisuuslauseen nojalla löytyy
sellainen Φ:n äärellinen osajoukko Φ0, että Φ0∪T2:lla ei ole malleja. Merkitään ψ =
∧
Φ0.
Nyt {ψ}∪T2:lla ei ole malleja, mistä seuraa T2  ¬ψ. Toisaalta Φ:n määritelmästä seuraa,
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että T1  ψ. Lause ψ toteuttaa siis vaaditut ehdot.
Lause 4.3. Craigin teoreema. FO:lla on interpolaatio-ominaisuus.
Todistus. Olkoot σ ja τ aakkostoja, ja ϕ ja ψ FO-lauseita aakkostoissa σ ja τ , vastaavasti,
joille pätee ϕ  ψ. Koska lauseilla ψ ja ¬ψ ei ole yhteisiä malleja, löydetään lauseen 4.2
avulla σ ∩ τ -lause φ, jolle pätee, että ψ  φ ja ¬ψ  ¬φ, ja koska ϕ  ψ, pätee ϕ  φ.
Olemme siis löytäneet vaaditun interpolantin.
Interpolaatio-ominaisuuden pätemisestä logiikalle L yleisessä tapauksessa ei voida pää-
tellä mitään tilanteesta, jossa rajoitutaan pelkkiin äärellisiin malleihin. Tarkastellaan seu-
raavaksi logiikan L äärellisten τ -mallien luokkia K. Jotkut luokat K ovat aksiomatisoi-
tavissa logiikassa L, mikäli ne varustetaan jollakin mielivaltaisella järjestysrelaatiolla <.
Toisin sanoen näille luokille K löytyy aakkoston τ ∪ {<} lause ϕ, joka toteuttaa ehdon
K< = Mod(ϕ), kun määritellään
K< = {(A, <) | A ∈ K,<A on järjestysrelaatio A:ssa}.
Sanomme, että logiikka L on suljettu järjestysinvarianttien lauseiden suhteen äärellisissä
malleissa, mikäli ylläolevassa tilanteessa löytyy aakkoston τ lause ψ, joka toteuttaa ehdon
Mod(ψ) = K.
Ylläolevasta voidaan tehdä seuraava tärkeä huomio: Mikäli ϕ(<) on yllä löydetty lause,
joka aksiomatisoi luokan K< ja <′ on uusi kaksipaikkainen relaatiosymboli, niin pätee
ϕ(<)  (” <′ on järjestysrelaatio”→ ϕ(<′)).
Mikäli ylläoleville lauseille löytyy interpolantti ψ, pätee ehto K = Mod(ψ). Tästä voimme
päätellä, että mikäli logiikalla L on interpolaatio-ominaisuus, täytyy sen olla suljettu
järjestysinvarianttien lauseiden suhteen äärellisissä malleissa.
Edellä tehdyn huomion avulla voimme todistaa seuraavan lauseen:
Lause 4.4. FO:lla ei ole interpolaatio-ominaisuutta äärellisissä malleissa.
Todistus. Riittää todistaa, että FO ei ole suljettu järjestysinvarianttien lauseiden suhteen
äärellisissä malleissa.
Olkoon K niiden Boolen algebroiden luokka, joissa on parillinen määrä atomeja. Osoi-
tetaan aluksi, että luokka K ei ole aksiomatisoitavissa FO:ssa. Todistetaan väite vastaväit-
teen kautta, ja oletetaan, että FO:n lause ϕ aksiomatisoi luokan K, qr(ϕ) = k. Oletetaan,
että A ja B ovat äärellisiä Boolen algebroita. Lauseen 3.12 nojalla voidaan olettaa, että
A ja B ovat muotoa A = {P (X),∩,∪, \} ja B = {P (X ′),∪,∩, \}. Oletetaan lisäksi, että
|X| ≥ 2k ja |X ′| ≥ 2k, sekä, että X:ssa on parillinen ja X ′:ssä pariton määrä alkioita (eli
A ∈ K, B /∈ K). Osoitetaan, että Elinalla on voittostrategia pelissä EFk(A,B).
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Koska A ja B ovat potenssijoukkoalgebroita, ovat niiden alkiot osajoukkoja. Jokaisen
kierroksen alussa Akseli valitsee siis osajoukon jommastakummasta joukosta X tai X ′, ja
Elina valitsee vastinosajoukon jäljelle jääneestä joukosta. Yksinkertaisuuden vuoksi voim-
me ajatella, että pelaajat valitsevat aina osajoukon sekä sen komplementin. Kierroksella i,
i ∈ {1, . . . , k}, pelatut alkiot muodostavat uusia osajoukkoja myös leikatessaan aiemmil-
la kierroksilla valittuja osajoukkoja. Pahimmassa tapauksessa Akseli voi valitsemallaan
alkiolla leikata jokaista edellisellä kierroksella muodostunutta osajoukkoa, jolloin pelissä
mukana olevien osajoukkojen määrä kaksinkertaistuu jokaisella kierroksella.
Elinan voittostrategia on seuraava. Kun Akseli on valinnut i:nnellä kierroksella (i ∈
{1, . . . , k}) oman siirtonsa ai, tarkastelee Elina Akselin valitseman alkion suhdetta kaikkiin
edellisen kierroksen jälkeen mukana olleisiin osajoukkoihin (kierroksella 1 Elina tarkastelee
Akselin valitseman alkion suhdetta perusjoukkoon). Elina suorittaa valintansa erikseen
jokaisessa edellisellä kierroksella muodostuneessa osajoukossa G. Mikäli Akselin valitsema
alkio leikkaa G:n vastinparia GA Akselin valitsemassa mallissa, valitsee Elina mukaan G:n
osajoukon G′, joka toteuttaa jommankumman seuraavista ehdoista:
1. |G′| = |ai ∩Ga|,
2. |G′| ≥ 2k−i ja |ai ∩Ga| ≥ 2k−i.
Vastinosajoukkojen on siis oltava joko yhtä suuria tai tarpeeksi suuria. Osoitetaan
seuraavaksi, että Elinan voittostrategia toimii.
Oletetaan, että Akseli on kierroksella j valinnut alkion aj; symmetrian vuoksi voimme
olettaa, että Akseli on tehnyt valintansa mallissa A. Etsitään Elinan voittostrategian
avulla vastasiirto bj. Valitaan mallista B pelin tässä vaiheessa mukana oleva mielivaltainen
osajoukko B0. B0 on edellisellä kierroksella muodostettu niin, että mallissa A on olemassa
sille vastinosajoukko A0, joka toteuttaa yllä esitetyt ehdot. Mikäli A0 ∩ aj = ∅, ei valita
bj:hin yhtään B0:n alkiota, jolloin |B0 ∩ bj| = |A0 ∩ Aj| = 0 ja ehto täyttyy. Mikäli
A0 ∩ aj 6= 0, on kaksi vaihtoehtoa:
a) |B0| = |A0|. Tällöin on mahdollista valita B0:sta alkiot bj:hin siten, että |B0 ∩ bj| =
|A0 ∩ aj| ja |B0 \ bj| = |A0 \ aj|. Siis ehto 1. toteutuu.
b) |B0| ≥ 2k−(j−1) ja |A0| ≥ 2k−(j−1). Jos |A0 ∩ aj| < 2k−j, niin |A0 \ aj| = |A0| − |A0 ∩
aj| ≥ 2k−(j−1) − 2k−j = 2k−j. Valitaan tällöin alkiot bj:hin niin, että |B0 ∩ bj| = |A0 ∩ aj|,
jolloin |B0 \ bj| ≥ 2k−j. Jos taas |A0 ∩ aj| ≥ 2k−j ja |A0 \ aj| ≥ 2k−j, voidaan valita
alkiot B0:sta bj:hin niin, että |B0 ∩ bj| ≥ 2k−j ja |B0 \ bj| ≥ 2k−j, sillä |B0| ≥ 2k−j+1 ja
2k−j+1
2
= 2k−j. Siis ehto 2. täyttyy.
Koska edellä tutkittu joukko B0 oli mielivaltainen, on Elinan mahdollista löytää alkio
bj, joka vastaa Akselin valintaan aj niin, että Elinan voittostrategia toteutuu. Samoin
yllä esitetty käytäntö toimii millä tahansa i ∈ {1, . . . , k}, siis Elinalla on voittostrategia
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pelissä EFk(A,B). Lauseesta 2.14 seuraa, että A ≡k B, ja koska A ∈ K, pätee A  ϕ
ja siis myös B  ϕ. Tämä on ristiriita, sillä oletimme, että B /∈ K. Luokka K ei siis ole
aksiomatisoitavissa FO:ssa.
Sen sijaan yllä määritelty luokka K< on aksiomatisoitavissa FO:ssa: määritellään lause
ϕ olemaan konjunktio Boolen algebran aksioomista, järjestysaksioomista sekä lauseesta ψ,
joka kertoo että on olemassa elementti, johon kuuluvat ainoastaan kaikki parilliset alkiot
(järjestyksen < suhteen) sekä suurin alkio.
Lause 4.5. Logiikalla Lω1ω on interpolaatio-ominaisuus äärellisissä malleissa.
Todistus. Merkitään fin, kun rajoitutaan tarkastelemaan äärellisiä aakkostoja. Kun τ ja
σ ovat aakkostoja, asetetaan σ0 = τ ∩ σ. Olkoon ϕ jokin aakkoston σ ja logiikan Lω1ω
lause. Määritellään jokaisella n ≥ 0 lauseet
χn =
∨{ϕnA|σ0 | A on äärellinen σ-malli, A  ϕ}.
Selvästi pätee, että ϕ fin
∧
n≥0 χ
n. Olkoon ψ jokin aakkoston τ lause, jolle pätee ϕ fin ψ.
On osoitettava, että
∧
n≥0 χ
n fin ψ. Olkoon B jokin äärellinen aakkoston τ malli, joka
toteuttaa lauseen
∧
n≥0 χ
n. Samoin kuin lauseen 5.5 todistuksessa, huomaamme, että malli
B|σ0 on isomorﬁnen jonkin mallin A|σ0 kanssa, missä aakkoston σ malli A on lauseen ϕ
äärellinen malli. Täten siis B:llä on (σ ∪ τ)-laajennus C joka on lauseen ϕ malli, ja siis
myös lauseen ψ malli. Täten siis myös B on lauseen ψ malli.
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Luku 5
Määriteltävyys
Määriteltävyydellä viitataan tässä tutkielmassa Bethin määriteltävyysominaisuuteen. Bet-
hin määriteltävyys ilmaisee ekvivalenssin implisiittisesti ja eksplisiittisesti määriteltävissä
olevien relaatioiden välillä. Logiikalla L sanotaan olevan Bethin ominaisuus, mikäli yllä
esitetty ekvivalenssi pätee. Bethin lauseeksi kutsutaan tulosta, jonka todistuksen on esit-
tänyt Evert Beth, ja joka ilmaisee, että ensimmäisen kertaluvun logiikalla on kyseinen
ominaisuus.
Bethin ominaisuus seuraa usein interpolaatio-ominaisuudesta, ja ne onkin usein to-
tuttu liittämään yhteen. Esimerkiksi ensimmäisen kertaluvun logiikan kohdalla Bethin
ominaisuus voidaan suoraan osoittaa interpolaatio-ominaisuudesta, minkä tässä luvussa
teemmekin. Suurimmalla osalla tunnetuista logiikoista onkin joko molemmat tai ei kum-
paakaan. Se, että logiikalla olisi Bethin ominaisuus, ei kuitenkaan välttämättä tarkoita, et-
tä sillä tarvitsisi olla interpolaatio-ominaisuus  esimerkiksi Hooglandilla (2001) on useita
esimerkkejä logiikoista, joilla on Bethin ominaisuus, mutta ei Interpolaatio-ominaisuutta.
Vastaavasti on myös olemassa logiikoita, joilla on interpolaatio-ominaisuus, mutta ei Bet-
hin ominaisuutta.
Tässä tutkielmassa emme kuitenkaan esittele kuin logiikoita, joilla on joko molemmat
ominaisuudet tai ei kumpaakaan. Edellisessä luvussa todistimme, että ensimmäisen kerta-
luvun logiikalla sekä, rajoituttaessa äärellisiin malleihin, logiikalla Lω1ω, on interpolaatio-
ominaisuus, mutta että ensimmäisen kertaluvun logiikka menettää tämän ominaisuuden
rajoituttaessa äärellisiin malleihin; tässä luvussa todistamme, että samoin käy myös Bet-
hin ominaisuuden kohdalla.
Lähteenä tässä luvussa on käytetty pääasiassa Ebbinghausia (1995) mutta myös Grä-
deliä (1994).
Määritelmä 5.1. Olkoon R jokin relaatio aakkoston σ ulkopuolelta, #R = n ja B jokin
σ-malli. Relaation R sanotaan olevan eksplisiittisesti määriteltävissä logiikassa L, mikäli
on olemassa jokin σ-kaava ϕ(x1, . . . , xn) logiikassa L joka toteuttaa ehdon
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R = {(b1, . . . , bn) ∈ Bn | B  ϕ(b1, . . . , bn)}.
Relaation R sanotaan olevan implisiittisesti määriteltävissä logiikassa L, jos löytyy sellai-
nen σ∪{R}-lause ψ(R) logiikassa L, että mille tahansa σ-mallille B löytyy enintään yksi
laajennos σ ∪ {R}-malliksi, joka toteuttaa lauseen ψ(R).
Jos R on eksplisiittisesti määriteltävissä, voi sen määrittää myös implisiittisesti. Tu-
losta toiseen suuntaan kutsutaan yleisesti Bethin ominaisuudeksi :
Määritelmä 5.2. Logiikalla L on Bethin ominaisuus, mikäli aina, kun L-lause ψ mää-
rittää jonkin relaation R implisiittisesti, on se myös määriteltävissä eksplisiittisesti.
Lause 5.3. Bethin teoreema. Logiikalla FO on Bethin ominaisuus.
Todistus. Olkoon τ jokin aakkosto, P /∈ τ relaatiosymboli sekä ϕ(P ) FO:n lause aak-
kostossa τ ∪ {P}, joka määrittelee implisiittisesti relaation P . Määritellään aakkostot
σ = τ ∪ {P, x0, . . . , xk−1} ja σ′ = τ ∪ {P ′, x0, . . . , xk−1}, missä xi:t, 0 ≤ i ≤ k − 1,
ovat vakioita ja #(P ) = #(P ′) = k. Tutkitaan lauseita ϑ = ϕ(P ) ∧ P (x0, . . . , xk−1) ja
χ = ϕ(P ′) ∧ ¬P ′(x0, . . . , xk−1). Selvästi lauseella ϑ ∧ χ ei ole malleja; jos nimittäin malli
A toteuttaisi ehdon A  ϑ∧χ, pätisi A  P (x0, . . . , xk−1) ja A  ¬P ′(x0, . . . , xk−1), mistä
seuraisi PA 6= P ′A. Toisaalta taas A  ϕ(P ) ja A  ϕ(P ′), mistä seuraa, että mallilla
A|τ olisi kaksi mahdollista laajennosta, jotka toteuttavat lauseen ϕ(P ). Tämä on vas-
toin lauseen ϕ(P ) implisiittistä luonnetta. Siis lauseella ϑ ∧ χ ei ole malleja. Lauseen 4.2
nojalla löytyy aakkoston τ ∪ {x0, . . . , xk−1} lause ψ, jolle pätee ϑ  ψ ja χ  ¬ψ. Nyt
ψ(x0, . . . , xk−1) on τ -kaava, joka on etsitty eksplisiittinen määritelmä relaatiolle P .
Lause 5.4. FO:lla ei ole Bethin ominaisuutta äärellisissä malleissa.
Todistus. Oletetaan vastoin väitettä, että FO:lla olisi Bethin ominaisuus äärellisissä mal-
leissa. Tarkastellaan äärellisiä lineaarijärjestyksiä aakkostossa σ = {≤, S,min,max}. Ol-
koon ϕ FO:n lause, joka määrittelee lineaarijärjestyksen, seuraajarelaaion sekä pienimmän
ja suurimman alkion, ja olkoon ψ(R) muotoa
ψ(R) = ¬R(min) ∧ ∀x∀y(S(x, y)→ (R(x)↔ ¬R(y))).
R on siis relaatio, joka määrittelee alkion parittomuuden (kun tarkastellaan esimerkik-
si luonnollista järjestystä {0, . . . , n}, viittaamme alkiolla min 0-alkioon). Selvästi lause
φ(R) = ϕ ∧ ψ(R) määrittelee R:n implisiittisesti. Tällöin on siis olemassa lause χ(x),
joka määrittelee parittomuuden eksplisiittisesti. Olkoon r χ(x):n kvanttoriaste. Tarkastel-
laan lausetta υ = ¬χ(max). υ ilmoittaa siis, että mallin suurin alkio on parillinen, ja υ:n
kvanttoriaste on r.
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Tarkastellaan kahta aakkoston σ lineaarijärjestystä A ja B. Olkoon A:n universumi
parillinen ja B:n universumi pariton, |A| > 2r−1 ja |B| > 2r−1. Tällöin1 A ∼=r B, mistä
2.14:n nojalla seuraa, että A ≡r B. Tällöin siis, koska A  υ, niin myös B  υ, mikä
on kuitenkin ristiriidassa mallin B universumin parittomuuden kanssa. Siis alkuperäinen
väite on tosi.
Lause 5.5. Logiikalla Lω1ω on Bethin ominaisuus äärellisissä malleissa.
Todistus. Olkoon φ kaava, joka määrittelee relaaion R implisiittisesti äärellisissä malleissa.
Kun n ∈ N, määritellään
ψn(x) =
∨{ϕnA,a(x) | (A, RA)  φ,RA(a) ja A äärellinen malli}.
Väitämme, että äärellisissä malleissa pätee
R(x)⇔ ∧n≥0 ψn(x),
ts. että kaava
∧
n≥0 ψ
n(x) määrittelee relaation R eksplisiittisesti.
Vasemmalta oikealle ehto toteutuu selvästi. Oletetaan siis, että äärellisessä mallissa B
on totta lause
∧
n≥0 ψ
n(b) jollakin alkiolla b, ja osoitetaan, että b kuuluu relaatioon RB.
Olkoon b = (b1, . . . , bs) ja olkoon m = (|B|−s)+1. Koska B  ψm[b], on olemassa (A, RA)
ja a ∈ A joille pätee
(A, RA)  φ, RA(a) ja B  ϕmA,a[b].
Lauseen 2.9 nojalla Elina voittaa pelin EFm(A, a,B, b). Osoitetaan, että on olemassa
isomorﬁsmi pi : (A, a) ∼= (B, b).
Merkitään B′ = B \ {b1, . . . , bs} = {b′1, . . . , b′m−1}. Oletetaan, että Akseli ja Elina pe-
laavat m vuoroisen pelin, missä Akseli valitsee B:stä ensimmäisillä m−1 vuorollaan alkiot
b′1, . . . , b
′
m−1. Olkoot alkiot a
′
1, . . . , a
′
m−1 Elinan oman voittostrategian mukaiset vastauk-
set Akselin valintoihin. Tällöin p : aa′1 · · · a′m−1 7→ bb′1 · · · b′m−1 on osittainen isomorﬁsmi
mallilta A mallille B jonka maalijoukko on koko B. Itseasiassa se on myös isomorﬁsmi:
Mikäli se ei olisi, löytyisi mallista A alkio a, joka ei vielä kuvautuisi millekään mallin B
alkiolle. Akseli voisi siis valita viimeisellä askeleellaan tuon alkion, eikä Elinalla olisi mal-
lissa B mitään vastausta tähän valintaan, mikä on ristiriidassa Elinan voittostrategian
olemassaolon kanssa.
Olemme siis löytäneet isomorﬁsmin pi : (A, a) ∼= (B, b). Olkoon pi(RA) = {pi(e)|RA(e)}.
Tällöin b ∈ pi(RA) ja pi : (A, RA) ∼= (B, pi(RA)); siis pätee myös (B, pi(RA))  φ. Koska φ
määrittelee R:n implisiittisesti, on oltava pi(RA) = RB, ja täten myös RB(b).
1Tämä seuraus ei tietenkään ole triviaali. Todistus löytyy esimerkiksi lähteestä Luosto (2010).
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Luku 6
Kyselyt ja laskettavuus
Luvussa 5 esiteltiin käsitteet implisiittisesti ja eksplisiittisesti määriteltävä relaatio. Tässä
luvussa tutustutaan kyselyihin ja määritetään niille vastaavat käsitteet. Lisäksi esittelem-
me käsitteet (heikosti, vahvasti) L-laskettava, -kääntyvä ja -yhdensuuntainen kysely.
Äärellisten mallien teoriaa sekä funktioiden laskettavuutta ja vaativuutta yhdistää se,
kuinka asia voidaan ilmaista loogisten lauseiden avulla. Päätösongelmaa voidaan tutkia
joukkona S määrätyn aakkoston äärellisiä malleja, ja se voidaan ilmaista lauseella ψ mi-
käli ψ:n mallit ovat juuri samat kuin joukossa S. Samoin kaavan ψ(x1, . . . , xk) voidaan
ajatella muodostavan funktion, joka määrittää jokaiselle määrätyn aakkoston omaavalle
mallille k-paikkaisen relaation. Tämän yhteyden avulla on mahdollista yhdistää malliteo-
reettisia käsitteitä vaativuusteoreettisiin väitteisiin, kuten yhdensuuntaisten funktioiden
olemassaolo on.
Tilanteessa, jossa logiikan L tavoittama vaativuusluokka on PTIME, vastaa tässä lu-
vussa esitetty määritelmä L-laskettaville funktioille yleistä tapaa määritellä polynomi-
sessa ajassa laskettavat osittaiset funktiot: on olemassa polynomisessa ajassa laskettava
algoritmi, joka, annettaessa syöte x, sekä jokin bittinumero, tarkistaa kuuluuko x funk-
tion f määrittelyjoukkoon sekä selvittää, onko tuloksen f(x) annetun bittinumeron arvo
0 vai 1.
Luvun lähteenä on käytetty Grädeliä (1994). Grädelistä poiketen käytämme kuitenkin
termin C-laskettava sijaan termiä L-laskettava.
Olkoon L jokin logiikka. L:n ja aakkoston σ kaava ϕ(x), jossa on vapaat muuttujat
x1, . . . , xn, on lause aakkostossa σ ∪ {x1, . . . , xn}. Kun ϕ(x) tulkitaan jossakin σ-mallissa
B, voidaan sen ajatella muodostavan relaation {xB | (B, xB)  ϕ(x)} ⊆ Bn. Muissa σ-
malleissa ϕ(x) voi kuitenkin tuottaa hyvin erilaisen relaation. ϕ(x):n avulla voidaan siis
määritellä funktio fϕ, joka määrittää annetulle mallille B relaation fϕ(B) ⊆ Bn. Lisäksi
näin saatu funktio on automorﬁsmi-invariantti, ts. jos h on automorﬁsmi (B):ssä, niin
pätee fϕ(h(B)) = h(fϕ(B)). Tällaista funktiota kutsutaan kyselyksi.
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Määritelmä 6.1. Aakkoston σ n-paikkainen kysely on automorﬁsmi-invariantti, mahdol-
lisesti osittainen funktio, joka kuvaa mallin B relaatiolle f(B) ⊆ |B|n. Tilanteessa n = 0
kyselyä kutsutaan myös päätösongelmaksi.
Määritelmä 6.2. Olkoon f r-paikkainen kysely aakkostossa σ. Kaava ϕ(x1, . . . , xr) mää-
rittelee f :n eksplisiittisesti, jos f(B) = {(b1, . . . , br) ∈ Br | B  ϕ(b1, . . . , br)}. Aakkoston
σ ∪ {P} lauseen ψ(P ) sanotaan määrittelevän f :n implisiittisesti, mikäli kyselyn määrit-
telyjoukolle pätee D(f) = {B | B  (∃P )ψ}, ja kaikille malleille B ∈ D(f) ja relaatioille
P pätee ehto
(B, P )  ψ ⇔ f(B) = P .
Ylläolevat määritelmät ovat selvästi suorassa vastaavuudessa aiempien relaatioille ase-
tettujen määritelmien kanssa; implisiittisesti määriteltävän kyselyn jälkimmäinen ehto
vaatii selvästi, että jokaiselle mallille B löytyy ainoastaan yksi sellainen relaatio P , että
(B, P ) on lauseen ψ malli. Tästä syystä myös Bethin ominaisuus on suoraan sovelletta-
vissa kyselyihin. On kuitenkin huomattava, että kyselyt ovat usein osittaisia, ts. lauseen
(∃P )ψ(P ) ei tarvitse olla tosi jokaisessa σ-mallissa B. Tästä johtuen asetamme kyselyille
hieman Bethin ominaisuudesta poikkeavat määritelmät.
Määritelmä 6.3. Määriteltävyysperiaate. Jokainen (osittainen) aakkoston σ kysely ää-
rellisissä malleissa, joka on implisiittisesti määriteltävissä logiikassa L, on myös eksplisiit-
tisesti määriteltävissä logiikassa L.
Määritelmä 6.4. Heikko määriteltävyysperiaate. Jokainen täysin määritelty aakkoston σ
kysely äärellisissä malleissa, joka on implisiittisesti määriteltävissä logiikassa L, on myös
eksplisiittisesti määriteltävissä logiikassa L.
Seuraavaksi määrittelemme käsitteitä, joiden tarkoituksena on kääntää muotoa f :
{0, 1}∗ → {0, 1}∗ olevien osittaisten funktioiden tarkastelu logiikan kielelle.
Määritelmä 6.5. Merkitään Sk:lla niiden äärellisten mallien joukkoa, joiden aakkostossa
on ainoastaan yksi k-paikkainen relaatio. Mallia ({0, 1, . . . , n − 1}, P ) merkitään yksin-
kertaisuuden vuoksi vain relaatiolla P . m-paikkainen kysely Sk:ssa on osittainen funktio
f : Sk → Sm joka säilyttää mallin universumin. Lisäksi vaadimme yksinkertaisuuden
vuoksi, että f(∅) = ∅.
Mallien P ∈ Sk ideana on koodata nollista ja ykkösistä koostuva syöte logiikan malliksi.
Vastaavasti yllä esitetty kysely simuloi osittaista funktiota f : {0, 1}∗ → {0, 1}∗.
Määritelmä 6.6. Kun k,m ∈ N, merkitsemme Gk,m:llä kaikkien kyselyiden f : Sk → Sm
joukkoa. Lisäksi merkitsemme G = ∪k,mGk,m.
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Osittaisen funktioon f : {0, 1}∗ → {0, 1}∗ tarkasteluun liitetään usein päätösongelma
Lf = {(x, i) | x ∈ D(f) ja f(x):n i:s bitti on 1}.
Käännämme saman logiikan kielelle kyselyn f ∈ G tapauksessa. Jatkossa logiikasta L
puhuttaessa tarkoitamme ainoastaan logiikoita, jotka ovat suljettuja positiivisten ensim-
mäisen kertaluvun operaatioiden suhteen.
Määritelmä 6.7. Sanomme, että kysely f ∈ G on L-laskettava, jos on olemassa logiikan
L kaava ψ(P, x), joka toteuttaa ehdon Lf = Mod(ψ), kun määritellään
Lf = {(P, a) | P ∈ D(f) ∧ a ∈ f(P )}.
Seuraavaksi esittelemme hieman vapaamman määritelmän L-laskettavuudelle, joka ei
aseta rajoituksia sille, miten D(f):n ulkopuolelle jääviin syötteisiin suhtaudutaan.
Määritelmä 6.8. Sanomme, että kysely f ∈ G on heikosti L laskettava, jos ja vain jos
seuraavat ehdot toteutuvat:
1. f on eksplisiittisesti määriteltävissä logiikassa L D(f):ssä ja
2. on olemassa logiikan Σ11L kaava ψ, jolle pätee D(f) = Mod(ψ).
Logiikalla Σ11L tarkoitetaan muotoa (∃P1) . . . (∃Pr)ϕ olevia lauseita, missä symbolit Pi,
1 ≤ i ≤ r ovat predikaattisymboleita ja ϕ on logiikan L kaava.
Yllä esitetyn vaatimuksen asettaminen kyselyn f määrittelyjoukolle ei välttämättä
tunnu ilmiselvältä. Sen tavoitteena on kuitenkin ainoastaan rajata ulkopuolelle kyselyt,
joissa määrittelyjoukko on liian monimutkainen.
Heikon laskettavuuden lisäksi esitämme kyselyille myös tiukemman määritelmän.
Määritelmä 6.9. Sanomme, että kysely f ∈ G on vahvasti L-laskettava, mikäli se on
L-laskettava ja lisäksi löytyy logiikan L lause ϕ, jolle pätee I(f) = Mod(ϕ).
Edellisten käsitteiden avulla meidän on mahdollista määritellä yhdensuuntaisen funk-
tion käsite mielivaltaiselle logiikalle L.
Määritelmä 6.10. Sanomme, että kysely f ∈ G on (heikosti, vahvasti) L-kääntyvä, jos
se on injektio ja sen käänteisfunktio on (heikosti, vahvasti) L-laskettava. Sanomme, että
kysely f ∈ G on (heikosti, vahvasti) L-yhdensuuntainen, jos se on injektio, (vahvasti,
heikosti) L-laskettava, mutta ei (vahvasti, heikosti) L-kääntyvä.
24
Luku 7
Yhdensuuntaisten funktioiden
olemassaolo
Edellisessä luvussa esitellyt logiikoihin perustuvat määritelmät yhdensuuntaisille funk-
tioille eivät suoranaisesti ole hyödyllisiä kryptologian kannalta, sillä esittelemässämme ta-
vassa käsitellään ainoastaan huonoimman tapauksen vaativuutta ("worst-case complexi-
ty"). Kryptologiassa on erittäin tärkeää, että yhdensuuntainen funktio on vaikea kääntää
vähintäänkin huomattavassa osassa syötejoukkoa  muutoin olisi mahdollista kehittää te-
hokas algoritmi, jonka avulla koodattu teksti olisi mahdollista ainakin suurimmaksi osaksi
kääntää takaisin alkuperäiseen muotoonsa. Tämä tekisi luonnollisesti alkuperäisestä koo-
dauksesta hyödyttömän.
Tästä huolimatta tuovat edellä esitetyt määritelmät yhdensuuntaisille funktioille mu-
kanaan mielenkiintoisia yhteyksiä Bethin ja Craigin ominaisuuksiin: se, onko logiikalla
interpolaatio- tai Bethin ominaisuus, vaikuttaa suoraa siihen, voiko kyseisessä logiikassa
olla olemassa yhdensuuntaisia funktioita. Tässä luvussa esittelemme nämä tutkielmamme
päätulokset.
Luvun lähteenä on käytetty Grädeliä (1994).
Lause 7.1. Boolen operaatioiden suhteen suljetulla logiikalla L on interpolaatio-ominaisuus
äärellisissä malleissa, jos ja vain jos jokainen injektiivinen funktio, joka on heikosti L-
laskettava, on myös heikosti L-kääntyvä.
Todistus. Todistetaan ensin väite vasemmalta oikealle. Oletetaan, että logiikalla L on
interpolaatio-ominaisuus äärellisissä malleissa, ja olkoon f ∈ G jokin injektiivinen, heikosti
L-laskettava funktio. On osoitettava, että f on myös heikosti kääntyvä. Määritelmän 6.8
nojalla löytyy L-lause ϕ(P, x1, . . . , xr), joka määrittelee f :n eksplisiittisesti. Lisäksi saman
määritelmän nojalla löytyy kaava ψ(P,Q), joka toteuttaa ehdon P ∈ D(f)⇔ P  (∃Q)ψ
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(muista, että yksinkertaisuuden vuoksi kutsumme mallia ((0, 1, . . . , n), P ) vain relaatiolla
P ). Muodostetaan lause
δ(P,R) = (∀x)(Rx↔ ϕ(P, x)).
Tilanteessa, jossa P kuuluu f :n määrittelyjoukkoon, ilmaisee kaava δ(P,R) ehdon
R = f(P ).
Huomataan, että nyt pätee ehto
R ∈ D(f−1)⇔ R  (∃P )(∃Q)(ψ(P,Q) ∧ δ(P,R)).
Toisin sanoen, voimme aksiomatisoida joukon D(f−1) logiikan Σ11L lauseella. Enää tar-
vitsee siis osoittaa, että funktio f−1 on eksplisiittisesti määriteltävissä.
Tarkastellaan seuraavaa implikaatiota:
(ψ(P,Q) ∧ δ(P,R) ∧ Py) −→ ((ψ(P ′, Q′) ∧ δ(P ′, R))→ P ′y).
Koska f on injektio, on implikaatio validi. On siis olemassa jokin interpolantti θ(R, y).
Väitämme, että tämä interpolantti määrittää funktion f−1 eksplisiittisesti. Kun tarkas-
telemme jotakin funktion f−1 määrittelyjoukon alkiota R0, voimme todeta, että löytyy
jokin yksikäsitteinen P0, jolle toteutuu ehto f(P0) = R0. Samoin löytyy jokin Q0, joka
toteuttaa kaavan ψ(P0, Q0). Kiinteällä R0:lla molemmat implikaation puolet typistyvät
ehtoon P0y, eli ehtoon y ∈ f−1(R0). Olemme siis saaneet, että P0 = {y|(R0, y)  θ},
kuten haluttiin. Siis f on heikosti L-kääntyvä.
Todistetaan sitten väite toiseen suuntaan. Oletetaan siis, että jokainen heikosti L-
laskettava funktio on heikosti L-kääntyvä, ja osoitetaan, että logiikalla L on interpolaatio-
ominaisuus äärellisissä malleissa. Olkoon ϕ→ ψ validi implikaatio. Voidaan olettaa, että
kaavan ϕ aakkosto on {P,A} ja kaavan ψ aakkosto on {P,B}, eli aakkostojen ainut yhtei-
nen predikaatti on relaatiosymboli P . Lisäksi oletamme, että mikäli P on tyhjä relaatio,
niin ϕ(P,A) ja ψ(P,B) ovat molemmat tosia kaikilla A, B; mikäli näin ei ole, voidaan
kaavat ϕ ja ψ vaihtaa disjunktioihin kaavan (∀x)¬Px kanssa. Määritetään uudet relaa-
tiot R1 ja R2. Olkoon r relaatiosymboli R:n paikkaluku. Tällöin relaatioiden R1 ja R2
paikkaluvut ovat 2r, ja ne muodostetaan seuraavasti:
R1 = {(x, y) | x ∈ P}, R2 = {(x, x) | x ∈ P}.
Määritellään sitten kysely f : Sr → S2r seuraavasti:
f(P ) =

R1 jos P  (∃A)ϕ
R2 jos P  (∃B)¬ψ
ei määritelty muuten.
Funktio on selvästi hyvin määritelty, koska implikaatio ϕ→ ψ on validi, ja lisäksi injek-
tio. Osoitetaan, että käänteisfunktio f−1 on heikosti L-laskettava. Merkitään symbolilla R
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relaatiota f(P ). Selvästi f−1 on eksplisiittisesti määriteltävissä kaavalla δ(R, x) = R(x, x).
Lisäksi määrittelyjoukko D(f−1) on mahdollista aksiomatisoida kaavalla φ1(R) ∨ φ2(R),
kun määritellään
φ1(R) = (∀x)(∀y)(R(x, y)↔ R(x, x)) ∧ (∃A)ϕ[P (x)/R(x, x)],
φ2(R) = (∀x)(∀y)(R(x, y)↔ x = y) ∧ (∃B)¬ψ[P (x)/R(x, x)],
missä merkintä ϑ[P (z)/γ(z)] tarkoittaa, että predikaatin P esiintymät kaavassa ϑ korva-
taan kaavalla γ, kun predikaatin P paikkaluku on sama kuin kaavan γ vapaiden ensim-
mäisen kertaluvun muuttujien lukumäärä. Selvästi kaava φ1(R)∨φ2(R) kuuluu logiikkaan
Σ11L; on siis osoitettu, että funktio f−1 on heikosti L-laskettava. Oletuksesta seuraa, että
myös funktio f on heikosti laskettava. On siis olemassa kaava ρ(P, x, y), joka määritte-
lee f :n eksplisiittisesti. Haluttu interpolantti saadaan tämän kaavan avulla; interpolantti
implikaatiolle ϕ→ ψ on kaava
θ(P ) = (∀x)(∀y)(ρ(P, x, y)↔ P (x)).
Todistetaan tämä väite. Oletetaan, että (P,A)  ϕ. Tällöin f(P ) = R1, ja siis pätee
P  θ. Toisaalta jos (P,B)  ¬ψ, niin f(P ) = R2, jolloin pätee P  ¬θ. Toisin sanoen
implikaatiot ϕ→ θ ja θ → ψ ovat valideja kaikissa äärellisissä malleissa. Siis logiikalla L
on interpolaatio-ominaisuus äärellisissä malleissa.
Edellisestä lauseesta voidaan suoraan johtaa seuraava korollaari:
Korollaari 7.2. Logiikalle L on olemassa L-yhdensuuntaisia funktioita, jos ja vain jos
L:llä ei ole interpolaatio-ominaisuutta äärellisissä malleissa.
Lause 7.3. Määriteltävyysperiaate pätee logiikalle L, jos ja vain jos jokainen L-laskettava
funktio on myös L-kääntyvä.
Todistus. Todistetaan lause ensin vasemmalta oikealle. Oletetaan, että määriteltävyyspe-
riaate pätee logiikalle L. Olkoon f : P 7→ R L-laskettava kysely G:ssä. Tällöin on olemassa
L-kaava ψ(P, x), jolle pätee ehto Lf = Mod(ψ). Olkoon (P,R) kaava, joka ilmaisee, että
joko P ja R ovat molemmat tyhjiä relaatioita, tai kumpikaan ei ole. Määritellään kaava
δ(P,R, x) = (P,R) ∨ (R(x)↔ ψ(P, x)).
Kaava δ(P,R, x) ilmaisee, että f(P ) = R; sen voi siis katsoa määrittelevän funktion
f−1 implisiittisesti. Määriteltävyysperiaatteen nojalla on olemassa kaava ϕ(R, x), joka
eksplisiittisesti määrittelee f−1:n. Määritellään kaava φ(R) ∈ L, jonka äärelliset mallit
ovat määrittelyjoukon D(f−1):n alkiot:
φ(R) = (∀x)(R(x)↔ ψ(P, x)[P (y)/ϕ(R, y)]).
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Osoitetaan, että ylläolevalle kaavalle todella pätee ehto Mod(φ) = D(f−1). Oletetaan,
että R0 ∈ D(f−1). Tällöin relaatiolle P0 = {x | (R0, x)  ϕ} pätee P0 = f−1(R0) ja se siis
kuuluu määrittelyjoukkoon D(f). Tällöin kaava ψ(P0, x) ilmaisee, että x ∈ f(P0) = R0,
mistä seuraa, että R0  φ.
Oletetaan seuraavaksi, että R0  φ. Mikäli R0 on tyhjä relaatio, pätee määritelmän
nojalla R0 ∈ D(f−1). Muussa tapauksessa löytyy alkio x, jolle kaava ψ(P0, x) pätee, kun
P0 = {y | (R0, y)  ϕ}. Tästä taas seuraa, että f(P0) = R0 ja siis R0 ∈ D(f−1).
Olemme siis löytäneet kaavan ϕ(R, x), joka määrittää funktion f−1 eksplisiittisesti
(toisin sanoen, että x ∈ f−1(R)), ja kaavan φ(R), joka ilmaisee, että R ∈ D(f−1). On siis
selvää, että kaava χ(R, x) = ϕ(R, x) ∧ φ(R) toteuttaa ehdon Lf−1 = Mod(χ); siis f−1 on
L-laskettava, ja kysely f L-kääntyvä.
Todistetaan sitten lause oikealta vasemmalle. Oletetaan, että jokainen L-laskettava
funktio on myös L-kääntyvä. Tunnetusti jokainen äärellisen aakkoston omaava malli on
mahdollista koodata mallille Sk. Riittää siis osoittaa määriteltävyysperiaate kyselyille
G:ssä.
Olkoon δ(P,R, x) lause, joka implisiittisesti määrittää joukon Gk,m kyselyn f : P 7→ R.
Tarkastellaan funktiota g : Sk+m → Sk, jonka määrittelyjoukko on {T = P × R | R =
f(P )} ja joka kuvaa relaation T = P × R P :lle. g on selvästi injektio, ja sen määrittelee
kaava
ψ(T, x) =(∀u)(∀v)(∀u′)(∀v′)(T (u, v) ∧ T (u′, v′)→ T (u, v′)
∧δ(P,R, x)[P (u)/(∃v)T (u, v)][R(v)/(∃u)T (u, v)] ∧ (∃y)T (x, y)
Funktio g on siis L-laskettava, ja oletuksen nojalla myös L-kääntyvä. Sen käänteisfunk-
tiolla g−1 on määrittelyjoukko D(f), ja se kuvaa relaation P relaatiolle P × f(P ). Funk-
tiolle f pätee siis f(P ) = {y | (∃x)(x, y) ∈ h(P )}. Koska funktio g−1 on L-laskettava,
on olemassa L-lause ϕ(P, x, y), joka eksplisiittisesti määrittelee g−1:n. Näin ollen haluttu
eksplisiittinen määritelmä funktiolle f saadaan lauseesta
φ(P, y) = (∃x)ϕ(P, x, y).
Lause 7.4. Heikko määriteltävyysperiaate pätee logiikalle L, jos ja vain jos jokainen
vahvasti L-laskettava funktio on L-kääntyvä (ja siis myös vahvasti L-kääntyvä).
Todistus. Todistus oikealta vasemmalle vastaa suurelta osin edellisen lauseen todistusta
oikealta vasemmalle. Jos δ(P,R, x) määrittelee implisiittisesti täysin määritellyn funktion
f ∈ Gk,m, niin funktio g : T = P × f(P ) 7→ P on L-laskettava, ja koska f on täysin
määritelty, g on myös vahvasti L-laskettava. Samoin kuin edellisen lauseen todistuksessa,
löytyy funktiolle g−1 eksplisiittinen määritelmä, samoin kuin funktiolle f .
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Todistetaan sitten lause vasemmalta oikealle. Oletetaan, että heikko määriteltävyys-
periaate pätee logiikalle L, ja että funktio f ∈ Gk,m on vahvasti L-laskettava ja injektio.
On siis olemassa kaavat δ(P ), ψ(P, y) ja φ(R), jotka toteuttavat ehdot Mod(δ) = D(f),
Mod(φ) = I(f) ja ψ(P, y) määrittelee funktion f eksplisiittisesti. Määritellään seuraava
täysin määritelty funktio g ∈ Gm,k+2m :
g(R) =
{ {(x, y, y) | x ∈ f−1(R), y ∈ R} jos R ∈ I(f)
{(x, y, z) | z ∈ R} jos R /∈ I(f)
Selvästi g on injektio ja hyvin määritelty. Muodostetaan lause β(R, T ), joka implisiittisesti
määrittelee g:n:
β(R, T ) =(φ(R)→ ∀x∀y∀z(T (x, y, z)→ (y = z ∧R(y)
∧∀x∀y∀x′∀y′(T (x, y, y) ∧ T (x′, y′, y′)→ T (x, y′, y′))))
∧(¬φ(R)→ ∀x∀y∀z(T (x, y, z)→ R(z)))
Heikon määriteltävyysperiaatteen nojalla löytyy lause ϕ(R, x, y, z), joka eksplisiitti-
sesti määrittelee g:n. Haluttu eksplisiittinen määritelmä f−1:lle saadaan kaavasta
α(R, x) = φ(R) ∧ (∃y)ϕ(R, x, y, y).
Korollaari 7.5. 1. Logiikalle L on olemassa L-yhdensuuntaisia funktioita jos ja vain
jos L:llä ei ole Bethin ominaisuutta.
2. Logiikalle L on olemassa vahvoja L-yhdensuuntaisia funktioita jos ja vain jos L:llä
ei ole heikkoa Bethin ominaisuutta.
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