Characteristics and magnitude of the mentioned systematic error and its reduction by the introduced method are studied by means of the comprehensive alkali BES simulation code RENATE.
1 study [6] . All these methods are based on the assumption that the measured light profile is equivalent to the emissivity of the beam. This case corresponds to the ideal measurement geometry considering the beam to be one dimensional and neglecting its finite width.
Our goal is to provide a tool to quantitatively measure the systematic error caused by this simplified treatment. Partially for this purpose, as well as to support the design and interpretation of BES measurements, the RENATE alkali BES simulation code has been developed. For the purpose of this study, alkali BES set-up and plasma parameters are chosen from the recently upgraded TEXTOR Li-BES diagnostic [13] , and the alkali BES diagnostic planned for the newly restarted COMPASS [14] . We investigate the character and magnitude of the systematic error in density profile reconstruction, and conclude that it can be significant in certain, experimentally relevant cases, which we support with a general estimation of the maximal error in the calculated electron density. The simulation of the phenomenon also enabled the design of a method for the correction of the measured light profile reducing the effect of the finite beam width, and thus allowing the use of the one dimensional density reconstruction methods.
The structure of the paper is as follows: In Sec. 2 the of the alkali BES measurement simulation, RENATE is introduced. The issues of the observation of a finite width beam are investigated in Sec. 3. The emission reconstruction correction method is discussed in Sec. 4 , and demonstrated through realistic simulated measurements in Sec. 5 . A general estimate of the error due to finite beam width is given in Sec. 6, and finally, the results are summarized in Sec. 7.
RENATE alkali BES measurement simulation
For the purpose of supporting the design of alkali BES density profile and fluctuation measurements, an IDL language simulation code, RENATE, has been developed which also assists the interpretation and correction of measured data. In order to take the finite width of the beam into account the beam evolution is calculated separately in slices of the beam considering a realistic current distribution. The integration of emitted light along the lines of sight is modeled together with other essential features of the observation and the detector system.
The atomic physics processes of the beam are modeled by the collisional radiative model [10] . The rate equations describing the evolution of atomic occupations can be written in a quite compact form
where n e is the electron density, n i and n j are populations of the i th and j th atomic states respectively and x is the coordinate along the beam. The atomic transition and electron loss processes due to electron (e), proton (p) and impurity (I) collisions are described by the reduced rate coefficient matrixã ij [4, 15, 16, 17] . Taking the effect of the impurities into account through one representative impurity characterized by charge q(x) and producing an effective ion charge Z ef f (x), the matrix is written asã ij = a
ij , where f = (Z ef f − 1)/(q(q − 1)). The spontaneous atomic transitions are described by the b ij matrix. In the simulation the number of registered atomic levels are m = 9 for lithium and m = 7 for sodium. Note thatã ij depends on x not only through q and Z ef f but due to the temperature dependence of the rate coefficients. The ion and impurity temperatures are chosen to be equal to the electron temperature, causing only a negligibly small error, due to the flat temperature dependence of a p ij and a I ij . The photon emission density of a beam per unit time and length is proportional to n ι IA ϕι /v B , where the observed spectroscopic line corresponds to the ι → ϕ transition (2p → 2s for Li, 3p → 3s for Na), v B is the beam velocity, A ϕι is the corresponding Einstein coefficient and I is the beam current. The n ι population is calculated by the solution of the direct problem, integrating equation (1) stepwise from the point where the beam enters into the plasma x = 0, with the initial condition n i (0) = δ i1 , where 1 is the index of the ground state.
Since the RENATE code was originally developed with the purpose of design of BES measurements, it solves the direct problem calculating the beam evolution and the emission distribution for a given measurement configuration and set of plasma parameters. Therefore, the most important component of the simulation is its atomic physics kernel, which calculates the rate coefficients from parametrically given cross sections of the collisional processes and solves the rate equations (1) by a 4 th order Runge-Kutta method.
The spontaneous atomic transition probabilities are taken from the NIST atomic spectra database [18] , and the cross section data found in [15, 16, 17] for lithium and [4] for sodium are used. The collisional j → i de-excitation rate coefficients are derived from the corresponding i → j excitation rate coefficients using the principle of detailed balance, while impurity collision rate coefficients are calculated from the proton collisional cross sections using the scaling relations given in [4, 15] . The proton impact target electron loss processes are considered instead of treating the ionization and charge exchange channels separately, which is the main difference of the atomic physics kernel from the Absolut [6] inverse problem solver regarding the atomic physics.
Absolut has a corresponding direct solver code called Simula, which we used for the validation of RENATE; the found relative difference between the rate coefficients calculated by the different programs is O(10 −4 ), and accordingly the maximum relative difference between the calculated evolution of atomic populations is the same order of magnitude. The Absolute code in turn has been critically tested against both Li [6] and Na [5] measurements. In this manner, RENATE is indirectly validated to measurements; the direct validation is under way at the TEXTOR tokamak.
The calculation scheme of the simulation is as follows. First, the beam is divided into slices which are perpendicular to the poloidal plane while the velocity of the beam atoms is tangential to them. The emissivity profile is calculated along each slice, given the magnetic geometry Ψ(R, Z), together with the distribution of the relevant plasma parameters, n e , T e , q and Z ef f as a function of a flux coordinate Ψ. The plasma parameters are assumed to be equally distributed on a flux surface. Then the calculation of the geometric efficiency We restrict our studies to measurement geometries where the beam axis is in the poloidal plane and the "observation point" is also located in the same toroidal position, which is typical for diagnostic neutral beams. In this case, we can project the three dimensional beam into the poloidal plane of the beam axis, and the observed volumes reduce to observed areas.
Observation of a finite width beam
Observing the emission of a diagnostic beam means integrating the emissivity along the lines of sight weighted by the geometric efficiency. Since the beam has a finite width, a line of sight goes through parts of the beam being in different stages of beam evolution, thus the measurement cannot be perfectly local. Inverting this effect, the emission reconstruction method gives an estimate of the emissivity on the beam axis from a measured light profile.
We denote the coordinate measured along the beam axis by x, and index each segment of the detector array by x ′ marking the position where the middle of the observed volume of the detector segment intersects the beam axis (see Fig. 1 ). For the sake of simplicity of the formalism, x ′ is also considered to be a continuous independent variable.
Assuming that the plasma parameters are flux functions, it can be concluded from our simulations that the evolution of atomic populations also follows the flux surfaces, except from extreme cases of wide beams injected almost tangentially to the flux surfaces.
This enables us to extend the emissivity along the beam axis I(x) into two dimensions by mapping along the flux surfaces indexed by x ′′ marking their intersection with the beam axis and weighting with the beam current distribution. Thus, we can express the measured light profile S(x ′ ) as
where the kernel function T (x ′ , x) is called the transfer function of the observation. Obviously, the goal is to determine I(x) from a measured S(x ′ ).
Figure 1: Construction of the transfer function of the observation. x is the coordinate along the beam axis, which is one-to-one mapped to x ′ through the lines of sight crossing the axis. The image S(x ′ ) of a light source being on the flux surface poked by the axis at
Definition (2) suggests the way to calculate the transfer function T (x ′ , x), since the choice of the emissivity is smoothed compared to the ideal. Before the density calculation, the measured profile is corrected to the spatially slowly varying geometrical efficiency factor giving the profile labeled as "calibrated" (dashed line). Note that the density reconstruction does not require the absolute value of the emissivity, only the shape of the light profile.
The relative differences from the ideal profile with respect to the maximum intensity are plotted in Fig. 3b . Note that while the relative difference between the ideal and the calibrated profiles is 5 % at x = 5 cm, the maximum relative error of the density profile calculated from the calibrated light profile is 23 % within the same range as it is shown on Fig. 3c-d , where the corresponding density profiles are plotted together with the differences from the density profile used as input to the light profile calculations (original, dash-dotted line). The density profiles are calculated by the Absolut code [6] .
The corrected (long dashed line) curves show the result of the emission reconstruction correction method, which is introduced in the next section. 
Emission reconstruction
A de-convolution based method can be introduced for the correction of undesired smoothing effect due to the observation of a finite width beam addressed in the previous section.
The method uses the properties of the beam evolution and the transfer function, and assumes that the plasma parameters are flux functions in the spatial scale of the beam width.
Two essential aspects determine the characteristics of the transfer function: On one hand, the fact that we integrate over a range of flux surfaces, as the line of sight goes through the beam, gives the extradiagonal elements if we represent the discretized functions as a matrix. On the other hand, the geometrical efficiency of detection, the main factor of which is the variation of the solid angle of observation along the beam, is responsible for the slow trends in the magnitude. The latter effect would remain even if we used an ideal beam, and thus it is usually taken into consideration in the 1D calculations.
The two above effects are nearly independent of each other, thus the transfer function can be separated
where in the first step, we introduced a slowly varying function p(x) containing the geometrical efficiency factors, and the effect of the integration along the lines of sight is represented by t(x, x ′ ). Note that in an ideal measurement, t(x ′ , x) = δ(x ′ − x). In the second step, t(x ′ , x) is approximated by a convolution kernel τ (x ′ − x). This approximation means that the width of t(x ′ , x) is independent of x, being valid if the observation angle does not vary too much in the observed region. In the third step we used that p(x)
is a slowly varying function of x compared to τ (x ′ − x).
We introduce the calibrated light profile In order to invert a convolution, it is expedient to consider the problem in Fourier space. The convolution theorem giveŝ
where "hat" denotes the Fourier transform of a function. Ifτ = 0 for any k the problem would be solved, since then the inverse Fourier transform of
would give the desired solution I(x). In reality, τ (x ′ − x) has a typical scale length, which is comparable to the beam width. Therefore, there is a finite k, above whichτ (k) drops rapidly, which we denote by k τ . Division by such aτ (k) according to (5) would amplify high wave number part of the noise present in the spectrum of the measured light profile.
The spectrum of the measured light profile also decays exponentially due to the finite spontaneous decay time of the atomic states, but reaches the noise level at a frequency k S intrinsically much lower than k τ . To get around the problem we can zero out 1/τ (k)
above k S before the multiplication withŜ ′ (k).
Typical wave number spectra of the emission reconstruction are plotted on As we will see, there are measurement configurations and plasma parameters profiles There are two aspects of the measurement playing important role in the enhancement of the finite beam width effects: the observation angle and the scale length of the light profile compared to the beam width. The first one is mainly determined by the measurement geometry apart from the case of significantly variable magnetic geometry devices. In certain cases, the location of the observation system can not be chosen to
give optimal observation angle, because of technical constraints, such as on the TEXTOR set-up [13] . The second aspect depends on the beam width, which is determined by the ion optics, and also on the plasma parameter profiles and the beam material determining The calibrated density profile is also smoothed compared to the ideal, significantly underestimating the density at the pedestal region, however, its relative systematic error is approximately four times larger than that of the corresponding light profile.
The result of the emission reconstruction calculation from the measured light profile and the corresponding density profile is plotted with long-dashed line (corrected ). The relative error of the corrected profile is only 1 % at the maximum in contrast to the 10 % maximum error in the calibrated one, or 5 % in the region of interest from density profile calculation point of view. This error in the corrected profile causes 6 % error in the density profile, which is the same magnitude as the error due to the imperfections of the density calculation.
According to the current plans the observation system of the COMPASS BES will be installed into the middle top port, as in Fig. 5 , which is more favorable, since the angle between the flux surfaces and the lines of sight is only ∼ 25
• on average, however the systematic error for the same parameters is still not negligible, more than 15 %; see calibrated light profile has more than four times higher error then the corrected one, and the improvement for the density profiles is a factor of three, although as the ideal density profile shows, the improvement is limited again by the accuracy of the density calculation.
As we pointed out not only the observation direction, but the scale length of the light profile is also important in the finite beam effects of a density profile measurement.
The scale length is affected on the one hand by the plasma parameter distributions along the beam line, mainly the electron density distribution and slightly by the beam energy, the temperature profile and impurity concentrations, and on the other hand the beam material. In the TEXTOR test case the density gradients are much lower than for the COMPASS case, giving three times longer light profile scale length, much higher than the beam width (see Fig. 6 ). Although the observation angle is 50
• the finite beam width effects are negligible.
However, the emission reconstruction method can potentially be used for the density The effect of the beam material is illustrated by Na beam simulations, in Fig. 8 and   9 . For a smaller ionization energy atom, such as Na, the light profile becomes shorter for the same plasma parameter distributions, which enhances the finite beam width effects.
For middle top port observation COMPASS case using Na beam, shown in Fig. 8 , the overestimation of the light profile is more than two times higher than with Li beam (7), while the error of the corrected light profile is the same in both cases. In the TEXTOR case, shown on Investigating the effect of the electron temperature on the error, we found that the relative variation of the error for different temperature profiles is comparable to the relative variation of the quantity n e (x)ã 2p,2s (T (x))dx, where we integrate from the point Thus, the maximum relative error can be estimated as max(|∆n e /n e |) = Cn e * bf Zef f |sin(α)/ cos(α − β)| ,
where f Zef f = 0.068 Z ef f + 0.9, n e * is given in 10 19 m −3 , b is in m and the constant C is found by linear fitting to be 3.8.
In Fig. 11 maximum relative errors are plotted against n e * bf Zef f |tan(α)| for a various plasma parameter profiles, observation angles and beam widths; in these cases the beam axis is chosen to be perpendicular to the flux surfaces. The errors are calculated for the densities corresponding to the calibrated light profiles, accordingly contain only the effects due to the finite beam width. The considerable deviation of the errors with respect to the estimation indicated by the line is partly due to the finite accuracy of the density calculation method, but profile effects of the plasma parameter distributions, that would be difficult to parameterize, also play important role. Equation (6) predicts 21 % relative error for the COMPASS case shown in Fig. 3 , where we found 23 %, and 4.5 % for the simulated TEXTOR measurement in Fig. 6 , which is indeed lower than the achieved accuracy of the density calculation for that case.
The formula can be used to give a rough estimate to the error expected for a measurement configuration, however, it is not capable of giving accurate implications to the error of a certain measurement, and in particular, can not be used for correction of the error; for that, one has to resort to the comprehensive simulation of the BES measurement (e.g. using the RENATE code).
Conclusions
In the present paper a de-convolution based correction method of alkali BES density profile measurements has been presented and demonstrated in simulated measurements on the TEXTOR and the COMPASS tokamak using the actual/planned BES configuration respectively. We found that in set-ups, where the line of sight is far from tangential to the flux surfaces at the beam position, the observation can cause an undesired smoothing of the light profile, which results in an underestimation of the reconstructed density profile, up to 15 − 20 % for realistic cases. The systematic error caused by the finite beam width is larger for higher electron densities and for sodium or beam materials with even lower binding energies.
The systematic error investigated here caused by the integration along the lines of sight is important, since it causes information losses on the fine structure of the profile, and leads to the underestimation of the pedestal density gradient, degrading the capabilities of the BES measurement in very important fields such as investigation of L-H transitions.
A general estimation of the maximal relative error in electron density is presented, reflecting that the error is proportional to the electron density at the light profile maximum and shows a linear dependence on Z ef f , while its temperature dependence is negligible for experimentally relevant temperature profiles. Furthermore, it is proportional to the beam width and to the tangent of the average angle between the flux surfaces and the lines of sight. The maximum relative error regularly occurs near to the light profile maximum and always appears as an underestimation of the electron density.
The transfer function of the observation, playing crucial role in the emission reconstruction, is calculated by the RENATE alkali BES simulation code. It takes the finite beam width and all basic properties of the measurement into account, assuming that the plasma parameters are flux functions on the scale of the beam width. Separating the transfer function into a slowly varying part due to geometrical efficiency effects and a convolution kernel describing the smoothing of the light profile, the problem can be reduced to a simple algebraic equation in wave number space.
The de-convolution method gives a good estimate of the emissivity on the beam axis from the measured light profile, so that the level of the remaining error due to the observation is in the order of the accuracy of the density profile reconstruction algorithm (in our case the Absolut code [6] ). The method allows the use of the one dimensional density calculation methods even for the configurations where the finite width of the beam is not negligible.
