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Abstract
In this paper, the problem of stochastic stability for a class of time-delay Hopfield neural networks with
Markovian jump parameters is investigated. The jumping parameters are modeled as a continuous-time,
discrete-state Markov process. Without assuming the boundedness, monotonicity and differentiability of
the activation functions, some results for delay-dependent stochastic stability criteria for the Markovian
jumping Hopfield neural networks (MJDHNNs) with time-delay are developed. We establish that the suffi-
cient conditions can be essentially solved in terms of linear matrix inequalities.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Hopfield neural networks [1,2] have been extensively studied in past years and found many
applications in different areas such as pattern recognition, associative memory, and combinatorial
optimization. Many essential features of these networks, such as qualitative properties of stabil-
ity, oscillation, and convergence issues have been investigated by many authors (e.g., [3–7]).
Such applications rely on the existence of an equilibrium point or a unique equilibrium point,
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X.Y. Lou, B.T. Cui / J. Math. Anal. Appl. 328 (2007) 316–326 317and its stability. Therefore, the study on stability of Hopfield neural networks has caught many
researchers’ attention. Hopfield neural networks with time delays have been extensively investi-
gated over the years, and various sufficient conditions for the stability of the equilibrium point of
this class of neural networks have been presented in [8–12].
Markovian jump systems introduced by [13], are the hybrid systems with two components in
the state. The first one refers to the mode which is described by a continuous-time finite-state
Markovian process, and the second one refers to the state which is represented by a system of
differential equations. The jump systems have the advantage of modeling the dynamic systems
subject to abrupt variation in their structures, such as component failures or repairs, sudden en-
vironmental disturbance, changing subsystem interconnections, operating in different point of a
nonlinear plant [14]. For the last three decades, many researchers have made a lot of progress in
Markovian jump control theory, see [15–18] and references therein. The problem of stochastic ro-
bust stability (SRST) for uncertain delayed neural networks with Markovian jumping parameters
is investigated via linear matrix inequality (LMI) technique in [19]. To the best of our knowledge,
only few works have been done on the stochastic stability analysis for neural networks with
Markovian jumping parameters. However, the stochastic stability analysis for Hopfield neural
networks with Markovian jump parameters has never been tackled.
The purpose of this paper is to address our stochastic asymptotic stability condition for a
class of MJDHNNs which includes delayed Hopfield neural networks, BAM neural networks
as its special cases. The derived conditions are expressed in terms of linear matrix inequalities
(LMIs), which can be checked numerically very efficiently by resorting to recently developed
standard algorithms such as interiorpoint methods [25]. By using a less conservative fact, our
results expand and improve those established in the earlier references and are less restrictive.
Notations and facts. In the sequel, we denote AT and A−1 the transpose and the inverse of any
square matrix A. We use A> 0 (A < 0) to denote a positive- (negative-) definite matrix A; and
I is used to denote the n × n identity matrix. Let R denote the set of real numbers, Rn denotes
the n-dimensional Euclidean space and Rn×m the set of all n × m real matrices. diag[·] denotes
a block diagonal matrix. The symbol “” within a matrix represents the symmetric term of the
matrix. The mathematical expectation operator with respect to the given probability measure P
is denoted by E{·}.
Fact 1 (Schur complement). Given constant matrices Ω1, Ω2, Ω3, where Ω1 = ΩT1 and
0 <Ω2 = ΩT2 , then Ω1 +ΩT3 Ω−12 Ω3 < 0 if and only if(
Ω1 Ω
T
3
Ω3 −Ω2
)
< 0 or
(−Ω2 Ω3
ΩT3 Ω1
)
< 0.
Fact 2. For any real matrices Σ1, Σ2, Σ3 with appropriate dimensions and ΣT3 Σ3  I, it follows
that
ΣT1 Σ2 +ΣT2 Σ1  εΣT1 Σ3Σ1 + ε−1ΣT2 Σ−13 Σ1, ∀ε > 0.
Fact 3. Assume that a(s) ∈ Rna , b(s) ∈ Rnb are given for s ∈ Ω and N ∈ Rna×nb . Then, for any
matrices X ∈ Rna×na , Y ∈ Rna×nb and Z ∈ Rnb×nb satisfying[
X Y
YT Z
]
 0,
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−2
∫
Ω
aT (s)Nb(s) ds 
∫
Ω
[
a(s)
b(s)
]T [
X Y −N
YT −NT Z
][
a(s)
b(s)
]
ds.
2. Problem statement
Consider the following continuous time-delayed Hopfield neural networks:⎧⎪⎨
⎪⎩
x˙p(t) = −cpxp(t)+
n∑
q=1
wpqsq
(
xq(t − τ)+ Jp
)
,
C = diag(cp), W = (wpq)n×n, p, q = 1,2, . . . , n,
(1)
where x(t) = (x1(t)x2(t) · · ·xn(t))T ∈ Rn is the state vector; C is a positive diagonal matrix;
W represents the delayed feedback matrix; J = (J1, J2, . . . , Jn)T is a constant input vector and
the delay τ is a nonnegative constant.
Throughout this paper, we assume that
(H1) there exist positive numbers Lq such that
0 sq(ξ1)− sq(ξ2)
ξ1 − ξ2  Lq, q = 1,2, . . . , n, (2)
for all ξ1, ξ2 ∈ R, ξ1 = ξ2.
The initial conditions associated with system (1) are of the form
xp(s) = φ0, p = 1,2, . . . , n, (3)
where φ0 are continuous functions defined on [−τ,0].
Now, let x∗ = (x∗1 , x∗2 , . . . , x∗n)T be the equilibrium of the system (1), and set y(t) = x(t)−x∗.
Then it is easy to follow from (1) that
y˙(t) = −Cy(t)+Wf (y(t − τ)), (4)
where
y(t) = (y1(t)y2(t) · · ·yn(t))T
is the state vector of the transformed system, and
f
(
y(t)
)= (f1(y1(t))f2(y2(t)) · · ·fn(yn(t)))T ,
with
fq
(
yq(t)
)= sq(yq(t)+ x∗q )− sq(x∗q ), q = 1,2, . . . , n,
and fq(0) = 0, for q = 1,2, . . . , n. Note that since each function sq(·) satisfies the hypothe-
sis (H1), each fq(·) satisfies
f 2q (ξq) L2qξ2q , ξqfq(ξq)
f 2q (ξq)
L
, ∀ξq ∈ R. (5)q
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tions sq(·). Therefore, similarly to the proof of Theorem 1 in [11], we can obtain that the
equilibrium point of the system (1) is exist and unique. It can be seen that the asymptotic stability
of x∗ of the system (1) is equivalent to that of the trivial solution of system (4).
Given a probability space (Ω,Υ,P) where Ω is the sample space, Υ is the algebra of events
and P is the probability measure defined on Υ. Let S = {1,2, . . . ,N} and the random form
process {ηt , t ∈ [0,+∞)} be a homogeneous, finite-state Markovian process with right contin-
uous trajectories with generator Λ = (πij ) and transition probability from mode i at time t to
mode j at time t + δ, i, j ∈ S,
pij = Pr(ηt+δ = j | ηt = i) =
{
πij δ + o(δ), if i = j ,
1 + πij δ + o(δ), if i = j , (6)
with transition probability rates πij  0 for i, j ∈ S, i = j , and πii = −∑Nj=1,j =i πij , where
δ > 0 and limδ→0 o(δ)/δ = 0. Note that the set S comprises the various operational modes of the
system under study.
In this paper, we consider the delayed Hopfield neural networks with Markovian jumping
parameters described by the following nonlinear differential equations:
x˙p(t) = −cp(ηt )xp(t)+
n∑
p=1
wpq(ηt )sq
(
xq(t − τ)+ Jp
)
, p, q = 1,2, . . . , n. (7)
Suppose the activation functions sq(·) (q = 1,2, . . . , n) also satisfy (H1). Similar to the above
analysis, we can obtain
y˙(t) = −C(ηt )y(t)+W(ηt )f
(
y(t − τ)). (8)
According to the above analysis, the trivial solution of system (8) exist.
Now we will present the main result for MJDHNN (7) or (8). To this end, we can rewrite (8)
as
y˙(t) = −C(ηt )y(t)+W(ηt )G
(
y(t − τ))y(t − τ), (9)
where G(y(t)) = diag(g1(y1(t)), . . . , gn(yn(t))), and 0  gj (yj (t)) = fj (yj (t))/yj (t)  Lj .
Moreover, since y(t − τ) = y(t)− ∫ t
t−τ y
′(α)dα, by substituting this into (9), we obtain
y˙(t) = (−C(ηt )y(t)+W(ηt )G(y(t − τ)))y(t)−W(ηt )G(y(t − τ))
t∫
t−τ
y′(α)dα. (10)
Evidently, the solution of (10) is equivalent to that of (8).
Definition 1. The MJDHNN (7) is said to be stochastically asymptotically stable, if for all finite
initial state φ0 and mode η0, the following relation holds:
lim
T→∞E
{ T∫
0
∥∥x(t, φ0, η0)∥∥2 dt
∣∣∣∣ φ0, η0
}
= 0. (11)
In the sequel, for simplicity, while ηt = i, the matrices C(ηt ), W(ηt ) are represented
by Ci , Wi.
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In this section, some sufficient conditions of stochastic asymptotic stability for MJDHNN (7)
or (8) are obtained.
Theorem 1. Suppose (H1) holds. The MJDHNN (7) is stochastically asymptotically stable if
there exist symmetrical and positive definite matrices Pi > 0 (i ∈ S) and X > 0, Y > 0, Z > 0,
U > 0, R > 0 satisfying the following LMIs:[
X Y
YT Z
]
 0, (12)
⎡
⎢⎢⎣
(1,1) YWi − 2CiWi PiWi LTWTi Pi
 (2,2) 0 0
  −R 0
   −U
⎤
⎥⎥⎦< 0, (13)
where
(1,1) = 2PiCi +LT RL+X − 2CiY + 2CiLTWTi Pi +CiZCi +
N∑
j=1
πijPj ,
(2,2) = WTi UWi +WTi ZWi.
Proof. For mode i ∈ S, let us construct the following Lyapunov functional:
V
(
t, y(t), ηt = i
)= yT (t)Piy(t). (14)
According to the Itô’s rule, the weak infinitesimal operator 	[·] of the process {y(t), ηt , t  0}
for system (10) at the point {t, y(t), ηt } is given by [14,26]
	[V ] = ∂V
∂t
+ y˙T (t)∂V
∂y
∣∣∣∣
ηt=i
+
N∑
j=1
πijV
(
t, y(t), i, j
)
. (15)
Using (10) in (14)–(15), manipulating the terms, applying the argument of completing the squares
and over-bounding the result, we get
	[V ] 2yT (t)Pi
[−Ciy(t)+WiG(y(t − τ))]y(t)
− 2yT (t)PiWiG
(
y(t − τ))
t∫
t−τ
y˙(α) dα + yT (t)
N∑
j=1
πijPjy(t). (16)
From Fact 2, it follows that
2yT (t)PiWiG
(
y(t − τ))y(t) yT (t)[PWiR−1WTi P +LT RL]y(t). (17)
In the addition, by Fact 3, it can follow that
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(
y(t − τ))
t∫
t−τ
y˙(α) dα

t∫
t−τ
[
y(t)
y˙(α)
]T [
X Y − PiWiG(y(t − τ))
Y T − (PiWiG(y(t − τ)))T Z
]
×
[
y(t)
y˙(α)
]
dα. (18)
Substituting (17) and (18) into (16), we obtain
	[V ]−2yT (t)PiCiy(t)+ yT (t)
[
PWiR
−1WTi P +LT RL
]
y(t)
+ yT (t)Xy(t)− 2yT (t)CTi Yy(t)+ 2f T
(
y(t − τ))WTi Y T y(t)
+ 2yT (t)CTi
(
PiWiG
(
y(t − τ)))T y(t)
− 2f T (y(t − τ))WTi (PiWiG(y(t − τ)))T y(t)
+ yT (t)CTi ZCiy(t)+ f T
(
y(t − τ))WTi ZWif (y(t − τ))
− 2yT (t)CTi Wif
(
y(t − τ))+ yT (t) N∑
j=1
πijPjy(t). (19)
Using Fact 2, we have
−2f T (y(t − τ))WTi (PiWiG(y(t − τ)))T y(t)
 f T
(
y(t − τ))WTi UWif (y(t − τ))
+ yT (t)GT (y(t − τ))WTi P Ti U−1PiWiG(y(t − τ))y(t)
 f T
(
y(t − τ))WTi UWif (y(t − τ))+ yT (t)LTWTi P Ti U−1PiWiLy(t). (20)
Therefore, we get
	[V ]−2yT (t)PiCiy(t)+ yT (t)
[
PWiR
−1WTi P +LT RL
]
y(t)
+ yT (t)Xy(t)− 2yT (t)CTi Yy(t)+ 2f T
(
y(t − τ))WTi Y T y(t)
+ 2yT (t)CTi LTWTi P Ti y(t)+ f T
(
y(t − τ))WTi UWif (y(t − τ))
+ yT (t)LTWTi P Ti U−1PiWiLy(t)
+ yT (t)CTi ZCiy(t)− 2yT (t)CTi Wif
(
y(t − τ))
+ f T (y(t − τ))WTi ZWif (y(t − τ))+ yT (t)
N∑
j=1
πijPjy(t)
=
[
y(t)
f (y(t − τ))
]T
Ω1
[
y(t)
f (y(t − τ))
]
, (21)
where
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[
(1,1) YWi − 2CTi Wi
 (2,2)
]
,
(1,1) = 2PiCi +LT RL+X − 2CTi Y + 2CTi LTWTi P Ti +CTi ZCi +
N∑
j=1
πijPj
+ PiWiR−1WTi Pi +LTWTi P Ti U−1PiWiL,
(2,2) = WTi UWi +WTi ZWi.
By Schur complement, LMIs (12)–(13) guarantee Ω1 < 0, ∀i ∈ S, we conclude that 	[V ] < 0,
for all y = 0 and 	[V ] 0, for all y. This completes the proof of the Theorem 1. 
By constructing another Lyapunov functional, we can obtain the following result:
Theorem 2. Suppose (H1) holds. The MJDHNN (7) is stochastically asymptotically stable if
there exist symmetrical and positive definite matrices Pi > 0 (i ∈ S) and Qi > 0 (i ∈ S), X > 0,
Y > 0, Z > 0, U > 0, R > 0 satisfying the following LMIs:[
X Y
YT Z
]
 0, (22)⎡
⎢⎢⎣
(1,1) YWi − 2CTi Wi PiWi LTWTi Pi
 (2,2) 0 0
  −R 0
   −U
⎤
⎥⎥⎦< 0, (23)
where
(1,1) = 2PiCi +LT RL+X − 2CTi Y + 2CTi LTWTi Pi +CTi ZCi
+ τLTQiL+
N∑
j=1
πijPj + εiLT
N∑
j=1
πijQjL,
(2,2) = WTi UWi +WTi ZWi − τQi − ε−1i
N∑
j=1
πijQj .
Proof. For mode i ∈ S, let us construct the following Lyapunov functional:
V
(
t, y(t), ηt = i
)= yT (t)Piy(t)+ τ
t∫
t−τ
f T
(
y(s)
)
Qif
(
y(s)
)
ds. (24)
Using (10) in (15) and (24), manipulating the terms, applying the argument of completing the
squares and over-bounding the result, we get
	[V ] 2yT (t)Pi
[−Ciy(t)+WiG(y(t − τ))]y(t)− 2yT (t)PiWiG(y(t − τ))
t∫
t−τ
y˙(α) dα
+ τf T (y(t))Qif (y(t))− τf T (y(t − τ))Qif (y(t − τ))
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N∑
j=1
πijPjy(t)+ εiyT (t)LT
N∑
j=1
πijQjLy(t)
− ε−1i f T
(
y(t − τ)) N∑
j=1
πijQjf
(
y(t − τ)). (25)
Similar to the proof of Theorem 1, we can obtain that
	[V ]−2yT (t)PiCiy(t)+ yT (t)
[
PWiR
−1WTi P +LT RL
]
y(t)
+ yT (t)Xy(t)− 2yT (t)CTi Yy(t)+ 2f T
(
y(t − τ))WTi Y T y(t)
+ 2yT (t)CTi LTWTi P Ti y(t)+ f T
(
y(t − τ))WTi UWif (y(t − τ))
+ yT (t)LTWTi P Ti U−1PiWiLy(t)+ yT (t)CTi ZCiy(t)
− 2yT (t)CTi Wif
(
y(t − τ))+ f T (y(t − τ))WTi ZWif (y(t − τ))
+ τyT (t)LTQiLy(t)− τf T
(
y(t − τ))Qif (y(t − τ))
+ yT (t)
N∑
j=1
πijPjy(t)+ εiyT (t)LT
N∑
j=1
πijQjLy(t)
− ε−1i f T
(
y(t − τ)) N∑
j=1
πijQjf
(
y(t − τ))
=
[
y(t)
f (y(t − τ))
]T
Ω2
[
y(t)
f (y(t − τ))
]
, (26)
where
Ω2 =
[
(1,1) YWi − 2CTi Wi
 (2,2)
]
,
(1,1) = 2PiCi +LT RL+X − 2CTi Y + 2CTi LTWTi P Ti +CTi ZCi + τLTQiL
+
N∑
j=1
πijPj + εiLT
N∑
j=1
πijQjL+ PiWiR−1WTi Pi +LTWTi P Ti U−1PiWiL,
(2,2) = WTi UWi +WTi ZWi − τQi − ε−1i
N∑
j=1
πijQj .
By Schur complement, LMIs (22)–(23) guarantee Ω2 < 0, ∀i ∈ S, we conclude that 	[V ] < 0,
for all y = 0 and 	[V ] 0, for all y. This completes the proof of the Theorem 2. 
The condition in Theorem 2 possesses some adjustable parameters. This may lead to some
difficulty. To make the criteria more testable, we let U = R = I and Qi = I , ∀i ∈ S in Theorem 2,
then we obtain the following corollary.
Corollary 1. Suppose (H1) holds. The MJDHNN (7) is stochastically asymptotically stable if
there exist symmetrical and positive definite matrices Pi > 0 (i ∈ S) and X > 0, Y > 0, Z > 0
satisfying the following LMIs:
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X Y
YT Z
]
 0, (27)[
(1,1) YWi − 2CTi Wi
 (2,2)
]
< 0, (28)
where
(1,1) = 2PiCi + (1 + τ)L2 +X − 2CTi Y + 2CTi LTWTi Pi +CTi ZCi
+ PWiWTi P +LTWTi P 2i WiL+
N∑
j=1
πijPj + εi
N∑
j=1
πijL
2,
(2,2) = WTi Wi +WTi ZWi − τI − ε−1i
N∑
j=1
πij I.
Furthermore, for the system (10) with L = I and Ci = I (i ∈ S), we get
Corollary 2. Suppose (H1) holds. The MJDHNN (7) is stochastically asymptotically stable if
there exist symmetrical and positive definite matrices Pi > 0 (i ∈ S) and X > 0, Y > 0, Z > 0
satisfying the following LMIs:[
X Y
YT Z
]
 0, (29)[
(1,1) YWi − 2CTi Wi
 (2,2)
]
< 0, (30)
where
(1,1) = 2PiCi + (1 + τ)I +X − 2CTi Y + 2CTi WTi Pi +CTi ZCi
+ PWiWTi P +WTi P 2i Wi +
N∑
j=1
πijPj + εi
N∑
j=1
πij I,
(2,2) = WTi Wi +WTi ZWi − τI − ε−1i
N∑
j=1
πij I.
Remark 1. For using the less conservative Fact 3, our results obviously improve those established
in the earlier references. Most of the previous works [3,4] assume that the activation functions are
differentiable, here note in our Theorems 1 and 2, we only require that the activation functions
satisfy the hypothesis (H1). In addition, our conditions are without requirement of symmetry of
the weight matrices, which are milder than the restrictions in [9].
Remark 2. When the system (7) neglects Markovian jumping parameters, then the system (7)
becomes the model (1) analyzed by [3,4,9,10]. Among some researches on several kinds of neural
networks [3,4,9,10,20–24], in order to obtain the existence and uniqueness, and stability of the
equilibrium point, the authors assumed that the signal propagation functions si(·) were assumed
to be bounded, which might greatly restrict the application domain of the neural network. Clearly,
our results in this paper contain those given in [3,4,9,10], and the conditions are less restrictive
than those in [3,4,9,10].
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In this section, we present a numerical example to illustrate our results.
Example 1. We consider the MJDHNN (7) with n = 2. Let the Markov process governing the
mode switching has generator
Λ =
[−0.4 0.4
0.3 −0.3
]
.
For the two operating conditions (modes), the associated data are:
C(1) =
[
5 0
0 3
]
, W(1) =
[
0.8 −0.7
0.4 0.6
]
, J (1) =
[
1
2
]
,
C(2) =
[
2 0
0 3
]
, W(2) =
[
0.6 0.4
−0.5 0.4
]
, J (2) =
[−3
1.5
]
.
Suppose the activation function is described by sq(u) = tanh(u) = eu−e−ueu+e−u , q = 1,2. Then we
have L = I, and sq(u) satisfy (H1). Let τ = 0.6 in Theorem 1 above, then using the MATLAB
LMI toolbox, we can obtain the following feasible solution for LMIs (12) and (13)
P(1) =
[
9.9414 0.9802
0.9802 23.0880
]
> 0, P (2) =
[
21.6623 4.7188
4.7188 17.0562
]
> 0,
R =
[
32.4567 14.1032
14.2584 40.2103
]
> 0, U =
[
0.6883 10.1100
−9.6676 1.4997
]
> 0,
X =
[
24.2911 5.6939
5.8063 36.9536
]
> 0, Y =
[
2.5083 −0.0043
−0.4695 3.4984
]
> 0,
Z =
[
0.4521 10.6998
−10.6019 0.3055
]
> 0. (31)
Then the conditions of Theorem 1 are satisfied. Therefore, MJDHNN (7) is stochastic asymptot-
ically stable.
5. Conclusions
Without assuming the boundedness, monotonicity and differentiability of the activation func-
tions, some sufficient conditions for delay-dependent stochastic asymptotic stability of delayed
Hopfield neural networks with Markovian jump parameters have been obtained. The network
model considered here is general and includes delayed Hopfield-type neural networks, BAM
neural networks as its special cases. Some of our results are improvements on previous works
established by other researchers and less conservative.
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