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Abstract 
In evaluating the performance of approximation algorithms for NP-hard problems, it is often 
necessary to resort to empirical testing. In order to do such testing it is useful to have test 
instances of the problem for which the correct answer is known. We present algorithms for 
efficiently generating test instances for some NP-hard graph problems in such a way that the 
sets of instances generated can be shown to be both diverse and computationally hard. The 
techniques used involve combining extremal graph theory results with NP-hardness reductions. 
1. Introduction 
Many types of problems with important practical applications have been shown to 
be NP-complete or NP-hard. These problems apparently cannot be solved by effi- 
cient, i.e. polynomial-time, algorithms. As a consequence, approximation algorithms 
are often used when working with such problems. Approximation algorithms run in 
polynomial time but may provide an approximation rather than the correct or 
optimal answer for some or all instances of the problem. For a number of such 
algorithms, theoretical analysis has provided information about the worst case or 
expected performance of the approximation (see e.g. [3,4]). Many times, however, 
empirical testing is the only practical means of determining the effectiveness of the 
algorithm, in particular when a specific application with specialized input instances is 
involved. In order to test approximation algorithms, it is useful to have test cases for 
which the correct answer is known. However, such test cases are not easy to obtain, 
since given an arbitrary instance of an NP-hard problem there is no known efficient 
procedure for determining the answer. 
In this paper we present some techniques for efficiently producing instances of 
NP-hard problems in such a way that the answer for each instance is known, and such 
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that the instances produced have certain desirable properties, namely hardness and 
diversity. Hardness is required in order to ensure that the test sets do not consist of 
instances that can be solved in polynomial time. Diversity implies that the generating 
procedures should be capable of producing a sufficient variety of different instances 
having specified characteristics. 
Stated somewhat differently, we are looking for sets of instances of NP-hard 
problems having the following properties: 
(a) polynomial-time generability with known answers; 
(b) hardness; 
(c) diversity. 
Sets satisfying just one or two of the above properties are not difficult to find. For 
instance, it is clear that the set of all instances of any given NP-hard problem has 
properties (b) and (c). As shown in the next section, however, it is very unlikely that the 
set of all instances of an NP-hard problem can have property (a). On the other hand, it 
is not difficult to find sets of instances that do have property (a), since it is generally 
possible to construct trivial instances of NP-hard problems for which the answer is 
known. However, such instances would probably not satisfy properties (b) or (c) for 
reasonable definitions of hardness and diversity. 
Taking another approach, if hard and diverse instances of one NP-hard problem 
can be efficiently generated with answers, then using NP-completeness reductions it 
may be possible to produce instances with known answers for other NP-hard 
problems, also satisfying properties (a) and (b). However, since many NP-complete- 
ness reductions produce very constrained types of instances, the sets generated in this 
manner would probably not satisfy property (c). In this paper we present examples of 
sets of instances of NP-hard problems which simultaneously satisfy properties (a)-(c). 
The techniques used involve combining extremal graph theory results with generaliz- 
ations of NP-completeness reductions. 
Other work on the generation of test instances with known answers for NP-hard 
problems has been done by Krishnamurthy in [6], for the network partitioning 
problem; by Pilcher and Rardin in [9] and [8], for the symmetric traveling salesman 
problem; and by Khoury et al. in [S], for the Steiner problem in graphs. 
In the next section we make precise the definitions of properties (a)-(c) which will 
be used in this paper. We also indicate why the set of all instances of an NP-hard 
optimization problem is unlikely to be generable in polynomial time with answers. 
The remaining sections present procedures for generating sets of test instances for the 
minimum vertex cover problem, the graph colorability problem, and the dominating 
set problem. 
2. Definitions and preliminaries 
We use the model and notation presented in [3] for NP-hard optimization prob- 
lems. We assume that an NP-hard optimization problem ZZ consists of instances 
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having solutions with various values. If ZZ is a maximization problem, an algorithm 
for solving Zi’ must find for each input I a solution for I with the largest possible value. 
If I is an instance of an optimization problem we denote by OPT(Z) the value of an 
optimal solution for I, and by ,4(Z) the value provided by an approximation algorithm 
A, which may not be optimal. Thus we assume that if ZZ is a maximization problem, 
then A(Z) 6 OPT(Z) for all instances I, and that an approximation algorithm A for 
a minimization problem satisfies ,4(Z) > OPT(Z) for all instances I. We denote the size 
of Z by 111. 
Definition 2.1. Let ZZ be an optimization problem. We denote by OptPuirs(ZI) (opti- 
mal pairs of ZZ) the set of all pairs (I, S), where Z is an instance of ZZ and S is a solution 
for Z of optimal value. If U c OptPairs( we denote by Instances(U) the set of all 
instances Z of ZZ such that (I, S) E U for some S. 
We assume a suitable encoding for pairs in OptPairs( and let (PI denote the 
length of this encoding for P E OptPairs( 
Definition 2.2. Let ZZ be a graph optimization problem and U E OptPairs( We 
denote by Con-U the set of all pairs (G, S) E U for which G is a connected graph. 
Definition 2.3. Let ZZ be an optimization problem and U E OptPuirs(Z7). We say U is 
complete if Instances(U) includes all instances of ZZ. We say U is closed if for all 
instances Z of 17, if (I, S) E U for some S, then (I, S’) E U for all optimal solutions S’ of I. 
The following gives the formal definition of a test case construction method. The 
notation 1” denotes the string consisting of n 1’s. 
Definition 2.4. Let 17 be an optimization problem and let I,, . . . , lk be comput- 
able functions, rj: OptPuirs(Z7) + N, 1 d j Q k. Let q be a polynomial such that 
I,(P) < q((P() for all P E OptPairs and 1 < j d k. A test instance construction 
method (TICM) for ZZ (with respect to (Ii, . . . . Ik)) is a nondeterministic polynomial- 
time program C, which given as input 1”’ # ... # l”“, where ui, . . . . u,, are natural 
numbers, and a value cq outputs either a pair (I, S) E OptPuirs(Z7) such that 
OPT(Z) = GL and lj((Z, S)) = Uj for 1 < j < k, or the special symbol A, denoting that it 
cannot output any such pair. We denote by Gen(C) the set of all pairs generated by C. 
The above definition is similar to although not identical to the definition of TICM 
given in [lo].’ The functions 1,) . . . , lk specify the size and other characteristics of the 
’ In [lo] the domain of the parameter functions lj is the set of instances of I, and C outputs instances 
instead of pairs. Although the intent is for the TICM to produce instances having various characteristics, we 
occasionally wish to produce instances that have optimal solutions with some specified characteristics. We 
therefore make all domains equal to OptPairs in this paper. 
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desired instance and its solution. As mentioned in [lo], the only requirements 
imposed by this definition are that the test case constructor must run in polynomial 
time, and that it should be possible, through the inputs to the program, to control the 
characteristics of the instances produced. 
Definition 2.5. Let n be a problem and let 1t, . . . ,l, be computable functions, lj : 
OptPairs + N, 1 < j < k. Let 4 be a polynomial such that /j(P) < q(lPJ) for all 
P E OptPairs(l7) and 1 d j < k. A set U c OptPairs is (Ii,. . ., &)-generable in 
polynomial time if there exists a TICM C for n with respect to (IIt . . . , lk) such that 
Gen (C) = U. 
The following proposition follows from results in [lo]. 
Proposition 2.1. Let II be an NP-hard optimization problem and C a TICM for Ii’. If 
Gen(C) is complete, then NP = co-NP. 
The above proposition states that NP-hard optimization problems cannot have 
TICMs generating all instances of the problem unless NP = co-NP, which is con- 
sidered unlikely. We are therefore interested in obtaining subsets of instances that can 
be generated in polynomial time but that are still as hard as the set of all instances of 
the problem. 
Definition 2.6. A set B of instances of an NP-hard problem Il is hard with respect to 
ZZ if no polynomial-time approximation algorithm for n provides the value of an 
optimal solution for all of the instances in B, unless P = NP. 
The following proposition, also from [lo], will be used in this paper to show that 
certain sets of instances are hard according to the above definition. 
Proposition 2.2. Let 17 be an NP-hard maximization (minimization) problem and let 
B be a set of instances of Il. Let L consist of the language of tuples of theform (I, k) where 
I is an instance of I7 and OPT(Z) 3 k (OPT(Z) < k). Suppose that M is an NP-complete 
language and f is a polynomial-time many-one reduction from M to L such that ifx E M 
and f (x) = (I,, k,) then I, E B. Then B is hard with respect to Il. 
Another interesting complexity result about generable hard sets is the following. 
A proof may be found in [lo]. 
Proposition 2.3. Let B = Znstances(Gen(C)), where C is a TICM for an NP-hard 
optimization problem Il. Zf B can be shown to be hard with respect to I7 using 
Proposition 2.2, then B is not in P unless NP = co-NP. 
Our definition of diversity seeks to capture the desired ability of a TICM C to 
produce instances or pairs having specified parameter values, whenever pairs or 
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instances with these parameter values actually exist in the problem domain. Thus the 
diversity of the set Gen(C) is defined with respect to a given set of parameter functions 
(denoted by li, . . . . Zk in the following definition). It is sometimes sufficient or preferable 
for the TICM to produce instances belonging to a certain subclass, such as the class of 
connected graphs for NP-hard graph problems, and to limit the diversity require- 
ments to those imposed by this subclass. This is the role played by the set U in the 
following definition. 
Definition 2.7. Let 17 be a problem and let 1i, . . ., lk be computable functions, 
lj : OptPairs + N, 1 <j < k. Let T c U G OptPairs( We say T is 
(1 1, . . . , I,)-diuerse with respect to U if for any tuple (ui , . . . , ok) for which there exists 
some pair (I, S) E U such that li((Z, S)) = ui for 1 d i Q k, there exists a pair (I’, S’) E T 
such that li((Z’, S’)) = Ui for 1 < i < k. 
In other words, T is diverse with respect to U if for every pair in U, there is 
a corresponding pair in T having the same parameter values. In the above definition 
when U = OptPairs(Z7) we simply say that T is (Ii, . . . . &)-diverse. 
3. The minimum vertex cover problem 
A vertex cover for a graph G = (I’, E) consists of a subset of the vertices I” c I’ 
such that every edge of G is incident on at least one vertex of V’. The minimum vertex 
cover problem consists of finding a vertex cover of smallest possible cardinality for 
a given graph. This problem is NP-hard [3]. We denote it by VC. 
3.1. De$nitions 
We begin by describing a simple method for producing graphs with known 
minimum size vertex covers. Let R be a subset of OptPairs( Select any 
(G,, I+‘,), (Gz, w,), . . . . (Gk, W,) from R and take the disjoint union of Gi, . . . , G,; add 
zero or more edges in such a way that each added edge is incident on some vertex from 
u f= 1 Wi. The resulting graph has a minimum vertex cover consisting of the vertices 
Uf=i Wi. Fig. 1 h s ows a graph constructed in this way starting from 3 cliques and 
their minimum vertex covers. We denote by ucgen(R) the set of all pairs (graphs with 
minimum vertex covers) that can be obtained from R in this manner. 
Definition 3.1. A graph G is UC-minimal if G is connected, and removing any one of the 
edges of G lowers its minimum vertex cover size. 
Note that in the construction described in the above paragraph it suffices to 
consider only vc-minimal graphs. That is, all graphs and their respective minimum 
vertex covers can be constructed starting from vc-minimal graphs. This is brought out 
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Fig. 1. Graph constructed to have minimum vertex cover size 6. 
by Observation 3.1. The other observations give some other useful properties of 
vc-minimal graphs. 
Observation 3.1. R contains all UC-minimal graphs with all of their minimum size vertex 
covers if and only if vcgen(R) = OptPairs( VC). 
Observation 3.2. Zf G is a vc-minimal graph, then G E Znstances(vcgen(R)) ifand only ij 
G E Instances(R). 
Observation 3.3. R is closed if and only if vcgen(R) is closed. 
In the rest of this section we give results about the diversity, hardness, and 
generability of the sets vcgen(R) for some specific sets R. 
3.2. Diversity 
As seen above, vcgen(R) is certainly diverse with respect to all parameter functions, 
if R contains all possible vc-minimal graphs. Unfortunately in this case vcgen(R) is not 
likely to be generable in polynomial time. There is, however, a certain set of vc- 
minimal graphs R, namely the set of all cliques, for which vcgen(R) is efficiently 
generable but still has many diversity properties. 
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We now define some parameter functions on the set OptPairs( for which 
diversity results will be investigated. If (G, w) E OptPairs( VC) denote by u((G, W)) the 
number of vertices of G, by e((G, W)) the number of edges of G, by c((G, W)) the 
cardinality of W (i.e. OPT(G)), by d,((G, W)) the average degree of the vertices in W, 
and by d,((G, W)) the average degree of the vertices of G that are not in W. (It is 
interesting to consider the di and d2 functions since a well-known class of “greedy” 
approximation algorithms for the VC problem choose a vertex cover by selecting 
vertices with high degrees). We will show that if Instances(R) contains all cliques, then 
ucgen(R) is (0, e, c, di, d,)-diverse. In order to show this it is first necessary to deter- 
mine which combinations of values for these parameter functions are actually valid. 
First note that given two values n and 1 for the number of vertices and the minimum 
vertex cover size, respectively, where 0 < 1 6 n - 1, one can construct a graph having 
these parameter values by letting k = n - 1, choosing positive integers n,, nz, . . . , nk 
such that C:= 1 ni = n, and letting Gi be a clique of ni vertices, for each i. The desired 
graph is formed by taking the disjoint union of the Gi and adding extra edges if 
necessary. The number of edges in the graph can also be controlled by choosing 
appropriate cliques Gi. In order to produce a graph having m edges, the cliques must 
be chosen in such a way that the total number of edges in their disjoint union is less 
than or equal to m. Lemma A.1 in the appendix gives the minimum number of edges 
that can be obtained from a graph formed from the union of cliques as just described. 
It follows from Turan’s theorem that this is in fact the minimum number of edges that 
any graph with n vertices and minimum vertex cover size 1 can have. (The definition of 
Ic(n, k) used in the following theorem may also be found in the appendix.) 
Theorem 3.1 (Turan). The only graph with n vertices, minimum vertex cover size 1, and 
tc(n, n - 1) edges, is the graph consisting of r cliques of size q + 1 and n - 1 - r cliques of 
size q (where n = q(n - 1) + r, 1 < q < n, 0 Q r < n - I), while any graph with n vertices 
and minimum vertex cover size 1 must have at least this many edges. 
([14] expresses this in terms of maximum cliques, while a statement for maximum 
independent sets can be found in [2].) It is not hard to see that the maximum number 
of edges a graph with n vertices and minimum vertex cover size 1 can have is 
(i) + l(n - l), and that any number of edges between the lower and upper bounds is 
achievable. 
Theorem 3.2. Let n > 1, 1 2 0, m 2 0 be integers. There exists a graph with n vertices, 
m edges, and minimum vertex cover size 1 if and only zf 0 Q 1~ n - 1 and 
ic(n,n-l)fmd(:)+l(n-1). 
We can now state the following diversity result. 
Theorem 3.3. Let R E OptPairs( VC). Then vcgen(R) is (v, e, c)-diverse if and only if 
R contains all cliques. 
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Proof. If R contains all cliques then it follows from the above discussion and Theorem 
3.2 that ucgen(R) is (v, e, c)-diverse. For the converse, it is clear that for each II 2 1 
there is only one graph with II vertices, (i) edges, and minimum vertex cover size n - 1, 
namely a clique of n vertices. Therefore, if vcgen(R) is (v, e, c)-diverse, then by Observa- 
tion 3.2 R must contain all cliques. 0 
We now turn to the d1 and dz functions. Let ei((G, I%‘)) denote the number of edges 
of G that have both endpoints in W, and let e,((G, IV)) denote the number of edges of 
G that have only one endpoint in W. Since dI = (2e, + ez)/c and dz = ez/(u - c), it 
suffices to consider the possible values that ei and e2 can assume. If (G, IV’) is 
constructed from (G,, W,), . . . , (GL, W,), where k = n - 1, Gi is a clique of ni vertices, 
and Wi is a vertex cover for Gi consisting of (ni - 1) of these vertices, then we have 
1~ ez((G, W)) d l(n - 1) 
and 
< ei((G, W)) < i 
0 
. 
It follows from Lemma A.1 that the smallest possible value for the lower bound for 
ei((G, W)) in the above inequality is tc(l,n - 1). These bounds actually hold for all 
graphs, as shown by the following theorem, whose proof may be found in the 
appendix. 
Theorem 3.4. Let n 2 1, 1 2 0, ml > 0, m2 2 0 be integers. There exists a graph G with 
minimum size vertex cover W such that u((G, W)) = n, c((G, W)) = 1, el((G, W)) = ml 
and e2((G, W)) = m2 
1 < m2 < l(n - 1). 
if and only if 0 < l< n - 1, K(I, n - 1) < ml < (i), and 
We have shown the following. 
Theorem 3.5. Let R c OptPairs( VC). Then vcgen(R) is (v, c, dl, d2)-diverse ifand only 
if R contains all cliques. 
It is often desirable to generate connected graphs satisfying given characteristics. 
The following theorem gives the possible combinations of vertex count, edge count, 
and minimum vertex cover size for connected graphs. A proof may be found in the 
appendix. 
Theorem 3.6. Let n 3 1,l 2 0, m 3 0 be integers. There exists a connected graph with 
n vertices, m edges, and minimum vertex cover size 1 ifand only ifn = 1, 1 = 0, and m = 0, 
or n > 2, 1 < 1< n - 1 and tc(n, n - 1) + n - 1 - 1 < m < (4) + l(n - 1). Let 
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Fig. 2. Graphs with 10 vertices and minimum vertex cover size 7, achieving (a) minimum possible number 
of edges, and (b) minimum possible number of edges for connected graphs. 
n = q(n - 1) + r, where 1 < q < n and 0 < I < n - 1. Suppose that G attains the lower 
bound in the number of edges. Then ifq = 1 then G is a tree; ifq = 2 then G consists of 
r disjoint simple odd-length cycles made up of n, vertices, and (n - n,)/2 2-cliques, 
together with r + (n - n1)/2 - 1 additional edges joining the cycles and cliques into 
a tree of cycles and 2-cliques; and if q k 3, then G consists of r cliques of size q + 1, 
n - I- r cliques of size q, and n - 1 - 1 additional edges connecting the n - 1 cliques 
into a tree of cliques. 
Fig. 2 illustrates some of the lower bounds given in Theorems 3.1 and 3.6. 
The following result follows from the above theorem and discussion. 
Theorem 3.1. Let R E OptPairs( Then Con-vcgen(R) is (v, e, c)-diverse with 
respect to Con-OptPairs if and only if R contains all cliques. 
If we denote by cp((G, W)) the number of connected components of G, then we have 
the following corollary. 
Corollary 3.8. Let R E OptPairs( VC). Then vcgen(R) is (v, e, c, cp)-diverse ifand only if 
R contains all cliques. 
Proof. Suppose R contains all cliques and let G be any graph with n vertices, m edges, 
minimum vertex cover size 1, and p components. Let G,, . . . , G, be the connected 
components of G. Assume that Gi has ni vertices, mi edges, and minimum vertex cover 
size lie By Theorem 3.7 there exist pairs (Hi, Wi) E Con-ucgen(R) for 1 < i < p such 
that Hi has Iti vertices, rnt edges, and minimum vertex cover size Ii. Let H be the 
disjoint union of the Hi and W = u Wt. Clearly (H, W) E ucgen(R) and H has 
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n vertices, m edges, minimum vertex cover size 1, and p components. Thus vcgen(R) is 
(u, e, c, cp)-diverse. The converse follows from Theorem 3.3. 0 
The proofs of the following theorems are left to the reader. 
Theorem 3.9. Let n > 2, 1 2 1, m, B 0, m2 > 0 be integers. There exists a connected 
graph G with minimum vertex cover W such that v((G, W)) = n, c((G, W)) = 1, 
eI((G, W)) = ml, and ez((G, W)) = m2 if and only if Idldn-1, 
41, n - 1) d ml d (4) max(1, n - 1) d m2 d l(n - l), and m, + m2 2 tc(n, n - 1) 
+n-l-l. 
Theorem 3.10. Let R E OptPairs( VC). Then Con-vcgen(R) is (v, c, dI, d2)-diverse with 
respect to Con-OptPairs( VC) tf and only if R contains all cliques. 
Corollary 3.11. Let R c OptPairs( VC). Then vcgen(R) is (v, c, dt , d2, cp)-diverse ifand 
only tf R contains all cliques. 
3.3. Hardness 
Although R must contain all cliques in order for ucgen(R) to have the diversity 
properties discussed in the previous section, it suffices for R to contain one clique of 
size at least 3 in order to ensure that Znstances(vcgen(R)) is hard with respect to the VC 
problem. The reduction used in the proof of the following theorem is an adaptation of 
a reduction, which can be found in [3], from the NP-complete problem 3SAT 
(3-satisfiability) to the VC problem. 
An instance of 3SAT consists of a set U = {nr, u2, . . . , u,,} of logical variables and 
a set C = {cr, . . . . c,> of clauses. The variable u and its negation U are literals over U. 
A truth assignment for U is a function t that assigns the value T (true) or F (false) to 
each variable in U and hence to each literal. A 3SAT clause is a set of 3 literals over U; 
it represents the disjunction of these literals and is true if and only if at least one of the 
literals is true. The formula U, C is satisfiable if and only if there exists a truth 
assignment for U that simultaneously makes each clause in C true. 
Theorem 3.12. Suppose that R contains a clique of size 3 or larger. Then Instan- 
ces(ucgen(R)) is hard with respect to the VC problem. 
Proof. Suppose that R contains a clique of size k 3 3. Let variables 
u = (ur, u2, . . . . u,} and clauses C = (cr , c2, . . . , c,} be an instance of 3SAT. For each 
such formula define a graph G = (V, E) as follows. 
For each variable Ui construct two cliques of size k. Denote the vertices of the first 
clique by Ui, Ui, yi[l], . . ..yi[k - 21 and the vertices of the second clique by 
Zi[117 ...> zi[k]. For all pairs (s, t) where 1 < s < k - 2 and 1 < t ,< k, add an edge 
joining yi[s] and zi[t]. For each clause cj construct one clique of size k having vertices 
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Fig. 3. Illustration of construction from Theorem 3.12 for n = 4. C = [(u!. ii,, u,), (u2. iij, u,)). and k = 3. 
aj, bj, CjCll, ...> cj[k - 23. To establish the dependence between literals and clauses, 
add edges connecting each literal to each clause in which it appears, as follows. 
Suppose the three literals in Cj are denoted by xj, yj, and zj. If xj = Ui for some i, then 
add an edge connecting aj to the vertex ui; if xj = Ui, add an edge connecting aj to the 
vertex Ui. Proceed similarly with yj, connecting the vertex bj to some vertex ui or Ui. If 
Zj = ui, then add edges connecting each of the vertices cj[l], . . . , cj[k - 21 to Ui; if 
Zj = Ui, then add edges connecting cj[l], . . . . cj[k - 21 to Ui. Let Q = (2n + m)(k - 1). 
Note that the constructed graph must have minimum vertex cover size equal to at 
least Q. It is not hard to see that the original formula is satisfiable if and only if the 
constructed graph has in fact a vertex cover of size Q (see similar proof in [3]). For 
fixed k the reduction just described can be performed in polynomial time. Fig. 3 shows 
an example of the graph constructed when II = 4, C = {(a,, U2, u,), (uZ, Uj, Us)), and 
k = 3. 
To apply Proposition 2.2, we also need to show that if the formula is satisfiable, 
then G is in Instances(ucgen(R)). This follows since in this case G consists of the 
disjoint union of cliques from Instances(R), together with extra edges, each one of 
which is adjacent to at least one of the minimum size cover vertices in the cliques. n 
We remark here that it is clearly possible in the above construction to use cliques of 
different sizes for the different variables and clauses. Thus the hardness of the graphs is 
not limited to those formed from equal-sized cliques. 
Corollary 3.13. Suppose that R contains a clique of size 3 or larger. Then Instan- 
ces(Con-ucgen(R)) is hard with respect to the VC problem. 
Proof. If there is a polynomial-time approximation algorithm that gives the correct 
answer for all graphs in Instances(Con-ucgen(R)), then this algorithm can be used on 
the connected components of any graph in Znstances(ocgen(R)). Cl 
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3.4. Generability 
In this section we discuss the polynomial-time generability of ucgen(R) when 
R consists of all cliques with their minimum size vertex covers. The process of 
generation of pairs from ucgen(R) has already been sketched out and it is clear that the 
procedure can be carried out in polynomial time. However, to show polynomial-time 
generability with respect to given parameter functions it is necessary to show that 
given any set of valid values for the parameters, a graph with these parameter values 
can be constructed in polynomial time. In addition, it must be shown that any graph 
in vcgen(R) having these parameter values has some chance of being produced by the 
procedure. This is accomplished by the following algorithm. 
Algorithm 3.1. 
Input: n, m, 1, where n 2 1, 0 < 1~ n - 1, and ~(n, n - 1) < m < (i) + l(n - 1). 
Output: A graph having n vertices, m edges, and minimum vertex cover of size 1. 
1. 
2. 
3. 
4. 
5. 
Set k = n - 1 
For i = 1 to k - 1 do 
Choose ni such that 
and 
K 
Let nk = n - c,“r: Itj. 
Take the disjoint union of k cliques, where the ith clique has ni vertices, forming 
a graph with n vertices, minimum vertex cover size 1, and m’ edges, where 
m’ = Cf= 1 (‘$2) < m. Choose a minimum vertex cover for each clique. 
Add (m - m’) additional edges, each incident on at least one of the clique vertex 
cover vertices. 
In order to generate only connected graphs having the given parameter values, the 
algorithm can be modified as follows. Let m” = m - n + I + 1, and use steps l-4 of 
the above algorithm to construct a graph with n vertices, minimum vertex cover size Z, 
at most m” edges, and having k = n - 1 clique components. Add n - I - 1 edges to 
connect the components, and then perform step 5. 
One way to implement step 2 is to try all possible values for ni from 1 to 
n - (Cjl i nj) - k + i and see which ones satisfy the second inequality. Because of the 
way each successive nj is chosen, there will be at least one value for nj satisfying the 
bounds. Because the partial sums involving the nj that have already been chosen do 
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not need to be recomputed, the above algorithm can be implemented to run in time 
O(n’). 
We have thus shown the following. 
Theorem 3.14. Let R consist of all cliques together with their minimum size vertex 
covers. Then vcgen(R) is (v, e, c)-generable in polynomial time, and Con-vcgen(R) is 
(u, e, c)-generable in polynomial time. 
The algorithm presented above gives a nondeterministic procedure for which every 
graph in vcgen(R) satisfying the input conditions has some chance of being produced. 
It can be viewed as a template for different implementations of the procedure. 
Transforming the nondeterministic choices into actual random choices using given 
probability distributions, determines the distribution with which the instances are 
generated. Some such distributions may be capable of producing graphs which are 
experimentally harder than others (see [13]), or that have other desired properties. 
The proof of the following result is left to the reader. 
Theorem 3.15. Let R consist of all cliques together with their minimum size vertex 
covers. Then ucgen(R) is (v, c, d,, d2)-generable in polynomial time, and Con-vcgen(R) is 
(v, c, d,, d,)-generable in polynomial time. 
3.5. Remarks 
By Proposition 2.3, we can derive the following interesting corollary from the 
results in this section. 
Corollary 3.16. Suppose that R consists only of cliques, and contains at least one clique 
of size 3 or larger. Then the sets Znstances(ucgen(R)) and Znstances(Con-ucgen(R)) are 
not recognizable in polynomial time unless NP = co-NP. 
Proof. Even if R does not contain all cliques, it is possible to construct a TICM C that 
generates graphs constructed from the cliques that do belong to R, and that outputs 
A when a graph with the specified parameters cannot be constructed from these 
cliques. (Determining whether a graph can be so constructed, and choosing one of the 
possible constructions, can be done in polynomial time using a dynamic programming 
technique.) If R contains at least one clique of size 3 or greater, as seen in the proof of 
Theorem 3.12, Znstances(Gen(C)) = Instances(vcgen(R)) can be shown to be hard 
using Proposition 2.2. It follows from Proposition 2.3 that this set is not in P unless 
NP = co-NP. Cl 
This corollary implies that even for fixed k 2 3, unless NP = co-NP, there is no 
polynomial-time algorithm for determining whether a given graph can be constructed 
from the union of cliques of size k as described in this section. 
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Because of the correspondence between the minimum vertex cover, maximum 
independent set, and maximum clique problems, the procedure described in this 
section can also be used to generate test sets for the latter two problems having similar 
hardness and diversity properties. 
4. The graph colorability problem 
A k-colouring for a graph G = (V, E) is a function f: V+ { 1,2, . . . , k} such that 
f(u) #f(v) whenever {a, u} E E. The integer k represents the number of colors used in 
the coloring. The chromatic number of a graph is equal to the least k such that there 
exists a k-coloring for the graph. The graph colorability problem consists of finding 
a coloring for a given graph that uses the least possible number of colors. This 
problem is NP-hard [3]. We denote it by GC. 
4.1. Dejinitions 
For the graph coloring problem, an optimal solution for the graph G consists of 
a coloring function that uses the minimum possible number of colors. We describe 
how to produce graphs with known optimal colorings from a set of basic graphs and 
their optimal colorings. Let R E OptPairs( Consider a set of pairs 
(G, ,fl), . . . , (G,,f,) belonging to R. For each i, 1 d i < t, let ki be the chromatic number 
of Gi, and let k be equal to the maximum of the ki. We form another pair (G,f) by 
taking the disjoint union of the graphs G1 , . . . , G,; choosing for each i a one-to-one 
mapping hi from { 1, . . .) ki} to {I, . . . , k}, and assigning color f(u) = hi(fi(U)) to each 
vertex u in Gi; and finally adding zero or more edges joining vertices that have been 
assigned different colors byf: We denote by gcgen(R) the set of graphs with minimum 
coloring functions that can be generated from pairs in R in this manner. Fig. 4 shows 
a graph constructed in this way starting from one cl-clique, one 2-clique, and three 
l-cliques. 
The following definition and observations are similar to those given in the preced- 
ing section for the VC problem. 
Definition 4.1. A graph G is gc-minimal if G is connected, and removing any one of the 
edges of G lowers its chromatic number. 
Observation 4.1. R contains all gc-minimal graphs with their respective optimal coloring 
functions if and only ifgcgen(R) = OptPairs( 
Observation 4.2. Zf G is a gc-minimal graph, then G E Znstances( gcgen(R)) if and only if 
G E Instances(R). 
Observation 4.3. R is closed if and only ifgcgen(R) is closed. 
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(a) 
(b) 
Fig. 4. Graph constructed to have chromatic number 4 (o = 1, 0 = 2, ??= 3, ??= 4). 
4.2. Diversity 
The following functions are used in the diversity results in this section. If 
(G,f) E OptPairs( denote by u((G,f)) the number of vertices of G, by e((G,f)) the 
number of edges of G, by c((G,f)) the chromatic number of G, and by ci((G2.f)) the 
number of vertices of G that are assigned color i byf: 
Let pk : Nk + N denote a polynomial-time computable bijection between Nk 
and N. If (G,f) E OptPairs and G has chromatic number k, let cf((G,f’)) 
= ~~(c,((G,f)), . .., ck((G,f))). Finally, let cp((G,S)) denote the number of connected 
components of G. 
If G has y1 vertices, chromatic number k, and optimal coloring function f which 
assigns color i to exactly k, vertices, then the number of edges of G can be at most 
(2) - CT= 1 (2). This quantity reaches a maximum when the colors are distributed as 
evenly as possible among the vertices. In addition, the graph must have at least (i) 
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edges, since for every pair of distinct colors there must be at least one edge joining two 
vertices with these colors. 
Theorem 4.1. There exists a graph with n vertices, m edges, and chromatic number k if 
and only if1 < k < n and ($) < m < (z) - rc(n, k). The graphs attaining the lower bound 
in number of edges consist of a k-clique and n - k isolated vertices. The graphs attaining 
the upper bound in the number of edges are such that their complements consist of 
r cliques of size q + 1, and k - r cliques of size q, where q, r are the quotient and 
remainder when n is divided by k. 
A proof of the above can be found in [2] (Theorem 4 and Theorem 4’ in Ch. 15). For 
connected graphs, a lower bound on the number of edges is given by the following 
theorem. A proof may be found in the appendix. 
Theorem 4.2. There exists a connected graph with n vertices, m edges, and chromatic 
numberkifandonlyifn=l,k=l,andm=O,orn~2,2~k~nand(~)+n-k 
< m < (1) - tc(n, k). If G attains the lower bound in the number of edges, then tfk = 2 
G is a tree, if k = 3 G has one odd-length cycle, and if k 2 4, G has a k-clique and no 
other cycles. 
Fig. 5 illustrates the lower bounds given in Theorems 4.1 and 4.2. 
From these results and the structure of the graphs attaining the lower and upper 
bounds on the number of edges it is not difficult to derive the following. 
Theorem 4.3. Let R c OptPairs( Then gcgen(R) is (v, e, c)-diverse if and only if 
R contains all cliques. Also Con-cgen(R) is (v, e, c)-diverse with respect to Con-gcgen(R) 
tf and only tf R contains all cliques. 
Theorem 4.4. Let R c OptPairs( Then gcgen(R) is (v, e, c, cf )-diverse ifand only if 
R contains all cliques. Also Con-gcgen(R) is (v, e, c, cf)-diverse with respect to Con- 
OptPairs if and only if R contains all cliques. 
Corollary 4.5. Let R E OptPairs( Then gcgen(R) is (v, e, c, cf, cp)-diverse if and 
only if R contains all cliques. 
4.3 Hardness 
We claim that Instances(gcgen(R)) is hard with respect to the GC problem if 
Instances(R) contains all cliques. This follows from the fact that there exists a poly- 
nomial-time reduction from 3SAT to the GC problem, such that if a formula is 
satisfiable, then the graph constructed by the reduction belongs to 
Lnstances(gcgen(R)). This reduction can be found in [l] (Section 10.5). The graphs 
constructed by the reduction are connected, showing directly that Znstances(Con- 
gcgen(R)) is hard. 
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Fig. 5. Graphs with 9 vertices and chromatic number 4, achieving (a) minimum possible number of edges, 
and (b) minimum possible number of edges for connected graphs. 
Theorem 4.6. Let R s OptPairs( Zf R contains all cliques with their respective 
minimum coloring functions, then Znstances( gcgen(R)) and Znstances(Con-gcgen(R)) are 
hard with respect to the GC problem. 
4.4. Generability 
The construction algorithm for this problem is similar to that given for the VC 
problem in the previous section. Let R E OptPairs consist of all cliques with 
their corresponding coloring functions. First note that in order to produce any graph 
in gcgen(R) having n vertices and chromatic number k it is sufficient to always select 
from R one k-clique and n - k l-cliques; this is because other cliques can be formed as 
additional edges are added. 
If a graph has a k-coloring function that assigns color i to exactly ni vertices, then 
the complement of the graph must contain k cliques with sizes n,, . . . , nk. The following 
algorithm works by first determining the sizes of these cliques, in such a way that the 
desired number of edges for the graph can be achieved. 
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Algorithm 4.1. 
Input: n, m, k, where n > 1, 1 < k < n, and (5) Q m 6 (I) - ~(n, k). 
Output: Graph G having n vertices, m edges, and chromatic number k. 
1. Let m’ = (4) - m. 
2. For i = 1 to k - 1 do 
Choose ni such that 
i-t 
I<ni<n- 1 nj-k++ 
j=l 
and 
3. Let nk = n - ciif nj. 
4. Divide up the vertices into k groups AI, . . . . Ak, having nl, . . . . nk vertices, respec- 
tively. For each i, assign color i to each vertex in Ai. 
5. Choose k vertices vt, . . . . uk where Vi E Ai. Form a k-clique with these vertices. 
6. Add m - ($) more edges to G such that each added edge connects 2 vertices with 
different colors. 
It is no{ hard to see that the above algorithm can be implemented to run in O(n’) 
time. As for Algorithm 3.1, this algorithm should be viewed as a template for different 
implementations of the generation procedure. In order to generate only connected 
graphs having the given parameter values, insert a step between steps 5 and 6 which 
adds n - k edges connecting the n - k + 1 components. It is easy to modify the 
algorithm to include as part of the input the number of vertices which should be 
assigned each color. 
Theorem 4.7. Let R c OptPairs consist of all cliques together with their coloring 
functions. Then gcgen(R) is (v, e, c)-generable in polynomial time and (v, e, c, cf )-gener- 
able in polynomial time. Also Con-gcgen(R) is (v, e, c)-generable in polynomial time and 
(v, e, c, cf )-generable in polynomial time. 
If R consists exactly of all cliques with their minimum coloring functions, then 
Znstances(gcgen(R)) consists of all graphs for which the size of the maximum clique 
equals the chromatic number of the graph. We therefore have the following corollary 
from Proposition 2.3 and Theorem 4.6. 
Corollary 4.8. The set of graphs for which the size of the maximum clique equals the 
chromatic number of the graph is not recognizable in polynomial time unless NP = co- 
NP. 
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5. The dominating set problem 
A dominating set for a graph G = (V, E) is a subset of vertices V’ c V such that for 
all u E L’ - Y’, there exists some u E I/’ for which {u, u) E E. The domination number 
of a graph is the size of its smallest dominating set(s). The dominating set problem 
consists of finding a dominating set of smallest cardinality for a given graph. The 
dominating set problem is NP-hard [3]. We denote it by DS. 
5.1. Dejinitions 
The procedures and results described in this section follow a somewhat different 
approach from that used for the last two problems. The construction algorithm for the 
DS problem is not based on a particular set of minimal graphs. In addition, the 
diversity and generability properties apply primarily to connected graphs that have 
domination number greater than 2. The reason for these restrictions lies in the nature 
of the extremal graphs attaining the upper bound on the number of edges for graphs 
having a given domination number. 
The construction procedure is as follows. To produce a graph with n vertices and 
domination number k, where 1 Q k < n, partition the n vertices into k disjoint groups 
V 1, ..., V,. Choose vertices Xi, yi E v for 1 < i < k (for each i, Xi may or may not equal 
yi). Add edges connecting the vertices such that the following conditions are satisfied. 
(a) Each vertex not equal to an Xi is adjacent to some Xi. 
(b) For each i, yi is not adjacent to any vertices outside Vi. 
The resulting graph must have domination number equal to k since by (a) {x 1, . , xk) 
is a dominating set for the graph, and by (b) any dominating set for the graph must 
include at least one vertex from each vi, for 1 d i d k. Denote by gen(DS) the set of all 
pairs (G, W), where G is a graph constructed in this manner and W = {x1, . . . , xk}. 
Denote by cgen(DS) the set of all pairs in gen(DS) which include a connected graph. 
Note that if (G, W) E cgen(DS), then the L$ used to produce the graph must satisfy 
1 Vi) 3 2 for all i. Fig. 6 shows a graph constructed in this manner having domination 
number 3. 
Observation 5.1. The sets gen(DS) and cgen(DS) are closed. 
5.2. Diversity 
If (G, W) E OptPairs( where G = (V, E) and W is a minimum size dominating 
set for G, denote by u((G, W)) the number of vertices of G, by e((G, W)) the number of 
edges of G, by d((G, W)) the domination number of G, by el((G, W)) the number of 
edges of G that have both endpoints in V - W, and by e,((G, W)) the number of edges 
of G that have at least one endpoint in W. 
Recall that for the VC and the GC problems the structures of the extremal graphs 
attaining the lower and upper bounds on the number of edges for connected and 
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Fig. 6. Example of graph constructed to have domination number 3. 
unconnected graphs are closely related. In fact the upper bound extremal graphs are 
the same for connected and unconnected graphs, and the lower bound extremal 
connected graphs are (with small exceptions) obtained from the unconnected extremal 
graphs by adding just enough edges to connect the components. This is not the case 
for the DS problem, as the upper bound extremal connected graphs are significantly 
different from the unconnected ones. The following results describe the situation for 
the DS problem. 
Lemma 5.1. If G is a graph with n vertices and domination number k, then G has at 
least n - k edges. If G is a connected graph with n vertices and domination number k, 
then G has at least n - 1 edges. Both of these bounds are tight. 
The graphs attaining the lower bound for unconnected graphs consist of k compo- 
nents, each consisting of a dominating vertex adjacent to each of the other vertices in 
the component. For connected graphs, there are an additional k - 1 edges connecting 
these components. 
The following theorem, due to Vizing [15], gives an upper bound for the number of 
edges in a graph with a given number of vertices and a given domination number. (See 
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also [2], Ch. 14.) An edge covering for a graph is a subset of the edges of the graph such 
that each vertex is incident on at least one of these edges. A minimum edge covering is 
an edge covering of minimum cardinality. 
Theorem 5.1 (Vizing [lS]). If G is a graph with n vertices and domination number k, 
where 2 d k 6 n, then the number of edges of G is at most L (n - k)(n - k + 2)/2 1. 
Equality occurs ifand only ifG is the disjoint union of k - 2 isolated vertices and a graph 
obtained by removing from an (n - k + 2)-clique the edges of a minimum edge covering. 
Note that for k 2 3 the graphs attaining the upper bound in the number of edges are 
unconnected. The following results have to do with domination numbers for connec- 
ted graphs. The following lemma is from [7]. 
Lemma 5.2 (Ore [7]). If a graph with n vertices and domination number k has no 
isolated vertices, then k < n/2. 
A proof of the following theorem may be found in [l 11. 
Theorem 5.2. Let G be a connected graph with n vertices and domination number k, 
where 3 d k < n/2. Then the number of edges of G is at most (“-t+ ‘). A graph having 
exactly this number of edges must be of the following form: 
(1) An (n - k)-clique, together with an independent set of size k, such that each of the 
vertices in the (n - k)-clique is adjacent to exactly one of the vertices in the 
independent set, and such that each of these k vertices has at least one vertex adjacent 
to it. 
(2) For k = 3, G may consist of a clique of n - 5 vertices, together with 5 vertices 
x1, x2, x3, x4, x5, with edges {xl, x3}, { x2, x4}, {x2, x5), such that every vertex in 
the (n - 5)-clique is adjacent to x4 and x5, and in addition to either x1 or x3. 
Moreover, at least one of these vertices is adjacent to x1 and at least one to xj. 
Figs. 7 and 8 show graphs attaining the lower and upper bounds on the number of 
edges given by Lemma 5.1, Theorems 5.1 and 5.2. 
It is not hard to see that starting with one of the graphs achieving the upper bound 
in Theorem 5.1 or in part (1) of Theorem 5.2, one can, by judiciously removing edges, 
achieve the lower bound on the number of edges given by Lemma 5.1 without at any 
point changing the domination number of the graph. We thus have the following. 
Corollary 5.3. Let n, m, k be integers such that n 3 1, m 3 0, k >, 1. Then there exists 
a graph having n vertices, m edges, and domination number k if and only if 
(1) k = 1 and n - 1 < m S (5), or 
(2) 2<k<nandn-k<m<L(n-k)(n-k+2)/2J. 
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Fig. 7. Graphs with 12 vertices and domination number 4 attaining (a) minimum possible number of edges, 
and (b) maximum possible number of edges. 
(b) 
Fig. 8. Connected graphs with 12 vertices and domination number 4 attaining (a) minimum possible 
number of edges for connected graphs, and (b) maximum possible number of edges for connected graphs. 
There exists a connected graph having n vertices, m edges, and domination number k if 
and only if 
(1) k = 1 and n - 1 < m < (9), or 
(2) k=2,n>4,andn-ldmdL(n-2)n/2J,or 
(3) 3 < k 6 n/2 and n - 1 < m d T-i+‘). 
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Definition 5.1. If U G OptPairs( denote by U a t the set of all pairs (G, W) E U 
such that G has domination number greater than or equal to t. 
As mentioned previously, our diversity results apply to connected graphs having 
domination number at least 3. 
Theorem 5.4. The set cgen(DS) a 3 is (v, e, d)-diverse with respect to Con-OptPairs ’ 3. 
Proof. This result follows by observing that the graphs attaining the upper bound 
described in part (1) of Theorem 5.2 are in cgen(DS) (with the yi being the independent 
set vertices, and each Xi being equal to either yi or one of its neighbors), and that the 
graphs obtained by removing clique edges as described in the paragraph before 
Corollary 5.3 are also in cgen(DS). Cl 
Results about the possible values that the e, and e2 functions can take may be found 
in [12]. The precise description of these values is somewhat complex and is therefore 
omitted from this paper. We merely state that the following can be shown. 
Theorem 5.5. The set cgen(DS) 2 4 is (v, e,, e2, d)-diverse with respect to Con- 
OptPairs 3 4. 
In addition, it is shown in [12] that cgen(DS) a 3 is almost (v, e,, e2, d)-diverse with 
respect to Con-OptPairs a 3, since for each n there is only one pair (G, W) E Con- 
OptPairs (up to isomorphism) such that G has n vertices and domination number 
3, but which fails to have a representative pair with identical (v, e,, e2, d) values in 
cgen(DS). 
5.3. Hardness 
Theorem 5.6. The sets Znstances(gen(DS)) and Instances(cgen(DS)) are hard with 
respect to the DS problem. 
Proof. The reduction is from 3SAT. Let variables U = {ul, uz, . . ., u.} and clauses 
C = {kl,kz,...,k,} b e an instance of 3SAT. We construct a graph corresponding to 
this formula as follows. 
Corresponding to each variable ui construct a 3-clique Ai having vertices ui, Ui, and 
Xi. Corresponding to each clause kj construct two 3-cliques: B,, having vertices aj, bj, 
and Cj, and Cj, having vertices dj, ej and fj. Also corresponding to each clause kj create 
three vertices k, 1, k, 2, kj, 3. If the literals in clause kj are lj, mj, nj (e.g. lj = Ui or lj = Ui 
for some i), then add three edges connecting kj, 1 to lj, kj. 2 to mj, and k, 3 to nj. In 
addition, add edges connecting kj, 1 to aj, kj, z to dj, and kj.3 to bj and to ej. Call the 
final constructed graph G. Fig. 9 shows an example of the graph constructed when 
n = 4 and C = {(u,, til, u3), (uz, tiJ, Q)}. 
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Fig. 9. Illustration of construction from Theorem 5.6 for n = 4, C = {(ul, ti2, u3), (uz, U3, u,)}. 
We claim that the original formula is satisfiable if and only if the graph G has 
domination number n + 2m. If the formula is satisfiable, then a dominating set D for 
G can be constructed as follows. Choose a satisfying assignment t for the formula. For 
each i, if t assigns T to ui, put vertex Ui in D, else put Ui in D. For each clause kj, since 
t is a satisfying assignment, at least one of the literals lj, mj, nj is set to T by t. If lj is set 
to T, put bj and dj in D. Otherwise, if mj is set to T, put aj and ej in D. Otherwise (nj is 
set to T) put aj and dj in D. This makes for a total of n + 2m vertices in D. It is not 
difficult to check that D is a dominating set for G. 
Suppose now that D is a dominating set of size n + 2m for G. Then each Ai, each Bj, 
and each Cj must contain exactly one vertex from D. Since xi is not adjacent to any 
vertices outside of Aip we can if necessary modify D so that either ai or Ui is in D, while 
retaining the property that D is a dominating set for G. Likewise we can assume that 
either aj or bj is in D, and either dj or ej is in D, for each j. Define an assignment t for 
U by setting t(ui) = T if ui is in D, and t(Ui) = F otherwise. To see that t is a satisfying 
assignment consider any clause kj. Since only two of aj, bj, dj, ej can be in D, at least 
one of the vertices k J, 1, k, *, k, 3 is not adjacent to any dominating set vertex in Bj or 
Cj. Hence this vertex must be adjacent to some Ui or Ui vertex in D, implying that the 
corresponding literal in the clause kj is set to T by t. Thus t is a satisfying assignment. 
It is also not hard to see that if the formula is satisfiable then the constructed graph 
G is in Instunces(gen(DS)). Suppose the formula is satisfiable, and let D be a domina- 
ting set for G consisting of exactly one vertex from each of Ai, Bj, and Cj. In fact, as 
shown above, we may assume that either Ui or Ui is in D, either uj or bj is in D, and that 
either dj or cj is in D. Define vertex subsets pi, ~j, and ~j as follows. Each Ai, Bj, and 
cj contains all of the vertices in Ai, Bj, and Cj, respectively, with possibly other 
vertices from among the kj, 1, kj, 2, kj, 3. We assign each vertex of the form kj, 1, kj, 2, or 
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kj, 3 arbitrarily to one of the sets Ali, ~j, or ~j. Since each of the sets A”i, Ej, and ~j has 
a dominating set vertex, and another vertex (xi, cj, orfj) which is not adjacent to any 
vertex outside the set, G is in Znstances(gen(M)). It follows by Proposition 2.3 that 
Instunces(gen(DS)) is hard with respect to the DS problem. Since the connected 
components of any graph in Znstances(gen(DS)) belong to Instances(cgen(DS)), it 
follows that Instances(cgen(DS)) must be hard with respect to the DS problem as 
well. Cl 
We remark here as well that in the above construction, each 3-clique may be 
replaced by any subgraph having at least three vertices, of which at least two must be 
adjacent to all other vertices in the subgraph. 
5.4. Generability 
Following is the construction algorithm for cgen(DS) > 3. 
Algorithm 5.1. 
Input: n, m, k where n > 6, 3 < k < n/2, and n - 1 < m < (n-k2”). 
Output: Connected graph G having n vertices, m edges, and domination number k. 
1. 
2. 
3. 
4. 
5. 
Partition the n vertices into k disjoint subsets Vi, . .., V, in such a way that 
IVi( 2 2 for 1 < id k. 
For each i, choose a vertex xi E K and choose a vertex yi E 6 (yi may or may not 
be equal to xi). 
Connect each yi to xi (if they are distinct) and connect each other vertex not 
equal to any xi to exactly one of the xi. 
Add k - 1 edges connecting the components, in such a way that yi is not 
connected to any vertex outside of Vi. 
Let E’ consist of all possible edges joining the n vertices, except for the n - 1 
edges already added, and except for any edge joining a yi vertex to a vertex 
outside vi. Select any m - n + 1 edges from E’ and add these edges to the 
constructed graph. 
We need to show that in step 5, E’ contains at least m - n + 1 edges. This is true 
since 
IE’I = ; 0 -(n-l)-(k-I)n+(~)=(nw:+l)-n+l>m-n+L. 
It is also not hard to see that the above algorithm can be implemented to run in O(n2) 
time. 
We thus have the following theorem. 
Theorem 5.7. The set cgen(DS) is (u, e, d)-generable in polynomial time. 
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Again, since Znstances(cgen(oS)) was shown to be hard with respect to the DS 
problem using Proposition 2.2, we have the following result as a corollary of Proposi- 
tion 2.3. 
Corollary 5.8. The sets Znstances(gen(DS)) and Instances(cgen(DS)) are not in P unless 
NP = co-NP. 
6. Conclusions 
The results in this paper show that it is feasible, at least in some cases, to generate 
test cases with known answers for NP-hard problems, such that the test sets produced 
can be shown to be both NP-hard and diverse. The techniques used here may be 
applicable to other types of NP-hard problems. 
As shown in Section 2, any one method of efficiently generating test cases can 
produce only a subset of all of the instances of the problem (unless NP = co-NP). It 
would therefore be beneficial to be able to design a variety of different test case 
generators for a given problem. 
In addition, test case generators can be evaluated empirically to determine the 
average difficulty of test cases produced, with respect to approximation and other 
types of algorithms for NP-hard problems. See for example [S and 131. 
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Appendix: Proofs of extremal graph results 
The following definition is used in stating some of the extremal graph results given 
in this paper. 
Definition A.l. Let ~1, k be positive integers. Let 4, r be the quotient and remainder 
when n is divided by k. That is, n = qk + r with 4 2 0 and 0 < r < k. Denote by Ic(n, k) 
the integer given by the formula 
r(“i ‘)+(k-r)(z). 
In terms of graphs, the above definition can be interpreted as follows. Let 
n = kq + r be the number of vertices in a graph. Suppose it is desired to form k disjoint 
cliques out of these vertices. If the cliques have vertex counts wl, . . . , wk, then the total 
L.A. Sanchis / Discrete Applied Mathematics 58 (1995) 35-66 61 
number of edges in these cliques would be C:= 1 (“2’). The formula ~(rt, k) gives the 
number of edges that would result if the cliques were chosen as near in size as possible, 
namely Y cliques of q + 1 vertices each, and k - r cliques having q vertices each. The 
lowest possible number of edges is achieved if the cliques are chosen in this way. 
Lemma A.l. Let k > 1, 0 < r < k, q > 0 be integers, and let wIr w2, . . . . wk be positive 
integers such that C:=I Wi = qk + r. Then 
Equality holds if and only tfthere are r indices i such that wi = q + 1 and k - r indices 
i such that wi = q. 
Theorem 3.4. Let n >, 1, 1 2 0, m, >/ 0, m, b 0 be integers. There exists a graph G with 
minimum size vertex cover W such that u((G, W)) = n, c((G, W)) = 1, e,((G, W)) = m, 
and ez((G, W)) = m2 if and only if 0~ 1 f n - 1, k(l,n - r) < m, d(i), and 
1 d m2 < l(n - 1). 
Proof. The statement that whenever n, 1, ml, m2 satisfy the given bounds there exists 
a graph having these parameter values follows from the discussion in Section 3.2. We 
must show that the bounds apply to all graphs. The upper bounds on m, and m, are 
clear. In addition, any cover vertex must be adjacent to at least one noncover vertex, 
so m2 3 1. It remains to show the lower bound for m,. Let V be the vertex set of G. If 
1 d n/2, ~(1, n - 1) = 0 and the result is obvious. If 1 > n/2, let G’ be the subgraph of 
G induced by W, and let 1’ be the size of the minimum vertex cover for G’. Note that we 
must have 1’ > 1 - (n - l), otherwise together with V - W we would have a vertex 
cover for G of size less than 1. Hence I- I’ < n - 1, and therefore 
~(1, I- 1’) >, ~(1, n - 1) (it is not hard to check that tc(r, sl) 2 k(r, s2) whenever 
si f s2). By Theorem 3.2 m, > ~(1, 1 - I’) 2 ~(1, n - 1). 0 
An independent set in a graph is a set of vertices such that no two vertices in the set 
are adjacent. We use the fact that a graph with n vertices has minimum vertex cover 
size 1 if and only if its largest independent set has size n - 1. The following lemmas are 
needed in the proof of the next theorem. Their proofs are left to the reader. 
Lemma A.2. Let q, k,kI, k2 be integers such that q > 3, kI, k2 3 0, and k = kI + kz 
3 1. Let G be a graph consisting of k, cliques of size q and k2 cliques of size q + 1, 
together with k - 1 additional edges connecting the cliques (to form a tree of cliques), and 
an extra vertex v having degree at most q. Then either there is a q-clique such that v is 
adjacent to all vertices in this clique, or G has an independent set of size k + 1. 
Lemma A.3. Let kI, k2, k be integers such that kI, kz > 0 and k = kI + k2 3 1. Let 
G be a graph with n vertices having the following structure: G consists of kI odd-length 
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cycles, kz 2-cliques, and an additional vertex v. The cycles and cliques are connected 
together with k - 1 edges into a tree of cycles and cliques, and v is adjacent to at most 
2 other vertices in the graph. Then either there exist t 2-cliques {x1, yl}, . . . . {x,, yt} 
(where t > 1) such that yi is adjacent to xi+ t for 1 < i < t and v is adjacent to x1 and y,, 
or G has an independent set of (n - 1 - kI)/2 + 1 vertices. 
Theorem 3.6. Let n > 1, 1 2 0, m 2 0 be integers. There exists a connected graph with 
n vertices, m edges, and minimum vertex cover size 1 tfand only ifn = 1, 1 = 0, and m = 0, 
or n 2 2, 1 < 1< n - 1 and tc(n, n - 1) + n - 1 - 1 < m d (i) + l(n - 1). Let 
n = q(n - 1) + r, where 1 < q < n and 0 < r < n - 1. Suppose that G attains the lower 
bound in the number of edges. Then ifq = 1 then G is a tree; ifq = 2 then G consists of 
r disjoint simple odd-length cycles made up of nI vertices, and (n - n1)/2 2-cliques, 
together with r + (n - n1)/2 - 1 additional edges joining the cycles and cliques into 
a tree of cycles and 2-cliques; and tf q 2 3, then G consists of r cliques of size q + 1, 
n - 1 - r cliques of size q, and n - 1 - 1 additional edges connecting the n - 1 cliques 
into a tree of cliques. 
Proof. By Theorem 3.2 it suffices to show the lower bound on the number of edges 
and the structure of the extremal graphs. The proof is by induction on n. The result is 
clear for n = 1 and n = 2. 
For the induction step, let G be a connected graph with n vertices, m edges, and 
minimum vertex cover size 1, where n > 2. Let n = qk + r, where k = n - 1 and 
0 d r < k. Choose a minimum cover for G. Note that each cover vertex must be 
adjacent to a noncover vertex. If r = 0, then at least one noncover vertex must have 
degree at least q - 1, otherwise the total number of vertices would be less than 
kq = n. Likewise if r > 0, at least one noncover vertex must have degree at least q. In 
either case, call this noncover vertex v. Let G’ be the graph obtained from G by 
removing v and its incident edges. Let m’ be the number of edges of G’. G’ has 
minimum vertex cover size equal to 1 or to 1 - 1 (otherwise G could be given a smaller 
cover, consisting of the small cover for G’ plus v). These two cases are considered 
separately. 
Case 1: G’ has minimum vertex cover size equal to 1. Let p 2 1 be the number 
of components of G’, let Gi, . . . , G, be the components, let ni and mi be the number 
of vertices and edges of Gi, respectively, and let li be the minimum vertex cover 
size of Gi. We have 1 = If= 1 li. Set ki = ni - Ii, and ni = qiki + ri, where qi, ri 
are the quotient and remainder when ni is divided by ki. By the induction 
hypothesis, 
mi>ri(P’ll)+(ki-ri)(F)+ni-li- 1. 
For each i, for 1 < j < ri, let Wij = qi + 1, and for ri + 1 < j < ki, let wij = qi. Let 
~0~1. Then (C~=‘=lCi”~lwij)+wo=(C~=)=lni)+l=n and (Cr=lki)+l=k. 
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Applying Lemma A.l, we obtain 
= tc(n, k) + n - 1 - I- p. 
Since G is connected, u must have edges connecting it to each of the p components of 
G’. Hence 
m 2 m’ + p B k(n, n - I) + n - I - 1. 
If the lower bound for m is achieved, then by Lemma A.l, since w. = 1, q = 1, and so 
n=n-I+randm=r+n-I-l=n-l.SinceGisconnected,Gmustbeatree. 
Case 2: G’ has minimum vertex cover size equal to I- 1. Suppose first that G’ is 
connected. (n - 1) - (1 - 1) = k’ = k. So by the induction hypothesis, 
m.Pr’j4’; l)+(k-rr)('i:)+n-l-l, 
where n - 1 = q’k + r’ with 0 Q r’ < k. If r = 0, then n - 1 = kq - 1 = (q - 1)k 
+ (k - l), so q’ = q - 1 and r’ = k - 1. Then, since u has degree at least q - 1, 
= kq 
0 
2 +n-1-l=rc(n,k)+n-1-l. 
Suppose that the lower bound is achieved. If q b 4, by the induction hypothesis G’ 
consists of k - 1 cliques of size q and one clique of size q - 1, together with k - 1 
connecting edges. Since v has degree q - 1, by Lemma A.2 v is adjacent to all vertices 
in the (q - 1)-clique and G has the required form. If q = 3, by the induction hypothesis 
G’ is a tree of k - 1 odd-length cycles made up of n1 vertices, and (n - 1 - n,)/2 
2-cliques. Since n = 3k, either G’ contains one cycle of length 5 and k - 2 3-cliques, or 
else G’ contains k - 1 3-cliques and one 2-clique. By Lemma A.3, the first case cannot 
occur; and under the second case, v must be adjacent to the vertices in the 2-clique. 
Hence G consists of k 3-cliques with k - 1 connecting edges, as required. If q = 2, then 
m = n - 1, and G is a tree. Since n = kq and n > 1, q cannot equal 1. 
m>m’+q>(r-1) +(k-r+l) “2 +n-l-l+q 
0 
=r(“G’)+(k-r)(t) + n - 1- 1 = rc(n, k) + n - 1 - 1. 
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Suppose that the lower bound is achieved. If q B 3, G’ consists of Y - 1 cliques of size 
q + 1 and k - r + 1 cliques of size q, together with k - 1 connecting edges, and u has 
degree q. By Lemma A.2 u is adjacent to all vertices in one of the q-cliques, and G has 
the required form. If q = 2 the result follows by the induction hypothesis applied to G 
and Lemma A.3, as in the previous case. Again, if q = 1, then G is a tree. 
Now suppose that G’ is not connected, and let p > 2 be the number of components 
of G’. Let Gi, . . . . G, be the connected components of G’, with Gi having ni vertices, 
mi edges, and minimum vertex cover size li. Note that u must be connected to each of 
these components, and that there must be at least one component such that adding 
u and the edges connecting v to this component will increase the minimum vertex 
cover size of the component. Assume without loss of generality that this component is 
Gi . Let H be the graph formed by adding to G1, the vertex v and any edges connecting 
u to G1. Let t be the number of edges connecting u to Gi. H must have minimum 
vertex cover size 11 + 1. For i 2 2 let ki = ni - li and ni = qiki + ri. Let k, = n, - II, 
n1 + 1 = qlkI + rl. By the induction hypothesis, for 2 < i < p, 
mi>r((lil ‘)+(ki-ri)(t)+ni-ii- 1. 
Also 
Again an application of Lemma A.1 gives 
= 7c(n, n - 1) + n - 1 - (I - 1) - p = K(& n - 1) + II - 1 - p. 
There must be at least p - 1 more edges connecting v to each of the other p - 1 
components, so m 2 tc(n, n - I) + n - 1 - 1, as required. If the lower bound is at- 
tained, then by the induction hypothesis, each Gi for i > 2, as well as H, is of the 
required form, consisting of cliques and/or odd cycles (depending on the value of q); 
hence G has the required form also. 0 
Theorem 4.2. There exists a connected graph with n vertices, m edges, and chromatic 
numberkz~andonlyifn=1,k=l,andm=O,orn~2,2~k~nand(~)+n-k 
< m < (2) - tc(n, k). Zf G attains the lower bound in the number of edges, then ifk = 2, 
G is a tree, if k = 3, G has one odd-length cycle, and if k 3 4, G has a k-clique and no 
other cycles. 
Proof. The upper bound on the number of edges follows from Theorem 4.1. The proof 
of the lower bound and of the structure of the extremal graphs is by induction on k. 
The result is clear for k = 1 and k = 2. Let G be a connected graph with chromatic 
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number k 2 3 and choose any k-coloring function for the graph. Let ul, . . . , u, be the 
vertices that are assigned color 1. We have 1 f f < n. Let G’ be the subgraph of 
Ginducedby I/- {ui ,..., o,}.LetG, ,..., G, be the connected components of G’. Let ki 
be the chromatic number of Gi, and let Iii be the number of vertices in Gi. The 
chromatic number of G’, which is equal to k - 1, is equal to the maximum of all the ki. 
We may assume that adding any one of the vertices vi, . . . . u, to G’ (together with its 
incident edges) would increase the chromatic number of G’ (otherwise just recolor the 
vertex and put it in G’). Thus in particular each vertex Uj has degree at least k - 1. In 
fact, it is not hard to see that each Uj must be connected with (at least) k - 1 edges to 
some single component Gi having chromatic number k - 1. Assume without loss of 
generality that u1 is connected with (at least) k - 1 edges to G1, which has chromatic 
number k - 1. By the induction hypothesis, G1 has at least (“; ‘) + n, - (k - 1) edges. 
Also each component Gi for i 2 2 must have at least ni - 1 edges, and each vertex 
li 2, . . . , u, is connected by an edge to some component Gi. In addition, since G is 
connected, there must be p - 1 more edges joining the vertices ui, . . . . u, to other 
components. So the total number of edges of G is at least 
+ n1 - (k - 1) + (k - 1) + f (ni - 1) + (t - 1) + (p - 1) 
i=2 
k = 
0 2 
- (k - 1) + (n - t) - (p - 1) + (t - 1) + (p - 1) = 
0 
; +n-k. 
Suppose that G attains the lower bound in the number of edges. If k = 3, then 
m = n, and since G is connected it has exactly one cycle. If this cycle were of even 
length, it would be possible to color G with two colors, hence the cycle must be of odd 
length. If k = 4, then by the induction hypothesis Gr contains one odd-length cycle. 
Also u1 is adjacent to 3 vertices in Gr, each Gi for i 2 2 is a tree, and there are no other 
cycles in G. Note that if the cycle in G1 has length greater than 3 then it is possible to 
assign colors to the vertices in G1 in such a way that no new color is needed for u,. 
Hence G1 must have a 3-clique. Since there are no other cycles in G1, it is possible to 
color all of the vertices in G1 except for the clique vertices using any two given colors. 
It follows that u must be adjacent to all 3 vertices in the 3-clique, and thus G has 
a 4-clique. If k 3 5, by the induction hypothesis G1 has a (k - 1)-clique, and a similar 
argument shows that u must be adjacent to all vertices in this clique. 0 
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