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The field of mammography receives constant research attention focused on improving 
the balance between the benefits of cancer screening and the risks of harmful 
radiation to the patient. As a result, numerous advancements have been made 
throughout the history of mammography, which have not only improved the ability to 
detect cancer at an earlier stage, but also to diagnose previously undetectable cancer. 
Numerous clinical trials have demonstrated the decrease in mortality rates. Due to the 
potential for saving lives, along with the recent public concerns regarding radiation 
dose, significant research attention remains focused on investigating methods for 
further improving the detection capabilities and reducing the radiation dose. 
However, the similar absorption characteristics of normal and malignant tissue 
present a challenge in differentiating between them using conventional x-ray imaging. 
The current method for providing higher image quality involves utilizing anti-scatter 
grids and operating at much lower x-ray energies than other radiography fields, both 
of which result in an increased radiation dose. An emerging technology called phase 
contrast imaging, which is based not only on absorption but also the effects produced 
by x-ray phase changes, holds the potential to increase the x-ray energy and remove 
the grid without compromising the image quality, which could reduce the patient dose 
and thus benefit the field of mammography. Preliminary studies in phase contrast 
imaging at the same energy as conventional imaging have indicated the ability to 
reduce the radiation dose without negatively impacting the diagnosis capabilities. 
However, existing challenges in clinical implementation have prevented the 
xiv 
 
technology from further progress. The goal of the research presented in this 
dissertation comprises a thorough investigation of the potential of high energy phase 
contrast imaging to overcome these challenges and further reduce the radiation dose 
without decreasing the detection ability. Following an introductory chapter, Chapter 2 
presents a detailed description of the necessary methods required to perform the 
dissertation research. The methods are separated into four categories: image quality, 
statistical methods, phase contrast imaging, and radiation dose. Chapters 3 through 6 
encompass four preliminary studies accomplished to demonstrate a thorough 
understanding of the research methods, as well as to evaluate the feasibility of the 
research and corresponding motivation in the medical imaging field. The 
development and preliminary feasibility investigation of a high energy phase contrast 
imaging system prototype is presented in Chapter 7, followed by an image quality 
comparison to high and low energy conventional imaging with similar entrance 
exposures in Chapter 8. Chapter 9 presents a comprehensive image quality and dose 
comparison of high energy phase contrast and low energy conventional imaging. 
Finally, the summary and discussion of results are presented in Chapter 10, along 
with planned research direction for future studies.  
 
This dissertation encompasses numerous original contributions, perhaps the most 
significant of which were the demonstration of the ability of phase contrast imaging 
to deliver acceptable image quality for detection and diagnosis at higher x-ray 
energies than investigated previously, as well as the comprehensive comparison of 
high energy phase contrast imaging with low energy conventional imaging. These 
xv 
 
results clearly demonstrate the ability of phase contrast imaging to sustain the image 
quality improvement at high x-ray energies and for clinical thicknesses without an 
increase in the radiation dose. In addition, each of the preliminary studies involved 
the development of novel methods or techniques to improve existing procedures. 
First, the step-by-step optimization of the MTF algorithm presented in Chapter 4 was 
an original approach, which also included the application of new methods to several 
of the steps, resulting in an optimized algorithm with significantly improved 
accuracy. Next, Chapter 5 presented the development of a quantitative method to 
determine the error contributed to any calculated result by each of the represented 
components, as well as a new method for calculating the magnification factor that 
considerably reduces the error, especially for clinical systems. Chapter 6 presented 
the novel application of the existing method of beam hardening to reduce the 
radiation dose without affecting the detection capability, which holds the potential to 
greatly benefit mammography and related fields.  
 
The research presented in this dissertation is a strong indication of the potential of 
high energy phase contrast imaging to dramatically benefit x-ray imaging fields such 
as mammography by improving the ability to detect and diagnose diseases at earlier 
stages or when previously undetectable without increasing the radiation dose. The 
ability to improve the capability to diagnose disease without increasing the risk of 
harmful radiation to the patient would significantly improve the balance between the 
risks and benefits of cancer screening, which holds the potential to revolutionize the 





Mammography is the most widely used diagnostic technique for breast cancer 
detection,
1
 and clinical trials have proven its ability to decrease mortality rates.
1-17
 
Due to the widespread usage, as well as the potential for saving lives, mammography 
has received constant research focus since the development of dedicated 
mammography systems began in the 1950s.
18
 Breast cancer is a progressive disease 
and small tumors generally indicate an early stage, the detection of which results in a 
more favorable prognosis, due to a history of more successful treatment.
19
 Therefore, 
early detection has been a constant goal throughout the development of 
mammography. The technology has evolved over the past 60 years with a consistent 
focus on balancing the need for adequate image quality to allow early detection of 
breast cancer with minimizing patient dose to reduce the risk of harmful radiation. 
However, the physical formulation of the x-ray images, which relies solely on 
attenuation contrast, has remained the same throughout the years. Attenuation 
contrast is based on the principle that x-rays are absorbed in varying amounts 
according to the biological properties of structures within an object, which generate 
differences in contrast on the x-ray image.
20
 For example, the difference in biological 
composition between bones and soft tissue produces very high contrast between them 
on an x-ray image. However, the extremely similar composition of normal and 
malignant breast tissue
20-22
 results in very low contrast, which presents a significant 
challenge for cancer detection in the field of mammography. As a result, much higher 
2 
 
quality is required in mammography to highlight the differences between normal and 
malignant tissue with adequate contrast. Since conventional x-ray formation relies on 
attenuation alone, improving the image quality can be accomplished only a few ways: 
lowering the x-ray energy to increase the amount of radiation absorbed by the 
tissue,
20-21, 23
 and utilizing an anti-scatter grid between the object and detector to 
reduce the image degradation caused by scattered x-rays.
20, 24
 Both methods improve 
the signal-to-noise ratio, and thus the image quality, of the image; however, this is 
accomplished at the expense of an increased radiation dose to the patient. In fact, 
grids typically increase the dose by a factor of 3 or more.
24
 Unfortunately, the 
significant challenge of providing adequate image quality for detection and diagnosis, 
while minimizing the radiation dose to the patient, has not been overcome as of yet.  
 
However, an emerging technology called phase contrast imaging has the potential to 
improve this difficult balance between image quality and radiation dose. Phase 
contrast imaging is based on the definition of x-rays as electromagnetic waves, which 
therefore also experience phase changes when passing through objects, resulting in 
contrast produced by refraction effects as well as attenuation effects on the resultant 
image.
21, 25-30
 The amount of refraction is also dependent on biological properties of 
the structures within an object, and contrast in the image is produced according to 
differences in phase shifts between structures. Theoretical comparisons for given 
types of tissue indicate that the refraction amounts are much larger than the 
attenuation amounts; 
25, 31-33
 thus the ability to form an x-ray image exhibiting both 
attenuation and refraction holds the potential to significantly improve the quality of 
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the image. Therefore, phase contrast imaging has received extensive research focus, 
and numerous studies have indicated the potential of the new technology to benefit 
the fields of radiography, especially mammography. First, the improvement in image 
quality has been consistently reported.
21-22, 26-28, 30-32, 34-36
 The ability to maintain the 
image quality improvement with increasing object thickness has also been thoroughly 
investigated,
21, 26-28, 30-31, 35-36
 which is of critical importance in mammography due to 
the thickness of the breast. In addition, the ability to decrease the radiation dose to the 
patient through removal of the grid has also been reported.
22, 26, 34
 Finally, studies 
have indicated that the phase contrast effect decreases much more slowly than 
attenuation with increasing x-ray energy;
22-23, 25, 30, 37-38
 thus, the use of phase contrast 
imaging could sustain the image quality improvements at higher x-ray energies than 
conventional imaging. Due to the increased penetrability and lower absorption of x-
ray photons at higher energies,
20, 39
 the patient dose could be further reduced by 
increasing the x-ray energy, which is the foundation of the research presented in this 
dissertation. The typical x-ray energies for diagnostic radiography range from 15 to 
150 kilovolts (kV).
20
 Due to the restrictions imposed by attenuation imaging detailed 
above, mammography currently operates on the lower end of the range. The topic of 
higher x-ray energies for reduced dose has been thoroughly investigated by other 
radiography fields, such as chest radiography, which generally operates between 120 
and 150 kV.
40-43
 A few studies have investigated the potential of increasing the x-ray 




 or even 
110 kV,
31, 45
 and have received encouraging results. To the best of my knowledge, the 
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potential of utilizing x-ray energy ranges such as those in chest radiography for 
mammography has not been reported previously.  
 
The focus of the research presented in this dissertation comprises a thorough 
investigation of the potential of applying higher x-ray energies to the field of 
mammography through the use of phase contrast imaging, which holds the potential 
not only to improve the image quality for earlier detection of disease, but also to 
reduce the risk of harmful radiation to the patient. In addition to the dose benefits of 
increasing the x-ray energy, the dissertation research also has the potential to 
overcome an existing challenge in phase contrast imaging involving the number of 
output quanta generated with the x-ray source, which will be discussed in more detail 
in the following chapters. 
1.2 Organization of Dissertation 
The organization of the dissertation is as follows. First, Chapter 2 presents a detailed 
description of the necessary methods required to perform the dissertation research, 
which are separated into four categories: image quality, statistical methods, phase 
contrast imaging, and radiation dose. The next four chapters encompass the 
preliminary studies accomplished to demonstrate a thorough understanding of the 
research methods, as well as to evaluate the feasibility of the research and 
corresponding motivation in the medical imaging field. First, Chapter 3 details the 
development and characterization of a low energy phase contrast imaging system 
prototype. Next, Chapter 4 presents a method for optimization of the modulation 
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transfer function (MTF) algorithm. A comprehensive error analysis of the photon 
fluence contribution to the detective quantum efficiency (DQE) is detailed in Chapter 
5, and Chapter 6 describes an investigation on the effects of a technique known as x-
ray beam hardening on the DQE and radiation dose. The next three chapters present 
the design and completion of the dissertation research. First, the development and 
preliminary feasibility investigation of a high energy phase contrast imaging system 
prototype is presented in Chapter 7. Next, an image quality comparison to high and 
low energy conventional imaging at similar entrance exposures is presented in 
Chapter 8, followed by a comprehensive image quality and dose comparison of high 
energy phase contrast imaging with low energy conventional imaging in Chapter 9. 
Finally, the summary and discussion of results and research direction for future 














2 Research Methods 
The comprehensive image quality and performance evaluation of a high energy phase 
contrast x-ray imaging system requires the knowledge and application of numerous 
research methods. The following four sections will present in detail these topics, with 
each section including development of the supporting theories, application of the 
methods, and analysis and comparison of the results. First, a thorough understanding 
of image quality, including the concepts forming its foundation, the methods through 
which it is assessed and compared, and the ability to improve it in a variety of 
applications is the foundation of this research. Next, extensive knowledge of the 
theory and application of statistical analysis methods is essential for a comprehensive 
evaluation and comparison of image quality. The third concept involves the 
development and application of phase contrast imaging, which is an important area of 
knowledge for which comprehensive understanding is imperative to successful 
completion of this research. Finally, radiation dose is a critical concept in diagnostic 
imaging, due to the risk of harm to the patient with excessive exposure. Therefore, 
knowledge of the factors influencing the radiation dose and estimation of the dose in 
a research environment are key factors in achieving the goals of this research.   
2.1 Image Quality 
2.1.1 Contrast, Noise and Resolution 
Three fundamental concepts combine to describe the quality of an image: contrast, 
noise and resolution. First, contrast is the difference in intensity values between 
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regions in an image.
20, 39
 For example, an image with black on one half and white on 
the other exhibits very high contrast between the two areas, while an image divided 
by similar grey scale values would have much lower contrast. The contrast, therefore, 
defines the ability of the viewer to distinguish the different areas within an image, 
which is essential in images utilized for diagnosis where the different areas may 
represent diseased tissue.  
 
Next, noise is the existence of pixel values that do not convey meaningful information 
about the objects within the image. Instead, noise introduces a random or stochastic 
component to the image, which has the effect of blurring or distorting the image. The 
presence of noise in an x-ray image can mostly be attributed to the Poisson 
distribution of x-ray photons, with additional noise introduced by the imaging and 
detection components.
20, 39








ekXP     (1) 
which describes the probability of k photons per unit area when q is the mean number 








     (2) 
which indicates that the mean and the variance are equal. Thus, the standard deviation 
is equal to the square root of the mean. This is an important property in x-ray 





 Since the noise is directly related to the mean number of 
photons, the number of photons can be adjusted to influence the amount of noise in an 
image, which will be discussed further in the next section. 
  
Resolution, which is also referred to as spatial resolution, describes the minimum 
distance between distinguishable objects in an image.
20, 39
 The traditional example of 
spatial resolution is the capability of an imaging system to clearly depict two objects as 
they become smaller and closer together. Represented by very small resolution values, 
high resolution is exhibited by two distinct objects within the image. On the other 
hand, low resolution is evidenced by the objects appearing as one object in the image, 
which is represented by larger values. One can see the importance of adequate spatial 
resolution to image quality, especially in diagnostic imaging, as the ability to 
distinguish an area of disease from the surrounding healthy tissue is critical to 
detection. 
2.1.2 Image Quality Concepts 
Image quality is defined by the three foundation concepts discussed in the previous 
section: contrast, noise and resolution. Several principles of image quality that are 
based on these concepts will be presented in this section.  
Signal-to-noise ratio 
First, the signal-to-noise ratio (SNR) is a measurement utilized to quantify the noise 
corruption that has occurred in an image. It is defined as the ratio of the strength of 





 Improved image quality is achieved by increasing the signal strength and 
reducing the noise; therefore a larger SNR value corresponds to higher image quality. 
The signal strength is characterized by the mean number of x-ray photons, which was 
defined as q in the previous section. The noise was defined as the standard deviation 
within the image, which was equal to q , due to the Poisson nature of x-ray photons. 






SNR      (3) 
As demonstrated in Eq. (3), the SNR of an image can be increased by increasing the 
number of photons utilized to form the image. However, increasing the number of 
photons also increases the amount of radiation absorbed by the patient, which results 
in a tradeoff between SNR and radiation dose. 
Rose model 
Another important image quality concept involves a criterion of acceptable image 
quality developed by Albert Rose, a pioneer in the field of image quality research. 
The Rose model was based on a two-year study facilitated by Richard Blackwell, in 
which 20 subjects performed thousands of perception tests regarding the ability to 
view a circle of varying sizes on a background of varying contrasts and noise levels. 
Blackwell developed a graphical relationship between the ability to distinguish an 
object within an image to the size and contrast of the object and the noise in the 
image.
48
 Based on these results, Rose developed a theoretical model relating the 





 Rose’s theory therefore combines the three foundation concepts of image quality to 
specify a minimum SNR for object perception within an image, which is defined as a 
value in the range from 5 to 7.
20, 39, 49-50
 Medical imaging researchers and clinical 
technicians widely utilize the Rose model to define the acceptable image quality for 
new and established systems, as well as to estimate the size of the smallest 
distinguishable object within an image having a specified contrast and noise.  
Point spread function, line spread function and edge spread function 
An important concept for defining the spatial resolution of an x-ray imaging system 
involves the response of the system to a specific input. For example, the image 
obtained from a single point stimulus is called the point spread function (PSF), which 
is considered a detailed description of a system’s spatial resolution.
20, 39
 The x-ray 
imaging systems studied in this research are considered isotropic, in which the 
blurring effects are equal in all directions. In addition, if the system produces a 
constant response on the image regardless of the location of the stimulus, then the 
system is considered stationary,
46
 and x-ray imaging systems can be considered as 




Next, the response of an x-ray imaging system to a line stimulus is defined as the line 
spread function (LSF), which thoroughly describes the spatial resolution of a 
stationary, isotropic system.
20, 39
 In addition, the LSF provides a simpler 
measurement, as the slit must only be aligned in one dimension with the focal spot, 
instead of both dimensions as the point stimulus.
20, 39
 In addition, a cross section of 
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the image is utilized instead of the entire image. An example of the line spread 




Finally, the edge spread function (ESF) describes the response of an imaging system 
to an edge stimulus, which is simpler to obtain experimentally than either the LSF or 
PSF, as the only requirement is a sharp edge, rather than an extremely small hole or 
narrow line. In addition, the ESF is not as sensitive to physical imperfections, 
misalignment or scattered radiation.
52-53
 A cross section of the image across the edge 
is also utilized to illustrate the ESF, an example of which is provided in Figure 1(b).
51
 
           (a)                 (b) 
Figure 1: Illustration of the response of an imaging system to: (a) a line stimulus (LSF), and (b) 
an edge stimulus (ESF). 
Modulation transfer function 
Based on the response functions presented in the previous section, the modulation 
transfer function (MTF) provides a comprehensive description of the resolution 
properties of a system. This is accomplished through defining the modulation amount 
of input amplitudes as a function of the size of the object, which corresponds to 
spatial frequency.
20, 39
 Utilizing the MTF, one can quantify the amount of object 


























contrast recorded on the image for an object of a specific size. Determining the ability 
of a system to acquire an image with acceptable contrast has established the MTF as a 
widely-accepted measurement of system performance, not only in research fields for 
evaluation of new systems, but also in clinical environments for verification of 
continued performance of established systems.  
 
The MTF is calculated through normalizing the absolute value of the Fourier 
transform of the LSF.
54-56
 The LSF can be determined directly through the use of a 
line stimulus
54-58
 or through differentiation of the ESF.
20, 39
 As detailed previously, 
the use of an edge is a simple and accurate method for determining the ESF, and 
numerous studies have verified the reliability and efficiency of the edge method in 
determination of the MTF.
51-53, 58-66
 An example of an MTF calculated through the 




Figure 2: Modulation transfer function of an imaging system. 
As expected, the curve demonstrates the ability of the imaging system to modulate 
low frequencies (ie, large objects) with very high percentages (expressed as fractions 














the sampling frequency of the system. This is also known as the Nyquist frequency, 









f     (4) 
Noise power spectrum 
The noise power spectrum (NPS) is an established determination of the noise 
processed by a system.
68-73
 The NPS, which is also denoted the Wiener spectra or 
power spectral density (PSD), demonstrates the level of noise in the image as a 
function of spatial frequency.
20, 39
 Similar to the amplitude modulation capabilities of 
an imaging system illustrated in Figure 2, the ability of the system to modulate noise 
also decreases as the spatial frequency decreases. 
 
The NPS is determined by calculating the Fourier transform of the autocorrelation 
function (ACF).
39, 46
 The ACF is a measurement of similarity within a data set, and is 
thus a mathematical tool for locating repeating patterns, such as the presence of 










C    (5) 
where E denotes the expected value function, which operates on the image I, 
averaging the correlation between each point I(x, y) and I(x+Δx, y+Δy) in the image. 
The autocorrelation function for an x-ray imaging system provides the measurement 
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of spatial resolution when the input is uniform noise, which is produced through 
acquiring an image without an object in the path of the x-ray beam
20, 39
 and referred to 
as the noise-only image. 
Due to the stochastic nature of noise in x-ray images, the experimental calculation of 
the two-dimensional NPS typically involves separating the noise-only image into 
numerous smaller regions and averaging the NPS values calculated from each 
region.
68-70, 72-74
 The central portion of the image is utilized to eliminate the non-
uniformities that typically occur near the edges.
68
 The region size is determined 
through balancing a tradeoff between smaller variance with smaller regions and finer 
frequency resolution with larger regions.
68, 72
 In addition, the size of the regions have 
traditionally been selected as a power of two to facilitate efficient Fourier transform 












vuNPS     (6) 
where Δx is the pixel pitch of the detector, Nx and Ny are the number of pixels 
represented by the smaller regions and 
2
),( vuFT  is the ensemble average of the 
squares of the Fourier transforms of the smaller regions. In this way, the regions can 
be averaged to determine a NPS for each image, and then the overall two-dimensional 




The one-dimensional NPS is also of research interest, not only to present a clear 
illustration of the spatial frequency in a single dimension, but also for calculation of 
additional image quality measurements such as the DQE, which will be discussed in a 
later section. Numerous studies have investigated methods for calculation of the one-
dimensional NPS from the two-dimensional NPS.
68-70, 73, 75-76
 The method that was 
utilized in the dissertation research involves the use of a slice consisting of four data 
lines parallel to and immediately adjacent to the axes of the two-dimensional NPS.
68, 
73
 For each coordinate (u, v) in the slice, the corresponding one-dimensional value is 
calculated as follows: 
.22)( vufNPS      (7) 
2.1.3 Subjective Measurements 
Subjective comparison methods involve the use of human observers to identify 
distinguishable objects within images to provide a qualitative description of the image 
quality. The test tools utilized to produce the desired objects on x-ray images are 
referred to as phantoms. Numerous different types of phantoms are used extensively 
throughout clinical and investigational medical imaging. Typically an observer study 
includes evaluation of the images by numerous clinicians or researchers, and the 
mean results are utilized to provide a simple and accurate comparison between two 
imaging systems or techniques. Numerous subjective comparison methods exist, and 
a few of the methods that have been extensively utilized due to accuracy and 




Contrast-detail analysis is a subjective comparison method based upon the theory of 
the Rose model, which utilizes similar methods to the early Blackwell studies detailed 
previously. Contrast-detail analysis has been widely-accepted as a simple and 
effective method for comparison of medical imaging systems.
44, 77-81
 Contrast-detail 
phantoms typically consist of a matrix of circles with varying diameters along one 
axis to represent object size, and varying thicknesses along the other axis to produce 
contrast within the image.
20, 39
 An example of a contrast-detail phantom and a 
corresponding x-ray image are provided in Figure 3.  
 
Figure 3: Contrast-detail phantom (A) and corresponding x-ray image (B). 
The analysis involves an observer identifying the minimum perceptible contrast (ie, 
object thickness) in the image for each object size. Results from numerous observers 
are averaged, and the result is compiled into a contrast-detail curve, in which size is 
represented on the x-axis and contrast or thickness is represented on the y-axis. The 
curve therefore indicates the contrast required to distinguish an object as a function of 
the object size. A typical curve begins in the upper left corner, indicating large 
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contrast values required for small diameters, and decreases to the lower right corner, 
exemplifying smaller contrast values needed for large objects. Thus the curve 
illustrates the resolving power of the system, and curves for different systems or 
techniques can easily be compared. A system exhibiting higher performance produces 
a contrast-detail curve located closer to the x-y axis. Improved spatial resolution is 
indicated by the curve being closer to the y-axis, which demonstrates the ability to 
distinguish a smaller object at the same contrast level. Similarly, improved contrast 
resolution is exemplified through the ability to distinguish an object of the same size 





The disadvantage of conventional contrast-detail analysis involves the known 
placement of the objects, which can compromise the results due to observer bias.
83-86
 
Thus, one can see the motivation for utilizing a different type of contrast-detail 
phantom known as the CDMAM phantom, which is shown in Figure 4.
87
 The 
CDMAM phantom eliminates the known location bias through the use of semi-
randomized object placement. As illustrated in the figure, each matrix location not 
only contains an object in the center, as in standard contrast-detail phantoms, but also 
a second object randomly located in one of the corners. The observer must 
successfully indicate the location of the corner object in the analysis, thus employing 
a four-alternative fixed-choice method, which has been proven to significantly 
improve the accuracy of the contrast-detail analysis.
77, 88-89
 An x-ray system or 
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technique is evaluated by the CDMAM comparison method based on a procedure 
detailed by the manufacturer.
90
 After acquisition of the comparison CDMAM images, 
they are randomly presented to a group of independent observers for analysis. The 
observers score each of the images by indicating the location of the corner object for 
each square in which the object is distinguishable. The results are then graded for 
determination of the accuracy of the observer responses, through comparing the 
locations indicated by each observer to the true locations of the randomly placed 
cylinders. A correction scheme must then be applied to reduce the error introduced 
through random guesses. The scheme is based on two rules: every true indication 
must have two correctly identified adjacent squares to be considered true, and a false 
with three correctly identified adjacent squares is considered true. After application of 
the scheme, the observer results are averaged and a contrast-detail curve is generated 
for each of the comparison images. The curves illustrate the smallest correctly-
identified gold thickness for each diameter represented in the phantom. Statistical 
comparison methods are then applied to each set of comparison curves to determine if 
the image quality differences between the images are statistically significant. This is 
accomplished through constructing a Student t confidence interval around each point, 




Figure 4: Photograph of the CDMAM Phantom. Each matrix square for a specific thickness and 
diameter consists not only of an object in the center of the square, as in standard contrast-detail 
phantoms, but also an object in one of the corners selected at random. 
ACR 
The American College of Radiology (ACR) phantom provides a standard 
mammographic quality control evaluation of image quality,
91-92
 which is utilized 
extensively in both clinical and research environments
21, 34, 36, 38, 81, 93-94
 for reliable 
image quality comparisons.  The phantom provides comprehensive evaluation from a 
mammography perspective by containing three separate types of objects, each 
providing the ability to test system performance based on a specific clinical detection 
purpose. The objects include specks simulating calcifications, fibers representing 
fibrous calcifications within tissue ducts, and masses imitating tumors or tissue 
masses.
92
 Calcifications are tiny calcium deposits within the breast tissue, which are 
known as a frequent indication of breast cancer.
95-98
 The phantom includes several 
objects of each type ranging in size, from objects that should be visible on any 
imaging system to those that will be difficult to discern on even the highest 
performing systems. The Nuclear Associates Model 18-220 ACR phantom 
20 
 





Figure 5: Illustration of the test objects represented in the Nuclear Associates ACR phantom 18-
220, which includes groups of fibers, specks and masses. 
 
An x-ray system or technique is evaluated by the ACR comparison method based on 
the mammography quality control specifications,
91
 which involve the number of 
objects of each type that are distinguishable on an x-ray image. For example, one 
point is awarded for each fiber that is completely visible on the image, while 0.5 
points are given if more than half of the fiber is evident. Specks contribute a full point 
for four or more visible specks, and half a point if two or three specks are noticeable. 
Finally, masses receive half a point for illustrating a density difference in contrast to 
the background, and a full point if the difference has a generally circular shape. 
Separate scores are determined through this method for each of the groups, and the 
scores are added together to achieve the total ACR score.  
 
An ACR observer study consists of numerous observers identifying the objects within 
the images. The means of the observers’ scores are utilized to determine individual 
group scores as well as overall scores for each system or technique. Two systems or 
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techniques are easily compared by determining the higher ACR score, which 
correlates to improved image quality performance. In addition, the individual groups 
can be compared separately to determine the system that delivers superior 
performance for each type of mammography test object.  
2.1.4 Objective Measurements 
Objective comparison methods consist of mathematical calculations performed on the 
imaging data, which provide quantitative descriptions of the image quality and allow 
for impartial comparison between two imaging systems. The MTF and NPS, which 
were discussed in Section 2.1.2, provide measurements of an imaging system that can 
be compared objectively for determination of superior signal and noise modulation, 
respectively, provided by the imaging system. A comprehensive quantitative 
determination of the image quality provided by an imaging system is the detective 
quantum efficiency (DQE),
20, 39, 99
 which will be presented in detail in the following 
section. 
Detective quantum efficiency (DQE) 
The detective quantum efficiency (DQE) describes the overall SNR of the system 










fDQE .    (8) 
The formula can be expressed in terms of quantities from the previous sections 
through the following derivation. First, the input SNR can be determined through the 
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use of Eq. (3), which describes the SNR in terms of the mean number of input x-ray 
photons q: 
.2)(2 qqINSNR     (9) 
Next, the output SNR calculation is based on the mean output signal SOUT (f) and the 





OUTSNR .    (10) 
As detailed in Section 2.1.2, the output signal and noise quantities are described by 
the MTF and NPS, respectively. Both quantities can be represented as the product of 








OUTSNR .   (11) 
Recalling the definition of the NPS, the represented quantity is already squared and 
therefore does not require the additional step. Eq. (11) can be further simplified 









OUTSNROUTSNR   (12) 
where SNR
2
OUT(0) is the large area signal, which represents the average intensity of 
an output image pixel, assuming a uniform x-ray beam absorbed by the detector. Also 
referred to as S(0), the large area signal is calculated experimentally by determining 
the mean pixel value from a noise-only image.
68, 73, 75, 102-103
 The noise equivalent 
quanta (NEQ) is a combination of the MTF, NPS and S(0) describing the number of 
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quanta recorded at each spatial frequency, which provides information regarding the 
maximum attainable value of the output SNR.
63, 68, 70, 104-105
 Combining the equations 
for input and output SNR from Eqs. (9) and (12) provides the calculation of the DQE 
through the following equation:










)( .   (13) 
As detailed previously, the photon fluence (q) represents the square of the ideal SNR
 
of the incident x-ray beam, as characterized by the Poisson distribution of x-ray 
photons.
20, 39
 The value of q is determined experimentally by calculating the number 
of incident photons per square millimeter, which is accomplished through multiplying 
the radiation exposure by the photon fluence per unit exposure determined from the 
x-ray spectrum.
73, 103, 106-107
 The radiation exposure is measured through the use of a 
calibrated ionization chamber placed directly in the center of the x-ray beam, in the 
absence of additional measurement or acquisition devices to eliminate errors caused 
by x-ray backscatter. The x-ray spectrum is measured through the use of an x-ray 
spectrometer, which is placed directly in the center of the path of the x-ray beam 
preceded by a pair of tungsten collimators. Spectral measurements typically utilize 
collimation to limit the incident photon fluence to an acceptable level for the small 
surface area of the spectrometer detector.
108-110
 An example of the DQE is provided in 
Figure 6.
103
 Due to the combination of the image quality foundation concepts of 
noise, contrast and resolution, the DQE is considered a standard image quality 
determination method
20, 39, 71, 99-100
 and is therefore widely used in both clinical and 




Figure 6: Detective quantum efficiency (DQE) calculated for an imaging system. 
2.1.5 Clinical Measurements 
Clinical measurement methods facilitate the comparison of image quality 
performance on images directly pertaining to clinical applications. These methods 
provide a direct qualitative indication of the performance of the imaging system for 
disease detection and diagnosis purposes, which is the motivation of medical imaging 
research. In addition to image quality measurements, clinical methods also provide 
more accurate dose measurement capabilities.
111
 Therefore, these methods are an 
extremely valuable research tool for evaluation of imaging system performance. In 
ideal circumstances, clinical measurements include the comparison of actual clinical 
images, such as human breast tissue acquired from biopsy and lumpectomy 
procedures in a medical facility.
22, 35-36, 112
 However, due to the difficulty of utilizing 
human tissue in a research environment, numerous research studies have investigated 
the use of tissue-equivalent phantoms, which consist of materials that simulate human 
tissue on an x-ray image. The phantom composition includes BR12, which is a 
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homogeneous material simulating a tissue composition of 50% glandular tissue and 
50% adipose tissue,
29, 113-116
 polymethyl methacrylate (PMMA),
117-118
 commercially 





 In addition, numerous studies have utilized 









Another technique in clinical comparisons involves the use of additional materials to 
simulate the presence of disease within the body. For example, calcifications can be 
simulated through the addition of crushed calcium tablets to tissue-equivalent 
specimens, as the relative ability to distinguish calcifications on a clinical image is of 
critical importance in the comparison. 
 
A new tissue-equivalent phantom has recently been developed that not only provides 
qualitative analysis, but also incorporates the quantitative comparison method of 
ACR.
122
 This phantom therefore combines objective and subjective comparison 
methods, resulting in a comprehensive image quality comparison with a single 
phantom. Due to this considerable benefit, Chapters 7 through 9 will present 
comparisons utilizing this phantom. To the best of my knowledge, previous research 





2.2 Statistical Analysis 
The application of statistical analysis is an essential step in commercial and research 
environments in numerous areas of concentration. Statistics provides a quantitative 
comparison of values and methods to determine the significance, if any, of 
differences between them. In addition, the ability to identify and quantify the error 
contributed through calculation and measurement of any value provides insight into 
potentially reducing the error amount. For both of these reasons, which will be 
presented in detail in this section, statistical analysis is a central focus of the research 
proposed in this paper. 
2.2.1 Statistical Comparison Methods 
The application of quantitative comparison methods requires detailed statistical 
analysis for accurate determination of the amount of image quality difference, if any, 
between the systems or techniques in comparison. In selecting appropriate statistical 
methods to apply in research studies, two main factors must be taken into 
consideration: sample size and existence of a known variance.
46-47, 123
 First, while 
sample sizes that are typically employed in research studies appear to be large to the 
research group conducting the study, they are actually relatively small from a 
statistical standpoint, as small sample consideration is typically applied to data sets 
with less than twenty
46
 or thirty samples.
123
 Secondly, statistical comparison methods 
such as the normal distribution
46-47, 123
 rely on the assumption that the true variance 
among the data is a known value. However, this is not a valid assumption in an 
experimental setting, and the calculations must be adjusted appropriately. For both of 
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these reasons, the Student t distribution is frequently utilized in research 
environments for analyzing collected data, due to its proven ability to construct 




The application of a Student t distribution to a data set is accomplished through the 














S     (14) 
where n is the sample size, Yi represents the data value measured for sample i, and Y
is the mean value calculated from all of the data values. This estimator is known as 




Next, a Student t confidence interval is constructed around each data point for the 
purpose of determining the variance among the data values measured for that point. A 
95% confidence interval is typically utilized,
46-47, 123
 and the number of degrees of 










tY      (15) 
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where n is the number of samples, Y is the mean value, S is the value calculated with 




t is the Student t value corresponding to the selected confidence 
interval with n – 1 degrees of freedom. The confidence intervals represent the 
variance among the measured data, and can be utilized for comparison purposes 
between two samples. For example, confidence intervals can be constructed for 
contrast-detail curves and ACR scores resulting from observer studies, or for MTF, 
NPS and DQE curves calculated from numerous images. Then the confidence 
intervals for two imaging systems or techniques can be compared to determine if one 
system or technique provides superior performance by a statistically significant 
amount. 
2.2.2 Error Analysis in Measurements and Calculations 
The total amount of error in a measurement is defined as a combination of two types 
of error: random error and systematic error.
124
 Random error, denoted as ε, refers to 
statistical fluctuation, or differences in repeated measurements of the same value, and 
is estimated by the variance within the measured values. Systematic error (β) is a 
measurement of accuracy, or the difference between the measured value and the true 
value. Since the true value is not typically known, the systematic error must be 
estimated. This is accomplished through analysis of the significant sources of 
systematic error, such as the accuracy of the measuring devices and data processing 
algorithms. Assuming the random and systematic error components to be 
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The propagation of the error from each factor in a measurement contributes to the 
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where r is the final result of the measurement, and the xi  values correspond to each of 
the measurements contributing to the overall calculation. The mean and variance of r 
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and 
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where µi 
is the mean and σi
2




 is known as the sensitivity coefficient, which determines the influence of 
each factor on the total error in the result. The use of the mean value of each 
measurement for the calculation of r minimizes the random error, and determining the 
factors resulting in the largest contribution to the total variance provide insight for 
reducing the overall error in the result. In order to facilitate direct comparisons of the 
error introduced by the individual measurements or calculations, the relative error for 
each can be determined by calculating the coefficient of variation.
20, 126
 This is 
necessary for comparison purposes, due to the fact that the variance is dependent on 
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2.3 Phase Contrast Imaging 
2.3.1 Theory 
X-ray scattering in tissue corresponds to the index of refraction of the tissue, which is 
a complex quantity that can be represented mathematically as follows:
25, 29, 31-33
 
  .1 in      (21) 
In Eq. (21), δ is the real portion of the index, representing the refractive index 
decrement which accounts for the x-ray phase shift, and β is the imaginary part, 
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where λ represents the wavelength of the x-rays, re is the classic electron radius, and 
the remaining properties apply to element l in the object: Zl is the atomic number, Nl  
represents the atomic density, 
r
l





f is the imaginary part. The z-projection of the corresponding phase change, 
which is denoted Φ(x, y), and the linear attenuation coefficient µ(x, y) that are 









),( ,    (25) 
for a z-propagating incident plane wave. With these equations, calculations can be 
made to determine relative values for Φ and µ for specific elements by utilizing each 





 Application of these theoretical calculations 
illustrates that the difference in x-ray phase shifts can be up to 1000 times greater 
than the difference in linear attenuation coefficients for a given type of tissue.
25, 31-33
 
Thus the technology of phase contrast imaging holds the potential to significantly 
improve the field of mammography, due to the ability to formulate images based on 
phase shifts as well as attenuation differences.  
 
2.3.2 Background  
As a result of the extensive research attention, three types of phase contrast imaging 









 both rely on 
monochromatic sources and complicated system configurations involving perfect 
crystals, which have been significant challenges in proving the feasibility of clinical 
implementation. On the other hand, in-line phase contrast imaging utilizes 
polychromatic x-rays from a microfocus source, both of which are readily available 
and clinically acceptable.
27-29
 First, the conventional use of polychromatic radiation is 
feasible with in-line phase contrast imaging because the intensity of the refractive 
differences is independent of wavelength.
27-28
 Next, the phase contrast effect requires 
high spatial coherence to produce the optimal image quality improvement.
28-29
 This 
can be facilitated through a large source to object distance, although this presents a 
challenge in clinical implementation. However, high spatial coherence can also be 
attained through the use of an x-ray source with an extremely small focal spot size, 
which is known as a microfocus source.
28-29
 Another benefit of in-line phase contrast 
imaging in regards to clinical feasibility is that it utilizes a very similar configuration 
to conventional x-ray imaging, with the exception of an air gap between the object 
and the detector. Both configurations are illustrated for comparison purposes in 





Figure 7: Illustration of the x-ray configurations for (a) conventional imaging and (b) phase 
contrast imaging. 
 
The air gap in phase contrast imaging produces the phase contrast effect through the 
propagation of the x-rays after refraction within the object. This distance allows the 
phase gradients produced by differences in refraction amounts within the object to be 
superimposed on the intensity variations produced by the attenuation differences.
21, 25
 
The result is an x-ray image comprised of both attenuation and phase contrast effects, 
demonstrating significantly enhanced visibility on the boundaries between materials. 
These areas typically experience attenuation effects as well, and the combination 
results in pronounced edge enhancement between areas of different properties within 
the image.
21, 23, 25-26, 31, 38
 
2.3.3 Potential Advantages 
Numerous studies have investigated the benefits provided by phase contrast imaging 
in comparison to conventional x-ray imaging. First, the improvement in image quality 
has been widely reported.
21-22, 26-28, 30-31, 34-36, 38
 The enhanced image quality can be 
34 
 
attributed to a combination of several factors. First, as detailed previously, the edge 
enhancement effect occurs as a result of the superimposition of attenuation and 
refraction effects on the resultant image. This combination improves the contrast of 
the image, most notably in areas where both refraction and attenuation effects are 
produced, such as boundaries between materials with different properties. Thus the 
edge effect has the potential to benefit mammography, due to the slightly different 
properties between normal and malignant breast tissue that are difficult to distinguish 
based only on attenuation. 
 
The image quality enhancement in phase contrast imaging can also be attributed to 
the magnification introduced by the air gap as a result of similar triangle geometry, 







M ,    (26) 
where R1 is the source-to-object distance and R2 is the object-to-detector distance, 
which are both represented in Figure 7. Magnification increases the sampling rate and 
thus the Nyquist frequency, which results in improved spatial resolution.
20, 39
 The 
magnification could potentially result in image blurring if the focal spot is not 
sufficiently small to minimize the penumbra effect, which is also known as geometric 
unsharpness and is caused by the finite focal spot size.
20, 39
 However, the 
magnification introduced by the use of a microfocus source combines with the edge 
enhancement in phase contrast imaging to counteract the unsharpness and enhance 
the quality of the image.
26, 34
 The amount of phase contrast effect corresponds to the 
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amount of magnification, which is controlled by the distances of R1 and R2. Selection 
of the magnification factor is therefore a critical step in designing a phase contrast 
system, as it represents a tradeoff between optimal phase contrast effect and image 
quality. The magnification factor must be large enough for the phase contrast effect to 
provide a noticeable improvement to the image quality. As illustrated in Figure 7, the 
conventional configuration consists of the object placed in contact with the detector, 
which results in a magnification factor of 1 and does not produce any phase contrast 
effect on the image. On the other hand, if the magnification factor is too large, the 
spatial coherence can no longer be maintained and the phase contrast effect spreads 
across the entire image instead of only enhancing the edges.
21, 34
 Recent studies 
investigating the selection of these values to optimize the phase contrast effect while 
maintaining the spatial coherence have indicated this can be achieved with a 
magnification factor of around 2.
29, 31, 34, 38, 45
  
 
Another benefit of phase contrast imaging in comparison to attenuation imaging 
concerns the ability to maintain the image quality improvement with increasing object 
thickness, which is of critical importance in mammography due to the thickness of the 
breast. Under compression, an average breast thickness of 4.5 centimeters is assumed 
by the Institute of Physical Sciences in Medicine (IPSM) for the standard patient,
133
 
which renders disease detection within breast x-ray images a difficult task. However, 
compressed breasts of patients with larger than average breasts can be much thicker, 
which presents an even more difficult challenge in conventional mammography. 
Studies comparing the image quality delivered by phase contrast imaging in 
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comparison to conventional imaging have demonstrated that the phase contrast effect 
does not decrease with object thickness as quickly as the absorption effect.
21, 26-28, 30-31, 
35-36, 94
  
The use of the air gap also provides an image quality improvement, as it increases the 
distance that scattered photons must travel after interaction, which changes the photon 
trajectory and thus reduces the amount reaching the detector. This is known as scatter 
rejection, which directly improves the SNR in the image due to the fact that the 
scattered photons contribute only to the noise.
20, 39
 The resultant image quality 
improvement is comparable to that provided by the grid typically used in 
conventional imaging.
22, 26, 34
 Thus the grid could potentially be removed, thereby 
reducing the patient dose without negatively affecting the image quality. 
 
Next, the benefit upon which this research is based is the ability to increase the x-ray 
energy through the use of phase contrast imaging. This can be attributed to the 
principle that phase contrast imaging does not rely solely on attenuation. Theoretical 
calculations relating the parameters from Eq. (21) to x-ray energy (E) indicate that the 
attenuation factor β is proportional to E
-4
, while the x-ray phase shift factor δ is 
proportional to E
-2
, which demonstrates that the phase contrast effect decreases more 
slowly than the absorption amount with increasing x-ray energy.
25
 Studies have 
validated these theoretical calculations with experimental results indicating that the 
image quality provided by the phase contrast effect does not decrease with an 
increase in x-ray energy, in contrast to the quality provided by attenuation alone.
22-23, 
25, 30, 37-38
 The use of phase contrast imaging could therefore sustain the image quality 
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improvements at higher x-ray energies than conventional imaging. Due to the 
increased penetrability and lower absorption of x-ray photons at higher energies,
20, 39
 
the patient dose can be further reduced by increasing the x-ray energy.  
 
In addition to the dose benefits of increasing the x-ray energy, the dissertation 
research also has the potential to overcome an existing challenge in phase contrast 
imaging involving the number of output quanta generated with the microfocus source. 
The number of quanta N generated is represented as follows:
20
 
mAskVN 2 ,      (27) 
where kV represents the x-ray energy and mAs indicates a quantity representing the 
tube current in units of milliamperes (mA) multiplied by the exposure time in units of 
seconds (s). A microfocus source produces a limited tube current as compared to 
conventional sources, due to the smaller focal spot size. For the same x-ray energy 
and exposure time, a reduction in tube current reduces the x-ray quanta output 
proportionately. Therefore, the exposure time must be increased when utilizing the 
same x-ray energy, in order to balance the reduced number of x-ray quanta.
22, 28, 31
 For 
example, consider a conventional x-ray source with tube current of 100 mA and a 
microfocus x-ray source with a tube current of 4 mA, both operating at 25 kV. The 
reduction in tube current by a factor of 25 increases the exposure time from the 
standard clinical time of 1 second to 25 seconds, which hinders the clinical feasibility 
due to the requirement of patients to hold their breath during exposure. However, 
increasing the x-ray energy instead of the exposure time requires only an increase by 
a factor of 5 from 25 kV to 125 kV, which is clinically feasible. Therefore, phase 
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contrast imaging at high energies holds the potential to produce the same number of 
x-ray quanta at clinical exposure times, which is an indication of the clinical 
feasibility and corresponding ability to benefit the field of mammography by reducing 
the dose without negatively affecting the detection capability.  
2.4 Radiation Dose 
2.4.1 Introduction 
As mentioned repeatedly in the previous sections, there have been two primary 
research goals throughout the history of mammography: decrease the risk of harm to 
the patient by reducing the radiation dose, and increase the image quality to improve 
the ability to detect and diagnose diseases. Unfortunately, many methods developed 
to reduce the radiation dose result in decreased image quality, while methods 
designed to improve the image quality also increase the radiation dose. As a result, 
continuous research attention has been focused on the challenge of balancing this 
tradeoff between image quality and radiation dose. The research efforts have 
produced numerous technological advancements that have improved the tradeoff, not 
only through increased image quality but also with reduced radiation dose.
1, 18, 24, 111
 
Nevertheless, many studies have challenged the risk versus benefit tradeoff of breast 
screening.
134-136
 However, the American Cancer Society (ACS) continues to 
recommend routine breast screenings as an important part of breast cancer 
prevention.
137
 The ACS recommendation is based primarily on the results of 
numerous randomized controlled trials demonstrating the success of mammography 
in reducing the breast cancer mortality rate.
2-17
 The proven ability to save lives has 
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therefore established mammography as the most widely used diagnostic technique for 
detecting breast cancer.
1
 In order to continue to prevail over the risk versus benefit 
skepticism, as well as compete with other technologies threatening to replace 
mammography, the challenge remains to further improve the tradeoff between image 
quality and radiation dose, which is the primary goal of the research presented in this 
paper. 
2.4.2 Calculation 
In the early years of mammography, measurement of the entrance exposure to the 
breast was typically utilized to estimate the radiation risk to the patient.
111
 However, 
measurement of the exposure at the surface of the breast does not provide the 
necessary information, which is the amount of radiation absorbed within the body. A 
comprehensive measurement is therefore necessary to provide a more accurate 
estimation of the patient dose. First, it is important to note that breast tissue 
composition is typically separated into two categories: glandular and adipose. 
Glandular refers to the tissue bearing glands, while adipose refers to the tissue 
constituted mostly of fat cells. Breast cancer typically arises in the glandular tissue,
20, 
138
 thus the dose to the glandular tissue is the quantity of interest in evaluating the 
risks of mammography. The average glandular dose has therefore been established as 
the standard measurement of radiation dose in mammography, and guidelines have 
been created by numerous national and international councils for its calculation and 
supervision in clinical environments.
133, 138-142
 The formula for calculation of the 
average glandular dose Dg is as follows: 
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ESEgNg XDD ,    (28) 
where DgN is the normalized average glandular dose coefficient and XESE is the object 
entrance exposure, or entrance skin exposure (ESE). DgN is a conversion factor 
between entrance skin exposure and average glandular dose, and is determined by 
experimental and computer simulation methods based on the following factors: 
radiation quality (x-ray energy or half value layer), x-ray tube target material, filter 
material, breast thickness and breast tissue composition,
20
 all of which will be 
detailed in the following section. XESE is typically calculated as the average of 
numerous exposure measurements at the surface of the object, which is measured by 
placing the ion chamber in the path of the x-ray beam in precisely the same location 
at which the object is placed during the imaging process, in the absence of any other 
imaging or measurement components to reduce the risk of x-ray backscatter.  
2.4.3 DgN Factors 
As mentioned previously, mammography typically operates at the lower end of the 
diagnostic x-ray energy range, with energies between 20 and 35 kV. The x-ray tubes 
utilized in mammography were designed specifically for these low energy values, by 
employing target and filter materials with very low characteristic peak values. The 
most common x-ray tube target materials are Molybdenum (Mo) and Rhodium (Rh), 
although Tungsten (W) has recently become more common.
1, 20, 24
 The most common 
clinical filter materials are also Mo and Rh. The breast thickness and composition are 
typically based on the definition of a “standard breast”, which is used for dose 
estimation purposes due to the impracticality of physically measuring the precise 
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thickness and breast composition for each patient individually. The standard 
compressed breast thickness is 4.5 cm, and the tissue composition is 50% adipose, 
50% glandular.
133
 However, studies have investigated thicknesses ranging from 2 to 
12 cm and compositions ranging from 0% adipose-100% glandular to 100% adipose-
0% glandular, in an effort to provide thorough estimations of the dose ranges for 
different breast compositions.  
 
As mentioned in the previous section, the DgN value can be determined through 
numerous simulation methods. One of the most common methods is a Monte Carlo 
calculation,
46-47
 which performs a simulation of a mammographic exam incorporating 
a specific set of values for the DgN factors. Monte Carlo simulations are applied 
through creating a mathematical model representing the breast dimensions and 
composition, along with the x-ray beam utilized for imaging. The x-ray imaging 
procedure is simulated, and photons are selected stochastically for tracking. The 
number of tracked photons that are deposited inside the breast model is utilized to 
determine the total energy deposition for calculation of the average glandular dose 
coefficient. Present day computers can simulate approximately 10
8
 photons for 
tracking; however, a single mammographic exam can generate approximately 10
12
 
photons. Although the number of photons tracked in the Monte Carlo simulations is 
much smaller than the actual number of photons in a clinical exam, the calculated 






Due to the complexity of the calculation, as well as the small range of values for each 
factor that currently exists for mammography, numerous studies have published 
tables of values for use in both clinical and research environments.
113, 143-154
 However, 
measurements performed with non-typical mammography values, such as 
investigational studies performed with higher x-ray energies as presented in this 
research, require new DgN calculations to be performed. Therefore, the DgN values for 
the studies presented in the following chapters will be estimated according to the 
experimental parameters through a Monte Carlo simulation process detailed in 
previous studies.
152-154
 The Monte Carlo breast model designed for the dissertation 
research will assume a semi-elliptical breast shape with a uniformly distributed 
composition of glandular and adipose tissue, which is contained by a layer of skin 
with thickness of 0.4 cm.
152-153
 The assumed shape represents a typical compressed 
breast for the craniocaudal projection, and is also utilized by the FDA in development 
of dosimetry tables.
150
 The simulation will consist of a range of breast thicknesses, as 
well as compositions ranging from 100% glandular- 0% adipose to 0% glandular-
100% adipose, which represent breast compositions from dense to fatty breasts. 
Elemental compositions of both types of tissues will be consistent with previous 
studies;
152, 155
 along with the photon cross sections, form factors and scattering 
functions
156
 utilized for calculation of the mass attenuation coefficients for the tissue 
compositions. The Monte Carlo model will be applied to each x-ray spectrum 
corresponding to a particular set of DgN values, which will be acquired through the 
use of a spectrometer as detailed previously. Each spectrum will first be normalized 
into bins representing x-ray energies with 1 kV increments. The normalized average 
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glandular dose coefficient corresponding to each set of DgN factors will then be 
estimated from the corresponding spectrum through weighting the spectrum value for 
each energy increment with the corresponding mass attenuation coefficient. The 
resultant DgN value represents the conversion factor in Eq. (28), and the average 



















3 Development and Characterization of a Low Energy Phase 
Contrast System Prototype 
3.1 System Design 
3.1.1 X-ray Source Specifications  
A microfocus x-ray source (Model L8121-01, Hamamatsu Photonics, Japan) was 
utilized for the prototype system design. The x-ray tube consists of a tungsten target 
and a beryllium output window with a thickness of 200 micrometers (µm). The 
distance from the focal spot to the output window is 17 µm, and the diameter of the 
focal spot is 7 µm for tube operation at an output power of 10 Watts (W). The source 
provides adjustable tube current and adjustable tube voltage ranging from 40 to 150 
kilovolts (kV), which are controlled precisely by a software application interfacing 
directly with the x-ray source. The parameters must be varied inversely to deliver a 
constant power output in order to maintain a consistent focal spot size.  
3.1.2 Image Detection Systems  
Two image detection systems were utilized in the image quality comparisons to 
provide a thorough investigation between images acquired on systems with varying 
image formulation methods, dynamic ranges and limiting resolution values. The first 
system applied the technology of computed radiography (CR),
20
 which utilizes 
imaging plates to absorb the incident x-rays and store the intensity information until a 
readout process is performed by the system. The readout process formulates a digital 
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image corresponding to the intensity values recorded at each pixel location. The CR 
system employed for this research (Regius 190, Konica Minolta Medical Imaging, 
Wayne, New Jersey) provides mammography plate processing with a sampling 
frequency of 43.75 µm, and the size of the plates utilized was 24 by 30 centimeters 
(cm). 
 
The second detection system was a direct flat panel detector system,
20
 which 
formulates images through the use of a thin film transistor (TFT) matrix with a layer 
of photoconductor material on the surface. Direct detection involves formulating the 
image directly from the x-ray interactions with the photoconductor material, instead 
of utilizing a scintillator to convert the x-ray photons to visible light photons first. 
The direct flat panel detector system (DirectRay, Hologic Corporation, Delaware 
USA) employed in this study utilizes amorphous selenium as the photoconductor 
material and a TFT matrix active area with dimensions of 14 by 17 inches, or 35 by 
43 cm, and provides a sampling frequency of 139 µm. The detector is controlled 
through a software application provided by the manufacturer, which enforces a 
maximum exposure time of 30 seconds. In addition, careful consideration must be 
taken in selection of the x-ray configuration settings to avoid saturation of the image 
by exceeding the upper limit of the dynamic range. 
3.1.3 Geometry of the Imaging System  
The prototype system allows operation in both conventional and phase contrast mode 
through utilizing the corresponding configurations, both of which are illustrated in 
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Figure 7. The ability to employ the same system for both conventional and phase 
contrast images provides an extremely accurate comparison between the modes. As 
demonstrated in the figure, the conventional mode consists of the object in contact 
with the detector, while the phase contrast mode relies on the air gap between the 
object and the detector. As detailed in Section 2.3.2, the phase contrast effect is 
produced during the propagation of the x-rays towards the detector after exiting the 
object. The distance traveled by the x-rays before reaching the detector (R2 in Figure 
7) controls the amount of magnification, which represents a tradeoff between optimal 
phase contrast effect and image quality. As indicated previously, the value of 2 has 
been reported to provide an adequate balance for this tradeoff, and was therefore 
utilized as a starting point for the evaluation of the optimal magnification factor for 
this research. The investigation consisted of image quality evaluation across a range 
of magnification factors, in an effort to determine the optimal value for the low 
energy phase contrast system prototype. The results of the evaluation demonstrated 
that a magnification factor of 2.8 was optimal for the system.
36, 44
  
3.1.4 Development of System Alignment Procedure  
The system prototype was designed and constructed for the purpose of this research, 
and consists of the source, object and detection components mounted at precisely-
adjustable locations along the supporting structure. As detailed previously, the system 
provides flexibility for configuration in either conventional or phase contrast mode, 
through placement of the object either in contact with the detector or a specific 
distance in front of the detector to introduce the air gap for phase contrast imaging. 
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The system also allows the simple and precise placement of additional components, 
such as x-ray exposure and spectrum measurement devices. This flexibility facilitates 
efficient and reliable adjustment of the necessary components of the system, which is 
extremely useful in a research environment.  
 
A significant consideration in ensuring accurate x-ray image and measurement 
acquisition is maintaining exact alignment among all of the components.
52, 108-110, 157-
161
 For this reason, a precise alignment approach based on the use of two laser 
positioning devices was developed for this research.
162
 Previous studies had reported 
alignment techniques based on a single laser or similar methods, such as the 
combination of a laser projector and reflectors to indicate the correct relative position 
between the subject, detector and the x-ray beam,
52, 157, 160-161
 the combination of laser 
positioning and pinhole focal spot radiography,
109, 158
 the use of a single laser 
indicating the focal spot position,
108
 and the use of a multi-pinhole plate and 
telescope-based observation,
110
 but the two-laser approach had not been presented 
previously, to the best of my knowledge.  
 
The new technique involved the use of one laser pointing towards the x-ray source, 
parallel to the axis on which the object, detector and other imaging devices are 
placed, and a second laser originating from the opposite direction and calibrated to 
coincide with the first beam. The coincident beams thus provide a visible indication 
of the path of the x-ray beam, which can be utilized as a convenient and accurate 
guide for alignment of the imaging and measurement devices within the beam.  
48 
 
A thorough investigation of the accuracy of the method was performed, through 
measurement of the degree of coincidence of the laser beams on a transparent grid 
with one millimeter spacing. The (x, y) grid coordinates for each beam were measured 
separately at several locations along the supporting structure, by adjusting the 
placement of the transparent grid on the structure and recording the precise 
coordinates of the beam on the grid. The same grid coordinates were recorded for 
both beams, which confirmed the precise coincidence of the laser beams for the one 
millimeter grid precision. In addition, the beams both produced constant grid 
coordinate values regardless of the position of the transparent grid along the 
supporting structure.  
 
The application of the laser alignment procedure to the acquisition of an x-ray 
spectrum was also performed, in an effort to demonstrate the operation of the 
procedure as well as to verify the importance of precise alignment. The x-ray 
spectrum was measured through the use of an x-ray spectrometer with a 3 x 3 x 1 
mm
3 
Cadmium telluride (CdTe) detector (Amptek Incorporated, Bedford, 
Massachusetts), using a pair of tungsten collimators provided by the manufacturer.
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The alignment process is necessary to ensure that both collimators are aligned in the 
path of the x-ray beam, and the x-ray beam output from the collimators is centered on 
the input window of the CdTe detector. Previous to the use of the dual-laser 
alignment process, this alignment presented a significant challenge. However, the 
application of the dual-laser alignment process adequately achieves and verifies the 
precise alignment of the collimators and detector with the x-ray beam.  
49 
 
3.2 Image Quality Evaluation 
A comprehensive image quality investigation was conducted to evaluate the 
performance of the low energy phase contrast system prototype in comparison with 
conventional imaging. The following sections detail the comparison studies 
performed, including a thorough description of the methods and results for each 
comparison.  
3.2.1 CDMAM Observer Study  
The first comparison study comprised of a contrast-detail comparison of phase 
contrast and conventional x-ray imaging operation of a system prototype.
44
 As 
detailed in Section 2.1.3, contrast-detail evaluation is a widely-accepted subjective 
image quality comparison method that demonstrates the quality provided by a system 
according to the ability of observers to distinguish test objects of varying size and 
contrast in the images. Also detailed previously, the use of the CDMAM phantom for 
the contrast-detail analysis further enhances the accuracy of the observer study 
results, as it provides a four alternative forced-choice location of the test objects 
instead of known locations. To the best of our knowledge, a CDMAM comparison of 
phase contrast and conventional imaging had not previously been presented.  
 
In this study, a tube potential of 60 kV and a tube current of 167 µA were utilized for 
both conventional and phase contrast images. In an effort to provide numerous 
comparisons, three sets of images were acquired at exposure times of 30, 40 and 50 
seconds, which correspond to 5.01, 6.68 and 8.35 milliampere-seconds (µAs), 
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respectively. As detailed previously, the tube current multiplied by the exposure time 
is a commonly used measurement in x-ray imaging, as the two quantities together are 
proportional to the quantity of x-ray photons incident on the object, which is desired 
information for dose estimation purposes. Six images were therefore acquired for 
comparison, and the computed radiography image detection system was utilized for 
image retrieval. The conventional and phase contrast images acquired with the 
shortest exposure time are provided in Figure 8 (a) and (b), respectively.
44
 The 
qualitative comparison clearly reveals improved contrast in the phase contrast image. 
The remaining two sets of comparison images reveal similar results and will therefore 
be omitted for purposes of brevity. 
   
                     (a)             (b) 
Figure 8: Comparison of CDMAM images acquired at 60 kV, 167 µA and 30 s in (a) 
conventional mode, and (b) phase contrast mode. 
 
After acquisition of the six images, the CDMAM observer study process presented in 
Section 2.1.3 was conducted with a group of five independent observers. After each 
of the observers had scored the images by indicating the location of the corner object 
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for each square in which the object was distinguishable, the grading and correction 
schemes were applied to obtain the final result for each observer. The observer results 
were then averaged and a contrast-detail curve was generated for each of the six 
images, providing separate quantitative comparisons between phase contrast and 
conventional imaging for each of the µAs values utilized. The comparison of one set 
of curves is provided in Figure 9.
44
 As detailed previously, superior image quality is 
demonstrated by the closer proximity of the phase contrast curve to the x-y axis, 
indicating improved resolving power for objects with smaller diameters and lower 
contrast. Statistical comparison methods were then applied to each set of comparison 
curves through constructing a Student t confidence interval around each point, as 
detailed in Section 2.2.1. The statistical difference in image quality between the phase 
contrast and conventional images is demonstrated by the noticeable separation of 
confidence intervals on the curves in Figure 9. The results were consistent for all 
exposure times utilized in the study.  
 
Figure 9: Comparison of contrast-detail curves generated from the observer study comparing 
conventional and phase contrast images at 60 kV, 167 µA and 30 s. 
 













































The results of the side-by-side comparison of the CDMAM phantom images and the 
contrast-detail curves generated from the observer study both clearly indicate 
improved image quality provided by the phase contrast images as compared to the 
conventional images. 
3.2.2 ACR Observer Study  
The next image quality comparison between phase contrast and conventional images 
at the same x-ray energy consisted of an observer study utilizing the ACR phantom.
36
 
As detailed in Section 2.1.3, the ACR phantom represents a standard image quality 
control procedure for clinical mammography systems and is therefore a widely-
accepted comparison method for research environments.  
 
In this study, three sets of experimental settings were utilized in an effort to provide a 
thorough comparison between phase contrast and conventional imaging. This was 
accomplished by adjusting the tube potential across a range from 40 to 60 kV, while 
altering the tube current to maintain a constant focal spot diameter. The exposure time 
was held constant at 30 seconds, and the corresponding energy and current values 
were as follows: 40 kV and 250 µA, 50 kV and 200 µA, and 60 kV and 166 µA. The 
settings correspond to µAs values of 7.5, 6.0 and 4.98, respectively. The wax insert of 
the ACR phantom was imaged alone, in an effort to improve the contrast within the 
image to account for the relatively low exposure level. Six comparison images were 
therefore acquired, and the flat panel image detection system was utilized to retrieve 
the images. The conventional and phase contrast images corresponding to the shortest 
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exposure time are provided in Figure 10 (a) and (b), respectively.
36
 As in the 
CDMAM study, the qualitative comparison clearly demonstrates improved contrast in 
the phase contrast image. The remaining two sets of comparison images reveal 
similar results and will therefore be omitted. Next, an ACR observer study was 
performed to provide a quantitative comparison of the phase contrast and 
conventional images, following the procedure presented in Section 2.1.3. The images 
were randomly presented to eight independent observers for analysis according to the 
mammography quality control guidelines detailed previously. The results were then 
averaged to determine individual scores for fibers, specks and masses, as well as an 
overall combination score for each of the six comparison images. The results are 
provided in Table 1.
36
 As demonstrated in the table, the phase contrast images exhibit 
dramatically improved image quality in each of the individual categories as well as 
the overall score.  
     
             (a)             (b) 
Figure 10: Comparison of ACR images acquired at 40 kV, 250 µA and 30 s in (a) conventional 
mode, and (b) phase contrast mode. 
54 
 
The results of the qualitative comparison of the images and the quantitative 
comparison of the observer study results both demonstrate the superior image quality 
provided by phase contrast imaging at the same x-ray energy. 
 
Table 1: Comparison of ACR observer study results for three sets of comparison images between 
phase contrast and conventional modes. 
 
3.2.3 Tissue-equivalent Phantom Image Comparison  
The final study in the comprehensive image quality investigation involved a clinical 
comparison method utilizing a tissue-equivalent material. Raw chicken breast tissue 
of varying sizes and thicknesses was utilized to represent actual clinical 
mammography procedures. Human breast biopsies typically yield samples with a 
thickness of around one mm, while lumpectomies are much thicker, depending on the 
breast and abnormality sizes. In an effort to replicate both types of mammography 
procedures, chicken breast samples of one mm and four mm were both utilized in this 
study. Phase contrast and conventional comparison images at 40 kV, 250 µA and 30 s 
were acquired for each of the chicken breast tissue thicknesses. The setting 
corresponds to an µAs value of 7.5. The flat panel image detection system was 
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utilized to retrieve the images. The conventional and phase contrast images acquired 
of the one mm thick chicken breast specimen are provided in Figure 11 (a) and (b), 
respectively.
36
 As demonstrated in the figure, the structures within the chicken breast 
sample exhibit improved definition and sharper contrast in the phase contrast image 
than in the conventional image. An area that clearly illustrates the enhanced image 
quality has been highlighted with red rectangles in the images, and one can see how 
the structure is clearly defined in the phase contrast image but barely distinguishable 
in the conventional image.  
   
             (a)             (b) 
Figure 11: Comparison of 1 mm thick chicken breast images acquired at 40 kV, 250 µA and 30 s 
in (a) conventional mode, and (b) phase contrast mode. 
 
Next, Figure 12 (a) and (b) provide the images of the four mm thick chicken breast 
specimen in conventional and phase contrast mode, respectively.
36
 As evident in the 
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thinner samples, the structures within the chicken breast are much more clearly 
distinguished in the phase contrast image. The dark area in the upper left corner of the 
chicken breast, which has also been highlighted with red rectangles, particularly 
demonstrates the edge enhancement provided by the phase contrast effect. Note the 
clear definition of the boundary of the structure in that image as compared to the 
conventional image.  
             
  (a)             (b) 
Figure 12: Comparison of 4 mm thick chicken breast images acquired at 40 kV, 250 µA and 30 s 
in (a) conventional mode, and (b) phase contrast mode. 
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In summary, the comprehensive image quality comparison including a CDMAM 
observer study, an ACR observer study and a tissue-equivalent study demonstrated 
the capability of phase contrast imaging to significantly improve the image quality as 
compared to conventional imaging for the same x-ray energy and patient dose. These 
results are an encouraging indication of the potential of phase contrast imaging in a 














4 Optimization of the MTF Edge Algorithm  
4.1 Background  
As detailed in Section 2.1.2, the modulation transfer function (MTF) provides a 
comprehensive description of the resolution properties of an imaging system, and is 
therefore an established evaluation of image quality. The MTF is frequently used in 
clinical environments for verification of existing systems, as well as in research 
environments for investigation of new systems. Due to its widespread utilization, the 
procedure for determining the MTF has received continual research focus since the 
early studies presenting the ability to calculate it through normalizing the absolute 
value of the Fourier transform of the LSF.
164-165
 As detailed previously, the LSF can 
be determined directly from the response of the imaging system to a line stimulus, 
and numerous studies have presented the MTF calculation through this technique, 
which is referred to as the slit method.
54-58
 However, the slit method requires the use 
of an expensive test device and faces several acquisition and processing challenges. A 
second method for efficient and accurate determination of the MTF has recently been 
investigated in an effort to alleviate these issues.
52-53, 59-64
 The new method, which has 
been designated the edge method, involves determining the LSF through 
differentiating the ESF, which is the response of the imaging system to an edge 
stimulus. As detailed previously, the ESF is a simpler imaging system response 
procedure, due to the use of a sharp edge instead of a very narrow line. Thus the ESF 
is not as sensitive to physical imperfections, system misalignment or scattered 
radiation.
52-53
 The performance of the edge method in providing accurate results in 
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direct comparison to the slit method has been verified.
52-53, 62
 In addition, direct 
comparison of the low frequency response, which is critical due to its dependence on 
the tails of the LSF, has revealed that the edge method provides accurate results for 
low frequency values,
52-53, 62, 65
 while obtaining adequate exposure to precisely 




The algorithm for calculation of the MTF using the edge method consists of several 
steps: determination of the ESF from the imaging system response, calculation of the 
LSF by differentiating the ESF, and evaluation of the MTF using the Fourier 
transform of the LSF. In addition, smoothing methods are typically applied to the 
ESF and LSF before proceeding to the next step. The consecutive application of each 
step to the results from the previous step heightens the importance of maintaining the 
integrity of the data and minimizing the addition of noise, as the negative effects 
introduced in one step could become amplified through propagation to the subsequent 
steps. Consequently, the accuracy of the calculation of the MTF depends significantly 
on the efficient and precise calculation of each algorithm step. 
 
The significant research focus on the edge method, as well as the existence of 
numerous algorithm steps, has resulted in the development of several different 
methods for calculation of the MTF. The overall results provided by six different 
edge techniques were compared in a previous research study,
66
 but separate 
comparisons of the results provided for the individual algorithm steps had not 





 was to perform separate in-depth investigation of the methods 
available for each algorithm step, and optimize the algorithm by selecting the method 
providing superior results for each step. In addition, the study presented several new 
techniques or combinations of techniques that had also not previously been applied to 
the MTF algorithm, which delivered comparable or superior results to the established 
methods.  
4.2 Experimental Design  
The images analyzed in this study were acquired through the use of a charge-coupled 
device (CCD) x-ray imaging system (MX20, Faxitron X-Ray Corporation, Wheeling, 
Illinois USA), which utilizes a tungsten target with a beryllium output window and 
provides a focal spot of 20 µm and a pixel pitch of 48 µm. The detector system 
consists of two 1024 x 1024 CCD arrays coupled to a Min-R scintillating screen 
(Eastman-Kodak, New York, New York USA) through optical fiber taper. The test 
device was placed in the center of one of the arrays for image acquisition, in an effort 
to avoid discontinuities in the image due to the boundary between the arrays. The 
source-to-detector distance employed for all images was 57.2 cm, and the object was 
placed directly in contact with the detector to avoid magnification. 
 
The edge test device was constructed of a copper-tungsten alloy with edge fabrication 
of 0.0025 mm precision and dimensions of 152.4 mm in length, 101.6 mm in width, 
and thickness of 1.6 mm. The application of the edge method on a digital 
radiographic imaging system requires careful consideration to avoid aliasing effects 
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caused by discrete sampling of the image.
58, 63
 Several previous studies have slightly 
angulated the edge device with respect to the detector pixel array in an effort to obtain 
the non-aliased response through increasing the effective sampling rate.
52, 54, 56, 60-61, 64-
65, 166-167
 The resultant MTF is referred to as the presampling MTF, which is a more 
accurate representation of the image quality of the system due to the absence of 
aliasing effects. Thus the edge test device was slightly angled during image 
acquisition in this study to provide the presampling MTF. The experimental 
parameters utilized were as follows: x-ray energy of 26 kV, tube current of 300 µA 
and an exposure time of 3 s.   
4.3 Development of the Optimal Algorithm  
As detailed previously, the edge algorithm incorporates numerous steps in the 
determination of the MTF from the image of the system response to the edge 
stimulus. A flow chart of the algorithm steps is given in Figure 13.
51
 The first and last 
steps will not be discussed in detail: the acquisition of the edge image was presented 
in Section 4.2 and provides the starting point for the investigation, and the calculation 
of the MTF from the LSF through Fourier Transform is the technique utilized by a 
majority of the existing methods. The remaining algorithm steps incorporate the focus 
of this study. The following sections detail the evaluation of the methods available for 













Figure 13: Flow Chart of Processing Steps in MTF Edge Algorithm 
  
4.3.1 Edge Equation  
The first edge algorithm step involves determining the equation of the line through 
the edge. As the first step in the edge method, it is critical to accurately locate the 
edge in the image and determine the corresponding line equation to provide accurate 
input for the remaining algorithm steps. Several methods have been utilized in 
previous studies for accomplishing this step, the first of which is the use of linear 
regression to determine the equation of the line.
60-61, 64, 102, 168-169
 This is performed 
through estimating the edge location in each row according to the transition of 
intensity values across the edge, which is a three step process. First, the mean 
minimum and maximum intensity values in the image are determined through 
averaging the minimum and maximum values in each row. Next, the midpoint 
between the mean maximum and minimum intensity values is calculated. The edge 
Determine MTF through Fourier Transform of LSF 
LSF Smoothing 
Determine LSF through Differentiation of ESF 
ESF Smoothing 
Determine ESF 
Determine Equation for Line through Edge 
Acquire Edge Image 
63 
 
location within each row is then determined through averaging the values that are 
between an upper and lower cutoff from the calculated midpoint. Finally, linear 
regression using the edge locations is then performed to determine the equation of the 
line. Selection of the cutoff values is a significant factor in obtaining the optimal fit of 
the line. Previous studies have utilized 30% to 70%
60
 or 25% to 75%
66
 as cutoff 
values, and this study thus investigated a range of values to provide a thorough 
comparison. The values providing the line equation with closest correspondence to 
the edge were 10% to 90%, which were selected as the optimal cutoff values in this 
study. 
 
The second method investigated in this comparison involved applying a Hough 
transformation
170
 to the image to determine the equation of the line, which is a 
technique that has been extensively applied in image line and curve detection.
171-175
 A 
previous MTF edge algorithm study
52
 applied the Hough transformation to determine 
the line equation of the edge, which involves transforming the data points in the 
binary image to curves in polar coordinate space. The data points corresponding to 
lines in the image intersect at a point in polar space, which indicates the angle and 
position of the line with respect to a reference point in the image.  
 
The last method compared in this study was the Canny method for edge detection,
176
 
which has been used extensively for edge and curve detection in many 
applications.
177-181
 To the best of my knowledge, the method had not been applied to 
the MTF edge algorithm previously, but it was selected for the comparison due to the 
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wide utilization, from detecting cracks in bridges
177
 to extracting small retinal 
vessels.
179
 The Canny edge detection method utilizes a three-step process with 
parameters that allow optimization based on the application. First, the method applies 
a filter based on the first derivative of a Gaussian for smoothing purposes. Next, the 
image gradients are calculated and separated according to the edge direction: 
horizontal, vertical and both diagonals. The algorithm then utilizes a technique called 
non-maximum suppression to identify edges by searching for local maxima in the 
same direction as the image gradients. An adaptive thresholding process using 
hysteresis is then performed to increase the efficiency of the results.  
  
The lines determined through applying the linear regression, Hough and Canny 
methods, which are superimposed on the edge image for indication of accuracy, are 
provided in Figure 14 (a) – (c), respectively.
51
 As one can see in the side-by-side 
comparison, the results are comparable. However, the linear regression method 
provides the closest estimation of the edge, and was therefore selected as the optimal 
method for this step. 
 
Figure 14: Comparison of edge equation lines determined through the following methods: (a) 




4.3.2 ESF Calculation  
The second algorithm step involves determination of the edge spread function (ESF), 
which is a graphical representation of the intensities in the image as a function of the 
distance from the edge. The ESF is acquired through calculating the distances from 
pixels in the image to the line that was calculated in the previous step and graphing 
the corresponding intensities. The challenge in this step is selection of the pixels to 
utilize, as applying the calculation to the entire image would provide an excessive 
number of data points. Due to the Poisson nature of x-ray photons discussed 
previously, the pixels within the image exhibit random fluctuations among the 
intensity values, which would result in an image distorted by noise if too many pixels 
were utilized. Thus a region of interest (ROI) must be selected for processing, which 
contains a specified number of rows and columns on which to perform the ESF 
calculation. The selection of the size of the ROI is a critical step in the edge algorithm 
and involves a tradeoff, as it must contain enough rows and columns to adequately 
represent the ESF but avoid providing redundant points resulting in excessive noise. 
Previous studies have attempted to balance this tradeoff based on the angle of 





N ,     (29) 
where N is the  number of rows and columns to utilize, and the edge angle  was 
determined in the previous step. The value of N was calculated to be 59.97 for this 
study, thus 60 was utilized as the starting point for this investigation. In order to 
determine whether this value was optimal, comparisons were made with a range of 
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values for N from 0.5N to 2N. As can be seen in Figure 15 (a) through (c), the range 
exhibits the tradeoff detailed above, and the extreme values do not consist of an 
effective balance.   
 
Figure 15: Illustration of ESF curves resulting from different ROI sizes of (a) 30, (b) 60 and (c) 
120 rows and columns around the edge. 
 
In addition to comparing results from different values of , this study also 
investigated a new approach to determining the ROI size by employing different 
numbers of rows and columns, in an effort to investigate their separate influence on 
the results.  This was accomplished by utilizing a constant value for one while 
varying the other across the range from 0.5N to 2N. First, the number of rows was 
altered while maintaining a constant column number, and following intuition, this 







Figure 16: Illustration of ESF curves resulting from ROI sizes of 60 columns and (a) 30, (b) 60, 
and (c) 120 rows across the edge. 
 
Secondly, the number of columns was varied with a constant number of rows, and the 
results in Figure 17
51
 indicate that the number of columns utilized affects the amount 
of random fluctuation produced in the image. This is also expected, as increasing the 
number of columns increases the number of redundant data points. The significance 
of identifying the separate influence of the number of rows and columns involves the 
ability to solve the previous challenge of balancing the tradeoff to include an 
adequate distance across the edge without including an excessive amount of 
redundant data points. The ROI size can therefore be optimized easily by selecting 
separate values for the number of rows and columns. For example, the number of 
rows utilized can be increased to incorporate the desired distance across the edge, 
while the number of columns can be decreased to utilize the desired amount of data 
points. In this study, the use of 120 rows and 30 columns represents the optimal ROI 
size for data integrity without excessive noise. To the best of my knowledge, separate 




Figure 17: Illustration of ESF curves resulting from ROI sizes of 60 rows and (a) 30, (b) 60, and 
(c) 120 columns across the edge. 
 
4.3.3 ESF Smoothing  
The next edge algorithm step consists of smoothing the ESF determined in the 
previous step, in an effort to reduce the noise negatively contributing to the 
calculation while maintaining the data integrity. The selection of the smoothing 
method is critical, as it must provide an optimal balance between these goals. In this 
study, comparison of several methods utilized previously was conducted, along with 
thorough comparison of each method to the original data for verification of data 
accuracy. First, a data binning method has been used in numerous studies, which 
involves separating the data into bins with size relative to the pixel pitch and 
calculating the mean value of each bin.
52, 102, 168-169, 182-183
 Many studies also applied a 
second smoothing step through various techniques, including an averaging filter
60-61
 
and a polynomial fit method,
52-53, 183
 both of which were compared in this study. In an 
effort to provide a thorough comparison, the investigation also involved the use of a 
median filter, which had not been reported previously. The comparison of smoothing 
methods was applied through an iterative approach, due to the fact that previous 
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studies utilized both one-step and two-step smoothing processes. First, the results 
provided by each method were compared separately, followed by a comparison of 
combinations of methods applied in two-step processes. Although a three-step 
process had not previously been applied to the best of my knowledge, it was also 
investigated in this study to evaluate the possibility of improving the algorithm. 
Within each method, additional design considerations must be made in selecting the 
parameters with which to apply the method. These decisions must be made carefully 
to optimize the balance between the amount of smoothing and maintaining the data 
integrity. Therefore, the first step in this study of comparing the results provided by 
the individual methods must also consist of optimizing the design parameters for each 
method. First, the data binning method requires selection of the size of the bins into 







 of the pixel pitch size, all of which were evaluated in this study to provide 
a rigorous comparison. Next, the median and averaging filters require selection of a 
window size, which corresponds to the size of the squares into which the image is 
separated for determination of the median or average value, respectively. Studies 




 pixels, and a comprehensive 
comparison was provided in this study through the use of 7, 12, 17 and 20 pixels. The 
polynomial fit method did not require the selection of any design parameters. 
 
The investigation of the ability of each method to reduce noise while maintaining the 
data integrity requires thorough comparison in two critical regions of the ESF: the 
upper tail and the edge transition. First, the upper tail consists of the maximum 
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intensity values, which experience the highest degree of random fluctuation inherent 
in x-ray images. Therefore, the upper tail exhibits the largest amount of noise within 
the image, which facilitates the most effective comparison of smoothing effects. 
Secondly, the edge transition represents the most essential region in which to 
maintain the data integrity, due to the fact that the distance of the edge transition 
corresponds to the image quality provided by the imaging system.
39
 The data integrity 
verification in this study was therefore conducted through comparisons of the results 
within the edge transition region. First, the results of the data binning method in 
Figure 18
51
 indicate a considerable amount of smoothing while maintaining the 
integrity of the data within 0.001 for all bin sizes. Note that the comparison in the 
upper tail does not include the original data, due to the fact that the amount of noise 
encompasses the entire range given in the figure. The bin size of 20% was selected 
for subsequent testing, as it provides an optimal balance between smoothing and data 
integrity. This is demonstrated through the small difference between the amount of 
smoothing provided by the 20% and 25% bins, combined with the large difference in 
data integrity between the two sizes.  
 
Figure 18: ESF smoothing with data binning method in (a) the upper tail and (b) the edge 





 provides the smoothed ESF curves produced by the average filter, 
which also demonstrate smoothing in the upper tail. However, the data integrity 
verification in the edge transition indicates a correspondence of the smallest window 
size to the original data of only 0.01, while the largest window differs by almost 0.02. 
Note that this is a factor of 10 to 20 less accurate than the data integrity provided in 
the data binning method. For application of the average filter in the following 
comparison stages, the window size of 7 was selected, due to the large divergence of 
all window sizes from the original data.  
 
Figure 19: ESF smoothing with average filter method in (a) the upper tail and (b) the edge 
transition, using a range of window sizes. 
 
The median filter performance is demonstrated in Figure 20.
51
 The comparisons in the 
upper tail exhibit an acceptable amount of smoothing provided by all window sizes. 
In the edge transition, the results from all window sizes except the largest are 
completely superimposed on the original data, which indicates extremely high 
integrity of data. Even for the largest window size, the results differ from the original 
data by less than 0.0005. However, due to the large amount of both data integrity and 




Figure 20: ESF smoothing with median filter method in (a) the upper tail and (b) the edge 
transition, using a range of window sizes. 
 
Finally, the polynomial fit method results are given in Figure 21. Due to the absence 
of parameters, the results are included with the original data in both critical regions. 
Within the upper tail, one can see the considerable amount of smoothing provided, 
and the edge transition demonstrates data integrity within 0.005 of the original data. 
 
Figure 21: ESF smoothing with polynomial fit method in (a) the upper tail and (b) the edge 
transition. 
 
The next step in the investigation of this algorithm step involved application of the 
four methods iteratively in all combinations of two- and three-step processes to 
determine the optimal balance between smoothing and data integrity.  Due to the 
large number of combinations, the complete set of results will not be provided. The 
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process delivering the ideal amount of smoothing while maintaining the data integrity 
proved to be a three-step process, involving subsequent application of the data 
binning, polynomial fit and median methods. This result is significant, not only due to 
the fact that the median filter had not previously been applied to the edge algorithm 
for determination of the MTF, but also because a three-step process had not been 
previously utilized in the algorithm. The results from the three-step smoothing 
process are provided in Figure 22:
51
 the resultant ESF curve is given in (a), while the 
comparison to the original data within the edge transition is provided in (b), which 
illustrates the data integrity within 0.001. 
 
Figure 22: Results from ESF smoothing with a three-step iterative process of data binning, 
polynomial fitting and median filter smoothing. The entire ESF curve is given in (a) and the data 
integrity along the edge transition is illustrated in (b). 
 
4.3.4 LSF Calculation  
The next step in the MTF edge algorithm investigation consists of the calculation of 
the line spread function (LSF), which is accomplished through differentiation of the 
smoothed ESF determined in the previous step. Previous studies generally concur on 
the use of convolution methods to perform finite element differentiation,
60-61, 168-169
 
but the selection of kernel size has ranged considerably from two element approaches 
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with (-1, 1) or (1, -1) to three element methods using (-1/2, 0, 1/2) or (-1, 0, 1). Also, 
a few studies have applied a correction method to the results of the convolution, due 




52, 62, 168, 183, 185
 have demonstrated that careful application of the 
methods in the previous step can compensate for the finite-element differentiation, 
thereby making correction unnecessary by providing convolution results with little 
variation from the direct differentiation results. For example, the use of the slight 
angle of orientation of the edge to provide sub-pixel accuracy with the data binning 
algorithm,
52, 168
 as well as thorough verification of the optimal balance between 
smoothing and data integrity, were both applied to increase the accuracy of the results 
to avoid the need for a correction. Therefore, the evaluation of this algorithm step 
consisted of a thorough comparison of the kernel sizes utilized in performing the 
convolution, as the number of kernels and their corresponding values encompass the 
primary variation between the previous studies.  
 
The LSF was determined through convolution of the ESF, using the four kernel 
values given previously: (-1, 1), (1, -1), (-1/2, 0, 1/2) and (-1, 0, 1). The results were 
similar among the methods with the same number of elements; however, the results 
between the two and three element kernels exhibited a much higher degree of 
variation. The LSF values produced with two and three element convolution are 
provided in Figure 23 (a) and (b), respectively.
51
 As demonstrated in the figure, 
convolution with the two element kernel produces more fluctuation within the tails, 
most notably in the right tail. However, the convolution with the three element kernel 
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resulted in a wider and less distinct peak that does not experience the maximum value 
at zero. The more accurate characteristics of the two element kernel in producing a 
narrow, symmetric peak with a maximum at zero overshadow the appearance of more 
fluctuation in the tails, and therefore the two element method is selected as the 
optimal convolution method for calculating the LSF from the ESF in this algorithm 
step. 
 
Figure 23: LSF curves calculated through finite element differentiation with (a) two element 
kernels, and (b) three element kernels. 
 
4.3.5 LSF Smoothing  
The next algorithm step involves smoothing of the LSF in preparation for calculation 
of the MTF by Fourier transform. Noise within the LSF, especially the tails, presents 
a significant challenge in accurate determination of the MTF; therefore, smoothing 
the LSF is a critical step in the algorithm. The presence of noise is exhibited by 
random fluctuations in the LSF values near the end of the tails, which does not 
provide valid LSF information.  As described in detail previously, the theory of the 
LSF as a representation of the response of the imaging system to a line stimulus 
dictates that the location of the line corresponds to the maximum intensity values in 
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the image, and the intensity values gradually decrease to zero as the distance from the 
line increases. Thus random fluctuations back and forth only represent noise, and 
previous studies have performed smoothing through several methods: cropping the 
LSF tails,
60, 62, 182
 smoothing the tails through filtering,
62, 182
 and fitting the tails to a 
model.
52, 62
 The investigation of this algorithm step involves separate analysis of each 
method, as well as an iterative approach involving all possible combinations of the 
methods.   
 
First, the effectiveness of cropping the LSF tails relies on the ability to reduce the 
noise negatively contributing to the curve without removing the meaningful 
information. Studies have attempted to optimize this tradeoff through several 
approaches: removing the data points with values less than a percentage of the 
maximum intensity value, removing a percentage of the data points, and investigating 
the intensity values to estimate the location at which the noise overshadows the useful 
information. A combination of all methods was determined to be optimal in this 
study. First, the range of points with intensity values less than a threshold was 
determined as the candidate regions for cropping in each tail. The number of points 
included in the crop regions were compared to the total number of LSF data points, 
and if the percentage was larger than  7.5,
182
 the size of the regions was decreased 
appropriately to ensure that the crop region was not excessively large. Finally, the 
crop regions were manually inspected to ensure that they contained only random 





Next, median and average filtering methods were both investigated in an effort to 
determine the method providing the optimal amount of LSF smoothing. As discussed 
previously, application of both filtering methods requires the selection of a window 
size. This presents a challenge in the LSF smoothing, due to the fact that the right tail 
exhibits more noise than the left as a result of the correlation to the upper tail of the 
ESF curve. As detailed previously, the ESF upper tail demonstrates a higher degree of 
noise due to the combination of the random nature of x-ray beams with the larger 
intensity values represented in that area. As a result, the balance between data 
integrity and smoothing is difficult to achieve in both regions with a single window 
size. Therefore a new approach was applied in this study, which consisted of applying 
separate window sizes in filtering of the left and right tails. This allowed the use of an 
aggressive filter on the noisy right tail and a modest filter on the left tail. The optimal 
values were determined through an iterative approach involving numerous 
combinations of window sizes. The results indicated that a window size of 9 for the 
right tail and a size of 4 for the left tail produced the optimal balance of smoothing 
and data integrity. The smoothed LSF curves produced by the median filter and the 
average filter are provided in Figure 24 (b) and (c), respectively.
51
 Finally, the use of 
polynomial fitting to smooth the LSF tails was investigated, and the results are given 
in Figure 24 (d). Due to the absence of design parameters, the balance between 
smoothing and data integrity proved a difficult challenge for the method to overcome 




The last step in the LSF smoothing investigation involved an iterative approach of 
two-step combinations of the four smoothing methods illustrated in Figure 24. Due to 
the large number of curves represented by the combinations, the comparison of the 
complete set of results will not be provided. The evaluation determined that the 
optimal amount of smoothing resulted from LSF cropping through the iterative 
method presented above, followed by median filtering. The superior performance of 
the median filter in this smoothing step is significant, as not only had the method not 
been applied to the MTF algorithm previously, but the results of this study have now 
demonstrated the ability of the method to provide optimal smoothing in two of the 
algorithm steps. 
 
Figure 24: Comparisons of LSF smoothing methods: (a) cropping the tails, (b) median filtering, 
(c) average filtering, and (d) applying a polynomial fit method. 
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The MTF edge algorithm flowchart given in Figure 25
51
 has been updated with the 
results of the step by step investigation detailed in the previous sections. As 
mentioned previously, the calculation of the MTF from the LSF through Fourier 
transform was consistent among the previous studies and was therefore not 










Figure 25: Updated flow chart of the MTF edge algorithm steps indicating the optimal method 
selected for each step. 
 
 
The approach of this study in performing independent evaluations of the methods 
available for each step had not been presented previously, and the significance of 
separate comparisons has been demonstrated by the results. In addition, this study 
presented several new techniques or combinations of techniques that had not 
Determine MTF through Fourier Transform of LSF 
LSF Smoothing: Tail Cropping and Median Filtering 
Determine LSF through Differentiation of ESF 
by Convolution with 2-Element Kernel 
ESF Smoothing: Median Filtering with Window Size of 17 
ESF Smoothing: Polynomial Fit Method 
ESF Smoothing: Data Bins 20% of Pixel Pitch Size 
Determine ESF: ROI Size – 120 Columns, 30 Rows 
Edge Equation: Linear Regression Method 
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previously been applied to the MTF algorithm, which provided comparable or 
superior results to the established methods. This includes the use of a rectangular 
region of interest (ROI) for determining the edge spread function (ESF), a new three-
step approach to ESF filtering, the use of a median filter for smoothing both the ESF 
and line spread function (LSF), and the use of different window sizes in smoothing 
the left and right tails of the LSF. The combination of the use of new methods and the 
individual selection of the optimal method for each step both indicate the potential of 





























5 Comprehensive Error Analysis of Photon Fluence Contribution to 
the DQE  
5.1 Background 
A quantitative error analysis method for measurements and calculations was 
presented in detail in Section 2.2.2. The method holds the potential to benefit a wide 
variety of applications, not only due to the ability to quantify the error in a 
measurement or calculation, but also to compare the different sources of error for 
relative contribution to the overall error. In addition, the method facilitates the 
calculation of the amount of error propagating from a single measurement or 
calculation to the final result, which allows the investigation of the significant sources 
of error in a measurement and evaluation of possible alternatives. As most clinical 
and research environments perform complicated and multi-faceted measurements and 
corresponding calculations, optimization of the individual measurements and 
calculations could greatly enhance the accuracy of the results. The applications of this 
method are therefore expansive.  
 
The research presented in this chapter consists of applying the method to a single 
application pertaining to our research focus, in an effort to demonstrate the 
effectiveness and utility of the method. As detailed previously, the DQE is an 
established method for obtaining a comprehensive measurement of the image quality 
provided by an imaging system or technique. Thus the DQE is widely utilized for 
verification of the performance delivered by new and established systems, and one 
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can understand the significance of providing an accurate calculation. The challenge in 
ensuring the integrity of the DQE is revealed by the complexity of the calculation, 
which was given in Eq. (13). First, the formula consists of several components: large 
area signal S(0), MTF, NPS and q, each of which contribute error to the DQE. With 
the exception of the large area signal, the quantities represent complicated 
measurements and corresponding calculations that must also be evaluated for 
determination of the individual error contributions. Extensive research effort has been 





that contribute to the DQE. However, to the best of my knowledge, thorough 
evaluation of the error contributed by the photon fluence through the x-ray exposure 
and spectra measurements had not been conducted previously. The goal of this 
study
103
 was therefore to provide a method to determine the error contributing to the 
DQE calculation through the determination of the photon fluence.   
 
The significant sources of error within the DQE measurement vary considerably 
according to the system configuration, experimental parameters, measurement 
methods and processing algorithms. The appropriate factors on which to apply the 
error analysis were selected according to the system and procedures utilized in our 
research environment, and therefore the individual error sources and amounts 
identified in this study may differ from calculations performed in other situations. 
However, the ability to quantify the error contributed by the measurement of the 
photon fluence holds great potential to improve the accuracy of the DQE in any 
environment. Another significant contribution in this study is the development of an 
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error analysis process that can be applied to any measurement or calculation for 
determination of error contribution. In addition, a new method for calculating the 
magnification factor in the exposure calculations was developed for this study, which 
demonstrates considerably reduced error in comparison to the established method. 
The following sections provide the details of the error analysis investigation that was 
conducted in the study. 
5.2 Experimental Design 
A prototype x-ray imaging system was utilized for the experiments in this study. The 
system employs an x-ray tube (UltraBright Microfocus Source, Oxford Instruments, 
Scotts Valley, California USA) with a molybdenum anode and beryllium output 
window. The tube provides an x-ray energy range from 20 to 60 kV and a tube power 
output range from 10 to 60 W. The focal spot diameter of the x-ray tube varies 
according to the power output. The measurements in this study were acquired at a 
tube potential of 40 kV, tube power of 20 W and exposure time of 20 s, which 
corresponds to a focal spot diameter of 20 µm.
186
 The tube voltage, tube power and 
exposure time were controlled precisely by a software application interfacing directly 
with the source controller device. The source-to-image distance (SID) maintained in 
the study was 6 feet (1828.8 mm), and the object was placed in contact with the 
detector to avoid magnification effects. The images were acquired by the computed 
radiography detector system detailed in Section 3.1.2, which provides a pixel pitch of 
43.75 µm. Mammography plates with dimensions of 18 by 24 cm were employed for 
this study. Linearization of the data was necessary to allow quantitative DQE 
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5.3 Error Analysis 
The calculation of the photon fluence q involves multiplication of the radiation 
exposure Xd by the photon fluence per unit exposure 
X
, as defined below:




Xq .     (30) 
As discussed in detail in Section 2.1.4, Xd is determined through direct measurements 
of the x-ray exposure, and 
X
 is calculated from direct acquisition of the x-ray 
spectrum. As an alternative to direct calculation, numerous studies
70, 76, 102, 182, 185, 187
 
have estimated the value of 
X
 according to the experimental settings, through the 
use of previously published methods.
106, 143, 145, 152, 154, 188-189
 In addition, the 
International Electrotechnical Commission (IEC) published a standard method
99
 for 
x-ray spectra estimation in determining the DQE, in an effort to facilitate the 
comparison of calculations performed at different laboratories. However, application 
of the estimations requires strict adherence to experimental settings, filtration and 
source-to-image distances (SID) defined in the standard, which presents a difficult 
challenge for evaluation of new techniques in a research environment. In addition, the 
use of an estimated value does not allow application of the error analysis process on 
which this study is based. The photon flux per unit exposure was therefore calculated 
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directly to allow comprehensive error analysis of the photon fluence. The total 
variance in the photon fluence calculation can be estimated by applying Eq. (19) to 


























where the values for Xd  and 
X  
represent the mean values of the exposure and photon 





represent the total error introduced by the corresponding measurements. As 
demonstrated in Eq. (16), the total error for each measurement includes both random 
and systematic error components, which are represented in the second half of the 




, respectively. The error analysis of q must 
therefore consist of a thorough investigation of the separate random and systematic 
errors introduced by both the exposure and spectrum measurements. To the best of 
my knowledge, an in-depth error analysis of both measurements for determination of 




5.3.1 Exposure Measurements  
The entrance exposure level was measured with a calibrated ionization chamber 
(Radcal 10X9-180 ionization chamber, Radcal Corporation, Monrovia, California). 
The chamber must be placed directly in the center of the x-ray beam, in the absence 
of additional measurement or acquisition devices, in order to eliminate errors caused 
by x-ray backscatter. The specifications from the manufacturer
190
 indicate that the 
chamber delivers exposure measurements with a four percent error rate. The chamber 
must be placed precisely in the same location at which the image acquisition is 
performed; however, achieving the exact detector location with the ion chamber 
presents a challenge due to the 22 mm chamber thickness.
190
 Previous studies
70, 73, 76, 
102
 have therefore calibrated the exposure measurement to account for the difference 
in distances through the use of the inverse square law, which allows calculation of the 
actual exposure value Xd from the measured exposure value Xi, using the 
magnification factor M observed between the detector and the ion chamber: 





X .     (32) 
The total variance in the exposure calculation can be estimated through applying Eq. 

































 , (33) 
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 where the values for Xi and M represent the mean values of the exposure and 






represent the total error introduced by the measurements. In addition, the total 
variance values have again been expanded in the second half of the equation to 
include the separate contributions for the random and systematic error components, 
2  and
2
, respectively. The relative error in the exposure calculations can then be 
determined to facilitate direct comparison with the other error contributions. This is 















mean value of numerous calculations of Xd using Eq. (32). The details of the 
measurements and corresponding calculations are provided below. 
 
First, the measured exposure Xi was calculated as the mean of 40 ion chamber 
measurements at the specified experimental settings. The random error in Xi was 
estimated as the variance among the measurements, while the systematic error 
calculation was based on the accuracy specifications provided by the manufacturer. 
Due to the fact that the accuracy was expressed as a percentage, the standard 
deviation and thus the variance can be calculated through multiplication of the 
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accuracy by the mean value of the measurements,
126








.    (35) 
The results of the measurements are provided in Table 2,
103
 which includes the 















Xi (mR) 19.80625 0.00131 0.62766 0.040041759 
Table 2: Results of calculations of the measured exposure Xi. 
 
Investigation of the error sources in the table reveals that the systematic error is 
responsible for 99.79% of the error, which is reinforced by the fact that the relative 
error is approximately equal to the precision of the ion chamber. Thus the majority of 
the error was introduced by the measurement device, and the use of a more accurate 
exposure measurement system could reduce the error within the measurements. 
 
A secondary investigation in the exposure measurements involves determining the 
relationship between the number of exposure measurements and the random error, in 
an effort to provide a method for future studies to utilize in selecting the number of 
measurements to achieve a desired precision. This was accomplished through a 
graphical representation of the random error corresponding to a range of 
measurement counts, which is given in Figure 26.
103
 The relationship demonstrated in 
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the figure follows intuition, as one would expect the random error to decrease as the 
number of measurements is increased. However, one might not have expected the 
difference in random error between a few measurements and 20 or more 
measurements. Comparison of these results to the literature strongly indicates the 
potential for error reduction, as the previous studies that acquired more than a single 






 measurements. As 
demonstrated in the figure, the values used previously correspond to a large amount 
of error in the result. The relationship in Figure 26 thus provides the ability to select 
an appropriate number of measurements for a particular experiment, in an effort to 
balance the amount of time required to conduct the experiment with an acceptable 
amount of random error.  
 
Figure 26: Illustration of the relationship between the number of exposure measurements 
acquired and the random error within the measurements. 
 
The traditional method for calculation of M involves the measurement of the 
distances between the x-ray source and the ion chamber and between the x-ray source 
and the detector with a standard ruler. However, the lack of precision in standard 
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distance measurement devices can produce considerable error in the result. A new 
method was therefore developed in this study in an effort to minimize the error, 
which involves calculating the magnification factor from an x-ray image of the ion 
chamber. In this study, the magnification factor was calculated with both methods, 
and the amount of error corresponding to each calculation, as well as the error 
propagated into the exposure calculations, was determined for comparison purposes. 
The following sections detail the traditional method and the new method, which will 
hereafter be referred to as the ruler method and the image method, respectively. 
Ruler Method 
The x-ray configuration utilized in the ruler method is provided in Figure 27,
103
 where 
R1 is the distance between the x-ray source and the ion chamber and R2 is the 
distance between the x-ray source and the detector. As detailed previously, R2 is also 
known as the source-to-image distance (SID).  
 
Figure 27: Illustration of the x-ray configuration utilized for calculation of the magnification 
factor by the ruler method. 
 
The magnification factor in the ruler method, which will hereafter be denoted Mr, is 








M .     (36) 
The distances of R1 and R2 were both calculated as the mean of five measurements 
with a standard ruler. The random error in each value was calculated as the variance 
among the measurements, and the systematic error was estimated as the precision of 
the ruler, which represents the standard deviation. The precision of the ruler was 1/16 









R1(mm) 1645.60250 3.27620 2.52016 0.001463 
R2(mm) 1825.62500 1.26008 2.52016 0.001065 
Table 3: The results of the measurements of R1 and R2 with a standard ruler. 
The variance formula for the calculation of Mr with the ruler method was calculated 


















.  (37) 







S .    (38) 
The results of the magnification measurements with the ruler method are presented in 
Table 4.
103
 For comparison purposes, the table also provides the results of the image 
method detailed in the next section, which is denoted Mi. The table provides the 














Table 4: Comparison of the calculation of the magnification factors Mr and Mi determined by the 
ruler and image methods, respectively. 
Image Method 
The image method is a new method based on the calculation of the magnification 
factor from an x-ray image of the ion chamber, which was developed in this study in 
an effort to reduce the error contributed by the ruler method. Instead of performing 
measurements with a ruler, the new method calculates the magnification factor as the 
ratio of the magnified diameter of the ion chamber Di, which is determined from an x-
ray image of the chamber, to the actual diameter of the chamber Da measured with a 










M ,     (39) 
where Δx is the pixel pitch of the detector and Li is the number of pixels representing 
the diameter of the chamber on the image. In this study, five images of the ion 
chamber were acquired at the specified experimental settings. The ion chamber and 
the detector were both located precisely in the same positions utilized for acquisition 
of the exposure measurements and images, respectively. Assuming the pixel pitch of 
the detection system is fixed, the random and systematic error contributed by Δx is 
negligible. The pixel pitch was therefore treated as a constant value in the 
calculations. It should also be noted that this method is facilitated by the shape of the 
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ion chamber, which does not have a constant diameter for the entire chamber 
thickness, but instead increases from a minimum diameter on the outer edges to a 
maximum in the middle of the chamber, coinciding with the location of the measuring 
mechanism. Thus the measurement of the diameter at the maximum value precisely 
correlates to the location at which the exposure measurement was acquired. However, 
if the ion chamber had consisted of a uniform diameter size, the method would be 
difficult to apply due to the difference in magnification values that would be 
produced by the diameters representing the front and back of the chamber. 
 
For the calculation of Li, the number of pixels representing the diameter in each 
image was precisely determined through the use of a software application, which 
provides an accuracy of one thousandth of a pixel. The mean of the five Li values was 
calculated, and the random error was determined as the variance among the 
measurements. The systematic error was estimated as the precision provided by the 
software application, which represents the standard deviation as detailed previously. 
The mean value determined for Li is provided in Table 5,
103
 which also includes the 
random, systematic and relative errors. Next, Da was determined as the mean value of 
five measurements of the ion chamber diameter obtained by the same person with a 
caliper (Digimatic Calipers 500-164-20, Mitutoyo America Corporation, Aurora, 
Illinois). The random error was calculated as the variance among the measurements, 
and the systematic error was estimated based on the precision of the caliper, which is 
0.0254 mm. The results of the actual chamber diameter measurements are also 








Li (pixels) 2972.97980 0.88548 1.91x10
-15
 0.000317 
Da (mm) 117.90800 0.00337 0.00065 0.000537 
Table 5: Results of the following image method calculations: the number of pixels representing 
the magnified ion chamber in the image (Li), and the actual diameter of the chamber measured 
by a caliper (Da). 
The total variance in the calculation of the magnification factor with the image 





















,  (40) 
where the mean, random error and systematic error values for Li and Da presented in 
Table 5 were utilized. Finally, the relative error within the calculation of Mi is 







S .      (41) 
As detailed in the previous section, the results of the magnification measurements 
with the image method are presented in Table 3,
103
 which also provides the results of 
the ruler method for comparison purposes. 
Comparison of Magnification Methods 
Investigation of the results in Table 3 reveals that the image method reduces the error 
by approximately 50% as compared to the ruler method, although the relative errors 
of the image and ruler method are both less than 1%. This can probably be attributed 
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to the large source-to-image distance (SID) of 1828.88 mm utilized in this study, 
which was almost double the typical clinical SID of approximately one meter.  
 
The mean, variance and relative error propagated into the exposure calculations by 
the ruler and image methods were next calculated for comparison, and the results are 
provided in Table 6.
103
 Once again, the small difference in error contributed by the 
methods is probably the result of the large SID. In addition, error differences between 
the methods are overshadowed by the fact that the Xi measurements accounted for 
99.99% of the error in the calculations. As discussed in the previous section, the 
majority of the error was contributed by the ion chamber. Thus the use of a more 
accurate exposure system could more closely demonstrate the differences in error 









Ruler 16.09270258 0.41861 0.040205 
Image 16.27604083 0.42515 0.040061 
Table 6: Comparison of the exposure calculation results determined by the ruler and image 
methods. 
 
To further investigate the effect of the SID on the error contributed by the 
magnification calculation, the relationship between the two values was next 
evaluated. A constant distance d between the ion chamber and detector was assumed, 
due to the relatively small separation between them. In addition, constant random and 
systematic errors were also assumed, regardless of the R1 and R2 values. The error 
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formula for the ruler method given in Eq. (37) was then solved to obtain the following 




















- 2R2·d + d
2
).     (42) 
The total variance in the magnification calculation was then determined for a range of 
R2 values from 500 to 2000 mm, which was selected to incorporate both clinical and 
research environments. The result was a graphical representation of the error in the 




Figure 28: Illustration of the relationship between R2, which represents the SID, and the 
resulting variance in the magnification calculation by the ruler method. 
 
As illustrated in the figure, the maximum error contributed by the ruler method 
corresponds to clinical R2 values, decreasing to a minimal error contribution for the 
SID value utilized in this study. Therefore, if the study had been conducted with an 
R2 value more closely representing a clinical environment, the corresponding error 
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amount would have more accurately indicated the amount of error contributed by the 
ruler method.  
 
Investigation of the error formula for the image method in Eq. (40) reveals that the 
calculation is dependent only on the number of pixels and the diameter of the ion 
chamber, which are both constant.  Thus the small error calculated by the image 
method in this study would remain constant regardless of the SID, and comparison of 
that error value to the error produced by the ruler method at a clinical SID value 
reveals a much larger difference between the two methods. These results are 
significant, not only because a new method was presented for calculation of the 
magnification factor with a greatly reduced error contribution, but also because the 
method is independent of the SID. The application of the new method therefore holds 
the potential to improve the accuracy of the calculations performed in a wide variety 
of applications.  
5.3.2 Spectrum Measurements  
For the photon fluence per unit exposure calculation and corresponding error 
estimation, the x-ray spectrum was directly measured through the use of an x-ray 
spectrometer with a 3 x 3 x 1 mm
3 
Cadmium Telluride (CdTe) detector (Amptek 
Incorporated, Bedford, Massachusetts), using a pair of tungsten collimators provided 
by the manufacturer.
163
 As detailed previously, the use of collimators limits the 
photon fluence to an acceptable level for the small surface area of the detector. The 
collimators, spectrometer and x-ray source were aligned through the procedure 
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developed for our research, which was detailed in Section 3.1.4. For the 
measurements, only the collimators and spectrometer were placed in the path of the x-
ray beam to avoid errors introduced by x-ray backscatter. In this study, 40 spectrum 
measurements were acquired at the specified experimental settings. The spectrometer 
characterizes the x-ray spectrum by separating the detected x-ray photons into 
channels that are related linearly to the energy levels of the photons.
192
 During 
acquisition, the spectrometer records the number of photons detected for each 
channel, and the output from the measurement consists of channel number and photon 
count pairs. Therefore, a process referred to as energy calibration must be performed 
on the raw data, in an effort to determine the linear relationship between the channel 
numbers and the x-ray energy values they represent. The calibration process typically 
involves the use of at least two pairs of known channel number/energy value 
relationships, which are determined through identifying the channel numbers 
corresponding to characteristic peaks within the x-ray beam, such as the material of 
the x-ray anode. Linear regression is then applied to determine the channel number/x-
ray energy relationship based on the pairs. The error analysis detailed in this chapter 
does not include the errors introduced by the linear regression algorithm, as the 




Following the energy calibration process, the photon fluence per unit exposure must 
be calculated from the calibrated spectrum, which now consists of x-ray energy and 
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photon count pairs. The formula for this calculation was derived for our research,
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,  (43) 
where )/( 2 gcmen is the mass energy absorption coefficient of air, and ΦN is the x-
ray spectrum as a function of each energy E(kV) represented, which is normalized by 
the total photon count.  
 
The photon fluence per unit exposure for each spectrum acquired was calculated with 
Eq. (43), and the mean among the measurements was determined. The random error 
was calculated as the variance among the measurements, and the systematic error was 
estimated as the precision of the spectrometer, which is specified by the 
manufacturer
163
 as 0.77% for the tube potential utilized. The total error contributed by 






,    (44) 




S .     (45) 
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The results of the calculations for the photon fluence per unit exposure are provided 
in Table 7, which includes the mean, along with the random, systematic, total and 















39391.825 30447.772 92001.234 0.009 122449.007 
Table 7: Results of the calculations of the mean and variance values for the photon fluence per 
unit exposure. 
 
The final investigation within the spectrum measurements involves determining the 
relationship between the number of measurements and the random error contributed 
to the result. The evaluation was applied similarly to the investigation of the exposure 
measurements in Section 5.3.1, and the goal was again to provide the ability for 
future studies to estimate the number of measurements required in order to achieve a 
desired error amount. The graphical illustration of the relationship between the 
number of spectrum measurements and the random error in the measurements is 







Figure 29: Illustration of the relationship between the number of spectrum measurements 
acquired and the random error within the measurements. 
 
As expected, the error decreases as the number of measurements increases. However, 
similar to the results of the exposure measurements, the significance elucidated in the 
relationship is in the large difference in error between a few measurements and 20 or 
more measurements. This figure can therefore provide a helpful guide for future 
studies in selecting an appropriate number of measurements to attain an acceptable 
level of error. As a final demonstration of the amount of error reduction through 
increasing the number of measurements acquired, Figure 30
103
 provides a comparison 
of an individual spectrum measurement with a mean spectrum from 40 
measurements. The individual spectrum exhibits large fluctuations throughout the 





Figure 30: Comparison of an individual spectrum measurement (gray) with a mean spectrum 
from 40 measurements (black). 
 
5.3.3 Photon Fluence  
The next step in the investigation is determining the amount of error propagated into 
the calculation of the photon fluence from the exposure and spectrum measurements, 
which will be accomplished with the formula given in Eq. (31). The mean and 
variance values calculated in the previous two sections will be utilized, which are 
presented in Tables 6 and 7. Due to the similarity between the errors provided by the 
ruler and image methods, which was a result of the SID utilized in the experiments as 
discussed previously, the photon fluence was calculated with only the exposure value 
resulting from the image method. The relative error will also be calculated as follows: 
q
q
qS .     (46) 
The mean, total variance and relative error determined for the photon fluence are 













) 641142.9519 6.92150E+08 0.0410 
 Table 8: Photon fluence calculation results, including mean, total error and relative error, which 
were calculated with the exposure and spectrum measurement results. 
 
 
Once again, the relative error in the photon fluence calculations is approximately 4%, 
which indicates the prevailing influence of the systematic error in the exposure 
measurements on the overall error. In addition, the relative error in the photon fluence 
calculation is deceptively low, which can probably be attributed to the precisely 
controlled experimental conditions enforced in this study. This includes the system 
alignment process, magnification factor calculation, and spectrum collimation 
procedure, all of which are difficult to apply in clinical environments. Thus the error 
amounts calculated on a clinical system with this procedure could provide much more 
insight into the principal error sources in the system. Also, as detailed previously, the 
significance in these results is not merely in the error amounts, but the ability to 
quantify and compare the amount of error contributed to a result by the individual 
factors in the calculation. 
5.3.4 DQE  
The final step in the error investigation is determining the error propagated into the 
DQE through the photon fluence calculation. The average value for q given in Table 
8 will be utilized for the DQE calculation, along with calculations of the MTF, NPS 
and S(0) as detailed in Sections 2.1.2 and 2.1.4. The average value of several 
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calculations was utilized in an effort to minimize the error contribution. The resultant 




Figure 31: Detective quantum efficiency (DQE) determined with the mean photon fluence value 
calculated in this study. 
 
Applying the error analysis method to the DQE formula given in Eq. (13) gives the 
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The total error 
2
)( fDQE
in the resultant DQE was not calculated for this study, as 
the goal of this study is primarily to investigate the photon fluence. The factor in Eq. 
(47) corresponding to the error contributed by the photon fluence can therefore be 










).    (48) 
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The values for 
2
q
and q from Table 8 were utilized for the calculation, as well as the 
DQE curve given in Figure 31. It should be noted that since the DQE is a function of 
spatial frequency, the error contributed to the DQE is also a function of spatial 
frequency. Thus the resulting curve in Figure 32
103
 demonstrates the error contributed 
to the DQE by the photon fluence calculation for each frequency represented in the 
DQE. 
 
Figure 32: Illustration of the error contributed to the DQE by the photon fluence calculation for 
each frequency represented in the DQE. 
 
 
In conclusion, this chapter has presented a quantitative method to determine the error 
contributing to a result by each of the components represented in the calculation. The 
effectiveness and usefulness of the method was demonstrated through determining the 
error contributed to the DQE by the photon fluence calculation. The factors on which 
to apply the error analysis were selected according to the prototype system and 
measurement devices, but different factors could be utilized in future calculations. In 
addition, the diminutive error calculated in this study is most likely a result of the 
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procedures implemented in the study to minimize the error, which are difficult to 
enforce in clinical environments. The application of this method to a study in the 
absence of those procedures would produce an error amount more representative of 
clinical systems. In that situation, the method would provide the ability to identify the 
principal error sources and offer important insight into error reduction. Thus the 
significant contribution in this study is the ability to calculate and compare the 
relative errors introduced by the individual factors contributing to a result. 
 
In addition, a new magnification method was developed for this study in an effort to 
reduce the error introduced by the traditional use of rulers in the calculation. 
Although the error differences between the image and ruler methods were not 
significant in this study, the investigation revealed that this was due to the large SID 
utilized. The relationship between the SID and the random error was explored to 
reinforce this claim. For the ruler method, Figure 28 demonstrates the minimal error 
in the ruler method for the large SID value used in this study, as well as the large 
error for small SIDs such as clinical systems. However, the image method was 
determined to be independent of SID, indicating that the minimal value calculated in 
this study would be constant for smaller SID values. Therefore, the application of this 
method in clinical environments instead of the ruler method holds the potential to 
greatly reduce the error.  
  
Finally, the relationship between the number of measurements and the random error 
within the measurements was investigated for both the exposure and spectrum 
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measurements. The results are illustrated in Figures 26 and 29, respectively, both of 
which indicate large error amounts resulting from averaging a few measurements, 
which has been done extensively in previous studies. The results also reveal that 
averaging 20 or more measurements can drastically reduce the error in the results. 
The relationships provided in the figures can be utilized as guidelines for future 
studies in selecting an adequate number of measurements to balance the measurement 



















6 Effects of X-ray Beam Hardening on the DQE and Radiation Dose 
6.1 Introduction 
As detailed previously, the foundation of this dissertation research involves the 
difficult challenge faced by mammography in balancing the risk of harmful radiation 
dose to the patient and the benefit of disease detection provided by improved image 
quality. The focus of the study presented in this chapter was therefore to evaluate the 
feasibility of using a technique known as x-ray beam hardening to further optimize 
this tradeoff, which would greatly benefit mammography and other radiography 
fields. The investigation compared measurements of the DQE and the radiation dose 
corresponding to varying degrees of beam hardening, in an effort to evaluate the 
potential of beam hardening to reduce the radiation dose without negatively affecting 
the performance of the system. The technique of beam hardening will be presented in 
the following section. Radiation dose, as measured by calculation of the average 
glandular dose, was presented in Section 2.4. The theory, calculation and error 
analysis of the DQE has also been detailed thoroughly in previous chapters.  
6.1.1 Beam Hardening  
Beam hardening is the removal of low energy photons from the x-ray beam, through 
the use of filtration or other objects placed in the path of the beam.
20
 As detailed 
previously, these photons are absorbed more readily due to the decreased ability to 
penetrate tissues. During an x-ray exposure, low energy photons are deposited within 
the patient. This not only increases the radiation dose, but also renders the photons 
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unable to reach the detector to contribute to the image quality. Therefore, removal of 
these photons prior to patient x-ray exposure holds the potential to reduce the dose 
without considerably decreasing the image quality. Clinical mammography systems 
currently utilize a small amount of beam hardening through filtration in an effort to 
remove low energy photons.
1, 20, 24
 Due to the low characteristic peak values, the most 
common filter materials are Molybdenum (Mo) and Rhodium (Rh).
1, 20, 24
 However, 
the use of additional beam hardening for further dose reduction has not been 
investigated previously, to the best of my knowledge. The potential of reducing the 
dose below current mammography levels without negatively affecting the detection 
ability is of clinical significance and thus the goal of the research presented in this 
chapter. The beam hardening investigation was a multi-faceted study consisting of a 
preliminary feasibility study as well as a comprehensive investigation, which are 
presented in the next two respective sections. 
6.2 Preliminary Feasibility Study 
The first stage of this investigation consisted of a preliminary feasibility 
investigation,
193
 which involved separate comparisons of the DQE and the average 
glandular dose for a range of three beam hardening levels. The focus of this study was 
to evaluate the separate quantities to determine the relative effects of beam hardening, 
in an effort to determine the feasibility of maintaining the system performance and 
reducing the dose through the use of beam hardening. 
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6.2.1 Experimental Design  
Beam Hardening 
The beam hardening in the preliminary study was provided through the use of BR12 
phantoms with three thicknesses: 0.5 cm, 1.0 cm and 2 cm. As detailed previously, 
BR12 phantoms were developed to simulate a 50% glandular, 50% adipose tissue 
composition,
194
 and thus are used extensively for human tissue simulation and dose 
estimation purposes in clinical and research applications.
111
  
System and Measurement Components  
The prototype system detailed in Section 5.2 was utilized for this study, and the 
alignment procedure presented in Section 3.1.4 was also applied. Illustrations of the 






Figure 33: Illustrations of the x-ray configurations utilized in this study for: (a) measurement of 
the detective quantum efficiency, and (b) measurement of the average glandular dose. 
 
 
In both configurations, the source-to-detector distance (SID or R1+R2) was 182.88 
cm (6 feet), and the source-to-object distance (R1) was 91.44 cm (3 feet). An x-ray 
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energy of 40 kV was utilized for all measurements, and a typical clinical amount of 
filtration was provided by a 25 µm Rh filter.
20
 The purpose of the object in the 
average glandular dose measurements in Figure 33 (b) was to simulate the human 
breast in a clinical mammography environment, in an effort to facilitate accurate dose 
estimation. This was accomplished by another BR12 phantom with a thickness of 5 
cm. 
DQE Measurements 
The x-ray configuration given in Figure 33 (a) was utilized for four modes of 
measurements: the absence of added beam hardening, in which no BR12 filter was 
utilized, and beam hardening with the range of three BR12 filter thicknesses. The 
images and measurements were acquired at 40 kV and 20 W with an exposure time of 
60 seconds. The DQE calculation was detailed thoroughly in Section 2.1.4 and 









)( .   (49) 
First, the MTF was calculated through acquiring one image for each mode of a 10 μm 
wide slit camera (Nuclear Associates, Carle Place, NY), placed directly in contact 
with the detector. The slit camera was placed approximately 2 degrees with respect to 
the detector pixel array, in order to obtain the non-aliased response by increasing the 
effective sampling rate.
52, 54, 56, 58
 The MTF was then determined according to 
previous methods
54-58
 by normalizing the absolute value of the LSF.
20
 The NPS was 
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measured through acquisition of 20 noise-only images for each mode. The process 
detailed in Section 2.1.4 was then utilized to obtain the one-dimensional NPS. The 
large area signal S(0) was determined through calculating the mean pixel intensity of 
the 20 noise-only images within the region of interest utilized for calculation of the 
noise power spectrum. As detailed previously, the photon fluence q is determined 
through multiplication of the detector entrance exposure and the photon fluence per 
unit exposure, which can be calculated from a measured x-ray spectrum.  
 
The measurements of detector entrance exposure level were obtained with a 
calibrated ionization chamber (10X9-180 ionization chamber, Model 9095 
measurement system, Radcal Corporation, Monrovia, California). Results from the 
study presented in Chapter 5
103
 indicated that utilizing the mean of numerous 
measurements reduces the error; therefore, 20 measurements at each mode were 
acquired. For these measurements, the ion chamber was placed in the corresponding 
location in Figure 33 (a) instead of the detector.  
 
The x-ray spectrum was measured through the use of an x-ray spectrometer with a 3 x 
3 x 1 mm
3 
CdTe detector (Amptek Incorporated, Bedford, Massachusetts), using a 
pair of tungsten collimators provided by the manufacturer.
163
 Twenty spectrum 
measurements at each mode were also acquired to reduce the error. A process 
presented previously
75-76, 106-107
 and detailed in Chapter 5 was utilized to calculate the 
mean photon fluence per unit exposure from the spectrum measurements. The 
individual DQE curves corresponding to each of the beam hardening levels will be 
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compared in the results section, in order to investigate the effects of added beam 
hardening on the DQE. 
Average Glandular Dose Measurements 
The x-ray configuration given in Figure 33 (b) was utilized for average glandular 
dose calculations corresponding to each of the four modes of measurements. As 
detailed in Section 2.4.2, the calculation for Dg requires multiplication of the 
conversion factor DgN and the entrance exposure XESE at the surface of the object.  
The images and measurements were also acquired at 40 kV and 20 W. However, the 
exposure time was selected individually for each mode to provide a constant detector 
entrance exposure of 10 mR, in order to facilitate a comparison based on similar 
radiation exposure for image acquisition. The resulting exposure times were 162, 187, 
208 and 247 seconds for BR12 filter thicknesses of 0, 0.5, 1 and 2 cm, respectively. 
Following the determination of the exposure times, the corresponding object entrance 
exposure XESE was then measured for each mode through the use of an ion chamber, 
as detailed in the previous section. For these measurements, the ion chamber was 
placed in the corresponding location in Figure 33 (b) instead of the object, and the 
detector was also removed to avoid errors introduced by x-ray backscatter. The mean 
value from five measurements for each mode was utilized. The DgN values for each 
mode were estimated with Monte Carlo simulations through a process detailed in 
previous studies,
152-154
 utilizing the x-ray spectrum corresponding to each of the 
modes and assuming 50% adipose and 50% glandular tissue composition. 
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6.2.2 Results  
DQE  
A comparison of the x-ray spectra without added beam hardening and with beam 
hardening by the range of BR12 filter thicknesses is provided in Figure 34,
193
 which 
illustrates the result of the beam hardening in removing low energy photons from the 
x-ray beam. The MTF values calculated by each of the four modes are provided in 
Figure 35
193
 for comparison. The similarity between the curves indicates the ability to 
maintain the frequency response of the system with increasing BR12 thickness.  
 
 
Figure 34: Comparison of the x-ray spectra for the four levels of beam hardening: no object, 




Figure 35: Comparison of the MTF values corresponding to the levels of beam hardening. 
 
A comparison of the NPS curves calculated for each mode is provided in Figure 
36,
193
 which reveals differences among the curves for the range of beam hardening 
levels. As detailed previously, the noise in x-ray imaging is dependent on the amount 
of exposure; thus the variations in the NPS indicates the effect of detector entrance 
exposure variation on the noise processed by the system. This is evidenced further by 
the decrease in the S(0) values: 194.76, 134.60, 95.77 and 52.11, for BR12 filter 
thicknesses of 0, 0.5, 1 and 2 cm, respectively.  
 
 
Figure 36: Comparison of the NPS values corresponding to the levels of beam hardening. 
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Finally, the comparison of the DQE values is given in Figure 37.
193
 The four modes 
exhibit close correlation throughout the range, which is a preliminary indication that 
the performance of the imaging system may not be negatively affected by beam 
hardening. 
 
Figure 37: Comparison of the DQE values corresponding to the levels of beam hardening. 
 
Average Glandular Dose  
A comparison of the average glandular dose value calculated for each mode is 
provided in Table 9,
193
 which provides the measured object entrance exposure and the 
corresponding range of DgN values calculated from the Monte Carlo estimations. The 
two values were multiplied together as defined by Eq. (28) to obtain the average 
glandular dose value (Dg). The last column presents the percentage of dose reduction 
for each BR12 thickness, as compared to the dose value obtained without beam 
hardening. The table clearly demonstrates the potential of beam hardening to reduce 
the dose while maintaining the same detector entrance exposure. In fact, the Dg value 
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corresponding to the largest BR12 thickness demonstrates a dose reduction by more 















0 0.513 213.2 109.457  
0.5 0.391 232.2 90.855 16.99 
1 0.299 245.2 73.320 33.01 
2 0.179 263.6 47.274 56.81 
 
Table 9: Comparison of the average glandular dose (Dg) measurements corresponding to the 
four levels of beam hardening in the preliminary study. 
 
6.2.3 Discussion  
The results provide a preliminary evaluation of the effects of beam hardening on the 
DQE and the average glandular dose. First, the dose reduction provided by the range 
of beam hardening levels was clearly indicated in Table 9. Secondly, the comparison 
of the DQE curves corresponding to the range of beam hardening levels demonstrated 
only small differences among them. Inspection of the quantities comprising the DQE 
indicates that these differences can largely be attributed to the differences among the 
NPS curves, which indicates the effect of detector entrance exposure variation on the 
noise processed by the system. The comprehensive study detailed in the following 
section will perform the DQE calculations corresponding to similar detector entrance 
exposures, which will not only alleviate this difference, but also provide the ability to 
correlate the DQE and dose calculations for determination of the corresponding 
effects of beam hardening.  
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6.3 Comprehensive Investigation 
The next stage of the beam hardening investigation involved a comprehensive 
comparison of the effects of beam hardening on the DQE and average glandular dose. 
The focus of this investigation
195
 was to investigate the potential of beam hardening 
to provide a dose reduction without negatively affecting the performance of the 
system in terms of quantum efficiency. In this study, the calculations for both 
quantities were acquired under the same experimental conditions to allow direct 
correlation of the results. 
6.3.1 Experimental Design  
Beam Hardening 
The comprehensive study utilized the clinical beam hardening methods of Mo and Rh 
filtration instead of the BR12 phantoms, in an effort to more closely simulate the 
clinical environment. A range of five beam hardening levels was investigated, 
including two thicknesses each of Mo and Rh, along with a baseline level without 
adding beam hardening. The smaller thicknesses utilized for the filter types were the 
standard clinical system values of 25 µm Rh and 30 µm Mo.
20
 These values were 
doubled to obtain the larger thicknesses for the filter types (50 µm Rh and 60 µm 
Mo), in an effort to investigate additional dose benefits as well as the ability to 





System and Measurement Components  
The prototype system detailed in Section 5.2 was also utilized for this study, and the 
alignment procedure presented in Section 3.1.4 was again applied. The system 
configuration utilized for calculation of both the DQE and the average glandular dose 
is provided in Figure 38. 
 
Figure 38: Illustration of the x-ray configuration utilized for the DQE and average glandular 
dose calculations in this study. 
 
The values of R1 and R2 were both 91.44 cm (3 feet), which facilitates a source-to-
detector distance (SID) of 182.88 cm (6 feet). An x-ray energy of 60 kV was utilized 
for all measurements. The purpose of the object was to simulate the human breast in a 
clinical mammography environment, in an effort to facilitate accurate measurements 
of the dose and system performance. This was again accomplished by a BR12 
phantom with a thickness of 5 cm. For comparison purposes, a second set of 
measurements were performed without the object, in an effort to evaluate the effect of 
the object on the measurements. Therefore, a set of ten measurements were 
performed, which incorporated five levels of beam hardening in both the presence 
and the absence of the object. The exposure time for each filter/object combination 
was selected to provide a constant detector entrance exposure of 10 mR, in an effort 
to facilitate a comparison based on similar radiation exposure for image acquisition. 
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The exposure times corresponding to the range of filter and object combinations are 




None None 9 
None 25 um Rh 13 
None 50 um Rh 20 
None 30 um Mo 12 
None 60 um Mo 17 
5 cm BR12 None 42 
5 cm BR12 25 um Rh 91 
5 cm BR12 50 um Rh 169 
5 cm BR12 30 um Mo 89 
5 cm BR12 60 um Mo 156 
 
Table 10: Exposure times for the range of object/ filter combinations investigated in this study, 
which were selected individually to provide a constant detector entrance exposure of 10 mR. 
 
Once the exposure time was determined for each filter/object combination, the 
corresponding object entrance exposure was measured for calculation of the average 
glandular dose. Due to the constant detector entrance exposure for all combinations, 
the differences among the DQE and dose values were a result of only the factors 
controlled by this study.  
DQE Measurements 
The calculations of the DQE were performed through the use of the same methods as 
in the preliminary study. However, measurements were acquired for the range of ten 
filter/object combinations detailed in the previous section. The x-ray energy of 60 kV 
and 20 W was utilized for all modes, and the exposure time for each mode is given in 
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Table 10. As detailed previously, the exposure times were selected for each 
filter/object combination in order to maintain a constant detector entrance exposure.   
Average Glandular Dose Measurements 
The calculations of Dg were also performed through the use of the same methods as in 
the preliminary study, although the measurements were acquired under the new 
experimental conditions, which were consistent with the DQE measurements in order 
to facilitate correlation of the results. As detailed previously, the DgN simulations 
assume the presence of an object with 50% adipose and 50% glandular tissue 
composition in the path of the x-ray beam; thus the DgN values were only calculated 
for the spectra acquired when the object was utilized. Therefore, the average 
glandular dose results consist of a comparison of the dose values corresponding to the 
five beam hardening levels in the presence of the BR12 object.  
6.3.2 Results  
DQE  
Comparisons of the x-ray spectra acquired for each beam hardening level are given in 
Figure 39 (a) and (b), which correspond to the images acquired without an object and 
with the 5 cm BR12, respectively. The comparison without the object demonstrates 
the effects of beam hardening in removing low energy photons from the x-ray beam, 
while the comparison with the object illustrates the further hardening effects of the 




(a)            (b) 
Figure 39: Comparison of the x-ray spectra for the range of beam hardening levels. The spectra 
were acquired at 60 kV, 20 W (a) without an object in the path of the x-ray beam, and (b) with 
the 5 cm BR12 object in the path. 
 
Comparisons of the MTF values calculated for each beam hardening level are given 
in Figure 40 (a) and (b), which correspond to the images acquired without an object 
and with the 5 cm BR12, respectively.  
 
(a)            (b) 
Figure 40: Comparison of the MTF for the range of beam hardening levels (a) without an object 
in the path of the x-ray beam, and (b) with the 5 cm BR12 object in the path. 
 
Next, comparisons of the NPS curves calculated for each beam hardening level are 
given in Figure 41 (a) and (b), which correspond to the images acquired without an 
123 
 
object and with the 5 cm BR12, respectively. Comparison to the differences among 
the NPS curves in the preliminary study reveals much higher correlation in this study, 
which is a result of the similar detector entrance exposure among the range of beam 
hardening levels. 
 
(a)            (b) 
Figure 41: Comparison of the NPS for the range of beam hardening levels (a) without an object 
in the path of the x-ray beam, and (b) with the 5 cm BR12 object in the path. 
 
Combining the MTF, NPS and S(0), the NEQ comparisons of the beam hardening 
levels without an object and with the 5 cm BR12 are provided in Figure 42 (a) and 
(b), respectively.  
In the MTF, NPS and NEQ comparisons without the object, the curve calculated 
without added beam hardening is noticeably different from the curves corresponding 
to the filters. However, when the 5 cm BR12 is utilized to simulate the human breast 
in mammography, the separation among the curves is much smaller, which is an 
encouraging indication that the use of filtration in a clinical environment may not 




(a)            (b) 
Figure 42: Comparison of the NEQ for the range of beam hardening levels (a) without an object 
in the path of the x-ray beam, and (b) with the 5 cm BR12 object in the path. 
 
Next, comparisons of the q values corresponding to the ten object/filter combinations 




None None 3.134 x 10
5
 
None 25 µm Rh 4.314 x 10
5
 
None 50 µm Rh 5.089 x 10
5
 
None 30 µm Mo 4.024 x 10
5
 
None 60 µm Mo 4.498 x 10
5
 
5cm BR12 None 7.087 x 10
5
 
5cm BR12 25 µm Rh 7.636 x 10
5
 
5cm BR12 50 µm Rh 8.288 x 10
5
 
5cm BR12 30 µm Mo 7.618 x 10
5
 




Table 11: Comparison of the photon fluence (q) values for the ten object/filter combinations 
investigated in this study. 
 
The results exhibit an increasing trend from the minimum value without added beam 
hardening to the maximum value with the 50 µm Rh filter. This follows intuition, as 
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the largest q value indicates the highest concentration of photons in the same surface 
area. Finally, comparisons of the DQE values for the beam hardening levels without 
an object and with the 5 cm BR12 are provided in Figure 43 (a) and (b), respectively. 
The results also exhibit much closer correlation between the curves acquired with the 
5 cm BR12 than the curves generated without the object. Furthermore, the DQE 
curves corresponding to the object exhibit only a slight divergence, if any, among the 
results corresponding to the range of beam hardening levels.  
 
(a)            (b) 
Figure 43: Comparison of the DQE for the range of beam hardening levels (a) without an object 
in the path of the x-ray beam, and (b) with the 5 cm BR12 object in the path. 
 
Average Glandular Dose  
Comparisons of the average glandular dose calculated for each filter with the 5 cm 
BR12 object are given in Table 13, which provides the measured object entrance 
exposure and the corresponding range of DgN values calculated from the Monte Carlo 
estimations. Inspection of the DgN coefficients reveals that the results correlate with 
the q values presented in the previous section, through demonstrating an increasing 
trend from the minimum value without added beam hardening to the maximum value 
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with the 50 µm Rh filter, which also produced the largest q value. Again, this follows 
intuition, as the largest q and dose coefficients both indicate the highest concentration 
of photons in the same surface area. The two values were multiplied together as 
defined by Eq. (28) to obtain the average glandular dose value (Dg). The last column 
presents the percentage of dose reduction for each filter, as compared to the dose 
value obtained without filtration. The results demonstrate a notable dose reduction of 
approximately 15% to 24% for the range of beam hardening levels. The filter 
corresponding to the maximum dose reduction was the 50 µm Rh filter. It is also 
interesting to note that the filter providing the second largest dose reduction was the 












None 0.81 333.4 268.69  
25 µm Rh 0.61 343.8 210.02 21.84 
50 µm Rh 0.56 366.6 203.82 24.14 
30 µm Mo 0.68 337.0 229.17 14.71 
60 µm Mo 0.63 356.0 222.86 17.06 
 
Table 12: Comparison of the average glandular dose (Dg) measurements corresponding to the 
five levels of beam hardening in the comprehensive study. 
 
6.3.3 Conclusion  
In this comprehensive study, the results of the dose and DQE comparisons indicate 
that the use of beam hardening holds the potential to reduce the dose without 
decreasing the performance of the system in terms of quantum efficiency, which 
would benefit the fields of diagnostic x-ray imaging, especially mammography.  
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First, the results of the average glandular dose calculations demonstrated a reduction 
of 15% to 24% for the range of beam hardening levels utilized, as compared to the 
dose calculated without added beam hardening. Next, the DQE results exhibited 
almost complete correlation between the results obtained without added beam 
hardening to the results corresponding to the range of beam hardening levels. A 
comparison of the quantities comprising the DQE was also provided, which included 
the MTF, NPS, NEQ and q. The comparisons of all quantities demonstrate that the 
performance of the system was not significantly affected by the use of beam 
hardening. In addition, the measurements acquired with an object in the path of the x-
ray beam exhibit much smaller differences than the measurements acquired without 
an object. Therefore, applications such as clinical environments where an object is 
utilized could obtain system performance comparable to current levels with the use of 
added beam hardening. 
 
Subsequent studies will further evaluate the feasibility of beam hardening through 
comparisons encompassing a range of diagnostic energies, including current clinical 
mammography values. In addition, a comprehensive image quality evaluation will be 
performed, in an effort to investigate the potential of beam hardening to balance the 





7 Preliminary Feasibility of a High Energy Phase Contrast System 
Prototype 
7.1 Introduction 
The focus of the research presented in the remaining two chapters comprises a 
thorough investigation of the potential of applying higher x-ray energies to the field 
of mammography through the use of phase contrast imaging, which holds the 
potential not only to improve the image quality for earlier detection of disease, but 
also to reduce the risk of harmful radiation to the patient. In addition to the dose 
benefits of increasing the x-ray energy, this research also has the potential to 
overcome the existing challenge in phase contrast imaging involving the decreased 
number of output quanta generated with the x-ray source, which was detailed in 
Section 2.3.3. As described in that section, the exposure time must be increased in 
low energy phase contrast imaging to compensate for the lower output fluence, which 
hinders the clinical feasibility due to prolonged exposure times. Instead, the research 
in this dissertation proposes raising the x-ray energy, which maintains a clinically 
acceptable exposure time.  
The primary goal of the research study
196
 presented in this chapter was to evaluate the 
feasibility of high energy phase contrast imaging to provide adequate image quality 
for detection and diagnosis. Secondly, the study was also focused on evaluating the 
high energy operation of the phase contrast imaging system for a range of x-ray 
energies and magnification factors. These goals were accomplished through an image 
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quality evaluation incorporating numerous phantoms. The design and implementation 
of the research are presented in the following sections. 
7.2 Experimental Design 
7.2.1 Joint Parameter Optimization 
The x-ray energies of 100, 120 and 140 kV were investigated in an attempt to 
determine the x-ray energy providing the optimal image quality within a range of 
high energies. The magnification factor (M) must also be optimized, as it represents a 
tradeoff between the phase contrast effect and the image quality. The value must be 
large enough for the phase contrast effect to provide a noticeable improvement to the 
image quality, but if it is too large, the spatial coherence can no longer be maintained 




29, 31, 34, 38, 45
 have indicated approximately 
2 as an optimal value for low energy phase contrast imaging. Therefore, 2 was 
utilized as the starting point, and the investigation evaluated the magnification factors 
of 2, 2.5 and 3, in an effort to determine the optimal factor for high energy phase 
contrast imaging. The study performed a joint optimization of the x-ray energy and 
magnification factor through a detailed comparison of the image quality provided by 
the resulting range of nine x-ray energies and magnification factor combinations. The 
object entrance exposure was held constant for all combinations, in order to provide 
an estimation of similar dose among the images for comparison purposes.  
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7.2.2 System and Measurement Components 
Prototype System 
The prototype system detailed in Section 3.1.1 was utilized for this study, and the 
alignment procedure presented in Section 3.1.4 was applied. An illustration of the 
system configuration that was utilized in this study is provided in Figure 44.  
 
Figure 44: The high energy phase contrast x-ray imaging system configuration utilized in this 
study. 
 
The source-to-detector distance (R1+R2) was held constant at 182.88 cm for all 
configurations, and the source-to-object distance (R1) was adjusted to provide 
magnification factors of 2 (91.44 cm), 2.5 (73.15 cm) and 3 (60.96 cm), according to 
the formula for M given in Eq. (26). 
Image Detection System 
The images were acquired by the computed radiography detector system detailed in 
Section 3.1.2, which provides a pixel pitch of 43.75 µm. Mammography plates with 
dimensions of 24 by 30 cm were employed for all images. A challenge in this study 
involves the utilization of mammography plates for much higher energies than 
designed, which lowers the quantum efficiency. However, the use of general 
radiography (GR) plates would result in lower spatial resolution, as the system only 
provides a pixel pitch of 87.5 μm for GR plates. The resulting tradeoff in the type of 




The measurements of object entrance exposure were obtained with a calibrated 
ionization chamber (10X9-180 ionization chamber, Model 9095 measurement system, 
Radcal Corporation, Monrovia, California). Five measurements at each mode were 
acquired in an effort to reduce the error in the measurements. The entrance exposure 
at exactly the same location as the object were measured for the nine kV/M 
combinations corresponding to the three x-ray energies and three magnification 
factors. Due to the differences in x-ray energies and R1 distances for each kV/M 
combination, the exposure times were determined individually in order to provide 
similar object entrance exposures. To accomplish this, a target exposure amount of 1 
R was utilized, and the exposure time resulting in the closest value was selected for 
each combination. The exposure times corresponding to the range of kV/M 








100 2 167 
100 2.5 109 
100 3 80 
120 2 172 
120 2.5 114 
120 3 82 
140 2 180 
140 2.5 119 
140 3 88 
 
Table 13: Exposure times for the range of kV and M combinations investigated, which were 




Several phantoms were utilized in this study to provide a comprehensive image 
quality evaluation. First, as detailed previously, the evaluation of system performance 
based on standard mammography quality control procedures, including the Academic 
College of Radiology (ACR) phantom, has been established as a widely-accepted 
quantitative comparison method.
21, 34, 36, 38
 Thus, a standard 4.4 cm thick ACR 
phantom (Model K-598, Nuclear Associates, Carle Place, New York, USA) was 
employed in this study. Images were acquired of the 7 mm wax insert alone, as well 
as the full ACR phantom, for a few reasons. The primary reasoning was to investigate 
the performance of the high energy phase contrast system for images acquired under 
two conditions: high scatter level resulting from the full ACR phantom, and low 
scatter level from only the wax insert. Another motivation for imaging the wax insert 
alone involved providing increased subject contrast for comparison purposes. To 
analyze both sets of images, observer studies consisting of 10 independent observers 
were conducted. Each image was scored according to the number of distinguishable 
test objects, as outlined in the mammography quality control manual,
91
 which 
separates the ACR test objects into groups of fibers, specks and masses, due to the 
corresponding application of each group to mammography detailed previously. 
Following these guidelines, separate scores were determined for each of the groups, 
and the scores were added together to achieve the overall image score, which 
provides a quantitative comparison of the relative image quality provided by the 




Next, a contrast-detail (CD) phantom was utilized to provide an additional level of 
comparison among the kV/M combinations. Also detailed previously, contrast-detail 
analysis has been widely accepted as a simple and effective method for comparison of 
medical imaging systems or techniques.
44, 77-81
 Contrast-detail phantoms typically 
consist of a matrix of circles with varying diameters along one axis to represent object 
size, and varying thicknesses along the other axis to produce contrast within the 
image.
20, 39
 The 1 cm thick CD phantom used in this study (Model 083, CIRS, 
Norfolk, Virginia, USA) consists of seven rows ranging in diameter from 1.5 to 4.5 
mm, and seven columns ranging in thickness from 0.25 to 4.5 mm. The analysis 
involves an observer identifying the minimum perceptible thickness in the image for 
each diameter. The results are compiled into a contrast-detail curve indicating the 
contrast required to distinguish an object as a function of the object size, which 
illustrates the resolving power of the system or technique. Thus curves for different 
systems or techniques can easily be compared, as a system exhibiting higher 
performance produces a contrast-detail curve located closer to the x-y axis. 
 
A 1.5 mm thick acrylic edge phantom was also employed to illustrate the 
overshooting effects provided as the result of the edge enhancement in phase-contrast 
images.
21, 23, 25-26, 31, 38
 Acrylic edge phantom images not only provide a visual 
indication of the edge enhancement, but they can also be utilized to determine edge 
profiles that serve as a graphical indication of the edge enhancement.
21, 28, 38
 An edge 
profile illustrates the intensity values along a line perpendicular to the edge, which 
indicates the edge enhancement in the phase contrast images through an overshooting 
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effect along the edge transition. The edge profiles for the range of kV/M 
combinations will be compared for determination of the optimal phase contrast effect. 
 
Finally, significant research focus has also been dedicated to the image quality 
provided by phase contrast with breast specimens
22, 30, 35-36
 for qualitative 
investigation of the clinical potential of a system or technique. However, due to the 
difficulty of utilizing human specimens in research environments, phantoms are 
typically utilized to simulate human tissue. In this study, a new phantom providing 
tissue-equivalent x-ray images was utilized. The Mammography BR3D phantom 
(Model 020, CIRS, Norfolk, Virginia, USA) was fabricated from materials simulating 
100% adipose and glandular tissues blended together in an approximate 50/50 ratio 
by weight, which produces a tissue-equivalent heterogeneous background on an x-ray 
image.
197
 The phantom consists of a set of five pieces of the same shape, each having 
a thickness of 10 mm and a different blend of the materials. The combination of the 
five layers was designed to produce realistic tissue-equivalent x-ray images, and the 5 
cm thickness provides an additional level of comparison involving the object 
thickness, the importance of which to mammography has been detailed previously. In 
addition, one of the layers also facilitates a quantitative test through incorporating 
ACR test objects. The phantom was designed for conventional mode imaging at 
mammography energies, thus the structures may not be distinguishable on the high 
energy phase contrast image. However, the ability to provide both a qualitative and 
quantitative comparison through the use of the tissue-equivalent phantom is 




The principal goals of this study involved the investigation of the feasibility of high 
energy phase contrast images to provide adequate image quality for detection and 
diagnosis, and the optimization of both the x-ray energy and the magnification factor 
of the high energy phase contrast system. Five different phantoms were utilized to 
provide a thorough evaluation of the nine kV/M combinations for phase contrast 
imaging. Therefore, the study resulted in the acquisition of a large number of images 
that, for the purposes of brevity, will not all be provided. Two types of comparisons 
among the kV/M combinations exist: the range of x-ray energies for a specific 
magnification factor, and the range of magnification factors for a specific x-ray 
energy. However, only one of the comparisons will be provided for each phantom. To 
facilitate a comprehensive analysis, the comparison will be varied for each phantom 
in an effort to include the full range of magnification factors and x-ray energies. 
7.3.1 Wax Insert of ACR Phantom  
The ACR wax insert comparison, which is provided in Figure 45, demonstrates the 
images acquired with a magnification factor of 2.5 and x-ray energies of (a) 100 kV, 
(b) 120 kV, and (c) 140 kV. The images clearly demonstrate the feasibility of high 
energy phase contrast imaging to provide adequate image quality under low scatter 
level conditions, as only a few test objects are not clearly distinguished across the 
range of x-ray energies. A slight difference among the images can be determined in 
the comparison, as the images in (a) and (b) demonstrate very similar image quality, 




            (a)              (b) 
 
           (c) 
Figure 45: Comparison of ACR wax insert phantom images, which were acquired at a 
magnification factor of 2.5 and an x-ray energy of (a) 100 kV, (b) 120 kV, and (c) 140 kV. 
 
The results of the wax insert ACR observer study are provided in Table 14. The 
highest scores are demonstrated by the x-ray energies of 100 and 120 kV and the 
magnification factors of 2 and 2.5, although the lower scores corresponding to the x-
ray energy of 140 kV and the magnification factor of 3 also provide adequate image 
quality. The variance among the scores is relatively low, but the highest scores 







Magnification Fibers Specks Masses Total 
100 2 6 4.35 4.4 14.75 
100 2.5 4.95 3.7 3.95 12.6 
100 3 5.6 4.2 3.9 13.7 
120 2 5.8 4 4.35 14.15 
120 2.5 5.7 4.2 4 13.9 
120 3 5.55 3.95 3.9 13.4 
140 2 5.7 3.9 3.75 13.35 
140 2.5 4.8 3.6 3.7 12.1 
140 3 5.6 4.2 3.8 13.6 
 
Table 14: Comparison of wax insert ACR scores from the observer study of the images 
corresponding to the range of x-ray energy/magnification factor combinations investigated. 
 
 
7.3.2 Full ACR Phantom 
The full ACR phantom images are presented in Figure 46, which compares images 
acquired at an x-ray energy of 100 kV with magnification factors of (a) 2.0, (b) 2.5, 
and (c) 3.0. The images clearly demonstrate the feasibility of high energy phase 
contrast to provide adequate image quality under high scatter level conditions, due to 
the ability to distinguish several test objects for each type. In addition, only a slight 





            (a)              (b) 
 
         (b) 
 
Figure 46: Comparison of full ACR phantom images, which were acquired at an x-ray energy of 
100 kV and a magnification factor of (a) 2.0, (b) 2.5, and (c) 3.0. 
 
This is reinforced by the results of the observer study in Table 15, which do not 
identify an optimal x-ray energy or magnification value, as the overall scores among 
the nine combinations differ by less than one point. As expected, the scores are lower 
than the wax insert only scores. However, the scores remain well within the 
acceptable image quality range. The ability to deliver high scores for the full clinical 
mammography phantom images corresponding to the range of kV and M 
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combinations, along with the small divergence among them, are encouraging 
indications of the ability of high energy phase contrast imaging to maintain 





Magnification Fibers Specks Masses Total 
100 2 5.25 3.75 4.17 13.17 
100 2.5 5.25 3.83 4.25 13.33 
100 3 5.20 3.75 4.25 13.20 
120 2 5.50 4 4.5 14.0 
120 2.5 5.25 4 4.25 13.50 
120 3 5.25 4 4.25 13.50 
140 2 5.25 3.83 4.25 13.33 
140 2.5 5.25 3.75 4.17 13.17 
140 3 5.33 4 4.33 13.66 
 
Table 15: Comparison of full ACR scores from the observer study of the images corresponding 
to the range of x-ray energy/magnification factor combinations investigated. 
 
 
7.3.3 Contrast-Detail Phantom 
The phase contrast comparisons of the contrast-detail phantom in Figure 47 provide 
images acquired at an x-ray energy of 120 kV with magnification factors of (a) 2.0, 
(b) 2.5, and (c) 3.0. The ability to distinguish numerous test objects in each image 
indicates the potential of high energy phase contrast imaging to provide acceptable 
image quality. In addition, the edge enhancement delivered by phase contrast imaging 
is clearly demonstrated through the white circles highlighting the edges of the test 
objects. The contrast-detail curves were generated according to the procedures 
detailed previously, and Figure 48 provides a comparison of the complete range of 
magnification factors and x-ray energies. As evidenced by the superposition of most 
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of the curves in the figure, the range of kV/M combinations exhibits similar image 
quality, with the curve corresponding to the 120 kV, M = 2.0 combination 
demonstrating slightly improved quality. 
 
    
         (a)                             (b) 
 
                     (c) 
 
Figure 47: Comparison of contrast-detail phantom images, which were acquired at an x-ray 






Figure 48: Comparison of contrast-detail curves generated from the phase contrast images 
corresponding to the range of x-ray energy/magnification factor combinations. 
 
 
7.3.4 Acrylic Edge Phantom 
The acrylic edge comparison in Figure 49 provides the phase contrast images 
acquired with a magnification factor of 3.0 and x-ray energies of (a) 100 kV, (b) 120 
kV, and (c) 140 kV. The phase contrast edge effect is clearly demonstrated in the 
highlighting of the edge in all of the images. Note especially the combination of the 
dark highlighted line and the white line immediately below, which is an indication of 
the overshooting effect occurring as a result of phase contrast imaging.  
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                       (a)             (b) 
 
                       (c) 
Figure 49: Comparison of acrylic edge phantom images, which were acquired at a magnification 
factor of 3.0 and an x-ray energy of (a) 100 kV, (b) 120 kV, and (c) 140 kV. 
 
 
To provide a point of reference, Figure 50
94
 provides a comparison between a phase 
contrast and a conventional image of the acrylic edge phantom, which were presented 
in a preliminary study
94
 comparing phase contrast images at 60 kV, 20 W, 10 s with 
conventional images at 20 kV, 20 W, 114 s. The difference between the ability to 





Figure 50: Comparison of acrylic edge images acquired at the following experimental settings 
providing similar entrance exposures: (left) conventional mode at 20 KV, 20W, 114s, and (right) 
phase contrast mode at 60 KV, 20 W, 10s. 
 
 
As detailed previously, edge profiles are typically utilized to provide a second 
demonstration of phase contrast imaging, as they graphically exhibit the phase 
contrast effect in the amount of overshooting across the edge transition. Once again, a 
point of reference is provided in Figure 51,
94
 which compares the edge profiles 
corresponding to the conventional and phase contrast images provided in Figure 50. 
The figure clearly indicates the overshooting resulting from the phase contrast effect, 
as well as the lack of overshooting in the conventional image. The difference between 
the edge profiles illustrates the effect that produced the substantial improvement in 
the quality of the phase contrast image in Figure 50, as compared to the conventional 




Figure 51: Edge profiles determined from the comparison images in the previous figure: (left) 
conventional mode at 20 KV, 20W, 114s, in which no overshooting is indicated, and (right) phase 
contrast mode at 60 KV, 20 W, 10s, which clearly demonstrates the overshooting resulting from 
the phase contrast effect. 
 
The next comparison in this study involved the relative overshooting corresponding 
to the range of kV and M combinations investigated, in an effort to determine the 
optimal kV/M combination. Due to the differences in intensity values for the range of 
kV/M combinations, the edge profiles were normalized to facilitate effective 
comparison. Figure 52 presents a comparison of the range of magnification factors for 
an x-ray energy of 120 kV, which clearly demonstrates an increase in the amount of 
overshooting from the minimum at a magnification factor of 2 to the maximum at 3. 
This follows intuition, due to the fact that the phase contrast effect increases with 




Figure 52: Comparison of edge profiles for an x-ray energy of 120 kV, which demonstrate the 
difference in the overshooting effect for the range of magnification factors. 
 
Figure 53 provides a comparison of the range of x-ray energies for a magnification 
factor of 2.5. The differences among the curves are much less evident; however, the 
overshooting distinctly increases from the minimum for 140 kV to the maximum at 
100 kV. This also follows intuition, due to the decrease of the phase contrast effect 
with x-ray energy discussed previously.  
 
Figure 53: Comparison of edge profiles for a magnification factor of 2.5, which demonstrates the 




The optimization of both parameters requires comparison of the entire range of kV/M 
combinations simultaneously, which is provided in Figure 54. One can distinguish the 
curves producing the largest amount of overshooting, which are the 100 kV, M = 3 
curve, followed by the 120 kV, M = 3 curve and the 140 kV, M = 3 curve, 
respectively. 
 
Figure 54: Comparison of edge profiles for the entire range of x-ray energies and magnification 
factors. 
 
7.3.5 Tissue-Equivalent Phantom 
Figure 55 provides the phase contrast images of the tissue-equivalent phantom, which 
were acquired at an x-ray energy of 140 kV with magnification factors of (a) 2.0, (b) 
2.5, and (c) 3.0. As detailed previously, the tissue-equivalent phantom was designed 
to simulate a human breast, through not only the tissue composition but also the 
phantom thickness, the results of which are both of great importance in this study 
investigating the clinical feasibility of high energy phase contrast imaging for 
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mammography. Although the phantom images are an interesting simulation of a 
human breast, they clearly indicate the potential of the technology in both respects. 
The phase contrast effect is evident for the range of magnification factors, through not 
only the edge enhancement, but also the ability to distinguish fine features within the 
images. In particular, one can detect several of the ACR test objects within the 
phantom, through the dark masses located throughout the phantom, as well as the 
speck groups located at the bottom left of the image. Note that the brightest speck 
groups were not captured on the image, as the magnification produced an image 
larger than the detector. Since the phase contrast effect decreases with increasing x-
ray energy, the image quality demonstrated in these images corresponding to the 









                       (a)              (b) 
 
                       (c) 
Figure 55: Comparison of tissue-equivalent phantom images, which were acquired at an x-ray 
energy of 140 kV and a magnification factor of (a) 2.0, (b) 2.5, and (c) 3.0. 
 
7.4 Discussion 
The goal of this study was to evaluate and optimize the performance of a phase 
contrast x-ray imaging system at high energies, in an effort to determine the potential 
to provide adequate image quality for detection and diagnosis, as well as overcome 
existing low energy phase contrast challenges with clinical implementation. To 
accomplish this, an image quality evaluation consisting of the following phantoms 
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was performed: ACR (full phantom and wax insert only), contrast-detail, acrylic edge 
and tissue-equivalent. Phantom images corresponding to a range of three x-ray 
energies: 100, 120 and 140kV, as well as three magnification factors: 2, 2.5 and 3.0, 
were compared to investigate the relative image quality and attempt to determine the 
optimal x-ray energy and magnification factor. The results indicate acceptable image 
quality in the phase contrast images for the complete range of x-ray energies and 
magnification factors. The ACR observer studies for the wax insert only and the full 
phantom both produced high scores for all images, with scores within one point for 
the full phantom. Small divergence was also exhibited among the contrast-detail 
curves, along with favorable image quality in the c-d phantom images. The image 
quality among the kV and M combinations was comparable for all phantoms, which 
renders it difficult to select a single optimal combination. However, the results 
demonstrate the ability of phase contrast imaging to sustain the image quality 
improvement at high x-ray energies and for clinical thicknesses, both of which 









8 Image Quality Comparison of High Energy Phase Contrast to High 




 presented in this chapter comprises a continuation of the 
research detailed in Chapter 7, which involved investigating the feasibility of high 
energy phase contrast imaging to provide acceptable image quality for detection and 
diagnosis. This was accomplished through comparisons of phase contrast phantom 
images for a range of nine x-ray energy and magnification factor combinations, which 
demonstrated favorable image quality for all combinations. The next stage in the 
investigation of high energy phase contrast imaging consists of a comprehensive 
comparison of the phantom images acquired in the previous study to conventional 
images. This study involves a comparison with both high energy conventional and 
low energy conventional, in an effort to demonstrate the benefits of high energy phase 
contrast imaging in comparison to conventional imaging at the same energy as well as 
current clinical energies. The ability to deliver superior image quality in both 
situations will indicate the potential of high energy phase contrast imaging to improve 
the field of mammography. The images for both comparisons were acquired with 






8.2 High Energy Conventional 
8.2.1 Experimental Design 
The experimental design utilized for this study was identical to the details provided in 
Section 7.2, with the addition of a second set of comparison images in conventional 
imaging mode. Figure 56 demonstrates both configurations for comparison purposes: 
(a) the phase contrast configuration detailed thoroughly in Chapter 7, and (b) the 
configuration utilized in this study for acquisition of the conventional images, which 
requires the object to be placed directly in contact with the detector.  
 
Figure 56: Comparison of system configurations for (a) phase contrast imaging mode and (b) 
conventional imaging mode. The same R1 value was utilized to facilitate comparison of phase 
contrast and conventional images with similar object entrance exposures. 
 
 
Once again, the x-ray energies of 100, 120 and 140 kV were investigated, along with 
the magnification factors of 2, 2.5 and 3. For each of the resulting nine combinations, 
high energy conventional images were obtained of the same phantoms: ACR (full and 
wax insert), contrast-detail, acrylic edge, and tissue-equivalent. Each set of 
conventional images was acquired with the same exposure time and R1 value as the 
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phase contrast kV/M combination, in order to facilitate comparison of the phase 




The conventional images of the ACR wax insert, contrast-detail and acrylic edge 
phantoms were completely undetectable for the range of kV and M combinations, and 
therefore a comparison cannot be made to the phase contrast images. This can 
probably be attributed to the small thicknesses of the phantoms, which were specified 
previously as 7 mm, 1 cm, and 1.5 mm, respectively. Due to the lower attenuation of 
x-rays at high energies, the phantoms were not thick enough to attenuate an adequate 
amount of x-ray photons to produce contrast on the image. On the other hand, the 
phase contrast images of the three phantoms in Figures 45, 47 and 49 were not only 
detectable, but also demonstrated notable image quality. Although an explicit image 
comparison cannot be made, the ability of phase contrast imaging to overcome these 
challenges and produce a distinguishable image clearly demonstrates the benefits of 
phase contrast imaging in comparison to conventional imaging.  
Full ACR Phantom 
 
The full ACR phantom was detectable on the conventional images, and Figures 57 
through 59 provide side-by-side comparisons to the phase contrast images. First, 
Figure 57 presents a phase contrast image in (a) and a conventional image in (b), 
which were both acquired at an x-ray energy of 100 kV and a magnification factor of 
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2.0. Similarly, Figure 58 compares images acquired at 100 kV and M = 2.5, and 
Figure 59 presents images acquired at 100 kV and M = 3.0. In all comparisons, the 
difference between the phase contrast and conventional images is demonstrated in the 
inability to distinguish any of the test objects in the conventional images with 
adequate contrast. Note that even the model number at the top of the image exhibits 
low contrast. This comparison clearly demonstrates the phase contrast effect, as the 
magnitude of the image quality improvement exhibited by the phase contrast images 
in comparison to the conventional images cannot be attributed solely to 
magnification.  
 
       
              (a)              (b) 
Figure 57: Comparison of full ACR phantom images acquired at 100 kV and M = 2 in (a) phase 






(a)              (b) 
Figure 58: Comparison of full ACR phantom images acquired at 100 kV and M = 2.5 in (a) phase 
contrast mode, and (b) conventional mode. 
 
    
(a)               (b) 
Figure 59: Comparison of full ACR phantom images acquired at 100 kV and M = 3 in (a) phase 




The phase contrast and conventional comparisons of the tissue-equivalent phantom 
images are provided in Figures 60 through 62. First, Figure 60 presents a comparison 
of images acquired at an x-ray energy of 140 kV and a magnification factor of 2.0 in 
(a) phase contrast mode, and (b) conventional mode. Similarly, Figure 61 compares 
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images acquired at 140 kV and M = 2.5, and Figure 62 presents images acquired at 
140 kV and M = 3.0.  
 
(a)               (b) 
Figure 60: Comparison of tissue-equivalent phantom images acquired at 140 kV and M = 2 in (a) 





          (a)               (b) 
Figure 61: Comparison of tissue-equivalent phantom images acquired at 140 kV and M = 2.5 in 





(a)               (b) 
Figure 62: Comparison of tissue-equivalent phantom images acquired at 140 kV and M = 3 in (a) 
phase contrast mode, and (b) conventional mode. 
 
The difference between the high energy phase contrast and conventional images is 
clearly demonstrated in the significantly lower contrast of the structures within the 
phantom. The conventional images lack adequate contrast for distinguishing any of 
the ACR test objects, while one can easily detect several of the objects in the phase 
contrast images. Once again, this comparison indicates the image quality 
enhancement provided by phase contrast imaging in comparison to conventional 
imaging, as well as the ability to sustain the improvement at high energies and for 
clinical thicknesses. 
 
8.3 Low Energy Conventional 
8.3.1 Experimental Design 
The experimental design utilized for the comparison of high energy phase contrast 
imaging with low energy conventional imaging is identical to the design detailed in 
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Section 8.2.1 and Chapter 7, with the exception of the selection of a specific x-ray 
energy and magnification factor combination for acquisition of the images. A single 
kV/M combination was utilized for efficiency purposes, due to the fact that the 
previous comparisons illustrated similar results for all kV/M combinations. Therefore, 
the images acquired for the comparison of high energy phase contrast imaging with 
low energy conventional imaging at similar entrance exposures was 100 kV, M = 2.5 
(Phase Contrast mode) and 40 kV, M = 1 (Conventional mode). The source-to-object 
distance (R1) was 73.15 cm for both configurations. In conventional imaging mode, 
the detector was placed in contact with the image, while the source-to-detector 
distance (R1+R2) was 182.88 cm for phase contrast mode, which corresponds to a 
magnification factor of 2.5. Due to the difference in x-ray energies, different tube 
currents were utilized to maintain a consistent focal spot size of 7 µm, as detailed 
previously. Also, the exposure times for the modes were determined separately to 
maintain a constant object entrance exposure of 1 R. The experimental settings for 










1 40 250 122 
2.5 100 100 109 
 
Table 16: Experimental settings for the comparison of high energy phase contrast imaging and 
low energy conventional imaging, which were selected to maintain a constant object entrance 








Full ACR Phantom 
The phase contrast and conventional images of the full ACR phantom are provided in 
Figure 63 (a) and (b), respectively. In the low energy conventional image, some of the 
test objects can be distinguished, which is an improvement from the high energy 
conventional images illustrated in the previous section. However, the phase contrast 
image clearly exhibits superior image quality in the number of objects 
distinguishable, as well as the contrast between the objects and the background. 
 
(a)              (b) 
Figure 63: Comparison of full ACR phantom images acquired at the following experimental 
settings: (a) 100 kV, 100 µA, 109s, M = 2.5 (phase contrast mode), and (b) 40 kV, 250 µA, 122s, M 
= 1 (conventional mode). 
 
Contrast-Detail Phantom 
The phase contrast and conventional images of the contrast-detail phantom are 
provided in Figure 64 (a) and (b), respectively. Only the top four rows of the phantom 
are shown to allow closer inspection of the relative image quality. Most of the test 
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objects can be distinguished in both images. However, the improved image quality in 
the phase contrast image is exhibited through the white lines highlighting the test 
objects, demonstrating the edge enhancement provided by the phase contrast effect. 






Figure 64: Comparison of contrast-detail phantom images acquired at the following 
experimental settings: (a) 100 kV, 100 µA, 109s, M = 2.5 (phase contrast mode), and (b) 40 kV, 
250 µA, 122s, M = 1 (conventional mode). 
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For comparison purposes, one of the test objects has been outlined with a red box in 
both images in Figure 64. Note how the test object is clearly outlined by a white 
circle in the phase contrast image, while the same object is almost indistinguishable in 
the conventional image. 
Acrylic Edge Phantom 
 
The phase contrast and conventional acrylic edge phantom images are provided in 
Figure 65 (a) and (b), respectively. The difference in the relative contrast across the 
edge demonstrates the phase contrast effect in comparison to conventional imaging. 
In addition, the white line highlighting the edge in the phase contrast image is a clear 
indication of the overshooting effect, which produces the edge enhancement. As 
detailed previously, the overshooting is graphically demonstrated through comparison 
of the edge profiles, which is provided in Figure 66. The edge profiles have been 
normalized for comparison purposes. In the figure, the difference between the edge 
profiles illustrates the overshooting effect that produced the improvement in the 
quality of the phase contrast image in Figure 65, as compared to the conventional 





          (a)               (b) 
Figure 65: Comparison of acrylic phantom images acquired at the following experimental 
settings: (a) 100 kV, 100 µA, 109s, M = 2.5 (phase contrast mode), and (b) 40 kV, 250 µA, 122s, M 
= 1 (conventional mode). 
 
 
(a)               (b) 
Figure 66: Edge profiles determined from the acrylic edge comparison images: (a) 100 kV, 100 
µA, 109s, M = 2.5 (phase contrast mode), which clearly demonstrates the overshooting resulting 
from the phase contrast effect, and (b) 40 kV, 250 µA, 122s, M = 1 (conventional mode), in which 
no overshooting is indicated. 
 
Tissue-Equivalent Phantom 
The phase contrast and conventional comparisons of the tissue-equivalent phantom 
images are provided in Figure 67 (a) and (b), respectively. Once again, the low 
energy conventional image demonstrates an improvement from the high energy 
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conventional image; however, the phase contrast maintains superior quality, which is 
revealed by the ability to distinguish the fine features within the phase contrast image 
with much higher contrast. In addition, several of the test objects can only be 
distinguished in the phase contrast image. 
 
 
             (a)               (b) 
Figure 67: Comparison of tissue-equivalent phantom images acquired at the following 
experimental settings: (a) 100 kV, 100 µA, 109s, M = 2.5 (phase contrast mode), and (b) 40 kV, 
250 µA, 122s, M = 1 (conventional mode). 
 
8.4 Discussion 
The research presented in this chapter comprised separate investigations of the 
relative image quality provided by high energy phase contrast with high energy and 
low energy conventional images. In the high energy conventional comparison, the 
ACR wax insert, contrast-detail and acrylic edge phantoms were completely 
undetectable on the conventional images, while very fine features could easily be 
distinguished in the phase contrast images of the phantoms. The phase contrast full 
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ACR and tissue-equivalent images demonstrated a substantial improvement in image 
quality in comparison to the high energy conventional images. In both comparisons, 
the phase contrast images produced high contrast, allowing clear detection of objects 
within the images, while the conventional images produced little or no contrast, 
preventing detection of objects within the images. The results of this comparison 
clearly demonstrate the phase contrast effect, as the magnitude of the image quality 
improvement exhibited in the phase contrast images in comparison to the 
conventional images cannot be attributed solely to magnification. The low energy 
conventional images demonstrated an improvement as compared to the high energy 
conventional images, but the image quality was still inferior to the phase contrast 
images. The phase contrast image of all phantoms demonstrated much higher contrast 
than the conventional image. In addition, the overshooting effect producing the edge 
enhancement was clearly illustrated in the acrylic edge comparison, not only through 
the white line highlighting the edge, but also through the edge profile comparison.  
 
The results of the comparisons presented in this chapter clearly demonstrate the 
capability of high energy phase contrast imaging to improve the image quality for the 
same entrance exposure in comparison with conventional imaging at high or low 
energies, as well as the ability to sustain the image quality improvement at high x-ray 
energies and for clinical thicknesses, all of which indicate the strong potential to 
benefit fields such as mammography. 
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9 Image Quality and Dose Comparison of High Energy Phase 




 presented in this chapter comprises a thorough investigation of the 
image quality of high energy phase contrast imaging in comparison with low energy 
conventional imaging at similar absorbed doses. This study was completed as an 
extension to the comparisons presented in Chapter 8, which were based on similar 
entrance exposures as an estimation of dose. This study involved a more accurate and 
significant comparison through directly calculating the average glandular dose 
coefficients for comparison of the relative image quality between high energy phase 
contrast and low energy conventional at similar doses. The combined image quality 
and dose comparison is a critical step in demonstrating the feasibility of the 
application of high energy phase contrast imaging in a clinical environment such as 
mammography to improve the detection and diagnosis capabilities without increasing 
the radiation dose. 
9.2 Experimental Design 
The investigation of high energy phase contrast imaging in comparison to low energy 
conventional imaging was accomplished through an image quality evaluation 
incorporating numerous phantoms: Academic College of Radiology (ACR), contrast-
detail (CD), acrylic edge and tissue-equivalent. In this study, phase contrast images at 
100 kV and a magnification factor of 2.5 were compared to conventional images at 40 
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kV with the same source-to-object distance. The DgN values were determined for both 
settings, and the exposure time was selected accordingly for each to deliver an 
absorbed radiation dose of approximately 200 mRad.   
System and Measurement Components 
The phase contrast and conventional configurations were illustrated in Figure 57 in 
Section 8.2.1. The system and experimental design utilized in this study were 
identical to the high energy phase contrast comparison to low energy conventional at 
similar radiation doses, which was presented in Section 8.3.1. As detailed in that 
section, the high energy phase contrast images were acquired at 100 kV, 100 µA, M = 
2.5, while the low energy conventional images were acquired at 40 kV, 250 µA, M = 
1, and the source-to-object distance (R1) was 73.15 cm for both configurations. The 
difference in this study involved the separate selection of the exposure times for each 
mode to facilitate similar absorbed doses. 
Dose Calculation 
As detailed in several previous chapters, the average glandular dose Dg is based on the 
object entrance exposure (XESE) and the average glandular dose coefficient (DgN). The 
measurements of object entrance exposure were obtained with a calibrated ionization 
chamber (10X9-180 ionization chamber, Model 9095 measurement system, Radcal 
Corporation, Monrovia, California). Five measurements at each mode were acquired 
in an effort to reduce the error in the measurements. The entrance exposure at exactly 
the same location as the object was measured for both phase contrast and 
conventional modes. The DgN values for each mode were estimated with Monte Carlo 
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simulations through a process detailed in previous studies.
152-154
 The simulations 
assumed the presence of an object with 50% adipose and 50% glandular tissue 
composition in the path of the x-ray beam. To deliver similar radiation doses for the 
phase contrast and conventional images, a target Dg amount of 200 mRad was 
selected, and the corresponding target object entrance exposure amount was 
determined for each mode based on the calculated DgN value. The exposure time 
delivering the target object entrance exposure amount for each mode was then 
determined. Table 17 provides the DgN, object entrance exposure, and exposure time 
values for each mode, both of which deliver a Dg value of approximately 200 mRad. 
Note that the calculated DgN value for the phase contrast mode is larger than the value 
for the conventional mode by a factor of more than 2.5. Recalling the formula for the 
calculation of Dg, facilitating similar radiation doses between the modes therefore 
requires a difference by the same factor in the entrance exposure. Therefore, it is 
















1 40 192 1.64 122.0 200.08 
2.5 100 72 0.632 320.2 202.37 
 
Table 17: Average glandular dose calculation values for the comparison of high energy phase 
contrast imaging and low energy conventional imaging. A target Dg value was selected, and the 







As detailed in Chapters 7 and 8, a thorough investigation was performed through the 
use of the following four phantoms: ACR, contrast-detail, acrylic edge and tissue-
equivalent. The phantoms combine to provide three types of comparisons detailed 
previously: quantitative, qualitative and clinical. In addition, the acrylic edge 
phantom provides both a graphical and visual indication of the edge enhancement 
provided by phase contrast imaging in comparison to conventional imaging. The use 
of these four phantoms provides a comprehensive comparison, the goal of which is to 
demonstrate the clinical feasibility of high energy phase contrast imaging to improve 
the image quality without increasing the radiation dose. 
9.3 Results 
9.3.1 Full ACR Phantom 
The full ACR phantom images acquired with high energy phase contrast imaging and 
low energy conventional imaging are provided in Figure 68 (a) and (b), respectively. 
The images exhibit very similar image quality, which indicates the capability of the 
technique of high energy phase contrast imaging to meet the existing image quality 
standards designed for attenuation contrast imaging. The number of test objects 
distinguishable between the images is comparable, although the phase contrast image 




(a)              (b) 
Figure 68: Comparison of full ACR phantom images acquired at the following experimental 
settings: (a) 100 kV, 100 µA, 72s, M = 2.5 (phase contrast mode), and (b) 40 kV, 250 µA, 192s, M 
= 1 (conventional mode). 
 
 
The ACR phantom image scores are provided in Table 18, which reinforces the visual 
indication of comparable image quality. It is also interesting to note the higher scores 
achieved by the phase contrast images in the specks category. The ability to 
distinguish the smallest test objects more clearly is an indication of the improvement 
in image quality provided by phase contrast imaging. 
 
 
Mode Fibers Specks Masses Total 
40 kV Conventional 4.5 3 4 11.5 
100 kV Phase Contrast 4.5 4 4 12.5 
 
Table 18: Comparison of ACR scores for the high energy phase contrast and low energy 




9.3.2 Contrast-Detail Phantom 
The contrast-detail phantom images acquired with high energy phase contrast 
imaging and low energy conventional imaging are provided in Figure 69 (a) and (b), 
respectively. Only the top four rows of the phantom are shown to allow closer 
inspection of the relative image quality. The number of test objects distinguished is 
comparable between the images, once again an indication of the capability of phase 
contrast imaging to meet the existing image quality standards designed for attenuation 
contrast imaging. However, the improved image quality in the phase contrast image is 
exhibited through the white lines highlighting the test objects, demonstrating the edge 
enhancement provided by the phase contrast effect. Contrastingly, the test objects 
reveal much lower contrast in the conventional image.  
 
Next, the contrast-detail curves were generated according to the procedures detailed 
previously, and Figure 70 provides a comparison of the c-d curves corresponding to 
high energy phase contrast and low energy conventional imaging. As detailed 
previously, superior image quality is demonstrated by a curve closer to the x-y axis, 











Figure 69: Comparison of contrast-detail phantom images acquired at the following 
experimental settings: (a) 100 kV, 100 µA, 72s, M = 2.5 (phase contrast mode), and (b) 40 kV, 250 





Figure 70: Comparison of contrast-detail curves generated from the high energy phase contrast 
and low energy conventional phantom images. 
 
 
9.3.3 Acrylic Edge Phantom 
The acrylic edge phantom images acquired by the high energy phase contrast and low 
energy conventional modes are provided in Figure 71 (a) and (b), respectively. Once 
again, the edge is much more clearly distinguished in the phase contrast image as 
compared to the conventional image, indicating the edge enhancement provided by 
phase contrast. In addition, the phase contrast overshooting effect is demonstrated 
through the white line highlighting the edge. 
 
As a second demonstration of the phase contrast effect, edge profiles for the phase 
contrast and conventional modes are provided for comparison in Figure 72 (a) and 
(b), respectively. The edge profiles have been normalized to facilitate effective 
comparison. In contrast to the conventional image, the phase contrast image exhibits 
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overshooting along the edge transition, which is a graphical indication of the edge 
enhancement illustrated in Figure 71 (a). 
 
  
(a)              (b) 
Figure 71: Comparison of acrylic edge phantom images acquired at the following experimental 
settings: (a) 100 kV, 100 µA, 72s, M = 2.5 (phase contrast mode), and (b) 40 kV, 250 µA, 192s, M 




(a)               (b) 
Figure 72: Edge profiles determined from the acrylic edge comparison images: (a) 100 kV, 100 
µA, 72s, M = 2.5 (phase contrast mode), which clearly demonstrates the overshooting resulting 
from the phase contrast effect, and (b) 40 kV, 250 µA, 192s, M = 1 (conventional mode), in which 
no overshooting is indicated. 
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9.3.4 Tissue-Equivalent Phantom 
The tissue-equivalent phantom images acquired by the high energy phase contrast and 
low energy conventional modes are provided in Figure 73 (a) and (b), respectively. 
As detailed previously, the tissue-equivalent phantom was designed to simulate a 
human breast, through not only the tissue composition but also the phantom 
thickness, the results of which are both of great importance in this study investigating 
the clinical feasibility of high energy phase contrast imaging for mammography. The 
phase contrast image in Figure 73 (a) clearly indicates the potential of the technology 
in both respects. The phase contrast effect is evident in the image, through not only 
the edge enhancement, but also the ability to distinguish fine features within the 
images. The difference between the phase contrast and conventional images is clearly 
demonstrated in the lower contrast of the structures within the phantom. The 
comparison indicates the image quality enhancement provided by phase contrast 
imaging in comparison to conventional imaging, as well as the ability to sustain the 
improvement at high energies and for clinical thicknesses. In addition, several of the 




(a)              (b) 
Figure 73: Comparison of tissue-equivalent phantom images acquired at the following 
experimental settings: (a) 100 kV, 100 µA, 72s, M = 2.5 (phase contrast mode), and (b) 40 kV, 250 
µA, 192s, M = 1 (conventional mode). 
 
9.4 Conclusion 
The primary goal of this study was to compare the image quality provided by high 
energy phase contrast images with conventional images at typical mammography 
energies, in an effort to determine the potential of high energy phase contrast imaging 
to increase the image quality at a similar radiation dose. To accomplish this, an image 
quality evaluation consisting of the following phantoms was performed: ACR, 
contrast-detail, acrylic edge and tissue-equivalent. High energy phase contrast and 
low energy conventional images of each phantom were acquired with similar 
absorbed radiation doses for investigation of the relative image quality.  Visual 
comparison of the phantom images indicated comparable or improved image quality 
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for all phantoms. In addition, quantitative comparisons were performed through the 
ACR scores and contrast-detail curves, both of which indicated higher image quality 
in the phase contrast images. The results of this study clearly demonstrate the phase 
contrast effect through the edge enhancement, which is most notable in the contrast-
detail and acrylic edge images. In addition, the results demonstrate the ability of 
phase contrast imaging to sustain the image quality improvement at high x-ray 
energies and for clinical thicknesses without a dose increase, which is a strong 


















The research presented in this dissertation encompasses numerous investigations 
directly applying the research methods detailed in Chapter 2, which required 
extensive knowledge of the theory and application of image quality, statistical 
methods, phase contrast imaging, and radiation dose. In addition, the investigations 
detailed in Chapters 3 through 9 clearly demonstrate the capability to identify 
research topics and design, implement and analyze independent research studies. 
Each chapter presented research involving original contributions, which were made in 
an effort to improve existing processes or present a new process to the research 
community.  
 
First, Chapter 3 presented the development and characterization of a low energy 
phase contrast imaging system prototype, as well as the comprehensive comparison to 
low energy conventional imaging. This chapter not only demonstrated the feasibility 
of phase contrast imaging through numerous image quality evaluation and 
comparison methods, but also provided the development of numerous research 
methods to facilitate the investigation of a high energy phase contrast imaging system 
prototype for the dissertation research.  
 
Next, Chapter 4 presented a method for optimization of the modulation transfer 
function (MTF) algorithm. The approach performed independent evaluations of the 
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methods available for each MTF step for the first time, and the significance of 
separate comparisons was demonstrated by the results. In addition, this study 
presented several new techniques or combinations of techniques that had not 
previously been applied to the MTF algorithm, which provided comparable or 
superior results to the established methods. The combination of the use of new 
methods and the individual selection of the optimal method for each step both 
indicate the potential of these results to considerably improve the accuracy of the 
MTF edge algorithm.  
 
A comprehensive error analysis of the photon fluence contribution to the detective 
quantum efficiency (DQE) was detailed in Chapter 5, which presented a quantitative 
method to determine the error contributing to a result by each of the components 
represented in the calculation. Although this method could potentially be applied to 
an extensive range of applications, the effectiveness and usefulness of the method 
was demonstrated through determining the error contributed to the DQE by the 
photon fluence calculation. In addition, a new method for calculation of the 
magnification amount was developed for the study, in an effort to reduce the error 
introduced by the traditional use of rulers in the calculation. The new method was 
determined to be independent of SID, and the application of the method in a clinical 
environment holds the potential to greatly reduce the error. Finally, the relationship 
between the number of measurements and the random error within the measurements 
was investigated for both the exposure and spectrum measurements, which reveal that 
averaging 20 or more measurements can drastically reduce the error in the results. 
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The relationships reported had not been presented previously, and can be utilized as 
guidelines for future studies in selecting an adequate number of measurements to 
balance the measurement time and error produced in the results. 
 
The beam hardening investigation presented in Chapter 6 comprised an evaluation on 
the correlated effects of a technique known as x-ray beam hardening on the DQE and 
radiation dose. Although moderate beam hardening is currently utilized in clinical 
environments, the use of added beam hardening had not been investigated previously, 
to the best of my knowledge. The results of the study indicate a notable dose 
reduction for the range of beam hardening levels investigated, while the comparisons 
of the MTF, NPS, NEQ and DQE revealed only slight differences for the range of 
beam hardening levels. The study therefore demonstrated the potential to significantly 
improve the field of mammography, through reducing the radiation dose without 
negatively affecting the detection capabilities. 
 
The goal of the study presented in Chapter 7 was to evaluate and optimize the 
performance of a phase contrast x-ray imaging system at high energies, in an effort to 
determine the potential to provide adequate image quality for detection and diagnosis, 
as well as overcome existing low energy phase contrast challenges with clinical 
implementation. Phantom images corresponding to a range of three x-ray energies: 
100, 120 and 140kV, as well as three magnification factors: 2, 2.5 and 3.0, were 
compared to investigate the relative image quality for the same entrance exposure and 
attempt to determine the optimal x-ray energy and magnification factor. The results 
179 
 
indicate acceptable image quality for the phase contrast images of all phantoms 
within the complete range of x-ray energies and magnification factors. The image 
quality among the kV and M combinations was comparable, which made it difficult to 
select a single optimal combination. However, the results demonstrated for the first 
time the ability of phase contrast imaging to sustain the image quality improvement at 
high x-ray energies and for clinical thicknesses, both of which indicate considerable 
potential to benefit fields such as mammography. 
 
The research presented in Chapter 8 comprised separate comparisons of the relative 
image quality provided by high energy phase contrast with high energy and low 
energy conventional images. In the high energy conventional comparison, the ACR 
wax insert, contrast-detail and acrylic edge phantoms were completely undetectable 
on the conventional images, while very fine features could easily be distinguished in 
the phase contrast images of the phantoms. The phase contrast full ACR and tissue-
equivalent images demonstrated a substantial improvement in image quality in 
comparison to the high energy conventional images. The low energy conventional 
images demonstrated an improvement as compared to the high energy conventional 
images, but the image quality was still inferior to the phase contrast images. The 
phase contrast image of all phantoms demonstrated much higher contrast than the 
conventional image. The results of this study strengthen the results of Chapter 7 in 
indicating the clinical potential of phase contrast imaging to benefit mammography 




Finally, the study presented in Chapter 9 expanded the research of Chapter 8 further, 
through performing an image quality comparison of high energy phase contrast 
images with low energy conventional images at similar radiation doses, which is a 
more accurate and clinically relevant comparison. The image quality evaluation 
involved four phantoms collectively providing quantitative, qualitative and clinical 
comparisons. Visual comparison of the phantom images indicated comparable or 
improved image quality for all phantoms. In addition, quantitative comparisons were 
performed through ACR scores and contrast-detail curves, both of which indicated 
higher image quality in the phase contrast images. The results of this study clearly 
demonstrate the phase contrast effect through the edge enhancement, which is most 
notable in the contrast-detail and acrylic edge images. In addition, the results 
demonstrate the ability of phase contrast imaging to sustain the image quality 
improvement at high x-ray energies and for clinical thicknesses without a dose 
increase, which is a strong indication of the potential to benefit fields such as 
mammography.  
10.2 Future Research Direction 
The investigations presented in this dissertation have elucidated extensive future 
research capabilities. First, continuation of the beam hardening investigation could 
facilitate significant benefits to the fields of diagnostic imaging, especially 
mammography. Future studies are needed to perform similar comparisons for the full 
range of diagnostic x-ray energies, not only to investigate application at clinical 
mammography energies, but also to evaluate potential application in phase contrast 
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imaging at high energies for mammography and other fields. In addition, a 
comprehensive image quality investigation could be performed to allow direct 
evaluation of the effect of beam hardening on the diagnosis and detection capability.  
 
The development and characterization of high energy phase contrast imaging for this 
dissertation has also established the need for future research investigations. First, the 
joint optimization of the x-ray energy and magnification factor must be extended, in 
an effort to produce a single combination delivering superior image quality. The 
comparison between the combinations could be made more precise through the use of 
similar radiation dose instead of object entrance exposure. Therefore, future studies 
could calculate the associated average glandular dose for each kV/M combination 
when determining the exposure time, in an effort to provide a more effective 
comparison. In addition, due to the lack of published tables for mammography 
operation at high energies, the extension of the average glandular dose calculation to 
the full range of x-ray energies not currently represented would be of considerable 
clinical and research significance. Next, an evaluation of the tradeoff between 
quantum efficiency and spatial resolution presented by the computed radiography 
detection system would identify the type of detector with which to continue the 
remaining high energy research. As mentioned previously, utilizing the 
mammography detectors at much higher energies than design specifications results in 
lowered quantum efficiency, while utilizing the general radiography detectors 
produces images with much lower resolution. Therefore, an investigation into which 
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type of detector more effectively balances this tradeoff to provide superior image 
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