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Fluorescence microscopy is a powerful technique in biology, because of the immense variety of markers now available. Compared to other
methods, its resolution is however limited. In wide–field microscopy, the technique of structured illumination permits to improve the lateral
resolution by a factor of two, even surpassing confocal microscopy, which permits a theoretical gain of about 40%. We propose an alternate
technique, combining laterally interfering focused beams, which should permit the same gain of resolution in a confocal microscope.
Furthermore, this technique, combined with multiple acquisition and multikernel deconvolution, permits a better object reconstruction
than classical monokernel deconvolution using a regular excitation point spread function. [DOI: 10.2971/jeos.2006.06028]
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1 I n t r o d u c t i o n
At the end of 19th century, Ernst Abbe [1] introduced for con-
ventional microscopy his resolution criterion as:
RAbbe = 0.5λ/NA, (1)
with λ being the wavelength of observation and NA being the
numerical aperture of the objective, defined as NA = nsinα.
In this formula, n represents the index of refraction of the ob-
servation medium, and α is the maximum angle of collection
of the objective. The Abbe resolution criterion is in fact noth-
ing else than the Full Width at Half Maximum (FWHM) of
the detection Point Spread Function (PSF) of the objective,
calculated using the scalar approximation of diffraction. For
decades, the resolution limit was explained by the Abbe for-
mula. However, the Abbe limit assumes that all points of an
object emit light in the same manner.
One had to wait the invention of the confocal microscope by
MarvinMinski [2] to get a first breakthrough. In a confocal mi-
croscope, the specimen is not anymore uniformly illuminated,
but using a focalized beam, and a detection pinhole cutting
most of the out–of–focus light.
A probabilistic interpretation of the detection process gives
a simple explanation of the improved resolution in confocal
microscopy. In a wide–field microscope, the probability for a
photon to reach the detector is given by the product of the
probability of the photon to be created (equal to one, because
of the uniform excitation) by the probability for the photon to
be detected Pd, which is described by the detection PSFdet. In
a confocal microscope, the probability of excitation Pe is mod-
eled by the excitation PSFexc, so that the confocal PSF is in
first approximation simply given by multiplying the illumi-
nation PSFill by the detection PSFdet (the detection PSFdet be-
ing even wider because of the Stokes shift). Multiplying both
PSFs leads to a lateral resolution improvement of about 40%,
for an infinitely small pinhole. However in practice, in order
to efficiently collect fluorescence photons, one must open the
pinhole to a size similar to the Airy disk. As a consequence,
the gain in lateral resolution is usually much smaller, the main
interest of the confocal setup being its better optical sectioning
capabilities, compared to a wide field microscope.
Mats Gustafsson has proposed [3, 4] another technique called
structured illumination, which permits to improve the lateral
resolution by a factor of two in a wide field microscope, so
even beating confocal microscopy. Confocal microscopy may
in fact also be considered as a structured illumination tech-
nique, the illumination being reduced to a focalized excitation
spot. Structured illumination however is a wide–field tech-
nique using a sinusoidally modulated excitation, and does not
require a detection pinhole. As a consequence, it also has the
advantage (compared to confocal microscopy) that no emitted
fluorescence is discarded. Structured illumination however
requires taking several images of the same specimen (typi-
cally 7 to 9 for two dimensional imaging [3]) to recompose
a resolution–improved image, which may be a drawback for
bleaching–sensitive dyes.
The aim of this work is to show how the same gain of a fac-
tor of two in lateral resolution (compared to Abbe’s limit) may
be obtained in a confocal microscope, with a technique using
three laterally interfering excitation PSFill in order to decrease
the spatial extension of the total PSF along one spatial direc-
tion, and a recombination of typically four images of the same
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sample, observed with different orientations of the narrowed
PSF.
2 S T R U C T U R E D I L L U M I N A T I O N
I N F L U O R E S C E N C E M I C R O –
S C O P Y
Several techniques to use structured illumination in fluores-
cence microscopy have been proposed in the literature. We
here briefly recall them, in order to highlight their common
features and differences.
2 . 1 A x i a l l y s t r u c t u r e d i l l u m i n a t i o n :
w i d e - f i e l d i n t e r f e r i n g b e a m s
In a standing wave fluorescence microscope, the excitation
consists of two counter propagating plane waves, which form
by interference a standing wave [5, 6]. The axial modulation
produces a Moire´ pattern, which mixes axial high space fre-
quencies (normally lost into the so–called “missing cone”) into
the limited set of spatial frequencies one can usually acquire
with a given objective. In order to demodulate this mixed in-
formation, one must acquire three different images with dif-
ferent phases of the standing wave [5,6]. However, a set of in-
termediate frequency is not mixed into the observation space
by the Moire´ effect, which makes 3–D reconstructions prob-
lematic in some cases [7, 8].
A variant of standing wave illumination is the so–called I3M
or incoherent interference illumination microscopy [9], which
uses two opposing objectives in order to focus illumination
light. It is also a wide–field technique, and provides better
axial sectioning capabilities than standing wave microscopy.
However, I3M still presents missing frequencies along the op-
tical axis [8].
2 . 2 A x i a l l y s t r u c t u r e d i l l u m i n a t i o n :
f o c u s e d i n t e r f e r i n g b e a m s
An alternate to I3M is to use a coherent, focused illumination
from two opposing objective, in a configuration called 4Pi mi-
croscopy of type A [10]. In order to improve the imaging ca-
pabilities of the 4Pi microscope of type A, one usually couples
the 4PiA illumination scheme with a coherent detection of the
fluorescence through both opposing objectives (4Pi type B) in
a configuration called 4Pi type C [11].
The main advantage of 4Pi microscopies is that being scan-
ning techniques, the reconstruction of the observed object is
straightforward, the remaining side lobes being removed by a
simple inverse filtering technique [12]. Being a scanning tech-
nique, it may however be slower than wide–field techniques
like I3M.
Themost noticeable feature to be remembered is that these op-
tical set–ups (I3M, 4Pi) do not in fact provide a gain in lateral
resolution compared to a regular confocal microscope when
used at its optimum.
2 . 3 L a t e r a l l y s t r u c t u r e d i l l u m i -
n a t i o n : w i d e - f i e l d i n t e r f e r i n g
b e a m s
It is also possible to improve the lateral resolution in wide–
field microscopy by the technique of structured illumina-
tion, using two interfering illumination beams [13] or with
a diffraction grating [14]. In this technique, a Moire´ effect
is used to code normally undetected information, carried by
high frequency spatial components, into the detectable region
of spatial frequencies. As for standingwave or I3M, one has to
take several images of the specimen in order to decode the in-
formation. The technique has been demonstrated in 2–D, and
it has been shown that the lateral resolution limit (Abbe crite-
rion) can be surpassed by a factor of two [3, 4].
The main advantage of this technique is that no light is dis-
carded by a pinhole, so that it is very efficient. Being a wide–
field technique, it also permits fast acquisition. Themathemat-
ical processing of the images is also fast compared to deconvo-
lution techniques. However, in order to obtain a gain in reso-
lution in all direction, typically 9 images of the same specimen
of the specimen must be taken and processed [3]. Similarly, a
2–D spatial modulation may be used [15].
2 . 4 L a t e r a l l y s t r u c t u r e d i l l u m i -
n a t i o n : f o c u s e d i n t e r f e r i n g
b e a m s
In Ref. [16], we have described various schemes, which permit
to decrease the lateral extension of the illumination PSFill in
a confocal microscope. We here briefly recall the main points
of a technique, which is, compared to laterally structured il-
lumination with wide–field interfering beams what 4PiA is,
compared to I3M, to axially structured illumination.
We consider for computing PSFill the vectorial model of Hae-
berle´, as described in Refs. [17]–[19]. The detection PSFdet is
computed using the vectorial dipole model of Haeberle´ et al.
[20, 21]. When using a x–polarized incident beam, the three
components of the electromagnetic field at point P(x,y,z) in
the specimen are given by (with φp in spherical polar coor-
dinates):
Ex = −i(I0ill + I2ill cos 2φp), (2a)
Ey = −i(I2ill sin 2φp), (2b)
Ez = −2I1ill cos φp. (2c)
A detailed description of how to compute the three diffraction
integrals I0, I1 and I2, is given in Refs. [17]–[22].
Figure 1 describes the considered configuration, with three x–
polarized incident beams giving rise to three PSFill slightly
shifted along the y–axis.
As explained in Ref. [16], a substantial narrowing of the cen-
tral Airy disk may be obtained by properly shifting and de-
phasing both lateral spot.
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FIG. 1 Scheme to construct interferences between three point spread functions, result-
ing from three x–polarized beams, and slightly shifted along the y–axis. Both lateral
PSFs are dephased by pi relatively to the central one. At points M and M’, destructive
interferences occur, which results in a narrower central PSF.
Figure 2 shows the computational results for an illumination
wavelength λill = 400nm, using a special NA = 1.65 objec-
tive combined with a special preparation of the 2–D sample,
as explained in Ref. [16].
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FIG. 2 (a) Illumination PSFill for a x–polarized one–beam illumination. (b) correspond-
ing confocal PSFcon f . (c) Illumination PSFill for a three-beam illumination as described
in Figure 1d corresponding confocal PSFcon f . The side–lobes are suppressed. For all
figures: N.A. = 1.65, λill = 400nm, λdet = 500nm. The (x–y) arrows are 200nm long.
Figure 2a shows the illumination PSFill for a “regular” con-
focal microscope with x–polarized illumination. Figure 2b
shows the corresponding confocal PSF, modeled by the prod-
uct of the illumination PSFill and the detection PSFdet, when
observing at λdet = 500nm (for example considering the Bis–
ANS (B153) tubulin from Molecular Probes). The detection
PSFdet is computed considering random polarization emis-
sion.
Figure 2c shows the PSFill computed using the three–beam il-
lumination scheme we propose. The central spot is much nar-
rower than the spot on Figure 2a, as expected, but the presence
of two strong lateral lobes renders confocalization mandatory
to suppress them (see Figure 2d).
It is important to note that with this three–beam illumina-
tion configuration, the confocalization process does not signif-
icantly improve the resolution along the y–axis, as illustrated
by Figure 3, which shows PSFill , PSFdet and PSFcon f computed
for a more conventional NA = 1.2 water immersion objec-
tive, considering λill = 400nm and λdet = 500nm, and using a
standard (170µm thickness, n = 1.525) cover glass, and imag-
ing into a watery specimen. The central spot of PSFill has a
y–width of 104nm while the Abbe criterion gives 208nm for
this configuration. This shows that a factor two in resolution
can be expected from a confocal microscope, compared to the
Abbe limit, using a structured point spread function. This is
the same factor two that was already demonstrated in classical
fluorescence microscopy using a wide–field structured illumi-
nation [3]. Confocalizing then only marginally improves the
resolution, and PSFcon f has a FWHM of 100nm. The remain-
ing side–lobes may induce the apparition of ghost images sur-
rounding the main image, as for example in 4Pi–confocal mi-
croscopy [10]. It has however been shown that fast linear fil-
tering is sufficient to effectively remove these ghost images
[12].
However, with this three–beam illumination scheme, the
asymmetry of PSFcon f remains important, as can be noticed
on Figure 2d. As a consequence, images acquired with such
a structured PSFill will present an optimally improved reso-
lution along the y–axis only, which is unfavorable in practice.
Only for 1–D specimens, like for example DNA fragments or
microtubules deposited on a glass slide could such a mono–
axis gain in resolution be really helpful.
We show in the next section how the combination of several
images improved along one different axis each may permit
to obtain a true 2–D resolution improvement, and apply the
image processing approach we propose to this later case of
confocal PSF engineering.
3 I M A G E P R O C E S S I N G : M U L T I –
K E R N E L D E C O N V O L U T I O N
In the previous section, we have shown the possibility to
improve the lateral resolution in confocal fluorescence mi-
croscopy using an interfering three–beam illumination. We
have seen that the gain in resolution is up to a factor of two,
but along one direction only. One may however take several
images of the same specimen, with improved resolution along
different directions. Data fusion techniques can then be used
to recombine these images in order to benefit from the reso-
lution enhancement along all spatial directions. Another ap-
proach is deconvolution. One may first deconvolve individu-
ally each image, and then recombine them. We propose to use
a combined approach, called multi–kernel deconvolution.
Each recorded image I(X) can be described by the following
convolution equation:
I(X) =
∫ +∞
−∞
H(X− X1)O(X1)dX1 ⊕ b(X), (3)
where X and X1 are 3–D coordinates, H(X) describes the
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Point Spread Function (PSF) of the acquisition system and
O(X) is the original object.
FIG. 3 Profiles along the y–axis for: the excitation PSFill with a three–beam illumina-
tion (solid line), the unpolarized detection PSFdet (dashed line), and the final confocal
PSFcon f (dotted line). The lateral lobes of the illumination PSFill are largely suppressed
by confocalization.
The term b(X) represents a combination of noise sources due
to the fluorescence process and the acquisition electronics. In
the frequency domain this equation can be rewritten as:
Iˆ(ωx,ωy) = Oˆ(ωx,ωy)× Hˆ(ωx,ωy) + bˆ(ωx,ωy). (4)
In the frequency domain, the Optical Transfer Function (OTF)
Hˆ behaves as a filter, which only partly transmits the object
spatial frequencies. The resolution improvement along the y–
axis when using a three–beam confocal PSF can be interpreted
as a better transmission of higher frequencies along this axis
by themicroscope. Better transmissionmeans that the support
of the transmitted frequencies is larger (because of the confo-
calization effect when comparing to a wide–field microscope),
and within this extended support, the attenuation of higher
frequencies is lower when using a three–beam illumination
than when using a regular confocal illumination. Making sev-
eral acquisitions with different orientations of the three–beam
illumination will result in several images showing differently
orientated enhanced details.
Figure 4 illustrates this behaviour with simulations. In this
section, all computations are performed considering a NA =
1.2 water immersion objective, with λill = 400nm and λdet =
500nm. The object O represents the famous Abbe formula
(Figure 4a). Figures 4b–d represent three–beam confocal PSFs
from interfering beams linearly polarized at θ = 0◦, 45◦ and
90◦ with respect to the x–axis, respectively, and computed
with same parameters as for Figure 3. Figures 4e–g display
the corresponding simulated images. Note for example, that
in Figures 4f and 4g the fraction bar is not visible, while it is
clearly noticeable in Figure 4e.
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FIG. 4 Simulated images with a rotating 3–beam PSF. (a): original numerical object. (b–
d): three-beam confocal PSFs from interfering beams linearly polarized at θ = 0◦, 45◦
and 90◦ with respect to the x–axis, respectively. (e–g) corresponding simulated im-
ages. (NA = 1.2 water immersion objective, with λill = 400nm and λdet = 500nm).
Typically this is because this fraction bar represents an al-
most 1–D object barely oriented along the x–axis. As a con-
sequence, to detect it, one must have good resolution along
the y–axis, which is indeed obtained when using x–polarized
beams, while y–polarized beams (θ = 90◦) permit a better res-
olution along the x–axis, so that vertical details are more no-
ticeable, as for example the letter λ is more visible in Figure
4g than in Figure 4e.
In order to simultaneously deconvolve several images keep-
ing the best of each, Ghiglia [23] proposed a multikernel de-
convolution approach. This technique permits to take into ac-
count the diversity of information obtained during the acqui-
sition of a series of image of a same object with several transfer
functions. More over, it makes it possible to be released from
an important constraint of the deconvolution process related
to the fact that the transfer function of an imaging system con-
tains zeros, which implies the loss of certain object spatial fre-
quencies. Indeed, in our case, each transfer function presents
zeros, which are located in different directions, and a part of
the frequencies lost in one image is theoretically recoverable
from another image.
Goudail et al [24] studied multikernel deconvolution with the
aim of quantifying the efficiency and the robustness of such a
technique. They adapted a Thikonov regularized deconvolu-
tion filter to the multikernel deconvolution problem. We pro-
pose to use their approach in the case of the laterally com-
pressed PSF. We consider the acquisition of a series of k im-
ages of a same scene O convolved by the k kernels resulting
from k successive rotations of the direction of polarization of
the three–beam excitation PSF. Reeves et al. [25] write the clas-
sical Thikonov regularized deconvolution operator as:
Oˆ′(ωx,ωy) =
n
∑
k=1
Hˆk(ωx,ωy)× Iˆk(ωx,ωy)
n
∑
k=1
∣∣Hˆk(ωx,ωy)∣∣2 + λ ∣∣L(ωx,ωy)∣∣2 , (5)
where Oˆ′ represents the estimated Fourier transform of the
object, L is the transfer function of a classical Laplacian filter,
and λ is a scalar variable that makes it possible to balance the
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effect of L, Hˆk and Iˆk being the successive OTFs (or kernels)
and images, respectively.
We applied this multikernel deconvolution method on differ-
ent series of numerically simulated images. Figure 5 shows
the same binary object than Figure 4, whose acquisitions have
been simulated for n = 2 and θ = 0◦ and 90◦, n = 4 and
θ = 0◦, 45◦, 90◦ and 135◦, and finally for n = 8 in steps of
22.5◦. The results of the multikernel deconvolution are shown
on Figures 5b to 5d, respectively.
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FIG. 5 Multikernel deconvolution for the same binary object (a) than Figure 4, whose
acquisitions have been simulated for (b): n = 2 and θ = 0◦ and 90◦, (c): n = 4 and
θ = 0◦, 45◦, 90◦ and 135◦, and finally for (d): n = 8 in steps of 22.5◦.
Note that if, as expected, a large number of acquisitions (8 for
Figure 5d) permits an excellent reconstruction of the original
object, even with only four different acquisitions, one can per-
fectly recognize the original formula in Figure 5c. It is indeed
important in practice to keep the mandatory number of ac-
quisitions as low as possible, because of photobleaching ef-
fects, induced phototoxicity, or simply speed of acquisition for
live specimens, which may slightly move over a long period
of observation. If a priori information about the specimen is
given, for example the orientation of fibres, DNA fragment
or microtubules, one may choose the polarization orientation
so as to minimize the number of acquisitions by orienting the
PSF along the directions of the significant spatial frequencies
needed to properly reconstruct the object.
Another important limiting parameter for image deconvolu-
tion is noise. Indeed, catastrophic amplification of noise may
occur, which may render the deconvolution result useless. An
important point in order to get optimal results is to determine
the optimal level of regularization of the deconvolution pro-
cess with respect to the noise present in the image [26].
The case of multikernel deconvolution is slightly more
favourable. Indeed, it can be considered that each image of
the series is perturbed by an independent noise realization.
Goudail et al. [24] studied the advantage of the multikernel
approach with respect to the robustness to noise in the case
of two–kernel deconvolution. Their conclusions highlight the
positive effect of noise averaging permitted by this approach:
because the algorithm is based on the addition of several pro-
cessed images (see Eq. (5)). As a consequence, one may expect
an increase of the robustness of the inversion process with re-
spect to the noise by taking a larger number of images with
different kernels. So the benefit of multikernel deconvolution
with narrowed PSFs is double, permitting not only a better
final resolution by combining several views of the same spec-
imen, but also a lower sensitivity to noise.
In Figures 6b–d we show the simulation of acquisitions of Fig-
ure 6a taken with different signal to noise ratios, respectively
no noise, 20 dB and 3 dB SNR and for a three–beam–excitation
confocal kernel oriented at θ = 90◦.
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FIG. 6 Comparison of multikernel deconvolutions with rotating narrowed PSF at exci-
tation and monokernel deconvolutions with a regular PSF for different SNR: no noise,
20 dB and 3 dB (a): original object. (b)–(d): simulations of acquired images with a
three–beam–excitation confocal kernel oriented at θ = 90◦ with no noise, 20 dB and
3 dB SNR, respectively. (e)–(g): corresponding 4–kernel deconvolutions with no noise,
20 dB and 3 dB SNR. (h)–(i): average of 4 different monokernel deconvolution with
no noise, 20 dB and 3 dB SNR.
Figures 6e–g show the results of 4–kernel deconvolutions,
based on 4–image series acquired with kernels oriented at
θ = 0◦, 45◦, 90◦ and 135◦, and with no noise, 20 db and
3 dB SNR respectively. For comparison, Figures 6h–j show the
results of monokernel deconvolutions of the simulated im-
ages, which would have been obtained for a conventional x–
polarized confocal PSF with same noise ratios.
To perform these monokernel deconvolutions, one simply
uses Eq. (5) with n = 1. In order to provide a fair compar-
ison, Figures 6h–j are obtained averaging 4 monokernel de-
convolutions, in order to minimize the effect of noise, as the
multikernel algorithm does.
In each case, the result of a 4–kernel deconvolution is of higher
quality than that based on monokernel deconvolution. While
not always clearly visible by eye (a thorough examination
shows that Figure 6i obtained for 20 dB SNR of noise monok-
ernel deconvolution has similar quality than Figure 6g, ob-
tained with multikernel deconvolution, but for a 3 dB SNR),
the use of a quantitative measurement between the original
object and the reconstructed one clearly shows this property
of multikernel deconvolution. In order to highlight these bet-
ter restoration capabilities of multikernel deconvolution com-
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bined with narrowed three–beam PSFcon f acquisitions com-
pared to monokernel deconvolution with regular PSFcon f ac-
quisitions, we show on Figure 7 the quadratic error computed
between the original and the restored objects, and plotted as a
function of the filtering parameter λ for 4–kernel deconvolu-
tions (solid line) and for monokernel deconvolutions (dashed
line), with a SNR of 20 dB (Figure 7a) and 3 dB (Figure 7b).
FIG. 7 Quadratic error curves computed between orignal and reconstructed objects as
a function of the regularization parameter λ. Comparison of mono–kernel deconvolu-
tion with a regular PSFcon f (dashed line) and multikernel (4 kernels) deconvolution
combined with a rotating narrowed three–beam PSFcon f (solid line). (a): 20 dB SNR,
(b): 3 dB SNR. The dashed–line boxes indicate the domain for which multikernel de-
convolution performs better than monokernel deconvolution.
The results presented on Figure 6 indeed correspond to opti-
mal deconvolutions obtained at the minimum of these curves.
The optimal level for the filtering parameter λ is different for
each case, but the quadratic error at the optimum is lower,
for both levels of noise, when considering 4–kernel deconvo-
lution compared to monokernel deconvolution (Same conclu-
sion holds when considering multi- and monokernel decon-
volutions without noise in the images).
Furthermore, the quadratic error for multikernel deconvolu-
tion is lower than the absolute minimum for monokernel de-
convolution, and this over a large range for the filtering pa-
rameter λ (as shown by the dotted rectangles), showing that
multikernel deconvolution, even if not performed at its best,
gives better results than monokernel deconvolution. This may
be of importance in practical cases, because biologists are of-
ten not specialists of image processing techniques, but multik-
ernel deconvolution would then offer a supplemental margin
of error in the choice the filtering parameter. The results we
obtain confirm in the case of asymmetric PSFs those obtained
by Goudail et al. [24] who considered multikernel deconvolu-
tion with symmetric PSFs, but of different sizes.
Another important property of multikernel deconvolution,
which was enlighten by Goudail et al. [24] is the robustness of
this techniquewith respect to the exact knowledge of the PSFs,
which are used for deconvolution. In our case, taking several
images of the sample would require a precise rotation of this
sample. We studied the effect of angular errors, which may
affect the actual angular positions of the sample with respect
to the ideal ones, in the case of 4–kernel deconvolutions, wich
are supposed to be taken at angle 0◦, 45◦, 90◦ and 135◦, respec-
tively. We have applied a systematic angular shift to the PSFs
used for deconvolution compared to the PSFs used to simu-
late the images. Figure 8a shows the quadratic error computed
between the original image and the deconvolved image as a
function of the parameter λ, for a SNR of 3 dB and for increas-
ing angular errors. One can notice that, except for low values
of the regularization parameter λ, for which multikernel de-
convolution fails to give satisfactory results, the residual error
in image reconstruction is always much lower for multikernel
deconvolution with kernel misalignments than for monoker-
nel deconvolution, even if slightly higher than for multikernel
deconvolutionwith correct kernels. This is true even for a very
large kernel misalignment of 20◦.
This a priori surprising result may however be easily ex-
plained if one considers the “equivalent” PSFs, first PSFeq ob-
tained by simply adding, the 4 narrowed PSFs used for acqui-
sition simulations, then PSFeq−err adding the 4 narrowed PSFs
with orientation errors. Figure 8a recalls the original narrowed
PSF. Figures 8b and 8d display PSFeq for 2–kernel and 4–kernel
deconvolution, respectively. The summation process clearly
supports the central regions of each narrowed PSF, which add
up, while the extensions are angularly regularly distributed,
and as a result, of much lower intensity than the central peak
(typically 4 times lower for 4–kernel deconvolution). As a con-
sequence, PSFeq for 4 kernels is almost circular symmetric.
Obviously, same conclusion holds for the “equivalent” OTF,
which is used in the Thikonov Eq. (5). When the narrowed
PSF used for multikernel deconvolution are by inadvertence
rotated, the tails are also rotated, but the central region, where
the PSFs sum up, is in fact almost identical. As a consequence,
not only is multikernel deconvolution still possible, but fur-
thermore, the high frequency content of this “equivalent” PSF
being still enhanced, compared to a regular PSF, better results
are obtained with multikernel deconvolution, even with large
kernel estimation errors.
Note that for a 2–kernel deconvolution, not only are the re-
sults of lower quality than for a 4–kernel deconvolution (see
Figure 5), but it also would be more sensitive to angular rota-
tion errors, as the “equivalent” PSF is not circular symmetric
(see Figure 8c).
Interestingly, the lower error obtained for multikernel decon-
volution is again possible over a large range over the filter-
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ing parameter λ (but narrower than with no error on the ker-
nel), which shows that multikernel deconvolution is robust to
simultaneously kernel evaluation errors and the filtering pa-
rameter choice.
(b) (c) (d)
1
0.5
0
FIG. 8 (a): Quadratic error curves computed between orignal and reconstructed objects
as a function of the regularization parameter λ and angular error on the kernel esti-
mations, with 3 dB SNR. Thick red curve: monokernel deconvolution. Thick black curve:
4–kernel deconvolution without angular error. Solid line: 5◦ angular error. Dotted line:
10◦ angular error. Dashed line: 15◦ angular error. Dotted–Dashed line: 20◦ angular
error. (b): original narrowed PSF. (c): 2–kernel equivalent PSF. (d): 4–kernel equivalent
PSF.
Again, this result about the robustness to errors in estimation
of kernels, obtained in the case of asymmetric PSFs, recalls
those obtained by Goudail et al. [24] who considered multi-
kernel deconvolution with symmetric PSFs, but of different
sizes, and confirms, for confocal fluorescence microscopy, the
advantage thatmultikernel deconvolutionwith different engi-
neered PSFs would have over averaging deconvolutions per-
formed with a regular PSF, or over multikernel deconvolu-
tions with the same regular PSF.
4 D I S C U S S I O N
We now detail some advantages and drawbacks of our ap-
proach, compared to other, more better established, methods
to improve the resolution in fluorescence microscopy, and
conclude by mentioning some types of fluorescence micro-
scopies, which may benefit from multikernel deconvolution.
4 . 1 A d v a n t a g e s a n d d r a w b a c k s o f
t h e p r o p o s e d m e t h o d
In a previous paper, we demonstrated that lateral interfer-
ing excitation beams permit to narrow the excitation PSFill by
a factor two in a confocal microscope. This gain is however
along one axis only, because of the polarization properties of
focalized beams. We have shown that combined with multik-
ernel deconvolution, it is possible to recover an enhanced res-
olution along both the x- and y–axes.
The axial resolution however is not enhanced with this tech-
nique, which is adapted to very shallow specimens. But the
lateral interference scheme we consider may be combined
with longitudinal interferences appearing when propagating
beams passing through two opposing lenses interfere, as in
the 4Pi microscope of type A. Figures 9a and 9b display lat-
eral and longitudinal sections through the confocal PSFs for a
regular confocal microscope and a 4Pi type A confocal micro-
scope, respectively.
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FIG. 9 Application of 3–beam excitation to 4Pi type A microscopy. (a): regular confocal
PSF. (b): 4Pi type A confocal PSF. (c) 3–beam–excitation 4Pi illumination. (d) 3–beam
excitation 4Pi type A confocal PSF. (NA = 1.2, λill = 400nm, λdet = 500nm).
Figure 9c shows the excitation PSFill of a 4Pi type A tribeam
microscope, and Figure 9d displays its confocal PSF (all fig-
ures are computed for a NA = 1.2 water immersion objec-
tive, with λill = 400nm and λdet = 500nm, considering x–
polarized excitation beams, and unpolarized detection). Note
that the lateral lobes are better suppressed than the longitudi-
nal ones. However, efficient filtering techniques to remove the
ghost images due to these remaining longitudinal lobes have
already been developed [12]. This result shows that it should
be possible to obtain an improved resolution along the z–axis
and along the y–axis, simultaneously. Then multiple acquisi-
tions combined with a multikernel deconvolution should per-
mit to obtain the same resolution gain in the third dimension.
We have in fact shown that three–beam excitation confocal
microscopy may offer the same lateral resolution than lin-
ear structured illumination, which also uses a multiple im-
ages acquisition process. Structured illumination has the im-
portant advantage that, being a wide–field technique, it in-
duces no loss of photons, which is precious in case of bleach-
ing sensitive dyes. Also, non–linear (saturated) structured il-
lumination has proven to deliver an even better resolution
[27]. The method we propose has the drawback of possibly
increased bleaching (because of the intense lobes of the exci-
tation PSFill), but has the advantage that it may be used with
two–photon sensitive dyes, which indeed cannot be usedwith
structured illumination, because the high intensity needed to
induce two–photon fluorescence renders the use of focalized
beams mandatory. Furthermore, the use of two–photon exci-
tation in fact induces a loss in lateral resolution, because dou-
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bling the wavelength imposes a widening of the Airy disk,
which is not compensated by the non–linear squaring of the
illumination PSF to take into account the two–photon pro-
cess. As a consequence, our method has the important ad-
vantage that it may permit to compensate for this inevitable
loss in lateral resolution in two–photon microscopy. In partic-
ular, available 4Pi microscopes are currently used in combi-
nation with two–photon excitation in order to minimize the
secondary longitudinal lobes, and therefore may potentially
benefit from our technique.
4 . 2 P o s s i b l e e x t e n s i o n s o f t h e
p r o p o s e d m e t h o d
The best results in STED microscopy in terms of resolution
have been in fact obtained with an asymmetric PSF, resulting
from an excitation PSF depleted by a STED beam presenting
a one–direction valley of depletion [28]. With this method, a
physical resolution of 40nm has been obtained, which could
even be improved to 28nm by deconvolution. This spectacu-
lar result was however possible along one direction only. If
one could obtain with this technique several images of the
same specimen, with different orientations of the 1–D valley of
depletion, then the method we propose may permit to recon-
struct a 2–D specimenwith the unsurpassed resolution, which
was obtain in 1–D.
Another technique, which may benefit from multikernel de-
convolution, is Multiple Imaging Axis Microscopy (MIAM)
[29]. Usually, to image large specimen, one has to use low nu-
merical aperture-, long working distance objectives. The im-
ages present a bad resolution along the optical axis, because
the PSF of such objectives is strongly elongated along this axis,
resulting in a marked anisotropy in resolution. In the MIAM
approach, 4 such objectives are used in a tetrahedral config-
uration to image the large fluorescent specimen under 4 dif-
ferent directions. The 4 resulting 3–D images are then recom-
bined (in fact simply summed–up in the original paper [29]),
in order to compensate the low resolution along the optical
axis of each objective by the good transverse resolution from
the three other objectives. This situation is a direct extension
in 3–D of the method we propose in this paper for 2–D spec-
imens. The 3–D extension of the multi–kernel algorithm we
consider (Eq.(5)) is indeed straightforward.
Similarly, the confocal microscope, even at high NA, suffers
from an anisotropic resolution. If one could succeed in obtain-
ing several 3–D images from the same microscopic specimen
(for example, using a micro–glass tube like in Ref. [30], but
rotating the tube, instead of using 2 imaging devices), mul-
tikernel deconvolution could then permit to reconstruct an
improved-, isotropic–resolution 3–D image of this specimen.
Selective Plane Illumination Microscopy [31] is another tech-
nique developed to image large specimen with a high resolu-
tion. With this technique, numerous images of the same sam-
ple are taken using a rotating stage, and recombined in 3–D
using Fourier space data fusion. The resolution with a low
numerical aperture, long working distance objective is quasi–
isotropic, thanks to a sectioning of the detection PSF by a pla-
nar sheet of light for illumination. A slight anisotropy may
however still remain, depending on the thickness of the light
sheet, which is used, and the numerical aperture of the objec-
tive. This technique may therefore also benefit from multiker-
nel deconvolution techniques, whichwould permit to obtain a
true isotropic resolution while probably also allow to decrease
the number of images to be taken.
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