When we use a mathematical model to represent information, we can obtain a closed and convex set of probability distributions, also called a credal set. This type of representation involves two types of uncertainty called conflict (or randomness) and non-specificity, respectively. The imprecise Dirichlet model (IDM) allows us to carry out inference about the probability distribution of a categorical variable obtaining a set of a special type of credal set (probability intervals). In this paper, we shall present tools for obtaining the uncertainty functions on probability intervals obtained with the IDM, which can enable these functions in any application of this model to be calculated.
Introduction
Since the amount of information obtained by any action is measured by a reduction in uncertainty, the concept of uncertainty is intricately connected to the concept of information. The concept of 'information-based uncertainty' (Klir and Wierman 1998 ) is related to information deficiencies such as the information being incomplete, imprecise, fragmentary, not fully reliable, vague, contradictory or deficient, and this may result in different types of uncertainty. This paper is solely concerned with the information conceived in terms of uncertainty reduction, unlike the term 'information' as it is used in the theory of computability or in terms of logic.
In classic information theory, Shannon's entropy (1948) is the tool used to quantify uncertainty. This function has certain desirable properties and has been used as the starting point when looking for another function to measure the amount of uncertainty in situations in which a probabilistic representation is not suitable. Many mathematical imprecise probability theories for representing information-based uncertainty are based on a generalization of the probability theory: e.g. Dempster -Shafer's theory (DST) (Dempster 1967 , Shafer 1976 , interval-valued probabilities (de Campos et al. 1994) , order-2 capacities (Choquet 1953 (Choquet /1954 , upper -lower probabilities (Suppes 1974 , Fine 1983 , 1988 or general convex sets of probability distributions (Good 1962 , Levi 1980 , Walley 1991 , Berger 1994 . Each of these represents a type of credal set that is a closed and convex set of probability distributions with a finite set of extreme points.
In the DST, Yager (1983) distinguishes between two types of uncertainty: one is associated with cases where the information focuses on sets with empty intersections, and the other is associated with cases where the information focuses on sets where the cardinality is greater than one. These are called conflict and non-specificity, respectively. The study of uncertainty measures in the DST is the starting point for the study of these measures on more general theories. In any of these theories, it is justifiable that a measure capable of measuring the uncertainty represented by a credal set must quantify the parts of conflict and non-specificity.
More recently, Abellán and Moral (2005b) and Klir and Smith (2001) justified the use of maximum entropy on credal sets as a good measure of total uncertainty. The problem lies in separating these functions into others that really do measure the conflict and non-specificity parts by using a credal set to represent the information. managed to split maximum entropy into functions that are capable of coherently measuring the conflict and non-specificity of a credal set P; and also as algorithms in order to facilitate their calculation in order-2 capacities Moral 2005a, 2006 ) so that S * ðPÞ ¼ S * ðPÞ þ ðS * 2 S * ÞðPÞ;
where S * represents maximum entropy and S * represents minimum entropy on a credal set P; with S * ðPÞ coherently quantifying the conflict part of a credal set and ðS * 2 S * ÞðPÞ the nonspecificity part of a credal set.
A natural way of representing knowledge is with probability intervals (Campos et al. 1994) . In this paper, we shall work with a special type of probability intervals obtained using the imprecise Dirichlet model (IDM). The main use of IDM is to infer about a categorical variable. Moral (2003b, 2005b) recently used IDM to join uncertainty measures in classification (an important problem in the field of machine learning).
In this paper, we shall study IDM probability intervals and we shall prove that, while they can be represented by belief functions, they are not the only type of credal set belonging to belief functions and probability intervals. In addition, we shall present an algorithm that obtains the maximum entropy for this type of interval; we shall demonstrate a property that will enable us rapidly to obtain the minimum entropy for this type of interval; and using the fact that they represent a special type of belief function, we shall directly obtain the value of the Hartley measure on them.
In Section 2 of this paper, we shall introduce the most important imprecise probability theories and distinguish between probability intervals and belief functions. In Section 3, we shall present the IDM and its main properties and shall also examine the situation of IDM probability intervals in relation to other imprecise probability theories. In Section 4, we shall explore uncertainty measures on credal sets. In Section 5, we shall outline some procedures and algorithms for obtaining the values of the main uncertainty measures on IDM probability intervals and practical examples. Conclusions are presented in Section 6.
Theories of imprecise probabilities

Credal sets
All theories of imprecise probabilities that are based on classical set theory share some common characteristics (see Walley 1991 , Klir 2006 . One of them is that evidence within each theory is fully described by a lower probability function P * on a finite set X or, alternatively, by an upper probability function P * on X. These functions are always regular monotone measures (Wang and Klir 1992) that are superadditive and subadditive, respectively, and X
In the various special theories of uncertainty, they possess additional special properties. When evidence is expressed (at the most general level) in terms of an arbitrary credal set, P of probability distribution functions p, on a finite set X (Kyburg 1987) , functions P * and P * associated with P are determined for each set A # X by the formulae
Since for each p [ P and each A # X, it follows that
Owing to this property, functions P * and P * are called dual (or conjugate). One of them is sufficient for capturing given evidence; the other one is uniquely determined by equation (3). It is common to use the lower probability function to capture the evidence. As is well known (Chateauneuf and Jaffray 1989, Grabisch 2000) any given lower probability function P * is uniquely represented by a set-valued function m for which mðYÞ ¼ 0 and X
where we note '(X) as the power set of X. Any set A # X for which mðAÞ -0 is often called a focal element, and the set of all focal elements with the values assigned to them by function m is called a body of evidence. Function m is called a Möbius representation of P * when it is obtained for allA # X via the Möbius transform
The inverse transform is defined for all A # X by the formula
It follows directly from equation (5)
for all A # X. Assume now that evidence is expressed in terms of a given lower probability function P * . Then, the set of probability distribution functions that are consistent with P * , PðP * Þ; which is always closed and convex, is defined as follows
Choquet capacities of various orders
A well-defined category of theories of imprecise probabilities is based on Choquet capacities of various orders (Choquet 1953 (Choquet /1954 . The most general theory in this category is the theory based on capacities of order 2. Here, the lower and upper probabilities, P * and P * , are monotone measures for which P * ðA < BÞ > P * ðAÞ þ P * ðBÞ 2 P * ðA > BÞ; P * ðA > BÞ < P * ðAÞ þ P * ðBÞ 2 P * ðA < BÞ;
for all A,B # X. Less general uncertainty theories are then based on capacities of order k. For each k . 2, the lower and upper probabilities, P * and P * , satisfy the inequalities
for all families of k subsets of X, where N k ¼ {1; 2; . . .; k}: Clearly, if k 0 . k, then the theory based on capacities of order k 0 is less general than the one based on capacities of order k. The least general of all these theories is the one in which the inequalities are required to hold for all k > 2 (the underlying capacity is said to be of order 1). This theory, which was extensively developed by Shafer (1976) 
DST is thus closely connected with the theory of random sets (Molchanov 2004 ). When we work with nested families of focal elements, we obtain a theory of graded possibilities, which is a generalization of classical possibility theory (De Cooman 1997 , Klir 2006 ).
Probability intervals
In this theory, lower and upper probabilities P * and P * are determined for all sets A # X by intervals [l(x), u(x)] of probabilities on singletons (x [ X). Clearly, lðxÞ ¼ P * ð{x}Þ and uðxÞ ¼ P * ð{x}Þ and inequalities (1) must be satisfied. Each given set of probability intervals I ¼ {½lðxÞ; uðxÞjx [ X} is associated with a credal set, PðIÞ; of probability distribution functions, p, defined as follows
Sets defined in this way are clearly special cases of sets defined by equation (8). Their special feature is that they always form an (n 2 1)-dimensional polyhedron, where n ¼ jXj:
In general, the polyhedron may have c vertices (corners), where n < c < nðn 2 1Þ;
and each probability distribution function contained in the set can be expressed as a linear combination of these vertices (Weichselberger and Pöhlmann 1990, de Campos et al. 1994) .
A given set I of probability intervals may be such that some combinations of values taken from the intervals do not correspond to any probability distribution function. This indicates that the intervals are unnecessarily broad. To avoid this deficiency, the concept of reachability was introduced in the theory (Campos et al. 1994) .
A given set I is called reachable (or feasible) if and only if for each x [ X and every value
there exists a probability distribution function p for which pðxÞ ¼ vðxÞ:
The reachability of any given set I can be easily checked: the set is reachable if and only if it passes the following tests X 
for all x [ X. Given a reachable set I of probability intervals, the lower and upper probabilities are determined for each A # X by the formulae
The theory based on reachable probability intervals and DST are not comparable in terms of their generalities. However, they both are subsumed under a theory based on Choquet capacities of order 2 as we can see in the following subsection.
Choquet capacities of order 2
Although Choquet capacities of order 2 do not capture all credal sets, they subsume all the other special uncertainty theories that are examined in this paper. They are thus quite general. Their significance is that they are computationally easier to handle than arbitrary credal sets. In particular, it is easier to compute PðP * Þ defined by equation (8) when P * is a Choquet capacity of order 2.
Let X ¼ {x 1 ; x 2 ; . . .; x n } and let s ¼ ðsðx 1 Þ; sðx 2 Þ; . . .; sðx n ÞÞ denote a permutation by which elements of X are reordered. Then, it is established (de Campos and Bolaños 1989) that for any given Choquet capacity of order 2, PðP * Þ is determined by its extreme points, which are probability distributions p s computed as follows Each permutation defines an extreme point of PðP * Þ; but different permutations can give rise to the same point. The set of distinct probability distributions p s is often called an interaction representation of P * (Grabisch 2000) . Belief functions and reachable probability intervals represent special types of capacities of order 2, as we can see in Figure 1 . However, belief functions are not generalizations of reachable probability intervals and the inverse is also not verified as we can see in Examples 1 and 2, respectively: Example 1. We consider the set X ¼ {x 1 ; x 2 ; x 3 } and the following set of probability intervals on X L ¼ {½0; 0:5; ½0; 0:5; ½0; 0:5}:
This set of probability intervals L has associated a credal set, P L ; with vertices {ð0:5; 0:5; 0Þ; ð0:5; 0; 0:5Þ; ð0; 0:5; 0:5Þ}:
There does not exist any basic probability assignment for this credal set. To prove this we suppose the contrary condition. Using equation (16) it can be proved that the credal set associated with a basic probability assignment on X has the vertices that we can see in Table 1 , where m i ¼ mð{x i }Þ; m ij ¼ mð{x i ; x j }Þ; m 123 ¼ mðXÞ; i; j [ {1; 2; 3}: Then, a basic probability assignment m with the same credal set, P L ; must verify that
where any other option give us a contradiction. Hence, we have that
) and m 123 ¼ 0:5; implying that m is not a basic probability assignment.
Example 2. We consider the following basic probability assignment m on the finite set X ¼ {x 1 ; x 2 ; x 3 ; x 4 } defined by mð{x 1 ; x 2 }Þ ¼ 0:5; mð{x 3 ; x 4 }Þ ¼ 0:5: Table 1 . Set of vertices associated with a basic probability assignment on a set of 3 elements.
Computing the upper and lower probability values for every x i , we have the following set of probability intervals compatible with m: 
However, it is easy to obtain a set of reachable probability intervals that represents the same credal set that a belief function, as we can see in the following example.
Example 3. We consider the set X ¼ {x 1 ; x 2 ; x 3 } and the following set of reachable probability intervals on X L ¼ {½0:3; 0:65; ½0:2; 0:55; ½0:15; 0:3}:
This set of probability intervals L has associated a credal set, P L ; with vertices {ð0:65; 0:2; 0:15Þ; ð0:3; 0:55; 0:15Þ; ð0:5; 0:2; 0:3Þ ð0:3; 0:4; 0:3Þ}:
Using Table 1 , it can be obtained that also this credal set is represented by the belief function associated with the basic probability assignment (has the same set of vertices) mð{x 1 }Þ ¼ 0:3; mð{x 2 }Þ ¼ 0:2; mð{x 3 }Þ ¼ 0:15; mð{x 1 ; x 2 }Þ ¼ 0:2; mð{x 1 ; x 2 ; x 3 }Þ ¼ 0:15:
IDM probability intervals
The IDM was introduced by Walley (1996) to draw an inference about the probability distribution of a categorical variable. Let us assume that Z is a variable taking values on a finite set X and that we have a sample of size N of independent and identically distributed outcomes of Z. If we want to estimate the probabilities, u x ¼ pðxÞ; with which Z takes its values, a common Bayesian procedure consists in assuming a prior Dirichlet distribution for the parameter vector (u x ) x[X , and then taking the posterior expectation of the parameters given the sample. The Dirichlet distribution depends on the parameters s, a positive real value, and t, a vector of positive real numbers t ¼ ðt x Þ x[X ; verifying P x[X t x ¼ 1: The density takes the form
where G is the gamma function. If r(x) is the number of occurrences of value x in the sample, the expected posterior value of parameter u x is (r(x) þ s·t x )/(N þ s), which is also the Bayesian estimate of u x (under quadratic loss).
The IDM (Walley 1996) only depends on parameter s and assumes all the possible values of t. This defines a non-closed convex set of prior distributions. It represents a much weaker assumption than a precise prior model, but it is possible to make useful inferences. In our particular case, where the IDM is applied to a single variable, we obtain a credal set for this variable Z that can be represented by a system of probability intervals. For each parameter, u x , we obtain a probability interval given by the lower and upper posterior expected values of the parameter given the sample. These intervals can be easily computed and are given by
The associated credal set on X is given by all the probability distributions p 0 on X, such that p
The intervals are coherent in the sense that if they are computed by taking infimum and supremum in the credal set, then the same set of intervals is again obtained.
Parameter s determines how quickly the lower and upper probabilities converge as more data become available; larger values of s produce more cautious inferences. Walley (1996) does not give a definitive recommendation, but he advocates values between s ¼ 1 and s ¼ 2.
We can define a generalization of a set of IDM probability intervals, considering that the frequencies r(x i ) are non-negative real numbers. For the sake of simplicity, we use the same name for this type of probability interval. Formally: Definition 1. Let X ¼ {x 1 ; . . .; x n } be a finite set. Then a set of IDM probability intervals on X can be defined as the set
where r(x i ) are non-negative numbers and not all are equal to zero, and s is non-negative parameter.
Properties
Using the notation in definition 1, we can express the following properties:
1. Sets of IDM probability intervals generalize probability distributions. For a probability distribution p on a finite set X ¼ {x 1 ; . . .; x n }; it is only necessary to consider s ¼ 0 and rðx i Þ ¼ pð{x i }Þ; for all i ¼ 1; . . .; n: 2. The credal set associated with a set L of IDM probability intervals, P L ; has the following set of vertices {v 1 ,. . .,v n }
3. Denoting as P s L the credal set associated with a set L of IDM probability intervals for a value of the parameter s and a fixed array of values r ¼ ðrðx 1 Þ; . . .; rðx n ÞÞ; it can be verified that
4. Every set of IDM probability intervals represents a set of reachable probability intervals. In Section 2.4, we see that belief functions are not generalizations of probability intervals and the inverse is also not verified. However, the credal set associated with a set of IDM probability intervals L can also be expressed by a belief function.
Proposition 1. Let L be a set of IDM probability intervals as in Definition 1.The credal set associated with L is the credal set associated with the belief function associated with the basic probability assignment m L
Proof. Using that the lower probability associated with L verifies that
via the Möbius transform, we can obtain the following values
for all i,j,k [ {1,2,. . .,n}. For a general set A such that 1 , jAj ¼ w , n; we have 
Taking into account that
Therefore, m L obtained is a basic probability assignment on X. Now, let P L be the credal set associated with L and let P m L be the credal set associated with
Sets of IDM probability intervals are not the only credal sets that can be expressed jointly by reachable probability intervals and belief functions. As we can observe in example 3, it is possible for a credal set to be represented by a set of reachable probability intervals and by a belief function, although this credal set cannot be represented by a set of IDM probability intervals. We only need to consider in example 3 the value s/(N þ s): it must be 0.35, using l 1 and u 1 and 0.15 using l 3 and u 3 . However, the description of the credal sets belonging to reachable probability intervals and belief functions is still an open problem.
In Figure 1 , we can see where the sets of IDM probability intervals are placed in relation to other theories of imprecise probabilities using a generality order.
An overview of uncertainty measures
It has well been established that uncertainty in classical possibility theory is quantified by the Hartley measure (Hartley 1928) . For each nonempty and finite set A # X of possible alternatives, the Hartley measure, H(A), is defined by the formula
where jAj denotes the cardinality of A. Since HðAÞ ¼ 1 when jAj ¼ 2; H defined by equation (24) measures uncertainty in bits. The uniqueness of H was proven on axiomatic grounds by Rényi (1970) . The type of uncertainty measured by H is usually called non-specificity.
In classical probability theory, a justifiable measure of uncertainty was derived by Shannon (1948) . This measure, which is usually referred to as Shannon entropy and denoted by S, is defined for each given probability distribution function p on a finite set X by the formula
Since SðpÞ ¼ 1 when X ¼ 2 and pðxÞ ¼ 1 2 pðxÞ ¼ 0:5; S defined by equation (25) measures uncertainty in bits. However, the type of uncertainty measured by the Shannon entropy is different from the uncertainty type quantified by the Hartley measure; it is well captured by the term conflict.
When the classical uncertainty theories are generalized, both types of uncertainty coexist. This requires the Hartley measure and Shannon entropy to be properly generalized in the various theories.
The Hartley measure was first generalized for graded possibilities by Higashi and Klir (1983) and later to the DST by Dubois and Prade (1985) . Its generalized form GH, is defined in terms of the Möbius representation m, by the formula
The uniqueness of this generalized Hartley measure GH was proved for graded possibilities by Klir and Mariano (1987) and for the DST by Ramer (1987) .
Efforts to generalize the Shannon entropy to DST were less successful. Although several intuitively promising candidates for the generalized Shannon measure GS, were published in the 1980s and early 1990s, each was found to violate the essential property of subadditivity. This would have been acceptable if subadditivity were satisfied for the sum GH þ GS. Unfortunately, this was not the case for any of the proposed measures. A digest of these frustrating efforts is given in Klir and Wierman (1998) and also in Klir (2006) .
In the early 1990s, the unsuccessful attempts to find a generalized Shannon entropy in the DST were replaced with attempts to find an aggregated measure of both types of uncertainty (Harmanec and Klir 1994 ). An aggregate measure that satisfies all the required properties (additivity, subadditivity, monotonicity, proper range, etc.) was eventually found around the mid-1990s by several authors, (see Klir (2006) for more details). This aggregate uncertainty measure is a functional S * that for each belief function Bel in the DST is defined as follows
where the maximum is taken over the set P Bel of all probability distribution functions p that dominate the given function Bel (i.e. BelðAÞ < P x[A pðxÞ for all A # X). This functional can be readily generalized to any given convex set of probability distributions, as shown by Abellán and Moral (2003a) . Useful algorithms for computing S * were developed for the DST by Harmanec et al. (1996) , for reachable interval-valued probability distributions by Abellán and Moral (2003a) , and for the theory based on Choquet order-2 capacities (2-monotone measures) by .
Although the functional S * is acceptable on mathematical grounds as an aggregate measure of uncertainty in any uncertainty theory where evidence can be represented in terms of arbitrary convex sets of probability distributions, it is highly insensitive to changes in evidence due to its aggregated nature (Klir and Smith 2001) and, moreover, it does not explicitly show measures of the two coexisting types of uncertainty, i.e. non-specificity and conflict. It is therefore desirable to disaggregate it. Clearly, S * ¼ GH þ GS; where GH and GS denote, respectively, a generalized Hartley measure (measuring non-specificity) and a generalized Shannon entropy (measuring conflict). Since S * and GH (defined by equations (26) and (27), respectively) are well established (at least in the DST), it is suggestive to define GS indirectly as the difference S * 2 GH, providing that it is non-negative. It was proven by Smith (2000) that S * 2 GH > 0 and therefore it is meaningful to take GS ¼ S * 2 GH as the generalized Shannon entropy. The disaggregated total uncertainty measure, TU, is then defined as the pair
where GH is defined by equation (26), S * is defined by equation (27), and GS ¼ S * 2 GH: Function GH þ GS is guaranteed to satisfy all the required mathematical properties (since GH þ GS ¼ S * Þ and it does not matter whether either of the two TU components also satisfies them. This is important since subadditivity of GH is not guaranteed beyond the DST, as demonstrated in Abellán and Moral (2005c) .
The idea of disaggregating S * into two components (measures of non-specificity and conflict) has opened new possibilities. One of these is based on the recognition that the following two functionals can be defined for each credal set P S * ðPÞ ¼ max
The significance of these functionals and their difference, S * 2 S * , for capturing uncertainty associated with convex sets of probability distributions was first discussed by Kapur (1994) and Kapur et al. (1995) . It was also suggested by Smith (2000) and Klir and Smith (2001) . More recently, Abellán and Moral (2005a,b) further investigated properties of the difference S * 2 S * and described an algorithm for calculating the value of S * , which is applicable to any convex set of probability distributions the lower probability function of which is a Choquet order-2 capacity. They suggested that it is reasonable to view this difference as an alternative measure of non-specificity. In other words, they suggested that a measure of non-specificity, N, be defined for each credal set P of probability distributions by the formula NðPÞ ¼ S * ðPÞ 2 S * ðPÞ:
They also showed that functional N possesses the following properties:
1. NðPÞ [ ½0; log 2 jXj; where X denotes the set of all alternatives (elementary events) on which the probability distributions in P are defined: NðPÞ ¼ 0 when P consists of a single probability distribution; NðPÞ ¼ log 2 jXj when P consists of all the probability distributions that can be defined on X (total ignorance expressed by vacuous probabilities). 2. N is monotone increasing with respect to the subsethood relationship between the sets of probability distributions defined on the same set X: for all i P and j P, if i P # j P then Nð i PÞ < Nð j PÞ; 3. N is continuous; 4. N is additive.
These properties, which every non-specificity measure must possess, gave rise to the suggestion that this functional may be viewed as a measure of non-specificity. Unfortunately, contrary to the generalized Hartley functional, functional N violates the essential requirement of subadditivity in virtually any uncertainty theory, including the DST. This means that N is not acceptable alone as a measure of non-specificity. However, when considered as one component of a disaggregated total uncertainty measure, then the lack of subadditivity of the individual components is of no consequence; the only thing that matters is that the aggregated uncertainty S * satisfies all the essential requirements, including subadditivity. This suggests (see ) that an alternative disaggregated total uncertainty, a TU, be defined as the pair a TU ¼ kS * ðPÞ 2 S * ðPÞ; S * ðPÞl: ð31Þ
It can be observed that the first component of a TU is the alternative non-specificity measure N, while the second component, S * , is a generalized Shannon measure (a general measure of conflict). When the two components are aggregated, we obtain S * and this functional clearly satisfies all the essential mathematical requirements. Therefore, although neither of the a TU components is subadditive, this is of no importance since the aggregated uncertainty S * is subadditive. It is interesting to observe that the functional S * has often been considered as one of the candidates for the generalized Shannon entropy. This was dismissed since neither is this subadditive nor is it subadditive when aggregated with the generalized Hartley measure GH. However, it is perfectly justifiable when aggregated with the alternative measure of nonspecificity N. In fact, some of the other candidates considered for the generalized Shannon entropy could now be considered on similar grounds, although the functional S * seems to be better justified than its competitors not only for its properties, but also for its behavior and its applicability to all credal sets. Nevertheless, viewing the measure of non-specificity in general, as the difference of the aggregate uncertainty S * and the generalized Shannon entropy GS, opens a new area of research, the purpose of which is to compare the various candidates for GS with the functional S * .
Computation for uncertainty measures
Upper entropy on the IDM
In Abellán and Moral (2005b) we presented an algorithm to compute the upper entropy for order-2 capacities as an extension of the algorithm presented by Meyerovitz et al. (1994) for belief functions. For specific sets of probability intervals, we presented a more efficient algorithm in Abellán and Moral (2003a) that can be used to obtain upper entropy for a set of IDM probability intervals. Owing to the special structure of this type of interval, we can simplify the algorithm of Abellán and Moral (2003a) for the IDM.
In order to express the algorithm, we shall assume that the following functions and procedures have already been implemented:
Min (l) returns the index of the minimum value of the array l. Sig (l) returns the index of the second minor value of the array l. Nmin (l) returns the number of the index that attains the minimum value of the array l. Minof (a,b) returns the minimum value of the set {a,b} (real numbers). Now, let l be the array with the lower values of the set of IDM probability intervals L on a finite set X ¼ {x 1 ; . . .; x n } such as in Definition 1, i.e. l i ¼ rðx i Þ=ðN þ sÞ: Letp be the array with the probability with maximum entropy. The initialization steps are:
The proof of this algorithm is the same as the one in Abellán and Moral (2003a) . In the IDM applications on classification methods, such as in Abellán and Moral (2005b) or the one in Zaffalon (1999) , the r(x i ) values are non-negative integer numbers and s is equal to 1 or 2. In Walley (1996) , the author presents arguments which favor the value of s [ [1,2] . In addition, in Bernard (2005) , new strong arguments for s ¼ 2 are presented. For these values of s [ [1,2], we can obtain the upper entropy more quickly. First, we must determine A ¼ {x j : rðx j Þ ¼ min i {rðx i Þ}}: If z is the number of elements in A, then noting the distribution with maximum entropy asp; the algorithm GetMaxEntro can be simplified using the procedure 1. Case z . 1 or s ¼ 1p
2. Case z ¼ 1 and s . 1. Assign: r(x j )ˆr(x j ) þ 1 and sˆs 2 1, where
Obtainp as in case (1).
Lower entropy on the IDM
In Abellán and Moral (2005a), we can find an algorithm to obtain the lower entropy for an order-2 capacity. We can use this algorithm to obtain the lower entropy for a set of IDM probability intervals, but due to the special structure of this type of intervals, it can be proved that the lower entropy is quickly attained in the probability distribution obtained in the following theorem. Before this, we need the following Lemma of Wasserman and Kadane:
Lemma 1 (Wasserman and Kadane 1996) . Let p,q be two probability distributions on a finite set X ¼ {x 1 ; . . .; x n }: We denote p({x i }), q({x i }) as p i , q i , respectively. Let p * , q * be the same arrays arranged in a decreasing order. If P j i¼1 p * i < P j i¼1 q * i ; for j ¼ 1; . . .; n; then SðpÞ > SðqÞ: Theorem 1. With the above notation, let L be a set of probability intervals on X. The lower entropy of P L is then obtained in the probability distribution P on X P ¼ ðu * 1 ; l * 2 ; l * 3 ; . . .; l * n Þ:
Proof. Denoting r * as the reordered array of frequencies from r in a decreasing way, p is the array r * ðx 1 Þ þ s N þ s ; r * ðx 2 Þ N þ S ; . . .; r * ðx n Þ N þ s
:
For any probability distribution q [ P L ; with q * being its corresponding reordered array, it can be verified that
We can therefore obtain
. . .
Now, using the Lemma of Wasserman and Kadane SðpÞ < SðqÞ; ;q [ P L (we should mention that it is immediate that SðpÞ ¼ Sðp * Þ; for any p probability distribution).
A
Hartley measure on the IDM
This result is easy to obtain considering Property 3.1.
Theorem 2. Let L be a set of probability intervals on a finite variable X ¼ {x 1 ; . . .; x n }: Then
Proof. We only need to consider the belief function m L of Proposition 3.1. Then With s ¼ 1; we have the following set of probability intervals, using the IDM 4 5 ; 1 ; 0; 1 5 ; 0; 1 5
:
Letp be the array of the algorithm GetMaxEntro. Now, we can use the simplification of the algorithm GetMaxEntro. We can use the case 1 of this simplification and, with the same notation, we have A ¼ {x 2 ; x 3 }; z ¼ 2 and
The minimum value of entropy of P L is attained in the probability distribution p _ such that
Now, using Theorem 2, the Hartley measure on P L is
Conclusions
In this paper, we have presented the following study on the credal sets obtained from the probability intervals that arise when IDM is used.
