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The Road goes ever on and on
down from the door where it began.
Now far ahead the Road has gone,
and I must follow, if I can,
pursuing it with eager feet,
until it joins some larger way
where many paths and errands meet.
And whither then? I cannot say.
J.R.R. Tolkien
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Summary
Plant growth follows a strict developmental program but needs to incorporate also
environmental cues to adapt to the encountered conditions. This requires a com-
plex regulatory network to ensure an appropriate response to changing conditions.
We used the first leaf pair of Arabidopsis thaliana as a model system to study the reg-
ulation of organ development. Leaf growth can be divided in subsequent phases
according to the major process driving it. In a young leaf primordium cells divide
continuously and cell size homeostasis is ensured by matching rates of cell expan-
sion. Next, cell division ceases and cell expansion becomes the driving force for
growth. When the leaf has attained its final size, maturity is reached.
In this thesis, I studied the regulation of leaf development at two regulatory
levels. At the gene level, we analyzed the function of the CYCA2 core cell cycle
regulatory gene family. We also studied the function of two new proliferation spe-
cific gene families putatively involved in cell cycle regulation. On the other hand,
we profiled small RNA sequences during development and linked this with the
occurrence of DNA methylation.
The core machinery of the cell cycle in plants has been thoroughly studied, but
our knowledge on how developmental and environmental signals impinge on cell
division is still limited. CYCA2s are known core cell cycle regulators, involved
in G2-to-M transition. Here, we studied the functional requirement of this gene
family and showed that transcriptional repression is required for specific differ-
entiation processes. Members of the CYCA2 protein family function in vascular
development and differentiation of guard cells. For the latter process, we demon-
strated that FOUR LIPS and MYB88, two transcription factors involved in stomatal
development, directly repress CYCA2;3 expression, thus ensuring correct guard cell
differentiation.
Next to known ‘core’ cell cycle regulating genes, we also selected proliferation
specific genes with unknown function, assuming them to be involved in the cell
division process. We focused on two small gene families: three genes with four
transmembrane domains (4TMs) and two genes containing three High Mobility
Group (HMG) domains (3xHMG-box). Expression analysis and localization of tran-
scriptional fusions with a fluorescent marker confirmed for both gene families the
highly proliferation-specific expression pattern. Moreover, both families are highly
induced in the M-phase of the cell cycle in synchronized cell cultures. The 4TMs
localize to the cell plate during mitosis and we observed defects in cell plate forma-
xtion upon overexpression and depletion of these genes. Therefore, we hypothesize
that the 4TM genes are involved in formation of the cell plate.
Profiling of small RNAs (sRNAs) in plants has thusfar mainly been focused
on inflorescence tissue or whole seedlings. Here, we studied sRNAs during the
different phases of development. Early in development, microRNAs implicated
in nutrient stress response are upregulated, suggesting that at this phase nutrient
availability is limiting for growth. We showed that specifically 24-nt sRNAs increase
in expression during development. This class of sRNAs is known to be involved in
RNA-dependent DNA methylation (RdDM) and can thus silence both transposons
and genes. In general, the expression of sRNAs matching the coding sequences
of protein-coding genes is positively correlated to the mRNA expression of this
gene. We specifically selected genes that do not show this correlation, which were
highly enriched in two categories: targets of microRNAs and trans-acting siRNAs,
which generate phased sRNAs upon cleavage, and genes for which the sRNA pro-
file is enriched for 24-nt sRNAs. This latter category is likely regulated through
RdDM as this subset of genes shows increased DNA methylation in the gene body.
This suggests that sRNA regulation could play an important role in regulating the
leaf developmental process not only by preserving genome integrity by repressing
transposon activity but also through silencing of protein-coding genes.
Samenvatting
Groei bij planten volgt enerzijds een strikt programma gedurende de ontwikkeling
maar moet ook groei en ontwikkeling afstemmen op signalen uit de omgeving. Dit
vergt een complex netwerk van regulators om ervoor te zorgen dat de plant gepast
kan reageren op veranderende omgevingsomstandigheden. We hebben het eerste
bladpaar van Arabidopsis thaliana gebruikt als modelsysteem om de regulatie van de
ontwikkeling te bestuderen. Op basis van de belangrijkste groeiprocessen kan blad-
groei opgedeeld worden in drie fasen. In een jong blad primordium delen cellen
continu en de homeostase van de celgrootte wordt verzekerd door een aangepaste
celexpansie. Vervolgens neemt celdeling af en wordt celexpansie het belangrijk-
ste proces voor groei. De mature fase wordt bereikt wanneer het blad haar finale
grootte bereikt heeft.
In deze thesis heb ik de regulatie van bladontwikkeling op twee regulatorische
niveaus bestudeerd. Op het genniveau hebben we de functie van gekende celcy-
clusregulatoren, de CYCA2 genfamilie, bestudeerd. We hebben ook de functie van
twee nieuwe genfamilies bestudeerd die mogelijks betrokken zijn bij de regulatie
van de celcyclus. Anderzijds hebben we het expressieprofiel van korte RNA se-
quenties geanalyseerd gedurende bladontwikkeling en dit gecorreleerd met DNA
methylatie.
De belangrijkste componenten betrokken in de celcyclus van planten werden
reeds grondig bestudeerd. Niettemin is onze kennis over hoe signalen omtrent
ontwikkeling en invloeden vanuit de omgeving celdeling beïnvloeden nog steeds
beperkt. CYCA2s zijn gekende celcyclusregulatoren, betrokken in G2-naar-M tran-
sitie. We hebben de functie van deze genfamilie bestudeerd en aangetoond dat re-
pressie op transcriptieniveau nodig is voor specifieke differentiatieprocessen. Deze
genfamilie reguleert ontwikkeling van de vasculatuur en differentiatie van sluitcel-
len van huidmondjes. Bij deze differentiatie zorgen FOUR LIPS en MYB88, twee
transcriptiefactoren betrokken bij de ontwikkeling van huidmondjes, ervoor dat de
expressie van CYCA2;3 geïnhibeerd wordt. Dit is nodig voor de correcte differentie
tot sluitcellen.
Naast gekende celcyclusregulatoren, hebben we ook genen geselecteerd die spe-
cifiek tijdens proliferatie tot expressie komen. Hierbij veronderstellen we dat deze
betrokken zijn bij celdeling. We hebben twee kleine genfamilies meer in detail be-
studeerd: drie genen met vier transmembranaire domeinen (4TMs) en twee genen
met drie ‘High Mobility Group’ (HMG) domeinen (3xHMG-box). Analyse van de
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expressie gedurende bladontwikkeling en de lokalisatie van transcriptionele fusies
met een fluorescente merker bevestigen voor beide families de specificiteit voor de-
lend weefsel. Bovendien worden beide families sterk geïnduceerd tijdens mitose in
een gesynchroniseerde celcultuur. De 4TM eiwitten bevinden zich ter hoogte van
de celplaat tijdens mitose en defecten bij de vorming van de celplaat werden geob-
serveerd bij zowel ectopische expressie als neerregulatie van deze genen. Daarom
stellen we voorop dat deze genen betrokken zijn bij de vorming van de celplaat.
De analyse van korte RNA sequenties in planten heeft zich voornamelijk toege-
spitst op bloeiwijzen en volledige zaailingen. We hebben deze korte RNAs bestu-
deerd tijdens de bladontwikkeling. MicroRNAs die betrokken zijn bij de regulatie
van nutriëntenstress zijn vroeg in ontwikkeling opgereguleerd. Dit suggereert dat
tijdens proliferatie de beschikbaarheid van nutriënten limiterend is. We hebben
aangetoond dat korte RNAs van 24 nucleotiden toenemen in expressie gedurende
de ontwikkeling. Deze categorie van korte RNAs is betrokken bij RNA-afhankelijke
DNA methylatie en kan zowel transposons als genen uitschakelen. Over het alge-
meen is de expressie van een proteïne-coderend gen positief gecorreleerd met de
expressie van korte RNA sequenties waarvoor de sequentie overeenkomt. We heb-
ben specifiek genen geselecteerd waarbij deze correlatie niet opgaat. Deze genen
konden opgedeeld worden in twee categorieën: enerzijds genen die gereguleerd
worden door microRNAs of trans-acting siRNAs die op hun beurt korte RNAs pro-
duceren en anderzijds genen die voornamelijk geassocieerd zijn met korte RNAs
van 24 nucleotiden. Deze laatste categorie wordt wellicht gereguleerd door DNA
methylatie aangezien in de coderende sequentie een verhoogd niveau van methyla-
tie gedetecteerd werd. Dit suggereert dat regulatie door korte RNAs een belangrijke
rol zou kunnen spelen in bladontwikkeling, zowel bij het beschermen van de inte-
griteit van het genoom door de activiteit van transposons te verhinderen als door
de regulatie van proteïne-coderende genen.
Research objectives
Plants have an indeterminate growth pattern which yields the necessary plasticity
to adapt to changes in the environment. This requires an intricate regulatory net-
work controlling growth and development. Plant growth can be reduced to two
major processes: increasing the number and the size of cells, cell division and cell
expansion, respectively. In early stages of development, cell proliferation is the
driving force for growth. This role is gradually taken over by cell expansion. Tran-
sition from proliferation to expansion phase coincides with major transcriptional
reprogramming, as we have shown in previous work.
Over the last decades, the core components of the cell cycle machinery have been
identified and the major molecular mechanisms driving cell division have been un-
raveled. Research in our department has contributed to this field. However, the
regulation of these components and its integration in the developmental program
are largely unknown. We are only beginning to understand how environmental
cues such as availability of nutrients and water impinge on this program. Expand-
ing our knowledge on the basic regulatory mechanisms behind these processes is
instrumental to dissect the complex regulatory network. This will ultimately enable
further improvement of crops in terms of both yield as well as stress resistance.
In this research project we set out to deepen our knowledge of the regulation of
cell division during development using the first leaf pair of Arabidopsis thaliana as
a model system. In the first part of this thesis, we analyzed proliferation specific
genes. Chapter 1 aims to introduce leaf development and the molecular components
known to be involved in the regulation of cell proliferation and expansion during
leaf growth. In Chapter 2, we set out to investigate the role of the CYCA2 core cell
cycle family in development. Next to the analysis of known cell cycle regulators,
we tried to identify new putative regulators of development with unknown function
based on their expression pattern during development by focussing on proliferation
specific genes. This selection and the functional analysis of two gene families are
described in Chapter 3.
The expression level of a gene is only one regulatory layer controlling growth
and development. The regulatory potential of small RNA molecules has been es-
tablished in recent years. The analysis of small RNAs makes up the second part
of this thesis. In Chapter 4, I have reviewed the state-of-the-art of small RNAs in
Arabidopsis. Profiling of small RNAs has been mainly focused on inflorescence tis-
sue. Therefore, we profiled small RNAs during three different time points in leaf
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development of Arabidopsis to assess their regulatory role (Chapter 5).
In the last part of this thesis, the protocol standardization and automation I per-
formed are described. While, a manual approach for kinematic analysis in plants
is explained in Chapter 6, the steps taken towards automation of this analysis are
covered in Chapter 7. Expression profiling has become essential in molecular bi-
ology. While quantitative PCR has become the gold standard to determine gene
expression, the methodology used to analyze the data is often not up to standard.
In Chapter 8 I list the requirements for a good experimental setup and describe an
algorithm that allows fast and accurate data analysis.
Part I
Proliferation Specific Genes in
Arabidopsis thaliana
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Leaf development in Arabidopsis thaliana
Frederik Coppens1,2, Dirk Inzé1,2, and Gerrit T.S. Beemster1,2,3
1Department of Plant Systems Biology, Flanders Institute for Biotechnology (VIB), 9052 Ghent, Belgium
2Department of Plant Biotechnology and Genetics, Ghent University, 9052 Ghent, Belgium
3Department of Biology, University of Antwerp, 2020 Antwerp, Belgium
Multicellular organisms require a tightly controlled developmental program.
Plants, in contrast to animals, are build in a modular way. During the embryonic
development of animals, the whole body plan is at least rudimentary constructed
and post-embryonic development consists mainly of enlargement of the body. In
plants, the embryo essentially provides two meristems, regions of continuous cell
division: the shoot apical meristem (SAM) and root apical meristem (RAM). These
meristematic regions are a source of new cells that differentiate near the periphery
and give rise to the formation of new ‘modules’. The basic unit for the shoot, the
phytomer, consists of a leaf, internode and axillary meristem that can develop a
lateral shoot (1).
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1.1 The leaf as a model for organ development
In this thesis, the first leaf pair of Arabidopsis thaliana ecotype Columbia is used as
an experimental model system to study the molecular regulation of organ growth.
Leaves are formed through differentiation near the flanks of the dome-like SAM
from as little as four cells with an auxin-regulated spacing (2, 3). Already early in
development, a dorsoventral symmetry is adopted so that the flat structure of the
leaf blade can be formed. The development of this leaf primordium can be subdi-
vided in three temporally separated phases. At first cell division is the predominant
process accompanied by cell expansion to maintain a more or less constant cell size
(of about 100 µm2 for cells on the abaxial epidermis of Arabidopsis leaves (4)). In a
second phase, cell expansion drives leaf growth. At this point cell division is lim-
ited to dispersed meristemoids that are associated with the formation of stomatal
complexes. The final phase, maturity, is reached when the leaf has obtained its final
size and both cell division and expansion cease (4, 5, 6, Andriankaja, Dhondt and
Inzé, unpublished data).
The transition from proliferation to expansion occurs in a tip-to-base gradient
(5, 7). Recently we have shown, for the third leaf, that this gradient is rapidly estab-
lished (within 24 hours) with roughly the bottom half of the leaf proliferating and
the top half expanding. Next, over a time span of about two days, the proportion of
cells that are proliferating decreases (Andriankaja, Dhondt and Inzé, unpublished
results). The transition to cell expansion is accompanied by a marked change in cell
shape. Proliferating cells are rather polygonal while at the onset of expansion the
characteristic undulations of the cell wall are formed. These undulations give rise to
puzzle shaped cells that are characteristic for epidermal cells of dicots. The different
tissue layers in the leaf show a slightly different timing of this gradient, with cell di-
vision stopping earlier in the epidermis compared to the inner tissue (5). The onset
of cell expansion is accompanied by differentiation and endoreduplication, a modi-
fied cell cycle where mitosis is skipped resulting in a doubling of the DNA content
of the cell. It is hypothesized that an increase in genomic material is needed to
support larger cell sizes, particularly in fast growing species with a relatively small
genome (8).
The same developmental stages – proliferation, expansion and mature – can be
distinguished in root development. There however, they are spatially separated
instead of temporally. In the root tip, adjacent to the root apical meristem, cells are
dividing. Next, they undergo very rapid expansion to reach mature cell size (9, 10).
A similar spatial gradient is present in monocot leaves (11, 12, 13).
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1.2 Transcriptional reprogramming associated with
transitions in leaf development
The temporal succession of the different developmental stages was used to study
the transcriptional reprogramming during leaf development. Leaves were har-
vested at the three phases (proliferation, expansion and mature) and microarrays
performed to assess the changes in expression on a genome-wide level (4). The
equivalent data for the root was obtained by the Benfey lab (14). In the root, this
was taken a step further using cell-file-specific marker lines to separate different
cell types. These data are available at the ArexDB (www.arexdb.org, 15). A similar
approach in the context of the developing leaf is technically much more challenging
as good marker lines are not readily available.
Despite the tissue heterogeneity of the leaf material, large differences between
the developmental stages were present in the transcription data. These microarrays
revealed, as expected, that most known cell cycle related genes are highly expressed
in young leaf material and are downregulated during leaf development. The core
cell cycle machinery has been thoroughly studied so that we now have a good view
of the mechanistic processes occurring during cell division (reviewed in Inzé and
De Veylder (16) and Francis (17)). During the cell cycle, DNA is first replicated (S-
phase) and the chromosomes are separated during mitosis (M-phase), after which
the actual cell division (cytokinesis) takes place. Cells prepare for S and M during
G1- and G2-phase, respectively. The transition from G1-to-S and G2-to-M are major
checkpoints in cell cycle progression. At the heart of cell cycle regulation are Cyclin
Dependent Kinases (CDKs) which depend on binding with a Cyclin (CYC) for ac-
tivation and substrate specificity. CDKA is required at both G1-to-S and G2-to-M
while CDKBs function mainly at progression through mitosis and cell cycle exit.
The number of CYC genes is largely expanded in plants compared to other organ-
isms, with 10 CYCAs, 11 CYCBs and 10 CYCDs in Arabidopsis (18, 19). Generally,
D-type CYCs regulate G1-to-S transition integrating environmental cues and hor-
monal signals, A-type CYCs control S-to-M and B-type CYCs regulate G2-to-M and
progression through mitosis (16). Both activating and inhibitory phosphorylation,
as well as interactions with other proteins modulate the activity of these CDK-CYC
complexes. The unidirectionality of the cell cycle is ensured by proteolysis of tar-
get proteins. In a multicellular organism, the spatial and temporal control of cell
division is crucial. While the components of this upstream regulatory layer are still
not fully unraveled, many of the components have been identified. These will be
discussed below.
Remarkably, in the microarray data of the leaf developmental stages, few genes
were found that are specifically expressed during the expansion phase of leaf devel-
opment. This suggests that the switch between cell proliferation and cell expansion
during early leaf development is a gradual process with a shutdown of proliferative
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stimulators and activation of genes involved in cell cycle exit and differentiation.
Recent detailed expression profiling using a time course experiment supports this
view (Andriankaja, Dhondt and Inzé, unpublished data).
1.3 Molecular regulation of leaf development
The final shape and size of a leaf is characteristic for each plant species. The number
and size of cells mainly determine the size of an organ, through the rate and dura-
tion of cell proliferation and the extent of cell expansion, respectively. Additionally,
the number of founder cells can affect the size of an organ, but in dicotyledonous
plants this has not yet been characterized extensively (20). Cell division and ex-
pansion are not merely cell-autonomous processes but need to be regulated at the
level of the organ e.g. to coordinate growth of different tissue layers and regions
to obtain a flat leaf. The growth-related molecular mechanisms have been stud-
ied extensively in recent years in the model system Arabidopsis thaliana and we are
gaining insight in the regulatory mechanisms underlying growth and development.
The identified genes belong to diverse and independent pathways, highlighting the
complex integration of growth in the developmental program of plants (21, 22).
Here, I briefly review the major pathways involved in leaf growth, focussing on
mechanisms influencing cell division and cell expansion. The regulatory pathways
controlling leaf shape and patterning are outside the scope of this research project
and discussed elsewhere (23, 24, 25, 26).
1.3.1 AINTEGUMENTA-related pathways
As in other developmental processes, transcription factors (TFs) play a crucial role in
the regulation of growth. AINTEGUMENTA (ANT) is part of the APETALA2 (AP2)
subfamily of TFs and is involved in maintaining meristem competence in leaf devel-
opment. Overexpression of ANT results an enlarged organ size due to an increase
in cell number while ant mutants have smaller organs composed of fewer cells
(27, 28). Also other members of this AP2 subfamily, called AINTEGUMENTA-LIKE
(AIL) have similar effects as ANT and can act redundantly. This has been demon-
strated for AIL5 and AIL6 in flower development (29, 30). AUXIN-REGULATED
GENE INVOLVED IN ORGAN SIZE (ARGOS) is a plant-specific activator of ANT.
Ectopic expression of ARGOS results in prolonged expression of ANT and CYCD3;1
causing an increase in cell number in an ANT-dependent manner (31). The closest
homolog of ARGOS, ARGOS-LIKE (ARL) also promotes growth but acts through
cell expansion instead. While ARGOS is induced by auxin, ARL is stimulated by
brassinosteroids.
AUXIN RESPONSE FACTOR 2 (ARF2) has been identified as a repressor of cell
division and expansion (32, 33). ARF2 is a transcription factor that represses ANT
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and CYCD3;1 expression, suggesting it has an antagonistic function to ARGOS in
growth regulation (20). ARF2, implicated in auxin-mediated regulation, could serve
as a point of integration of auxin and brassinosteroid (BR) signaling. The kinase
BRASSINOSTEROID-INSENSITIVE 2 (BIN2) can, in the presence of BR, phospho-
rylate ARF2 inhibiting its DNA binding ability. This allows positive regulators of
the ARF TF family to bind these promoter elements and stimulate expression of
previously repressed genes (34).
1.3.2 Pathways involving GROWTH-REGULATING FACTOR
Another important family of TFs involved in growth are GROWTH-REGULATING
FACTORs (GRFs). This plant-specific gene family is represented by nine members
in Arabidopsis. Overexpression of GRF1 and GRF2 leads to enlarged leaves and
cotyledons. Single mutants exhibit no phenotypic changes while a triple mutant in
grf1 grf2 grf3 has smaller organs, suggesting redundancy in the GRFs (35). These
phenotypes are caused by changes in cell size. Similarly, overexpression of GRF5
increases leaf area but this is due to an increase in cell number (36, 37). Several
of the GRFs are regulated by miR396. The expression of miR396 increases during
development and it has been shown that the balance of GRFs and miR396 quanti-
tatively regulates cell number (38). The role of miR396 in leaf development will be
described in more detail in Chapter 4.4.1.
GRFs bind to GRF1-INTERACTING FACTORs (GIFs), transcriptional coactiva-
tors. Three GIF encoding genes are present in the Arabidopsis genome. These act
redundantly in the regulation of growth (36, 39). Mutants in ANGUSTIFOLIA3
(AN3)/GIF1 have narrow leaves while overexpression resulted in larger leaves with
more cells. In a triple gif1 gif2 gif3 mutant the final leaf size is reduced and leaf
outgrowth is delayed (36, 39, 40). These phenotypes are caused by a shortening of
the proliferation phase as well as a reduction in maximal cell division rate (40).
1.3.3 Translation and protein production
Growth is positively correlated to the expression level of TARGET OF RAPAMYCIN
(TOR) kinase. TOR activity stimulates cell expansion and this is related to the levels
of translationally active polyribosomes and ErbB-3 BINDING PROTEIN1 (EBP1) ex-
pression (41). The human ortholog of EBP1 is part of ribonucleoprotein complexes
and its activity regulates the production and assembly of the translational machin-
ery. EBP1 regulates both cell number and cell size in developing leaves and its
activity is necessary for the expression of CYCD3;1 and CYCB1;1 (42). A member of
the TEOSINTE BRANCHED 1, CYCLOIDEA, PCF (TCP) transcription factor fam-
ily, TCP20, is required for high levels of CYCB1;1. The motif recognized by TCP20
is also present in the promoter of many ribosomal proteins (43). This provides a
mechanism to simultaneously regulate cell division and cell growth.
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BIG BROTHER (BB) / ENHANCER OF DA1 (EOD) has been identified as a re-
pressor of growth (44). BB is a E3 ubiquitin ligase and it likely functions by marking
critical growth regulators for degradation. The abundance of BB correlates with cell
proliferation activity and changes in the levels affects the duration of the prolifer-
ative growth phase during development. Also DA1, encoding a ubiquitin receptor,
is implicated in the restriction of the period of proliferation. A dominant negative
da1 mutant allele affects both DA1 and DA1-RELATED1 (DAR1) causing increased
leaf area through an extended proliferation phase. Double mutants in DA1 and BB
strongly enhances the bb phenotype, indicating that these genes function in parallel
pathways and possibly regulate a common target (45).
1.3.4 Acting in concert
The formation of an organ requires coordination of growth. The cytochrome P450
KLUH (KLU)/CYP78A5 has been shown to affect the duration of proliferative
growth and acts non-cell-autonomously. Therefore, this gene could be implicated
in the coordination of growth. In young primordia KLU is ubiquitously expressed
while later KLU is restricted to the perimeter of a developing organ. However,
both klu mutations and ectopic expression of KLU affect cell division in a broader
region and KLU could thus be part of an organ-size sensing mechanism based on
the decreasing concentration of an unknown mobile signal (46). This hypothesis is
supported by mathematical modeling of the transition of proliferation to expansion
phase (47). In flower development, the abundance of the mobile signal seems to
be integrated across the inflorescence, thus beyond the individual organ level (48).
Also leaf initiation rate seems to be controlled by a pathway involving KLU (49).
To establish a flat leaf, growth between different regions and layers also needs to
be coordinated tightly. Loss-of-function of TCP transcription factors (TF) results in
an enlarged, wavy leaf. A prolongation of cell proliferation at the margin of the leaf
in these mutants results in an excess of tissue at the perimeter and causes buckling
of the leaf. Several TCP genes (TCP2, TCP3, TCP4, TCP10 and TCP24) are regulated
by miR319a. Overexpression of this microRNA in the jaw-D mutant, downregulates
these TCPs, yielding a strong wavy phenotype (21, 50). Single mutants in the TCPs
are less affected, indicating at least partial redundancy among the TCPs. TCP4 has
been shown to regulate GRFs through upregulation of miR396, linking this TF to
cell division regulation (38).
Also the peopod (ppd) mutant, in which two homologous DNA binding genes
(PPD1 and PPD2) are deleted, fails to make a flat leaf. In this case the central region
of the leaf exhibits prolonged proliferation of specific cell types (e.g. meristemoids
in the stomatal lineage), resulting in a bell-shaped leaf (51).
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1.3.5 Pathways affecting cell expansion
The majority of the described pathways affect cell proliferation while cell expansion
is also an important process contributing to growth. However, much less is known
about pathways affecting cell elongation (20).
To be able to increase the size of cells, new cell wall material needs to be syn-
thesized and the existing wall has to be loosened to allow it to stretch. Expansins
mediate cell wall loosening and their activity is required for cell expansion in grow-
ing organs which has been demonstrated for EXP10. Ectopic expression of EXP10
leads to larger leaves and longer petioles due to an increase in cell size while knock-
down had the inverse effect (52, 53).
DELLA proteins are transcription factors that are involved in numerous devel-
opmental processes and growth responses (54). DELLAs act as repressors and their
protein levels are controlled by gibberellin (GA) and auxin by inducing degradation
while ethylene stabilizes these proteins (55, 56). Their role has been established in
elongation growth through cell expansion but recently also a function in cell pro-
liferation was discovered (57). Indeed, increasing the levels of GA through overex-
pression of an enzyme involved in GA synthesis, gibberellin 20-oxidase (GA20ox),
resulted in larger leaves due to an increase in both cell number and cell size (37).
1.3.6 Conclusion
To be able to fulfill the growing demand for food, feed and bioenergy, biotechnology
is expected to further optimize plants for human use. In this respect, growth is an
important process, but surprisingly little is known of the underlying molecular
network. Here, I gave an overview of the major pathways that are implicated in
the determination of leaf size. The majority of these processes impinge on cell
proliferation and more specifically the timing of exit of mitosis and transition from
proliferation to expansion phase in leaf development. The deployed mechanisms
are diverse and deeply intertwined, adding to the complexity to study the molecular
nature of growth.
1.4 Outline
In the first part of my thesis, we studied two aspects of the regulation of cell division
during proliferation using two approaches: (A) functional analysis of CYCA2s, a
known core cell cycle family and (B) the functional characterization of two families
of highly differential, proliferation specific genes with unknown function.
From the known core cell cycle genes, CYCA2s were chosen because CYCA2;4 is
highly proliferation specific during leaf development and has also been identified
as a key activator of the cell cycle in a lateral root initiation system (58). This project
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was performed in collaboration with the Root Development group (Tom Beeckman)
of the Department of Plant Systems Biology (PSB) and this work has been submitted
for publication to Developmental Cell.
Next to known cell cycle genes, we identified genes with unknown function that
are specifically expressed during proliferation in both leaf and root development
(4, 14). We selected two families for further analysis and made a start to unravel
the function of these genes in regulation of proliferation. The first family consists
of three genes that are among the most differential, proliferation specific genes.
These genes are highly homologous and share the presence of four transmembrane
domains.
A subfamily of the High Mobility Group (HMG) genes was also studied in more
detail in collaboration with Dr. Klaus Grasser (Cell Biology & Plant Biochemistry,
Regensburg University, Regensburg, Germany). The two selected genes are charac-
terized by the presence of three HMG domains, a unique configuration found only
in plants (59).
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Summary
In multicellular organisms, morphogenesis relies on a strict coordination of cell
proliferation and differentiation in time and space. In contrast to animals, plant
development is characterized by continuous organ formation and adaptive growth
responses during the entire life-span. How developmental and environmental sig-
nals interact with the plant cell cycle machinery is largely unknown. Here, we show
that plant A2-type cyclins are G2-to-M regulators acting prior to activation of mi-
totic genes, such as B-type cyclins. Through tissue-specific expression, members of
this small gene family contribute to fine-tuning of local proliferation during mor-
phogenesis. Moreover, we found that temporal expression of CYCA2;3 in guard
cells is restricted through direct control by the stomatal transcription factors FOUR
LIPS/MYB124 and MYB88, providing a direct link between developmental pro-
gramming and cell cycle exit in plants. Transcriptional downregulation of CYCA2
expression might represent an important mechanism to coordinate proliferation in
a developmental context in plants.
2.1 Introduction
After fertilization, plant zygotes undergo a series of patterned cell divisions during
the establishment of its body axis. After germination, this minimal body plan is
elaborated by the iterative development of new organs that shape the adult plant.
Each new organ is formed according to a predictable pattern, which reflects a com-
plex interplay between plant hormones and developmental programs. One of the
targets of morphogenetic cues is the modulation of local cell proliferation and differ-
entiation. Because plant cells cannot move within the plant body due to their rigid
cell walls, cell proliferation needs to be controlled in time and space. While insights
into the mechanisms of plant development and cell cycle regulation are expanding,
only a few direct connections between these processes have been identified at the
molecular level (1, 2).
Cell proliferation is characterized by consecutive cycles of DNA replication (Syn-
thesis; S-phase) and cell division (Mitosis; M-phase). The S-phase is preceded by
a G1-phase, in which cells prepare for DNA synthesis, and the M-phase is pre-
ceded by a G2-phase, in which cells prepare to divide. Transition from one phase
to another in an orderly fashion largely depends on the periodic activity of Cyclin
Dependent Kinases (CDKs) that require binding to a cyclin (CYC) for activity (re-
viewed by Satyanarayana and Kaldis (3) and De Veylder et al. (4)). Further modula-
tion of CYC/CDK activity can be achieved by phoshorylation, dephosphorylation
and binding to several co-factors. Such elaborate control mechanisms allow a strict
control over cell proliferation.
Based on sequence homology and conserved motifs, many core cell cycle regu-
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lators have been annotated in plant genomes (5). Interestingly, plants have tremen-
dously elaborated their repertoire of cyclins compared to animals. As an example,
the Arabidopsis genome encodes 10 A-type, 11 B-type and 10 D-type cyclins, while
animal genomes usually encode 1 or 2 of each type. This expanded number of
cyclins in plants could reflect a means to integrate a broader range of signals into
control of proliferation.
In plants, components of the G1-to-S transition control cell proliferation and dif-
ferentiation events in shoots (6, 7) and roots (1, 8, 9), highlighting the key role of
this transition in the decision of the cell to exit cell cycle and activate differentia-
tion. However, differentiation does not preclude an active G1-to-S pathway, as some
differentiating cell types are known to go through multiple rounds of DNA dupli-
cation without mitosis (endoreduplication, 10). An active G1-to-S pathway in these
cells argues for the G2-to-M transition as an additional target for developmental
regulation of proliferation.
Although much progress in plant cell cycle regulation has been made, there re-
mains a big gap in our understanding of G2/M transition. Here, we address the
functional requirement of the subfamily of plant A2-type cyclins in plant cell cycle
regulation and highlight their transcriptional regulation during terminal differenti-
ation of guard cells.
2.2 Results
Sequence similarity (5), co-regulation during the cell (11), subcellular co-localization
(12), common interaction partners (13) and mild phenotypes in single mutants
(14, 15), together suggest redundancy among the four CYCA2s in the Arabidop-
sis genome and obscure functional analysis of this gene family. To address their
function in plant cell cycle regulation and development, we aimed to overcome
redundancy through mutants in which several cyca2 genes were knocked-out.
2.2.1 CYCA2s regulate G2/M transition in the root
As CYCA2 expression is strongly associated with proliferative tissues, such as root
meristems (Supplemental Figure 2.1), we probed the impact of their loss-of-function
on root growth. Consistent with redundancy, we did not find strong phenotypes in
single and double mutants (data not shown). Only when 3 out of 4 CYCA2s were
mutated, growth defects could be detected easily. Triple mutants had shorter roots
and were impaired in their capacity to form lateral roots (Supplemental Figure 2.2).
To address if these growth defects were due to a defect in proliferation, we ana-
lyzed root meristems. Primary root meristems were smaller and contained fewer
dividing cells than WT (Figure 2.1A, B). Similarly, developing lateral root primor-
dia of cyca2;234 were composed out of fewer cells compared to WT (Figure 2.1C),
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suggesting that a defect in proliferative capacity is causal to the observed growth
defects.
To determine at which cell cycle stage CYCA2s act, we compared cell cycle pro-
gression during synchronized lateral root initiation in WT versus cyca2;234 triple
mutants (Figure 2.1D). In WT, expression of auxin signaling genes and G1-to-S reg-
ulatory genes precedes expression of G2-to-M regulatory genes (16, 17, 18). In con-
trast, mitotic regulators, such as B-type cyclins, were not induced within the same
time-course in cyca2;234 mutants, whereas expression of auxin signaling genes and
G1-to-S regulators was not affected. The delay in activation of mitotic regulators
shows that plant CYCA2s function early in the G2/M transition, as was predicted
based on sequence homology (5) and expression in synchronized cell suspensions
(11).
Figure 2.1: cyca2 triple mutants have defects in cell cycle progression. (A) Pro-
pidium iodine stained root meristems of WT, cyca2;124, cyca2;134 and cyca2;234
10 days after germination. Arrowheads indicate end of the meristem, defined as
the position where cells start elongating. (B) Immunolocalization of the mitosis-
specific syntaxin KNOLLE, labeling actively dividing cells in roots of 7 day old WT,
cyca2;124, cyca2;134 and cyca2;234. (C) Stage II and stage V lateral root primor-
dia of WT and cyca2;234 cleared with chloral hydrate. Lateral root primordia of
cyca2;234 are composed of fewer cells than WT. Arrowheads indicate periclinal cell
walls. Stages as defined by Malamy and Benfey (19). (D) Transcriptional responses
of auxin signaling genes, G1/S and G2/M regulators in WT and cyca2;234 root seg-
ments during auxin-induced lateral root initiation. 0h, 2h and 6h correspond to
time of auxin treatment (10 µM) after being germinated in presence of the auxin
transport inhibitor NPA (10 µM). Range indicator from blue to yellow represent
expression levels on a log2 scale relative to NPA germinated WT (0h).
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2.2.2 CYCA2s drive proliferation in leaves, while repressing endo-
reduplication
To obtain the characteristic final size and shape, morphogenesis of the leaf depends
on a tight coordination between cell proliferation, cell cycle exit and differentia-
tion. Early leaf development displays high cell division activity that is followed by
a gradual tip-to-base deceleration of proliferation and the start of differentiation-
associated endoreduplication and cell expansion (20, 21). We found dramatic in-
creases in ploidy levels and cell sizes in the mature first true leaves of cyca2 triple
mutants (Figure 2.2A, B). We analyzed cyca2;234 leaf development in greater detail,
to address the mechanism of the enhanced ploidy levels and cell sizes. Kinematic
analysis of leaf growth showed a slow-down of cell division rate in cyca2;234 leaves
(Figure 2.2C). Moreover, as soon as the first leaf pair became macroscopically appar-
ent (after 8 days of growth, Stage 1.02, 22), DNA content was already dramatically
higher than the WT (Figure 2.2D; 2C, 4C and 8C). Moreover, ploidy levels con-
tinued to rise in cyca2;234 (after 14 days of growth), while endoreduplication had
already stopped in WT (Figure 2.2D; 16C and 32C). Thus, enhanced ploidy levels
in cyca2;234 are the combined result of an early onset and extended duration of
endoreduplication. Collectively, our phenotypic and molecular analyses in roots
and shoots of cyca2 triple mutants demonstrate that plant CYCA2s are fundamental
elements of the cell cycle, exerting their function in early G2-to-M transition, just
like their animal counterparts.
2.2.3 Tissue-specific CYCA2 expression contributes to vascular pro-
liferation near hydathodes
In addition to their expression in meristems, the expression pattern of CYCA2;1
and CYCA2;4 remarkably mimicked the reticulate venation pattern in the leaf
(Figure 2.3A). The promoter activities of these two genes in the leaf further over-
lapped with one of the earliest hallmarks of the vascular progenitor cell state (prep-
rocambial, Figure 2.3B), namely the promoter activity of the homeodomain-leucine
zipper (HD-Zip) III gene ATHB8 (23, 24). These tissue-specific expression patterns
are suggestive for a specific function in leaf vascular development. Indeed, the
number of vascular hypertrophy zones was reduced in cyca2;234 leaves compared
to the WT (Figure 2.3C). However, this was associated with a change in leaf shape in
cyca2;234, as fewer serration tips were formed in these mutants (Figure 2.3D). Intro-
gression of a mutation in the vascular-specific CYCA2;1 into a cyca2;234 background
reduced vascular cell proliferation even more without further affecting the number
of serration tips (Figure 2.3C, D), which supports that vascular proliferation defects
in cyca2 mutants are not secondary consequences of leaf growth defects but rather
due to tissue-specific modulation of CYCA2 levels.
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Figure 2.2: Leaf development shows enhanced endoreduplication and slowed
down cell cycle progression in cyca2 triple mutants. (A) Distribution of nuclear
ploidy in mature primary leaves of WT, cyca2;124, cyca2;134 and cyca2;234. Triple
mutants cyca2;134 and cyca2;234 show highest ploidy levels (B) Pavement cell size
in mature primary leaves of WT, cyca2;124, cyca2;134 and cyca2;234. Yellow overlays
highlight representative cells. (C) Kinematic analysis reveals a slow-down in cell
division rates in developing primary leaves of cyca2;234 compared to WT. (D) Evo-
lution of ploidy levels during the development of WT and cyca2;234 primary leaves.
In early stages, WT has predominantly 2C nuclei and a low 4C fraction. Later, the
2C fraction drops rapidly, while higher ploidy fractions increase until ± 16 days
after stratification. In cyca2;234, the 2C fraction is already low at the earliest stage
analyzed, while the 4C fraction is already high and even a small fraction 8C nuclei
can be detected. At later stages higher ploidy fractions continue to increase, and do
not saturate within the time-frame of our analysis. Data are represented as mean ±
SEM.
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Figure 2.3: Tissue-specific expression of CYCA2s is required for vascu-
lar cell proliferation. (A) Expression pattern of pCYCA2;1::HTA6:eYFP
and pCYCA2;4::HTA6:eYFP in 4 days after germination (DAG) leaves resem-
ble that of pATHB8::HTA6:eYFP, which is an early hallmark of vascular devel-
opment. (B) Co-expression of pATHB8::HTA6:eYFP, pCYCA2;1::HTA6:eYFP and
pCYCA2;4::HTA6:eYFP with pATHB8::eCFP:NLS in 4 DAG leaves. Note: CYCA2;4
expression is initiated slightly earlier than ATHB8 and in wider expression domains
that over time narrow to single cell files. In contrast, CYCA2;1 expression is initi-
ated slightly later than ATHB8, but its expression is always confined to single cell
files. Images color-coded with a dual-channel look-up table (LUT) from cyan to
magenta through green, yellow and red (25). Preponderance of cyan signal over co-
localized magenta signal is encoded in green, opposite in red, and co-localized cyan
and magenta signals of equal intensity in yellow. (C) Overview of cleared mature
primary WT leaf and a detail of a hydathode (H) that shows vascular hypertrophy
(RVH) and a serration tip (ST). (D) Frequency of regions of vascular hypertrophy
(RVH) in mature primary leaves. RVH frequency gradually reduces between WT,
cyca2;234 and cyca2;1234. (E) Frequency of serration tips (ST) per mature primary
leaves. ST frequency shows a reduction of ST number between WT and cyca2;234
and cyca2;1234, but not between cyca2;234 and cyca2;1234.
2.2.4 Guard mother cell division requires CYCA2 activity
Besides vascular-specific expression of CYCA2;1 and CYCA2;4, we found that
CYCA2;2 and CYCA2;3 expression patterns showed remarkable association to the
stomatal lineage (Figure 2.4A). These expression patterns suggest a role for these
CYCA2s in modulating cell divisions in the stomatal lineage.
Stomatal development requires a sequence of asymmetric cell divisions, and fi-
nally a single, symmetric division of the guard mother cell (GMC) to give rise to a
pair of guard cells that form the stomate (26). Inspection of the cyca2 triple mutant
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Figure 2.4: Stomatal expression of CYCA2s is required for guard mother cell di-
vision. (A) Stomatal expression of pCYCA2;2::GUS:GFP and pCYCA2;3::GUS:GFP
(B) Stomatal phenotypes (left) of WT and representative triple mutant. Graph:
quantification of stomatal phenotypes. The cyca2;234 triple mutant displays the
highest frequency of single guard cells (SGC). Blue = normal stoma. Yellow = SGC.
Triple mutants shown: cyca2;124, cyca2;134 and cyca2;234. (C) Anatomical section
through a WT stomatal complex and a cyca2;234 SGC showing correct placement
of abnormal SGC (asterisk) over a hypostomatal space (HS). (D-E) Expression of
mature guard cell identity markers, (D) ET1728:GFP and (E) pKAT1::GUS in WT
and cyca2;234 (asterisks indicate SGCs).
leaf epidermis revealed unpaired oval cells displaying cell wall thickenings and
plastid accumulations reminiscent of guard cells (Figure 2.4B). Similar to normal
stomatal guard cells, these cells were positioned above large intercellular spaces in
the subjacent mesophyll (Figure 2.4C). They also expressed mature guard cell iden-
tity markers, pKAT1::GUS (27) and ET1728 (Figure 2.4D, 28), indicating that they
correspond to aberrant, single guard cells (SGCs) at positions where a stoma would
be expected. These SGCs have twice the nuclear-DNA content (4C) of normal guard
cells (2C) (Supplemental figure 2.3), implying that a round of DNA replication oc-
curred without cell division. Yet, the aberrant cells attained a guard cell identity
and formed single guard cells instead of a pair of guard cells. Consistent with spe-
cific expression patterns of CYCA2;2 and CYCA2;3, frequencies of SGCs in mutants
correlated with the respective mutations (Supplemental Table 2.2). Thus, tissue-
specific CYCA2 expression is required to couple cell division to differentiation in
dividing guard mother cells.
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2.2.5 CYCA2s and CDKB1s act redundantly during guard mother
cell division
SGCs were earlier reported in transgenic plants harboring the CDKB1;1-N161 dom-
inant negative construct (29) and cdkb1;1 cdkb1;2 double mutants (2). Moreover,
CDKB1;1 has been shown to form a functional complex with CYCA2;3 (30) and
CDKB1;1 is also expressed in the stomatal lineage (29), suggesting that CYCA2s
and CDKB1s form functional complexes during guard mother cell division. There-
fore, we generated a cyca2;234 cdkb1;1/1;2 quintuple mutant which showed an even
higher frequency of SGCs (Figure 2.5). Thus, all five genes act redundantly to pro-
mote symmetric division and stomatal morphogenesis.
50 µm
Figure 2.5: CYCA2;2, CYCA2;3, CYCA2;4 and CDKB1;1 and CDKB1;2 genes act
redundantly in promoting guard mother cell symmetric division. About 94% of
stomata are undivided in the cyca2;234 triple loss-of-function mutant while 98-99%
of stomata are undivided in the quintuple cdkb1;1 cdkb1;2 cyca2;234 mutant. Cell
walls in 4-day-old developing cotyledons were visualized using propidium iodide
and laser scanning confocal microscopy. Asterisks indicate abnormal single guard
cells.
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2.2.6 FLP/MYB88 regulates timely repression of CYCA2;3 during
terminal differentiation of guard cells
These tissue-specific requirements for CYCA2 expression in vascular tissues and
stomatal lineage, demonstrate that multiple CYCA2s allow a more subtle regula-
tion of the plant cell cycle across its tissues and outside the meristems. Further-
more, the expression of CYCA2s is not only subject to spatial control in the stomatal
cell lineage, it is also restricted in time. Together with CDKB1;1, stomatal CYCA2;2
and CYCA2;3 expression was induced in late guard mother cells (GMCs) and re-
mained high in young guard cells, while their expression was strongly reduced
in mature stomata (Figure 6A), suggesting their expression might be actively re-
pressed. Potential candidate CYCA2 repressors, transcription factors FOUR LIPS
(FLP/MYB124), its closest ortholog MYB88 (31) and basic helix-loop-helix transcrip-
tion factor FAMA (32), are expressed at comparable stages of stomatal development
as CYCA2;2, and CYCA2;3 (Figure 2.6A). Moreover, loss-of-function mutations in
FOUR LIPS (FLP/MYB124) and MYB88, induce clusters of four or more guard cells
in direct contact (31), whereas mutants in FAMA have similar clusters of cells that
never acquire guard cell identity (32). To address the functional requirement of
CYCA2 expression for guard cell hyperproliferation in these mutants, we generated
cyca2;234 fama quadruple and cyca2;234 flp myb88 quintuple mutants. The cyca2;234
fama plants did not show any SGCs but did form cell clusters that lack guard cell
fate, although the clusters had fewer cells than fama single mutants (Supplemen-
tal Figure 2.4). By contrast, the formation of stomatal clusters in a cyca2;234 flp-7
myb88 background was completely suppressed (Figure 2.6B) demonstrating that
CYCA2 gene products are required for the flp-7 myb88 stomatal phenotype. As FLP
and MYB88 are transcription factors, we analyzed CYCA2 expression in a flp myb88
background. Ten days after sowing, cotyledons of flp-7 myb88 seedlings showed
5-fold higher CYCA2;3 expression than the WT (Figure 2.6C). Moreover, in flp-1
myb88 stomata, CYCA2;3 promoter activity remained high after the GMC divided
(Figure 2.6D) suggesting FLP and MYB88 are repressors of CYCA2;3 promoter ac-
tivity. To test if this was a direct effect, we performed ChIP-PCR using polyclonal
antibodies raised against FLP and MYB88 (33). In WT, CYCA2;3 promoter chro-
matin fragments were enriched after ChIP, while these were lost in flp-1 myb88 mu-
tants (Figure 2.6E), demonstrating a specific, direct interaction of FLP and MYB88
with CYCA2;3 chromatin. Thus FLP and MYB88 restrict CYCA2;3 transcription after
GMC division through direct interaction with its promoter.
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2.3 Discussion
In the first rough sketch of the plant cell cycle, A-type cyclins were assumed to func-
tion in S-phase and G2-to-M transition. This was in part justified by their expression
pattern in synchronized suspension cells (11, 34, 35), the rescue of growth of yeast
cyclin mutants (36) and their ability to induce maturation of Xenopus oocytes (37).
Also in plants they were able to drive cells into mitosis upon ectopic overexpression
(14).
Loss-of-function had previously revealed that single mutants in cyca2;1 and
cyca2;3 had increased levels of endoreduplication (14, 15), suggesting they are neg-
ative regulators of endoreduplication, presumably by stimulating G2-to-M transi-
tion. Consistent with these data, we found that cyca2 triple mutants had enhanced
endoreduplication levels. Moreover, we found that cell proliferation rates in devel-
oping leaves were reduced in these mutants. All these data only indirectly implicate
CYCA2s in G2-to-M regulation.
More conclusive evidence came from analysis of stomatal development in triple
cyca2 mutants. Normally, a guard mother cell divides symmetrically to give rise to
two guard cells that make up the stomatal pore. After this division, the daughter
cells exit mitosis and acquire guard cell identity. In cyca2 triple mutants, single
guard cells occur frequently. Interestingly, these cells with guard cell identity have
4C nuclei, which is the double of normal guard cells. Therefore, these aberrant cells
are presumably the product of an undivided guard mother cell that had completed
S-phase but failed to undergo mitosis.
To address the role of CYCA2s in G2-to-M transition in greater detail, we used in
planta cell cycle synchronization to compare cell cycle progression between WT and
mutant. While G1-to-S regulatory genes were not affected, B-type cyclin expression
was delayed in these mutants. These data imply that plant CYCA2s act upstream
of B-type cyclins during G2-to-M transition.
Proliferation and differentiation are mostly mutually exclusive processes. Some
cells exit the cell cycle after mitosis and remain in G1-phase, while other differ-
entiating cells undergo several rounds of a modified cell cycle in which G2-to-M
transition is omitted and only DNA synthesis occurs (endoreduplication). In ani-
mals, some developmental programs coordinate cell cycle exit during differentiation
through transcription factor activity (reviewed by Myster and Duronio (38), Buttitta
and Edgar (39)). One strategy is to induce CDK inhibitory proteins, while another
is to repress cell cycle activating proteins. Interestingly, transcription of A-type cy-
clins is often actively repressed during differentiation processes (40, 41, 42, 43, 44).
In plants, it is not known how developmental signals can modulate the switch be-
tween a full cell cycle to the endocycle or cell cycle exit during differentiation. Here,
we found that FLP/MYB88 repress CYCA2;3 expression during cell cycle exit in
differentiating guard cells. This mechanism resembles the PROSPERO-dependent
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mechanism in Drosophila that links neuronal lineage development with the tran-
scriptional regulation of cell cycle regulatory genes (40).
Mutants in cyca2 function have higher ploidy levels (14, 15, our data), while over-
expression strongly suppresses endoreduplication (14, 30), suggesting that CYCA2s
are prime negative determinants of endoreduplication in leaves. Early stages of leaf
development are highly proliferative in nature, while later stages switch gradually
to differentiation-associated endoreduplication and cell expansion (20, 21). Interest-
ingly, CYCA2;3 expression is rapidly repressed during the switch from proliferation
to endoreduplication in differentiating leaves (14). However, it remains to be seen
if this effect is directly mediated by differentiation-induced transcription factors.
Stomatal development ends by a single symmetric division of a guard mother
cell, whose daughter cells undergo terminal differentiation into individual guard
Figure 2.6 (on the next page): FLP/MYB124 and MYB88 are direct repressors of
CYCA2;3 expression during guard mother cell division. (A) Expression analysis
of transcriptional promoter:reporters (except for pTMM:TMM:GFP translational fu-
sion). The expression patterns of the three transcription factors (FLP, MYB88 and
FAMA) are similar i.e. present in late GMCs, symmetric divisions and young guard
cells. TOO MANY MOUTHS (TMM) is an early marker. CYCA2;2, CYCA2;3 and
CDKB1;1 are roughly expressed during the same phases as the transcription fac-
tors. pCYCA2;2::GUS:GFP, pCYCA2;3::GUS:GFP, pCDKB1;1::GFP, pFLP::GUS:GFP,
pMYB88::GUS:GFP, pFAMA::GFP and pTMM::TMM:GFP during stomatal devel-
opment and especially during guard mother cell division. A meristemoid (M)
develops into a guard mother cell (GMC). Late GMCs have thickened cell walls
which are usually bisected by the symmetric division (SD) that produces two young
guard cells (GC). The latter undergo further morphogenesis including stomatal
pore formation. (B) Frequency of different stomatal phenotypes in WT, flp-7 myb88,
cyca2;234 and cyca2;234 flp-7 myb88. In WT, all stomata are normal (type I), while
in flp-7 myb88 and in cyca2;234 the majority are stomatal clusters (type II) and sin-
gle guard cells (type III), respectively. In cyca2;234 flp-7 myb88 quintuple mutant,
type II are not formed and most of guard cells are type III. Note that this mutant
combination also displays a ‘fusion’ phenotype in type IVa-c. (C) Relative expres-
sion levels of CYCA2;1, CYCA2;2, CYCA2;3, CYCA2;4 in cotyledons of WT and flp-7
myb88 10 days after germination as determined by qPCR. CYCA2;3 was expressed
in flp-7 myb88 to markedly higher levels than WT. WT levels were used as reference.
Data are represented as mean ± SEM. (D) Expression of CYCA2;3::GUS-GFP in
WT and flp-1 myb88. While expression of pCYCA2;3::GUS:GFP is absent from ma-
ture guard cells in WT, it is strongly expressed in flp-1 myb88 stomatal clusters. (E)
ChIP-PCR on 4 fragments upstream (-1.4 kb) of the translational start of CYCA2;3
(P1-P4). For each fragment an input control, a negative control (IgG) and specific
polyclonal against FLP/MYB88 was loaded. Comparisons between WT and flp-1
myb88 ChIP-PCR data demonstrate antibody-specificity. Strongest, specific binding
was observed for P2.
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cells (reviewed by Bergmann and Sack (26)). Mutants in stomatal transcription fac-
tors FLP and MYB88 do not stop dividing after the guard mother cell has divided,
even though guard cell identity markers are expressed (31). We found that down-
regulation of CYCA2;3 after the first guard mother cell division did not occur in
flp myb88. Direct interaction with CYCA2;3 promoter chromatin corroborates that
FLP and MYB88 are direct repressors of CYCA2;3 expression in guard cells. Sim-
ilarly, expression of an interacting CDK (30), CDKB1;1 is also a directly repressed
by FLP and MYB88 (33). These data are consistent with a model in which FLP and
MYB88 enforce cell cycle exit during terminal differentiation of guard cells by direct
repression of CYCA2/CDKB1;1 kinase complexes.
In summary, we found evidence that transcriptional repression of CYCA2s is
part of the mechanism that coordinates the switch between proliferation and differ-
entiation.
2.4 Experimental procedures
2.4.1 Plant material and growth conditions
We used Arabidopsis thaliana seedling of the ecotype Col-0 and Ler and mutants for
the various A2-type cyclins from publicly available collections (SALK (45), GABI-
KAT (46) and EXOn Trapping Insert Consortium (EXOTIC, www.jic.bbsrc.ac.uk)),
and stomatal lineage mutant alleles flp-1 myb88, flp-7 myb88 (31) and fama-1
(32). The cyclin mutant alleles used are cyca2;1-1 (SALK_121077), cyca2;1-2
(SALK_123348), cyca2;2-1 (GABI_120D03), cyca2;3-1 (SALK_092515), cyca2;3-2
(SALK_086463), cyca2;3-3 (SALK_043246), cyca2;4-1 (SALK_070301) and cyca2;4-2
(GAT_5.10009). Promoter::reporter lines for FLP (31), CDKB1;1 (33) and CYCA2;1
(47) have been reported previously. For detection of T-DNA inserts we used primers
specific to the left border of the T-DNAs used for mutagenesis (LBC1, LB_GABI and
LB_EXOTIC) in combination with gene-specific primers (Supplemental table 2.2).
The alleles cyca2;1-1, cyca2;2-1, cyca2;3-1 and cyca2;4-1 are representative knock-out
alleles and have been used for generating triple mutants. After surface sterilization,
seeds were sown on 0.5x Murashige and Skoog (MS, 48) medium supplemented
with 1% sucrose and 0.8% agar. After stratification, plates were moved to cooled
benches in a growth chamber (temperature: 22 °C; irradiation: 65 µE·m-2·sec-1 pho-
tosynthetically active radiation; photoperiod: 16 hr light/8 hr dark or continuous
light).
2.4.2 Immunofluorescence localization
One week old seedlings, grown on 0.5x MS medium under continuous illumination,
were fixed in paraformaldehyde (Merck, Darmstadt, Germany). Immunolocaliza-
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tion was performed as (49). The rabbit anti-KNOLLE antibody (1:2000) (50), and
the fluorochrome-conjugated secondary antibody anti-rabbit-Cy3 (1:600) (Dianova,
Hamburg, Germany) were used. Fluorescence detection was done with a confocal
laser-scanning microscope Zeiss 710 (Carl Zeiss, Zaventem, Belgium).
2.4.3 Cloning
Promoter::GUS:GFP fusions of MYB88, CYCA2;2, CYCA2;3 and CYCA2;4 were
generated through Gateway cloning of promoter fragments into pKGWFS7 (51).
PCR fragments of CYCA2;2, CYCA2;3 and CYCA2;4 promoters were described
previously (52). To generate the CYCA2;1 and CYCA2;4 transcriptional fusions
(pCYCA2;1::HTA6:EYFP and pCYCA2;4::HTA6:EYFP, respectively), 1808 bp up-
stream of the CYCA2;1 start codon and 1963 bp upstream of the CYCA2;4 start
codon were amplified from Arabidopsis thaliana ecotype Col-0 genomic DNA and
cloned into the Gateway-adapted pFYTAG binary vector, which contains a transla-
tional fusion between the coding region of histone 2A (HTA6, AT5G59870) and that
of the enhanced YFP (EYFP, 53).
2.4.4 Vascular expression analysis
The origin of the pATHB8::HTA6:EYFP and the pATHB8::ECFP:Nuc have been de-
scribed (54, 55). Seeds were sterilized and germinated, and seedlings and plants
were grown, transformed and selected as described (54, 55). The progeny of 8 in-
dependent transgenic lines of pCYCA2;1::HTA6:EYFP and pCYCA2;4::HTA6:EYFP
were inspected, to identify the most representative expression pattern. We define
‘days after germination’ (DAG) as days following exposure of imbibed seeds to
light. Dissected seedling organs were mounted and imaged as described (23, 54, 55).
Brightness and contrast were adjusted through linear stretching of the histogram in
ImageJ (National Institutes of Health, rsb.info.nih.gov/ij). Signal levels and co-
localization were visualized as described (55).
2.4.5 Quantitative PCR
RNA was extracted with the RNeasy kit (Qiagen, Venlo, The Netherlands). Poly(dT)
cDNA was prepared from 1 µg total RNA with the Superscript III Reverse Tran-
scriptase (Invitrogen, Carlsbad, CA, USA) and quantified on an iCycler apparatus
(BioRad, Hercules, CA, USA) with the Platinum SYBR Green qPCR Supermix-UDG
kit (Invitrogen, Merelbeke, Belgium). PCR was carried out in 96-well optical reac-
tion plates heated for 10 minutes to 50 °C to allow UNG activity, followed by 10
minutes of 95 °C to activate hot start Taq DNA polymerase and 40 cycles of denat-
uration for 20 seconds at 95 °C and annealing-extension for 20 seconds at 58 °C.
Target quantifications were performed with specific primer pairs designed using
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Beacon Designer 4.0 (Premier Biosoft International, Palo Alto, CA, USA). Expres-
sion levels were normalized to AT5G25760 (Q_PEX4) and AT4G16100 (Q_UNKN1),
which showed constitutive expression across samples. All qPCR experiments were
performed in triplicates and the data was processed using qBase (56).
Histochemical staining and anatomical analysis. The β-glucuronidase (GUS) as-
says were performed as described earlier (57). For microscopic analysis, chlorophyll
was removed by EtOH treatment and further cleared by mounting in 90% lactic acid
(Acros Organics, Brussels, Belgium). All samples were analyzed by differential in-
terference contrast microscopy.
For anatomical sections, samples were fixed overnight in 1% glutaraldehyde
(Agar Scientific Ltd, Stansted, Essex, UK) and 4% paraformaldehyde (Merck, Darm-
stadt, Germany) in 50 mM phosphate buffer (pH7.0). Samples were dehydrated and
embedded in Technovit 7100 resin (Heraeus Kulzer, Wehrheim, Germany) accord-
ing to the manufacturers protocol. Sections of 5 µm were cut with a microtome
(Minot 1212; Leitz, Wetzlar, Germany), dried on Vectabond coated object glasses
(Vector Laboratories, Burlingame, CA, USA), stained with Toluidine Blue for 8 min-
utes (Fluka Chemica, Buchs, Switzerland) and rinsed in tap water for 30 seconds.
After drying, the sections were mounted in DePex medium (British Drug House,
Poole, UK).
2.4.6 Flow cytometry
Primary leaves of 3-week old seedlings were chopped with a razor blade in 300 µl
of buffer (45 mM MgCl2, 30 mM sodium citrate, 20 mM 3-[N-morpholino]propane-
sulfonic acid, pH7.0, and 1% Triton X-100). To the supernatants, 1 µl of 4′,6-
diamidino-2-phenylindole (DAPI, Sigma, St. Louis, MO, USA) from a stock of 1
mg/ml was added, which was filtered over a 30 µm mesh. The nuclei were ana-
lyzed with a CyFlow©ML (Partec, Görlitz, Germany) flow cytometer.
2.4.7 Guard cell nuclear content measurement
Nuclei were stained fluorescently by fixing 3-week-old cotyledons in a mixture of
9:1 ethanol:acetic acid (v/v). After the samples had been rinsed, they were stained
for 24 h with 0.1 µg/ml of DAPI, mounted in Vectashield mounting medium (Vector
Laboratories, Burlingame, CA, USA) and observed under a 63x oil immersion ob-
jective on a Zeiss Axioskop equipped with an Axiocam CCD camera (Carl Zeiss,
Zaventem, Belgium). Images were obtained using the Axiovision software and
were analyzed in grayscale with the image analysis program ImageJ (version 1.28;
rsb.info.nih.gov/ij/). Relative fluorescence units were reported as integrated den-
sity, which is the product of the area and the average fluorescence of the selected
nucleus.
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2.4.8 Kinematic analysis of leaf development
Plants of the wild type and the cyca2 triple mutants were sown in quarter sections
of round 12 cm Petri dishes filled with 100 ml of 0.5 x MS medium (Duchefa, Haar-
lem, The Netherlands) and 0.6% plant tissue culture agar (Lab M Limited, Bury,
Lancaster, UK). At relevant time points after sowing plants or primary leaves (de-
pending on the size) of the respective genotypes were harvested. All healthy plants
were placed in methanol overnight to remove chlorophyll and subsequently they
were cleared and stored in lactic acid for microscopy.
For each time point five leaves were analyzed by drawing the abaxial epidermis
at two positions in the leaf, as described previously (58). The following parameters
were determined: total area of all cells in the drawing, total number of cells and
number of guard cells. From these data, we calculated the average cell area. We
estimated the total number of cells per leaf by dividing the leaf area by the average
cell area (averaged between the apical and basal positions). Finally, average cell di-
vision rates for the whole leaf were determined as the slope of the log2-transformed
number of cells per leaf, which was done using five-point differentiation formulas
(59).
2.4.9 FLP/MYB88 ChIP experiment
Polyclonal antibodies against the FLP/MYB88 proteins were generated by inoculat-
ing rabbits with Ni-NTA-affinity purified NHis6-MYB88. ChIP experiments were
performed essentially as before (33). In brief, ten-day old shoots of wild type, flp-1
myb88 (200 mg fresh weight for each) were cross-linked in 1% formaldehyde for 20
minutes by vacuum filtration and the cross-linking reaction was stopped by the ad-
dition of 0.1 M glycine (final concentration) for additional 5 minutes. Tissues were
ground to the fine powder using mortar and pestle in liquid nitrogen and then
suspended in 300 µl of lysis buffer (50 mM HEPES, pH7.5; 150 mM NaCl; 1 mM
EDTA, pH8.0; 1% Triton X-100; 0.1% sodium deoxycholate; 0.1% SDS; 1 mM phenyl-
methanesulphonylfluoride (PMSF); 10 mM sodium butyrate; 1x protein protease
inhibitor, Sigma, St. Louis, MO, USA) and sonicated to achieve an average DNA
size of 0.3 - 1 kb. The sonication conditions using the Bioruptor (Diagenode, Liège,
Belgium) were as follows: at high power; 30 seconds of sonication followed by 30
seconds of break; change ice every ten minutes; 30 minutes in total. After clearing,
using 30 µl salmon sperm DNA/protein-A agarose (Millipore, Brussels, Belgium)
at 40 °C for at least one hour, the supernatant fractions were incubated respectively
with 1 µl FLP/MYB88 rabbit polyclonal antibody or 1 µg rabbit IgG (Abcam, Cam-
bridge, UK) at 40 °C overnight. At the same time, 10% of the supernatant was saved
as the input fraction. The chromatin-antibody complex was incubated with salmon
sperm DNA/protein-A agarose (Millipore, Brussels, Belgium) at 40 °C for at least 3
hours, washed with lysis buffer, LNDET buffer (0.25 M LiCl; 1% NP40; 1% sodium
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deoxycholate and 1 mM EDTA, pH8.0) and TE buffer (10 mM Tris-HCl, pH7.5; 1
mM EDTA, pH8.0) twice respectively, and the complex was reverse cross-linked in
elution buffer (1% SDS; 0.1 M NaHCO3; 1 mg/ml proteinase K) overnight at 65 °C.
DNA was extracted using the PCR Cleaning Kit (Qiagen, Venlo, The Netherlands).
Used primer sequences are listed in Supplemental Table 2.2.
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2.5 Supplemental data
pCYCA2;1:GUS pCYCA2;2:GUS pCYCA2;3:GUS pCYCA2;4:GUS
pCYCA2;1:GUS pCYCA2;2:GUS pCYCA2;3:GUS pCYCA2;4:GUS
Supplemental Figure 2.1: relates to Figure 1 | Expression patterns of CYCA2s in the
root. Expression analysis of pCYCA2;1::GUS, pCYCA2;2::GUS:GFP, pCYCA2;3::GUS:GFP
and pCYCA2;4::GUS:GFP in shoots, developing lateral roots and root apical meristems.
Supplemental Figure 2.2: relates to Figure 1 | Root phenotypes of cyca2 triple mutants.
Primary root lengths and lateral root densities of 10 day old seedlings of WT, cyca2;124,
cyca2;134 and cyca2;234. Data are presented as mean ± SEM.
Supplemental Figure 2.3: relates to Figure 4 | Nuclear contents of guard cells. Nuclear
content of guard cells (GC) and single guard cells (SGC) in epidermal peels of WT and
cyc2;234, estimated by integrated intensity of DAPI fluorescence. SGC have double nuclear
contents than normal guard cells both in WT as in cyca2;234. Data are presented as mean ±
SEM.
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fama
fama
cyca2;234
Supplemental Figure 2.4: relates to Figure 6 | Genetic interaction between fama and
cyca2;234. Frequency distribution of number of cells per cluster in fama and fama cyca2;234
in mature cotyledons. The number of cells per cluster is dramatically reduced by cyc2;234
mutation, but does not give rise to cyca2;234 single guard cells. Note that these cells do not
have any stomatal identity since FAMA is required for a guard cell fate.
Supplemental Table 2.1: relates to Figure 4 | Analysis of stomatal phenotypes of various
mutant combinations.
Genotype Counts Normal SGC Normal (%) SGC (%)
Col-8 501 501 0 100 0
cyca2;1-1 (SALK_121077) 501 501 0 100 0
cyca2;1-2 (SALK_123348) 478 478 0 100 0
cyca2;2-1 (GABI_120D03) 965 965 0 100 0
cyca2;3-1 (SALK_092515) 845 830 15 98 2
cyca2;3-2 (SALK_086463) 960 939 21 98 2
cyca2;3-3 (SALK_043246) 988 975 13 99 1
cyca2;4-1 (SALK_070301) 805 805 0 100 0
cyca2;4-2 (GAT_5.10009) 824 824 0 100 0
cyca2;12 (cyca2;1-1cyca2;2-1) 546 546 0 100 0
cyca2;14 (cyca2;1-1cyca2;4-1) 464 464 0 100 0
cyca2;24 (cyca2;2-1cyca2;4-1) 474 474 0 100 0
cyca2;23 (cyca2;2-1cyca2;3-1) 831 699 132 84 16
cyca2;34 (cyca2;3-1cyca2;4-1) 1149 913 236 79 21
cyca2;3-2cyca2;4-2 1286 899 387 70 30
cyca2;3-3cyca2;4-2 964 681 283 71 29
cyca2;124 (cyca2;1-1cyca2;2-1cyca24-1) 529 529 0 100 0
cyca2;134 (cyca2;1-1cyca2;3-1cyca2;4-1) 744 457 287 61 39
cyca2;234 (cyca2;2-1cyca2;3-1cyca2;4-1) 734 42 692 6 94
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Summary
Growth and development of plants is driven by two processes: cell division and cell
expansion. Plants go through a strict developmental program in which the precise
regulation of proliferation and expansion is crucial. Additionally, environmental
cues need to be incorporated to adapt growth and development to changing con-
ditions. While the primary components of the core cell cycle machinery are well
established, our knowledge of the upstream regulators is still limited.
In this research project, we identified proliferation specific genes, based on
microarray data of both leaf and root. We specifically selected genes with unknown
function. For all genes, the proliferation specific expression pattern could be vali-
dated by qPCR. We focused on two small gene families in Arabidopsis.
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The first family consists of four plant-specific genes that code for proteins with
four transmembrane domains, hence named 4TM. We show that these genes are
mitotically expressed and localize to the forming cell plate, vesicles and the plasma
membrane. They co-localize with the syntaxin KNOLLE, which functions in vesicle
fusion. Upon downregulation of the 4TM genes through an artificial microRNA,
aberrant cell divisions occur and unfinished, wavy cell plates are formed. Therefore,
we hypothesize that this novel, proliferation specific gene family is involved in the
formation of the cell plate during cytokinesis.
Two genes with 3 High Mobility Group (HMG) boxes make up the second gene
family we studied. This is a subfamily of the HMGB family and the only HMG
genes in Arabidopsis that contain 3 HMG boxes that function in DNA binding. Or-
thologues of these genes are only found in plants. Also for this gene family, we
showed a mitosis specific expression but their function in proliferation remains elu-
sive.
Using microarray data as a starting point, we successfully identified unknown
proliferation specific genes. The initial functional analysis confirmed that these
genes are likely important for the regulation of specific processes during mitosis of
plant cells.
3.1 Identification of putative new cell cycle regulators
3.1.1 Selection of proliferative genes
To select proliferation specific genes, we analyzed genome-wide expression data
from samples of the three defined stages (proliferation, expansion and mature) dur-
ing leaf (1) and root development (2). To select for genes that are specifically ex-
pressed during proliferation and that decrease rapidly in subsequent phases, we
applied a number of criteria: (A) expression above the background in proliferating
tissue, (B) differential expression (FDR < 0.05), (C) maximum expression during
proliferation, (D) at least 1.5 fold change between the minimum and maximum ex-
pression, (E) the fold change between proliferation and expansion must be higher
than the fold change from expansion to mature. These criteria were applied to both
the leaf and root dataset and only genes that have a proliferation specific expression
pattern in both organs were selected. This analysis yielded a long-list of 391 genes
which were ranked according to fold change during leaf development. To verify the
specificity of the criteria we assessed the presence of known core cell cycle genes
in our selection (3). On the ATH1 microarray, the Affymetrix CDF identifies 22592
genes of which 55 are core cell cycle genes (0.24%). The list of genes we selected
contained 13 of these core cell cycle genes while at random only a single one was
expected (χ2 test p-value 4e-35). This confirms that we identified genes that are
specifically expressed during proliferation. Further selection for functional analysis
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was performed based upon the availability of T-DNA insertion lines and on prior
knowledge on the function of the gene, based on The Arabidopsis Information Re-
source (TAIR, www.arabidopsis.org), selecting for genes of unknown function (4, 5).
An initial selection of 10 genes was made (Table 3.1).
Table 3.1: Selected genes that are specifically expressed during proliferation and
have unknown function. The ‘Name’ was used internally, the name according to
TAIR is provided when applicable. The log2-expression at the three developmental
stages (proliferation (Prol), expansion (Exp) and mature (Mat)) in the leaf as well
as the linear fold change (FC) between minimum and maximum values are listed.
If the gene was selected in the initial selection of 10 genes, this is marked by an
asterisk in the Selection (S) column.
AGI Name TAIR Prol Exp Mat FC S
AT5G16250 4TM1 8.51 4.53 3.84 25.38 *
AT3G02640 4TM2 8.23 4.06 3.25 31.45 *
AT5G36710 4TM3a 7.76 4.20 3.73 16.37 *AT5G36800 4TM3b
AT4G11080 3xHMG-box1 5.90 3.30 3.55 6.03
AT4G23800 3xHMG-box2 7.53 2.91 2.75 27.43 *
AT5G23420 HMGB6 5.60 3.62 2.87 6.63
AT2G25060 ENODL14 8.62 4.85 4.06 23.64 *
AT4G31840 ENODL15 8.58 5.53 4.38 18.45 *
AT1G09450 HASP 4.81 3.02 2.86 3.87 *
AT2G32590 BAR 5.62 3.12 3.19 5.66 *
AT4G05520 ATEHD2 6.90 4.06 4.59 7.13 *
AT3G42660 WD40 5.85 5.00 4.12 3.33 *
Within the top-ranked genes, three homologous genes were present: AT5G16250,
AT3G02640 and AT5G36710. One additional homologue is present in Arabidopsis,
AT5G36800, which is identical to AT5G36710 and this gene was therefore added
to the selection. These genes have four transmembrane domains and are hence
referred to as 4TM1 (AT5G16250), 4TM2 (AT3G02640), 4TM3a (AT5G36710) and
4TM3b (AT5G36800).
Our initial selection contained a gene encoding for a High Mobility Group
(HMG) gene of the HMG-box (HMGB) subfamily. In the long-list of 391 prolif-
erative genes, two additional HMGB genes are present and these genes were there-
fore added to the selection. AT5G23420 contains one HMG-box and is known as
HMGB6. The other two genes, AT4G11080 and AT4G23800, contain three HMG-
boxes and we propose to name them 3xHMG-box1 and 2, respectively, conforming
with previously used terminology (6).
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The selection of proliferation specific genes also contained two EARLY
NODULIN-LIKE PROTEINs (ENODL14 and ENODL15). These plastocyanin-like
domain-containing proteins belong to a family with 22 members in Arabidopsis (7).
Both genes contain a glycosylphosphatidylinositol (GPI) anchor, indicating they are
associated with a membrane (8). HASP is a homolog of haploid germ cell specific nu-
clear protein kinase (haspin), a histone H3 kinase that acts upon Thr3 (9, 10, 11). BAR,
named after the Drosophila condensin I subunit BARREN/CAP-H protein which is
required for sister-chromatid segregation in mitosis. In Arabidopsis it localizes to
the cytoplasm during interphase and to chromosomes from prometaphase to cy-
tokinesis (12). ATEHD2 contains an Eps15 homology (EH) domain, known to be
involved in protein-protein interactions, a calcium binding and GTPase domain.
The last gene that was selected contains several WD40 or beta-transducin repeats,
40 amino acid motifs often terminated by a Trp-Asp (W-D) dipeptide. WD40-repeat
containing proteins belong to a large family found in all eukaryotes and function
e.g. in signal transduction, cell cycle control and apoptosis. The WD40-repeats are
important for protein-protein interactions and the assembly of protein complexes.
3.1.2 Validation of proliferation specific expression profile
The expression profile during leaf development of the selected genes (Table 3.1) was
verified with quantitative PCR (qPCR) in a leaf developmental series that included
7 rather than the three data points that were used for the microarray analysis, allow-
ing for a much better resolution. For this, Arabidopsis plants were grown in vitro and
the first leaf pair was harvested 8, 10, 12, 14, 16, 19 and 24 days after stratification.
This time series encompasses proliferation (day 8), the transition from proliferation
to expansion (day 10), expansion (day 14 and 16) and maturity (day 19 and 24). For
all genes analyzed, the proliferation specific expression pattern could be confirmed
(Figure 3.1).
All 4TM members showed a sharply declining expression profile with less than
10% of the expression level remaining after proliferation (Figure 3.1A). The cod-
ing sequence for 4TM3a and 4TM3b is identical, which prevents the development of
primers specific for either. Therefore, expression can only be assessed for both genes
together. However, these two genes are part of a mistakenly annotated tandem du-
plication and actually correspond to one single gene (see 3.2.4). For the two 3xHMG-
box genes the expression profile is rapidly declining (similar to the 4TMs), while
HMGB6 levels decrease more gradually (Figure 3.1B). A highly proliferation specific
pattern is also observed for ENODL14, ENODL15 and HASP (Figure 3.1C) while the
expression of BAR, ATEHD2 and WD40 decreases more gradually (Figure 3.1D). For
WD40 even a slight peak at transition from proliferation to expansion (day 10) can
be observed. All expression patterns confirm that our criteria allowed selecting for
highly proliferation specific genes.
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Figure 3.1: Expression profile during leaf development of selected proliferation
specific genes. (A) 4TM family (B) HMGB family (C) ENODL14, ENODL15 and
HASP (D) BAR, EHD2, WD40. Data are represented as mean relative expression for
two biological replicates ± SEM, rescaled to a maximum of 1.
3.1.3 Proliferative genes: description and final selection
The gene with the highest fold change that fulfilled all criteria was 4TM2, an un-
known protein-coding gene. A homology search using the basic local alignment
search tool (BLAST, 13), revealed that this protein has high similarity to three
other genes in Arabidopsis: 4TM1 (AT5G16250), 4TM3a (AT5G36710) and 4TM3b
(AT5G36800). 4TM1 and 4TM3a were also present in our selection and ranked third
and tenth according to fold change in all proliferative genes (391 in total). 4TM3b
is fully identical on the nucleotide level to 4TM3a and consequently it is impossi-
ble to make a distinction between both genes based on probe hybridization in the
microarray data. These two genes are part of a larger, 59.3 kb tandem duplication
on chromosome 5. Towards functionality, the only recognizable feature of this gene
family is the presence of four transmembrane domains, therefore the genes were
named 4TM genes.
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The tetraspanin family also contains four transmembrane domains and one of its
members, TORNADO2, is implicated in patterning during early leaf development
(14). A tetraspanin gene contains four transmembrane domains, a short first extra-
cellular loop and a longer second extracellular loop with a conserved CCG protein
motif (15). This second extracellular loop is not present in the 4TM family, therefore
this family is distinct from the tetraspanins.
Due to the extremely high fold change of this whole family in the proliferation
phase and their completely unknown function, we decided to study the function in
more detail. As a first step, we profiled the expression in a synchronized cell cul-
ture and developed and studied transcriptional and translational Green Fluorescent
Protein (GFP) fusions. The functional analysis was initiated using loss-of-function
and gain-of-function mutations of the genes (see Chapter 3.2).
Ranked second, based on fold change, was 3xHMG-box2 (AT4G23800). This gene
belongs to the High Mobility Group (HMG) family of transcription factors, more
specifically to the HMG-box (HMGB) family and contains three HMG-boxes (6).
The Arabidopsis genome encodes a second HMGB-protein with three HMG-boxes,
3xHMG-box1 (AT4G11080), which was also present in the long-list of proliferative
genes. In collaboration with Dr. Klaus Grasser we investigated the function of the
two 3xHMG-box genes. In this context, we performed expression analysis in a syn-
chronized cell culture, developed a transcriptional fusion with GFP and analyzed
the spatiotemporal expression. We specifically selected these two genes because, de-
spite the fact that they belong to the large HMGB gene family, they are distinct from
other members of this family due to the presence of 3 (instead of 1) HMG-boxes.
The remaining genes were not retained for further research due to the lack of a
functional knockout and/or obvious phenotypic differences compared to the wild
type. While also the genes we did select do not fully comply to these criteria,
their novel characteristics described above were key to their selection. I will briefly
discuss each of the genes we did not retain here.
In the long-list, a third HMGB gene, HMGB6 (AT5G23420), was also present.
For HMGB6 we analyzed three SALK lines (16): SALK_044697, SALK_044693 and
SALK_138632. In the first line we could not detect a T-DNA insertion in the genome
but in the others the insertion was validated and localized to the first (200 bp down-
stream of the start codon) and third intron (536 bp downstream of the start codon),
respectively. Using qPCR we established that homozygous plant of both these lines
do not express HMGB6 above the detection limit. However, no visible phenotypic
changes could be observed and therefore this gene was not studied further.
For the ENODL genes, four T-DNA insertion lines were analyzed: SALK_019896
and SALK_025894 for ENODL14 and SALK_036851 and SALK_093027 for EN-
ODL15. Based on PCR analysis, no T-DNA insert could be found in the proximity
of ENODL15 for SALK_036851. The insertion could be mapped to the 5′ UTR for
SALK_019896 and SALK_025894 (73 and 410 bp upstream of the start codon, respec-
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tively) and to just after the stop codon for SALK_093027. Among these lines, only
SALK_019896 had a decreased expression of ENODL14 but no statistically signifi-
cant phenotypic changes were observed for parameters such as leaf size, cell size
and endoreduplication at maturity. Therefore, these genes were not investigated
further.
In HASP only one SALK line was available and we could confirm that a T-DNA
is inserted in the second intron (282 bp downstream of ATG). The mRNA level was
however not decreased and it could be shown that the portion of the gene, con-
taining the kinase domain, downstream of the insertion is constitutively expressed
likely driven by the Npt promoter in the T-DNA insert (data not shown). Ad-
ditionally, two GABI-KAT lines were phenotypically analyzed (GABI_320A05 and
GABI_858F01), but also here no obvious phenotypic changes were observed and
therefore this gene was not investigated further. Recently, it has been shown that
the phosphorylation of histone H3 at Thr3 by Haspin is required for accumulation
of Aurora B at centromeres in human cell lines (17). Aurora B is a component of the
complex required for correct spindle-kinetochore attachment during chromosome
segregation and for cytokinesis (18, 19). This confirms that our selection procedure
has identified important cell cycle regulators.
From the three T-DNA insertion lines available for BAR (SALK_017766,
SALK_013559, SALK_072400), line SALK_013559 had a severe phenotype, remi-
niscent of the constitutive ethylene response in ctr1 mutants (20), while the others
had no visible phenotype. However, there was no correlation between the pheno-
type and the expression level of BAR, indicating that the phenotype is caused by an
independent mutation. Therefore, we did not retain this gene for further analysis.
For ATEHD2, none of the T-DNA insertion lines (SALK_046090, SALK_056796,
SALK_046090, SALK_096593) showed phenotypic alterations, hence no further re-
search was conducted. Recently, this gene has been implicated in endocytosis in
Arabidopsis and reorganization of actin (21, 22). A link with the cell cycle was not
addressed yet, but both processes are involved in cytokinesis (23, 24).
For WD40, we mapped the T-DNA insertion to an exon of this gene (966 bp
downstream from the start codon). This insertion resulted in a strong decrease of
the expression (40-fold). Mutant plants showed a highly variable leaf area between
different experiments (data not shown), probably due to susceptibility to environ-
mental factors. As this was the only mutant line available and such variability
complicates research, we decided to focus on other genes.
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3.2 Transmembrane proteins
3.2.1 4TMs are expressed in M-phase
With the validation of the microarray results by qPCR, we established that the se-
lected genes of the 4TM family are indeed specifically expressed during prolifera-
tion (see 3.1.2). In order to assess if the expression changes during the cell cycle,
we analyzed the transcript levels in an aphidicolin synchronized Arabidopsis cell
culture. Addition of aphidicolin causes a block in early S-phase and upon release
the majority of the cells goes through the cell cycle simultaneously (25). Collection
of cells every two hours allows for profiling of the expression of genes during the
different phases of the cell cycle (Figure 3.2). As controls Histon H4 and KNOLLE
(KN) were used as markers for G1/S-phase and M-phase, respectively (26, 27, 28).
The expression of all 4TM genes is very similar to that of KN, indicating a mitosis
specific expression, with a 50-fold increase from G2 to M.
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Figure 3.2: Mitosis specific expression of 4TM genes during the cell cycle. The
expression was profiled using an aphidicolin synchronized cell culture from release
from aphidicolin for 18h. Histone H4 (H4) and KNOLLE (KN) were used as markers
for G1/S and M, respectively. The timing of the phases of the cell cycle is indi-
cated below the graph. Data are represented as mean relative expression for two
biological replicates ± SEM, rescaled to a maximum of 1.
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3.2.2 4TMs are plant specific and conserved in all angiosperms
Using Position-Specific Iterated BLAST (PSI-BLAST) (29), we searched for homo-
logues of the 4TM proteins in other species. Remarkably, we only identified homo-
logues in other plants. For in-depth analysis of the homologues, we used PLAZA,
a comparative genomics resource that integrates structural and functional anno-
tation of 23 plants: 11 dicots, 5 monocots, 2 mosses and 5 algae (bioinformat-
ics.psb.ugent.be/plaza/, 30). In all angiosperms included in PLAZA, homologues
were found but not in evolutionary older plants. Both in dicotyledonous species and
monocots homologues were found, but the phylogenetic tree reveals that monocots
make up a separate clade most related to 4TM3a/b (Figure 3.3).
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Figure 3.3: Phylogenetic
tree of the homologous
gene family of 4TM. In-
cluded species: Malus do-
mestica (MD), Glycine max
(GM), Medicago truncatula
(MT), Arabidopsis thaliana
(AT), Populus trichocarpa
(PT), Manihot esculenta
(ME), Ricinus communis
(RC), Vitis vinifera (VV),
Carica papaya (CP), Oryza
sativa ssp. japonica (OS),
Oryza sativa ssp. indica
(OSINDICA), Sorghum
bicolor (SB), Zea mays (ZM),
Brachypodium distachyon
(BD) and Lotus japonicus
(LJ). Monocot species are
indicated in grey, the
selected genes of Arabidop-
sis in bold (based upon
PLAZA, bioinformat-
ics.psb.ugent.be/plaza/,
30).
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3.2.3 Four transmembrane domains is the only known feature for
the 4TM family
The 4TM genes are 552 (4TM1, 4TM3a/b) or 558 (4TM2) nucleotides in length and
do not contain introns. They encode for proteins containing 183 (4TM1, 4TM3a/b) or
185 (4TM2) amino acids. Protein sequence alignment using Clustal W (31) showed
that 4TM1 and 4TM2 are 79% identical while the identity with 4TM3a/b is 60% and
57%, respectively (Figure 3.4). As indicated previously, 4TM3a and 4TM3b are iden-
tical. As a starting point for the functional analysis we searched for known domains
in the protein sequences using InterProScan (32). This identified 4 transmembrane
domains in both 4TM1 and 4TM2. For 4TM1 a signal-peptide was recognized in the
first 63 amino acids, while 4TM3 contained a prokaryotic lipoprotein in the first 28
amino acids. Remarkably, 4TM3 did not yield transmembrane domains while the
sequence identity is highest in these specific regions (Figure 5). Using algorithms
specifically designed to predict transmembrane domains, four such domains were
found in all 4TM genes (TMHMM (33), HMMTOP (34), TMpred (35), TopPred (36)).
Based on the sequence characteristics, we conclude that all 4TM family members
contain 4 transmembrane domains and are therefore likely located in a membrane.
As the signal-peptide and lipoprotein could only be identified in one of the mem-
bers of the 4TM family, we believe this is an artifact of the prediction algorithms.
CLUSTAL 2.0.12 multiple sequence alignment
 
 
 
4TM3a       MGMS--------KSKGNTHNIFLLCNYILLGSASSCIFLTISLRLFPSLSGLSLIFLYTL 52 
4TM3b   MGMS--------KSKGNTHNIFLLCNYILLGSASSCIFLTISLRLFPSLSGLSLIFLYTL 52 
4TM2       MGLIPQPQESIQESHYYTHKLFLTANYVLLGASSSCIFLTLSLRLIPSLCGFFLILLHAT 60 
4TM1       MGFISSSS-PVEESHYHTHKIFLFSNYILLGAASSCIFLTLSLRLIPSICGFLLILLHAT 59 
                **:    :*:  **::** .**:***::*******:****:**:.*: **:*::  
 
4TM3a       TIATAVSGCSIFASSTSATASDRLYGSHMVATVLTAIFQGAVSVLIFTRTGDFLRFLKSY 112 
4TM3b       TIATAVSGCSIFASSTSATASDRLYGSHMVATVLTAIFQGAVSVLIFTRTGDFLRFLKSY 112 
4TM2       TIAAAVSGC-----AAASYGKNRWYAAHMIATVLTAIFQGSVSVLIFTNTSNFLESLNSY 115 
4TM1       TIAAAVSGC-----AAASCGRNRWYAAHMVATVLTAIFQGSVSVLIFTNTSKFLGSLKSY 114 
                ***:*****     :::: . :* *.:**:**********:*******.*..**  *:** 
 
4TM3a       VREEDGEVILKLSGGLCVLMFCLEWIVLVLAFLLKYSDYLDE---SVVDDDDFKVRRQEE 169 
4TM3b       VREEDGEVILKLSGGLCVLMFCLEWIVLVLAFLLKYSDYLDE---SVVDDDDFKVRRQEE 169 
4TM2       VREKEASMILKLAGGLCVVIFCLEWIVLVLAFFLKYYAYVDGDNNGVAMKRTGKVQ-SEE 174 
4TM1       VREEDAAVILKLGGGLCIVIFCLDWIVLVCAFFLKYYAYVDG-GDGVAMKRTGKVQ-SEE 172 
                ***::. :****.****:::***:***** **:***  *:*    .*. .   **: .** 
 
4TM3a       DLKDWPSYPFQLKI 183 
4TM3b       DLKDWPSYPFQLKI 183 
4TM2       TLKNSP-WAFQV-- 185 
4TM1       NPKDWP-WPFQV-- 183 
                  *: * :.**:
Figure 3.4: Sequence alignment of 4TM family genes. The amino acid residues
that are identical in all 4 sequences are indicated with an asterisk, a colon and dot
denote conserved and semi-conserved residues, respectively. The grey bars indicate
the transmembrane domains as predicted by TMHMM.
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3.2.4 4TM3a and 4TM3b are erroneously annotated as part of a tan-
dem duplication
Two of the members of this gene family, 4TM3a and 4TM3b, are identical in se-
quence. The genes are located in a 59.3 kb tandem duplication, which was already
observed with the first publication of the sequence of chromosome 5 (37). The two
copies of the tandem duplication differ by one base, an insertion of a G at posi-
tion 15403 of the second copy. While a nearly identical duplication is possible, it is
highly unlikely. Therefore, we investigated this region in more detail.
First, we verified the alignment of the bacterial artificial chromosome (BAC)
clones that were used to assemble this region. According to the data available on
TAIR, three BAC clones were used: F24C7, MPK17 and F5H8. These are schemati-
cally represented in Figure 3.5A, the symbols represent 100 bp at the termini. Next,
we matched the sequences of the ends on all BACs (Figure 3.5B). This shows that
the end of F24C7 is also present internally in this BAC clone, as well as in MPK17.
We verified that the sequence delineated by the same symbols (e.g. open circle and
filled square) is identical in all instances. The only exception to this is the inser-
tion of G, marked by the ‘x’. The two 4TM genes are located between the open
triangle and filled circle. In Figure 3.5C the alignment that was made in the Ara-
bidopsis genome is shown. An alternative alignment is constructed in Figure 3.5D
which does not contain the duplication. This assumes that the BAC clone F24C7
is a chimera. This does however not provide evidence for the absence of the du-
plication. The only available BAC clone that encompasses the junction of the two
tandem duplications is F24C7, identification of this junction in other, not publicly
available, BAC clones could confirm the presence of the duplication.
As an alternative approach, we tried to amplify the region of the junction of
the duplication (Figure 3.5E). Only the combination of primers 1-2 and 5-6 yielded
a PCR product (data not shown, list of primers in Supplemental table 3.1). These
fragments are located just before and after the junction, while all other combina-
tions contain the junction. While the absence of PCR product does not prove the
absence of the duplication, it is consistent with the alternative assembly suggested
in Figure 3.5D.
Previously, genome deletions in the grandifolia-D mutants were mapped using
tiling arrays on genomic DNA (38). We revisited the transcriptome data obtained
for the WT (Figure 3.5F) which shows a clear decrease in the signal at chromosome 5
at the position of the duplication (dark grey boxes). If the duplication is an assem-
bly artifact as suggested in Figure 3.5D, the corresponding DNA signal from this
specific region is spread over the two copies of the probes on the array because they
are based on the official assembly (Figure 3.5C). As a consequence this would yield
a 50% lower signal in this region. At this position in the chromosome, a decreased
signal is indeed observed (Figure 3.5F). The low signal just before the duplication
can be explained by the presence of a heterochromatic knob (37).
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Finally, we analyzed T-DNA insertion lines (see further) in 4TM3a/b. Because
both genes are identical, it cannot be determined in which of the two genes the
T-DNA is inserted. For SALK line SALK_101711, we could determine the insert site
at 275 bp downstream of the stop codon. In the segregating population, wild type
plants as well as mutants with a heterozygous and homozygous insertion could be
identified by PCR on genomic DNA. This confirms that the insertion is at a locus
for which there is no duplicate. If the duplication would be present, ‘homozygous
mutants’ would not exist as this would require the insertion of the T-DNA in the
exact same place in both copies of the duplication. However, the identification of
homozygous mutants is based on the absence of PCR product for the WT region
(16). Although the genotyping was confirmed in an independent experiment, it
cannot be excluded that, for unknown reasons, this PCR reaction failed repeatedly.
With the data that is publicly available we cannot exclude the presence of the dupli-
cation in the genome, there are however several lines of evidence that suggest this
duplication is an artifact of the BAC alignment. As we can anyhow not distinguish
between 4TM3a and 4TM3b, we will assume that there are only 3 4TM genes and
use ‘4TM3’ instead of 4TM3a/b.
3.2.5 4TM localizes to proliferative tissue
To validate the expression of the 4TM genes, transcriptional fusions with green
fluorescent protein (GFP) and β-glucuronidase (GUS) were made. To en-
hance the fluorescent signal, a nuclear localization signal (NLS) was added
(p4TM::NLS:GFP:GUS). The promoter sequences were obtained from the SAP Ara-
bidopsis Promoterome Database (39). For 4TM1 and 4TM2, 391 and 649 bp upstream
of the start codon were identified as the promoter and successfully cloned using
Gateway constructs (40). For 4TM3a and 4TM3b the predicted promoter was much
longer: 3618 and 1997 bp, respectively. Why a different length was identified for
Figure 3.5 (on the next page): Evidence for the absence of the 59.3 kb tandem
duplication on chromosome 5. (A) Bacterial artificial chromosome (BAC) clones
used as annotation units for this region. The symbols represent 100 bp at the termini
of the BAC clones (the illustrations are not to scale). (B) Localization of the termini
of the BAC clones in the entire sequence of all BAC clones. The sequence in between
the same two symbols is always also identical, with the exception of the insertion
of a single G marked by the ‘x’. (C) The alignment of the BAC clones in the genome
of Arabidopsis, the dashed line indicates the location of the duplication. (D) An
alternative alignment without the duplication assuming that BAC clone F24C7 is a
chimera. (E) Illustration of the PCR reactions that were performed to try to amplify
the junction of the tandem duplication. (F) Tiling array data for genomic DNA of
chromosome 5, the dark grey boxes indicate the location of the duplication.
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these two genes is unclear. However, for both sequences the promoter could not be
amplified and therefore their cloning was abandoned and we continued with the
promoters of 4TM1 and 4TM2. For both construct, three independent transformants
carrying a single locus insertion in homozygous state were analyzed. All analyzed
plants had GFP expression specifically in proliferating tissue such as the root tip,
lateral root primordia and young developing leaves (Figure 3.6A-C). Later in leaf
development, expression is limited to the guard cells and small cells of the stom-
atal lineage (Figure 3.6D). This demonstrates that the promoter sequences that were
used are indeed conferring proliferation specificity to the 4TM genes. The transcrip-
tional fusions had high fluorescence levels, suggesting very high expression levels
during mitosis. Moreover, analysis of GUS staining was not possible due to nearly
instantaneous over-staining of the tissue (within seconds).
A B
C D
Figure 3.6: Transcriptional fusion of 4TM with nuclear localized GFP and GUS:
p4TM1::NLS:GFP:GUS (B, C), p4TM2::NLS:GFP:GUS (A, D). (A) Fluorescent signal
is observed in the root tip, (B) lateral root primordium, (C) leaf primordium (leaf 1
and 2, 5 days after stratification) and (D) guard cells of older leaves (leaf 1 and 2, 12
days after stratification).
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3.2.6 4TM localizes to the newly forming cell wall after mitosis
Next, we wanted to assess where the 4TM proteins localize subcellularly. Trans-
lational fusions of the coding sequence of 4TM1 and 4TM2 with GFP, both N-
and C-terminal were expressed in Arabidopsis using the 35S constitutive promoter
(Figure 3.7A, B). For 4TM3 cloning of the coding sequence did not succeed, despite
several attempts, therefore we continued with 4TM1 and 4TM2. For each construct,
at least three independent, homozygous transformants with a single insert site were
analyzed. The C-terminal fusion of both 4TM1 and 4TM2 had GFP signal at the
plasma membrane, the newly formed cell plate during mitosis and showed punc-
tate expression in the cytoplasm (Figure 3.7A). Both N-terminal fusion also had
fluorescent signal at the plasma membrane and spots in the cytoplasm, but GFP
was not associated with the cell plate (Figure 3.7B). We hypothesize that localiza-
tion of the protein is affected by the N-terminal fusion with GFP, likely because this
disrupts the functionality of an N-terminal localization signal. Plants carrying the
N-terminal fusions also showed spots with very intense fluorescence (Figure 3.7B),
which we believe are an artifact of the mis-localization due to aggregation of the
hydrophobic transmembrane domains in the proteins.
As we found that the native promoters of 4TM1 and 4TM2 were highly ex-
pressed, we made C-terminal fusions of both genes driven by their own promoter
(p4TM1::4TM1:GFP and p4TM2::4TM2:GFP). The fluorescent signal is similar to the
constitutively expressed C-terminal fusion, but more specific for dividing or re-
cently divided cells. Also the signal-to-noise ratio is higher, due to the high expres-
sion levels brought about by the native promoters (Figure 3.7C, D). 4TM is localized
to the forming cell plate and upon docking to the plasma membrane (PM), also the
PM is fluorescently labeled. In the cytoplasm, a punctate pattern of fluorescence
suggest that 4TM is also present in vesicles, which seem to fuse with the cell plate
(inset in Figure 3.7C), alternatively these vesicles could also bud from the cell plate.
In the young leaf primordium, the newly formed cell plate and, upon docking,
the PM is labeled, corroborating the localization pattern of 4TM in dividing tissue
(Figure 3.7D).
3.2.7 4TM co-localizes with KNOLLE
The subcellular expression pattern of the 4TM genes is reminiscent of that of the mi-
totic syntaxin KNOLLE (KN) (27). We confirmed co-localization of 4TM with KN at
the cell plate and in vesicles in the cytoplasm using a KN antibody and a secondary
antibody conjugated to a fluorochrome (Cy3) (Figure 3.8A-C). In Figure 3.8C cell
‘1’ is finalizing cell division, KN and 4TM are strongly present in the cell plate and
in dispersed vesicles in the cytoplasm while 4TM also labels the plasma membrane
(PM). In cells ‘2’ and ‘3’, progressively older cells, the signal for both 4TM and KN
decreases. 4TM seems to be more persistent, but this could be an artifact of the
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Figure 3.7: Subcellular localization of 4TM: p35S::4TM1:GFP (A), p35S::GFP:4TM2
(B), p4TM1::4TM1:GFP (C, D). (A) C-terminal translational fusion of 4TM1 and
4TM2 with GFP driven by the 35S promoter exhibits fluorescence at the plasma
membrane (PM), the newly formed cell plate during mitosis and showed punc-
tate expression in the cytoplasm. (B) The N-terminal fusion does not localize to
the cell plate and contains spots with high fluorescence, which are likely artifacts
of the mis-localization and overexpression due to aggregation of the hydrophobic
transmembrane domains. (C, D) C-terminal translation fusion of 4TM1 driven by
its native promoter in the root tip (C) and young leaf primordium (5 days after
stratification) (D) marks proliferative cells in which the cell plate and vesicles in the
cytoplasm are fluorescently labeled. The PM becomes labeled when the forming
cell plate docks to the PM. The inset in C shows the fusion of vesicles with the cell
plate or budding of vesicles from the cell plate (indicated by the arrowhead).
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GFP fusion construct or due to a difference in signal strength of the GFP-tagged
proteins and the antibody. For unknown reasons, the KN antibody binds to KN at
the cell plate and dispersed vesicles (Figure 3.8B) while fluorescently labeled KN
also is present at the plasma membrane upon fusion of the cell plate (Figure 3.8D)
(41).
KN antibody
KN antibody
p4TM1:4TM1:GFP pKN:GFP:KN
1
2
3
p4TM1:4TM1:GFP
D
A B
C
Figure 3.8: Co-localization of 4TM with KNOLLE (KN). (A) C-terminal GFP-
labeled 4TM1 driven by its native promoter (p4TM1::4TM1:GFP), as described ear-
lier (Figure 3.7C, D). (B) KN antibody visualized by a secondary antibody linked
to a fluorochrome (Cy3), labeling the cell plate and transport vesicles. (C) Overlay
of p4TM1::4TM1:GFP and KN antibody. The arrowheads indicate vesicles at which
4TM1 and KN co-localize. The cell indicate by ‘1’ has recently divided and the cell
plate has just fused with the plasma membrane (PM) but the signal in the PM is
still weak. In cell ‘2’ cell division has been finalized. While 4TM is present in the
cell plate, PM and in dispersed vesicles, the KN antibody only labels vesicles. Later,
the 4TM signal is still present in the PM and some vesicles while KN cannot be
detected at this point (cell ‘3’). (D) Compared to the KN antibody, an N-terminal
translational fusion with GFP (pKN::GFP:KN) labels additionally the PM upon fu-
sion of the cell plate with the PM.
54 Chapter 3
3.2.8 Aberrant cell divisions upon 4TM depletion
To obtain loss-of-function mutants, we analyzed 14 T-DNA insertion lines from the
SALK collection (16). For 9 of the 14 lines, a T-DNA insertion could be mapped in
the proximity of a gene of the 4TM family (see 3.5). Only in 4TM1 we could identify
a SALK line (SALK_031814) which leads to a full knockout of the gene due to the
introduction of a premature stop codon. This mutant did however not show any
phenotypic changes, probably due to redundancy among the 4TM genes.
To overcome possible redundancy, artificial miRNAs (amiRNA) were made by
replacing the mature miRNA in the miR319a precursor, by site-directed mutagene-
sis, with an engineered sequence targeting our genes of interest (42). Using the pub-
licly available designer software (wmd3.weigelworld.org), we made four amiRNAs
that target 4TM2 (ami4TM2), 4TM3 (ami4TM3), both 4TM2 and 4TM3 (ami4TM23)
and all three 4TM genes (ami4TM123) (Figure 3.9). We expressed these amiRNAs
constitutively in Arabidopsis using the 35S promoter.
4TM2     361 GCGTCTATGATCTTGAAACTAGCTGGTGGGCTCTGTGTTGTAATCTTTTGCCTTGAGTGG 420
ami4TM2   21 ------------------------CCGCCCGAGACACAACATTAT--------------- 0
                                     ** *****************                
                                   
4TM3     181 TGCTCGATCTTCGCCTCCTCCACATCCGCCACCGCGAGCGATAGATTATACGGTTCACAC 240
ami4TM3   21 ------------------------------TGGCGCTGGCTATCTAATATT--------- 0
                                           ******* ************          
                                         
4TM2     241 GCAGCTCACATGATCGCAACTGTCCTTACCGCCATTTTCCAAGGCTCAGTCTCTGTTCTC 300
4TM3     232 GGTTCACACATGGTAGCCACAGTCCTCACGGCCATTTTCCAAGGCGCTGTCTCTGTTCTG 291 
ami4TM23  21 -----------------------TGAGTGCCGGTAAAAGGTTCT---------------- 0
                                     ** ** *************                 
                                   
4TM1      79 ATCCTTCTCGGCGCTGCTTCAAGTTGTATCTTCCTCACACTCTCTCTCCGTCTAATCCCT 138
4TM2      82 GTCCTCCTCGGTGCATCGTCAAGCTGCATCTTCCTCACTCTCTCTCTCCGTCTAATCCCT 141
4TM3      58 ATCCTCTTAGGCTCAGCCTCAAGTTGCATCTTCCTCACAATCTCCCTCCGTCTCTTCCCA 117
ami4TM123 21 -------------------GTTCCACGTAGAAGGAGTGAT-------------------- 0
                                **** ** *********** 
Figure 3.9: Alignment of artificial miRNA (amiRNA) sequence with 4TM mRNA.
The asterisks indicate perfect matches between the amiRNA and the target. The
position of the target site in the coding sequence is indicated (5′ to 3′). ami4TM2
targets 4TM2, ami4TM3 4TM3, ami4TM23 both 4TM2 and 4TM3 and ami4TM123
all three 4TM genes.
We analyzed the expression levels of the 4TM genes in homozygous amiRNA
transformants carrying a single insert to verify the functionality of the amiRNAs
(Figure 3.10). The amiRNAs targeting a single gene lead to the highest reduction
of expression, circa 75% for 4TM2 and 60% 4TM3. Among the plants that express
ami4TM23 only one line that showed reduced expression in any 4TM gene could
be identified. This transformant is only affected in 4TM3 which is expressed at 35%
of the WT expression level. The amiRNA that targets all three 4TM genes showed
less reduction with the expression reduced to half for 4TM2 and 4TM3, while 4TM1
remained at 60 to 75%.
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Figure 3.10: Expression of 4TM genes in amiRNA transformants using qPCR.
ami4TM2 targets 4TM2, ami4TM3 4TM3, ami4TM23 both 4TM2 and 4TM3 and
ami4TM123 all three 4TM genes (the numbers indicate the transformation event).
The data are represented as mean ± SEM, relative to the wild type expression.
Macroscopically, none of the amiRNA transformants showed phenotypic differ-
ences compared to the wild type. The main root of Arabidopsis is strictly organized
and was used as a model system to study defects at the cellular level. We focused
on the ami4TM123 transformants as these are most likely to overcome redundancy
among 4TM genes. The overall organization of the root is not disrupted, but in the
endodermis aberrant cell divisions occur (Figure 3.11). In those cases the cell plate
does not divide the cell evenly, but resembles an asymmetric division (Figure 3.11A,
B). The presence of aberrant divisions was observed in 25% (12 of 47 roots) of
ami4TM123 plants (line 498) but also in 20% of ami4TM3 (3 of 15 roots) and 10%
of ami4TM23 (2 of 22 roots) while for wild type this was only the case in 3% of
plants (1 of 34 roots). We also observed this phenotype in N-terminal translational
GFP fusions of 4TM2. Additionally, we observed unfinished and wavy cell plates in
cortex cells of roots with aberrant cell divisions (Figure 3.11C, D). These wavy cell
plates did not expand further and remained stable as such for at least 30 minutes.
Within this time frame, a normal cell plate would have expanded and docked to the
plasma membrane.
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Figure 3.11: Aberrant cell divisions upon depletion of 4TM by artificial miRNAs.
(A, B) Aberrant cell divisions in the endodermis of the root, indicated by the inset
in A and arrowhead in B. (C, D) Unfinished and wavy cell plates in the cortex, indi-
cated by the arrowheads in C. Representative examples are shown for ami4TM123
line 498.
3.2.9 Discussion
Based on the expression profile during both leaf and root development, we have
identified proliferation specific genes. We focused on a small family of genes with
four transmembrane domains and hence named them 4TM genes. All family mem-
bers were confirmed to be highly upregulated during mitosis using an aphidicolin
synchronized cell culture. The specificity for dividing cells could be confirmed by
both transcriptional and translational fusions with a fluorescent marker.
The Arabidopsis genome encodes for four genes of the 4TM family. Two of the
genes, 4TM3a and 4TM3b, are located in a 59.3 kb tandem duplication on chro-
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mosome 5. Both copies of the tandem duplication are identical with the exception
of the insertion of a single G. We investigated this duplication in more detail and
found only one BAC clone, F24C7, that confirmed its presence. Assuming that this
BAC clone could be a chimera, we showed that an alternative alignment is possi-
ble such that this duplication is absent. The identification of homozygous T-DNA
insertion lines in the sequence within the alleged duplication provides strong evi-
dence that the duplication is not present. However, this is based on the absence of
a PCR product and it can therefore not be excluded that this is due to a technical
aspect of the experiment. Finally, tiling array data on DNA samples showed a lower
signal specifically at the position of this duplication. Combining these results, we
are convinced that the duplication is an artifact of the BAC alignment and is not
present in the genome. Therefore, we assume that there are three members of the
4TM family in Arabidopsis.
Phylogenetic analysis learned that genes homologous to 4TMs are only found in
angiosperms, suggesting that these proteins function at a point in the cell cycle spe-
cific to plants. While the key players in the cell cycle are conserved in the plant and
animal kingdom, the main difference lies in the actual division into two daughter
cells. In mammalia this is achieved by a contractile ring that constricts centripetally
while plant cells form a cell plate that expands in a centrifugal way. The transla-
tional fusions localize the 4TM protein at the cell plate, suggesting they play a role
in the plant-specific process of cell division after mitotic division. When the cell
plate merges with the plasma membrane (PM), the fluorescent signal also spreads
into the PM. In the cytoplasm, fluorescent foci are visible, likely corresponding to
transport vesicles from the ER to the cell plate and/or from the cell plate to the
trans-golgi network. This localization closely resembles KNOLLE (KN), a mitotic
syntaxin known to be involved in cell plate formation. KN is, together with KEULE,
implicated in vesicle fusion during somatic cytokinesis (43, 44).
To further investigate the function of the 4TM proteins, we ectopically expressed
4TM1 and 4TM2 in Arabidopsis plants. Despite a 20- to 30-fold overexpression in se-
lected lines, no phenotypical changes were observed (data not shown). Next, we
tried to knock out the 4TM genes using T-DNA insertion lines. This yielded a
mutant line with an insertion in 4TM1 introducing a premature stop codon. How-
ever, this did not lead to phenotypic changes in the plants probably due to the
redundancy among 4TM genes. To overcome this, we developed artificial miRNAs
(amiRNA) against the 4TM genes, resulting in a knockdown of all three 4TM genes.
It is possible that the selection of mutants resulted in a bias towards relatively weak
mutant lines that still support plant growth and that a stronger downregulation
of 4TMs results in severe developmental defects. Macroscopically, the amiRNA
overexpressing lines are indiscernible from wild type, but at the cellular level we
observed aberrations. The root tip has a strict organization and is therefore suited
to detect subtle changes in cell division patterns. In the endodermis, we observed
58 Chapter 3
aberrant cell divisions, resembling asymmetric cell divisions, due to misorienta-
tion of the forming cell plate (Figure 3.11A, B). If the resulting small cells contain
a nucleus remains to be determined. In some cortex cells, a wavy cell plate that
is docked to one site to the plasma membrane could be observed (Figure 3.11C,
D). This cell plate seemed to have stopped expanding as it appeared as a stable
structure for at least 30 minutes while in normal cell plate development the divi-
sion should have been finalized in the mean time. In the translational fusions, fully
expanded cell plates were observed that also showed a wavy pattern compared to
the normal straight cell wall (Figure 3.7A). We hypothesize that the 4TM proteins
function in the establishment of the cell plate and the trafficking of material from
the ER to the forming cell plate. Overexpression of the 4TM proteins causes the
delivery of excess material to the forming cell plate, resulting in a wavy cell wall,
while depletion of 4TMs can lead to the inability to finish expansion of the cell
plate. In some cases, the cell plate cannot dock to the plasma membrane, suggest-
ing that 4TMs are also implicated in the control of cell plate orientation. While the
orientation is establishment before the presence of 4TM, already at the formation of
the preprophase band, these proteins could be involved in the guidance of the cell
plate towards these positions.
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3.3 High Mobility Group genes
3.3.1 Introduction
High Mobility Group (HMG) genes are rich in charged amino acid residues causing
high electrophoretic mobility in Triton-urea gels, hence the name (45). Both mam-
mals and plants code for genes containing HMG domains. The HMG proteins are
associated with eukaryotic chromatin. HMG genes are divided into three classes,
based on structural differences: the HMG nucleosome binding family (HMGN), the
HMG AT-hook family (HMGA) and the HMG-box family (HMGB). Only the latter
two families have been identified in plants (46). While HMGA proteins interact with
A/T-rich double-stranded DNA, HMGB proteins bind DNA non-sequence specifi-
cally. In Arabidopsis, one HMGA gene is present while it encodes 15 proteins with
a HMG-box (6, 46). The two proliferation-specific genes we identified belong to the
HMGB family.
Plant genes containing a HMG-box can be subdivided in four families: HMGB-
type proteins with a single HMG-box domain flanked by a basic N-terminal and
acidic C-terminal domain (8 members in Arabidopsis), structure-specific recognition
protein 1 (SSRP1, 1 member in Arabidopsis), proteins containing both an AT-rich
interaction domain (ARID) and a HMG box (4 members in Arabidopsis) and proteins
containing three HMG-boxes (3xHMG-box, 2 member in Arabidopsis). These last two
families are only found in plant species. The HMG-genes we selected make up the
last group of 3xHMG-box genes. Next to the three HMG domains, they share an
N-terminal domain that deviates from known protein domains. The role of these
proteins has not yet been established (6).
The HMG-box domain mediates DNA binding and plant HMGB proteins can
bind to promoter regions and bend DNA. Plant HMGB proteins have a higher affin-
ity for DNA structures (e.g. DNA mini-circles, super-coiled DNA, four-way junc-
tions) compared to linear DNA. They can also interact with nucleosomes and func-
tion in chromatin remodeling e.g. through competition with histone H1 (47). The
HMG domain is also involved in protein-protein interactions, serving as a chap-
erone that facilitates nucleoprotein complex formation (6). Transcription factors
regulate the transcription of genes through binding at cis-acting DNA target se-
quences. This often requires the assembly of multiprotein complexes and factors as
HMGB proteins can modulate DNA binding or protein interactions (46, 47). Over-
expression of the maize HMGB1 in tobacco caused a reduction of the cell size in the
proliferation zone of the primary root, resulting in a reduced length of the primary
root (48). In Xenopus, HMGB3 is involved in the regulation of cell proliferation (49)
and in mice HMGB2 is implicated in germ cell differentiation (50).
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3.3.2 Analysis of T-DNA insertion lines
To start the functional analyis of the two Arabidopsis 3xHMG-box genes (3xHMG-
box1 (AT4G11080) and 3xHMG-box2 (AT4G23800)), we analyzed the available SALK
(16) and GABI-KAT lines (51). For 3xHMG-box2, no insertion lines were available.
In 3xHMG-box1 two SALK lines were analyzed but for SALK_087786 no T-DNA
insertion could be detected in the proximity of this gene using any of the primers
(Supplementary Table 3.3). For SALK_087783 the insertion could be verified 5 bp
upstream of the start codon, but the insertion had no effect on the transcription level
and hence no phenotypic changes could be observed in that line (data not shown).
Of the two available GABI-KAT lines in 3xHMG-box1, for GABI_151G12 no T-DNA
insertion could be found and the expression level of 3xHMG-box1 was similar to
wild type in GABI_171F06 and no phenotypic changes were observed.
3.3.3 3xHMG-box genes are conserved in plants
We identified homologs of 3xHMG-box genes using PLAZA (30), yielding genes in
both monocots and dicots as well as the lycophyte Selaginella moellendorfii and the
moss Physcomitrella patens (Figure 3.12). From all land plants included in PLAZA2.0,
only Medicago truncatula and Manihot esculenta did not contain a homolog. All
monocot species contain only one 3xHMG-box gene (6), while dicot species have
either one or two copies. Both S. moellendorfii and P. patens contain two copies.
Figure 3.12: Phylogenetic tree of the
homologous gene family of 3xHMG-
box genes. Included species (PLAZA
2.0, 30): Selaginella moellendorfii (SM),
Populus trichocarpa (PT), Ricinus com-
munis (RC), Vitis vinifera (VV), Car-
ica papaya (CP), Glycine max (GM),
Lotus japonicus (LJ), Arabidopsis lyrata
(AL), Arabidopsis thaliana (AT), Malus
domestica (MD), Sorghum bicolor (SB),
Zea mays (ZM), Oryza sativa ssp. in-
dica (OSINDICA), Oryza sativa ssp.
japonica (OS), Brachypodium distachyon
(BD) and Physcomitrella patens (PP).
Monocot species are indicated in grey,
the selected Arabidopsis genes in bold
(based upon PLAZA, bioinformat-
ics.psb.ugent.be/plaza/, 30). PP00061G00020
PP00002G01690
BD3G09690
OS02G15810
OSINDICA_02G14970
ZM05G20850
SB04G009610
MD14G009830
AT4G23800 (3xHMG-box2)
AT4G11080 (3xHMG-box1)
AL6G33580
LJ4G032660
GM05G37010
GM08G02550
CP00122G00370
VV02G04380
RC30190G05160
PT01G10220
PT03G12830
SM00008G05220
SM00000G04850
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3.3.4 Proliferation specific expression of 3xHMG-box genes
To further validate the expression pattern of the 3xHMG-box genes, we made a
transcriptional fusion of the promoter of 3xHMG-box2 with green fluorescent pro-
tein (GFP) and β-glucuronidase (GUS), including a nuclear localization signal (NLS)
to concentrate the fluorescent signal to the nucleus (p3xHMG-box2::NLS:GFP:GUS,
Figure 3.13). The fluorescent signal was observed in the root tip (Figure 3.13A-C) as
well as lateral root primordia (Figure 3.13D-F). In young leaf primordia, small pave-
ment cells and guard cells contain the fluorescent marker (Figure 3.14A-C), while
cells that are already expanding do not express GFP (inset Figure 3.14C). Later in
leaf development, the expression is limited to guard cells (Figure 3.13D-F).
A B C
D E F
Figure 3.13: A p3xHMG-box2::NLS:GFP:GUS transcriptional fusion is expressed
in proliferative tissue in the root. (A-C) Expression in the root tip (DIC (A),
GFP (B), DIC+GFP (C)), (D-F) lateral root primordia and stele (DIC (D), GFP (E),
DIC+GFP (F)).
62 Chapter 3
A B C
D E F
Figure 3.14: A p3xHMG-box2::NLS:GFP:GUS transcriptional fusion is expressed
in proliferative tissue in the leaf. (A-C) Expression in recently divided pavement
and guard cells in young leaf primordia (4 days after stratification) while cells that
start to expand are devoid of expression (Inset C) (FM4-64 (A), GFP (B), FM4-
64+GFP (C)). (D-F) In older leaves (12 days after stratification) the expression is
limited to guard cells (DIC (D), GFP (E), DIC+GFP (F) with stomata marked in red).
3.3.5 3xHMG-box genes are mitosis specific
The validation of the selection for proliferation specific genes, confirmed that both
3xHMG-box genes are indeed high expressed during the proliferation phase of leaf
development and their expression decrease steeply upon the transition to expansion
(Figure 3.1). This is confirmed by the transcriptional fusion of p3xHMG-box2 with
GFP. To establish if the 3xHMG-box genes are differentially regulated during the cell
cycle, we analyzed their expression in an aphidicolin synchronized cell culture us-
ing qPCR (Figure 3.15). Both genes show a very similar mitosis specific expression
pattern, the fold change being substantially higher for 3xHMG-box2. This corrobo-
rates the difference in fold change found in the microarray data (Table 3.1).
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Figure 3.15: Expression of 3xHMG-box genes in a synchronized cell culture occurs
specifically in M-phase. For reference, Histone H4 is an S-phase marker, CYCB1;1
a mitotic marker. Note that the fold-change upregulation during M-phase exceeds
that of the B-type cyclin. Data are represented as mean ± SEM for two biological
repeats, rescaled to a maximum of 1.
3.3.6 Discussion
We have identified two genes from the HMG family that are specifically expressed
in proliferation. These two genes contain 3 HMG-box domains and were therefore
named 3xHMG-box1 and 3xHMG-box2 (AT4G11080 and AT4G23800, respectively).
They constitute a plant-specific sub-family of HMGB genes. We confirmed the
microarray data and thus the proliferation specific nature of these genes with both
qPCR and a translational GFP fusion. Furthermore, we demonstrated that these
genes are differentially regulated during the cell cycle, peaking during mitosis.
The key question for future studies regards the biological function of the 3xHMG-
box proteins. Our data suggest a function for the two proteins during mitosis. The
localization studies have been performed using transcriptional marker fusions with
a nuclear localization signal, limiting its use to the spatiotemporal expression pat-
tern. The use of translational marker fusions driven by its own promoter would
allow determining the subcellular localization of the 3xHMG-box proteins. The
behavior of these proteins during mitotic division would be of particular interest.
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While available T-DNA insertion lines did not yield a functional knockout, alter-
native approaches could be used to eliminate or reduce the expression of these
genes. As redundancy between the two homologues is likely, the use of artificial
microRNAs provides an elegant solution to achieve this.
Members of the HMG family are known for their ability to bind DNA and
change its conformation. The HMGB subfamily have a higher affinity for DNA
structures such as DNA mini-circles compared to linear DNA (47). DNA binding
assays will reveal if this is also the case for the 3xHMG-box proteins. Furthermore,
next to the full-length protein, the contribution of the individual HMG boxes could
be assessed. The DNA bending activity could be assayed using a DNA ligation
experiment. Short DNA fragments, which are unable to circularize in the absence
of a DNA bending protein, are used in this assay to test the DNA bending activity
of a protein of interest by assessing if the protein facilitates circularization in the
presence of a DNA ligase (52).
The described follow-up experiments would help elucidate the biological func-
tion of the 3xHMG-box proteins. Other members of the HMG protein family are
known to bind DNA in e.g. the promoter region but also interact with nucleosomes
and function in chromatin remodeling (47). SSRP1 is part of the facilitates chro-
matin transcription (FACT) complex that destabilizes nucleosomes and thus assists
in the progression of RNA polymerase on chromatin templates. Upon mutation
of SSRP1, diverse defects in vegetative and reproductive development have been
recently demonstrated (53). In maize, HMGB1 and HMGB5 have been shown to
modulate the interaction of DOF transcription factors with nucleosomes (54, 55).
Therefore, this plant-specific subfamily could be involved in transcriptional regula-
tion of mitotic genes. Alternatively, these proteins could be involved in DNA/chro-
matin condensation or histone modification during mitosis. It is well established
that the phosphorylation status of histone H3 differs in mitosis compared to in-
terphase and the acetylation of histone H3 and H4 are reduced during M-phase
(56, 57). The conservation of this small protein family throughout the plant king-
dom suggests an important function but further research is required to unravel its
biological significance.
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3.4 Perspectives and conclusion
We have identified two new families of proliferation specific genes that function
during mitosis of the cycle. The 4TM family consists of three members that have 4
transmembrane domains and these genes are specifically expressed during mitosis.
The 4TM proteins localize to the cell plate and likely play a role in its formation.
The second family contains three HMG-boxes for which we have shown that they
also are specifically induced during mitosis. The data on the 3xHMG-box genes
will be combined with a detailed phylogenetic analysis and DNA binding assays
performed in the lab of Dr. Klaus Grasser (Cell Biology and Plant Biochemistry,
Regensburg University, Germany) and submitted for publication.
To establish the function of 4TM proteins during the cell cycle further, co-
localization with vesicle markers will be instrumental to determine the dynamics
of the 4TM proteins. We have therefore initiated co-localization experiments with
markers for the trans-golgi network, endosomes and multivesicular bodies. To de-
termine the order in which 4TM and KNOLLE operate in the formation of the cell
plate, a time-lapse experiment using fluorescently tagged 4TM and KNOLLE will
be conducted.
Also, generation of a mutant with a stronger downregulation of the 4TM pro-
teins could aid in unraveling the function. Therefore, crosses will be made of the
ami4TM123 line with the T-DNA insertion line in 4TM1. This will lead to a full
knockout of 4TM1 combined with a potentially even stronger downregulation of
the other two genes due to the absence of 4TM1 mRNA. Alternatively, the expres-
sion of the amiRNA driven by the 4TM native promoter could enhance the silencing
capacity.
The identification of binding partners of 4TM proteins can be a valuable source
of information concerning the function of these proteins in development in gen-
eral and cell division more specifically. We performed tandem affinity purifications
(TAP-TAG) (58) but the standard protocol uses a strong detergent while for the
identification of complexes with transmembrane proteins a gentle extraction is re-
quired so that the complex is not destroyed. The extraction of intact complexes of
membrane proteins can be improved by crosslinking the complex prior to extrac-
tion. The purification protocol for transmembrane proteins is now being optimized
by the Functional Proteomics group of Geert De Jaeger (PSB) based on a new tag
that is resilient to crosslinking (59).
In conclusion, we have selected proliferation specific genes based upon expres-
sion profiling during leaf and root development. This approach has identified
promising candidates to further deepen our knowledge of the regulation of the
cell cycle and growth and development of plants.
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3.5 Experimental procedures
3.5.1 Plant material
Arabidopsis thaliana ecotype Columbia-0 was grown on round Integrid Petri dishes
(Integrid Petri Dish, Beckon Dickinson Labware, Le Pont de Claix, France) on
0.5x MS medium (Duchefa Biochemie, Haarlem, The Netherlands) containing 1%
sucrose, 0.5% MES (Duchefa Biochemie, Haarlem, The Netherlands) and 1% Plant
Tissue Agar (Lab M Limited, Bury, Lancaster, UK). Seeds were stratified for 2 days.
For the developmental time series, the first leaf pair was harvested in liquid ni-
trogen 8, 10, 12, 14, 16, 19 and 24 days after stratification. For two independent
biological replicates, leaves were pooled from 256 plants for day 8, 64 plants for day
10 and 16 plants for all other time points.
T-DNA insertion lines were obtained from the NASC stock center, the position
of the insertion relative to the start codon is indicated (NA signifies that no T-DNA
insertion was detected in the proximity of the gene): for 4TM1 (SALK_028428, -344;
SALK_066297, NA; SALK_031814, +250; SALK_032395, -146; SALK_039559, -453),
4TM2 (SALK_115974, +381; SALK_114432, NA; SALK_046332, NA; SALK_046334,
NA; SALK_046343, +691; SALK_060336, -207; SALK_076440, NA) and 4TM3
(SALK_041170, -168; SALK_101711, +827). Detection of T-DNA inserts was done
using primers specific to the left border of the T-DNAs used for mutagenesis (LBC1)
in combination with gene-specific primers (Supplemental Table 3.3).
3.5.2 Synchronized cell culture
The PSB-D cell culture (58) was synchronized using 6.2 µg/ml aphidicolin for 21.5h.
Cells were collected every two hours up to 18h after removal of aphidicolin for two
biological replicates.
3.5.3 RNA extraction and cDNA conversion
RNA was extracted using TriReagent (Applied Biosystems, Lennik, Belgium) and
cleaned with RNeasy Mini kit (Qiagen, Venlo, The Netherlands). RNA quality was
verified using an ND-1000 Spectrophotometer (Thermo Scientific, Erembodegem,
Belgium). 1 µg of total RNA was converted to cDNA with SuperScript III First-
Strand Synthesis System for RT-PCR (Invitrogen, Carlsbad, CA, USA) using poly(A)
primers according to manufacturers instructions.
3.5.4 Expression analysis
Quantitative PCR (qPCR) was performed on a LightCycler480 (Roche, Vilvoorde,
Belgium) using LightCycler480 SYBR Green I Master (Roche, Vilvoorde, Belgium).
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All pipetting was performed by a Xiril100 robot (Xiril, Hombrechtikon, Switzer-
land). The qPCR reaction was performed in 5 µl using 10 ng of cDNA and 200
ng/µl of forward and reverse primer. Primers were designed using Beacon De-
signer 4.0 (Premier Biosoft International, Palo Alto, CA, USA). Each qPCR reaction
was performed in three technical replications. A list of all primers used is provided
in Supplemental Table 3.2.
Data analysis was performed using the ∆∆CT method (60), taking the primer
efficiency into account. The data were normalized using three normalization genes
(CDKA;1, CKIIa, CBP20) according to the GeNorm algorithm (61). The first time-
point was used as calibrator. The result for two biological replicates was averaged
and standard errors were determined.
3.5.5 Cloning
The overexpression lines were generated through Gateway cloning of the coding
sequence in pK7FWG2 and pK7WGF2 (62). The coding sequence for 4TM1 and
4TM2 was amplified from Arabidopsis thaliana ecotype Columbia genomic DNA us-
ing Phusion High-Fidelity DNA polymerase (Finnzymes, Espoo, Finland). The pro-
moters of 4TM1 and 4TM2 were described previously (39) and constructs were
made through multisite Gateway cloning (40).
3.5.6 Confocal imaging
Plants for confocal imaging were grown vertically, using growth medium as de-
scribed. Plant material was mounted in water and fluorescence detection was done
with a confocal laser-scanning microscope Zeiss 510 or Zeiss 710 (Carl Zeiss, Za-
ventem, Belgium).
3.5.7 Immunolocalization
One-week-old seedlings, grown on 0.5x MS medium under continuous illumina-
tion, were fixed in paraformaldehyde (Merck, Darmstadt, Germany). Immunolocal-
ization was performed as described (63). The rabbit anti-KNOLLE antibody (1:2000)
(64) and the fluorochrome-conjugated secondary antibody anti-rabbit-Cy3 (1:600)
(Dianova, Hamburg, Germany) were used. Fluorescence detection was done with a
confocal laser-scanning microscope Zeiss 710 (Carl Zeiss, Zaventem, Belgium).
3.5.8 Artificial miRNAs
The hairpin structure for the artificial microRNAs were constructed as de-
scribed (42). Cloning was done using Gateway technology (40), the multi-
ple cloning site was replaced by attB1 and attB2 sequences by an additional
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PCR reaction with primers GGGGACAAGTTTGTACAAAAAAGCAGGCTCCC-
CAAACACACGCTCGGA and GGGGACCACTTTGTACAAGAAAGCTGGGTCC-
CCATGGCGATGCCTTAAA.
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3.6 Supplemental data
Supplemental Table 3.1: PCR primers for verification of the junction of the two copies of
the 59.3 kb duplication on chromosome 5
Name Sequence
Duplication_1 AAACGAGGAGGTTTAGACGGATTC
Duplication_2 CGTCACCCACCCACTTACATTG
Duplication_3 CAATGTAAGTGGGTGGGTGACG
Duplication_4 ATTTGAGAAGTTGCATTTGGGTTCC
Duplication_5 CATGGAACCCAAATGCAACTTCTC
Duplication_6 TGCAACTCCTCCCATACCAAAATAG
Supplemental Table 3.2: Primers for qPCR
Name AGI Forward Reverse
3xHMG-box1 AT4G11080 GCCTAACATGACTTTTGCTTTTAG TTCCACTTAGCACCCAGAATG
3xHMG-box2 AT4G23800 AAACATCCCGTATCTGCCTTCC CTCCTCTCCAGTGATCTTTGCG
CYCB1;1 AT4G37490 CCTGGTGGAGTGGTTGATTGATG CGACATGAGAAGAGCACTGAGAC
KN AT1G08560 AGTAAAGGTGTTCACAAGGCAGAG GCCCATTAGTCACAGCGGTTC
H4 AT5G59970 ACCAAATTGCGTGTTTCCATTG ATGTCTGGTCGTGGAAAGGGAG
CDKA AT3G48750 ATTGCGTATTGCCACTCTCATAGG TCCTGACAGGGATACCGAATGC
CKIIa AT3G50000 GAGCATCTACAACGGTTTACATTGG TAGGCCGGTCATCGAGAATAGTC
CBP20 AT5G44200 ACCACCATTAACGTGCGTCAAC GATCTTGGCGAGAGAATCGGTATC
4TM1 AT5G16250 TCGTTCTTGTGTGTGCTTTC TTCGGATTCTCCTCACTCTG
4TM2 AT3G02640 CTGCAAACTACGTCCTCCTC TTCTTACCATAAGATGCGGC
4TM3a AT5G36710 CGGTCTCTCCCTTATCTTCC GAGGACTGTGGCTACCATGT4TM3b AT5G36800
3xHMG-box1 AT4G11080 AGCCTAACATGACTTTTGCTTTTAG GCCTGATACTTCTCCTCATAAGG
3xHMG-box2 AT4G23800 AAAACATCCCGTATCTGCCTTCC CTCCAGTGATCTTTGCGACCTC
HMGB6 AT5G23420 TGATGGACCTAAGCCAAAGAGAC GCTAACGAACCATTATGCTCTGAC
ENODL14 AT2G25060 CCCATTAGCGGCTCAGTTAGG GAACCAAGCACATAGACCAAGAAC
ENODL15 AT4G31840 CTACTTCGTCAGTGGAACAGAGG AATCCAAGAACAAGCCCAAATACG
HASP AT1G09450 TCAGCCATACACCAGGAGTCAG TGAAGTGTTGCCAGCAGAAGAC
BAR AT2G32590 ACCTTCCTTTGATGCCCTTAACG ACTTGACACCCTCCATAGACTCC
ATEHD2 AT4G05520 AAGCCTTTGGAAGTCACATATCGG GCTCATCTGGTCCACTCATTGC
WD40 AT3G42660 GCTATCTCCTACAGTTGGTGTTCC AGATGCCGAAGGTAAGCTACTCC
Supplemental Table 3.3: PCR primers for analysis of Salk lines
Salk-line Forward primer Reverse primer
SALK_028428 TGGATTTTGAGAAATGGGTTTCG CAGCGCTTAATAGCTCGTATTTC
SALK_066297 TGGATTTTGAGAAATGGGTTTCG CAGCGCTTAATAGCTCGTATTTC
SALK_031814 TTTCAAATTTGTTTCTTTTGTGG CGAAACCCATTTCTCAAAATCCA
SALK_032395 AGCAGCATCTTCCTCACGCAC TCACCTGTCGATGATGGTGGA
SALK_039559 TGGATTTTGAGAAATGGGTTTCG CAGCGCTTAATAGCTCGTATTTC
SALK_115974 CCCATGACGATGTTGGAGGTT TCTCCATTTCGTGAAGCTCTGG
SALK_114432 CCCATGACGATGTTGGAGGTT TCTCCATTTCGTGAAGCTCTGG
SALK_046334 CCATTTCACCAATGAAGGACCA TGCAAACTACGTCCTCCTCGG
SALK_046343 CCATTTCACCAATGAAGGACCA TGCAAACTACGTCCTCCTCGG
SALK_046332 CCATTTCACCAATGAAGGACCA TGCAAACTACGTCCTCCTCGG
SALK_060336 CCCATGACGATGTTGGAGGTT TCTCCATTTCGTGAAGCTCTGG
SALK_076440 CCCATGACGATGTTGGAGGTT TCTCCATTTCGTGAAGCTCTGG
SALK_041170 ATGGGAAGAGACGGAGGGAGA AAAAACTGTTTGTTACGTTTGATTG
SALK_101711 TGGACACACATTGTGGAAAACAAA CAAGGATTGGCCTTCTTACCCA
SALK_087783 CCGAATTTCGCAGTCCTAATG CATCTTCTCCAACATCGCTTG
SALK_087786 CCGAATTTCGCAGTCCTAATG CATCTTCTCCAACATCGCTTG
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4.1 Introduction
Tight spatiotemporal regulation of gene expression is essential in multicellular or-
ganisms. To provide a robust system, several layers of control are in place, includ-
ing promoter activity, chromatin status, compartmentalization, complex formation,
phosphorylation, ubiquitination,. . . A novel mechanism of gene regulation was dis-
covered in Caenorhabditis elegans in 1993 where a small, non-coding RNA regulated a
protein-coding gene through complementarity in the 3′ untranslated region (1). The
key discovery to unravel the mechanism of RNA interference (RNAi) was made by
Craig Mello and Andrew Fire, who established the crucial role of double-stranded
RNA (2), for which they received the Nobel Prize for Medicine in 2006. A mecha-
nism similar to RNAi (3, 4, 5) was found as a defense against viruses and to silence
transgenes in different plant species, named post-transcriptional gene silencing (6),
as well as in fungi, where the term quelling was used (7). Since then, enormous
progress has been made to elucidate the regulatory pathways involving small RNA
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(sRNA) molecules (8). sRNAs are important regulators of gene expression and it
has been established that they play key roles in development (9, 10, 11, 12), resis-
tance against viruses (13, 14, 15, 16, 17) and genome defense against selfish DNA
and mobile elements (18, 19, 20). Due to their potential in gene regulation, small
RNA pathways have been exploited early on, before the underlying mechanisms
were known, in plant biotechnological approaches to understand gene functions
and to improve crops (reviewed by Frizzi and Huang (21)).
In the beginning of this century, sRNAs were first sequenced in animals (22,
23, 24) followed soon by plant species (25, 26). More recently next generation
sequencing technologies revealed an enormous diversity of sRNAs in Arabidopsis
(27, 28, 29, 30) but also in a growing number of other plant species such as cot-
ton, rice, maize, soybean, Medicago, trifoliate orange, Brachypodium, wheat, moss,
Norway spruce and poplar (31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45).
The plant pathways for biogenesis and function of sRNAs conform to the same
general framework (Figure 4.1). In all the currently known pathways in plants,
double-stranded RNA (dsRNA) is involved in the biogenesis of sRNAs: either gen-
erated through RNA-dependent RNA polymerases (46, 47, 48, 49, 50, 51), from
transcribed inverted repeats or stem-loops (52, 53, 54), through overlapping tran-
scripts (55, 56) or through addition of exogenous dsRNA (57, 58). This dsRNA is
processed by RNaseIII-like enzymes (3, 59, 60) producing short 20-to-25-nucleotide
(nt) sRNA/sRNA* duplexes (3, 59), where the ‘starred’ sRNA represents the anti-
sense strand. Both strands are methylated at the 2-hydroxyl group of the 3′ terminal
nucleotides (61, 62, 63). One strand of this duplex, called ‘guide strand’, is loaded
into an RNA-induced silencing complex (RISC, 4) and guides this to its RNA or
DNA target for cleavage, translational inhibition or methylation (64, 65) while the
antisense sRNA*, or ‘passenger strand’, is thought to be degraded (66). Two ma-
jor size classes of sRNAs are formed in plants: 21- and 24-nt sRNAs. In general
terms, the shorter sRNAs cause mRNA degradation or translational inhibition and
the longer ones are active in DNA methylation (25, 64, 67).
RNA silencing has specialized in different pathways that, although they share
a general mechanism, have developed unique triggers, components and functions
(for recent reviews see Vazquez et al. (65), Chen (64), Voinnet (53) and Carthew
and Sontheimer (68)). Small RNAs (sRNAs) are typically classified according to
their origin (Figure 4.2). MicroRNAs are generated from a single-stranded RNA
molecule, encoded in the genome, that folds into an imperfect stem-loop structure.
All other sRNAs are grouped under the term short interfering RNAs (siRNAs, 69).
These are subdivided into trans-acting siRNAs (ta-siRNA) that stem from specific
TAS-loci, natural antisense transcript siRNAs (nat-siRNAs) originate from conver-
gent transcription and heterochromatic siRNAs (hc-siRNAs) are associated with
transposons and repeats.
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Figure 4.1: General mechanism of RNA silencing. Double-stranded RNA
(dsRNA) can be formed through different ways: RNA-dependent RNA polymerase
(RDR) activity, folding of single-stranded RNA (ssRNA) in a hairpin structure, con-
vergent transcription or addition of exogenous dsRNA. This dsRNA is recognized
by RNaseIII-like enzymes that cleave it in short 21- to 24-nt siRNA duplexes with a
2-nt 3′ overhang and the 2-hydroxyl group of the 3′ termini is methylated (in red).
This duplex is loaded into an RNA-induced silencing complex (RISC), containing
an ARGONAUTE protein as catalytic core, and one strand of the duplex is dis-
carded. The remaining guide strand targets the RISC to complementary targets and
causes cleavage, translation inhibition or DNA methylation at these loci.
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Figure 4.2: Nomenclature for small RNAs that is used in this review.
MicroRNAs and ta-siRNAs have important functions in gene regulation, espe-
cially in development (70, 71). nat-siRNAs have been found in specific inducing con-
ditions, such as salt stress (55). Small RNAs are also important to protect genome
integrity through silencing of transposable elements (20) and as defense against
particular viruses (17). As a side-effect, introduced transgenes can also be targeted
(72). In this introduction I will give an overview of the different silencing pathways
in plants and outline for each the biogenesis pathway and known targets. First, the
major gene families involved in the different biogenesis pathways will be covered.
4.2 Molecular components
A limited number of protein families are involved in most of the small RNA biogen-
esis pathways discovered to date. These common components will be introduced
here, while pathway specific proteins are described as part of the different small
RNA biogenesis pathways.
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4.2.1 Dicer-like enzymes
Arabidopsis encodes four Dicer-like (DCL) proteins, double-stranded RNA (dsRNA)-
specific RNaseIII ribonucleases, named DCL1 to DCL4 (Figure 4.3, 30, 60, 73). They
contain N-terminal DexH-box RNA-helicase-C motifs, a Domain of Unknown Func-
tion 283 (DUF283), a PIWI/ARGONAUTE/ZWILLE (PAZ) domain, two tandem
ribonuclease-III (RNaseIII) motifs and one or two C-terminal dsRNA-binding do-
mains (74). DCL1, the founding member of this family in Arabidopsis, has been
identified in several mutant screens and therefore has been known under different
names (EMBRYO DEFECTIVE76 (EMB76, 75), SHORT INTEGUMENTS (SIN1, 76),
SUSPENSOR1 (SUS1, 77) and CARPEL FACTORY (CAF, 78)). Based on its similar-
ity with DICER in Drosophila, it was renamed DICER-LIKE1 (DCL1) (74). In mam-
mals, Caenorhabditis elegans, Chlamydomonas reinhardtii and fission yeast Schizosaccha-
romyces pombe, the Dicer-like family is represented by a single gene, while Drosophila
and the fungi Neurospora and Mucor have two. In plants, however, the DCL family
has expanded to 4 members in Arabidopsis and Physcomitrella patens, while 6 genes
have been identified in rice (74, 79, 80, 81).
DCL1
DCL2
DCL3
DCL4
NLS
Helicase
DUF283
PAZ
RNaseIII
dsRBD
Figure 4.3: The domain structure of the Arabidopsis DCL family: Nuclear Local-
ization Signal (NLS), DexH-box RNA-helicase-C motif (Helicase), Domain of Un-
known Function 283 (DUF283), PIWI/ARGONAUTE/ZWILLE domain (PAZ), two
ribonuclease-III motifs in tandem (RNaseIII) and one or two C-terminal dsRNA-
binding domains (dsRBD) (73, 82).
DCLs cleave dsRNA into 21-to-24-nt sRNA duplexes with a 3′ 2-nt overhang
(3, 69, 83, 84, 85) and 2′,3′-hydroxyl and 5′-monophosphate termini (86). Cleavage
activity of DCL1 requires a divalent cation and ATP (87). DCL1 and DCL4 produce
21-nt, DCL2 22-nt and DCL3 24-nt sRNAs (30, 73, 88, 89, 90). The crystal structure of
the protein, more specifically the distance between the PAZ and RNAseIII domains,
can explain these different size classes (91, 92), but different binding partners could
also play a role in modulating this characteristic cutting distance.
DCL1 and DCL4 contain a Nuclear Localization Signal (NLS) but also DCL3 and
DCL2 reside in the nucleus (74, 93, 94, 95). The mammalian Dicer, Drosha, requires
80 Chapter 4
phosphorylation at either one of two serine residues in the N-terminus for nuclear
localization (96).
DCL1 is the most important family member for miRNA biogenesis (26, 90),
explaining the severe developmental defects that have been observed in different
mutants (reviewed in Schauer et al. (74)). DCL2 processes exogenous elements and
some nat-siRNA loci (55). DCL4 works in a hierarchical way with DCL2 to pro-
duce sRNAs from viruses and transgenes (14, 97, 98). DCL3 is implicated in siRNA
biogenesis from heterochromatic loci (94). Although each DCL has its preferred
substrates, there is also functional redundancy (89, 99, 100). dsRNA binding (DRB)
proteins that interact with DCLs, have limited redundancy. DCL1 and HYPONAS-
TIC LEAVES 1 (HYL1)/DRB1 interact and also DCL4 and DRB4 form a complex
(95, 101). DCL2 and DCL3 seem to operate without such a binding partner. For the
other DRB homologs (DRB2, DRB3, DRB5), thus far no function has been uncovered
(101).
4.2.2 RNA-dependent RNA polymerases
The Arabidopsis genome contains six genes that encode RNA-dependent RNA (RDR)
polymerases (50). Three of them (RDR1, RDR2 and RDR6) have established roles
in small RNA silencing. In vitro, RDR2 can synthesize dsRNA from a single-
stranded RNA (ssRNA) template both primer-independent and primer-dependent
(86). RDR6 is able to use both ssRNA and ssDNA as a template to generate de novo
a complementary RNA strand. Primer-dependent activity was not detected. The
activity of RDR1 has not been demonstrated yet, but is likely similar to RDR2 and
RDR6 (48, 86). The exact mechanisms of target recognition for RDRs are not yet
known. Aberrant features, such as the lack of a poly-A tail or 5′ cap, could attract
RDR activity. A cytoplasmatic 5′-3′ RNA exoribonuclease, EXORIBONUCLEASE 4
(XRN4), degrades decapped mRNAs in yeast and antagonizes silencing in Arabidop-
sis, confirming this hypothesis (102, 103). RDR6 cannot distinguish aberrant RNA
from RNA that is properly capped and has a poly-A tail, therefore probably other
proteins are required to recognize (the lack of) these features (104).
All three RNA silencing RDRs are involved in siRNA biogenesis from plant
viruses (105, 106, 107). For RDR1, viral defense seems to be the primary role (51,
104, 108, 109, 110), while RDR2 mainly functions in the heterochromatic pathway
(28, 29, 94). RDR6 has a broader functional diversification. It targets exogenous
sequences, both from viral and transgene origin (51, 104, 110, 111, 112, 113, 114), it is
indispensable for endogenous loci such as ta-siRNA generating loci (51, 71, 110, 115)
and for the biogenesis of natural antisense transcript siRNAs (55, 56). RDR6 is also
required for transitivity, a process where secondary siRNAs are produced from
regions flanking the primary targeted site, and for long-range spread of transgene
silencing (116, 117, 118, 119).
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4.2.3 Methyl transferase
Contrary to mammals, all sRNAs that have been found in plants are methylated.
The sRNA:sRNA* duplex is methylated at the 2-hydroxyl group of the 3′ ends by
the methyltransferase HUA ENHANCER1 (HEN1) (61, 62, 63, 120, 121). HEN1
methylates individual strands successively and does not require additional pro-
teins for its activity (122). The addition of a methyl group protects the 3′ end from
uridylation and exonucleolytic RNA degradation (62). This modification could po-
tentially affect interactions of siRNAs, but at this point no experimental evidence
supports this hypothesis (121).
4.2.4 RISC and ARGONAUTES
Small RNA function is mediated by an RNA-induced Silencing Complex (RISC),
containing an sRNA guide and an ARGONAUTE (AGO) protein as catalytic cen-
ter (4, 123, 124, 125). The AGO protein, guided by the loaded sRNA, regulates
gene expression through cleavage, translational inhibition or DNA methylation and
chromatin remodeling (126). Upon target cleavage, the 3′ cleavage fragment is de-
graded by 5′-3′ RNA exoribonucleases (XRN), primarily XRN4, assisted by the nu-
cleotidase/phosphatase FIERY1 (FRY1) (103, 127, 128, 129). 5′ fragments are prob-
ably degraded by the exosome (48, 130, 131). The 3′-5′ exoribonuclease WERNER
SYNDROME-LIKE EXONUCLEASE (WEX) is also involved in post-transcriptional
silencing but its precise function remains elusive (132).
The mechanisms behind loading an sRNA in RISC are not yet known (53). Re-
cent studies of human RISC loading suggested a Dicer-mediated siRNA transfer
to AGO (133). The sRNA duplex is loaded into RISC in an ATP-dependent pro-
cess (134, 135, 136, 137), in association with the Hsc70/Hsp90 chaperone machin-
ery (138, 139). The chaperone machinery could mediate a dynamic conformational
change in the AGO protein allowing the duplex to enter (139). Subsequent release of
the tension could help drive strand separation. This loading mechanism is referred
to as the ‘rubber band’ model (139, 140). The requirement to open the AGO protein
matches the fact that the resolved structure of the protein does not accommodate
enough space for the sRNA duplex (133, 141, 142). To generate an active RISC com-
plex, one of the strands of the siRNA duplex needs to be removed. Reports in the
animal field have shown cleavage of the passenger strand upon loading of the du-
plex into RISC (134, 136, 143), but an alternative mechanism based on thermal desta-
bilization and unwinding has also been demonstrated (137, 142, 144). The same two
mechanisms, cleavage and cleavage-independent unwinding are present in plants,
an siRNA required endonuclease activity for removal of the passenger strand but
the two investigated miRNA* did not. Both mechanisms required ATP hydrolysis
(139). Cleavage of targets does not require ATP, but removal of the cleaved target
from the RISC complex does (145). If these modi operandi can be generalized in
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plants for siRNAs or miRNAs remains to be investigated. The Hsc70/Hsp90 chap-
erone machinery does not mediate removal of the cleavage fragment, but which
additional factors it requires is still unknown (138).
The founding member of the ARGONAUTE family, AGO1, was discovered in
plants based on developmental defects in a null mutation, with leaves that resem-
bled a small squid (146). AGO proteins are evolutionary ancient, as homologues
are found in eubacteria and archaea. They can be divided into three subfamilies.
In plants, only one clade is present, but similar to DCLs, this has expanded to 6
members in P. patens, 10 in Arabidopsis and 18 in rice (80, 147, 148).
At the C-terminus, all AGOs contain three conserved domains: P ELEMENT-
INDUCED WIMPY TESTIS (PIWI)/ARGONAUTE/ZWILLE (PAZ), middle (MID)
and PIWI (126). The N-terminal domain is variable. The PAZ domain is also found
in DCLs. The MID and PAZ domain bind the 5′ phosphate and 3′ end of sRNAs,
respectively (141, 149, 150, 151). The strand of the siRNA duplex that is loaded
into RISC is called ‘guide’, the other strand is denominated ‘passenger’. The dis-
tinction is made based upon the relative stability of the 5′ ends (152, 153). The
PIWI domain adopts an RNAseH fold and confers RNA endonuclease activity to
the proteins (123, 124, 154, 155, 156). In Arabidopsis, slicer activity has been shown
for a subset of AGO proteins: AGO1, AGO4 and AGO7 (88, 125, 126, 157, 158).
The target RNA is cleaved at the phosphodiester bond between the 10th and 11th
nucleotide complementary to the guide strand (69, 85, 159). The 5′ nucleotide of the
guide strand proved to be important for AGO loading (158, 160, 161, 162) and this
mechanism appears to be conserved in all angiosperms (163). This preference for
a specific 5′ nucleotide has been attributed in human AGO2 to interaction of the 5′
terminus with a rigid loop in the MID domain (164). Upon duplex formation with
the target, the 3′ end of the sRNA is released but the 5′ end stays anchored to the
MID domain, which could be important for proper target processing (156, 164). Ad-
ditionally, the small RNA biogenesis pathway can exhibit preference for a specific
AGO as demonstrated in rice (162).
AGO1 is the most important member of the AGO family for miRNAs and ta-
siRNA processing, which contain predominantly a 5′ uridine (88, 125, 158, 160).
AGO7 is specialized in loading miR390 to form ta-siRNAs from the TAS3 locus.
The close association of AGO1 with miRNAs explains the dramatic developmental
defects ago1 mutants exhibit, especially compared to the other members of the AGO
family that show little (ago7 and ago10) or no obvious phenotype (ago2, 3, 4, 5, 6 and
9) (126). AGO10, also known as PINHEAD (PNH) or ZWILLE (ZLL) (165), is at least
partially functionally redundant with AGO1 (166). Based on discrepancies between
mRNA levels and protein levels, Brodersen et al. (167) demonstrated that AGO1 and
AGO10 may function through translational inhibition for certain miRNAs. Remark-
ably, the phenotypes of ago1 and ago10 are more severe in a Ler background than a
Col background, suggesting the presence of ecotype specific modifiers (126).
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AGO4, AGO6, AGO8 and AGO9 are closely related. AGO8 and AGO9 appear
to be the result of a recent duplication. The low expression and splicing-induced
frameshift suggest that AGO8 could be a pseudogene. AGO4, AGO6 and AGO9
preferentially load 24-nt sRNAs with a 5′ adenosine (157, 160, 168). 24-nt small
RNAs from the heterochromatic pathway are loaded into AGO4. AGO6 acts in
heterochromatic siRNA, DNA methylation and transcriptional gene silencing path-
ways, showing partial redundance with AGO4 (169). AGO9 is crucial in specifica-
tion of the cell fate of the Arabidopsis ovule (168, 170).
Mutants in the remaining AGO members, AGO2, AGO3 and AGO5, do not show
obvious developmental phenotypes (126, 161, 171). AGO2 prefers a 5′ adenosine
while AGO5 favors a cytosine at the 5′ end but their biological function remains to
be elucidated (158, 160, 161).
4.3 Small RNA biogenesis pathways
Small RNA (sRNA) biosynthesis pathways are categorized based on the origin of
the double-stranded RNA (dsRNA) that triggers sRNA production. Best studied
are microRNAs (miRNAs), which originate from imperfect foldback structures.
Another endogenous pathway produces trans-acting short interfering RNAs (ta-
siRNAs) that are generated starting from specific TAS loci. Both pathways regulate
their targets post-transcriptionally through RNA cleavage and/or translational in-
hibition (53, 64, 65). Transcriptional gene silencing occurs for mobile elements such
as transposons in order to maintain genome integrity, but also promoters can be tar-
geted by the silencing machinery, thus regulating gene expression (64). The RNA
silencing machinery also plays a role in plant defense against viruses, deploying
strategies depending on the virus (17). Recently, a new mode of action was iden-
tified inhibiting transcription elongation in C. elegans, termed co-transcriptional si-
lencing (172). Here, I will describe the state-of-the-art of the small RNA biogenesis
pathways in plants.
4.3.1 microRNAs
MicroRNAs (miRNAs) are post-transcriptional regulators of gene expression with
a remarkable bias towards development in plants, including the unicellular green
alga Chlamydomonas reinhardtii, as well as animals (9, 10, 53, 70, 80). miRNAs are
generally 20- to 22-nt sRNAs generated from imperfect foldback hairpin structures
(9, 10, 53, 70). The first miRNAs were all found in mutants with developmental
defects and have roles in e.g. organ identity, organ morphogenesis, developmental
transitions and leaf and floral morphogenesis (9, 173).
Although the biogenesis and structure of miRNAs in plants and animals is quite
similar, they exhibit different regulatory approaches. While metazoan miRNAs typ-
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ically target multiple sites in the 3′ untranslated region (UTR), plant miRNAs usu-
ally recognize a single target site within the coding region. Also the base-pairing
rules for target recognition seem to differ, where the plant mechanism is more strin-
gent and requires high complementarity. Here, I will focus on the mechanisms in
plants. For the biogenesis and function of miRNAs in animals I refer to recent
reviews (68, 174, 175, 176, 177).
4.3.1.1 Origin & evolution
Genes encoding miRNAs have been found in higher plants, animals and the alga
Chlamydomonas reinhardtii, but not in unicellular choanoflagellates and fungi, sug-
gesting that the miRNA pathway was established before the split of plants and
animals. Conserved miRNAs present in both plants and animals have not been
identified, indicating that miRNA encoding (MIR) genes have evolved separately
in both kingdoms (81, 178, 179, 180). In plants, conservation of ‘ancient’ miRNAs
dates back to a common ancestor of angiosperms and mosses, but after separa-
tion of algae (181, 182, 183, 184). Only few miRNAs (e.g. miR156/157, miR160,
miR165/166, miR170/171, miR159, miR319, miR390, miR396, miR408) are found
that are in common between mosses, lycopods and angiosperms. The majority of
these miRNAs is involved in developmental regulation and retain their homologous
targets (80). Twenty-one miRNA families have been found in all angiosperms and
thus date back from before the split of monocots and dicots (miR156/157, miR159,
miR160, miR162, miR164, miR165/166, miR167, miR168, miR169, miR170/171,
miR172, miR319, miR390, miR393, miR394, miR395, miR396, miR397, miR398,
miR399 and miR408) (181). An exhaustive study for conservation of miRNAs in
155 plant species was performed by Sunkar and Jagadeeswaran (184). While in
most angiosperms miRNAs are encoded from independent loci, in P. patens and C.
reinhardtii polycistronic precursors give rise to miRNAs for 48 out of 205 predicted
miRNAs (80, 185). These loci produced paralogs and not unrelated miRNAs as for
animal miRNA clusters.
With the use of deep sequencing techniques, it became clear that, next to the al-
ready known and generally conserved miRNAs, a large number of species-specific
miRNAs is present in plants (27, 39, 40, 42, 179, 183, 186, 187, 188, 189, 190, 191,
192). About 200 miRNAs have been identified in Arabidopsis of which the most
conserved have important functions in patterning, development and cell identity
(9, 53). More recently evolved miRNAs make up the majority of miRNAs and
are predicted to cover a broader range of target processes (27, 179, 183). These
lineage specific ones are usually expressed at lower levels. The identification of
miRNAs in very specific conditions or cell-type specific expression patterns further-
more suggests that not all miRNAs have been identified at present. An exhaustive
overview of currently known miRNAs can be found at miRBase (www.mirbase.org,
193) and a recently developed plant-specific database Plant microRNA Database
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(bioinformatics.cau.edu.cn/PMRD, 194).
The emergence of miRNAs at different time points during evolution, can provide
some insight into the origin of miRNAs and help understand exceptions on the
canonical biogenesis pathway. Currently, it is believed that MIR genes originate
from inverted repeats, possibly through an inverted duplication (27, 195, 196) but
also through coincidental trapping of potential regulatory sequences in miniature
inverted-repeat transposable elements (MITE, 196, 197) or in foldback structures
(178, 198) present in the genome. Over a thousand inverted repeat loci have been
found in Arabidopsis (29). During evolution these potential regulatory sites can be
selected for and used to regulate its nascent target or a new unrelated target can be
adopted. Young miRNAs are more divergent compared to conserved miRNAs and
seem to be under less evolutionary constraints. Also the targets of young miRNAs
show more divergence, as observed in the closely related Arabidopis thaliana and
A. lyrata (196, 199). During evolution, MIR genes gradually adopt a short dsRNA
hairpin structure and the different intermediary forms are related to the biogenesis
pathway used to produce mature miRNAs. The canonical miRNAs are processed
by DCL1. Long inverted repeats are substrates for DCL2, while DCL4 is the primary
DCL for an intermediary length (27, 195). The switch to DCL1 might ensure better
processing accuracy (27). Based on these new insights, it has been suggested to
use the term ‘miRNA-like siRNAs’ for sRNAs from long hairpins that are not MIR
genes (200).
4.3.1.2 Biogenesis
Most MIR genes are transcribed by RNA polymerase II (PolII), similar to protein-
coding genes (Figure 4.4, 201, 202, 203, 204, 205). Therefore, the primary miRNA
transcript (pri-miRNA) has a 5′ 7-methyl guanosine cap and is 3′ poly-adenylated
(205, 206) and makes them prone to the same regulatory mechanism. Their expres-
sion can be spatially and temporally restricted as well as induced by environmental
clues or as a response to stress.
This pri-miRNA adopts an imperfectly matching foldback structure and is fur-
ther processed into a stem-loop precursor (pre-miRNA) through cleavage by DICER-
LIKE1 (DCL1). This takes place in nuclear processing bodies, named Dicing-bodies
(D-bodies, 207, 208, 209) and is promoted by interaction with DAWDLE (DDL),
an RNA binding protein, that probably facilitates binding of DCL1 and stabilizes
the pri-miRNA (210). Also CAP BINDING PROTEIN 20 (CBP20) and CBP80, sub-
units of the nuclear cap-binding complex (CBC) are required (95, 129, 211). A sec-
ond cleavage action of DCL1 produces a miRNA/miRNA* duplex with a 2-nt 3′
overhang from the pre-miRNA (53, 69). The excised miRNA loop is degraded by
the partially redundant exoribonucleases XRN2 and XRN3 (127). Both the dsRNA
binding protein HYPONASTIC LEAVES 1 (HYL1) and the C2H2 zinc-finger protein
SERRATE (SE) are required for efficient and accurate processing of the pri- and pre-
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miRNA (87, 171, 212, 213, 214, 215, 216, 217). A HYL1 homodimer probably binds
the miRNA/miRNA* region of the precursor (218).
The secondary structure of the stem-loop varies widely in plants (219). Re-
cently, determinants for correct processing of the pri- and pre-miRNA have been
elucidated. The lower stem region is important and the initial, loop-distal cleavage
occurs at about 15 nt from an unpaired region in the lower stem. The upper stem
region is more tolerant to mutations, but a defined structure at the second cleavage
site is needed as well as a minimum stem length between the miRNAs site and
the loop region (220, 221, 222, 223). Alternative processing is possible as has been
demonstrated for miR159 and miR319, which both contain the miRNA site at the
proximal base of the foldback and are loop-to-base processed (224, 225).
The miRNA/miRNA* duplex is 2′O-methylated at the 3′ termini by the S-
adenosyl methionine-dependent methyltransferase HUA ENHANCER 1 (HEN1)
(61, 62, 63, 226, 227, 228). Through this addition of methyl groups, the small RNA
duplex is protected from uridylation and subsequent exonucleolytic degradation
(62). Transport from the nucleus to the cytoplasm occurs either during or following
the processing of the pre-miRNA to a miRNA/miRNA* duplex. Some miRNAs
depend on HASTY (HST), an exportin-5 ortholog (229, 230, 231, 232, 233), for their
accumulation in both nucleus and cytoplasm (234). This suggests a role for HST
in export from the nucleus, but it is unclear at this point, where in the biogenesis
pathway this exactly occurs (53).
AGO1 is the major effector of miRNAs, but also AGO7 and AGO10 have been
shown to use miRNAs as guide (235, 236). AGO1 activity is promoted by SQUINT
(SQN), a cyclophilin40 homolog (237, 238) and HSP90.2 (139, 238). While the
miRNA strand is loaded into the RISC complex, the miRNA* is thought to be de-
graded (239). Recent evidence however demonstrated incorporation of the passen-
ger strand in AGOs and target cleavage (161, 240, 241). The exact localization of
RISC loading and degradation is not yet known (53).
Figure 4.4 (on the next page): miRNA biogenesis pathway. MIR genes are tran-
scribed by PolII and adopt an imperfect foldback structure that is stabilized by
DAWDLE (DDL). The primary miRNA transcript (pri-miRNA) is processed to a
miRNA precursor (pre-miRNA) through cleavage by DCL1, aided by HYPONAS-
TIC LEAVES 1 (HYL1) and SERRATE (SE). Also the nuclear cap binding complex
(CBC) is important for this processing. A second cleavage by DCL1 releases the
miRNA/miRNA* duplex which is 3′ methylated by HEN1. HASTY (HST) is in-
volved in the transport from the nucleus to the cytoplasm. Next, the guide strand is
loaded into AGO1, assisted by SQUINT (SQN) and HSP90.2. This forms an active
RISC complex that regulates targets by cleavage or translational inhibition. (DNA
grey/yellow, RNA blue, methylated RNA red)
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4.3.1.3 Alternative processing
Although redundancy within the DCL family has been observed (89, 99), miRNA
biosynthesis almost exclusively depends on DCL1 (90). Most miRNA stem-loops
are processed by DCL1, but some miRNAs depend on DCL4 (miR822, miR839).
Their precursors are evolutionary young and do not (yet) conform to the canonical
miRNA stem-loop structure but are long hairpins with extensive complementarity
(26, 27).
For miRNA accumulation different dependencies were found in leaves and flow-
ers. A dcl2 mutant allele and to a lesser extent also a dcl4 mutant, caused accumu-
lation of a subset of miRNAs in leaves but not in flowers, likely due to reduced
competition for co-factors such as HYL1 (212). When dcl1 and dcl4 are mutated,
an additional DCL2 mutation reduces mortality, indicating that DCL2 somehow in-
terferes with development (90). DCL1 activity inhibits DCL4 and DCL3 expression
(107).
Also DCL3 can process hairpins, yielding long-miRNAs which guide methyla-
tion through AGO4 instead of AGO1 for the other DCLs (27, 195). This could be
attributed to the transposon-derived origin of some miRNAs (53).
4.3.1.4 Regulation of miRNA biosynthesis
Transcriptional regulation
The miRNA regulatory system is itself also highly regulated. As most MIR genes
are transcribed by PolII, their promoters are under control of transcription factors.
Indeed, MIR loci could be identified in which known promoter motifs are overrep-
resented (204, 242, 243, 244). Their expression can also be affected by chromatin
remodeling such as histone modifications and DNA methylation. Recently, histone
acetylation has been shown to regulate miRNA accumulation (245). Analogous to
protein-coding genes, miRNAs can be induced by specific conditions and have pre-
cise spatiotemporal expression patterns. Examples will be addressed at the end of
this review.
Post-transcriptional regulation
The availability of the necessary components also impinges on miRNA biogene-
sis. Short interspaced elements (SINE) can form stem-loops and bind to HYL1,
thus mimicking miRNA-deficient mutants. Competition for HYL1 could therefore
control miRNA production (246). HEN1 seems to be a limiting factor in Ler back-
ground, as siRNAs and miRNAs compete for methylation by this methyltransferase.
Surprisingly, this was not the case in Col background, which might be attributed
to a negative modulator of HEN1 activity in Col (247). These cross-regulations be-
tween RNA silencing pathways are not uncommon. In rdr2 mutant background
all heterochromatic siRNAs are lost (see further), leading to an upregulation of
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miRNAs, possibly due to the increased availability of limiting factors. The same
pattern is seen in dcl2dcl3dcl4 triple mutants (30).
Feedback loops
Control of miRNAs by their targets is well known in the animal field and also
found in plants (248, 249, 250, 251). DCL1 is targeted by miR162 (252) and an intron
of DCL1 encodes miR838 (27). The abundance of DCL1 transcripts could thus be
controlled by a regulatory feedback mechanism. Similarly to the arrangement in
Arabidopsis (27), also in P. patens a miRNA has been found in an intron of DCL1
(miR1047), but this is most likely independently evolved as this could not be found
in rice (80).
Also the major effector AGO1 is itself targeted by a miRNA, miR168 (235, 253,
254). miR168 is thought to be inefficiently loaded into AGO1, explaining that in
dcl1 mutants miR168 (and miR165/166) is only slightly affected, compared to the
strong reduction of most miRNAs. This mild effect is hypothesized to be caused
by enhanced loading into AGO1 due to less competition (253). A similar feedback
loop was found in P. patens with miR904, which could have evolved from a common
ancestor (80). The presence of feedback loops in both angiosperms and bryophytes
indicates the importance of these regulatory controls. AGO10 negatively regulates
AGO1 at the protein level but the interplay between these proteins is not yet under-
stood (255).
Arabidopsis hypomorphic dcl1 mutants accumulate DCL3 and DCL4 transcripts
and DCL1 upregulation reduced DCL3 and DCL4 expression levels, suggesting
normal DCL1 activity negatively regulates these DCLs, through as yet unknown
mechanisms. DCL2 on the other hand, seems to be only slightly affected by DCL1
(107, 256).
Target mimicry
In animals, the effectiveness of miRNAs or siRNAs has been shown to depend on
the abundance of its targets. This could affect target repression, e.g. a miRNA with
few targets could downregulate sequences with non-optimal target sites while the
presence of many or high-abundant targets could cause diminished repression abil-
ity (257). In plants, a regulatory mechanism based on this principle was identified
and termed ‘target mimicry’. INDUCED BY PHOSPHATE STARVATION1 (IPS1)
is a non-protein-coding gene targeted by miR399. However, the target site con-
tains mismatches at positions 10-11, impeding cleavage and effectively sequestering
miR399. Upon low phosphate levels, IPS1 accumulation deviates miR399 from its
target PHOSPHATE2 (PHO2)/UBIQUITIN-CONJUGATING ENZYME24 (UBC24),
causing a reduction in phosphate content of the shoot (258).
The study of ta-siRNA production at the TAS3 locus in Arabidopsis revealed that
a non-cleavable target site competes more efficiently with cleavable sites (44). Also
in human cell lines this non-cleavage efficiency gain holds true and has been applied
by introducing constructs containing binding sites in tandem, ‘microRNA sponges’
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(259, 260). An example of an expressed pseudogene serving as decoy for miRNA
targeting of its protein-coding homologue has recently been identified in human
(261). This provides new insights in the potential regulatory role of pseudogenes in
the genome.
Degradation of small RNAs
The steady-state level of mature miRNAs is regulated through the balance of
biogenesis and degradation. SMALL RNA DEGRADING NUCLEASE1 (SDN1),
and likely also its homologs SDN2 and SDN3, degrade single-stranded short
RNAs (262). Loss of SDN activity results in increased mature miRNA levels
and causes pleiotropic developmental phenotypes, illustrating the importance of
miRNA turnover in development. 2′O-methylation of the sRNA inhibited degrada-
tion by SDN1. Remarkably, also uridylation of sRNAs in the absence of methylation
provided protection to exonuclease activity (262).
Different miRNAs can have different intrinsic stability. In human this has been
investigated for an unstable miRNA where seven 3′ terminus nucleotides could
confer increased stability when mutated (131).
In C. elegans and S. pombe Enhanced RNAi-1 (Eri-1) exonucleases degrade siRNA
duplexes with a 2-nt 3′ overhang (263, 264). In worms, this is tissue specifically
expressed in gonads and certain neurons, providing a protection against RNA si-
lencing in these cells (263). Also in C. elegans, the 5′-3′ exoribonuclease XRN-2
has been identified as a mediator of miRNA homeostasis through release from the
RISC complex and subsequent degradation of mature miRNAs. This turnover was
repressed by target annealing in vitro, providing possibly an additional layer of reg-
ulation. Not all miRNAs seem to be affected by XRN-2, allowing the intriguing
possibility of modulation of specific miRNAs dependent on certain conditions or
developmental stages (265).
4.3.1.5 Mode of action: cleavage or translational inhibition
In plants, cleavage was long thought to be the major mode of action of miRNAs.
In animals it was already clear that translational inhibition is an important way of
silencing through small RNAs (266), but also in plants the importance of this mech-
anism is now recognized. Lowering target site complementarity shifted miR398
activity from cleavage to translational inhibition of COPPER/ZINC SUPEROXIDE
DISMUTASE1 (CSD1) (267). This shift resulted in a less strict regulation accompa-
nied by variable penetrance, suggesting that target recognition could depend much
less on complementarity than initially believed (268).
Through the use of antibodies against the product of target genes and demon-
stration of association of miRNA-loaded AGO1 and AGO10 with polysomes, the
widespread nature of translational inhibition became clear (167, 269). It was demon-
strated that miR156/157 can repress SQUAMOSA PROMOTER BINDING PROTEIN-
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LIKE 3 (SPL3) through translational inhibition (270). The point mutation in ago1-27
(147) appears to uncouple cleavage from inhibition, disrupting the latter, probably
through disabling protein interactions with additional factors needed for transla-
tional inhibition. Mutations in AGO10 cause similar phenotypes as ago1 but specif-
ically suppress translational inhibition by miRNAs (165, 166, 167).
Microtubuli appear to be involved in translational inhibition as a mutant in
the P60 subunit of KATANIN (KTN1), an ATP-dependent microtubule-severing en-
zyme (271), is deficient in translational inhibition. For the cleavage mode of ac-
tion, KTN1 is not necessary. Dependency on the microtubular cytoskeleton has also
been reported in worms, flies and yeast (167). P-body component VARICOSE (VCS)
(272, 273) was also found to be indispensible for translational inhibition. This pro-
tein is an ortholog of Ge-1, which is required for decapping of miRNA targets in
flies (274), linking translational inhibition and mRNA decay (167).
Brodersen et al. (167) illustrated with different classes of miRNA-deficient (mad)
mutants that most miRNAs act in two modes: target degradation and transla-
tion inhibition. What determines the ratio between the two modes of action is
not clear, as it seems to be independent of complementarity and its localization
within the target sequence. Moreover, translational inhibition can be uncoupled
from target slicing and could be the primary mode of action for certain (near-)
perfect complementary miRNAs. This clearly demonstrates that translational inhi-
bition is not a mere side effect and offers an explanation for discrepancies seen with
overexpression of miRNAs and artificial microRNAs (see further) that phenocopy
known mutants while mRNA levels of the target genes are not significantly affected
(275, 276, 277, 278). The precise mechanism of translational inhibition and at which
step in translation it functions, is not yet known.
The two modes of action of miRNAs, cleavage and translational inhibition, both
resulting in a reduction of the gene product, differ mainly in the reversibility. The
cleavage mode of action regulates irreversible switches such as needed in cell fate
changes during development. Also fine-tuning of spatiotemporal regulation fits this
mode. In other cases, reversibility is required. Stress responses for example, should
be rapidly suppressed when the stress is gone. Translational inhibition serves this
purpose, as translation can continue immediately (53). Thus, miRNAs can be strict
regulators of spatiotemporal gene expression, but also dampen expression or serve
as a backup system or safeguard to ensure robustness of regulation.
4.3.1.6 Methylation
Evidence is emerging that miRNA target loci can be silenced in a dual mode, both
through cleavage and methylation. Bao et al. (279) reported for miR165/166 in-
duction of DNA methylation downstream of its targets PHABULOSA (PHB) and
PHAVOLUTA (PHV), but this seemed not to be generally the case for miRNAs or
ta-siRNAs (280). Remarkably, these MIR genes also generate 23- to 26-nt sRNAs
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associating with AGO4 and AGO7, next to bona fide 20- to 22-nt miRNAs (195).
Recently, new MIR genes have been identified that also produce both 20- to 22-nt
miRNAs dependent on DCL1 and AGO1 and 23- to 27-nt dependent on the hetero-
chromatic siRNA pathway (see further) (281). Also for known miRNAs it has been
shown that many can produce 23- to 26-nt sRNAs from the same strand and re-
gion as the miRNA. How siRNA generation is limited to the miRNA-generating
region, is not known. The hairpin structure could play a role, but also the miRNA
itself might be involved. The longer siRNAs methylate the miRNA target genes
probably through AGO4, but the generating locus is not affected. Especially asym-
metric CHH (where H is A, C or T) sites are methylated, a known hallmark of the
heterochromatic siRNA silencing pathway (281).
Also in Physcomitrella patens and rice, siRNAs matching miRNA loci were iden-
tified. In rice these siRNAs were more abundant than the miRNAs for about half
of these sites (281). A similar miRNA action was found by Wu et al. (162). Three
classes of miRNA sites were identified that generate 24-nt sRNAs guiding DNA
methylation both in cis and in trans. Two of them generate 24-nt from the same site
as 21-nt, one requiring both DCL1 and DCL3, the other only DCL3. RDR2 is not re-
quired, but other RDRs could act redundantly in rice (162, 200, 282). Upon abscisic
acid treatment in P. patens, DNA methylation is induced by miRNAs. Addition-
ally, a mutant in DCL1b was identified that causes DNA methylation and abolishes
cleavage activity of miRNAs. DNA methylation was also observed in WT plants
expressing an artificial miRNA (amiRNA, see further), where its target was methy-
lated when amiRNA expression was high, probably triggered by the miRNA:mRNA
duplex (283).
4.3.1.7 Computational prediction
In the last years, numerous algorithms to predict miRNA sequences as well as their
targets have been developed. Here, I want to touch upon the general methodology
behind these approaches.
miRNA prediction
Discovery of miRNAs in the genome is usually based on the identification of im-
perfect inverted repeats and their potential to form a hairpin containing a miR-
NA/miRNA* duplex. The presence of bulges or unpaired nucleotides and the num-
ber of consecutive mismatches at the duplex site serve as additional criteria. Con-
servation between Arabidopsis and rice was used to filter the candidate sequences,
requiring higher sequence homology at the miRNA and miRNA* site compared to
the loop region (206, 284, 285). Also conservation of the secondary structure of the
stem-loop was used as a criterium (284).
Evolutionary conservation was included in some prediction algorithms (71, 206).
Several approaches specifically use homologs and secondary structures to find
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miRNAs (31, 43, 286, 287, 288, 289). Deep sequencing results have shown that evo-
lutionary conservation might not be the best way to restrict miRNA discovery, as
species-specific miRNAs have been found and validated (29). A computational ap-
proach without genome comparison yielded 592 new miRNAs, many not conserved
in other plant species (290). Intragenomic matching of potential miRNAs with tar-
gets avoids the need for inter-species comparison (291) and was more recently com-
bined with machine learning techniques (292). With the advent of deep sequencing
technology, discovery of small RNAs in a wide range of species became possible and
facilitates species specific miRNA discovery (33, 34, 35, 37, 38, 39, 40, 42, 43, 45). Due
to the realization that some criteria did not only apply for miRNAs but also for ta-
siRNAs (see further) additional rules were added such as precise excision from the
stem-loop hairpin and presence of both miRNA and miRNA* (27, 179). The current
knowledge of biogenesis pathways can be incorporated and e.g. sRNAs dependent
on RDRs or PolIV/PolV, a hallmark for heterochromatic siRNAs, could be excluded
(see further). However, indirect regulation could lead to false negatives (293).
Target prediction
The first target prediction algorithms in plants relied heavily on near-perfect
complementarity between the miRNA and its target sequence, allowing no gaps
and a maximum of three mismatches (268, 291). Perfect target complementar-
ity to the target proved not to be necessary (294) and based upon experimen-
tal evidence, less stringent scoring rubrics were applied (206). Extensive pair-
ing at the 5′ terminus was favored (277), whereby only one mismatch was al-
lowed from positions 2 to 12 (71, 295). Additionally, sequences with mismatches
at positions 10 and 11, flanking the cleavage site, were discarded (295). Consec-
utive mismatches need to be limited to two nucleotides over the whole length.
Also, the free energy of the miRNA/target alignment was used as a cutoff (at
least 72% of a perfect match) (71, 295, 296, 297, 298). Recently, a user-friendly
web-based target prediction tool was created within our research departement
(http://bioinformatics.psb.ugent.be/webtools/tapir, 299). Also for targets, homol-
ogy has been used as a first approach to limit potential candidates (206, 300). Alter-
native approaches start from EST databases allowing a broad range of plant species
to be analyzed (300, 301). Recently, a new approach based on sequencing of 5′
ends of polyadenylated mRNAs, termed ‘degradome sequencing’, revealed cleav-
age products of miRNAs and allowed validation of previously predicted targets
(189, 302, 303, 304).
A better understanding of the biochemical requirements of RNA silencing ma-
chinery will help improve target prediction algorithms (305). This knowledge will
also increase the performance of prediction methods, helping to build accurate and
sensitive methods that do not rely on conservation. Integration of all available in-
formation, including e.g. expression data will further optimize both miRNA and
target prediction algorithms (292).
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4.3.2 Trans-acting short interfering RNAs
A second class of plant small RNAs is known as trans-acting short interfering RNAs
(ta-siRNAs). Similar to miRNAs, these endogenous siRNAs regulate target genes
that are different from the nascent locus, also referred to as heterosilencing. In
Arabidopsis, 4 ta-siRNA generating (TAS) families have been identified (TAS1-4),
each of these loci contains at least one miRNA target site, which is essential for the
biogenesis of ta-siRNAs (Figure 4.5). This cleavage site serves as a starting point
for a phased production of mainly 21-nt ta-siRNAs. Repeated DCL activity cleaves
in every cycle a 21-nt siRNA/siRNA* duplex from the end of the target dsRNA,
leading to a population of ta-siRNAs in a 21-nt phase with the miRNA cleavage
site. ta-siRNAs play an essential role in development, with ARF3 and ARF4 as
best studied targets. These phased siRNAs have not only been found in Arabidopsis
(44, 236, 306) but also in rice (36, 200, 307), poplar (45), pine (308), P. patens (309) and
a green alga (185). They arise from non-coding as well as protein-coding transcripts
and long imperfect double-stranded RNA (dsRNA).
4.3.2.1 Biogenesis
TAS loci are transcribed by PolII and thus have a 5′ cap and 3′ poly(A)-tail (115).
The transcript is recognized by an AGO-containing RISC complex loaded with a
miRNA that subsequently cleaves the non-coding RNA. This miRNA-guided cleav-
age is indispensable for the onset of ta-siRNA biogenesis (71). Therefore, ta-siRNA
biogenesis depends on all components from the miRNA pathway (28, 110). SUP-
PRESSOR OF GENE SILENCING3 (SGS3) homodimers stabilize the primary TAS
RNA and interact with RDR6 that generates dsRNA using one of the two cleavage
products as template (51, 71, 110, 115, 310). As both SGS3 and RDR6 localize to the
cytoplasm (310, 311), transport from the nucleus to the cytoplasm is necessary1. SI-
LENCING DEFECTIVE5 (SDE5) is required in ta-siRNA biosynthesis and probably
assists RDR6 in dsRNA generation. A shared domain with a human mRNA export
factor suggests a role for SDE5 in RNA trafficking from the nucleus to the cyto-
plasm (315). The dsRNA is recognized by a DCL4-DRB4 complex, that cuts it in a
phased way, starting from the miRNA cleavage site, yielding 21-nt ta-siRNAs with
3′ overhang (71, 73, 89, 95, 110, 115, 316, 317). The 21-nt window can be attributed
to the structure of DCL (91). If this RDR6-produced dsRNA has blunt ends or if it is
optimized for use by DCLs with a 3′ overhang is not known. The processing of the
dsRNA takes place in the nucleus, thus requiring again transportation through the
nuclear membrane (95, 311, 318). The resulting mature ta-siRNA duplex is 3′ 2′O-
methylated by HEN1, protecting it from degradation (61, 62, 63). One strand of the
1After finalizing this review, nuclear localization of RDR6, has been first suggested (312) but also
demonstrated using antibodies (313). While nuclear localization of RDR6 was already shown previously
(314), this was only seen in rdr6 mutants. If RDR6 is functional in the nucleus remains to be determined.
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Figure 4.5: ta-siRNA biogenesis pathway. All TAS loci are transcribed by PolII and
targeted by a miRNA. TAS1 and TAS2 contain a miR173 target site, TAS4 a miR828
target site, while TAS3 has two miR390 target site of which only the 3′ proximal
one is cleavable. For TAS1 and TAS2 the THO/TREX complex could be involved
in nuclear export. Cleavage of the TAS transcripts triggers dsRNA generation by
RDR6, assisted by SUPPRESSOR OF GENE SILENCING3 (SGS3). Upon import in
the nucleus, possibly mediated by SILENCING DEFECTIVE5 (SDE5), DCL4-DRB4
processes the dsRNA in multiple cycles, leading to phased 21-nt ta-siRNAs. These
are methylated by HUA ENHANCER1 (HEN1) and exported from the nucleus.
This transport could be controlled by SDE5 and/or HST. The ta-siRNA is loaded
into a RISC complex containing predominantly AGO1 as effector (73, 82).
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resulting mature ta-siRNA duplex is loaded into a RISC complex with AGO1 as
main component (88, 158, 236, 319), guiding cleavage of near-perfect complemen-
tary targets (51, 71, 88, 110, 115, 125). Rajagopalan et al. (27) found that TAS loci
produce predominantly 21-nt sRNAs that begin with uridine. The starting base is
more important for ta-siRNA sorting into AGO proteins than the asymmetry rules
that apply for miRNAs (27, 236).
Target recognition takes place in the cytoplasm, requiring again transport, which
might involve HASTY (HST) (234). Recently AtTEX1 has been identified as neces-
sary for ta-siRNA production of TAS1 and TAS2, but not TAS3. It encodes a ho-
molog of the TEX1 subunit of the THO/TREX complex that is involved in mRNA
export in yeast and animals (320, 321). Also siRNA production from transgenes
and some endogenous inverted repeats requires AtTEX1 (322). Other subunits of
an Arabidopsis THO/TREX complex could be identified and T-DNA insertions in
two of them confirmed their role in ta-siRNA biogenesis (322, 323). This mRNA
transport complex could transport an siRNA precursor to the site of processing.
4.3.2.2 ta-siRNA generating loci in Arabidopsis
In Arabidopsis 4 families of TAS loci have been identified, where TAS1 and TAS3 are
represented by three members, resulting in a total of 8 loci (Table 4.1). The first
two families, TAS1 and TAS2, contain a single miR173 target site and the 3′ cleavage
product serves as a template for RDR6 to make dsRNA (71). This target site diverges
from the canonical rules, as it has mismatches at the cleavage position (44, 71, 324).
This imperfect-matching target site of miR173 is necessary and sufficient for ta-
siRNA production (236, 325). The 3′ fragment of the TAS4 transcript is processed in
the ta-siRNA pathway after cleavage by miR828. TAS1- and TAS2-derived siRNAs
mainly target PPR genes (71, 115), while TAS4 controls MYB transcription factors
(27).
Table 4.1: TAS loci in Arabidopsis and the miRNA that cleaves the native tran-
script. Also synonymous names are indicated.
TAS locus miRNA Synonym References
TAS1a AT2G27400 miR173 Cluster 64 (51, 71, 110)
TAS1b AT1G50055 miR173 Cluster 28 (51, 71)
TAS1c AT2G39675 miR173 Cluster 68 (51, 71)
TAS2 AT2G39681 miR173 (71)
TAS3a AT3G17185 miR390 (71, 158, 326)
TAS3b AT5G49615 miR390 (29, 306)
TAS3c AT5G57735 miR390 (306)
TAS4 AT3G25795 miR828 (27)
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Finally, TAS3 has somewhat different characteristics compared to the other loci.
TAS3 has two miR390 target sites, both of which are bound by miR390-AGO7 com-
plexes, but only the 3′ target site, which has the highest complementarity, is cleaved
(44, 158). The 5′ target site has strict dependencies on targeting by miR390-AGO7
(158). The combination of the 5′ target site with the 3′ cleavage site is sufficient to
trigger ta-siRNA generation from the sequence in between (325). This suggests that
the binding of a miR390-AGO7 RISC complex is instrumental in guiding the TAS3
loci to the ta-siRNA pathway. The 5′ cleavage product is converted subsequently
by RDR6 to dsRNA, which again differs as for the other loci the 3′ fragment is fur-
ther processed. ta-siRNAs originating from TAS3 target AUXIN RESPONSE FAC-
TOR2 (ARF2), ARF3 and ARF4, transcription factors involved in auxin signaling,
and therefore this locus plays an important role in development (71, 115, 326).
4.3.2.3 Origin and Evolution
The three TAS1 loci and TAS2 seem to be paralogs (115). The genome organiza-
tion suggest that TAS2 and TAS1c arose from a direct duplication and that TAS1a
and TAS1b arose from TAS1c after it diverged from TAS2. TAS2 could be re-
lated to pentatricopeptide repeat (PPR) genes, targets of TAS1- and TAS2-derived
ta-siRNAs, as it has complementarity with these genes (115, 327, 328). It has
also been suggested that TAS loci could originate from miRNA-targeted protein-
coding genes (306). While TAS1, TAS2 and TAS4 are only present in Arabidop-
sis and its close relatives, TAS3-like loci are also in this respect divergent, since
they are evolutionary conserved in seed plants, with e.g. 4 members in P. patens
(27, 44, 71, 110, 306, 309, 326, 329).
4.3.2.4 Specificity
Amongst miRNA-targeted sequences, TAS loci constitute only a small fraction.
What determines if a cleaved transcript is targeted for degradation or inhibited
in translation, or if it is processed in the ta-siRNA pathway? There must be a mech-
anism that targets RDR6 activity specifically to TAS loci. For TAS1, it has been
shown that cleavage is necessary (71) and sufficient (236) for entering the ta-siRNA
pathway. A single miR173 target site is sufficient to initiate phased siRNA pro-
duction. The complex that performs the cleavage is crucial, which suggests that
miR173-AGO1 has unique properties that allow entry into the ta-siRNA pathway,
as this behavior could not be mimicked by other miRNAs (44, 236, 306, 325). There-
fore, the RISC-miRNA complex may interact with RDR6, directly or through its
associated factors. Another possibility is the recruitment through aberrant features
of the mRNA such as the lack of 5′ cap or 3′ poly-A tail (103). The non-coding
nature of the transcript could also be an important hallmark, as has been shown
in mammals (330). miR828 (TAS4), miR168 (AGO1), miR393 (various targets) and
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miR472 (CC-NBS-LRR domain) (306) show a similar phasing behavior to miR173,
although at lower levels (27, 44).
For the TAS3 locus, the mechanism for entry in the ta-siRNA pathway seems
to be different. The region yielding phased ta-siRNAs lies between two miR390
target sites. Only the 3′ site is cleaved while 5′ site recognition is necessary, but
no cleavage occurs there. Both sites are necessary for the production of ta-siRNAs
from these loci and their respective behavior (cleavage for 3′ and no cleavage for 5′)
is important for the correct processing of these loci. Moreover, this dual targeting
seems to be evolutionary conserved (44). Other Arabidopsis genes that contain two or
more small RNA complementary sites have also been found to produce siRNAs in
a phased manner from the intermittent region. This is the case for ARF3 and ARF4
(targeted by two ta-siRNAs) and 15 PPR genes (miR161, miR400 and TAS1b, TAS2
ta-siRNAs). For genes with only one site, this was not found with the exception
of AGO1 (miR168) and targets from miR393 (44). Again, this could be due to the
loss of the hallmark signatures of correctly processed mRNA, as described earlier.
However, dual targeting is not sufficient for entry into the ta-siRNA pathway as has
been demonstrated with two miR159 sites (325).
Although there are distinct mechanisms at play for TAS1, TAS2 and TAS4 on
the one hand and TAS3 on the other, there are also common themes. All loci as-
sociate with a RISC complex at the 5′ end of the TAS locus, which is predicted to
be relatively stable, either due to the presence of mismatches at the cleavage site,
or a non-cleaved target site. This prolonged stability could be one of the deter-
mining factors for entry in the ta-siRNA pathway. Several PPR genes that generate
ta-siRNA-like small RNAs (29, 44, 306, 319) are targeted by miR161 for cleavage and
are also predicted to be targets of miR400, for which no cleavage has been shown
(306). Again, a stable RISC-target complex could be formed, which subsequently
recruits RDR6 and engages into the ta-siRNA pathway (158).
Several loci with internal foldback structures that produce phased siRNAs have
been found that do not require miRNA initiation (36, 200, 307), because of this lack,
they are seen as evolutionary intermediates of miRNAs instead of genuine TAS loci
(324).
4.3.2.5 Alternative Processing
The predominantly phased production of ta-siRNAs is important. This methodol-
ogy ensures a structured, predictable siRNA production from the TAS loci. Ran-
dom siRNAs from these loci would not have sufficient homology to perform the
regulatory role of the phased siRNAs. This phasing in register with the miRNA
cleavage site, is however not absolute. Forward frame shifts are detected and their
likelihood increases with the number of cycles the TAS-dsRNA is processed, thus
with the distance from the cleavage site (306). TAS3 might be controlled by its
own ta-siRNAs that arise from the antisense strand. What the importance is, is not
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known, but it could also set the register for some of the ta-siRNAs produced (71).
Next to out-of-phase 21-nt ta-siRNAs, also other size classes, such as 22- and 24-nt
sRNAs matching the TAS loci are found. As these are also detected in wild type
plants, this is a secondary, perhaps redundant, pathway (30, 73, 89, 115). Using
mutant analysis, it has been established that DCL4 is necessary for the production
of canonical 21-nt ta-siRNAs (89), but also DCL2 and DCL3 can use TAS loci as
template yielding 22- and 24-nt sRNAs, respectively. Alternative species of 24-nt
depend on DCL3 and RDR2 but not RDR6, SGS3 and DCL1, suggesting that the
heterochromatic siRNA pathway can use the native TAS transcript as a template
(see further, 71, 115). Surprisingly, double mutants in dcl2 dcl4 generated more 21-
nt ta-siRNAs, which could be due to decreased competition for a binding factor
such as HYL1 (89). DCL1-mediated 21-nt ta-siRNA production was also observed
in dcl2 dcl3 dcl4 triple mutants with a strong dcl2 allele, but not in a weak allele
which is dysfunctional but probably capable of competition with DCL1 (30, 90).
For TAS2, the 3′ cleavage product yields both 21-nt ta-siRNAs as alternative
species of 24-nt. This in contrast to the 5′ cleavage product, for which only 24-nt
siRNAs are found, confirming that only the 3′ fragment is recognized by RDR6 and
subsequently goes through the ta-siRNA biogenesis pathway, while the whole TAS
locus can be used as a template for the heterochromatic siRNA pathway (115).
4.3.2.6 Why ta-siRNAs?
Why has evolution selected such a complicated biogenesis pathway to control gene
expression? The development of ta-siRNAs has several advantages over miRNAs.
By generating a multitude of siRNAs, TAS loci allow for the simultaneous regu-
lation of a larger number of targets. Due to its targeting of gene families with
several similar ta-siRNAs, there is an amplification of the signaling. It has also been
demonstrated that ta-siRNAs can initiate a cascade of secondary siRNAs, similar
to transcription factor cascades (306, 319). Additionally, there is evidence that ta-
siRNAs can function non-cell-autonomously (see further, 158, 331), while miRNAs
generally cannot move from cell-to-cell.
4.3.3 Heterochromatic siRNAs & RNA-directed DNA methylation
Plants contain a large and diverse set of small RNAs, predominantly 24-nt in
length, that mediate heterochromatin modification of their target sequences through
transcriptional silencing involving DNA methylation and chromatin remodeling
(28, 65, 332, 333). This RNA silencing mechanism is called RNA-directed DNA
methylation (RdDM) (334). The 24-nt siRNAs arise mainly from pericentromeric re-
gions, heterochromatic DNA, repeat elements, retroelements and some methylated
DNA regions. They ensure de novo DNA methylation and maintenance of a silent,
heterochromatic state (67, 94, 335, 336, 337, 338). They are therefore refered to as
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heterochromatic siRNAs (hc-siRNAs), in literature also the term repeat-associated
siRNAs (ra-siRNAs) is used. This class of small RNAs is produced exclusively by
DCL3 in Arabidopsis. In maize also a class of 22-nt siRNAs match repeat sequences
(339). In conifers the regulating function might be taken over by 21-nt siRNAs as
they lack a DCL3 homolog (340). Also C. reinhardtii lack 24-nt siRNAs and a clear
DCL3 homolog (182, 185, 341).
Most hc-siRNAs match transposons and repeats, but also development, plant de-
fense and possibly stress are under this epigenetic control mechanism (178, 335, 336,
342, 343). Transposable elements have the capability to disrupt genomes, and there-
fore need to be controlled by limiting their transpositional activity (94, 344, 345).
This pathway can also regulate transposon-derived promoters and enhancers, pre-
vent spurious transcription of intergenic regions or antisense transcription in ad-
jacent genes (25, 94, 346). Well studied examples of gene regulation driven by
DNA methylation are FLOWERING LOCUS C (FLC), FLOWERING WAGENINGEN
(FWA), SUPERMAN (SUP) and SUPPRESSOR OF drm1 drm2 cmt3 (SDC) (345, 347,
348, 349, 350, 351, 352). Also at telomeres in Arabidopsis, the heterochromatic siRNA
pathway helps in maintaining heterochromatic state, but other independent path-
ways are also at play (353). An RdDM mechanism does not seem to exist in mam-
malian somatic cells (54), but PIWI-interacting RNAs, a class of sRNAs that is not
represented in plants, could fulfill this role in the male germline (354, 355).
4.3.3.1 Biogenesis
Recent research has revealed new insights in the heterochromatic siRNA-mediated
DNA methylation pathway. It was hypothesized that RNA-directed DNA methy-
lation requires the convergence of two independent pathways: siRNA biogenesis
and transcription at heterochromatic loci. The intersection point seems to be AGO4
and both pathways are necessary to form heterochromatin and silence target loci
(356, 357). This addresses the paradox that transcriptional silencing requires tran-
scription of the target sequence (344, 358).
In this biogenesis pathway, two plant-specific, atypical DNA-dependent RNA
polymerases are central: PolIV is required for siRNA production and PolV facili-
tates siRNA-directed DNA methylation. Arabidopsis encodes five RNA polymerase
(359). These are multi-protein enzyme complexes where the two largest subunits
form the DNA entry and RNA exit channels as well as the RNA synthesis cat-
alytic center. Other subunits are important for regulation and assembly (335, 360).
PolII transcribes most genes, such as protein-coding genes and miRNAs (361). PolI
transcribes ribosomal RNA (rRNA) genes (362), PolIII short structural RNAs, e.g.
tRNAs and 5S rRNA (363). PolIV and PolV (initially called PolIVa and PolIVb, re-
spectively) function specifically in the RdDM pathway and are composed of a ded-
icated large subunit (NUCLEAR RNA POLYMERASE D1 (NRPD1) and NUCLEAR
RNA POLYMERASE E1 (NRPE1), respectively) and a common smaller subunit
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NRPD2/NRPE2. They share several of the smaller subunits of PolII (364, 365, 366).
While the N-terminus of the largest subunit of PolIV and PolV is similar to that
of PolII, the C-terminus has diversified, allowing recruitment of different factors.
Both contain a DeCL motif, which is required for 4.5S rRNA processing in chloro-
plasts (335, 367, 368), while only NRPE1 has WG/GW repeats important for protein-
protein interactions (369, 370). Metal A and B binding sites, crucial for activity of
PolII, are needed for their function in RdDM (356, 364, 371). The presence of all
these features suggests RNA polymerase activity for PolIV and PolV (336). This
has only been experimentally validated for PolV that can transcribe RdDM target
loci (356). Currently, these polymerases are studied by several research groups and
new subunits have been discovered (364, 372, 373). Recently, a function for PolV in
heterchromatin organization during interphase, independent of siRNA-production
has been found (374). In the near future, further details of these molecular compo-
nents and their function will undoubtedly be unraveled. Here, I present the current
view on this biogenesis pathway (Figure 4.6).
siRNA biogenesis
PolIV is thought to make a transcript that can be used as a substrate by RNA-
DEPENDENT RNA POLYMERASE2 (RDR2) to make dsRNA (335). The mechanism
by which PolIV works, is not yet known. One possibility is that PolIV can transcribe,
contrary to PolII, methylated DNA (94, 376). However, PolIV polymerase activity
has not yet been demonstrated. PolIV localizes to siRNA source and target loci in
the nucleoplasm and PolII appears to play a role in its recruitment (377, 378). For
PolIV activity, CLASSY1 (CLSY1), a putative chromatin remodeling protein from
a plant-specific SNF2 subfamily, is required. CLSY1 is found mainly around the
inner periphery of the nucleolus, where RDR2 also localizes (379). CLSY1 proba-
bly resides at the interface of PolIV and RDR2 (335). PolIV and RDR2 activity are
required for dsRNA production and to subsequently generate and amplify hetero-
chromatic siRNAs (94, 333, 360, 371, 373, 376, 379, 380, 381, 382). The ssRNA pro-
duced by PolIV is transported to the nucleolus by an unknown mechanism and
becomes a substrate for RDR2. The resulting dsRNA is processed by DCL3 into 24-
nt siRNA duplexes that are 3′ methylated by HEN1 and loaded into AGO4 (357).
RDR2, DCL3 and AGO4 all localize to Cajal bodies within the nucleolus, which
are known as ribonucleoprotein assembly centers (369, 377, 383). While DCL3 is
most important, in its absence DCL2 and DCL4 are partially redundant and the
resulting 22- and 21-nt can establish and maintain methylation (30). DCL1 cannot
produce siRNAs from most RDR2-dependent loci (90). The stability of AGO4 de-
pends on siRNA production, suggesting that the loading of siRNAs in AGO4 could
be required for structural integrity. This could be a protection mechanism against
irrelevant siRNAs (369). Also constituents of the Cajal body contribute to the stabil-
ity of AGO4 (384). At least for some loci, AGO6 acts redundantly with AGO4 (169).
AGO9 likely is the effector in the ovule (168, 170).
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Figure 4.6: Heterochromatic siRNA biogenesis pathway. Methylated DNA regions
(indicated in red) are probably transcribed by PolIV, assisted by the chromatin re-
modeling protein CLASSY1 (CLSY1). This transcript is converted to dsRNA by
RDR2 and processed to a 24-nt siRNA/siRNA* duplex by DCL3. After HEN1 me-
diated methylation, the guide strand is loaded into AGO4. AGO4 probably binds to
NRPE1, the largest subunit of PolV in the Cajal bodies. PolV transcribes siRNA tar-
get loci, assisted by the DRD1-RDM1-DMS3 (DDR) complex. AGO4 binds to PolV
transcripts guided by the loaded siRNA, KOW DOMAIN CONTAINING TRAN-
SCRIPTION FACTOR 1 (KTF1) could act as a scaffold. Chromatin remodeling by
DRD1 could enable PolV activity. PolII replaces PolV at certain loci. AGO4, possi-
bly through KTF1, recruits the de novo DNA methyltransferase DOMAINS REAR-
RANGED METHYLTRANSFERASE (DRM2) and histone modifiers such as SUVH4,
SUVH2 and SUVH9. Alternatively, AGO4 could cleave the transcript and initiate
an amplification loop (adapted from Law and Jacobsen (375)).
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Transcription of heterochromatic loci
PolV has been shown to transcribe RdDM target loci (356). It requires the plant-
specific proteins DEFECTIVE IN RNA-DIRECTED DNA METHYLATION1 (DRD1),
DEFECTIVE IN MERISTEM SILENCING 3 (DMS3), and RNA-DIRECTED DNA
METHYLATION1 (RDM1) for its transcription activity (356, 357, 385). DRD1 is an
RNA-binding protein from the same SNF2-family as CLSY1 (386). DMS3 is sim-
ilar to a structural-maintenance-of-chromosomes hinge domain, containing short
coiled-coil regions on either site of the hinge. DMS3 probably dimerizes and binds
DNA (387). The function of RDM1 is unknown. It contains a unique fold that
has no structural homology to other known proteins and that may be crucial for
its function (385, 388). These three proteins form a DRD1-DMS3-RDM1 complex,
dubbed DDR, which probably mediates chromatin association or activation of PolV
(346, 357, 380, 385, 386, 387). Additionally, DRD1 could remodel chromatin to en-
able PolV activity (356). All of the proteins involved in this part of the pathway,
have been shown to co-localize with chromosomal loci, that are both source and
target of siRNAs, or bind to proteins that localize at these loci (377, 385).
Integration and feedback
AGO4, loaded with a hc-siRNA, interacts with PolV transcripts through siRNA-
mediated guidance (357). AGO4 can interact directly with PolV through WG/GW
repeats in its C-terminus (369, 370) at the Cajal bodies (369, 377) and the target loci
(384), but this interaction is reported to be weak or transient (357). Moreover, active
transcription is required for interaction of AGO4 with chromatin, indicating that
AGO4 physically interacts with PolV transcripts. siRNAs themselves are not needed
for guidance of PolV to its target loci or for transcriptional activity of PolV (356, 357).
A recently identified RdDM effector, KOW DOMAIN CONTAINING TRANSCRIP-
TION FACTOR 1 (KTF1)/Spt5-like (SPT5L), was shown to bind AGO4 in the nu-
cleoplasm through WG/GW repeats in the C-terminus of KTF1 and interact with
PolV RNA transcripts (357, 365, 389, 390). This protein could act as a scaffold to
recruit AGO4 to PolV transcripts (389, 390) and/or attract the DNA methylation
effectors (mainly DOMAINS REARRANGED METHYLTRANSFERASE (DRM2))
and histone modifiers (KRYPTONITE (KYP)/SU(VAR)3-9 HOMOLOG4 (SUVH4),
SUVH2, SUVH9) to these loci (54, 336, 357, 369, 375, 384). AGO4 has been shown
to function in a non-catalytic mode to recruit these downstream effectors. But also
a catalytic-dependent AGO4 function was revealed, which could initiate generation
of secondary hc-siRNAs through a reinforcement loop (157).
Two recent screens identified an additional player in RdDM: RDM12 / IN-
VOLVED IN DE NOVO 2 (IDN2). This protein, similar to SGS3, was found to
be crucial for de novo methylation in RdDM. RDM12/IDN2 is hypothesized to fa-
cilitate targeting of downstream factors (391) but could also associate with RDR2,
similar to the role of SGS3 for RDR6 (392). DAWDLE (DDL), necessary for stabiliza-
tion of pri-miRNAs, could also play a role as hc-siRNAs are also affected in mutants
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(210). Also for HASTY (HST), implicated in miRNA export from the nucleus, a role
in 24-nt siRNAs was recently observed (52).
A role for RNA Polymerase II
Heterochromatic loci have been subdivided in two groups. Type I loci are high-
copy-number repeats or transposons for which siRNA production depends on both
PolIV and PolV. Low-copy-number repeat and intergenic sequences make up type II
loci, that depend on PolII instead of PolV (333, 376, 378, 380, 381). This could
explain the lack of co-localization of PolV and AGO4 observed outside the Cajal
bodies (369, 377) while PolII and AGO4 co-localize in the nucleoplasm (393). There-
fore, PolII could be important at target sites in the nucleoplasm. PolII transcription
could also function through recruiting PolV to certain loci (378). Additionally, a
newly identified RdDM component, DMS4/RDM4, interacts with both PolII and
PolV (373, 394). The methylated state or, alternatively, the transcription by PolV or
PolII, attracts PolIV and thus feeds positively back into the siRNA production. This
feedback loop reinforces silencing at these loci (360, 377, 378, 395, 396, 397, 398).
4.3.3.2 DNA methylation and heterochromatin in Arabidopsis
Deep sequencing techniques, especially 454 technology, allowed mapping of DNA
methylation with base-pair resolution (397, 399). DNA methylation in plants is
found at cytosine residues in all sequence contexts: symmetric CG and CHG (where
H is A, C or T) and asymmetric CHH. Genome-wide on average 24% CG, 6.7%
CHG, 1.7% CHH sites were methylated (399). This genome-wide analysis revealed
that about 30% of the methylation is siRNA mediated (397, 399). Cytosine methy-
lation and histone H3K9 and H3K27 methylation are hallmarks of heterochromatin
and transcriptionally silent DNA in plants (94, 280, 400, 401).
DOMAINS REARRANGED METHYLTRANSFERASE (DRM) is responsible for
siRNA-directed de novo DNA methylation in all sequence contexts in Arabidopsis.
DRM2 is most important while DRM1 has a minor role (402, 403). CG and CHG
are maintained by METHYLTRANSFERASE1 (MET1) and CHROMOMETHYL-
TRANSFERASE3 (CMT3), respectively (404). However, at many loci CMT3 and
DRM2/DRM1 can control CHG and CHH methylation redundantly (399). CHH
methylation is most sensitive to loss of methylation as this type does not have
a dedicated maintenance methyltransferase and thus requires continuous de novo
methylation (18, 404). Small RNAs guide DRM2 to maintain DNA methylation in
all sequence contexts (345, 405, 406). Silencing through CHH methylation can in-
deed be reactivated when the (transgenic) RNA trigger is removed (346, 380, 386).
CG methylation can be lost passively, due to lack of maintenance in dividing cells,
or actively through e.g. REPRESSOR OF SILENCING 1 (ROS1), a DNA glycosy-
lase/lyase working through a base excision and repair mechanism. ROS1 expres-
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sion was found to be linked to RdDM (346, 390, 407, 408). DRD1, necessary for
PolV function, was also found to be required for full erasure of CG methylation
at 5S rDNA (409), which could be due to the downregulation of ROS1 in a drd1
mutant (346). Active demethylation by ROS1 might be guided by siRNAs bound to
ROS3, thus dynamically regulating methylation and demethylation which could be
important for an efficient response to e.g. environmental changes (410, 411).
DRM2-dependent de novo methylation is linked to CG and CHG methyla-
tion pathways involving MET1, DECREASED DNA METHYLATION1 (DDM1),
and CMT3 (395, 399, 412), possibly by recruiting PolIV to these methylated sites.
Genome-wide analysis of sRNAs and DNA methylation in mutants in the latter
process, suggested that sRNAs can control different hierarchies of DNA methy-
lation establishment in each context and showed complex interplay between the
different methylation pathways (397). H3K4 demethylation at target loci is re-
quired for recruitment of DRM2 by AGO4 and hc-siRNAs (19). LYSINE-SPECIFIC
DEMETHYLASE1-LIKE1 (LDL1) and LDL2 play an important role in de novo DNA
methylation and heterochromatic silencing of FWA and likely mediate this through
removal of H3K4 methylation (413). Methylcytosine binding-domain proteins
(MBD6 and MBD10) act together with RdDM to effect large-scale rDNA silenc-
ing (414). DDM1, a chromatin remodeling helicase, is required for maintenance
of DNA methylation in all sequence contexts (415). Other chromatin remodeling
factors, DRD1 and CLSY1, play a role in the biogenesis pathway as described. RE-
QUIRED TO MAINTAIN REPRESSION1 (RMR1) is similar to DRD1 and CLSY1
and is required for RdDM in maize (416).
KRYPTONITE (KYP)/SU(VAR)3-9 HOMOLOG4 (SUVH4) dimethylates lysine 9
of Histone 3 (H3K9me2) with a preference for CHG methylated sites (352, 417, 418),
while SUVH5 and SUVH6 are required at certain loci (419, 420). SUVH4 is required
for CMT3-dependent DNA methylation (406) and both H3K9me2 and CHG methy-
lation are tightly correlated throughout the genome (421). The H3K9 demethylase
INCREASE IN BONSAI METHYLATION1 (IBM1) and DDM1 are important to pre-
vent ectopic non-CG methylation in genic regions and thus to target both H3K9
methylation as non-CG DNA methylation to repeats and transposons (422, 423).
SUVH2 and SUVH9 are required for DRM2 activity (424). SUVH2 binds to methy-
lated CG residues, while SUVH9 shows specificity for CHH methylation. These
could function through recruitment or retainment of components of the DRM2 path-
way to siRNA targeted loci. SUVH2 has been reported to have H3K9 methylation
activity, but this is still under debate (401, 424). Also histone H2B de-ubiquitination
by UBIQUITIN-SPECIFIC PROTEASE 26 (UBP26) is required for heterochromatic
H3K9me2 and siRNA-directed DNA methylation (425). Recently, ARABIDOP-
SIS TRITHORAX-RELATED PROTEIN5 (ATXR5) and ATXR6 were identified as
H3K27 monomethyltransferases and H3K27me deposition was found to be inde-
pendent of both DNA methylation and H3K9me2. Both modifications (H3K27me
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and H3K9me2/DNA methylation) are required for silencing of heterochromatic re-
gions (426).
MORPHEUS MOLECULE 1 (MOM1) shares target loci with the RdDM pathway.
It is required for the heterochromatic mark H3K9me2, but not to maintain the asso-
ciated DNA methylation. This suggests that MOM1 is needed for the transmission
of DNA methylation to histone modification, specifically at sites where non-CG
methylation is important for maintenance of cytosine methylation (427). MOM1
works in parallel to the PolV pathway to silence a subset of loci, for other loci it
seems to work in the same pathway but also counteracting of silencing has been
observed (428, 429).
HISTONE DEACETYLASE6 (HDA6) removes acetyl groups from multiple core
histone lysines. HDA6 activity is required for transcription suppression down-
stream of DNA methylation. They accumulate histone markers typical of active
genes and associate with PolI and PolII. Symmetrical CG and CHG methylation de-
pends on HDA6 functionality. Recruitment of HDA6 by DNA methylation probably
is part of a reinforcement mechanism (430).
RdDM might be a reversible method of silencing while other additional layers,
such as heterochromatic marks or CG methylation could provide a more stable, but
less dynamic repression (346). The association of RdDM with H3K27me histone
modifications, considered to be more dynamic compared to H3K9me2, confirms
this (54, 346).
The different specificities of the proteins involved in RdDM and heterochro-
matin formation as well as the complex interplay between all these components can
explain the different dependencies that have been reported for the variety of loci
that has been studied (94, 345, 360, 380, 381, 386, 395, 396, 405).
4.3.3.3 A role in germplasm
PolIV-dependent siRNAs play a role in the developing seed and thus the germ
line and embryo. A picture is emerging, suggesting that accessory cells sacrifice
their genome integrity to ensure immobilization of transposable elements in the
embryo, thus protecting its progeny (431, 432, 433, 434, 435, 436). A subset of
PolIV-dependent siRNAs is specifically expressed in a burst in these accessory cells
during seed development and is only maternally expressed. Maternal activators or
paternal inhibitors involved in this process are not yet known (435).
4.3.4 Natural antisense transcript short interfering RNAs
Transcription of complementary DNA strands can lead to formation of dsRNA.
Such natural antisense transcripts (NATs) are ubiquitous in eukaryotes (437, 438,
439, 440, 441, 442, 443, 444, 445) and can be divided into two classes: cis-NATs and
trans-NATs. The former are transcribed from opposite strands of the same genomic
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locus, the latter from distinct loci. Antisense transcription has been implicated in
post-transcriptional gene silencing (55, 56, 446) and transcriptional silencing (447) as
well as alternative splicing, polyadenylation (439) and RNA maturation or stability
(448). These regulatory units are difficult to study as they are expressed in specific
tissues and conditions and do not seem to be evolutionary conserved (449, 450). The
presence of loci that combine cis-NATs, trans-NATs and miRNA targeting, illustrates
the vast regulatory potential at the RNA level (449). Here, I briefly introduce the
state-of-the-art in plants.
4.3.4.1 cis-natural antisense pairs
In Arabidopsis, several studies identified over a thousand potential cis-NAT gene
pairs (438, 439, 450, 451). However, only a subset of these genes seem to be anti-
correlated and only in specific conditions or developmental stages. Also, no clear
correlation with small RNA production was found for genes belonging to a cis-
NAT pair. However, within the cis-NATs, the overlapping region was enriched in
sRNAs compared to the whole transcripts (450, 451). The first example of a func-
tional cis-NAT pair was found under salt-stress conditions from the overlapping
genes ∆1-pyroline-5-carbyxolyate dehydrogenase (P5CDH) and SIMILAR TO RCD ONE
5 (SRO5) (55). SRO5 is induced by salt stress, while P5CDH is present in plants
grown under normal conditions and its expression is reduced by NaCl treatment.
Pseudomonas infection induces a GTP-binding protein, ATGB2, which causes repres-
sion of its antisense partner PPRL, a pentatricopeptide repeats (PPR) protein-like
gene (56). This type of regulatory mechanism might be very important under stress
(452). Next to these stress-induced examples, also normal development is regu-
lated by cis-nat-siRNAs as illustrated by the requirement of a NAT-pair for double
fertilization in Arabidopsis (453). The biogenesis pathways are slightly different be-
tween the different cases, but they share the requirement for an amplification loop
through PolIV and an RNA-dependent RNA polymerase (RDR), reminiscent of the
heterochromatic biogenesis pathway (64, 65).
Stress-induced nat-siRNAs
Upon salt-stress SRO5 is induced, producing a DCL2-dependent 24-nt nat-siRNA
from the overlapping region with P5CDH, which represses the latter. P5CDH ca-
tabolizes P5C, an intermediate in proline biosynthesis, and functions thus in a key
pathway for stress response. The requirement for RDR6, SGS3 and PolIV sug-
gests that a primary siRNA is formed which triggers an amplification loop pro-
ducing secondary siRNAs. Phased, DCL1-dependent 21-nt siRNAs in register with
the 24-nt siRNA cleavage site were found, but these are not necessary for repres-
sion of P5CDH (55). In the case of the ATGB2-PPRL NAT-pair, a 22-nt nat-siRNA
is formed requiring DCL1 and HYL1 as well as the amplification loop of PolIV-
RDR6-SGS3. Additionally, RESISTANT TO P. SYRINGAE (RPS2) and NON-RACE
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SPECIFIC DISEASE RESISTANCE1 (NDR1), components of the resistance signaling
pathway, are necessary for the formation of the nat-siRNA (56).
Long siRNAs of 30- to 40-nt have been found from which several are generated
from NAT pairs, induced in specific developmental growth conditions or upon bac-
terial infection (446). In this study, a cluster of heterogeneous 39- to 41-nt siRNAs
induced by Pseudomonas infection was studied and found to be dependent on DCL1
and DCL4. A secondary amplification loop involving RDR6, PolIV and also PolV
is implicated in its biogenesis. The production of these nat-siRNAs contributes
to bacterial resistance by silencing of a repressor of plant defense through mRNA
degradation by XRN4 (446).
nat-siRNAs in development
Specific aspects of development can also be regulated by cis-nat-siRNAs. Recently,
cis-NATs that produce phased nat-siRNAs have been identified that could play a
role in organ-specific regulation (163). A functional pair has been demonstrated to
control reproduction, facilitating gametophyte formation and double fertilization
(453). KOKOPELLI (KPL) and ARIADNE14 (ARI14), a putative E3 ubiquitin ligase,
form a cis-nat-siRNA pair. In kpl mutants, single fertilization often occurs, leading to
seed abortion. ARI14 overexpression resulted in similar phenotypes. While ARI14
is present in both the vegetative cell and sperm in the male gametophyte, KPL is
sperm-specific and leads to downregulation of ARI14 in sperm cells. ARI14 is likely
a non-active E3 ubiquitin ligase hypothesized to bind substrates, thus preventing
degradation by active E3 ubiquitin ligases. The biogenesis pathway of siRNAs from
this pair has similar dependencies as the stress-related nat-siRNAs. Production
occurs through DCL1 and HYL1, stabilized by HEN1 and amplified by an RDR2-
SGS3-PolIV mechanism (453).
4.3.4.2 trans-natural antisense pairs
Trans-NAT gene pairs have been identified in Arabidopsis and rice (449, 450). Often
both cis- and trans-antisense transcripts are found for the same locus, suggesting
complex interplay of regulatory networks. In Arabidopsis, UDP-glucosyl transferase
genes were found to be enriched in trans-NATs as well as cis-NATs (449). Trans-
NATs were found to be hotspots for sRNA biogenesis in angiosperms, this in con-
trast to cis-NATs where only a small proportion is associated with small RNA pro-
duction (163, 450). These trans-pairs are formed in specific stress or development
conditions and are rarely evolutionary conserved (449, 450). While cis-NATs have
been validated experimentally, trans-NAT research remained in silico. This leaves a
large part of the complex regulatory network on the RNA level to be unraveled.
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4.3.5 Exogenous introduction of RNA or DNA
When RNA or DNA, either single-stranded or double-stranded, is introduced in
plants, silencing of these sequences is often observed. This phenomenon is medi-
ated by usage of the small RNA pathways that have been described above. However,
depending on the characteristics of the introduced genetic material, different mech-
anisms are at play. Here, I want to briefly touch upon the most important findings.
It is already known for a long time that transgenes can cause silencing based on
homology (454, 455, 456, 457, 458, 459). Immunity against viruses can be achieved
by expressing transgenic constructs containing viral sequences (460, 461, 462, 463).
Vice versa, infection of a virus can induce silencing of homologous sequences
(464, 465). This indicates that similar mechanism are at work for both defense
against viruses and transgene silencing. At least for some viruses, the natural
resistance is based upon RNA degradation, providing another link with trans-
gene silencing (466, 467). Also the mode of action has similarities: silencing of
transgenes spreads from a initial focal point systemically through the plant, sim-
ilar to a virus infection (468) and the spreading signal is also graft transmissable
(469). Silencing-deficient mutants are hypersensitive to virus infection, confirm-
ing that similar siRNA pathways are used for silencing transgene and viral RNA
(90, 112, 126, 147, 228).
4.3.5.1 Virus defense through RNA silencing
Viruses require the machinery of their host to replicate their genetic information.
Therefore, DNA or RNA is introduced into host cells. Double-stranded RNA
(dsRNA), required for small RNA production, can be obtained from viruses through
foldback structures in single-stranded RNA (ssRNA) viral transcripts, transcription
intermediates from viral replicases or convergent transcript for DNA geminiviruses
(17). Also conversion of ssRNA to dsRNA by RNA-dependent RNA polymerases
is possible (48). Between viruses and plants a continuous arms race is ongoing.
Viruses produce viral suppressors of RNA silencing (VSR) to overcome the silenc-
ing machinery (for review see Li and Ding (470), Ding and Voinnet (471) and Ruiz-
Ferrer and Voinnet (17)). The mode of action of these VSRs is varied: some inhibit
components of the sRNA machinery such as DCL4 (14, 90) or AGO1 (472, 473, 474),
while others sequester small RNA duplexes (475) or prevent RNA-dependent DNA
methylation by limiting methyl group donor availability (476, 477). The expansion
and redundancy of the DCL family, could work to the advantage of the plant as
inhibiting one DCL member is not necessarily detrimental for the silencing system
(14, 90, 478). All four DCLs have been implicated in virus defense (107, 478). DCL4
is the major antiviral DCL, often hierarchical with DCL2 (14), but DCL3 can also
process viral dsRNA (14, 17) while DCL1 has both been reported to be facilitating as
inhibiting other DCLs (107, 478). AGO1 and AGO7 play a role as the major effectors
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(107, 147). Amplification and subsequent generation of secondary siRNAs is im-
portant for building up resistance against viruses. All three RNA-dependent RNA
polymerases (RDRs) involved in RNA silencing (RDR1, RDR2, RDR6) play a role
in defense against certain viruses (46, 106, 112, 113). Especially RDR1 (47, 108, 109)
and RDR6 with its binding partner SGS3 (47, 112, 114, 479, 480) have been found to
be important in viral defense.
4.3.5.2 Transgenes
Transcriptional and post-transcriptional gene silencing (TGS/PTGS) have been ob-
served for transgenes in plants (481, 482, 483, 484). Silencing of sense-transcripts
requires RDR6 for dsRNA formation assisted by the dsRNA-binding protein SGS3,
the RNA helicase SDE3 and export factor SDE5, and also the exonuclease WEX and
methylase HEN1 are involved in this pathway (111, 112, 228, 315, 485, 486, 487). In-
duction of silencing by inverted repeat constructs, does not require dsRNA forma-
tion due to the formation of a hairpin loop (479). The repression is often associated
with sequence specific RNA-directed DNA methylation (RdDM, 488, 489, 490) and
is released in chromatin mutants such as ddm1 and met1 (491).
4.3.5.3 Transitivity
Spreading of silencing allows for silencing outside the targeted region, this pro-
cess is called transitivity. siRNAs matching the sequence that triggers silencing
are called ‘primary siRNAs’, while ‘secondary siRNAs’ originate from the flank-
ing regions. This spreading requires RDR activity and serves as an amplification
mechanism (48, 118, 398, 492). Transitivity in both 5′ and 3′ direction has been ob-
served (48, 50, 117, 118, 350, 493). While 5′ spreading could be primer-dependent,
this is not possible for the 3′ direction. Aberrant features of the RNA probably
attract RDR6. While spreading of silencing is often found for transgenes, this has
only been rarely reported for endogenous genes. Spreading of methylation from a
LINE element into the adjacent BONSAI locus has been reported (494). The SDC
locus shows extensive spreading dependent on CG methylation by MET1 (350). For
unknown reasons, transitivity does not always occur for transgenes (380, 386, 495).
For transgenes, a stepwise mechanism for spreading of methylation has been de-
scribed, involving PolIV to transcribe methylated DNA in a direct or indirect way,
thus producing RNA for secondary siRNA biogenesis (398). DCL2 and DCL4 have
been identified as the main DCLs involved in transitivity (98, 496).
4.3.5.4 Endogenous RNAi pathway
The term RNAi is used for the introduction of a construct that generates a long
dsRNA foldback. Recently, Dunoyer et al. (52) showed that also endogenous in-
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verted repeats (IR) can be used as a substrate for siRNA generation, as found in
flies (497). This kind of loci, producing symmetrically organized and heteroge-
neous siRNA populations, are frequent in the Arabidopsis genome (292). In contrast
to DCL1, the other DCLs can use long, near-perfect dsRNA molecules and generate
21-, 22- and 24-nt siRNAs through DCL4, DCL2 and DCL3 activity, respectively.
DCL2 is usually seen as a surrogate for DCL4 (14, 498), in this pathway however
DCL2 is, together with DCL3, the primary source of siRNAs while DCL4 is sec-
ondary in the hierarchy. DCL1 does not contribute to siRNA production at these
IR loci. This pattern is similar to a transgenic approach with IR, but the hierarchy
of DCL4 and DCL2 is reversed (52, 498). Although DCL1 does not play a signifi-
cant role in generation of siRNAs directly, it does have a facilitating role, possibly
through cleavage of the primary transcript, allowing other DCLs easier access to
the stem-loop. Conform all identified plant siRNAs, methylation through HEN1 oc-
curs. Surprisingly, a decrease of 24-nt siRNA accumulation was seen in hst mutants,
which was also observed for 24-nt heterochromatic and virus-derived siRNAs (52).
This was not found in previous research, but indicates a role for HST beyond trans-
port of miRNAs (234). DLC3-derived AGO4-loaded siRNAs mediate DNA methy-
lation at these loci. For the 22-nt siRNAs post-transcriptional silencing capacity was
demonstrated. The RdDM pathway is however not involved in siRNA production
from these loci itself. 24-nt duplexes where shown to be non-cell-autonomous and
functional, similar to what was shown for 21-nt duplexes (499).
This endogenous RNAi pathway could be a rapidly evolving system that pro-
duces a wide range of siRNAs available for selection by evolution, thus providing
a molecular sensing of the environment and stress conditions.
4.3.5.5 Small RNAs as tools
The small RNA pathway has been used, without knowledge of its molecular back-
ground, to silence genes for research and biotechnological purposes. ‘Flavr Savr’
tomatoes are the best-known commercial product that was released. An antisense
transgene was introduced that decreases the production of polygalacturonase, a cell
wall degrading enzyme, and delays the softening of the tomato. Downregulation
through gene silencing has been triggered initially by expressing sense or antisense
constructs, later inverted repeats were found to be more efficient (500, 501). Exam-
ples of the use of RNA silencing in plants can be found in Frizzi and Huang (21).
Another approach is virus-induced gene silencing (VIGS), where a part of the gene
of interest is expressed in a viral vector (465). This proved to be a fast and effective
technology to knockdown genes and study their function without the need for sta-
ble plant transformation (502, 503). This has recently been adapted to express MIR
genes, called ‘MIR VIGS’, providing a tool to study miRNAs (504). Also an RdDM
approach to silence a MIR promoter has been deployed in planta to study miRNAs
(505).
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Through the formation of dsRNA, a wide variety of siRNA species can be
formed, possibly causing so-called off-target effects (506, 507, 508). Artificial
miRNAs (amiRNAs) were successfully designed according to the miRNA-target
prediction rules to target specific genes or groups of genes. By replacing the miRNA
and miRNA* sequences in a hairpin-backbone a single, predictable amiRNA is pro-
duced (276, 509, 510, 511). In plants first implemented in Arabidopsis, this approach
has been expanded to rice (512), tomato (513), Physcomitrella patens (514, 515) and
Chlamydomonas reinhardtii (516). amiRNAs have rapidly become a valuable tool to
study gene function in a wide variety of species. A web-based tool to design amiR-
NAs for more than 90 plant species is available at wmd3.weigelworld.org.
Also the ta-siRNA pathway has been utilized as a means of gene silencing. Sim-
ilar to amiRNAs, the sequence of TAS loci can be adapted to target genes of interest
for silencing (158, 517).
4.3.6 Mobility
Systemic silencing of transgenes and virus-derived sequences has already been ob-
served over a decade ago (518) and well documented over the years (97, 498, 519).
Sequence specificity of the silencing suggested a nucleic acid as signaling molecule
(518). Short-distance movement of silencing from cell-to-cell occurs through plas-
modesmata with a range of 10-15 cells due to dilution of the signal (116). Viral-
encoded movement proteins (MP) have been shown to influence spreading of the
silencing signal. This depends on their RNA binding ability and potentially also the
capacity to change the size exclusion limit of plasmodesmata (520, 521). Long range
cell-to-cell movement occurs through reiteration of the signal in recipient cells by
RDR6-dependent secondary siRNA formation (480). In Solanaceae movement of a si-
lencing signal through the phloem was demonstrated through grafting experiments
(117, 469, 518), recently in Arabidopsis this process was also described (52, 522, 523).
From specific miRNAs that were studied, these small RNAs are thought to act
mostly cell-autonomously, but exceptions have been described (276, 509, 510, 524).
miR165/166 has been demonstrated to act non-cell-autonomously in the root, mov-
ing from the endodermis to the stele (525). Also miR390 possibly moves to adjacent
cells (526). The presence of miRNAs, as well as other 21- and 24-nt small RNAs,
in the phloem has been demonstrated (527, 528, 529, 530, 531, 532). For miR399,
induced by phosphate deficiency, a role in long-distance signaling has been well
characterized (523, 531, 532, 533, 534) and this could also be the case for miR395,
involved in sulfate accumulation and allocation (532). For ta-siRNAs produced by
TAS3, intercellular movement from the adaxial side of the leaf, where they are pro-
duced, to the abaxial side was shown (331). This creates a gradient over the leaf
regulating AUXIN RESPONSIVE FACTORs (ARFs) which determine abaxial iden-
tity.
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Voinnet and Dunoyer recently showed that double-stranded sRNA duplexes
constitute the mobile signal and both 21-nt (499) and 24-nt sRNAs (52) are mobile.
The exact mechanism behind the movement is not yet known.
DCL4 is a key component in cell-to-cell movement from inverted-repeat trans-
genic constructs (97). Further spreading requires amplification of the signal through
RDR6 (116). This RNA polymerase activity is not required for the generation of the
silencing signal, but only for the perception in recipient cells (480). Next to RDR6,
also PolIV, CLSY1 and RDR2 have been found to be required for signal reception
of long-range silencing through the phloem (52, 379, 498, 535). Other components
of the heterochromatic pathway (DCL3, AGO4, DRD1 and PolV) do not seem to be
involved (379). At the level of DCLs and AGOs there is redundancy (379, 498). This
suggests that both RDR6 as well as part of the heterochromatic pathway could be
co-opted as an amplification mechanism.
21-nt siRNAs produced by DCL4 were found to be necessary and sufficient
for silencing upon spreading (499). DCL4 is therefore the primary endonuclease
implicated in spreading of silencing, acting hierarchically with DCL2 as has been
observed in virus resistance (14, 498, 535). Remarkably, ta-siRNAs, which have been
shown to be mobile, are also produced by DCL4 (331, 536). At high doses of sRNAs,
also DCL1 and DCL3 could act redundantly in this process (498).
Using a transgenic inverted repeat, Molnar et al. (522) showed the mobility of
23- and 24-nt sRNAs, produced in a PolIV-dependent pathway, that were capable
of triggering RNA-dependent DNA methylation in receiving cells. Buhtz et al. (531)
found 24-nt sRNAs in phloem sap, consistent with these data. The mobility of
heterochromatic siRNAs could allow for spreading of epigenetic modifications and
adaptation in progeny (65).
The different (transgenic) systems that were deployed to determine the molec-
ular basis for small RNA mobility differ in the required components (52, 379, 498).
This has been attributed to the region where the constructs are incorporated (52),
but also our limited knowledge of substrate specificity for RDR2 and RDR6, tar-
geting of PolIV and redundancy among DCLs and AGOs complicate this research.
The rapidly increasing knowledge on small RNA pathways in general, will help to
resolve outstanding questions in the coming years.
4.4 RNA silencing in development
The importance of small RNA pathways in development was early on clear as sev-
eral mutants, especially in miRNA biogenesis, exhibited developmental phenotypes
(73, 89, 94, 112, 115, 213, 235, 537). A large series of dcl1 mutants was identified
ranging from embryo-lethality to pleiotropic developmental defects in floral devel-
opment, timing of flowering and leaf morphology (74). Also other components
of the miRNA biogenesis pathway (AGO1, HEN1, HYL1, HST, SE, SQN) show
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similar phenotypes (146, 171, 229, 237, 538, 539). The first predicted targets for
miRNAs were biased towards transcription factors and F-box proteins functioning
in developmental patterning and cell differentiation (206, 268). Some miRNAs and
ta-siRNAs are highly conserved in land plants regulating growth, development and
stress responses (70, 540).
The ability to handle a variety of stress conditions is crucial for the survival
of plants. Also in these signaling pathways, miRNAs take a prominent role. Large
scale studies for stress responsive miRNAs have been performed in Arabidopsis (541,
542, 543, 544, 545, 546), but also other plant species such as rice (34, 547, 548, 549)
and maize (550). For detailed information I refer to recent reviews (17, 551, 552,
553, 554, 555). The role of miRNAs in development has been reviewed regularly
(9, 11, 64, 70, 556). Here, I will focus on the role of miRNAs and trans-acting short
interfering RNAs (ta-siRNAs) in leaf development.
4.4.1 Morphogenesis & pattern formation
4.4.1.1 Adaxial – abaxial polarity in the leaf
Proper differentiation of abaxial and adaxial cell fate is required for blade out-
growth and formation of a planar leaf (557). Class III HomeoDomain leucine zip-
per transcription factors (HD-ZIPIII) PHABULOSA (PHB), PHAVOLUTA (PHV) and
REVOLUTA (REV) regulate adaxial characteristics. All HD-ZIPIII members contain
a miR165/166 target site and loss of regulation by these miRNAs leads to adaxi-
alization of the leaf (86, 277, 510, 537, 558, 559, 560, 561, 562, 563). miR165/166 is
expressed at the abaxial side of the leaf restricting PHB, PHV and REV to the adaxial
side (527, 560, 564, 565, 566, 567). The abaxial expression of these miRNAs is reg-
ulated by cis-acting elements (567). Both in maize and rice, miR165/166 regulation
of leaf polarity through HD-ZIPIII genes is conserved (568, 569).
The ta-siRNA pathway also affects leaf patterning (Figure 4.7). ta-siRNAs pro-
duced by the TAS3 locus, dependent on AGO7 and miR390, target the abaxial
determinants AUXIN RESPONSE FACTOR 3 (ARF3) and ARF4 (44, 71, 316, 326).
The ta-siRNA biogenesis pathway also downregulates miR165/166 (570). In Ara-
bidopsis, miR390 is expressed throughout the leaf (331). TAS3a, the most important
TAS3 locus in developing leaves, and AGO7 are expressed in the adaxial domain
(331, 561, 563, 571). Co-localization of all necessary components to generate TAS3
ta-siRNAs occurs thus only adaxially. However, these ta-siRNAs form a dorso-
ventral gradient over the leaf indicating that these small RNAs, or their precursor,
are mobile (331, 536). Recently, it has been shown that probably the sRNA du-
plex moves from cell-to-cell (499). Counter-intuitively, an sRNA gradient can create
sharp expression boundaries of target genes (572).
In maize and rice, TAS3 ta-siRNAs also regulate homologs of ARF3 (189, 573)
and downregulate miR166 (568, 573, 574). Although similar principles are used,
Small RNAs in Arabidopsis 115
finetuning of the regulatory mechanism is different as demonstrated by the adax-
ial accumulation of miR390 (526). The mechanism by which ta-siRNAs regulate
miR166 and the role of ARFs remains to be elucidated (575). The role of TAS3 ta-
siRNAs is not limited to leaf polarity, but also vegetative phase change (see further)
and lateral root development are under its control (251, 576).
4.4.1.2 Regulation of cell proliferation
CUP-SHAPED COTYLEDON 1 (CUC1) and CUC2, two NAC transcription factors
(TF), are targeted by miR164 (268, 577, 578). The miR164 family has three mem-
bers that are at least partially redundant (579, 580). cuc1 cuc2 double mutants fail
to maintain the apical meristem and to establish lateral organ boundaries (577,
581). Upregulation of CUC2, either through decreased miR164 levels or usage
of a miRNA-resistant cuc2 allele, causes enlarged organs by extending prolifera-
tion phase (582, 583). Upregulation of CUC2 leads to increased serrations, prob-
ably due to modulation of cell proliferation during outgrowth of serrations (584).
Leaf shape in tomatoes is also controlled by miR164 and the CUC2-homolog GOB-
LET (GOB). Both loss-of-function gob mutants and gain-of-function GOB mutants
have simple leaves instead of compound leaves because they fail to initiate higher
order leaflets or through ectopic proliferation between these leaflets, respectively
(585, 586). The miR164-CUC regulatory module is also involved in flower develop-
ment (580), phyllotaxy (587) and axillary meristem formation (588). Another mem-
ber of the NAC TF family, NAC1, is involved in transduction of auxin signaling
for lateral root emergence. miR164 is induced by auxin and mediates NAC1 home-
ostasis to regulate auxin-signaling (589). ORESARA1 (ORE1), a NAC TF, is also
targeted by miR164. ETHYLENE INSENSITIVE 2 (EIN2) mediates age-dependent
downregulation of miR164, upregulating ORE1 with ageing. EIN2 additionally in-
duces ORE1 independent of miR164 (Figure 4.7A, 590, 591).
A jaw-D mutant, overexpressing miR319a, causes repression of five TEOSINTE
BRANCHED/CYCLOIDEA/PCF (TCP) family transcription factors (TCP2, TCP3,
TCP4, TCP10 and TCP24) (592). These TCPs promote differentiation and downreg-
ulation leads to a delay in leaf maturation and thus prolonged proliferation phase.
This results in an increase in leaf lamina growth. One of the targets, TCP4, pro-
motes expression of LIPOXYGENASE2 (LOX2), which is crucial in jasmonic acid
(JA) biosynthesis (593, 594). JA promotes plant senescence and inhibits cell cycle
progression (594, 595, 596). The link between miR319 and JA biosynthesis thus
helps explain the effect on plant growth and leaf senescence (Figure 4.7B, 556). Ec-
topic expression of a chimeric TCP3 repressor leads to downregulation of miR164
and upregulation of CUC genes and overexpression of a miR319-resistant TCP3
resulted in downregulation of CUC1 and CUC2. Also indirect TCP3-mediated reg-
ulation of CUC genes independent of miR164 could be involved (597). This link
with miR164-CUC regulation could contribute to the growth phenotype in the jaw-
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D mutant. Also in tomato miR319 is implicated in leaf development by regulating
LANCEOLATE (LA), a TCP TF. Compound leaves are converted into simple leaves
in a miRNA-resistant la allele mutant due to precocious differentiation and down-
regulation of LA results in prolonged proliferation (598).
miR396 is represented by two loci and regulates GROWTH-REGULATING FAC-
TOR (GRF) TFs involved in leaf growth (GRF1, GRF2, GRF3, GFR7, GRF8, GRF9)
(70, 599, 600). Leaf development can be subdivided in three phases: proliferation
(cell division and cell size homeostasis), expansion (cell expansion and onset of
endoreduplication, a modified mitotic cell cycle) and finally maturity. The transi-
tion from proliferation to expansion occurs in a tip-to-base gradient (601). miR396
expression increases during development similar to the mitotic gradient over a de-
veloping leaf (601, 602). Overexpression of miR396 causes reduced expression levels
of mitotic genes, suggesting it is involved in establishment of the mitotic gradient
during leaf development (602). miR396 overexpressing lines are more tolerant to
drought, possibly through the lower density of stomata (600). Ectopic expression of
miR396 reduces cell proliferation resulting in narrow leaves due to less cells. Cell
Figure 4.7 (on the next page): Role of small RNAs in leaf development. (A) Reg-
ulation of dorsoventral polarity in the leaf by small RNAs in Arabidopsis. Adaxial
co-localization of ARGONAUTE7 (AGO7), TAS3a and miR390 generates ta-siRNAs
that downregulate AUXIN RESPONSE FACTOR 3 (ARF3) and ARF4. Repression of
miR165/166, through an unknown mechanism involving these ta-siRNAs, causes
a high expression level of the adaxial determinants PHABULOSA (PHB), PHAVO-
LUTA (PHV) and REVOLUTA (REV) (grey font designates lower expression). The
ta-siRNAs move through the leaf from cell-to-cell forming a gradient (represented
by the background gradient). In the abaxial domain of the leaf downregulation of
PHB, PHV and REV contributes to abaxial identity. (B) Regulation of cell prolifer-
ation and leaf senescence during leaf development in Arabidopsis. Amongst other
TEOSINTE BRANCHED/CYCLOIDEA/PCF (TCP) TFs, TCP3 and TCP4 are targeted
by miR319. TCP3 inhibits CUP-SHAPED COTYLEDON (CUC) genes both directly
and indirectly through miR164. CUC genes regulate the extent of the proliferation
phase in leaf development. miR164 also represses ORESARA1 (ORE1), a promoter
of leaf senescence. ETHYLENE INSENSITIVE 2 (EIN2) promotes leaf senescence
by inhibiting miR164 and activating ORE1. TCP4 upregulates jasmonic acid (JA)
biosynthesis through upregulation of LIPOXYGENASE2 (LOX2). JA promotes leaf
senescence and inhibits the mitotic cell cycle. miR396 downregulates GROWTH
REGULATING FACTORs (GRFs), thus inhibiting cell proliferation. In Taxus, miR164
and miR396 are regulated by JA. (C) Regulation of vegetative phase transition (250).
miR156 is a master regulator of juvenile-to-adult transition by targeting SPL TFs
that promote adult traits. A subset of these SPLs regulate miR172b. This miRNA
represses TARGET OF EAT1 (TOE1) and TOE2, two AP2 TFs that promote juvenile
characteristics. Negative feedback loops likely stabilize the regulatory system.
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number is quantitatively regulated by the balance between miR396 and GRFs (602).
GRFs are known regulators of cell number (599, 603), but the underlying mech-
anism is not yet known. GRFs that are not targeted by miR396 act redundantly
with those that are under its regulatory control. GRF-INTERACTING FACTOR1
(GIF1)/ANGUSTIFOLIA3 (AN3) acts together with GRFs and is also repressed in-
directly by miR396 through unknown mechanisms (600). miR396 is positively reg-
ulated by TCP4, itself under control of miR319 (602) embedding its regulatory role
in a larger network that controls proliferation and senescence of leaf development
(Figure 4.7B). Adding to the interconnection of the network, in Taxus chinensis jas-
monic acid (JA) downregulates miR164 and upregulates miR396.
Finally, it was recently shown that miR159 represses MYB33 and MYB65, two
MYB TFs, in vegetative tissues. Failure to inhibit these TFs leads to a reduction of
cell proliferation (604).
4.4.2 Phase transition
The development of a plant can be divided into several phases: juvenile, adult
and generative (605). The transition from juvenile-to-adult is characterized by dif-
ferences in morphology such as leaf shape and size, number of hydathodes, tri-
chome distribution and the sensitivity to floral stimuli (606, 607, 608). The first
leaf pair is small, flat and round, has a smooth margin and only trichomes on
the adaxial surface. Subsequent leaves become progressively larger, are oval, curl
downwards, show serrations, have short petiols and can produce both abaxial and
adaxial trichomes. These morphological changes in subsequent leaves, are referred
to as heteroblasty.
Small RNAs play key roles in the regulation of this transition in Arabidopsis and
this is also conserved in maize and rice (608, 609, 610, 611). Mutants in HASTY
(HST), implicated in miRNA biogenesis, have accelerated vegetative phase change
(229, 230, 234). SQUINT (SQN) is important for the activity of miR156 and sqn
mutations also lead to precocious adult traits (237, 238). SERRATE (SE) mutants
also show this phenotype (612, 613).
miR156 was identified as necessary and sufficient for juvenile characteristics
(250, 608). This miRNA has higher expression levels in juvenile leaves compared
to adult leaves (614). Several SQUAMOSA PROMOTER BINDING PROTEIN-LIKE
(SPL) transcription factors contain a target site for miR156 (270, 608, 614). SPL3,
SPL4 and SPL5 promote epidermal differentiation with adult characteristics (295,
614), while SPL9, SPL15, SPL10 and SPL11 stimulate all aspects of adult leaf mor-
phology (250, 615, 616). The different SPL TFs have overlapping but distinct func-
tions in leaf development (250). All these TFs are targeted by miR156 which serves
as a master regulator (608).
A different miRNA, miR172, promotes adult traits and flowering (617, 618, 619).
SPL9 and SPL10, itself regulated by miR156, regulate transcription of miR172b (250).
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Indeed, miR172 has an opposite expression pattern as miR156, with expression lev-
els increasing during shoot development (250, 617, 619, 620). Next to miR172, SPL9
has additional, but currently unknown, targets that mediate differentiation of the
epidermis. The effect of miR172 on phase change is mediated by its targets TAR-
GET OF EAT1 (TOE1) and TOE2, two APETALA2 (AP2) TFs that promote juvenile
identity, contributing to the effect of miR156 on development. Negative feedback
loops involving both miRNAs and their targets likely stabilize this regulatory sys-
tem (Figure 4.7C). The downstream effector genes are currently unknown (250).
Next to the miRNA biogenesis components HST, SQN and SE, a second set of
sRNA related proteins affects juvenile-to-adult transition: AGO7, RDR6, SGS3 and
DCL4; all involved in processing TAS3 transcripts (51, 73, 115, 316, 621). There is
however a difference between the two gene sets: the miRNA-related set acceler-
ates the rate of transition from juvenile-to-adult and results in rosettes with fewer
leaves, while the TAS3-set changes the timing of the first appearance of adult traits,
but does not change transition or total number of leaves (622). Additionally, sqn
mutants and a miR156-resistant spl15 allele resulted in an increase of cell number
in the leaves as well as a decrease in cell size, this was not the case for rdr6, sgs3,
ago7 or arf3 and arf4 (51, 115, 316, 621, 623). Mutant alleles of ARF3 that are not
repressed by TAS3-derived ta-siRNAs accelerate phase change (624) and a screen
for suppressors of the precocious transition in ago7, resulted in arf3 and arf4 alleles
(622). Thus next to organ polarity, TAS3 ta-siRNAs and its targets ARF3 and ARF4
have additional roles in leaf development. The expression of ARF3 and ARF4 as
well as the abundance of TAS3 ta-siRNAs does not change during vegetative devel-
opment, indicating that additional input is required to add a temporal component
to this regulatory mechanism (622).
4.4.3 Hormone biosynthesis and signaling
Small RNAs have important roles in hormone biosynthesis and signaling. The in-
volvement of miR319 with jasmonic acid (JA) biosynthesis through TCP4 and LOX2
was described before. Abscisic acid (ABA) induces miR159 during seed germina-
tion. miR159 targets MYB33 and MYB101, two MYB TF that are positive regulators
of ABA responses, generate a regulatory feedback loop (625).
AUXIN RESPONSE FACTORs (ARFs) are key regulators in auxin-signaling.
From the 23 described ARFs in Arabidopsis (626), about one third is controlled by
miRNAs or ta-siRNAs. miR160 regulates ARF10, ARF16, ARF17 (627, 628). Proper
regulation of ARF17 is required for normal development and it is a negative reg-
ulator of adventitious root initiation (249, 627). ARF10 and ARF16 regulate root
cap formation (628). Downregulation of ARF10 by miR160 is important for seed
germination and post-embyonic development and modulates ABA sensitivity dur-
ing germination (629). miR167 is involved in auxin signaling through repression of
ARF6 and ARF8, required for ovule and pollen development (630, 631) and posi-
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tive regulators of adventitious root initiation (249). The regulation of TAS3-derived
ta-siRNAs of ARF2, ARF3 and ARF4 has been described earlier (316, 571, 622, 624).
NAC1, a NAC TF targeted by miR164, transduces the auxin signal for lateral
root development downstream of TRANSPORT INHIBITOR RESPONSE 1 (TIR1)
(632). Auxin induces miR164 creating a negative feedback loop that attenuates auxin
signaling (589). AtHB15, a HD-ZIPIII TF targeted by miR165/166, is important for
vascular development and has been linked to auxin signaling (633).
Additionally, the auxin receptors TIR1, AUXIN-SIGNALING F-BOX PROTEIN
2 (AFB2) and AFB3 are targeted by miR393 (206, 541, 634). Bacterial infection can
induce miR393 and thus repress auxin signaling, which contributes to basal defense
(634, 635). Also miR160 and miR167 are upregulated upon Pseudomonas syringae
infection, involving additional components of auxin signaling in bacterial defense
(179, 636).
4.5 Conclusion
One of the most prominent observations about small RNA silencing is, despite the
tremendous progress that has been made the last years, that our knowledge of this
molecular regulation mechanism is still limited. The different biogenesis pathways
are deeply intertwined and auto-regulatory feedback loops add to the complexity.
Understanding the specificity of components such as RDRs, DCLs and AGOs will
be important in elucidating the regulatory pathways that impinge on specific loci.
Profiling of small RNAs in specific conditions and cell types still has a high potential
in discovering new small RNA regulatory modules.
Further progress will likely require a systems biology approach to connect the
different interacting components to functional outputs. A first effort has been made
to model small RNAs and their targets into a network (637). Both RNA molecules
that generate small RNAs as those that are targeted were defined as nodes. Pre-
dicted interactions between source and target make up the edges. The majority
of its nodes have very low degree of connectivity: only few edges come in or go
out. Hub nodes of very high degree are present, ensuring robustness and reduc-
ing the distance ‘messages’ have to travel. The pattern of hubs is dissortative, they
are not preferentially connected to each other, a characteristic which could serve as
a safeguard against failure as this inhibits propagation from one hub to another.
There is also a high degree of clustering. A large number of isolated ‘islands’ ex-
ists, but about 85% of the nodes is interconnected. These are all known properties
of biological networks (637). This first attempt to model small RNA targeting and
interactions illustrates the presence of such a highly complex network in Arabidopsis
and this could direct wet-lab research to further piece the genetic puzzle together.
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Summary
The transition of cells from proliferation to expansion and subsequently to maturity
determines the growth of multicellular organs. These transitions are closely asso-
ciated with large-scale transcriptional reprogramming. During the last decade, the
importance of small RNA (sRNA) molecules in regulation of developmental pro-
cesses became clear and has been extensively studied, in plants particularly at the
level of entire seedlings and inflorescence tissues. To unravel their role in organ
growth, we profiled sRNAs by deep sequencing during the three developmental
stages of leaf development in Arabidopsis thaliana: proliferation, expansion and ma-
turity, which we used before for mRNA profiling.
We found that microRNAs (miRNAs) involved in nutrient stress response, such
as phosphate and sulfate limitation, are specifically upregulated during prolifera-
tion, suggesting that during early phases of development these nutrients are lim-
iting for growth. Next to known mature miRNAs, we also used the sequencing
data to study the extent of small RNA biogenesis from miRNA hairpins and to dis-
cover new, differentially expressed miRNAs. This analysis revealed that a diverse
small RNA population is generated from the region around the mature miRNA. In
some cases such an alternative sRNA was expressed much higher compared to the
mature miRNA.
We also studied differential sRNA expression at known, annotated features
(based on TAIR8). Unlike what we expected, we found a positive correlation be-
tween mRNA and sRNA expression for protein-coding genes. Only for about 5% of
the protein-coding genes, this positive correlation did not occur: while the mRNA
is low expressed, sRNA expression is relatively high. We could show that a sub-
set of these ‘uncorrelated’ genes is targeted by trans-acting siRNAs (ta-siRNAs) or
miRNAs, triggering ta-siRNA production from these regions. The remaining genes
were specifically associated with 24-nt siRNAs. This class of small RNAs is in-
volved in cis-regulatory DNA methylation, especially in CHH sequence context. A
genome-wide survey of DNA methylation during the three developmental stages
confirmed that the 24-nt associated, uncorrelated genes are indeed methylated to a
higher degree in all sequence contexts. The level of methylation increased during
development in CHH context, while it decreased for CG and CHG.
Small RNAs matching transposons are generally 24-nt long and their expression
increases during development. We could also confirm that transposon methyla-
tion in CHH context increases as the leaf ages, while CG and CHG methylation
decreases.
In conclusion, our data confirm an important role for small RNA molecules
in leaf development. Especially 24-nt siRNAs associated with DNA methylation
appear to constitute an important regulatory layer, which has not been addressed
previously in organ development.
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5.1 Introduction
5.1.1 Regulation of shoot development
Regulation of developmental processes is crucial in multicellular organisms requir-
ing the simultaneous onset or inactivation of a complex network of genes. Both
transcription factors (TF) and microRNAs (miRNAs) are able to regulate the ex-
pression of different genes or gene families and are therefore ideally suited to be at
the core of developmental regulatory processes. In plants it has become clear that
a disproportionate number of targets of miRNAs is involved in development (1).
Moreover, feedback mechanisms have been reported between miRNAs and their
targets, thereby forming a layer of regulation that enables finetuning of transcrip-
tional control and provides robustness to the regulatory system (2, 3, 4).
Leaves produced by the shoot can be distinguished based on size, shape and
trichome distribution (5, 6, 7, 8). The first leaf pair is small, flat and round, has
a smooth margin and only trichomes on the adaxial surface. Subsequent leaves
become progressively larger, are oval, curl downwards, show serrations, have rela-
tively short petioles, a higher number of hydathodes and can produce both abax-
ial and adaxial trichomes. These morphological changes in subsequent leaves are
referred to as heteroblasty. This phase transition from juvenile traits in the first
leaf pair to adult characteristics in subsequent leaves, is regulated by two miRNAs
(miR156 and miR172) that act antagonistically. While miR156 is necessary and suf-
ficient for juvenile characteristics (2, 8), miR172 stimulates adult traits (9, 10, 11).
A second regulatory mechanism of this phase change involves trans-acting short
interfering RNAs (ta-siRNAs) generated by the TAS3 locus (12, 13, 14, 15, 16). The
transcript of the TAS3 locus is cleaved by miR390 and this induces the generation of
phased siRNAs: the RNaseIII-like enzyme DCL4 cleaves iteratively 21-nt ta-siRNAs,
starting from the miRNA cleavage site (for more information about this pathway
I refer to Chapter 4.3.2). These ta-siRNAs target AUXIN RESPONSE FACTOR 3
(ARF3)/ETTIN and ARF4 that regulate heteroblasty in Arabidopsis (17, 18).
5.1.2 Regulation of transitions in leaf development
Our previous research has made it clear that developmental changes during leaf de-
velopment are associated with genome-wide changes in gene expression patterns
(19). Leaf development can be subdivided in three phases. After a leaf primordium
is initiated, cells proliferate, cell division accompanied by cell expansion to maintain
cell size homeostasis. Next, cell division ceases in a tip-to-base gradient (20) and
cells expand rapidly. When cell size is stabilizing, the leaf reaches its mature phase
(19, 21). Despite tissue heterogeneity, expression profiles in entire leaf material
from these three developmental stages closely reflects the developmental phases.
The enrichment of core cell cycle genes in the proliferation phase, validated this ap-
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proach and allowed us to identify unknown cell cycle related genes (19, Chapter 3).
However, the microarray analysis using Affymetrix ATH1 only allows profiling of
known, annotated genes.
Small RNAs are also involved in the regulation of maturation of the leaf. Upon
overexpression of miR319a (jaw-D mutant) the proliferation phase is prolonged,
due to downregulation of TEOSINTE BRANCHED/CYCLOIDEA/PCF (TCP) target
genes that are involved in the regulation of the transition from proliferation phase
to expansion phase (22). GROWTH-REGULATING FACTOR (GRF) TFs are know
regulators of leaf growth (23, 24, 25). The majority of the GRFs are targeted by
miR396 and upon overexpression of this miRNA the levels of mitotic genes decrease
and cell proliferation is reduced (25, 26). It has been recently shown that cell number
is quantitatively regulated by the balance between miR396 and GRFs (26). These
two regulatory modules, miR319a/TCPs and miR396/GRFs, are linked as TCP4, a
miR319a target, promotes miR396 expression (26).
5.1.3 Temporal changes in silencing in plants
Temporal variations in gene silencing have been observed for transposons in maize
(27, 28, 29). An inactive Suppressor-mutator (Spm) transposable element can be re-
activated during development and the likelihood of reactivation increases with the
age of the plant (28). It has been suggested that this is similarly controlled as the
developmental switch from juvenile-to-adult phase (27). For transposable elements
from the Robertson’s Mutator (Mu), DNA methylation and concomitant suppres-
sion of the mutant phenotype were shown to be clonally inherited. The proportion
of wild type tissue (Mu element is methylated) increased in sectored plants in each
successive leaf, with total loss of mutant tissue typically occurring in the seventh
leaf. Also here, a change in methylation characteristics occurs during the develop-
ment of maize (29, 30). A gradual nuclear (instead of cytoplasmatic) accumulation
of transposon-derived RNA during development of maize, was found to correlate
with the initiation of silencing (31).
Elmayan and Vaucheret (32) observed mitotically heritable but meiotically re-
versible silencing of a transgene. Every generation, the transgene was progressively
silenced throughout development and during meiosis this was reset. Transgenic
plants could be classified into two classes. The first class shows a rapid decline
with complete silencing after one month of growth, while the other class has a more
gradual decline over 4 months in homozygotes and more than one year in heterozy-
gotes. Progressive silencing during development and resetting in the progeny has
been found often with transgenics (33, 34, 35, 36, 37, 38) but also onset later in
development (39, 40) or in specific tissue that have high homologous endogenous
gene expression (41, 42, 43) has been described.
The inactivation of Spm in maize is correlated with DNA methylation in the
5′ region (27). This is also the case for other transposable elements, such as Mu, and
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Activator (Ac) (29). In general terms, gene silencing gets stronger as development
progresses, which has been associated with an increase in DNA methylation in
maize (28, 29, 30, 32, 33, 44, 45).
A link between DNA methylation and transgene silencing was also found in
Arabidopsis (46, 47, 48). Silencing through methylation of transgenes and homolo-
gous sequences was correlated to the expression of small RNA molecules of circa
24-nt in length (49). This heterochromatic siRNA biogenesis pathway has since
been studied thoroughly and siRNAs have been shown to induce DNA methyla-
tion. This silencing mechanism is important for genome integrity as it represses
the expression of transposable elements but is also involved in development, plant
defense and possibly stress (50, 51, 52, 53, 54, 55, 56, 57). For more details about this
biogenesis pathway, I refer to Chapter 4.3.3.
During organ development, cells mature in a largely irreversible way, suggesting
a potential role for methylation in the developmental control. To date however,
methylation has not been extensively studied in this context.
5.1.4 Research objectives
To examine the potential roles of small RNAs in organ development, we profiled
small RNAs for the three stages of leaf development: proliferation, expansion and
maturity. We focused on small RNAs that are differentially expressed during leaf
development. Next to the analysis of known microRNAs, we also predicted a new
miRNA candidate gene. We studied the expression of ta-siRNA generating loci
throughout development as well as potential new sites of phased sRNA production.
Finally, we investigated the potential role of small RNAs on gene silencing through
guidance of DNA methylation, we analyzed the small RNA expression profiles for
protein-coding genes and transposons and compared those to DNA methylation
patterns.
5.2 Results
5.2.1 Sequence analysis of small RNAs during leaf development
Small RNA (sRNA) libraries from the three developmental stages of leaf develop-
ment were sequenced to determine to what extent biogenesis of sRNAs changes
during development of this organ. To this end the first true leaf pair of Arabidopsis
thaliana ecotype Columbia was used as a model system. The three distinct devel-
opmental stages of leaf development were profiled - proliferation, expansion and
mature - each in two replicate libraries from independent pools of plants. Deep
sequencing using Illumina technology yielded in total more than 60 million reads
(Table 5.1). From these, only sequences of 18 to 30 bp in length for which the se-
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quence contained the first 6 bases of the 3′ adapter were retained. On average 52.6%
of the sequences fulfilled both criteria. The obtained sRNA sequences were then
mapped to the Arabidopsis genome based on perfect matching. Depending on the
sample, 25.3 to 34.2% of the sequences could be mapped to the genome (Table 5.1).
A total of 1,236,369 unique reads were sequenced, of which 71% was represented
by a single read. Assuming stable levels of total sRNAs, samples were normalized
for population size to 3 million mapped reads per sample, corresponding roughly
to the average amount of mapped reads across all samples. Then the small RNA
data was repeat-normalized by dividing the number of reads for a sequence by the
number of perfect matches of that sequence to the genome. This addresses the bias
towards highly repetitive sequences. All further analyses were performed using the
repeat-normalized data.
Table 5.1: Number of sequences obtained with Illumina sequencing for the three
developmental stages of leaf development (two biological repeats): total number
of reads, number of sequences that were retained after parsing (based on the iden-
tification of the first 6 bases of the 3′ adaptor) and after mapping to the Arabidopsis
genome requiring perfect matches. For the parsed and mapped reads, the retained
fraction of the total reads is indicated in brackets.
Sample Total Parsed Mapped
Proliferation 1 8,308,435 4,532,173 (54.5) 2,749,065 (33.1)
Proliferation 2 8,506,930 3,605,964 (42.4) 2,151,983 (25.3)
Expansion 1 8,856,541 4,998,515 (56.4) 2,877,833 (32.5)
Expansion 2 11,435,714 6,668,228 (58.3) 3,808,746 (33.3)
Mature 1 9,156,449 5,501,019 (60.1) 3,127,533 (34.2)
Mature 2 14,694,596 6,778,211 (46.1) 3,140,091 (21.4)
Total 60,958,665 32,084,110 (52.6) 17,855,251 (29.3)
5.2.1.1 Genome distribution
To assess the source of small RNAs on the genome, a sliding window approach
was used, applying a window of 50,000 bp wide and a stepsize of 10,000 bp us-
ing all mappable reads. First, all sRNA generating loci were visualized along the
chromosome. These loci are most abundant at the centromere and pericentromeric
regions for all chromosomes (illustrated for chromosome 1 for mature leaves in
Figure 5.1A). The same approach was then applied to the repeat-normalized data
(Figure 5.1B). Here, the pericentromeric regions are most abundant. The analysis
was repeated using only 21-nt (Figure 5.1C and D) and 24-nt sequences (Figure 5.1E
and F), as these represent the two major classes of sRNAs in Arabidopsis (49). For
both size classes the sRNA generating loci are still biased towards the centromeric
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region, although more outspoken for 24-nt. A region rich in pentatricopeptide re-
peat (PPR) genes also contains numerous 21-nt sRNA generating loci. These PPR
genes are targeted by TAS1- and TAS2-derived ta-siRNAs and are also a known
source of phased sRNAs (58). The repeat-normalized counts are overall low for the
21-nt size class, with the exception of solitary peaks. The five most prominent loci
on chromosome 1 correspond to MIR159a, MIR159b, MIR161, the mentioned region
rich in PPR genes and TAS1b, known as a ta-siRNA generating locus (13, 59). The
profiles for 20- and 22-nt sRNAs are similar to these observed for the 21-nt class
(data not shown). The 24-nt profile of sRNA generating loci shows a more even
spread along the chromosome, indicating that this class has a higher diversity com-
pared to the 21-nt class. The repeat-normalized counts indicate that the peak at
the centromere is mainly due to highly repetitive sequences, as this is largely lost.
The pericentromeric regions still show an enrichment, confirming previously re-
ported patterns of highly diverse and abundant sRNA generating loci at these sites
(60, 61, 62). The solitary peak in the 24-nt repeat-normalized data corresponds to
MIR163, known to have a mature sequence of 24-nt (www.mirbase.org). The peak in
the number of 24-nt generating loci (marked by a question mark) for 24-nt sRNAs,
could not be linked to a known feature. The 23-nt sRNAs have a similar profile as
observed for the 24-nt class (data not shown). This general profile is similar for all
chromosomes (graphs for the mature stage of the other chromosomes in Supple-
mental Figure 5.1, 5.2, 5.3, 5.4). Throughout development, the described profiles for
the number of loci generating sRNAs are very similar, both in the pattern as the
amplitude. The repeat-normalized data show an increased amplitude for the 24-nt
sequences at maturity compared to earlier phases of development (Supplemental
Figure 5.5, 5.6). This is also the case for 23-nt sequences (data not shown).
5.2.1.2 Size distribution
The small RNA population in Arabidopsis can be divided based upon their length
in two major classes: 21-nt and 24-nt long. The 21-nt class contains mostly miRNA
and ta-siRNAs while heterochromatic siRNAs dominate the 24-nt class. Analy-
sis of the distribution of sRNA generating loci according to the their size shows
a bias towards 24-nt sRNAs in all developmental stages (Figure 5.2A), consistent
with previous observations (60, 61). Weighing the sRNAs according to the repeat-
normalized reads (Figure 5.2B) reveals that the 21-nt sRNAs are most abundant,
which is due to the high expression of a limited number of miRNAs. The two
highest expressed miRNAs, miR159a and miR159b, represent circa 600K and 180K
reads per sample or 20% and 6% of all reads, respectively. The profile of 24-nt
sRNAs during development hints at an increase in expression, although this is not
statistically significant.
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Figure 5.1: Genome-wide distribution of small RNA data of mature leaves for
Chromosome 1 using a sliding window approach (50,000 bp window, 10,000 bp
shift). The number of sRNA generating loci (A,C,E) and repeat-normalized counts
(B,D,F) are represented for all sequences (A,B), the 21-nt (C,D) and 24-nt (E,F) size
class. Due to the high abundance of miR159a (669,417), miR159b (169,337) and
miR161 (17,253), these expression levels are cut off in D. The position of the cen-
tromere is marked by a grey circle.
5.3 Differentially expressed small RNAs
To identify differentially expressed sRNAs, I used only sequences that have at least
a total of 10 reads in our dataset. This ‘background correction’ retains 90% of the
reads but only 5% of the number of unique sequences. Sequences that are differ-
entially expressed during leaf development were identified using limma (63) with
a False Discovery Rate (FDR) according to Benjamini and Hochberg of maximally
0.05. Also a fold-change cutoff of two-fold was applied. This approach identified
3595 sRNAs that are differentially expressed between developmental stages. The
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Figure 5.2: Distribution of sequences according to the length of small RNAs. (A)
For unique sequences and (B) for repeat-normalized reads for all data (mean ±
SEM, n=2)
expression patterns of the differential sRNAs were normalized and clustered with
the QT clustering method using the R-package flexclust (64, 65). A diameter of 0.4
resulted in 12 clusters (Figure 5.3) with three sRNAs not assigned to any cluster.
The majority of the differential sequences (85%) shows an increase in expres-
sion during development. These are separated into five clusters depending on the
expression in expansion: cluster 1 (2084 sRNAs) shows a gradual increase over de-
velopment, cluster 2 (476 sRNAs) has a steeper increase towards expansion and
cluster 3 (321 sRNAs) shows a decrease from proliferation to expansion followed
by a larger increase to mature stage. The final two clusters that increase during
development slightly peak at expansion (cluster 4 – 179 sRNAs) or stay at the same
expression level in expansion and maturity (cluster 10 – 22 sRNAs).
For a second group of considerably smaller clusters the expression decreases
during leaf development. This general pattern represents only 10% of the se-
quences, comprising clusters 5, 6 and 7 with 175, 113 and 85 sRNAs, respectively.
Again the expression in expansion differentiates these clusters with a gradual de-
crease for cluster 5 and a high (cluster 6) or low (cluster 7) level of expression during
expansion. The final 5% of the differential sRNAs are specifically high (clusters 8
and 9) or low (clusters 11 and 12) expressed at expansion.
To link these clusters to a functional categorization of the corresponding sRNAs,
I looked into the distribution of the lengths of the sRNAs per cluster (Table 5.2) and
to which genomic features these sequences are matching (Table 5.3).
Curiously, there is a striking correlation between the predominant classes of
small RNAs and their expression profiles. There are three distinctly different dis-
tributions of small RNA lengths: (1) Distributions where the majority of sequences
have a length of 20- to 22-nt. Clusters 5, 6, 7 and 11 fit this profile and all have
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Figure 5.3: Expression patterns of differentially expressed small RNAs during
the three stages of leaf development: proliferation (Prol), expansion (Exp) and
mature (Mat). Data were normalized and clustered using qtclust from the R package
flexclust. The number of sRNAs in each cluster is denoted at the right bottom.
a profile with a strongly decreasing character throughout development. (2) Distri-
butions with predominantly 23- and 24-nt sRNAs. This is the case for clusters 1,
2 and 3, notably these are the largest clusters, which show a strong increase in
their expression levels as leaf development progresses. (3) Finally, clusters 4, 8, 9
and 10 contain mostly sRNAs of 25- to 28-nt and have a profile characterized by a
maximum expression during the cell expansion phase.
Next to the length of the sequences, the region where the sRNA matches the
genome is an important clue to the function of these RNA sequences. Again there
are clear differences related to the expression pattern. The increasing expression
clusters 1, 2 and 3 contain mostly sRNAs that match transposable elements and
transposon fragments (> 40%) and are low in exon-matching sRNAs (9.5–13%). This
in contrast to the other clusters that have between 24 and 38% of exon-matching
sRNAs. Remarkably, clusters 4 and 10, two cluster that also show high expression
in the mature stage, show no enrichment in transposable elements. These however,
are enriched in tRNA matching sequences (19 and 11%, respectively). Cluster 7 is
also enriched in sRNAs matching transposable elements and transposon fragments
(20%) but it also contains sRNAs that match exons (30%). For the last two clusters,
the number of sRNAs was too small to get meaningful results with this type of
analysis.
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5.4 microRNAs
The first microRNAs (miRNAs) were found to target proteins that function in de-
velopment (66, 67). Therefore, I analyzed the expression profiles of known miRNAs
and tried to discover new miRNAs in our developmental time series.
5.4.1 Known miRNAs
All known miRNAs were obtained from the microRNA database
(www.mirbase.org, release 15). I identified perfectly matching reads for 157
out of 218 (72%) known miRNAs in Arabidopsis. As multiple miRNAs can have the
same mature sequence, these 157 miRNAs correspond to 112 unique sequences, for
which 24 had less than 10 reads in our total dataset. The 88 remaining sequences
(133 miRNAs) were tested for differential expression during development accord-
ing to the methodology described earlier. 27 miRNA sequences were differentially
expressed, corresponding to 34 miRNAs (Table 5.4 and 5.5). For this, the FDR
cutoff was slightly relaxed to 0.1. Full details of the miRNA expression and the sig-
nificance of the differential expression in our dataset can be found in Supplemental
Table 5.1. Within the differentially expressed miRNAs, two expression patterns can
be distinguished: a first group has a decreasing trend (Table 5.4), while the second
set increases during development (Table 5.5).
miR396 regulates cell proliferation through its targets, GROWTH REGULATING
FACTOR (GRF) transcription factors (26). Arabidopsis encodes nine GRFs of which
seven have a miR396 target site, only GRF5 and GRF6 lack this motif. miR396 is low
expressed in leaf primordia and steadily increases during development (26), which
is confirmed in our dataset (Table 5.5). With the exception of GRF9, the other eight
Arabidopsis GRFs are present in the microarray data. Both GRF2 and GRF3 decrease
circa 4-fold during development (Table 5.7), in the case of GRF2 this was shown
previously to be caused by miR396 (26). These two GRFs are the only ones that are
differentially downregulated during leaf development in the microarray data (19).
Only GRF1-4 are expressed above the background of which GRF4 is differentially
increasing over time and GRF1 is not differential. These results are in contrast
with the qPCR analysis performed in Rodriguez et al. (26), where all studied GRFs
(GRF1-7,9) decrease in expression during the development of the fifth leaf.
During shoot development, miR156 and miR172 are important regulators of the
phase transition from juvenile to adult leaves. In our data, during the development
of juvenile leaves, miR172e is differentially expressed and increases over time. Also
other members of the miR172 family show an increasing trend, but these are not
statistically significant (Supplemental Table 5.1). Two of the targets of miR172, AP2
and TOE2, indeed decrease during development. Moreover, SPL10 increases during
development (FDR 0.03, fold change 1.4). SPL10 is a positive regulator of miR172
(2).
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The previous analysis was based on the mature sequences defined in miR-
Base. However, also other sequences perfectly match the hairpin that generates
known miRNAs. I identified all sequences that map to the genomic loci of all
known miRNA generating hairpins, also described by miRBase. First, I analyzed
the distribution of these sequences along the hairpin. For nearly all hairpins, the
sequences were grouped in either one or two regions, corresponding to the miRNA
and miRNA* site. The starting base of the different sequences matching to these
regions lay, for the vast majority, in a 5-base window. The sequence length varied
from 19 to 24 nucleotides. The sequences are highly strand-specifically generated
as only 2% of the matches corresponded to the opposite strand of the miRNA hair-
pin for all but two miRNA loci. The majority (> 90%) of these sRNAs matching
the opposite strand were represented by less then 5 reads. For two miRNA precur-
sors this strand-specificity was not observed: miR781 and miR783. The hairpin of
miR781 is such that the inverse complement is identical, causing the mature miRNA
to match perfectly on both strands. The locus of miR783 generates a large variety of
small RNAs from both strands and thus has an atypical profile for a miRNA. Two
miRNAs, miR779.2 and miR841, generate a small RNA corresponding to the 21-
or 22-nt downstream of the mature miRNA, suggesting a phased biogenesis could
take place for these two miRNAs.
For most hairpins, the mature miRNA, as described in miRBase, is the highest
expressed sRNA matching the locus. There are however exceptions in our dataset.
The most prominent one is miR824, for which a 21-nt sequence 593 bp upstream of
the start of the mature miRNA is more than eleven times higher expressed, yielding
one of the highest expressed sequences in our dataset. This sequence corresponds
to the miRNA* of the mature miRNA for this long hairpin. For further analysis,
we focused on sequences that are differentially expressed during leaf development
(Table 5.6).
For miR393a and b, the mature 21-nt miRNA sequence was represented by
only 4 reads in our dataset. Two sRNAs that start at the same position, 19- and
20-nt in length have 69 and 265 reads, respectively, and are both significantly
upregulated during development. Target prediction, using TAPIR (bioinformat-
ics.psb.ugent.be/webtools/tapir/) which was recently developed in our lab (68),
showed that they have the same specificity as the described mature miR393, regulat-
ing TRANSPORT INHIBITOR RESPONSE 1 (TIR1) and its homologous sequences
AUXIN-SIGNALING F-BOX PROTEIN 1 (AFB1), AFB2 and AFB3 (67). Three of
these targets (AFB1, AFB2 and TIR1) decrease during development and thus have
an antagonistic expression pattern to these MIR393-derived sRNAs (Table 5.6 and
Table 5.7).
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5.4.2 miRNA discovery
Based on our dataset, we tried to discover new microRNAs that are differentially
expressed during leaf development. Therefore I selected all small RNAs of 20- to 22-
nt and filtered out the sequences that have at least a total of 10 reads in our dataset.
Sequences that are differentially expressed during leaf development were identified
using limma (63) with a FDR cutoff of 0.05. This resulted in 761 candidate sequences.
The genomic locus of these candidates was investigated to identify possible stem-
loops and only loci that yielded both a miRNA and miRNA* region where retained.
This resulted in a new candidate miRNA at chromosome 5 (Candidate 1 in
Table 5.8) with a mature miRNA sequence of TTGATGATTCGACAAAGTGAA
and miRNA* CACTTTGTCGAGTCACCAAGG. Both the predicted miRNA and
miRNA* increase during development (Table 5.9). Target prediction using TAPIR,
resulted in four candidate targets. These genes are all annotated as transposable
element genes: three from the non-LTR retrotransposon family (LINE) (AT1G10160,
AT5G01335, AT5G32616) and one gypsy-like retrotransposon (AT5G32358). None of
these genes are included in the microarray, but in a similar time series experiment
spanning proliferation and expansion for leaf 3 of Arabidopsis using the AGRO-
NOMICS1 Tiling Array, they were not differentially expressed (personal communi-
cation, M. Andriankaja).
Additionally, a candidate miRNA/miRNA* pair was found on the MIR783 hair-
pin, different from the mature sequence described in miRBase. Remarkably, due
to the extensive perfect pairing in the stem region, this miRNA/miRNA* duplex
can be formed from both the Crick and Watson strand (Candidate 2a and 2b in Ta-
ble 5.8, Figure 5.4). Both sequences are highest expressed during proliferation (Ta-
ble 5.9). TAPIR identified two genes encoding unknown proteins (AT2G31110 and
AT5G07790) as possible targets for the miRNA, and 5 genes could be targeted by the
miRNA*: coding for an unknown protein (AT5G58000), an F-box domain and F-box-
domain like protein (AT1G66290, AT1G66640), ARGININE/SERINE-RICH SPLIC-
ING FACTOR 35 (AT4G25500) and a copia-like retrotransposon (AT1G46120). Only
AT2G31110, AT5G58000 and AT4G25500 are represented in the microarray data, but
both are not differentially expressed during leaf development. In the tiling array
data of all these targets only AT2G31110 was differentially expressed, increasing
from proliferation to expansion. Why the ATH1 and tiling array data differ for this
gene, is unclear.
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Table 5.8: Candidate miRNA stemloops. Position on the genome: chromosome (C), start position (start) and end position
(stop), strand and sequence of the mature miRNA and miRNA*. The ID is the number used as a reference for the stemloop.
ID C Start Stop Strand miRNA miRNA*
1 5 22339940 22340135 - TTGATGATTCGACAAAGTGAA CACTTTGTCGAGTCACCAAGG
2a 1 24724861 24725036 + GACAAAAGATCTGGTGATGAA CATCACCAGATCTTTTGTCGG
2b 1 24724861 24725036 - GACAAAAGATCTGGTGATGAA CATCACCAGATCTTTTGTCGG
-                    c                             a        a    a c     u    c                                  a                                 aagaucuggugagaaugg 
 gacacuagucuuaaccauau uuuugucggaagauucaggagaacaugga gagcaaag uucu g aaauc cuua ccaaucaacuucaucaccagaucuuuugucggaa auucaggagaacaugaucguuugguacgaauac                  a
 |||||||||||||||||||| ||||||||||||||||||||||||||||| |||||||| |||| | ||||| |||| |||||||||||||||||||||||||||||||||| |||||||||||||||||||||||||||||||||                   
 cugugaucagaauuggugua aaaacagccuucuaaguccucuuguacuu cucguuuc aaga c uuuag gaau gguuaguugaaguaguggucuagaaaacagccuu uaaguccucuuguacuagcaaaccaugcuugug                  c
u                    a                             g        g    c a     u    u                                  c                                 cagagagaaaggaagaag 
 
Figure 5.4: miR783 hairpin according to miRBase. In bold the mature miRNA (based on miRBase) is indicated, the boxed
sequences form a possible alternative miRNA/miRNA* duplex, with the likely miRNA indicated in bold. Due to the
extensive perfect pairing of the stem of the hairpin, this miRNA duplex can be formed from both the Crick as the Watson
strand.
Genome-wide small RNA profiling during leaf development 155
Table 5.9: Expression profile of predicted candidate miRNA and miRNA* in pro-
liferation (Prol), expansion (Exp) and mature (Mat) phase of development for both
the miRNA and miRNA* for each of the stemloops in Table 5.8 (ID between paren-
theses). The number of hits on the genome for each sequence is indicated.
sRNA hits Prol Exp Mat
miRNA (1) 1 89.99 134.39 1159.30
miRNA* (1) 1 1.09 4.32 22.03
miRNA (2) 4 53.65 16.34 0.96
miRNA* (2) 4 7.15 0.52 0.00
5.4.3 Trans-acting siRNAs
The biogenesis of trans-acting short interfering sRNAs (ta-siRNA) starts with cleav-
age of a TAS locus guided by a miRNA. This triggers the production of sRNAs
from this cleaved end through repeated DCL activity, yielding consecutive 21-nt
sequences from the TAS locus. Due to the nature of this biogenesis mechanism the
produced ta-siRNAs have a predominant 21-nt phasing. This allows the production
of a predictable and limited number of ta-siRNA species. In Arabidopsis 8 TAS loci,
grouped in 4 families, have been identified (13, 58, 59, 60). In our dataset TAS1a,
TAS1b, TAS1c, TAS2 and TAS3a are abundantly expressed with over 400 sequences
matching each of these loci. TAS3b, TAS3c and TAS4 generate much less ta-siRNAs
during leaf development, with 14, 18 and 22 sRNAs, respectively.
The phased production at a locus can be visualized in several ways. Howell
et al. (58) have developed an algorithm that yields a phase score for each position in
a locus, based upon the abundance of ta-siRNAs in a 21-nt register up to 8 cycles
downstream of that position. A phase score is only calculated if at least three of
these 8 positions have sRNA expression associated with it. The score increases
when more and/or higher expressed sRNAs are formed that are spaced (a multiple
of) 21 bases to that position. A correction needs to be applied for sequences on
the opposite strand, due to the 2-nt 3′ overhang of DCL products. For TAS loci
this yields a peak-pattern in which the amplitude is a measure of the extent of
phased sRNA production. I applied this algorithm to our dataset for the TAS loci,
using the repeat-normalized data for each sample and averaging the two biological
replicates using the geometric average. Figure 5.5 illustrates this for TAS2, the TAS
locus with highest sRNA expression in leaf development. The major peaks coincide
with the grid and are thus in register with the miRNA cleavage site (Figure 5.5A),
as expected. Deviations from this phase occur, which was also reported by Howell
et al. (58). The here obtained profiles have a similar amplitude and overall resemble
those published in Howell et al. (58), with the exception of higher phase scores
156 Chapter 5
for positions between the predominant phase, likely due to the greater sequencing
depth in this study.
Another visualization method for phasing was presented by Axtell (86) and
shows the fraction of sRNAs for the whole locus that start in the same 21-nt register.
Here, all sRNAs that match the locus are divided over 21 bins based on their start-
ing position. This can be done by dividing the start position relative to the miRNA
cleavage site by 21 and assigning the sRNA to the bin designated by the remainder
of this division, thus using modular arithmetic. Again a correction needs to be ap-
plied for sequences on the opposite strand. The result of this algorithm is visualized
by a radial graph and loci can be ranked according to the highest fraction, but also
the number of distinct sequences and the total abundance of sRNAs matching the
locus should be taken into consideration. Figure 5.5B depicts the radial graphs for
the three developmental stages for the TAS2 locus. The repeat-normalized data for
each sample was used as input and the results for the two biological replicates were
averaged (geometric average). The highest value for the ratio, the fraction of sRNAs
that are in the predominant phase, confirms the highly phased sRNA production at
this locus, moreover this is in phase with the miRNA cleavage site (phase 1). The
secondary phase is shifted by one nucleotide.
For TAS1c, Howell et al. (58) observed a shift in the phasing, increasing with the
number of cycles, which is also present in our dataset and can be clearly seen from
the lack of a predominant phase in the radial graphs (Supplemental Figure 5.9).
The profile for TAS3a shows that an important fraction of the ta-siRNAs are out-of-
phase, shifted by 11 bp, which was hypothesized by Howell et al. (58) to be due to
secondary cleavage by a ta-siRNA (Supplemental Figure 5.10).
The results for TAS1a and TAS1b also indicate a clear phased pattern of sRNA
production. Remarkably, the phase seems to shift during development. The ex-
pected phase, in register with the miR173 cleavage site, is replaced by one shifted 5
and 13 bp for TAS1a and TAS1b, respectively (Supplemental Figure 5.7 and 5.8).
For TAS3b, TAS3c and TAS4, phased ta-siRNA production could not be verified
due to the low abundance of sRNAs at this locus in our dataset. The sequences
that match TAS3c and TAS4 are mainly proliferation specific and the highest ex-
pressed sRNAs were indeed separated by 21 nt (data not shown). These ta-siRNA
generating loci could therefore play a role early in leaf development.
Next, I determined which sites of the genome also showed a phased sRNA pro-
duction. Therefore, I assembled the sRNAs into ‘islands’ such that sRNAs which
are separated less than 200 bp are assigned to the same island (61). Our dataset re-
sulted in 95233 islands for the Arabidopsis genome. The advantage of this approach,
rather than starting from e.g. the genome annotation, lies in the data-centered gen-
eration of the islands, resulting in a grouping based upon the sRNA data rather
than upon a priori knowledge.
Both algorithms, using phase score and binning into 21 phases, were applied
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Figure 5.5: Visualization of phased siRNA production for the TAS2 locus. (A)
The phase score plot (58) is shown for the three developmental stages. The x-axis
represents the entire TAS2 genomic locus (TAIR8) and the arrow indicates where
the miR173-mediated cleavage occurs that initiates the ta-siRNA cascade. The grid
is spaced 21-nt and is in register with this cleavage site. (B) The radial graphs (86)
for the three developmental stages show the percentage of sRNAs in each of the
21 possible phase registers according to their start position. The highest fraction is
indicated (ratio) as well as the total number of repeat-normalized reads (sum) and
the number of sRNAs (uniq) for each graph.
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to these islands. Only regions that for at least one of the samples had an am-
plitude of 5 using the phase score algorithm and a ratio of at least 25% for the
highest phase bin, were selected for further analysis (58, 86). Additionally, I se-
lected for regions with more then 10 distinct sRNAs that have a total of at least
200 repeat-normalized reads. I focused on regions that are differential during leaf
development, quantified by the fold change of the sum of all sRNAs matching the
island, using a cutoff of 2-fold. This identified 58 regions where the predominant
sequences are phased in a 21-nt register and their expression has the same differ-
ential trend during leaf development. The phasing diagrams are available online
(www.psb.ugent.be/~frcop/PhaseDiagrams.html).
This approach successfully identified TAS1a, TAS1b, TAS1c, TAS2 and TAS3a as
loci of phased sRNA production, but TAS1c did not meet the ratio requirement
(22%), while the maximum fold change for TAS3a was only 1.7. TAS1c had the
highest fold change of all TAS loci (3.6), from the TAS loci that passed all criteria
TAS2 was most differential with a fold change of 2.9. Respectively, 35 and 28%
of the sequences that match TAS1c and TAS2 had an FDR adjusted p-value of less
than 0.1. These sRNAs represented more than 40% of the reads matching both loci.
The expression predominantly increases during leaf development with 90% of the
significant sRNAs showing this behavior. Also sequences that are not significant
generally had an upwards trend. For TAS1a and TAS1b, 18% of the sRNAs were
differentially expressed, representing circa 30% of the reads and these similarly
increase during development. For TAS3a only 6.5% of the reads are associated with
differentially expressed sRNAs. There is a consistent downwards trend during leaf
development for these, as well as also for non-significant sequences. This decrease
during development can also be observed in all significant sequences matching
TAS3c and TAS4 (data not shown).
Next to the known TAS loci, also predicted and known targets of ta-siRNAs were
found using this approach. For TAS1 and TAS2, pentatricopeptide (PPR) genes have
been shown as targets and their cleavage results in a phased sRNA production from
these loci. The PPR genes AT1G63130 and AT1G63070 were identified as loci of
phased sRNA production and both are differentially expressed, increasing during
development.
The hairpin of MIR841 has proliferation specific phased siRNA production, ini-
tiated upstream of the miRNA region and extending over the loop into the stem
region of the miRNA*. Also the mature miRNA is differentially expressed, decreas-
ing during development (Table 5.4).
In the intron of AT5G48860, coding for an unknown protein that is not expressed
above the background during leaf development, phased sRNAs are found in the ma-
ture stage of leaf development. The second exon of AT1G53880 and AT1G53900, two
identical genes encoding for GTP binding proteins, also generates phased sRNAs
at the mature stage of development. Also downstream of the F-box protein-coding
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gene AT1G31163, mature specific phased sRNAs are produced. These last three
genes are not present in the microarray data.
A remarkably high number of regions with phased siRNA production, contain
transposable elements. For AT2TE82000, AT3TE70410, AT4TE07570, AT4TE69050
and AT5TE05480, sRNAs are generated in a 21-nt register from the body of the
transposable element. For others, the phased production takes place at the 3′ end or
downstream of the element, this is the case for AT1TE57570, AT1TE66780, AT1TE81210,
AT2TE29150, AT2TE42355, AT3TE41755, AT4TE27090 and AT5TE80340. For all but
one, phased sRNA biogenesis increases towards maturity or is only present at the
mature stage of development. The only exception is AT1TE81210, which has a de-
creasing trend during development.
5.4.4 Loci differentially expressing sRNAs
To calculate differentially expressed sRNAs, sequences that are low expressed (less
than 10 reads in our dataset, across the six samples) were removed. As a conse-
quence, loci generating a large variety of low expressed sRNAs, are not picked up
using this method. I wanted to assess if annotated features, described by TAIR8,
differentially express sRNAs during development. These features include all de-
scribed gene models as well as transposons. The sum of all sRNAs per feature per
sample was used to calculate differentially expressed loci, using the same method-
ology as for individual sRNAs, selecting for loci with at least 100 repeat-normalized
reads in our dataset. Using an FDR adjusted p-value of 0.05 and two-fold as a cutoff,
825 out of a total of 29391 features were found to be differentially expressed (Ta-
ble 5.10). A full list is available online (www.psb.ugent.be/~frcop/signLoci.xlsx).
This analysis was done separately for ‘transposable element genes’ and ‘transpos-
able elements’ (referred to as transposons in the rest of the text), yielding 1297
differential transposons out of a total of 35089. A full list is available online
(www.psb.ugent.be/~frcop/signTransposons.xlsx).
This methodology identified 68 miRNA loci as differential (Supplemental Ta-
ble 5.3), these encompass most of the differential miRNAs described earlier. The
very low expressed miRNAs are not present, as they do not meet the criterion of at
least 100 reads matching the locus. Here, 20 additional MIR genes were identified
(miR156e/f, miR162a/b, miR165a/b, miR167c, miR170, miR172a/b/d, miR319a/b,
miR397b, miR398b/c, miR400, miR403, miR472a, miR823) that are differential when
all sRNAs matching the locus are assessed as a group, but for which no individual
sequences were differential.
The feature type ‘other RNA’ encompasses TAS loci and all three TAS1 loci and
TAS2 were confirmed as differential but not TAS3a due to the presence of a large
number of non-differential sRNAs. TAS3b was also identified as differentially de-
creasing through development while no individual sRNAs were found to be differ-
entially expressed.
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Table 5.10: Overview of TAIR8 features and matching sRNAs. The total number
of features in TAIR8, the number of loci with at least 100 sRNAs matching and the
number of loci for which the sum of all repeat-normalized reads is differentially
expressed during leaf development (FDR < 0.05, fold change > 2)
Feature type Total ≥ 100 sRNAs significant
miRNA 176 164 68
other RNA 326 197 13
protein-coding gene 27235 18760 624
pseudogenic transcript 866 512 30
rRNA 15 4 0
snoRNA 71 67 8
snRNA 13 13 1
tRNA 689 630 81
transposable element gene 3900 145 111
transposable element 31189 1366 1186
5.4.4.1 sRNAs matching protein-coding genes
Of all loci annotated as protein-coding genes, 624 have differential sRNA expression
when all matching sRNAs are regarded. Gene Ontology (GO) enrichment analysis
(87) of this gene set indicates an overrepresentation of ribosome-related and photo-
system II-related genes. As these genes are typically highly expressed, I investigated
if the expression level is positively correlated with sRNA expression. To mine the
data, I applied a scrolling window approach and developed a custom-made genome
browser (see 5.7.6.1). The most prominent observation upon visual inspection of the
small RNA data using this tool, led to the same conclusion: high expressed genes
often have high sRNA expression matching the gene body. This suggests a link be-
tween gene expression and sRNA production for protein-coding genes. Therefore, I
examined the correlation between the expression level of protein-coding genes and
the expression of small RNAs matching a coding region for each developmental
stage.
Correlation small RNA expression and mRNA expression
Figure 5.6A shows a plot for the mature stage where the mRNA expression of a
locus is plotted against the sum of the repeat-normalized expression data for all
sRNAs that match the coding region of that gene, divided by the length of the
gene to correct for the increased chance of matching of sRNAs with increased gene
length. The plot contains 15119 genes that have at least one sRNA matching the
coding sequence and that are present on ATH1. This confirms that for the majority
of genes there is a positive correlation between mRNA expression and small RNAs
matching the gene. The same pattern is observed for the other stages of develop-
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ment (data not shown). As expected, a large number of the low-expressed genes are
not expressed above the background (MAS5 analysis, Figure 5.6B). The black dots
represent genes that are not expressed above the background, but also at the lower
end of the gene expression, grey dots are still present, signifying genes expressed
above the background during leaf development. The genes that are expressed be-
low a level of 30 contain 90.7% of all genes that are below the background and
18.2% of the genes that are expressed above the background.
While for the majority of the protein-coding genes the sRNA expression is corre-
lated with the gene expression, there is a small proportion (about 5%) that has high
small RNA expression and a relatively low mRNA expression. This set of genes
could therefore be negatively regulated through small RNA silencing. To be able
to select this set of genes easily, a transformation of the data was done by divid-
ing the repeat-normalized and gene-length-normalized sRNA data (Figure 5.6A,
B) by the gene expression (Figure 5.6C). This results in a measure for sRNA ex-
pression relative to the total amount of mRNA (expression level x gene length)
produced from a locus. As a results a cutoff of this measure can be applied (0.0002)
to select for the genes that do not show a positive correlation of sRNA and gene
expression, for convenience the thus selected gene set will be referred to as the ‘un-
correlated gene set’ while the gene set below the cutoff is named ‘correlated gene set’.
We also required that there were at least 10 matching sRNA reads in our dataset
for a gene to be selected. This yielded a selection of 489 genes that fulfill these
criteria in at least one development stage of which 155 had gene expression above
the background (Figure 5.6D). This subset of 155 genes of the uncorrelated gene
set will be referred to as the ‘selected gene set’. All gene lists are available online
(www.psb.ugent.be/~frcop/GeneSets.zip).
Bias towards functional sRNA sizes
To assess if there is a functional difference between the correlated and uncorrelated
small RNA populations I compared the size distribution of the sRNAs associated
with the two gene sets. Mainly two classes of sRNA sizes, 21- and 24-nt, are known
to be functional in plants. sRNAs of 21-nt function through cleavage or transla-
tional inhibition of RNA targets while 24-nt sRNAs cause DNA methylation of
complementary DNA, mostly by cis-regulation. For each protein-coding gene the
distribution of the lengths of matching sRNAs was determined for each develop-
mental stage. This was averaged over all genes in a gene set. First I assessed the
length distribution for all protein-coding genes for which sRNAs matching the cod-
ing sequence were present in our dataset (Figure 5.7A). This population of sRNAs
is broadly spread over the length range with about 15% for 19 to 24-nt sequences
and gradually declining for longer sequences. We observed a correlation between
the mRNA expression and the sRNA production for most protein-coding genes.
Selecting for genes that show a correlation between mRNA and sRNA levels (cor-
related gene set, grey dots in Figure 5.6C), gives the same pattern as for all genes
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Figure 5.6: Correlation gene expression and sRNA expression. (A) Gene ex-
pression versus repeat- and gene length-normalized sRNA expression of sequences
matching the locus for mature stage of leaf development. The black and grey dots
represent the two biological replicates of our sRNA dataset. (B) The same data
points as in A, now the black dots represent the genes whose expression during
leaf development is below the background, the grey dots are detected above the
background. (C) The data in A is transformed by dividing the repeat-normalized
and gene-length-normalized sRNA data (Figure 5.6A, B) by the gene expression,
this allows for an easier determination of a cutoff to isolate the genes for which
gene expression and sRNA expression are not positively correlated: the black dots
are above 0.0002 and are based upon at least 10 sRNAs. The black dots constitute
the ‘uncorrelated gene set’, while the grey dots make up the ‘correlated gene set’. (D)
The same data points as in C, the black dots highlight the genes that are part of the
uncorrelated gene set and for which the gene is expressed above the background
during leaf development (‘selected gene set’).
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(Figure 5.7B). This is expected as this makes up the bulk of the analyzed genes.
The uncorrelated gene set (black dots in Figure 5.6) shows a bias towards 24-nt se-
quences, but also 21- to 23-nt sRNAs are present at higher frequencies compared to
the shorter sequences of 19- and 20-nt (Figure 5.7C).
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Figure 5.7: Length distribution for different sets of protein-coding genes. (A)
All protein-coding genes for which sRNAs matching their coding sequence were
present in our dataset. The other subsets were defined based upon two criteria:
expression below (D, E, F) or above (G, H, I) the background and the correlation of
sRNA and mRNA levels as defined by the 0.002 cutoff in Figure 5.6C: genes that
follow the general trend of correlation between sRNA and mRNA levels (B, E, H)
and those that deviate from this (C, F, I). The grey bars emphasize the two major
classes of sRNAs involved in regulation: 21- and 24-nt sRNAs.
Next, I asked if there is difference in sRNA population between genes that are
expressed below and above the background. Genes that are above the background
show a similar pattern as observed for all genes (Figure 5.7G) while genes expressed
below the background have a bias towards 24-nt sequences (Figure 5.7D), but this
is not as outspoken as for the genes that show no correlation between sRNA and
mRNA levels (Figure 5.7C). When splitting the genes that are expressed below the
background according to the correlation criterion, the subset that is correlated is
similar to the whole set below the background (Figure 5.7E), while the uncorrelated
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subset has a stronger bias towards 24-nt sequences (Figure 5.7F), resulting in a dis-
tribution quite similar to all uncorrelated genes (Figure 5.7C). Also the genes that
are expressed above the background show similar patterns for all genes and the
subset that exhibits correlation between sRNA and mRNA levels (Figure 5.7G, H).
The selected gene set (black dots in Figure 5.6D) has a bias towards both 21- and
24-nt sequences (Figure 5.7I). Therefore, I hypothesize that the selection in the un-
correlated gene set is enriched in genes that are regulated by 24-nt heterochromatic
siRNAs, while further selection based upon the expression of the gene above the
background specifically retains genes that generate 21-nt sRNAs.
The length distribution of the sRNAs that match protein-coding genes ex-
pressed above the background and for which there is a lower correlation with
the mRNA levels (selected gene set) suggests that these genes could be involved
in an sRNA regulatory node or regulated by sRNAs. Therefore, I investigated
the selected genes in more detail. The set of genes contains 11 pentatricopep-
tide (PPR) repeat-containing protein of which 7 are listed as known ta-siRNA
targets (AT1G12620, AT1G12775, AT1G62910, AT1G62930, AT1G63080, AT1G63150,
AT1G63400) (58, 88, 89) and 8 have miR161.1/miR161.2 target regions that could
initiate ta-siRNA production (AT1G06580, AT1G62910, AT1G62930, AT1G63080,
AT1G63150, AT1G63400, AT1G64580, AT5G16440) (90). Seven additional genes are
also targeted by ta-siRNAs: AUXIN SIGNALING F-BOX 2 (AFB2) and a bHLH
(AT3G23690) which are also targeted by miR393a/b, two disease resistance pro-
teins of the CC-NBS-LRR class (AT5G43730 and AT5G43740) that are targeted by
miR472a and the TIR-NBS-LLR class AT5G38850, as well as two unknown proteins
AT5G49440 and AT1G11700. This yields in total 14 ta-siRNA targeted genes out of
46 listed (58, 88, 89) and annotated as protein-coding genes in TAIR8. ta-siRNAs
as well as the secondary sRNAs produced by ta-siRNA targets are predominantly
21-nt in length. This is confirmed by the length distribution of the ta-siRNA and
miRNA targeted genes in our selection as more than 60% of the sRNAs (weighed
according to the repeat-normalized expression) are 21-nt in length and about 15%
are 22-nt long (Figure 5.8A). The non-targeted genes in the selection are more biased
towards 23- and 24-nt sRNAs (circa 16% and 47%, respectively) (Figure 5.8B). These
data show that genes that have disproportionally high sRNA expression relative to
their length and gene expression are likely to be targeted by miRNAs and/or ta-
siRNAs, or have a higher likelihood to be regulated through chromatin modulation.
Profile of sRNA expression
In the previous analyses the sRNA expression at a region of interest was reduced
to the sum of their expression during development. Another way to visualize the
sRNAs generated, is based upon the position of the sRNAs on the locus. The rela-
tive position was used, ranging from 0% to 100% from the start until the final po-
sition of the locus, which allows for easy comparison of loci with different lengths.
Also 1000 bp up- and downstream were included in the profile (also shown in per-
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Figure 5.8: Length distribution of the selected gene set. Subdivided in (A) genes
that are known as ta-siRNA or miRNA targets and (B) genes that are not known as
such. Data is represented as mean ± SEM.
centage). The repeat-normalized data were used to calculate the total expression for
each position and a sliding window of 30 (%) was applied to smooth the data. The
use of the repeat-normalized data as a weighing factor can introduce a bias in the
data when one or a few sequences are much higher expressed compared to the bulk
of the sRNAs. To address this, a boxplot of the data was determined per replicate
and all data points above the outer whisker (defined as 1.5 times the interquartile
region, from the first quartile to the third quartile) where reduced to the average
expression. In all analyses it was verified that this modification does not change
the general trend of the profile. This was done for each size class separately as we
expect differences in the profile depending on the length of the sRNAs.
To introduce this concept, I analyzed the sRNA profile of all miRNAs (as an-
notated in TAIR8) (Figure 5.9). A miRNA precursor forms a stem-loop, therefore
the 5′ and 3′ region of a MIR gene code for the stem and are separated by the loop
region. As the mature miRNA sequence can be located in both the 5′ and 3′ region,
depending on the miRNA, the profile is expected to contain two peaks with low
expression around the middle of the locus, where the loop region is situated. This
is indeed the case, as can be observed in Figure 5.9A for sRNAs of 21-nt. The peaks
are broad because the position of the mature miRNA in the stem is variable and
extend 15% into the up- and downstream region due to the sliding window ap-
proach. While for longer sRNAs the same pattern is maintained, the amplitude is
much lower (Figure 5.9B-D), this is due to a subset of MIR genes that generate a ma-
ture miRNA longer than 21-nt and through the production of sRNAs that deviate
from the mature sequence, which I found to be mostly generated around the region
of the miRNA duplex. I analyzed also the newly identified miRNA and confirmed
that this locus has the same pattern (Figure 5.9E-H).
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Figure 5.9: Profile of localization of sRNAs matching miRNA-generating loci.
(A-D) for all MIR loci annotated in TAIR8 for 20- to 24-nt sRNAs and (E-H) for the
in this study identified candidate MIR1 (Table 5.8). No sRNAs of 23-nt in length
matched MIR1, therefore no profile could be determined. The grey area represents
the coding sequence (CDS) and it is flanked by 1000 bp up- and downstream (white
area).
I applied this methodology to the gene sets defined in the previous paragraph
(Figure 5.10). The criteria I used, selected for protein-coding genes that have high
sRNA expression associated with their coding regions, resulting in an ‘uncorrelated
gene set’. Therefore, when the sRNAs are plotted according to the position where
they match to the gene, for all size classes mainly localization in the coding region
is obtained (Figure 5.10A-D). While 24-nt sRNAs are spread over the whole coding
sequence (CDS), 21-nt sequences show a peak in the first half, which could be due
to mis-annotated miRNAs in TAIR8. In all size classes for this uncorrelated gene
set, the expression in the mature stage of leaf development is increased compared
to the proliferation and expansion phase (Figure 5.10A-D). The correlated gene set
has a different profile (Figure 5.10E-H). While the 21- and 22-nt sequences mainly
originate from the CDS, these sRNAs are lowest expressed during the mature stage
of development. For the longer sRNAs of 23- and 24-nt there is a shift in the pattern
between proliferation/expansion and mature stage of development. While earlier
in development the CDS localization holds true, at late stages the majority of the
23- and 24-nt sRNAs are generated from the flanking regions. For all size classes
a drop in sRNA expression is present at the beginning and end of the CDS. When
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only genes that are expressed above the background are analyzed (Figure 5.10I-L), a
similar profile as for the correlated set is obtained. This similarity is expected as the
correlated gene set and the genes that are expressed above the background contain
the majority of the protein-coding genes included in this analysis. The genes that
are expressed below the background level (Figure 5.10M-P), have a less outspoken
peak at the CDS for 21- and 22-nt sRNAs, but the decreased expression at the edges
of the CDS is present. 23- and 24-nt sRNAs are equally spread over the whole
analyzed region with exception of a decrease around the start site. The selected
gene set (Figure 5.10Q-T) has a similar behavior as the uncorrelated gene set, of
which it is a subset.
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Figure 5.10: Profile of localization for defined sets of genes for 21- to 24-nt sRNA
sequences: genes for which sRNA and mRNA expression are uncorrelated (A-
D) or correlated (E-H), genes that are expressed above (I-L) or below (M-P) the
background and the selected gene set (Q-T): genes for which sRNA and mRNA
expression are uncorrelated and that are expressed above the background. The
grey area represents the coding sequence (CDS) and it is flanked by 1000 bp up-
and downstream (white area).
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If from the selected gene set only genes that are known miRNA and ta-siRNAs
targets are regarded, profiles can only be determined for 21- and 22-nt sRNAs
(Figure 5.11A-D) and these are similar to the whole set (Figure 5.10Q-T). The re-
maining genes, not known as targets, have a low expression of 21- and 22-nt sRNAs
while the profiles for 23- and 24-nt match those of the whole set (Figure 5.11E-H).
This corroborates that the selection criteria identified two distinct types of sRNA
generating protein-coding genes: miRNA and ta-siRNA targeted genes that also
generate sRNAs of mainly 21-nt and genes that have 23- and 24-nt sRNA expres-
sion likely to be generated through the heterochromatic siRNA pathway.
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Figure 5.11: Profiles for subsets of the selected gene set for 21- to 24-nt sRNA
sequences: genes for which sRNA and mRNA expression are uncorrelated and ex-
pressed above the background, subdivided for miRNA and ta-siRNA targets (A-D)
and genes that are not known targets of small RNAs (E-H). The grey area represents
the coding sequence (CDS) and it is flanked by 1000 bp up- and downstream (white
area).
5.4.4.2 sRNAs matching transposons
Highly repetitive sequences such as transposons are known to generate small RNAs
through the heterochromatic biogenesis pathway. These small RNAs are circa 24-nt
long. Here, I studied the distribution of small RNAs matching transposons and
their behavior throughout development.
First I verified if the 24-nt sRNAs are indeed overrepresented for transposons.
Therefore, I used all ‘transposable fragments’ annotated in TAIR8 and determined
the sRNA distribution according to the size classes, as described earlier. Circa 60%
of the sRNAs, weighed according to the repeat-normalized reads, is 24-nt in length
and 15% (proliferation and expansion) up to 25% (mature) are 23-nt while both 21-
and 22-nt sRNAs are below 10% (Figure 5.12).
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Figure 5.12: Length distribution of sRNAs matching transposable elements. The
grey bars emphasize the two major regulatory classes for sRNAs: 21- and 24-nt.
The heterochromatic biogenesis pathway has as major effector protein ARG-
ONAUTE4 (AGO4). The loading of sRNAs into AGO proteins is affected by the
5′ nucleotide and for AGO4 it has been shown that it has a preference for adenosyl
as a first base (91). Therefore, I determined the frequency of the 4 nucleotides as a
starting base for sRNAs matching transposable elements, grouped according to the
length of the sRNA. The GC-content of the Arabidopsis genome is 36%, leading to
expected frequencies of 18% for G and C, and 32% for A and T (Table 5.11). For 21-
to 23-nt sRNAs no statistically significant difference between the observed and ex-
pected frequencies was detected while for 24-nt the frequency of A as a starting base
was 46%, significantly higher than expected. This result, together with the prefer-
ence for 24-nt sRNAs, confirms that the sequenced sRNAs matching transposable
elements are indeed predominantly heterochromatic siRNAs.
Table 5.11: Frequency of the start base for sRNAs of 21- to 24-nt matching trans-
posable elements. The p-value was calculated with the Chi-square test using R.
length A C G T p-value
21 34.97 12.50 17.09 35.45 0.50
22 34.98 14.33 19.56 31.13 0.76
23 29.89 14.90 17.78 37.43 0.66
24 46.26 10.25 14.43 29.05 0.01
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The profile of sRNAs on transposable elements was determined using the ap-
proach described earlier. This yields for all size classes a similar pattern with a
peak in sRNA generation at the 5′ and 3′ ends of the transposable element for the
mature stage of development (Figure 5.13A-D). The amplitude does differ among
the different sizes, with 23- and 24-nt an order of magnitude higher compared to
21- and 22-nt sRNAs. These profiles corroborate the mature specific upregulation of
23- and 24-nt sRNAs and moreover show that for transposon-associated sRNAs this
upregulation holds true for all size classes. The high density of sRNAs at both ends
of the transposon suggests that some mechanism is at play that generates sRNAs
specifically at these sites.
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Figure 5.13: Profile of localization for sRNAs matching ‘transposable elements’
and ‘transposable element genes’: (A-D) 21- to 24-nt sRNAs. The grey area rep-
resents the transposon and it is flanked by 1000 bp up- and downstream (white
area).
5.4.5 Methylation patterns
The role of 24-nt siRNAs in guiding DNA methylation has been well established
in plants (49, 51, 52, 54, 55, 57). To asses this, we profiled DNA methylation at
the same three stages of leaf development. The methylation was analyzed in three
sequence contexts: CG, CHG and CHH (where H is A, C or T). For each stage one
sample was prepared through bisulfite conversion (92) and the resulting libraries
were sequenced with a coverage of circa 1x (circa 15% of CHG and CHH sites
and 10% for CHH sites had datapoints). This does not allow to analyze DNA
methylation at the single base level, but is sufficient to assess the DNA methylation
for a set of loci, e.g. all protein-coding genes, the subsets I have defined earlier
(correlated, uncorrelated) or all transposable elements.
First, a genome-wide analysis was performed using a sliding window of 100 kb
(illustrated for chromosome 1 in Figure 5.14). All types of DNA methylation show
a clear bias towards the centromeric region. Overall CG and CHG methylation
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decrease during development while CHH methylation increases. Consistent with
previous reports (92, 93), CG methylation is present at higher levels compared to
CHG methylation and CHH sites are methylated only at low levels. During de-
velopment, the level of CG and CHG methylation decreases while CHH increases
steadily.
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Figure 5.14: DNA methylation of chromosome 1. (A) CG, (B) CHG and (C) CHH
sequence context (where H is A, C or T) for the three stages in development: prolif-
eration, expansion and mature. The x-axis represents the full length of chromosome
1.
Next, we analyzed the methylation pattern for the same gene sets we used
for the sRNA profiles. All protein-coding genes have CG methylation mainly at
the CDS with a decrease at the start and end of the gene (Figure 5.15A). CHG
and CHH show an inverse pattern, with lower methylation in the genic region
(Figure 5.15B,C). These patterns are similar as observed previously (92). When fo-
cusing on the uncorrelated gene set, the overall methylation is increased compared
to the correlated gene set. In the case of CG methylation, the methylation level
increases with about 50% but the pattern is similar. The increase is much more out-
spoken for CHG and CHH methylation and, more importantly, the profile differs
dramatically. For the genes that are in the uncorrelated gene set, the methylation
at CHG and CHH sites is higher at the CDS compared to the flanking region. Both
start and end of the gene show peaks for CHG methylation while only the start
position is markedly higher for CHH methylation.
Transposable elements are highly methylated regions in the genome of Ara-
bidopsis and a link between sRNAs and DNA methylation has been established
(49, 51, 52, 54, 57). The profiles show in all sequence contexts a preference for DNA
methylation at the transposon region compared to the flanking regions (Figure 5.16).
Both CG and CHG decrease gradually, while CHH methylation increases steadily
during leaf development, similar to what we observed in the genome-wide analy-
sis (Figure 5.14). Remarkably, while the patterns for CG and CHG exhibit a sharp
decline from the transposon region towards both flanking regions, this is not the
case for CHH methylation where the flanking regions show elevated levels of DNA
methylation in this sequence context.
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Figure 5.15: DNA methylation at protein-coding genes. (A) CG, (B) CHG and
(C) CHH sequence context (where H is A, C or T) for the coding sequence (CDS,
grey) and flanking regions (1000 bp). The protein-coding genes are subdivided in a
‘correlated gene set’ for which mRNA expression and sRNA expression at the CDS
are positively correlated and an ‘uncorrelated gene set’ containing genes that have
high sRNA expression and a relatively low gene expression. The data for the three
developmental phases (proliferation, expansion and mature) is depicted.
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Figure 5.16: DNA methylation at transposable elements. (A) CG, (B) CHG and
(C) CHH sequence context (where H is A, C or T) for the transposon region (grey)
and flanking regions (1000 bp).
5.5 Discussion
We profiled the small RNA population in the first leaf pair of Arabidopsis during its
development from proliferation phase, characterized by both cell division and cell
expansion, over expansion phase when cells mainly expand, until maturity. While
previous research focused mainly on inflorescence tissue, mature tissue or whole
seedlings (60, 61, 89, 94), we specifically harvested the first leaf pair at these three
developmental stages. To our knowledge, small RNA profiling of developmentally
staged samples has only been performed in Physcometrilla patens, but this research
was not specifically focused on the patterns during development (95).
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5.5.1 Genome-wide increase of 24-nt sRNAs
The genome-wide distribution of the small RNAs (sRNAs) is similar to what has
been reported previously (60, 61). Especially the pericentromeric regions generate
a diverse and abundant small RNA population. When the data for 21- and 24-nt
sRNAs, the two most important regulatory classes (49), are considered separately,
the patterns are strikingly different (Figure 5.1). The 21-nt sRNAs are limited to
highly abundant, solitary peaks matching miRNAs and ta-siRNA generating loci.
The length distribution in our dataset confirms that a small number of loci is very
high expressed. In contrary, 24-nt sRNAs show a more even spread along the chro-
mosome. This class of sRNAs makes up the majority of the sequences, but their
individual expression is relatively low.
While specific miRNAs and ta-siRNAs are differentially expressed during de-
velopment, there is an overall increasing trend for 23- and 24-nt sRNAs. Both the
genome-wide analysis as the length distribution indicate this (Figures 5.1 and 5.2).
Additionally, the clustering of differentially expressed sRNAs showed that the clus-
ters enriched for 23- and 24-nt sRNAs all show an increasing trend during de-
velopment. The 24-nt siRNAs are associated with heterochromatic regions, aris-
ing mainly from pericentromeric regions, heterochromatic DNA, repeat elements,
retroelements and some methylated DNA regions, silencing the expression of these
regions (61, 96). This was confirmed by the feature enrichment of the 23- and 24-nt
enriched clusters, that contained mainly transposons. Our data indicate that 24-nt
sRNA generation from transposons, and thus by association the silencing of these
loci, increases gradually during leaf development.
5.5.2 Nutrient stress-related miRNAs are upregulated at prolifera-
tion
Leaf growth is regulated by GROWTH-REGULATING FACTOR (GRF) transcription
factors (TFs) (23, 82). Rodriguez et al. (26) showed that miR396 increases steadily
during leaf development, which is confirmed in our dataset for both miR396a and b.
Two of its targets, GRF2 and GRF3, show indeed an inverse expression pattern,
suggesting these genes are regulated by miR396 during leaf development. Through
the repression of GRF activity, validated for GRF2 (26), it regulates cell proliferation
and thus early phases of leaf development.
The differential expression for miR396 was expected from previous work. How-
ever, a remarkably high number of miRNAs that are differentially expressed during
leaf development, have been implicated in nutrient stress respons. Sulfate depriva-
tion induces miR395, of which all six loci are decreasing as development progresses,
regulating sulfur metabolism through repression of ATP SULFURYLASES (APS)
and SULFATE TRANSPORTER 2;1 (SULTR2;1)/ARABIDOPSIS SULFATE TRANS-
PORTER 68 (AST68) (59, 67, 97, 98, 99, 100, 101). APS proteins regulate accumula-
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tion of sulfate in the shoot, while translocation between leaves is under SULTR2;1
control. Overexpression of miR395 leads to increased sulfate levels in leaves and
impaired distribution from older to younger leaves (101). The higher expression of
miR395 during proliferation could enhance the availability of sulfate. The reduc-
tion of miR395 expression when the leaf ages results in increased levels of its targets
APS1, APS4 and SULTR2;1 (Table 5.7), which could enhance distribution of sulfate
towards younger leaves ensuring proper sulfate homeostasis.
Upon phosphate (Pi) limitation miR399 is induced which leads to repression
of its target PHOSPHATE2 (PHO2)/E2-UBIQUITIN-CONJUGATING ENZYME24
(UBC24) (72, 102, 103, 104). This increases Pi uptake and relocation from roots to
shoots, while remobilization within leaves is blocked (73, 105). The high expression
of miR399 at proliferation could ensure that sufficient phosphate is available while
reducing the expression of miR399 during leaf development could help in keeping
the available phosphate mobile. The expression of its target PHO2 is indeed inverse
to that of miR399, with low levels at proliferation and a 2.6 fold increase towards
maturity (Table 5.7).
Also miR827 was found to be upregulated upon Pi limitation and decreases
during development (104) and upon Pi starvation a decrease of NITROGEN LIM-
ITATION ADAPTATION (NLA) was observed (106). NLA, an E3 ligase, is a target
of miR827 (74) and is specifically downregulated in proliferation. NLA is, as its
name indicates, involved in the response upon nitrogen (N) limitation. An nla mu-
tant showed reduced anthocyanin production and early onset of senescence when
grown under low N conditions (107). However, upon simultaneous N and Pi limi-
tation both anthocyanin production as timing of senescence returned to wild type
situation, indicating that these pathways interact.
miR2111 decreases during development (albeit already low expressed during
proliferation) and has also been found to be induced when Pi is limiting. Also
miR2111 targets an E3 ligase, AT3G27150, but this gene is specifically expressed in
the root (104). In the phloem sap, miR2111 was highly abundant upon Pi limita-
tion and it could thus be part of a systemic regulatory pathway (104). miR398a is
repressed upon phosphate, nitrate and carbon starvation (104) and its expression is
low at proliferation and increases during development.
However, not all miRNAs that are reported as differential upon Pi starvation
are differential during leaf development, e.g. miR778 was previously found to be
strongly induced (75, 104) but was not represented by any small RNAs in our
dataset. Also members of the miR169 family have been found to be reduced upon
Pi and N limitation, but these were not differentially expressed in our dataset. This
could be due to tissue specific differences as these studies used whole shoot or
seedlings while we specifically profiled the first leaf pair.
The expression profiles of the miRNAs involved in nutrient stress, suggest that
early in development the macro elements phosphate, sulfate and nitrogen are limit-
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ing. For sulfur and phosphate this is also reflected in the expression of the miRNA
target genes involved in their homeostasis. Early in development, the leaf is a sink
tissue, requiring high amounts of nutrients to sustain the rapid growth through cell
division and cell expansion. This could cause a local depletion of macro elements
nutrients, despite its abundance in the growth medium. It has been shown that cell
cycle activity dictates the requirement for Pi and treatments that enhance growth by
proliferation increase the demand for Pi (108). The growth medium used contains
1% of sucrose, which stimulates growth and could thus cause the increased demand
for Pi and the onset of the Pi starvation response.
5.5.3 Differential phased siRNA production during development
In Arabidopsis, four families of loci are known that generate ta-siRNAs: TAS1-4.
Only for TAS3 a biological function has been unraveled. Through regulation of its
targets AUXIN RESPONSE FACTOR 3 (ARF3) and ARF4 it is controlling abaxial-
adaxial polarity and vegetative phase change (16, 18, 59, 95, 109, 110). This takes
place early on in the development of the leaf. Indeed, the biogenesis of ta-siRNAs
from the TAS3a locus decreases during leaf development and correspondingly both
ARF3 and ARF4 increase significantly (fold change 1.4 and 1.7, respectively, 19). The
phasing patterns (Supplemental Figure 5.10) illustrate that the phasing becomes
progressively more pronounced at one phase, shifted 11 bp from the miR390 cleav-
age site, which could be due to cleavage of the TAS3a transcript by a TAS3-produced
ta-siRNA that is in phase with the cleavage site, as hypothesized before by Howell
et al. (58).
ta-siRNAs produced by the TAS1 and TAS2 loci are present at high levels in our
dataset and their abundance increases during development. It is known that these
ta-siRNAs target PPR genes and trigger phased siRNA production from these target
loci. We have indeed found two PPR genes that also produce phased siRNAs and
both have an increased sRNA expression over time. Also for TAS1a and TAS1b ta-
siRNAs, a shift in phasing is observed during development. Early in development
ta-siRNAs are predominantly in phase with the miR173 cleavage site for both loci,
but an additional phase becomes progressively apparent when the leaf matures.
Remarkably, for all TAS loci the phasing of ta-siRNAs is less precise when the
expression of small RNAs from the locus increases. For the TAS3a locus, the shift
corresponds to the position at which a ta-siRNA would cleave the TAS transcript.
For the other loci, this is not the case. Therefore, other mechanisms could be at play
e.g. cleavage by other small RNAs in trans.
The identification of islands with a phased sRNA production, yielded a remark-
ably high number of regions containing transposable elements (14 out of 58). The
phased sRNAs were either generated from the body of the transposable element or
biased towards the 3′ end. For the majority (13 out of 14), the phased sRNA ex-
pression was highest at maturity. For the 24-nt siRNAs, I also observed an increase
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during development. This similar pattern suggests that this could be an additional
strategy to silence transposable elements and thus protect genome integrity.
5.5.4 Selection for sRNA generating loci
The analysis of differential expression for individual small RNA molecules has its
limitations. Low expressed sRNAs need to be removed prior to the analysis to
avoid false positives and to prevent a bias towards these sRNAs in the results.
This type of analysis is geared towards miRNAs and ta-siRNAs, which are very
specific sequences that are often highly expressed. Heterochromatic siRNAs are
produced from a broad region and generally exhibit a broad sequence diversity
but low expression for each siRNA. This is apparent from the length distribution
of small RNAs in our dataset. The fraction of unique 24-nt sequences is very high
(Figure 5.2) while when the length distribution is weighed according to the repeat-
normalized data 21-nt sRNAs are predominant due to the high expression level of
a limited number of miRNAs. Therefore, I deployed a different strategy to analyze
heterochromatic siRNAs. For all annotated features of the Arabidopsis genome, I
calculated the sum of all matching sRNAs and determined loci with differential
expression of sRNAs. As miRNA target loci generally do not match perfectly with
the regulating miRNA, these are not detected this way, but only regions that poten-
tially generate sRNAs are selected for. I focused on transposons and protein-coding
genes.
5.5.4.1 Transposons are progressively silenced during development
In general, transposons were associated with 24-nt sRNAs that have an increased
expression level at maturity. These sequences predominantly have an adenosyl at
the 5′ end, suggesting that these sequences are indeed heterochromatic siRNAs
as this is a hallmark for loading into AGO4 (91), the main effector of this path-
way. This type of small RNAs has been associated with DNA methylation, more
specifically in CHH sequence context (49, 51, 111). The level of CHH methylation
at transposons indeed increased during development, while those of the symmet-
ric CG and CHG methylation decreased. This kind of compensation behavior has
been observed before (92, 112). The increase of CHH methylation is however more
gradual during development while the siRNAs are relatively low expressed during
proliferation and expansion and increase strongly at maturity. This suggests that
the siRNA production is downstream of DNA methylation and probably is part
of a mechanism to maintain it, rather than that the siRNAs are the initial trigger
causing DNA methylation. However, this hypothesis is based upon only three time
points and low resolution DNA methylation data and will therefore require further
validation. While the profile of methylation has predominance for the body of trans-
posons (Figure 5.16), sRNAs are mainly associated with the start and end of this
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region (Figure 5.13). Transcription of a target locus is required for the silencing of
that locus (for more details on the biogenesis pathway of heterochromatic siRNAs,
see Chapter 4.3.3). At the edges of the transposons, the chromatin structure could
be more open and therefore allow a higher level of transcription, resulting in in-
creased siRNA levels specifically there. The reduction in CG and CHG methylation
could be the cause for the increase in CHH methylation and siRNA expression.
In conclusion, transposons seem to be progressively targeted by heterochromatic
siRNAs during development, thus protecting the genome integrity by silencing
these elements. The question remains however, what the biological relevance is
of the progressive increase of this safeguard mechanism. While an increased pro-
tection of genome integrity in germ cells can be linked to the necessity to protect
the next generation, its role during vegetative development is unclear. Recently, the
importance of monomethylation of histone 3 lysine 27 (H3K27me) in prevention
of re-replication of heterochromatic regions was shown (113). Both the H3K27me
mark as the production of 24-nt small RNAs are required for silencing of hetero-
chromatic regions. Therefore, the increased activity of the heterochromatic siRNA
pathway could play a role in protection against overreplication as differentiation
progresses.
5.5.4.2 A subset of protein-coding genes is regulated by heterochromatic siRNAs
and DNA methylation
Small RNA distributions for protein-coding genes show two different patterns:
sRNAs of 19- to 22-nt are mainly located in the body of this feature while 23-
and 24-nt sequences are mainly generated in the gene body early in development.
This latter class shows preference for the flanking sequences in the mature stage of
development. For protein-coding genes, a depletion of siRNAs at the gene body
was observed previously by Cokus et al. (92). In this study, five-week old plants
were used and this profile is indeed confirmed in our data for mature leaves for 23-
and 24-nt sRNAs (Figure 5.10H).
We observed a positive correlation between the level of sRNA expression asso-
ciated with the coding sequence (CDS) of protein-coding genes and their mRNA
expression level. The distribution of the lengths of sRNAs matching the CDS
(Figure 5.7A) shows an equal presence of 19- to 24-nt sequences. The absence of
a bias in length distribution suggests that protein-coding genes are generally not
regulated by these sRNAs but that these could be degradation products. When
we select for genes that do not comply to the general positive correlation between
sRNA and mRNA expression, a clear bias towards 24-nt sRNAs becomes appar-
ent (Figure 5.7C). This indicates that the uncorrelated genes are likely downreg-
ulated by heterochromatic siRNAs. Also genes that are not expressed above the
background in our microarray experiment during leaf development (19), have pre-
dominantly 24-nt sRNAs associated with their CDS (Figure 5.7D). This suggests
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that (a subset of) these genes could be silenced through the heterochromatic siRNA
pathway by RNA-directed DNA methylation (RdDM). The bias towards 24-nt for
the uncorrelated genes can only partially be explained by the selection for mainly
genes below the background, as the genes in this set that are expressed above the
background also show a clear bias towards 24-nt sRNAs and an additional peak
for 21-nt is present (Figure 5.7I). Further analysis of this selected gene set (uncorre-
lated and mRNA expressed above the background) showed that the 21-nt sequences
are produced by genes that are targeted by miRNAs or ta-siRNAs which triggers
a phased siRNAs production from these loci. The remaining genes are mainly a
source of 24-nt sRNAs suggesting these genes are under control of RdDM.
When analyzing all protein-coding genes, CG methylation is mostly present in
the gene body with a marked absence around start and stop sites (92, our data).
CHG is lower in the gene body compared to the flanking regions. These patterns
are stable throughout development. CHH methylation has a similar pattern as CHG
methylation but increases over development both in the flanking regions as in the
gene body. The uncorrelated genes however, deviate strongly from this general
pattern. CG methylation at the CDS is less outspoken but this region is specifically
methylated at CHG and CHH. This in contrast to the correlated genes that show a
depletion of CHG and CHH methylation at the CDS (Figure 5.15). This confirms our
hypothesis that the uncorrelated genes are likely regulated by RdDM through 24-nt
heterochromatic siRNAs. Also here, siRNAs only increase strongly at mature phase
while methylation increases more gradually during development. Moreover, CHG
methylation is specifically high at both the 5′ and 3′ end of the CDS while CHH
methylation only peaks at the 5′ end. This could be related to specific sequence
characteristics at these sites.
5.6 Conclusion and perspectives
We have profiled the small RNA population in Arabidopsis thaliana during leaf de-
velopment. This revealed differential expression of small RNAs. Our data clearly
indicate an integrated role of small RNAs in the regulation of organ development.
Early in development, miRNAs involved in nutrient stress response are abundant,
suggesting that macro elements are limiting at this stage. During maturation of
the leaf, 24-nt siRNAs accumulate and likely silence both transposons as well as
specific protein-coding genes. To assess this further, a higher resolution of DNA
methylation during development is required. Analysis of DNA methylation at the
single gene level would allow to evaluate the correlation with siRNA production at
the gene level. Additionally, histone modifications could be assessed to deepen our
understanding of the relation between siRNAs, DNA methylation and chromatin
modifications. Unraveling this regulatory layer in leaf development could help us
understand how plants control growth and development.
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5.7 Experimental procedures
5.7.1 Plant material
The first pair of true leaves from Arabidopsis thaliana ecotype Columbia was har-
vested during proliferation, expansion and mature stage, at 8, 12 and 19 days after
stratification, respectively. The first leaf pair of 1024, 512 and 256 plants was har-
vested directly in liquid nitrogen for each of two biological replicates at day 8, 12
and 19, respectively. Plants were grown in petri dishes (Integrid Petri Dish, Beckon
Dickinson Labware, Le Pont de Claix, France) in long day conditions (16h light) at
22 °C. The growth medium contained 0.5x Murashige and Skoog (MS) basal salts
(Duchefa Biochemie, Haarlem, The Netherlands) (114), 0.5 g/l MES (Duchefa Bio-
chemie, Haarlem, The Netherlands), 1% sucrose (Acros Organics, Geel, Belgium)
and 0.8% Plant Tissue Culture Agar (Lab M Limited, Bury, Lancaster, UK). Sterili-
sation was performed by autoclaving at 1 bar and 120 °C for 20 minutes.
5.7.2 RNA extraction
RNA was extracted using TriReagent (Molecular Research Center, Cincinnati, Ohio,
USA) and chloroform (Merck, Darmstadt, Germany). The aqueous layer was pu-
rified by repeated extractions with chloroform. RNA was precipitated with iso-
propanol (Merck, Darmstadt, Germany) and subsequently dissolved in 0.1 TE
buffer with 50 mM Tris-HCl (Biosolve B.V., Valkenswaard, The Netherlands) and
50 mM NaCl (Merck, Darmstadt, Germany). Further purification was performed
using repeated additions of phenol:chloroform:isoamyl alcohol (25:24:1) pH4.3 (MP
Biomedicals, Inc., Illkirch, France) until no material was visible at the interface of
organic and aqueous phase. Finally RNA was extracted with chloroform, precipi-
tated using ammonium acetate (BDH Laboratory Supplies, Poole, Dorset, UK) and
ethanol (Merck, Darmstadt, Germany) at -80 °C overnight and dissolved in 0.1 TE
buffer. Integrity of total RNA was checked on a 2% agarose gel.
5.7.3 Construction of small RNA library
Small RNA molecules of 17 to 30 nucleotides were purified using 17% polyacry-
lamide gel electrophoresis (PAGE). Radioactive end-labeled oligonucleotide mark-
ers of 18 and 24 bp were used to select the appropriate size class. Total RNA
samples were spiked with radioactively labeled RNA transcript markers using the
Maxiscript kit (Ambion, Austin, Texas, USA). Next, the small RNA library was con-
structed: First the 3′ adaptor (Illumina, Inc., San Diego, California, USA) was added
using T4 RNA ligase (Ambion, Austin, Texas, USA). After PAGE purification of the
ligated product, the 5′ adaptor was ligated using T4 RNA ligase (Ambion, Austin,
Texas, USA) in an ATP dependent reaction. cDNA was prepared from purified
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small RNAs with both adaptors using the SuperScript III First Strand Synthesis
System (Invitrogen, Carlsbad, California, USA). cDNA was amplified with Phu-
sion High Fidelity DNA polymerase (Bioké, Leiden, The Netherlands) and PAGE
purified.
5.7.4 Sequencing & parsing of the small data
Sequencing of the obtained small RNA libraries was done, in two biological re-
peats, using the Illumina 1G Genome Analyzer (Illumina, Inc., San Diego, Califor-
nia, USA). Base calling was done using the Illumina software. Sequences of 18 to
30 bp were parsed based on the identification of the first 6 bases of the 3′ adaptor.
The obtained sequences were mapped to the Arabidopsis genome based on perfect
matching. All samples were normalized for population size to 3 million mapped
reads per sample.
5.7.5 Profiling of methylation status
Genomic DNA was extracted from leaf 1 and 2 at 8, 12 and 19 days after stratifica-
tion using the DNeasy Plant Mini kit (Qiagen, Venlo, The Netherlands) according
to the manufacturers recommendations. Bisulfite conversion was done as described
previously (92). Library generation and ultra-high-throughput sequencing were
carried out according to manufacturer instructions (Illumina, Inc., San Diego, Cali-
fornia, USA).
5.7.6 Data visualization
5.7.6.1 Genome browser
The small RNA data was visualized for analysis using a custom-made genome
browser written in Processing (processing.org), a Java-based programming lan-
guage. This custom browser was made to overcome some of the shortcomings
that the currently available genome browsers have. We have implemented (1) in-
teractive scrolling, (2) easy visual comparison of the different datasets, in this case
developmental stages, (3) the possibility to rapidly switch between different subsets
of the data.
The data was smoothed using a sliding window approach using a 1000 bp in-
terval and a step size of 200 bp. This was done for all developmental stages and
for every length class of small RNAs separately. The data can be plotted with or
without this sliding window approach. The source code is available upon request
from the corresponding author.
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5.7.6.2 Small RNA distribution plots
The distribution of small RNAs for specific features of the genome (protein-coding
genes, microRNAs, transposable elements) was calculated by dividing every fea-
ture in 100 bins (each containing 1/100th of the total number of basepairs of the
feature). Also 1000 bp upstream and downstream of the feature were incorporated
and divided in 100 bins. The small RNA reads were assigned to the appropriate bin
according to their starting position. A sliding window approach (30 bins) was used
to smooth the data.
5.7.7 Microarray data
To asses gene expression at similar time points of leaf development, microarrays
published by (19) were re-analyzed using the affy package of Bioconductor (115)
applying a custom-made CDF (116).
5.7.8 miRNA candidate and target prediction
Prediction of miRNA candidate sequences was done starting from differentially
expressed 20 to 22-nt sequences in our dataset. The potential to form a stem-loop
from the genomic region surrounding these sequences match was analyzed using
the methodology in Bonnet et al. (117).
TAPIR (bioinformatics.psb.ugent.be/webtools/tapir/) was used to identify tar-
gets for the candidate miRNAs (68). The ‘fast’ mode was used to determine possible
target genes starting from all annotated genes in TAIR8. This was done using non-
stringent parameters (score ≤ 8, free energy ration ≥ 0.5). The obtained targets
were then used as input for the ‘precise’ mode. This method uses the RNAhybrid
algorithm that is conceived to determine miRNA:mRNA duplexes with a high ac-
curacy (118). Here, the default parameters were used (score ≤ 4, free energy ration
≥ 0.7). Further details on the TAPIR program are available in the ‘manual’ section
on bioinformatics.psb.ugent.be/webtools/tapir/.
Contributions
Frederik Coppens made the small RNA libraries with the help of Kristin Kasschau.
The conversion of the raw sequencing data was performed by Carrington lab. All
further analyses of the small RNA data were performed by Frederik Coppens ex-
cept the determination of putative new microRNAs based on the small RNA data,
which was done by Eric Bonnet. Suhua Feng made the libraries for genome-wide
profiling of DNA methylation status. Ramakrishna K. Chodavarapu analyzed the
DNA methylation sequencing data.
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Supplemental Figure 5.1: Genome-wide distribution of small RNA data of ma-
ture leaves for Chromosome 2 using a sliding window approach (50,000 bp win-
dow, 10,000 bp shift). The number of sRNA generating loci (A,C,E) and repeat-
normalized counts (B,D,F) are represented for all sequences (A,B), the 21-nt (C,D)
and 24-nt (E,F) size class. The position of the centromere is marked by a grey circle.
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Supplemental Figure 5.2: Genome-wide distribution of small RNA data of ma-
ture leaves for Chromosome 3 using a sliding window approach (50,000 bp win-
dow, 10,000 bp shift). The number of sRNA generating loci (A,C,E) and repeat-
normalized counts (B,D,F) are represented for all sequences (A,B), the 21-nt (C,D)
and 24-nt (E,F) size class. The position of the centromere is marked by a grey circle.
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Supplemental Figure 5.3: Genome-wide distribution of small RNA data of ma-
ture leaves for Chromosome 4 using a sliding window approach (50,000 bp win-
dow, 10,000 bp shift). The number of sRNA generating loci (A, C, E) and repeat-
normalized counts (B, D, F) are represented for all sequences (A, B), the 21-nt (C,
D) and 24-nt (E, F) size class. The position of the centromere is marked by a grey
circle.
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Supplemental Figure 5.4: Genome-wide distribution of small RNA data of ma-
ture leaves for Chromosome 5 using a sliding window approach (50,000 bp win-
dow, 10,000 bp shift). The number of sRNA generating loci (A, C, E) and repeat-
normalized counts (B, D, F) are represented for all sequences (A, B), the 21-nt (C,
D) and 24-nt (E, F) size class. The position of the centromere is marked by a grey
circle.
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Supplemental Figure 5.5: Genome-wide distribution of small RNA data of pro-
liferating leaves for Chromosome 1 using a sliding window approach (50,000 bp
window, 10,000 bp shift). The number of sRNA generating loci (A, C, E) and repeat-
normalized counts (B, D, F) are represented for all sequences (A, B), the 21-nt (C,
D) and 24-nt (E, F) size class. The position of the centromere is marked by a grey
circle.
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Supplemental Figure 5.6: Genome-wide distribution of small RNA data of ex-
panding leaves for Chromosome 1 using a sliding window approach (50,000 bp
window, 10,000 bp shift). The number of sRNA generating loci (A, C, E) and repeat-
normalized counts (B, D, F) are represented for all sequences (A, B), the 21-nt (C,
D) and 24-nt (E, F) size class. The position of the centromere is marked by a grey
circle.
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Supplemental Table 5.1: Overview of miRNA expression during development.
The name of the miRNA, the number of perfect hits of the mature sequence on the
Arabidopsis genome, the repeat-normalized reads (average of two biological repeats)
for proliferation (Prol), expansion (Exp) and mature (Mat) phase and the False Dis-
covery Rate (FDR) are listed.
miRNA hits Prol Exp Mat FDR
miR156a-f 6 31.53 12.42 56.59 0.12
miR157a-c 3 34.18 11.63 26.99 0.30
miR157d 4 0.28 0.00 1.20 0.07
miR158a 1 94.09 19.61 67.96 0.08
miR158b 1 0.55 0.00 0.00
miR159a 1 731338.59 455018.60 669344.10 0.64
miR159b 1 247395.64 159710.78 168894.17 0.67
miR159c 1 235.56 123.40 155.91 0.56
miR160a-c 3 1117.87 1005.94 1846.04 0.49
miR161.1 1 20083.28 10146.81 7339.01 0.23
miR161.2 1 699.26 358.16 988.44 0.26
miR162a-b 2 183.79 51.31 140.82 0.15
miR163a 1 469.38 966.01 2343.20 0.09
miR164a-b 2 201.22 273.73 327.46 0.65
miR164c 1 1.79 1.58 5.75 0.24
miR165a-b 2 166.78 301.28 108.45 0.26
miR166a-g 7 128.47 290.40 255.21 0.42
miR167a-b 2 27220.84 17695.84 24941.52 0.70
miR167c 1 1.24 0.40 5.27 0.09
miR167d 1 153.74 1192.53 4587.85 0.03
miR168a-b 2 8300.01 9644.62 5148.08 0.52
miR169a 1 1516.91 2652.59 2550.16 0.51
miR169b-c 2 5.12 2.75 3.35 0.64
miR169d-g 4 0.49 1.01 1.92 0.25
miR169h-n 7 1.60 1.37 3.70 0.25
miR170 1 57.84 13.57 34.03 0.19
miR171a 4 422.90 122.82 63.67 0.06
miR171b-c 2 16.36 9.42 14.60 0.57
miR172a-b 2 485.86 396.22 1114.79 0.21
miR172c-d 2 0.63 0.20 1.67 0.57
miR172e 1 2.64 5.11 27.28 0.05
miR173a 1 14.92 1.97 2.40 0.07
miR319a-b 2 151.37 142.46 65.80 0.29
miR319c 1 191.83 112.35 386.71 0.15
miR390a-b 2 204.47 105.03 220.67 0.36
miR391 1 4.43 31.93 82.39 0.04
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Supplemental Table 5.1: Overview of miRNA expression during development.
(Continued)
miRNA hits Prol Exp Mat FDR
miR393a-b 2 0.55 0.20 0.24
miR394a-b 2 833.98 184.12 144.54 0.05
miR395a,d,e 3 12.16 1.18 6.70 0.04
miR395b,c,f 3 17.56 1.44 3.67 0.04
miR396a 1 54.98 276.40 2371.40 0.03
miR396b 1 1158.27 1541.44 5439.77 0.08
miR397a 1 20.25 11.12 18.18 0.72
miR397b 1 16733.65 7054.33 7252.91 0.28
miR398a 1 10.88 7.20 39.25 0.07
miR398b-c 2 831.10 540.21 1379.23 0.29
miR399a 1 8.46 1.04 0.00 0.06
miR399b-c 2 11.58 2.22 0.24 0.03
miR399d 1 5.43 1.04 0.00 0.17
miR399f 1 84.54 20.31 7.18 0.04
miR400 2 4.28 1.11 7.91 0.11
miR402 1 0.00 0.79 0.00
miR403 1 25.83 10.45 37.83 0.18
miR408 1 5765.25 3232.42 7784.61 0.34
miR447a-b 2 20.08 18.25 15.32 0.86
miR472 1 18.10 9.02 17.24 0.44
miR771 1 1.09 0.92 0.48
miR773 1 2.49 1.57 0.96
miR775 1 960.49 221.40 165.61 0.05
miR777 1 15.70 10.20 16.28 0.65
miR779.2 1 19.04 5.63 3.36 0.09
miR780.1 1 0.55 0.00 0.00
miR781 2 5.40 4.39 15.56 0.16
miR783 1 1.64 0.92 1.92
miR822 1 62.08 65.55 202.00 0.13
miR823 1 230.54 66.68 61.77 0.10
miR824 1 1091.93 743.82 1900.51 0.30
miR825 1 487.46 336.26 382.49 0.79
miR826 1 0.70 0.00 0.00
miR827 1 43.29 2.36 11.98 0.05
miR828 1 2.73 0.40 0.96
miR829.1 1 0.55 0.92 0.00
miR830 1 1.24 0.00 2.88
miR833-5p 1 1.09 0.40 4.79 0.14
miR834 1 0.55 0.00 0.00
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Supplemental Table 5.1: Overview of miRNA expression during development.
(Continued)
miRNA hits Prol Exp Mat FDR
miR835-5p 1 0.00 0.92 0.96
miR837-5p 2 0.00 0.46 2.16 0.11
miR838 1 16.40 10.86 27.76 0.31
miR839 1 25.34 3.52 4.79 0.07
miR840 1 2.19 1.70 5.75 0.35
miR841 1 80.33 13.46 21.56 0.07
miR842 1 0.70 2.75 10.05 0.07
miR843 1 46.98 248.25 1046.81 0.03
miR844 1 3.18 1.96 4.79 0.59
miR845a 1 5.52 1.04 6.22 0.14
miR845b 1 0.00 0.40 0.00
miR846 1 190.14 149.98 1293.12 0.04
miR847 1 44.10 53.45 97.68 0.39
miR848 1 92.63 46.26 51.70 0.42
miR850 1 2.73 0.79 0.48
miR851-5p 1 0.55 1.44 0.48
miR853 1 4.03 0.92 0.96 0.37
miR857 1 85.72 26.56 73.22 0.16
miR858 1 17.70 10.59 9.58 0.56
miR859 1 2.33 1.97 1.92 0.78
miR860 1 4.43 1.70 3.36 0.41
miR861-3p 1 4.58 4.45 25.36 0.07
miR861-5p 1 1.09 0.52 2.88
miR862-3p 1 2.88 0.00 0.00
miR862-5p 1 21.37 5.24 4.79 0.09
miR863-5p 1 3.82 5.10 16.28 0.16
miR864-5p 1 26.28 19.75 47.42 0.41
miR865-5p 1 0.70 0.40 1.92
miR866-3p 1 0.55 0.40 1.92
miR869.2 1 1.94 2.36 1.92 0.99
miR870 1 0.00 0.40 0.96
miR1886.2 1 91.53 96.03 212.57 0.29
miR1886.3 1 0.00 0.00 0.48
miR1888 1 0.55 0.92 5.76 0.34
miR2111a-b 2 8.55 0.00 1.20 0.04
miR2112-3p 1 1.40 1.44 6.71 0.21
miR2934 1 0.70 0.00 0.48
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Supplemental Table 5.2: All differential sRNAs that match a miRNA hairpin
(based on miRBase). sRNAs corresponding to the mature miRNA are indicated
in bold (based on miRBase). The name of the miRNA, the length of the mature se-
quence in basepairs (bp) and the repeat-normalized reads (average of two biological
repeats) for proliferation (Prol), expansion (Exp) and mature (Mat) phase are listed.
miRNA length (bp) Prol Exp Mat
miR156c 21 6.36 17.40 92.84
miR156d 21 16.94 13.61 108.26
miR157a 22 32.25 4.77 1.91
miR157a 21 212.88 33.54 39.00
miR157b 21 212.88 33.54 39.00
miR157b 22 32.25 4.77 1.91
miR159b 22 7.61 2.10 0.00
miR160a 21 21.55 53.69 197.15
miR160c 21 21.55 53.69 197.15
miR161.1 21 6.06 0.00 0.48
miR161.2 21 6.06 0.00 0.48
miR164c 21 1.24 6.01 24.41
miR167d 22 153.73 1192.53 4587.84
miR169d 21 10.21 27.47 108.35
miR169d 20 0.41 1.18 5.90
miR169e 20 0.55 3.27 15.31
miR169f 20 0.41 1.18 5.90
miR169g 21 10.21 27.47 108.35
miR169g 20 0.41 1.18 5.90
miR169g* 21 10.21 27.47 108.35
miR169g* 20 0.41 1.18 5.90
miR169i 22 0.00 9.02 17.73
miR169j 20 0.70 19.08 11.49
miR169l 20 0.97 11.11 13.40
miR169n 20 0.97 11.11 13.40
miR171a 23 34.25 9.80 0.96
miR2111a 21 8.55 0.00 1.20
miR2111b 21 8.55 0.00 1.20
miR319c 20 4.82 0.00 3.83
miR390b 21 8.00 5.88 0.48
miR390b 19 14.91 7.59 0.00
miR390b 21 35.40 13.19 0.48
miR390b 20 83.14 37.49 1.44
miR390b 19 46.92 26.13 0.48
miR390b 20 6.46 1.83 0.00
miR391 21 4.43 31.92 82.39
miR391 21 1.09 11.39 144.59
miR393a 19 1.09 1.89 13.64
miR393a 20 5.20 6.02 52.90
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Supplemental Table 5.2: All differential sRNAs that match a miRNA hairpin
(based on miRBase). sRNAs corresponding to the mature miRNA are indicated in
bold (based on miRBase) (Continued)
miRNA length (bp) Prol Exp Mat
miR393a 21 0.00 0.39 22.01
miR393a 20 0.00 0.00 12.44
miR393b 19 1.09 1.89 13.64
miR393b 20 5.20 6.02 52.90
miR395a 21 12.15 1.18 6.70
miR395b 21 17.56 1.44 3.67
miR395c 21 17.56 1.44 3.67
miR395d 21 12.15 1.18 6.70
miR395e 21 12.15 1.18 6.70
miR395f 21 17.56 1.44 3.67
miR396a 21 0.00 0.39 6.70
miR396a 22 0.00 0.00 5.74
miR396a 21 0.55 0.00 5.75
miR396a 23 0.00 1.04 12.45
miR396a 21 1.79 4.05 91.92
miR396a 22 28.64 157.23 1462.48
miR396a 20 0.55 2.10 47.37
miR396a 19 1.39 0.00 12.93
miR396a 21 1.24 2.75 42.13
miR396a 21 54.98 276.39 2371.40
miR396a 20 37.08 56.56 283.32
miR396b 20 37.08 56.56 283.32
miR399b 21 11.58 2.22 0.24
miR399c 21 11.58 2.22 0.24
miR399f 21 84.54 20.31 7.18
miR405a 23 0.23 0.48 5.74
miR405b 23 0.23 0.48 5.74
miR405d 23 0.23 0.48 5.74
miR773 22 1742.04 626.20 163.20
miR779.1 22 9.85 5.75 0.00
miR779.2 22 9.85 5.75 0.00
miR783 24 13.58 7.20 0.48
miR783 24 60.43 23.69 4.31
miR783 23 1.83 0.23 0.00
miR783 21 13.41 4.09 0.24
miR783 24 2.93 1.14 0.00
miR783 22 2.52 0.26 0.00
miR783 21 1.79 0.13 0.00
miR783 22 7.22 4.14 0.32
miR783 21 2.95 1.48 0.00
miR783 24 2.62 1.22 0.00
miR783 24 2.62 1.22 0.00
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Supplemental Table 5.2: All differential sRNAs that match a miRNA hairpin
(based on miRBase). sRNAs corresponding to the mature miRNA are indicated in
bold (based on miRBase) (Continued)
miRNA length (bp) Prol Exp Mat
miR783 22 7.22 4.14 0.32
miR783 21 2.95 1.48 0.00
miR783 21 15.70 1.31 1.68
miR783 24 56.10 21.60 1.92
miR783 24 20.11 7.40 1.44
miR783 21 16.35 2.22 2.63
miR783 24 2.93 1.14 0.00
miR783 21 1.79 0.13 0.00
miR783 22 2.52 0.26 0.00
miR783 23 1.83 0.23 0.00
miR783 21 13.41 4.09 0.24
miR783 24 60.43 23.69 4.31
miR783 21 11.73 1.83 0.00
miR783 24 25.49 8.36 1.44
miR783 24 8.00 11.62 0.00
miR783 24 787.76 540.23 71.84
miR783 24 9.94 4.71 0.48
miR783 22 41.59 14.63 3.83
miR783 24 6.06 1.83 0.00
miR783 21 16.35 2.22 2.63
miR783 24 20.11 7.40 1.44
miR827 21 43.29 2.35 11.97
miR835-3p 23 8.15 1.70 0.00
miR835-5p 23 8.15 1.70 0.00
miR839 22 7.15 0.39 0.48
miR841 21 15.46 1.11 2.16
miR841 24 6.61 0.39 0.00
miR843 20 0.00 1.44 10.05
miR843 21 46.98 248.25 1046.80
miR843 20 0.00 3.93 10.05
miR843 22 2.33 12.82 66.04
miR843 21 29.52 117.29 477.80
miR843 21 1.09 7.33 33.04
miR844 21 1.24 0.00 5.75
miR844* 21 1.24 0.00 5.75
miR846 21 0.62 1.51 19.86
miR846 21 190.13 149.98 1293.12
miR863-3p 21 9.55 30.13 98.63
miR863-5p 21 9.55 30.13 98.63
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Supplemental Table 5.3: List of all miRNA loci that are found to be differentially
expressed based upon the sum of all sRNA reads.
miR156A (AT2G25095) miR393A (AT2G39885)
miR156B (AT4G30972) miR393B (AT3G55734)
miR156C (AT4G31877) miR394A (AT1G20375)
miR156D (AT5G10945) miR394B (AT1G76135)
miR156E (AT5G11977) miR396A (AT2G10606)
miR156F (AT5G26147) miR396B (AT5G35407)
miR158A (AT3G10745) miR397B (AT4G13555)
miR161 (AT1G48267) miR398A (AT2G03445)
miR162A (AT5G08185) miR398B (AT5G14545)
miR162B (AT5G23065) miR398C (AT5G14565)
miR163 (AT1G66725) miR399C (AT5G62162)
miR164/miR164C (AT5G27807) miR399F (AT2G34208)
miR165/miR165A (AT1G01183) miR400 (AT1G32582)
miR165/miR165B (AT4G00885) miR403 (AT2G47275)
miR167C (AT3G04765) miR405A (AT2G22668)
miR167D (AT1G31173) miR472a (AT1G12294)
miR169D (AT1G53683) miR773a (AT1G35501)
miR169E (AT1G53687) miR775a (AT1G78206)
miR169F (AT3G14385) miR779a (AT2G22496)
miR169G (AT4G21595) miR823a (AT3G13724)
miR169I (AT3G26812) miR827a (AT3G59884)
miR169J (AT3G26813) miR835a (AT1G76062)
miR169L (AT3G26816) miR836a (AT2G25011)
miR169N (AT3G26819) miR838a (AT1G01046)
miR170 (AT5G66045) miR839a (AT1G67481)
miR171A (AT3G51375) miR840a (AT2G02741)
miR172/miR172A (AT2G28056) miR841a (AT4G13564)
miR172/miR172B (AT5G04275) miR843a (AT3G48057)
miR172D (AT3G55512) miR846a (AT1G61226)
miR172E (AT5G59505) miR850a (AT4G13493)
miR173 (AT3G23125) miR852a (AT4G14504)
miR319/miR319a (AT4G23713) miR857a (AT4G13554)
miR319/miR319B (AT5G41663) miR861a (AT3G48201)
miR319C (AT2G40805) miR862a (AT2G25171)
miR391 (AT5G60408)
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Supplemental Figure 5.7: Visualization of phased siRNA production for the
TAS1a locus. (A) The phase score plot (58) is shown for the three developmen-
tal stages. The x-axis represents the entire TAS1a genomic locus (TAIR8) and the
arrow indicates where the miR173-mediated cleavage occurs that initiates the ta-
siRNA cascade. The grid is spaced 21-nt and is in register with this cleavage site.
(B) The radial graphs (86) for the three developmental stages show the percentage
of sRNAs in each of the 21 possible phase registers according to their start position.
The highest fraction is indicated (ratio) as well as the total number of reads (sum)
and the number of sRNAs (uniq) for each graph.
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Supplemental Figure 5.8: Visualization of phased siRNA production for the
TAS1b locus. (A) The phase score plot (58) is shown for the three developmen-
tal stages. The x-axis represents the entire TAS1b genomic locus (TAIR8) and the
arrow indicates where the miR173-mediated cleavage occurs that initiates the ta-
siRNA cascade. The grid is spaced 21-nt and is in register with this cleavage site.
(B) The radial graphs (86) for the three developmental stages show the percentage
of sRNAs in each of the 21 possible phase registers according to their start position.
The highest fraction is indicated (ratio) as well as the total number of reads (sum)
and the number of sRNAs (uniq) for each graph.
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Supplemental Figure 5.9: Visualization of phased siRNA production for the
TAS1c locus. (A) The phase score plot (58) is shown for the three developmen-
tal stages. The x-axis represents the entire TAS1c genomic locus (TAIR8) and the
arrow indicates where the miR173-mediated cleavage occurs that initiates the ta-
siRNA cascade. The grid is spaced 21-nt and is in register with this cleavage site.
(B) The radial graphs (86) for the three developmental stages show the percentage
of sRNAs in each of the 21 possible phase registers according to their start position.
The highest fraction is indicated (ratio) as well as the total number of reads (sum)
and the number of sRNAs (uniq) for each graph.
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Supplemental Figure 5.10: Visualization of phased siRNA production for the
TAS3a locus. (A) The phase score plot (58) is shown for the three developmental
stages. The x-axis represents the entire TAS3a genomic locus (TAIR8) and the arrow
indicates where the miR390-mediated cleavage occurs that initiates the ta-siRNA
cascade. The grid is spaced 21-nt and is in register with this cleavage site. (B)
The radial graphs (86) for the three developmental stages show the percentage of
sRNAs in each of the 21 possible phase registers according to their start position.
The highest fraction is indicated (ratio) as well as the total number of reads (sum)
and the number of sRNAs (uniq) for each graph.

Part III
Protocol standardization and
automation

6
Kinematic analysis of cell division and
expansion
This chapter describes a detailed protocol to perform kinematic analysis of leaves
and roots in both monocots and dicots. Thsi was published as a book chapter in the
series ‘Methods in Molecular Biology’ in the issue ‘Plant Developmental Biology’.
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matic analysis of cell division and expansion, Methods Mol Biol, 655, 203–27
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leaves.
Chapter 14
Kinematic Analysis of Cell Division and Expansion
Bart Rymen, Frederik Coppens, Stijn Dhondt, Fabio Fiorani,
and Gerrit T.S. Beemster
Abstract
Plant growth is readily analysed at the macroscopic level by measuring size and/or mass. Although it is
commonly known that the rate of growth is determined by cell division and subsequent cell expansion,
relatively few studies describing growth phenotypes include studies of the dynamics of these processes.
Kinematic analyses provide a powerful and rigorous framework to perform such studies and have been
adapted to the specific characteristics of various plant organs. Here we describe in detail how to perform
these analyses in root tips and leaves of the model species Arabidopsis thaliana and in the leaves of the
monocotyledonous crop species, Zea mays. These methods can be readily used and adapted to suit other
species in most laboratories.
Key words: Cell division, cell expansion, kinematic analysis, image analysis, epidermal cells,
Arabidopsis, leaf growth, root growth, maize.
1. Introduction
In plant sciences, growth is a key characteristic that is widely used
to evaluate genotypes and responses to environmental conditions.
Towards commercial application, growth rate under optimal or
limiting conditions is the primary trait that ultimately determines
crop yield. Measurements of growth at the whole plant or organ
level are relatively straightforward: they involve measuring size or
weight at multiple times and calculation of the rate of increase.
However, in many cases the purpose of growth experiments is
also to learn about the mechanisms that drive the observed differ-
ences in growth rate. A number of strategies have been developed
L. Hennig, C. Köhler (eds.), Plant Developmental Biology, Methods in Molecular Biology 655,
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to this end, each focussing on different aspects of growth regu-
lation. Firstly, classical growth analysis focuses on the evolution
of plant (dry) weight and its utilisation in roots, stems and leaves.
Here, the main emphasis is on understanding relative growth rates
(RGR), which expresses on how efficiently biomass is used to gen-
erate more biomass through photosynthesis (1).
A second strategy focuses on how the initiation and growth
of individual leaves contribute to the development of the shoot as
a whole. This approach is described in detail in Chapter 7 of this
volume.
The aim of the kinematic approaches that are the subject of
this chapter is to understand how processes that operate at the
cellular level, division and expansion, contribute to differences in
rates of growth at the whole organ level. These methods have
been pioneered halfway last century (2, 3) and a rigorous mathe-
matical framework was developed based on laws of fluid dynam-
ics a few decades later (4). Since then there has been a gradual
increase in the experimental use of these methods, largely sup-
ported by the increasing power of computers and the availability
of powerful, easy-to-use public-domain image-analysis software
like ImageJ (http://rsbweb.nih.gov/ij/).
In this contribution, we describe the methods for anal-
ysis of cell division and expansion parameters in three dif-
ferent experimental systems: the first leaf pair of Arabidopsis
thaliana, the primary root of the same species and the leaf of
the monocotyledonous species maize. We focus here in detail
on the practical implementation of such measurements. More
extended reviews about its conceptual basis and the deriva-
tion of the formulae used have been published before (4, 5).
Together these three experimental systems provide a compre-
hensive overview of the possibilities that this approach currently
offers and the protocols can easily be adapted to suit other
species.
2. Materials
2.1. Analysis
of Arabidopsis
Leaves
1. Round Petri dishes (12 cm) preferably with a grid on the
bottom (see Note 1) and porous tape for sealing.
2. Murashige and Skoog (MS) medium: Mix 0.5 × MS salts,
10 g/L sucrose, 0.5 g/L 2-(N-morpholino)ethanesulfonic
acid (MES) and 0.8 g/L plant tissue culture agar in nano-
pure water. Adjust pH to 5.8 before adding agar. Autoclave
medium at 1 bar over-pressure for 20 min. In a flow bench,
pour 50 mL of medium into each plate when the agar is still
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hot. Allow the agar to set with the lid opened and close
only when the medium is at room temperature to prevent
excess condensation. Plates can be stored in a plastic bag at
4◦C for about 2 weeks.
3. 3.5% bleach solution.
4. Sterile water.
5. 70% ethanol.
6. Lactic acid.
7. Hoyer medium: 80 g Chloral hydrate, 20 mL glycerol and
10 mL water (6).
8. Mounting material: Object slides and cover slips.
9. Binocular microscope equipped with a camera.
10. Microscope with 20 × and 40 × Plan Differential Interfer-
ence Contrast (DIC) lenses and a drawing tube (seeNote 2
on the principle of a drawing tube).
11. Fladbed scanner.
12. Computer running image-analysis software (e.g. ImageJ;
Public domain image-analysis software, freely available
from http://rsbweb.nih.gov/ij/).
13. Spreadsheet (e.g. MS Excel or OpenOffice (freely available
from http://www.openoffice.org/)).
2.2. Analysis
of Arabidopsis
Primary Roots
1. For preparation of MS medium and plates, see Section 2.1.
2. Square Petri dishes (12 cm) and porous tape for sealing.
3. 3.5% bleach solution.
4. Sterile water.
5. Mounting material: Object slides, cover slips and sticky
tape (clear).
6. Tooth-pick with short hair (ca. 2 cm, e.g. eyelash) glued
on it.
7. Toner powder in Petri dish.
8. Microscopy: For velocity measurements, a simple micro-
scope with a Plan 5× and 10× long working distance lens.
Ideally this microscope is capable of working in horizontal
orientation, so that stage is vertical allowing the roots to
grow unperturbed with regards to the gravistimulus. For
cell-length measurements, a microscope with 20 × and
40 × plan differential interference contrast (DIC) lenses
(see Note 3 on importance of plan lenses). Digital camera
for acquiring images on both microscopes.
9. Flatbed scanner.
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10. Computer running image-analysis software (e.g. ImageJ;
Public domain image-analysis software, freely available
from http://rsbweb.nih.gov/ij/).
11. Spreadsheet (e.g. MS Excel or OpenOffice (freely available
from http://www.openoffice.org/)).
12. R (Public domain statistical software, freely available from
http://www.r-project.org/).
2.3. Analysis
of Maize Leaves
1. Ruler.
2. Lactic acid.
3. 3:1 (v/v) absolute ethanol:acetic acid.
4. Mounting material: Object slides and coverslips.
5. 4′,6-Diamidino-2-phenylindole (DAPI) solution.
6. Buffer solution: 50 mM NaCl, 5 mM EDTA and 10 mM
TRIS-HCl, pH 7.0.
7. Microscopy: For cell-length measurements: Microscope
with 20 × and 40× plan differential interference contrast
(DIC) lenses. For meristem length measurements: An epi-
fluorescence microscope with an excitation filter at wave-
length 350 nm and emission filter at wavelength 420 nm,
equipped with 20 × and 40 × lenses. Digital camera con-
nected to a personal computer for acquiring images on
both microscopes.
8. Computer running image-analysis software (e.g. ImageJ;
Public domain image-analysis software, freely available
from http://rsbweb.nih.gov/ij/).
9. Spreadsheet (e.g. MS Excel or OpenOffice; freely available
from http://www.openoffice.org/).
10. R (Public domain statistical software, freely available from
http://www.r-project.org/).
3. Methods
3.1. Analysis
of Arabidopsis
Leaves
After initiation at the shoot apex, leaves of dicotyledonous plants
go through subsequent stages of cell division and expansion
before they reach maturity. Although the transitions between
these stages occur in a tip to base gradient (7), the approach
outlined here calculates average rates of division and expansion
across the entire leaf. The analysis is based on two sets of pri-
mary data: leaf blade area and cell area. For the first leaf pair
of A. thaliana ecotype Columbia 0, we measure these variables
from 2 days after germination (DAG) until 22 DAG. This period
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spans from leaf emergence until maturity under our environmen-
tal conditions (growth chamber: 21◦C, fluorescent (cool white)
light 80 µE/m2/s, 16/8 h day/night and shelves cooled at 19◦C
to prevent condensation against the lids of the Petri dishes).
3.1.1. Preparation
of Plant Material
1. Sterilise seeds for 15 min in 3.5% bleach solution in 1.5-
mL microcentrifuge tubes and wash three times with sterile
water. After the last wash leave the water in the tubes.
2. Sow seeds using a 20-µl pipette with tips of which the top
is cut 2 mm with a razor blade to increase the opening.
Aspirate about a dozen seeds with enough water to dispense
them. Plate the seeds individually on the agar. In this step,
it is important to gently touch the medium with the tip in
order to break the surface of the agar layer, generating a
small crack that allows the root to penetrate the medium (see
Note 4).
3. Leave the plates open in the flow for a few minutes to let
excess water evaporate.
4. Close the Petri dishes using porous tape that allows gas
exchange.
3.1.2. Mounting
on Slides
1. Harvest whole plants for the earliest stages of development.
Dissect leaves once the first true leaves have formed a petiole
(ca. 5 DAG).
2. Place the material in 70% ethanol to remove chlorophyll
overnight.
3. Transfer material to lactic acid and incubate overnight for
clearing.
4. Mount material on a microscopic slide using the lactic acid
as mounting medium (see Note 5). For cell analysis, the
abaxial epidermis is used; therefore, it is important to place
the leaf on the microscopic slide with the adaxial-trichome-
containing side down. For the earliest stages, expose the first
leaf pair by gently pulling apart the cotyledons before plac-
ing the coverslip.
3.1.3. Leaf Area
Measurements
1. Acquire images for about 10 leaves per genotype/treatment
and time point using a binocular microscope equipped with
a camera. Adjust the magnification to the size of the leaves
under examination (×1.25–6.3) and make sure to photo-
graph a ruler at the same magnification for image calibration
(see Note 6).
2. Measure the leaf area using an image-analysis program, e.g.
ImageJ. Calibrate the program using the ruler image, which
allows converting pixels to corresponding distances in mm.
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3. Use the ‘polygon selection’ tool to outline the leaf blade and
measure the area. Because the leaves of Arabidopsis often
have a curved surface, the leaf edge is sometimes folded dou-
ble. To accommodate for this, it is necessary to measure the
area of the folded parts of the leaf that can be easily recog-
nised in addition to the outline of the whole leaf area.
4. Copy the measurements into a spreadsheet program and cal-
culate the total leaf blade area. For the kinematic analysis,
select at least 5 median-sized leaves and calculate average
area and standard errors.
3.1.4. Measurements
of Cell Area and Stomata
Number
1. Visualise the cells in the cleared samples with a DIC micro-
scope. Depending on the size of the cells, use a 20, 40 or
63 × magnification. Use preferably the abaxial epidermis of
the first leaf pair for the analysis (see Note 7 for a discus-
sion on cell types). As there is a gradient in cell development
from leaf tip to bottom, analyse the cells at two positions of
the leaf, at about a quarter from the tip and bottom of the
leaf and halfway between the leaf margin and the mid-vein.
Avoid regions directly above the vasculature, because the
epidermal cells can be more elongated and harder to visu-
alise due to the optical disturbance of the underlying dense
vascular strands.
2. Outline the leaf epidermal cells using a drawing tube (for
an alternative see Note 8). To gather sufficient data, draw
about 50 cells for each epidermal area examined. To min-
imise a bias in cell sizes, avoid the edge of the paper and
avoid drawing a disproportionately high number of small
cells. This problem may arise because small cells more easily
fit on the paper compared to bigger ones. Draw a calibration
grid for each magnification to allow the correct scaling.
3. The number of stomata per drawing is counted manually and
recorded.
3.1.5. Processing
of the Images
1. When the drawings are finished, they need to be digitised.
Correct potential artefacts by closing cell walls that show
gaps and erasing cell walls at the edge of the drawing, which
do not delineate full cells. Also, avoid cell walls that touch
the edges of the paper. Record the origin of the drawing by
annotating next to the drawn area: genotype/treatment,
time point, position in the leaf (tip or bottom) and magni-
fication used for visualisation (for a typical example of the
epidermis and a drawing, see Fig. 14.1).
2. Scan the drawings. Depending on the available scanner,
adjusting the settings might take some trial and error. Scan-
ning at 300 dpi and saving the scanned images as jpeg file
are generally sufficient.
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A B
Fig. 14.1. Image processing of the abaxialf epidermis of Arabidopsis thaliana leaves. A. DIC image of the abaxial
epidermis of cleared leaves. B. Typical drawing of cell outlines resulting from a similar specimen.
3. Process the images using image-analysis software (here
described for ImageJ). Set the calibration by opening the
appropriate calibration image and use the straight line
tool to select a length of the grid. Use the ‘Analysis/Set
Scale’ command and fill in the known distance and the
units. Apply these settings for all images that are subse-
quently opened. Select the option ‘global’ under ‘Analysis/
Set Measurements’ to verify that ‘Area’ and ‘Display label’
are selected.
4. Open an image and convert it to 8-bit greyscale under
‘Image/Type.’
5. Apply a threshold using ‘Image/Adjust/Threshold’ that
allows the cell walls to be best visualised.
6. Apply a closing step ‘Process/Binary/Close’ to close small
gaps in the drawing possibly created by the thresholding.
7. Use the ‘Magic Wand’ tool and click to the left of the
drawn area. This selects the outline of the entire area of
the cell drawing. If the selection includes the interior of
some cells not all cell walls are closed. Close gaps by select-
ing a line across the opening and clicking ‘Edit/Draw’ or
‘Ctrl-D.’ As this is tedious, check drawings beforehand for
these artefacts.
8. Measure the drawn area by clicking ‘Analyze/Measure’ or
‘Ctrl-M.’
9. Count all cells in the drawing. To easily keep track of which
cells were counted, select every cell with the ‘Magic Wand’
tool and click ‘Edit/Fill’ or ‘Ctrl-F’ to fill it.
10. Copy the obtained data from the Result Window to a
spreadsheet program (e.g. MS Excel).
3.1.6. Calculations Following the above procedures, the primary data for each leaf
consist of the leaf blade area and for two drawings (tip and base
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of leaf): number of cells, total area of the drawn cells and number
of stomata. From these derived parameters can be calculated as
follows:
1. Determine average leaf area as the average (and standard
error) of all leaf areas per genotype/treatment at each time
point (Units: mm2). Due to the exponential nature of the
growth process, present this parameter on a log-scale.
2. Divide the total area of the drawn cells by the number of cells
in it (pavement cells + guard cells (2 per stoma)); this yields
the average cell area in that drawing. Calculate an average
(and standard error) of all the cell areas for all the leaves per
genotype and time point.
3. Calculate for each drawing the Stomatal Index (SI ) by divid-
ing the number of guard cells (number of stomata (S) mul-
tiplied by two to correct for the presence of two guard cells)
by the total number of cells (pavement cells (PC) + guard
cells):
SI = 2S
(PC+ 2S) .
3. Divide the leaf area by the average cell area from the same
leaf to obtain the number of cells per leaf. Calculate averages
(and standard error) of the number of cells per leaf for all
the leaves per genotype/treatment and time point. Due to
the exponential nature of the division process, represent leaf
numbers in log-scale with base 2.
4. The leaf expansion rate (LER) is the derivative of leaf area
over time (on a logn scale). Calculate this derivative by
using the LocPoly algorithm or use a spreadsheet such
as MS Excel. An R-script for the LocPoly or an exam-
ple of an Excel sheet with those calculations (see Note 9)
can be obtained from the corresponding author of this
chapter.
5. Average cell division rate is the derivative of the cell number
data with respect to time. The calculation is similar to the
LER, using the log2 of the number of cells (cell/cell/h).
Calculate cell-cycle duration as the inverse of cell-division
rate. For additional information on effects on cell-cycle
phase duration, these data can be combined with flow-
cytometry measurements (see Note 10).
3.2. Analysis
of Arabidopsis
Primary Roots
The analysis consists of two parts, measurement of the velocity
profile and cell-length distribution, and these need to be com-
bined in order to calculate cell-division rates. In order for this
to work, it is imperative to work relative to a common refer-
ence point. In the root typically the quiescent centre (QC) is a
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convenient point as it forms the origin of all cell files. Unfor-
tunately, the QC is not recognisable in surface view of the root,
which is needed for the velocity-profile measurements. Therefore,
these measurements are made relative to the tip of the root and
later corrected with the distance between the QC and tip of the
root as measured on a median view using DIC optics.
3.2.1. Plant Growth
and Measurements
of Whole Root Growth
Rates
To allow for roots to grow and be accessible for observations,
grow plants in Petri dishes with agar-solidified growth medium.
Although different nutrient mixes can be used, according to our
experience full-strength MS salts are a convenient choice. First,
this mix is available as ready-made salts so that no mixing of stock
solutions is required. Second, the characteristics of the plants are
good. The shoots look vigorous and green and although the roots
grow slower than on, for example, Hoagland media, most eco-
types we tested grow at a steady rate from early after germination
rather than accelerating (8), which simplifies the analysis signifi-
cantly.
1. Sterilise seeds for 15 min in 3.5% bleach solution in 1.5-
mL microcentrifuge tubes and wash three times with sterile
water. After the last wash, leave the water in the tubes.
2. Sow seeds using a 20-µl pipette with tips from which the
top 2 mm is cut with a razor blade to increase the open-
ing. Aspirate about a dozen seeds with enough water to
dispense them. Place the seeds individually on the agar.
Pick up around 10 seeds and sufficient water and distribute
8–10 seeds at equal distance at about 1 cm from the top of
the plate. Make sure not to touch the agar with the tip as
breaking the agar surface will result in roots entering the
agar rather than growing along the surface. When acciden-
tally multiple seeds are sown at the same position, remove
the additional ones with the pipette tip. Adding a bit of
additional water often simplifies this task. Use about 10
roots for each line or treatment and grow another 20 or
so in parallel plates for independent measurements of root
growth rates.
3. Seal plates with porous tape to allow air-exchange and place
under an angle of 80–85◦ in a growth chamber. As steady-
state conditions are assumed, it is best to use continuous
light (about 60–80 µE/m2/s photosynthetic active radia-
tion) and temperature (ca 21◦C) conditions.
4. Start measurements of root growth rates as soon as most
seeds have germinated. Make each day a small scratch at
the back of the plate perpendicular to the growth direc-
tion of the root marking the position of the tip. Keep track
of the time when these marks are placed. Continue these
measurements for at least 2 weeks.
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5. Scan the plates using a flatbed scanner (seeNote 11). Make
sure always to use the same scanner resolution and also scan
in a ruler as a scale for calibration.
6. Open the scanned images of plates with image-analysis soft-
ware such as ImageJ. Calibrate the scale of all images using
the image of the ruler.
7. Use the ‘Freehand’ tool to measure the distance between
the marks.
8. Transfer these data for each root into a spreadsheet pro-
gram. Calculate average root-elongation rates for each
root at a particular day by dividing the measured distance
between marks by the time difference between when the
marks were made using a time scale of hours.
9. Calculate average velocity and standard error for each time
interval across all roots. Use the growth rates calculated
this way as a first screen to decide on which lines or treat-
ments to concentrate on in more detail. Typically, prelim-
inary experiments are done for this purpose in which also
mature cortical cell length is measured (about 20 cells per
root).
10. Divide root-elongation rate by mature cell length to obtain
cell-production rates. As a general rule, differences for
root-elongation rate, mature cell length or cell-production
rate need to exceed 10% for kinematic analysis to be fea-
sible, because too many replicates need to be measured
to obtain significant differences for individual kinematic
parameters. For kinematic analysis, measure ca 20 undis-
turbed roots growing on separate plates to control for
effects of the experimental manipulations.
3.2.2. Velocity
Measurements
The aim of these measurements is to determine the velocity at
which cells are moving in function of position along the root. As
a basis for this, it is necessary to make several images of the root
over a specified time interval. Although the analysis can be done
semi-automatically (seeNote 12), we will describe here how to do
this manually. This approach requires least setting up, is probably
still the most reliable and increases understanding of the principles
involved. The automation could be a valuable next step for those
implementing the analysis for more routine usage.
1. Sprinkle the surface of the root with contrasting and recog-
nisable marks. A convenient substance for this is toner pow-
der that is used in copiers and laser printers. Pour some of
this powder from a fresh cartridge into a small Petri dish.
Open the plate(s) with roots to be analysed under a binoc-
ular and dip an eyelash or other fine hair glued to a tooth-
pick in this powder. Then hold the hair above the root and
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gently tap it to release the powder evenly, but thinly on the
surface from the root tip to the region where mature root
hairs appear. It is no problem to spill on the agar, but do
not apply too much on the root as this will interfere with
the cell-length measurements in the second stage. A good
amount is shown in Fig. 14.2. After all the roots on a plate
have been marked, quickly reseal the plate and bring it back
to the growth room, leaving it to recuperate for an hour.
Fig. 14.2. Time-lapse observations for a single Arabidopsis root tip. Successive
images were taken at intervals of 1 h and composed of a set of overlapping frames. The
dark spots are larger aggregates of toner powder, showing the appropriate density at
which they need to be applied. They also illustrate the rate of displacement in different
parts of the root.
2. Mount the whole plate, preferentially on a horizontally ori-
ented microscope fitted with a camera so as to keep the
orientation of the plate vertical (see Note 13). Using a 5
or 10 × magnification make a series of overlapping images
starting from the tip of the root till well into the region
of fully developed root hairs, focussing on the root surface
and toner particles. It is convenient to orient the root hori-
zontally in the resulting images, so adjust the camera angle
to achieve this.
3. Repeat this for all roots on the plate and make at least three
sets of observations at hourly intervals. Also make sure that
an image is made of a calibration grid using the same mag-
nification.
4. Use the obtained images to make a composite image by
stitching the individual images together (seeNote 14). The
individual particles form small aggregates with recognisable
shapes that can be found back between two images of the
same root taken at different times (see Fig. 14.2).
5. Draw a series of vertical lines through specific particles in a
pair of images that are open at the same time. The distance
between these lines should ideally be less than half of the
root diameter. At some point along the root, cell walls and
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root hairs become convenient natural landmarks that can
(also) be used.
6. Open the resultant composite images in the image-analysis
software, which is calibrated using the image of the calibra-
tion scale. Measure the distance from the tip of the root to
the first mark along the mid-line of the root, followed by
the distance between subsequent marks (see Note 15).
7. Repeat this procedure for each of the three images of the
same root taken at hourly intervals so that the displacement
of the reference marks can be determined.
8. Copy the distances from the tip to each particle into the
spreadsheet and calculate the cumulative distances from
the tip to define the position of each particle in every
image.
9. Calculate the average position, Xavg = Xt1+Xt22 , with Xt the
position at a particular time t as well as velocity V (x) =
Xt2−Xt2
t2−t1 , for all particles for each pair of images. Combine
the x, V(x) data series for the subsequent time intervals to
increase the number of observations.
10. To obtain X values relative to the QC, subtract the dis-
tance between QC and root tip. These data will be needed
in combination with cell-length data to calculate division
rates.
11. Determine the velocity at specific, equally spaced positions
along the root to allow averaging between roots and fur-
ther calculations by combining these measurements with
the cell-length data. A local polynomial smoothing pro-
cedure has been developed (9) and implemented as an R
script that is available upon request from the correspond-
ing author. This script gives a series of data with increasing
smoothing. Smoothing should just remove the local noise,
but not affect the overall curve.
12. Use the script to calculate the local derivative of the veloc-
ity curve, which equals the relative rate of cell expansion
RLER or R(x). Average the data for V(x) and R(x) (at x)
between roots and calculate standard errors.
3.2.3. Cell-Length
Measurements
While the velocity measurements give a detailed insight into the
spatial distribution of cell expansion along the root tip as a whole,
it lacks a direct link to the underlying cellular components. The
same results would be obtained if a single giant cell was analysed
instead of a root of same proportions consisting of thousands of
cells. In order to get this cellular perspective, we need to measure
the length of cells in function of position along the axis. Although
typically this is done for a single cell type, like we will describe
here, it is possible to compare multiple cell types (9).
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The Arabidopsis root tip has the advantage that it has a
small diameter (ca. 140 µm) because only a single layer of each
tissue (10) is present. This allows for high-quality microscopy
images using a whole-mount procedure that saves time and pre-
cludes potential problems such as shrinkage during an embedding
procedure.
Although the mounting procedure is relatively simple, care
needs to be taken to avoid the collapse of cells, particularly
those in the meristem, which can be caused by both physical and
osmotic pressures. Therefore, we recommend the use of spacers
(a strip of sticky tape on both sides of the object slide to rest the
coverslip on) and a solution that is isotonic to the growth medium
of the root. The easiest for the latter is to make the same solution
as used for the agar medium without adding the agar.
1. Cut the roots that were used for the velocity observa-
tions described above from the shoot with a scalpel or
razor blade (make sure to keep track of individual plants
to be able to combine velocity and cell-length data for each
plant). Cut at least a centimetre of root and handle close to
the cut to avoid damaging the tip where the measurements
will be made. Place a droplet of the mounting solution on
the surface of the object slide in the middle between the
two spacers. Place the root in the droplet and lower the
cover slide gently onto it.
2. Place the specimen under a microscope fitted with DIC
optics. Find the tip of the root at low magnification (5 or
10 ×) and switch to 40 × for DIC imaging. Orient the
root horizontally in the image; we will assume the tip to
be pointing to the left. Adjust the microscope settings to
optimise the image focussing on a median section in the
region of the tip where the quiescent centre (QC) cells can
be found. From the QC, files of cells can be seen radiat-
ing out.
3. Take a photo focused on the QC and make sure that the tip
of the root cap is in the same frame. This image is required
for determining the offset between the tip of the root and
the QC in the velocity data (as described above). Capture
and save the image for analysis at a later stage.
4. Typically, the cortical cells are easiest to analyse because
they are the biggest in diameter; therefore, it is advisable
to focus on those although other types can also be used.
For the next frame, move the microscope so that the QC
is close to the left edge of the frame. Focus on the cortical
files so that a clear row of cells can be seen on at least one
side of the root. Capture and save this image. In addition to
this medium plane, it is possible to image additional cells by
zooming out (without changing X,Y position on the stage)
to the tangential plane through the cortical cell layer.
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5. Make a series of images by moving along the root from
the tip to the region where the root hairs are fully mature,
capturing both the median and tangential plane whenever
possible. Make sure that these images overlap by 10–20% to
allow them to be aligned and stitched for further analysis.
6. Before making cell-length measurements, combine/stitch
the images from each plane of view into a single image
so that each file can be followed over the length of the
root. Use the same approach as outlined for the images of
the marks on the surface. When measuring cell sizes, it is
important to bear in mind that they need to be positioned
relative to the QC. For the median section, this is straight-
forward: position the line tool to select the length of the
first cell adjacent to the QC and measure it. Then select the
next cell in the file (in ImageJ by moving only one side of
the line tool, leaving the side that marks the wall between
the first and second cell in place) and measure its length.
Continue doing this until the end of the file is reached (see
Note 16).
7. Because this QC is only visual on the median section, use
this image to measure the distance from the base of the QC
to the left border of the image. On the tangential images,
measure the distance from the first unambiguous cell to the
left border of the image and subsequently measure all cells
in this file.
8. Copy all cell lengths and distances that do not refer to a cell
length for each file separately into a spreadsheet program.
9. Calculate the distance from the QC to the midpoint of each
cell. For median files, add the total length of all preceding
cells and sections that are not cells + 0.5 × the length of
the cell itself.
10. Change the calculations of these positions from formulae
into values (In MS Excel by ‘Edit/Copy,’ ‘Edit/Paste Spe-
cial: Values’) and then remove the data for the sections that
do not refer to cell lengths.
11. Combine the data from all files into a single pair of columns
and sort for ascending position (x).
12. Use these data for interpolation and generation of equally
spaced data using the same Locpoly routine in R that was
used for the Velocity data (see Section 3.1.6 and step 4).
Calculate average cell length and standard errors between
replicate roots from the interpolated data.
3.2.4. Calculation
of Cell-Division Rates
1. For the calculation of cell-division rates, combine the equally
spaced data for velocity and cell length and calculate flux
(F(x)), the number of cells that are passing at a particular
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position, by dividing local velocity by cell length: F (x) =
V (x)
l(x) . In steady-state conditions (for non-steady state see
Note 17), the derivative of the flux function
(
dF (x)
dx
)
denotes
the local rate of cell production per unit of length (P(x)).
Calculate this derivative using 5-point equations (11).
2. Calculate local cell-division rates (D(x)) from the cell-
production rates by dividing by local density, which equates
to multiplying them with the local cell length:D(x) = l(x)×
P(x).
3.2.5. Calculation
of Kinematic Parameters
Based on the calculation of spatial data for cell size, velocity, cell
expansion and division rates, it is relatively straightforward to cal-
culate organ scale data for each replicate root.
1. Determine the size of the growth zone (Lgz) as the position
where V(x) becomes maximal and thus its derivative, R(x),
goes to 0.
2. Determine the size of the meristem (Lmer) as the posi-
tion where F(x) becomes constant, hence where D(x)
becomes 0.
3. Determine the size of the elongation zone (Lel) as the dif-
ference between Lgz and Lmer.
4. To determine the number of cells in each zone, calculate
the number of cells for each interval of the interpolated
cell-length data by dividing the size of the interval by the
average size of the cells in it (by averaging the size of cells
at the beginning and endpoint).
5. The number of cells in the meristem (Nmer) equals the
cumulative number of cells in all the intervals located
within the meristem.
6. The number of cells in the elongation zone (Nel) equals
the cumulative number of cells in all the intervals located
within the elongation zone.
7. The number of cells in the whole of the growth zone (Ngz)
equals Nmer + Nel.
8. Determine the root-elongation rate (E) as the velocity
in the mature part of the root by averaging the values
obtained in this region.
9. Calculate mature cell size lmat as the average cell length in
the mature region.
10. Calculate cell production in the whole of the meristem as
E/lmat.
11. The average cell-division rate (Davg) equals cell-production
rate divided by Nmer and the average cell-cycle duration
Tc = ln(2)Davg .
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12. Calculate all these parameters for each individual root and
calculate averages and perform statistics.
3.3. Analysis
of Maize Leaves
Similar to roots, the cells in the epidermis of monocotyle-
donous leaves are arranged in linear files, allowing the same
basic approach as in the root system to analyse cell division (see
above). The main difference between roots and monocotyle-
donous leaves, however, is that it is not possible to determine
the velocity profile by direct observation of the epidermal cells
in the growth zone, because the older leaves encapsulate the
growing younger ones. Therefore, an indirect method based on
cell-length profiling only has to be used. This method assumes
that during steady-state growth, the cell-length profiles are con-
stant. It entails leaf-elongation rates measurements, measure-
ments of the cell-length profile along the axis of the leaf and
estimation of the size of the leaf basal meristem. Unfortunately,
it is not possible to perform all these measurements on the
same individual leaves. Therefore, it is unavoidable to combine
measurements of several distinct plants grown under the same
conditions.
The method will be explained and discussed based on our
experience with maize, but can be adapted to other monocotyle-
donous species.
3.3.1. Plant Growth
and Measurements
of Leaf-Elongation Rates
1. To perform a kinematic analysis of leaf growth in maize, a
batch of at least 15 plants per condition is necessary. Record
the leaf-elongation rate (LER) in function of time for a
first subset of these plants by measuring with a ruler the
length of the leaf (soil surface to leaf tip) under study at
regular time intervals, preferably daily (see Note 18) for
automation and a higher resolution approach. Straighten
the leaf by hand and take caution not to break or dam-
age the leaf as touching may influence growth rates. Start
leaf measurement from leaf appearance (emergence from
the sheath at the base of the shoot) until its complete
extension.
2. Calculate LER from the recorded data as the difference in
leaf length on two successive time points divided by the
time interval between them (in mm/h). For a typical mono-
cotyledonous leaf, leaf elongation is generally linear during
the first days after appearance, followed by a period of pro-
gressive decline depending on leaf position and treatment
(environmental conditions). The first days of linear increase
can be considered as a situation of steady-state growth. At
the cell level, it is assumed that also cell production and cell-
length profiles in the growth zone are constant during the
same time period (12, see Note 19).
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3.3.2. Cell-Length
Measurements
1. For profiling the cell length, harvest the whole growth
zone during steady-state growth. The size of the growth
zone depends on the environmental conditions, the
species, the genotype and the developmental stage exam-
ined. Therefore, it is important to make an estimate of this
size to make sure that the samples encompass the full extent
of the growth zone (see Note 20).
2. To sample the growth zone, remove the older leaves that
surround the growing leaf. Take special care not to damage
the basal part of the growing leaf because this is where the
leaf basal meristem is located. Some practise beforehand to
optimise the dissection technique is required.
3. Segment the growth zone into smaller pieces (for exam-
ple, segments of 10 mm) if the growth zone is too large to
mount as a whole on microscope slides. Place the samples
in absolute ethanol for 48 h for chlorophyll removal and
fixation. To obtain better and faster clearing, renew the
ethanol after 6 h. For further clearing and storage, place
the samples in lactic acid.
4. For the cell-length measurements, mount the leaf (seg-
ments) on microscope slides. Unroll the samples on the
object slide and remove the mid-vein with a scalpel. Mount
the samples in lactic acid, so that the abaxial epidermis,
which generally contains fewer stomata compared to the
adaxial side, is placed face up.
5. Analyse the specimens under a microscope fitted with dif-
ferential interference contrast (DIC) optics. Find the ori-
entation of the samples and start from the most basal part.
In maize, use the trichomes at the edge of the leaf, which
point towards the leaf tip, as a reference to distinguish base
from tip directions. Adjust the microscope to optimise the
image focussing on the epidermal cell walls. Moving in dis-
tal direction from the base of the leaf sample, measure all
the cells belonging to one epidermal cell file. Choose a cell
file adjacent to stomatal rows on the abaxial side because
these cell files are convenient to recognise and consist of a
single cell type (see Note 21).
6. To take into account the variation in cell size at different
positions across the leaf, repeat these measurements for a
few equivalent cell files (e.g. cell files adjacent to stomatal
rows) for each leaf.
7. Calculate the distance from the base to the mid-point of
each cell in a spreadsheet. This is done by determining the
cumulative lengths of all cells in more basal positions in the
same file + 0.5 × the length of the cell itself.
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8. Combine all data for a leaf by copying the data for the dif-
ferent cell files into the same position and size columns and
sorting them for ascending position.
9. Use these data for interpolation and generation of equally
spaced data using the same Locpoly routine in R that was
used for the root data (see Section 3.1.6 and step 4).
10. Calculate averages and standard errors between replicate
leaves using the interpolated data.
3.3.3. Estimation
of the Linear Extent
of the Leaf Basal
Meristem
1. Estimate the size of the meristematic zone of the leaves by
locating the most distal mitosis in the cell files of interest.
Sample the basal part of the growth zone in a fashion similar
to the approach used for cell-length measurements. Again,
sampling should occur during the steady-state growth and
without damaging the most basal part. Place the samples in
3:1 (v/v) absolute ethanol:acetic acid for fixation of cell walls
and clearing of chlorophyll. Keep the samples in this solution
at 4◦C from 24 h up to several weeks.
2. Rinse the samples with a buffer solution containing 50 mM
NaCl, 5 mM EDTA and 10 mM TRIS-HCl, pH7.
3. Visualise the nuclei by incubating the samples in the dark
for 1–20 min in the same buffer solution containing DAPI
at a concentration of 1 µg/mL (for an alternative stain, see
Note 22). Avoid too intense staining, since only staining
of the epidermal cells and not of underlying cell layers is
desired. Therefore, check the samples for fluorescent signal
emission after a short incubation.
4. According to this first microscopic assessment, stop the reac-
tion when a satisfactory signal is achieved. To stop the reac-
tion, remove the DAPI by rinsing in the buffer solution.
Sample re-incubation is always possible if it is necessary to
achieve a higher signal level.
5. Mount the samples in a drop of the buffer solution on a
microscope slide and cover with a coverslip. For image anal-
ysis, the same setup as for the cell-length measurements is
required; a digital camera connected to a personal computer
with image-analysis software enabling measurements if pos-
sible directly on the live acquired image.
6. Starting from the leaf base, score recognisable mitotic cells
(metaphase, anaphase and telophase) in cell files adjacent to
stomatal rows. In these stomatal rows, asymmetrical divi-
sions take place at the more distal end of the division
zone. They represent a convenient landmark for locating the
region where the last divisions in the adjacent files can be
found. Since mitosis is a relative rare event, it is necessary to
examine at least 10 cell files per leaf to find the most distal
mitotic event.
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7. Determine the distance between the most distal mitotic cell,
considered as a proxy for distal boundary of the meristem,
and the base of the leaf. Draw and measure a straight line on
the images with image-analysis software, between the most
distal mitotic cell and the base of the leaf. When the meris-
tem does not fit into a single microscope frame, add up the
measurements between landmarks visible in successive over-
lapping microscopic frames.
3.3.4. Calculation
of Overall Kinematic
Parameters
1. Based on the measured LER, cell-length profile and meris-
tem size, calculate the kinematic parameters for leaf elonga-
tion. The calculations are similar to the ones described above
for root growth. Calculate the number of cells in each zone
(meristem Nmer and elongation zone Nel), the mature cell
length (lmat), cell production of the meristem (P), the aver-
age cell-division rate (Davg) and the average cell-cycle dura-
tion (Tc) exactly with the formulae, as described (see Section
3.2.5).
2. The size of the different zones is calculated in a slightly dif-
ferent way. Estimate the size of the growth zone (Lgz) as
the distance from the leaf base to the position where the
cells reach 95% of their mature length on the smoothed cell-
length profile.
3. Estimate the meristem size (Lmer) in leaves as the distance at
which mitotic cells occur with respect to the base of the leaf
(see above).
4. Calculate the size of the elongation zone (Lel) as the differ-
ence between Lgz and Lmer.
5. In addition, the local cell-elongation rate R(x) can be esti-
mated in monocotyledonous leaves from the cell-length pro-
file. Calculate this parameter for all positions as the position
derivative of cell length multiplied by the cell production:
R(x) = P × ∂l∂x . Because in the meristem the flux, which is
estimated by P, is not constant, this formula cannot be used
in the meristem.
3.3.5. Flow Cytometry Similar to the approach used for the Arabidopsis leaves, a deeper
insight into the role of cell-cycle progression in the leaf elon-
gation can be obtained by complementing the kinematics with
flow cytometry. This technique allows the relative quantification
of DNA nuclear content in the different regions of the growth
zone and thereby it enables inferences of cell-cycle progression
status in the meristem and endoreduplication in the elongation
zone (13). However, bear in mind that this approach uses the
entire leaf rather than the specific cell type analysed using the
microscopy, so that some caution needs to be taken into account
with the interpretation.
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4. Notes
1. To facilitate regular spacing of seeds, plates with a grid on
the bottom are convenient. These provide 32 full squares
on a 12-cm dish. For analysis of young leaf material up
to 7 DAG, the seeds can be sown densely with four seeds
per square. For the time points 8–11 DAG, two seeds are
sown per square while at later time points only one seed
per square can be used. This way the plants have enough
space to develop without overlapping with each other.
2. A drawing tube is a mirror system mounted on the micro-
scope in the light path between the objective and the ocu-
lars that allows to view the specimen mounted on the
microscope stage and at the same time a sheet of paper on
the desk next to the microscope. This setup is used for out-
lining the epidermal cells in cleared leaf specimen and has
much higher accuracy, particularly drawing the small pave-
ment cells around the stomata, compared to using digital
images, because it allows for focussing while drawing the
cell outlines.
3. As the calculations of expansion and division rates involve
local derivatives of velocity and cell-length data, small sys-
tematic errors may influence the data. One common source
of error is the use of lenses with barrel or pincushion dis-
tortion. This type of lenses is not suitable for the measure-
ments required for these kinematic analyses. PLAN lenses
are designed to avoid this problem and need to be used,
particularly for the analyses of cell lengths and velocity
along an axis.
4. Plating for the analysis of leaf growth on horizontal agar
plates and root growth on vertical plates requires an oppo-
site strategy with regards to placing the seeds on the agar:
While it is desirable for the root analysis to have the root
growing on the surface of the agar and not penetrate it, for
optimal and homogenous leaf growth the roots need to be
able to penetrate the medium. To facilitate entry into the
agar on horizontal plates, slightly touch the agar when plac-
ing the seeds, making small cracks in the surface that serve
as an entry point for the roots. Avoid this when preparing
vertical plates so the roots do not find an entry point and
instead remain growing at the agar surface.
5. Sometimes the leaf material does not clear completely after
transfer to lactic acid. This is typically due to the presence of
relatively high amounts of starch, which makes the imaging
of the epidermal cell walls very difficult. To improve the
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clearing of the leaves, they can be transferred to Hoyer
medium. The duration of clearing in Hoyer medium (6)
depends on the stage of the leaf material and amount of
starch present. For young leaves, 15–30 min are usually
sufficient, while older leaves may require up to 2 h. It takes
some trial and error to determine the desired clearing time.
If the leaf material is kept too long in Hoyer medium, the
clearing is excessive and the cell walls are no longer visi-
ble using DIC. Finally, the material needs to be transferred
back to lactic acid after Hoyer treatment and mounted on
object slides using lactic acid as mounting medium. The cell
analysis needs to be done shortly (hours) after the Hoyer
clearing, as the effect of this clearing dissipates and clearing
needs to be redone.
6. For the earliest time points, it is not possible to determine
the leaf area using a binocular. In these cases the outline
of the primordium is drawn using a DIC microscope and
drawing tube (see Note 2).
7. For practical reasons, we have opted to work on the abaxial
epidermis of the first leaf pair as it does not have trichomes
that complicate the cell measurements, and cell divisions
are in transverse direction only. However, conceptually it
is also possible to perform the calculations for the adax-
ial epidermis by either ignoring or taking into account the
trichomes and accompanying cell complex. The palisade
parenchyma could be analysed either by ignoring the divi-
sions perpendicular to the surface that increase the num-
ber of mesophyl layers or by including measurements of
the number of palisade cell layers or by including measure-
ments of the number of palisade cell layers. In the spongy
mesophyll, individual cell layers are not easily defined, com-
plicating the analysis probably beyond what is feasible to
work on. For addressing specific research questions it may
be interesting to compare calculations on multiple cell
layers.
8. In absence of a drawing tube, images of cells can also be
made using a digital camera mounted to the microscope
and tracing the walls on a computer using the mouse or a
drawing pad. The disadvantage of this method is that some
areas of the image may not be focussed optimally and/or
the resolution of the camera is poor at low enough magni-
fication to view sufficient numbers of cells, resulting in loss
of accuracy.
9. Smoothing and interpolation of the primary cell-length
and velocity data is an important step in the calculations.
By using a local polynomial approach instead of fitting
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a predefined function, no assumptions as to the overall
shape of the curve needs to be made. The basis of the
methods is a local quadratic fitting of a polynomial to a
small section of the data, which allows smoothing the data
and calculating the local differential. In Excel, this requires
setting up three columns: 1. time (in days after germina-
tion/sowing), 2. the quadrate of time and 3. the natural
log of average leaf area. Typically a five-point quadratic fit-
ting is used to calculate adjusted leaf area and its deriva-
tive (RLER) for the mid-point. Because this is not pos-
sible for the first and last two points of the series, these
are calculated from the same fit as the third from the
beginning and end of the series, respectively. Calculations
start from the third time point: In columns 4–7, the poly-
nomial coefficients will be calculated using the function
‘Linest’; the first argument for this function is the y-values
for 5 points (C2:C6) and the second argument are the
X and X2-values for 5 points (A2:B6). The third and
fourth arguments are ‘TRUE’ for the use of a constant
and ‘FALSE’ for the output of the fitting statistics (these
co-ordinates for cells are assuming that the data columns
contain a row of headers). This results in the following for-
mula: =Linest(C2:C6,A2:A6,TRUE,FALSE). To invoke
the array calculation after entering, instead of pushing
‘Enter’, the combination ‘Ctrl-Shift-Enter’ needs to be
used. This will write in the three selected cells the val-
ues for the coefficients a, b and c of the quadratic fitting
ax2+bx+c. This array calculation can then be copied down
up to the third last point. Now it is possible to calculate the
smoothed y-values aX2 + bX + c and RLER, the derivative
2aX + b, in two extra columns (see Note 9 for the ratio-
nale behind this smoothing approach). The first and last
2 points are calculated from their own X values and the
coefficients of the fitting for the third points. When the X
values are given in days, the obtained RLER needs to be
divided by 24 to obtain the rates as mm2/mm2/h.
10. Flow cytometry can be used to analyse the (nuclear) DNA
content of the cells of the leaf using DAPI as a fluo-
rochrome. This allows estimating the relative cell-cycle
phase duration during cell proliferation. Because the stan-
dard preparation involves chopping the entire leaf blade,
this analysis is not restricted to a single tissue as for the case
of cell measurements. Nevertheless, we found that the tran-
sitions from proliferation to expansion and from expansion
to maturity as defined by the kinematic analysis are closely
reflected in the DNA profile (13), so that with some cau-
tion these data can effectively be combined.
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11. Optimise the scanning conditions to get sufficient contrast
between the root and the background. Often opening the
lid or putting a dark piece of paper between the plates
and the lid improves the scannings. Modern scanners using
LED light typically do not give good results.
12. Although the time-lapse observations can be done man-
ually as described here, a number of automated image-
analysis programs have been developed that can be used to
analyse image sequences generated at much shorter inter-
vals (14, 15).
13. It is well known that roots quickly respond to gravis-
timulus associated with their altered orientation. As this
may impact the growth rate of the root, the plate has
to be kept in a vertical orientation as much as possible.
One way to minimise the potential effect of this pertur-
bation is to place the microscope used for the time-lapse
observations in the growth chamber and place it hori-
zontally, so that the stage is in vertical orientation. Many
microscopes have a flat back that allows this; otherwise
the microscope needs to be fitted with an extra set of
supports. It may also be required to make some adjust-
ments to the stage to easily fit the plates and increase the
resistance of the stage control to avoid gravity move the
stage down during the observations. Although this setup
is ideal, it is possible to make the observations at a hor-
izontal stage. This requires keeping the observation time
short enough to preclude effects on the growth. This can
be tested by comparing the elongation rates calculated
from the time lapse with those obtained from the con-
trol set of roots by marking the rate of displacement of
the tip of the root. As also other experimental pertur-
bations during the kinematic observations can influence
the growth rate, it is good practice to include this quality
control.
14. Several commercial photo-stitching programs are available,
recent versions of Photoshop (Adobe) have a routine to do
this (file/automate/photomerge) and there are also public
domain ImageJ plug-ins available that can do this. When
any of these routines are used make sure that there is no
deformation of the images to make them fit better as this
will lead to errors in the measured cell sizes.
15. ImageJ has a nice feature for this as it allows to leave one
of the ends of the line selection in place while moving the
other allowing to use the software like a digital calliper,
which avoids systematic overlap or gaps between subse-
quent measurements.
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16. Several problems are often encountered that make it impos-
sible to measure all cells in a single file. Firstly, the root
is often not entirely straight so that the file that is being
measured rotates out of focus and another one replaces it.
Secondly, there can be some problem in part of the speci-
men that prevents cells to be unambiguously measured. In
such cases, it is a useful trick to measure the distance from
the last unambiguous cell wall to the first one that is again
unmistakable. This distance is then measured, but a note
has to be made that this measurement does not correspond
to the length of a cell. This trick also allows ‘jumping’ from
one cortical file to the next.
17. For roots that are not growing steady-state (either acceler-
ating or decelerating growth), additional cell-length mea-
surements on a set of parallel grown roots need to be done
at an interval of 1 or 2 days before and after the veloc-
ity measurements. Add the local rate of cell-density change
into the calculation of cell-production rate: P(x) = dF (x)dx +
dρ(x)
dt . Calculate this rate as the difference in cell density
ρ(x) = 1l(x) obtained from the extra cell-length measure-
ment after the time of the velocity measurements minus
the cell density of the extra measurement prior to the time
of velocity measurements divided by the time difference
between these two observations. Note that as the cell-
length measurements are destructive these adjustments can
only be done at a population level rather than for each indi-
vidual root.
18. A more advanced alternative to the daily manual (ruler)
measurements of leaf length is using electronic systems,
based on linear velocity displacement transducers (LVDTs).
Using LVDTs, the measurements of leaf extension are
acquired at much higher time resolution (minutes or even
seconds) (14, 15).
19. To ensure that the plants grow at steady-state, they should
preferentially be grown under controlled conditions to
avoid variations of leaf-elongation rate. Especially fluctu-
ations in temperature, light intensity or humidity should
be minimised, because they strongly influence growth rates
(12, 13).
20. For maize, the growth zone of leaf 4 of maize inbred line
B73 grown at 25◦C spans about 100 mm (13), which can
be used as a reference for the analysis of maize leaf growth.
21. The easiest and fastest way to handle these measurements
is to directly measure the cells on the images captured ‘live’
by a digital camera connected to a PC running image-
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analysis software. For ImageJ, plug-ins for a range of cam-
eras are available from the program Web site. Alternatively,
the same method as for the root can be used; capturing
a series of overlapping picture, which are then merged
together before measuring the cell lengths off-line.
22. An alternative staining protocol for nuclei visualisation is
using Feulgen staining, which allows doing the analysis
without the need of an epifluorescence microscopy (15).
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Automation of kinematic analysis
7.1 Introduction
Growth of plants can be largely attributed to two processes: cell division and cell
expansion. The final shape and size of an organ is the result of a developmental
program regulating these processes. The shoot apical meristem (SAM) initiates lat-
eral organs forming a leaf primordium starting from a small number of founder
cells (1). At first the cells making up the leaf primordium continue to divide, ac-
companied by cell expansion to maintain cell size homeostasis (2). In this early
stage of leaf development, the increasing mass of cells is the driving force for leaf
growth. Next, cell division ceases in a tip-to-base gradient and vacuole-driven cell
expansion becomes the predominant growth process (3). Recent research in our
group has revealed that this transition from proliferation to expansion is rapidly
established with roughly the top half of the leaf expanding and the bottom half still
actively dividing. The fraction of dividing cells decreases over time (Andriankaja,
Dhondt and Inzé, unpublished results). During expansion phase, cells of the stom-
atal lineage continue to divide to produce additional stomata (4). The mature stage
of development is reached when cell expansion ceases and the leaf has obtained its
final size.
Plant growth is a key characteristic for both commercial applications as academic
research. This requires quantification of growth related parameters in different ge-
netic backgrounds and in contrasting environmental conditions. Ultimately the goal
is to enhance growth, leading to an improved crop yield. Growth is an ambiguous
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term covering biomass, size, number of tillers, seed size and number. We use the
Arabidopsis leaf as a model system and try to understand what determines the ma-
ture size of a leaf. The first step to evaluate the effect of transgenes or treatments to
determine leaf size is therefore to measure mature leaf size either on a single leaf of
the rosette or by analyzing all the leaves to determine at which position leaf size is
affected (leaf series analysis, 5). This however does not allow to discern what are the
mechanisms leading to the observed organ size differences. Measuring the average
cell size of mature epidermal cells and estimating the number of cells in a mature
leaf (from the ratio of leaf blade area over mature cell area), can give some more
insight if cell division or cell expansion contribute most to the observed phenotypic
changes. Recently, we have shown that increased leaf size in known Arabidopsis mu-
tants and transgenic lines with increased leaf size is predominantly associated with
an increase in cell number (5). However, quantification of the endpoint situation, the
mature leaf, does not include the dynamics of the underlying mechanism. Different
mechanisms can lead to an increase in cell number e.g. delay of the transition from
proliferation to expansion phase, increase in cell division rate, increased divisions of
the meristemoids of the stomatal lineage or a larger number of cells in the initial leaf
primordium. To be able to distinguish these different mechanisms, the evolution of
parameters such as leaf size, cell number and size need to be followed throughout
the development of the leaf. This type of analysis is known as ‘kinematic analysis’.
Based on the primary measurements (leaf size, cell size and cell number) through-
out development it is possible to calculate cell division rate (CDR) and relative leaf
expansion rate (RLER). The mathematical background of kinematic analyses has
been reviewed by Fiorani and Beemster (6). We recently published an overview of
methodologies to perform kinematic analysis in different types of organs such as
Arabidopsis root tips and leaves and monocotyledonous leaves (see Chapter 6, 7). I
contributed the part about Arabidopsis leaves. The method is based on harvesting
the first leaf pair of Arabidopsis on a daily basis from its emergence until maturity
(in our conditions from 5 to 25 days after stratification). Leaf size is measured using
image analysis software (e.g. ImageJ, rsbweb.nih.gov/ij/) based on digital images.
The cells of the abaxial epidermis are drawn using a microscope equipped with a
drawing tube and these drawings are also analyzed using ImageJ. This experimen-
tal approach allows calculating the CDR and RLER using a spreadsheet program
such as MS Excel (Microsoft, Redmond, Washington, USA).
While a kinematic analysis gives detailed insight in the underlying mechanism
to understand the effect of a mutation, transgene or treatment, it is not commonly
used as it is rather specialistic and labor intensive. Especially the drawing of the
epidermal cells is very time consuming, but also the manual analysis of the images
can take several weeks. Therefore, we set out to automate the data analysis. This is
done in a two-step process. First the drawings are analyzed using image analysis
algorithms that threshold the cell walls, recognize guard cells and pavement cells
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and measure cell area for individual cells (developed by Stijn Dhondt). I set out
to develop software that takes these data and automatically calculates all relevant
parameters.
7.2 Automation
Automation can be implemented at several steps in the protocol. The three most
time consuming steps, and thus most desirable for optimization, are (a) drawing of
the abaxial leaf epidermal cells, (b) measurement of the cell and leaf areas, and (c)
data analysis. I will briefly go over the steps that have been taken for the first two
parts and give some more detail about the data analysis algorithms which I have
implemented.
7.2.1 Segmentation
To be able to determine cell cycle parameters, cell size needs to be measured and
number of cells per leaf need to be calculated (for details see Chapter 6). This is
preferentially done on the abaxial epidermis of leaf 1 and 2, because this side does
not contain trichomes. During development there is a tip-to-base gradient in cell
division (3, 8). To accommodate for this, two drawings are made per leaf, one at
about one quarter from the tip of the leaf and one at one quarter from the base (9).
A trained person takes about 15 minutes per drawing. Per genotype and per time
point, five replicates are drawn. For a full kinematic analysis around 20 time points
are needed. This adds up to 400 drawings for a wild type versus mutant/treatment
comparison or about three weeks full time work.
The automation of this requires taking photos of the epidermis and analyzing
these images to filter out the cell walls. There are several technical hurdles that need
to be overcome: (a) One digital image does not capture enough cells, thus stitching
of several tiled images is needed. (b) When mounted on slide, the leaf is not entirely
flat which requires photos to be taken at different focal planes. The curvature of
the leaf is strongly dependent on the genotype and growth conditions. Moreover,
an autofocus feature will always focus on the palisade parenchyma, as this layer
typically contains more contrast than the epidermis. (c) Cell walls and cytoplasm
have limited contrasts, requiring boosting of the contrast in order to detect cell walls
reliably.
The first two points can be addressed by using automated microscopes with
high-precision stage control. The third step however, is the most challenging as this
involves changing the perception of the image. There are several possible solutions
to enhance contrast. The current manual method takes advantage of Differential
Interference Contrast (DIC). Alternatively, fluorescent labeling of the cell wall is
a possibility, but this involves additional work in making transgenic marker lines
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that need to be crossed with mutant lines of interest. Staining of cell walls, works
well for early time points, but for older leaves it is difficult to get a homogeneous
staining. However, improved protocols have recently been developed (10).
We decided to try to start from DIC images to extract the cell walls. This does not
require additional bench work but is quite challenging from the informatics point
of view. Therefore, we started a collaboration with the Department of Telecommu-
nications and Information Processing (TELIN) at the University of Ghent. The first
attempts look promising, but some additional hurdles need to be taken: (a) folds in
the leaf are also recognized as cell walls, and (b) the light-shadow effect typical of
DIC images makes the detection of cell walls dependent on the orientation relative
to the direction of DIC. To address this second issue, we are trying to implement the
use of two DIC images with the DIC directions perpendicular to each other. This
work is ongoing and coordinated by Stijn Dhondt from our group.
7.2.2 Image analysis
The segmentation yields a binary image of the epidermal cell walls, independent
of the way it is obtained. Next, the total area of the registered cells needs to be
determined as well as the number of cells. Also the number of stomata needs to
counted. Additionally, individual cell areas of all cells can yield interesting infor-
mation. While total area, cell number and stomata were counted manually, it is not
feasible to measure individual cell areas as this would be too time consuming.
The analysis was automated by Stijn Dhondt. I will only briefly address the
major principles, the detailed analysis will be published elsewhere. Some small
adaptations in the segmentation are needed in order to facilitate automatic analy-
sis of the images. The pores of stomata need to be completely filled, this avoids
recognition of the pore as a cell and allows for counting of the stomata as well as
identifying the adjacent guard cells. The quality of the input image determines the
accuracy of the analysis, therefore images need to be improved manually prior to
analysis. Closing of all cell walls and ensuring that stomates are drawn in a cartoon-
like way, is most important. This is efficiently done using a Cintiq tablet (Wacom,
Krefeld, Germany).
The image analysis was implemented using the mmorph toolbox (SDC Informa-
tion Systems, Naperville, Illinois, www.mmorph.com). This determines the regis-
tered epidermal area, the number of cells, the number of stomata and all individ-
ual cell sizes subdivided in pavement and guard cells. An outline of the analysis
methodology is shown in Figure 7.1. The measured parameters are saved in tab-
delimited text files and used as input for the data analysis algorithms.
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Figure 7.1: Image analysis of microscopic drawings. (A) Original drawing. (B) The
area of the drawing is determined automatically. (C) Total cell number is measured
after automatic correction and optimization of the drawing. (D) The number of
stomata is identified by automatic recognition of the stomatal pores. (E) Guard
cells are identified as cells adjacent to a stomatal pore, allowing the measurement
of individual guard cell sizes. (F) Non-guard cells are identified as pavement cells,
allowing the measurement of individual pavement cell sizes.
7.2.3 Data analysis
The data analysis involves a highly hierarchical step-wise analysis, which was origi-
nally performed using a spreadsheet such as MS Excel (Microsoft, Redmond, Wash-
ington, USA). This is laborious, prone to errors and no proper statistical analysis
using error propagation was used. Therefore, we set out to automate and improve
this analysis. The first implementation was done using the scripting language Perl
(www.perl.org). However, given the large amount of data produced by a kinematic
analysis and the additional features we implemented, the organization of the data
became an important issue. Also, to be able to use these algorithms and make vali-
dation of correct processing easier, a graphical user interface (GUI) would be help-
ful. Creating a database and GUI using Perl is a time-consuming task. Therefore,
a different programming environment was used. I chose to use the application-
programming interface (API) Cocoa which defines a framework called CoreData
that handles data storage and retrieval. Integrated with Cocoa is Interface Builder,
which provides an intuitive approach to make a GUI. Using these frameworks al-
lows to concentrate on programming the data analysis algorithms. The downside
of this API is its limitation to computers running Mac OS X (Apple, Cupertino, CA,
USA).
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To be able to perform the data analysis, the input data needs to be organized in a
structured way. Therefore, I implemented a hierarchical Data Analysis Model with
‘Genotype’ as top level (Figure 7.2). This represents a specific genetic background
such as wild type, transformants or mutants as well as treatments. A Genotype
contains ‘Plants’ that are characterized by their age (e.g. 12 days after stratification).
Each Plant is linked to a specific Genotype, but Genotypes have multiple Plants that
make up the developmental time series. The next level is a ‘Leaf ’. All the leaves that
are analyzed in replicate for a certain genetic background or treatment at a specific
time point are linked to the same Plant. Each Leaf has an associated leaf area and is
linked to one or more ‘Drawings’. Each Drawing represents the image analysis data
extracted from a segmented image. A Drawing has several measured parameters:
drawn area, number of cells and number of stomata. By dividing the drawn area
by the number of cells, the average cell area for that Drawing is calculated. This is
done for all Drawings associated with a Leaf and these values are again averaged
to obtain an average cell area for the Leaf. Division of the leaf area by this value
gives the estimated cell number per leaf. The number of stomata per Drawing is
used to calculate the stomatal index (SI), the fraction of guard cells in the epidermal
layer. Combining the SI data for different Drawings results in the SI for a Leaf. All
the data points for the different Leaves associated with a Plant are again averaged
to obtain the average leaf area, average cell area, estimated cell number and SI for
a Plant. The derivative of the leaf area over time (thus combining different Plants
of the same genotype but with different age) gives the relative leaf expansion rate
(RLER), while the derivative of the cell number results in the cell division rate
(CDR). These derivatives are calculated by a local second degree polynomial fit to
the log transformed data using the least squares method which is implemented
in a generic way using matrix calculations. For all the described calculations the
standard error is calculated according to the rules of error propagation (11). The
result of the data analysis is represented in a set of graphs within the program to
facilitate interpreting the data. Two screenshots of the program are included in
Figure 7.3 as illustration of the GUI.
The automated image analysis also allows us to introduce some new features
based on individual cells. Therefore, each Drawing is associated with a number of
‘Cells’. For all the cells the size is measured individually and the contour and its
circularity are determined. Cells that are adjacent to a stomatal pore (recognizable
on the drawings as these are rather large filled-in areas) and that comply to em-
pirically determined size thresholds (based upon visual inspection) are considered
as Guard Cells. This allows to distinguish between pavement cells and guard cells.
The individually measured cell sizes are not used to calculate the average cell areas
described earlier. The size that is measured is the area contained within the drawn
cell walls. Thus, the line representing the cell wall is not included in the individual
cell sizes, while this is the case when the drawn area is divided by the number of
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Figure 7.2: Data analysis model used to organize the data generated by a kine-
matic analysis. The rectangles represent the different levels of the hierarchical or-
ganization. Within the rectangles, the most important parameters are listed. The
arrows indicate the hierarchical structure of the data. The top level is ‘Genotype’ (the
genetic background such as wild type, transformants or mutants as well as treat-
ments). Each Genotype contains several ‘Plants’, with as main characteristic their age,
making up the developmental time series. Every ‘Leaf ’ represents one of the repli-
cate leaves that was analyzed for a specific age and genotype (through its link with
a Plant and Genotype, respectively). The ‘Drawings’ for a Leaf contain the results of
the image analysis of the drawings of the abaxial epidermis. Each individual cell of
the drawing has a ‘Cell’ entry, linked to its Drawing.
cells. The difference between the average cell area calculated with the two different
methods can be up to 10%. Therefore, we opted not to use the individual cell sizes
for the averaged cell areas, but incorporate also the cell wall by starting from the
drawn area, so that the thickness of the lines does not influence the results. The
individual cell areas were used to determine cell size distributions and calculate
the average pavement cell area and guard cell area. These data also allow assessing
shape characteristics of the cells such as the circularity and makes it possible to cal-
culate a relative cell expansion rate. The cell distributions are a useful addition to
the data analysis. While the average cell area already contains valuable information,
the individual cell data allow us to assess the spread of cell areas.
7.3 Publications
The described methodology has been applied to a quadruple-DELLA and sly1-10
mutant (12) as well as for the SHORT-ROOT (SHR) and SCARECROW (SCR) mu-
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Figure 7.3: Screenshot of the Kinematic Analysis program: input of the data for
Drawings (left) output of the leaf area in a graph (right). The tabs at the top are sim-
ilar to the hierarchical structure of the data (Figure 7.2). Data is typically inserted
by going through these tabs from left to right. Data input can be done manually
or through copy-paste. For Leaves, Drawings and Cells a tab-delimited text file can
be uploaded. Selecting the ‘Results’ tab automatically performs the data analysis
(this can be avoided by deselecting the tick box at the left bottom). The ‘Results’ tab
(right) contains sub-tabs to organize the data: ‘Measured’ contains the averages of
the measured data (leaf area, cell area, cell number per leaf, SI), ‘CDR’ the cell divi-
sion rates, ‘RLER’ the relative leaf expansion rates, ‘Pavement’ contains the average
pavement cell area and number of pavement cells per leaf as well as a pavement cell
division rate and pavement cell expansion rate (calculated based upon the deriva-
tive of the pavement cell number and pavement cell area). ‘Shape’ contains average
circularity and complexity of the cells. ‘Graphs’ contains a graphical representation
for the data in the first three tabs (Measured, CDR, RLER) and gives the possibility
to see the data linear or in log scale. The last tab, ‘Distributions’, shows a bar graph
with the fraction of cells in each size bin. The default size bins can be adjusted and
a drop-down box allows to select for all cells or only pavement cells or guard cells.
tants (13). These analyses are both published and the first page of the article is
included on the following pages. Also for the cyca2;234 triple mutant a kinematic
analysis was performed, this publication is submitted and included in this disserta-
tion (Chapter 2). Using the cell distributions for the cyca2;234 mutant, we could de-
termine that the increased average cell size is due to two phenomena: the increased
size of aberrant guard cells and the presence of extremely large cells. For the shr
mutant, an increase in the size specifically of the guard cells was observed (13).
Finally, a manuscript is in preparation describing the growth parameters of a gain-
of-function of BRASSINOSTEROID INSENSITIVE1 (BRI1), a bri1 loss-of-function
mutant and a loss-of-function mutant of CONSTITUTIVE PHOTOMORPHOGENIC
DWARF (CPD), involved in brassinosteroid biosynthesis (Zhiponova M., unpub-
lished results).
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Summary
Plant growth involves the integration ofmany environmental
and endogenous signals that together with the intrinsic
genetic program determine plant size. At the cellular level,
growth rate is regulated by the combined activity of two
processes: cell proliferation and expansion. Gibberellins
(GA) are plant-specific hormones that play a central role in
the regulation of growth and development with respect to
environmental variability [1–3]. It is well established that
GA promote growth through cell expansion by stimulating
the destruction of growth-repressing DELLA proteins
(DELLAs) [1, 4–6]; however, their effects on cell proliferation
remain unknown. Kinematic analysis of leaf and root meri-
stemgrowth revealed a novel function of DELLAs in restrain-
ing cell production. Moreover, by visualizing the cell cycle
marker cyclinB1::b-glucuronidase in GA-signaling mutants,
we show that GA modulate cell cycle activity in the root
meristem via a DELLA-dependent mechanism. Accordingly,
expressing gai (a nondegradable DELLA protein [4]) solely
in root meristem reduced substantially the number of
dividing cells. We also show that DELLAs restrain cell
production by enhancing the levels of the cell cycle inhibi-
tors Kip-related protein 2 (KRP2) and SIAMESE (SIM). There-
fore, DELLAs exert a general plant growth inhibitory activity
by reducing both cell proliferation and expansion rates,
enabling phenotypic plasticity.
Results and Discussion
GA promote important processes of plant growth through
cell elongation by promoting the disappearance of nuclear
DELLAs [1, 6]. Binding of GA to the GA receptors GID1
promotes interaction of GID1 with the DELLAs [7–9], subse-
quent polyubiquitination of the DELLAs via the E3 ubiquitin-
ligase SCFSLY1, and eventual destruction of DELLAs by the
26S proteasome [10–13]. Thus, mutants that stabilize DELLAs,
such as the GA-deficient ga1-3 or the F box mutant sly1-10, are
dwarf, a phenotype that is reverted by the lack of DELLA
function [1, 12, 13]. Although it is clear that DELLAs are impor-
tant regulators of plant growth by restraining cell expansion, it
remains unknown whether they also act on cell proliferation.
To investigate this issue, we performed a kinematic analysis
of leaf growth [14–16]. For this purpose, we determined the
leaf blade area, the average cell area, and total cell number
of abaxial epidermal cells of the first true leaf pair of sly1-10,
gai-t6 rga-t2 rgl1-1 rgl2-1 (also called quadruple-DELLA
mutant [2]) and wild-type plants grown side by side under
the same growth conditions (Figure 1; Figure S1 available on-
line). Under these experimental conditions, leaf growth can be
subdivided in three developmental phases (Figure S1). First,
until 10 days after sowing, leaf growth is associated mainly
with proliferation, where cell division and expansion is
balanced, resulting in stable cell size [17]. In the second phase,
between days 10 andw17, the division rate decreases faster
than expansion rates, causing average cell size to increase.
Finally, after day 18, both cell division and expansion have
stopped. Thus, final leaf size depends on rates and duration
of cell proliferation and subsequent expansion [16, 17].
We found that at 10 days after sowing, sly1-10 plants ex-
hibited a reduction of 41% of the leaf blade area compared
to wild-type plants, whereas in the quadruple-DELLA mutant,
we observed an increase of 35% (Figure 1). The mutations
did not affect the cell size during proliferation; therefore, the
difference in leaf area was due to a difference in cell number
(Figure 1B). Indeed, in comparison to wild-type leaves,
average leaf cell number was decreased by 42% in sly1-10
and increased by 38% in the quadruple-DELLA mutant,
respectively. Supporting this observation, the cell division
rate representing the total number of cells produced per unit
of time and per meristematic cell [15] was, respectively, lower
in sly1-10 leaves and higher in quadruple-DELLA mutant
leaves than in wild-type leaves at earliest time points
(Figure S1E). Thus, DELLAs slow down early leaf growth by re-
straining the cell division rate (Figures S1B and S1E). Interest-
ingly, we also found that the cell division rate decreased slower
in sly1-10 leaves and faster in the quadruple-DELLA mutant
compared to wild-type leaves (Figure S1E). The prolonged
cell division activity observed in sly1-10 and shortened activity
in quadruple-DELLA mutant leaves could be explained by
a compensatory mechanism for the respective mutant’s deficit
or excess cell production [16].
During the second phase of leaf development, growth
is mainly driven by cell expansion [17]. During this phase,
DELLAs repress leaf growth through their effects on cell elon-
gation (Figure 1). Hence, mature cells of sly1-10 were signifi-
cantly smaller than those of wild-type. However, because of
the prolonged division, mature sly1-10 leaves contained 30%
more cells than wild-type leaves, indicating that DELLAs
modify the balance between cell division and expansion and
that reduced epidermal cell size is partially compensated by
an increase in the cell number. It is noteworthy that we found
similar kinetics of the appearance of stomatal complexes in
wild-type, sly1-10, and quadruple-DELLA mutant leaves, indi-
cating that guard cell differentiation proceeded normally
(Figure S1F). Taken together, these data show that accumula-
tion of DELLAs restrains leaf growth by a dual mechanism, first
*Correspondence: pascal.genschik@ibmp-ulp.u-strasbg.fr
5These authors contributed equally to this work
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SHORT-ROOT and SCARECROW Regulate Leaf Growth
in Arabidopsis by Stimulating S-Phase Progression
of the Cell Cycle1[W][OA]
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SHORT-ROOT (SHR) and SCARECROW (SCR) are required for stem cell maintenance in the Arabidopsis (Arabidopsis thaliana)
root meristem, ensuring its indeterminate growth. Mutation of SHR and SCR genes results in disorganization of the quiescent
center and loss of stem cell activity, resulting in the cessation of root growth. This paper reports on the role of SHR and SCR in
the development of leaves, which, in contrast to the root, have a determinate growth pattern and lack a persistent stem cell
niche. Our results demonstrate that inhibition of leaf growth in shr and scr mutants is not a secondary effect of the
compromised root development but is caused by an effect on cell division in the leaves: a reduced cell division rate and early
exit of the proliferation phase. Consistent with the observed cell division phenotype, the expression of SHR and SCR genes in
leaves is closely associated with cell division activity in most cell types. The increased cell cycle duration is due to a prolonged
S-phase duration, which is mediated by up-regulation of cell cycle inhibitors known to restrain the activity of the transcription
factor, E2Fa. Therefore, we conclude that, in contrast to their specific roles in cortex/endodermis differentiation and stem cell
maintenance in the root, SHR and SCR primarily function as general regulators of cell proliferation in leaves.
Stem cells are undifferentiated, totipotent cells that
are able to duplicate themselves and to form offspring
that differentiates into multiple cell types. They are
situated in a microenvironment, the stem cell niche,
where extracellular signals maintain stem cell divi-
sion at low rates and prevent differentiation (Ohlstein
et al., 2004; Li and Xie, 2005). In plants, the best studied
stem cell niches are within the root and shoot apical
meristems. There, stem cells produce somatic daugh-
ter cells that go on dividing and expanding, thereby
forming the postembryonic tissues and organs that
make up the body of the plant. It is the balance be-
tween stem cell maintenance within the meristem and
differentiation of cells that exit the niche that facili-
tates indeterminate root and shoot growth.
SHORT-ROOT (SHR) and SCARECROW (SCR) are
members of the GRAS family of transcription factors
(Pysh et al., 1999; Lee et al., 2008), required for stem
cell maintenance in the root apical meristem. Mutation
of SHR and SCR genes causes a disorganization of the
quiescent center (QC) and loss of stem cell activity,
resulting in the depletion of proliferating cells in the
root meristem and, consequently, cessation of root
growth. Essentially, loss of SHR/SCR function renders
root growth determinate. Furthermore, shr and scr
mutants lack longitudinal cell divisions that separate
the cortex/endodermis initial daughter cells, resulting
in only one ground tissue cell layer (Benfey et al., 1993;
Scheres et al., 1995; Di Laurenzio et al., 1996; Helariutta
et al., 2000; Sabatini et al., 2003; Heidstra et al., 2004). In
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Quantitative PCR
8.1 Introduction
Quantifying the number of target sequences in an RNA pool can be done in differ-
ent ways. Classical methods are RNA gel blot analysis, in situ hybridization and
microarrays, and more recently sequencing. Combining reverse transcriptase and
PCR (RT-PCR) is a powerful technique to quantify e.g. mRNA. Because of the am-
plification this technique has a high sensitivity and requires only small amounts
of starting material. The first applications measured the amount of amplicon at
the end of the reaction using agarose gelelectroforesis and ethidiumbromide, poly-
acrylamidegelelectroforesis and fluorescent labels or DNA gel blot analysis using
radioactivity or chemiluminescence. This is laborious as it requires post-PCR pro-
cessing and moreover uses poisonous chemicals (1).
The introduction of fluorescence changed the landscape. Fluorescent dyes that
bind specifically to double-stranded DNA (dsDNA) can be used to measure the
amount of PCR product in a reaction while the PCR is ongoing, hence the name
real-time RT-PCR. This technique can be performed starting from only picograms
of total RNA. Post-PCR manipulations can be eliminated completely which enables
medium- to high-throughput experiments. Nowadays this technique is referred to
as quantitative PCR (qPCR) and is regarded as the gold standard for expression
quantification and often used for validating microarray results (2). Although qPCR
is a very useful technique, it only measures the expression level of the mRNA
which can be different from the protein level while the activity can be regulated by
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translation efficiency, post-translational modifications, complex formation, protein
localization,. . . Nevertheless, mRNA levels have proven their use in analyzing the
function of a gene.
Although qPCR has become a routine technique to measure the expression level
of genes, the experimental setup and data analysis are often not up to standard. The
high sensitivity of qPCR makes it especially prone to the detection of contaminants
such as genomic DNA or primer-dimers. Therefore, it is necessary to include appro-
priate controls, which will be addressed here. Recently, the Minimum Information
for Publication of Quantitative Real-Time PCR Experiments (MIQE) guidelines have
been established to increase the quality of published qPCR experiments (3).
Data analysis was typically performed using a spreadsheet. This requires thor-
ough knowledge of the analysis algorithms and is laborious. Moreover, due to the
repetitive nature of this manual analysis it is easy to make mistakes that are difficult
to track. Therefore, I have developed and implemented an automated algorithm al-
lowing fast and accurate data analysis for qPCR experiments.
8.2 Workflow considerations
At each step of the qPCR workflow it is critical to adopt good laboratory practices.
In this paragraph I want to point out some of the issues that need to be considered
to obtain reliable results.
8.2.1 Sample preparation
8.2.1.1 RNA extraction
A large part of the workflow deals with RNA molecules. Therefore, all due precau-
tions need to be taken to avoid degradation of RNA. The material that is harvested
needs to be frozen in liquid nitrogen as fast as possible. All further processing needs
to be done using RNase free material according to the Good Laboratory Practices
involving RNA.
The total RNA that is obtained should be of high quality to avoid inhibitory
affects of contaminating constituents on the PCR reaction. Several protocols can be
used. For Arabidopsis plant material, a combination of TriReagent (Applied Biosys-
tems, Lennik, Belgium) and Qiagen RNeasy Cleanup (Qiagen,Venlo,The Nether-
lands) or extraction using the Qiagen Mini kit (Qiagen, Venlo,The Netherlands)
give good quality RNA. It is also recommendable to include a DNase treatment to
avoid contamination with genomic DNA. If this step is not performed, this has to
be taken in consideration during the primer design (see 8.2.2.3).
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8.2.1.2 RNA quality control
As the RNA quality is critical to obtain reliable results, this should be controlled rig-
orously. Both RNA quantity and quality can be assessed using a spectrophotometer
(e.g. NanoDrop-1000, Thermo Scientific, Erembodegem, Belgium). Absorption at
260 nm is correlated to the amount of nucleotides in the solution, while the ratio of
260/280 reflects the purity of the sample. This ratio should be optimally around 2
for RNA. Values lower than 1.7 indicate the presence of proteins, phenolics or other
contaminants that strongly absorb at 280 nm. This is however a ‘rule of thumb’ as
it also depends on the constitution of the RNA molecules (e.g. uracil nucleotides
have a 260/280 ratio of 4 and thymine of 1.47, www.nanodrop.com). A second
measurement for purity is the 260/230 ratio, which should ideally be between 2
and 2.2. Carbohydrates and phenol absorb at 230 nm and the presence of these
contaminants can thus lead to low 260/230 ratios. To ensure RNA samples are not
degraded, RNA can be loaded on a gel and visually checked or RNA integrity can
be verified using e.g. a 2100 Bioanalyzer (Agilent Technologies, Diegem, Belgium).
8.2.1.3 cDNA formation
After extraction of RNA it has to be converted to cDNA. This is done using a viral
enzyme, reverse transcriptase. The First Strand Synthesis System III for RT-PCR
(Invitrogen, Carlsbad, California, USA) or iScript (BioRad, Nazareth, Belgium) are
commonly used. Deprez et al. (4) compared the efficiency of different primers for
cDNA synthesis. They found that the efficiency of gene specific and oligo(dT)n
primers is high, while random hexamers have a lower efficiency. Gene specific
primers are the best option if you only look at efficiency, however they have the
major drawback that they only generate one specific product, requiring a separate
reaction for each target under study. This is a source of variability because reverse
transcriptase enzymes are sensitive to environmental conditions. When oligo(dT)n
primers are used, you can use the resulting product to determine the quantity of
different genes, increasing the reproducibility of the experiment. Another possibil-
ity is to perform the cDNA formation and qPCR in one step instead of separating
the two processes. However, the two-step process generates less primer-dimers and
is therefore preferred over the one-step process (5).
8.2.2 Experimental setup
8.2.2.1 Controls
Next to high quality samples, a good experimental setup is required to obtain reli-
able results. Most important is the use of a negative control to ensure that the right
amplicon is produced. This can be done by adding extra samples containing water
instead of cDNA (no template control, NTC). Amplification in this negative control
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indicates the presence of contaminating cDNA or the production of primer-dimers.
In both cases, the expression levels for the target sequence in the samples cannot
be reliable determined as it is not possible to establish what the contribution of the
contaminant or primer-dimers is to the fluorescent signal. Then optimization of the
primers and/or PCR conditions is required. Another type of negative control is a
‘no amplification control’ (NAC) using as a sample the product of a reverse tran-
scription reaction without addition of reverse transcriptase. This controls for the
presence of genomic DNA (gDNA) contamination. However, this requires a large
amount of RNA, which is not always easily obtained and increases the workload.
By performing a DNase treatment, this becomes less of a problem and therefore
we usually do not perform this type of negative control. A positive control is also
recommendable as this allows assessing the primers used to amplify a target.
8.2.2.2 Normalization using housekeeping genes
The goal of normalization is to eliminate differences between samples caused by
the total amount and quality of RNA you started with. This in order to detect the
real differences in expression level (6). qPCR is a technique with high sensitivity,
reproducibility and dynamic range, which makes a good normalization indispens-
able. Usually cDNA is produced starting from 1 µg of total RNA. This is the first
step to ensure that the initial amount of input RNA is the same for all the sam-
ples. However, only a small fraction of the total RNA is mRNA (3-5%) and also
the quality of the RNA is not assessed (6). Therefore, the quantification of total
RNA is not sufficient to ensure equal input for all samples, but serves as a starting
point to ensure the input is in the same order of magnitude. In the case of micro-
arrays, samples are normalized to the total amount of hybridization signal. This is
only possible because of the large number of probes on the arrays. This is not the
case for qPCR experiments, therefore targets need to be added to the experiment
that amplify ‘housekeeping genes’. These are genes that are stably expressed in
all experimental conditions and are thus not influenced by e.g. the introduction of
a transgene, a treatment or during a time series. This requires prior knowledge
of such housekeeping genes based on microarray data, literature,. . . The theoretical
concept of a gene that is not influenced by any treatment or mutation is however
not usable in practice. Vandesompele et al. (6) developed a method to use multiple
genes to normalize the data. A measure for the stability is calculated based on the
non-normalized expression levels, this allows to assess the quality of the selected
housekeeping genes.
8.2.2.3 Primer design
The design of primers to amplify a part of the target sequence is a crucial step
in quantification of the expression. The primer pair should amplify specifically
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and efficiently the target sequence of interest. To achieve this, a set of guide-
lines for the design of primers need to be followed. These include: 17-28 bases
in length, GC content of 50-60%, a G or C at the 3′ end increases priming effi-
ciency, self-complementarity should be avoided, runs of three or more identical
nucleotides should be avoided, melting temperature of 59 ± 2 °C and the prod-
uct length should be 80 to 250 bp. To facilitate primer design several software
packages are available such as the freely available Primer3 (7), but also commercial
solutions as Beacon Designer (version 4.0, Premier Biosoft, Palo Alto, USA) can be
used. The specificity can be assessed using BLAST (8). To combine both primer
design and validation of the specificity I have developed a Perl (www.perl.org)
script combining the wrapper for Primer3 in BioPerl (7, 9) and NCBI Standalone
Blast (8). Recently a similar tool, Primer-BLAST, has become available through the
NCBI website (www.ncbi.nlm.nih.gov/tools/primer-blast/). Regardless, these in
silico analyses have to be confirmed using melting curves and gelelectroforesis (10).
A melting curve analysis is performed after the PCR reaction is finished. Af-
ter a full denaturation, the temperature is decreased to 65 °C forming dsRNA and
yielding a high fluorescence signal. Next, the temperature is steadily increased up
to 97 °C. At the melting temperature (Tm) of the amplified product(s), the fluores-
cent signal decreases sharply. This melting curve is typically analyzed through its
derivative, which gives a peak at the Tm of the product(s). If multiple products
are formed (due to aspecific amplification or formation of primer-dimers) this leads
to multiple peaks or very broad peaks. Thus, a single, sharp peak is required to
quantify the target of interest reliably, otherwise the primers need to be re-designed
or the PCR protocol adapted.
8.2.2.4 Protocol
The cycling protocol will depend upon the polymerase and the equipment used to
perform the qPCR reactions. In our lab the LightCycler 480 Sybr Green I Master
(Roche Applied Science, Vilvoorde, Belgium) is used on the LightCycler 480 (Roche
Applied Science, Vilvoorde, Belgium) according to the manual instructions. The
detailed protocol can be found in Table 8.1.
8.2.3 Data analysis
8.2.3.1 Theoretical modeling of a PCR reaction
Theoretically, the product of a PCR reaction increases exponentially over time, dou-
bling after every cycle. This can be described with formula 8.1 (11):
Nn = N0.2n (8.1)
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Table 8.1: Protocol for the LightCycler 480 Sybr Green I Master kit.
Step Cycles Temperature (°C) Time (mm:ss)
Activation 1 95 10:00
Amplification denaturation 45 95 00:10
annealing 60 00:10
extension 72 00:15
Melting curve 1 95 00:05
65 01:00
97 00:01
Cooling 1 40 ∞
where n: number of cycles, N0: starting amount of amplicon, Nn: quantity of
the amplicon after n cycles.
However, the efficiency (E) of a PCR reaction, the factor with which the amount
of PCR product increases every cycle, has to be taken into account. When the yield
of the amplification is 100%, the PCR reaction follows the theoretical curve. Such
a high efficiency is usually not the case, a value of 80-90% is more realistic. This
requires an adaptation of formula 8.1:
Nn = N0.(1 + E)n (8.2)
Formula 8.2 allows to determine the starting amount of an amplicon as well
as its efficiency from the amplification curve. Therefore, the data is linearized by
a log-transformation (formula 8.3), which makes it possible to easily calculate the
starting amount (formula 8.4) and efficiency (formula 8.5).
log(Nn) = log(N0) + log(1 + E).n (8.3)
N0 = 10intercept (8.4)
E = 10slope − 1 (8.5)
When the progress of a PCR reaction is followed in real time, using a marker
that fluoresces when bound to double-stranded DNA, such as Sybr Green, the ex-
ponential increase only holds true for a part of the observed fluorescence. Until
the exponential amplification of the amplicon surpasses the background level, the
fluorescent output fluctuates around that background level (Figure 8.1A). When
the background level is surpassed, the exponential accumulation of the amplicon
is reflected in the fluorescence signal (Figure 8.1B). In this phase of the reaction,
the initial amount of target sequence can be estimated based upon the theoretical
PCR curves described (formula 8.2). The exponential increase attenuates due to the
Quantitative PCR 249
accumulation of double-stranded product, the decrease in dNTPs and primers, the
increasing phosphate concentration in the buffer and the progressive inactivation of
the polymerase (12). Once this plateau phase is reached (Figure 8.1C), quantifica-
tion is not possible as the relation between the initial amount of amplicon and the
measured fluorescence is lost (13).
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Figure 8.1: Illustration of the progression of the fluorescence signal during a
PCR reaction. (A) signal is below the background, (B) exponential increase of the
amplicon, (C) plateau phase.
8.2.3.2 Efficiency
Quantification is very sensitive to variations in the PCR efficiency. This efficiency
is mostly dependent on the primers but also sample-to-sample variations occur.
The classical approach to calculate the efficiency is to make a standard curve and
determine the efficiency based on the slope. That efficiency is then always used
for the specific primer pair involved. This requires the quantification of a dilution
series of a plasmid containing the target sequence or (a mixture of) cDNA samples.
Cloning all target sequences is laborious and expensive, especially in a research
lab where a large number of different targets are quantified. Also, this approach
does not take into account possible inhibitory components in the samples and rules
out mispriming as only the desired target is present. Making a mixture of cDNA
samples is therefore better, however this is not always possible due to the limited
availability of cDNA. Additionally, the quantification of a dilution series requires
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a large number of reactions and can thus become very expensive when a large
number of primer pairs need to be evaluated.
We have implemented a different algorithm to estimate the efficiency of a primer
pair, based on the PCR curves. This approach is based on the loglinear transforma-
tion of the fluorescence output (formula 8.3), which allows the calculation of the
efficiency (formula 8.5). For all (successful) reactions in the experiment, the average
efficiency is calculated for each primer pair. This averaging is required to minimize
variability. This methodology was implemented as an applet in Excel (Microsoft,
Redmond, Washington, USA) by Ramakers et al. (14). The algorithm uses 4 to 6
points in the region that best fits exponential amplification and the efficiency is
determined based upon a linear regression on the loglinear transformed data.
8.2.3.3 Expression levels
Calculation of the initial amount of mRNA, the expression level of the target gene,
is based upon the correlation of fluorescence and amount of amplicon. A certain
fluorescence signal is chosen, above but close to the background. The x-value at
which the PCR curve reaches this fluorescence threshold is determined through
interpolation of the loglinear regression using four points around the intersection
(Figure 8.2). This x-value is referred to as the threshold cycle (CT), but also quan-
tification cycle (CQ) or crossing point (CP) are used in literature.
To calculate expression levels from the CT value, the ∆∆CT method is used
(10). This methodology determines the ratio of the expression of a target gene
(formula 8.6) compared to a control sample (formula 8.7). This implies that the
expression level is always a relative value and does not allow determining the abso-
lute expression of a target gene. Determination of the absolute expression requires
the quantification of a dilution series of samples for which the number of target
molecules is known.
expression = (1 + Etarget)−CT (8.6)
ratio = (1 + Etarget)CT(control-sample) (8.7)
8.3 Software implementation
I have developed a Perl (www.perl.org) script with Common Gateway Interface
(CGI) technology, called qPCRAnalysis.pl. The methodology is based upon to the
normalization methodology of GeNorm (6) and the data analysis in qBase (15).
This script was developed because the first versions of qBase were implemented as
a macro in Excel (Microsoft, Redmond, Washington, USA), which suffered from in-
stability of the program. More recently, a standalone version, qBasePlus (Biogazelle,
Ghent, Belgium), was released, which is more stable but requires a license fee. Ad-
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Figure 8.2: Calculation of the threshold cycle (CT) at which a certain fluorescence
level is reached. A fluorescence threshold is chosen at which the PCR curve is in
the exponential phase. The CT-value is determined through interpolation based
upon the loglinear regression of four points around the intersection (grey points).
ditionally, the script I developed is fully integrated with the qPCR equipment in
the lab, combining the output from the Janus Mini robot (Perkin Elmer, Zaven-
tem, Belgium) that performs the pipetting for the qPCR reactions in 384 well plates
and the raw output from the LightCycler 480 (Roche Applied Science, Vilvoorde,
Belgium). The output file from the robot contains information on the reactions
(samples, targets) and their location in the multi-well plate, while the data from the
qPCR apparatus describes the measured PCR curves.
8.3.1 Installation
To run qPCRAnalysis.pl, both Perl (www.activestate.com/activeperl) and Apache
Webserver (www.apache.org) need to be installed. Two additional Perl modules
are also required: CGI and Statistics::Regression (www.cpan.org). Next, the scripts
need to be placed in the correct directory, usually ‘cgi-bin’, on the web server. The
web-based user interface of the analysis program can be accessed through this URL:
localhost/cgi-bin/qPCR/qPCRAnalysis.pl. The scripts are available upon request.
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8.3.2 Methodology
The analysis methodology that was implemented is based upon the algorithm of
qBase (15). Therefore, I will not give a fully detailed mathematical explanation
here, but only touch upon the principles of the algorithms.
For each reaction, the CT value and efficiency are calculated from the PCR curve,
as explained previously. Next, the average CT value is calculated for all replicates
of a sample-target combination (typically three technical replicates are performed).
The efficiency for all reactions with the same target (over all different samples)
is averaged and this value is used to determine the expression value (based on
formula 8.6). The same methodology is also applied to the reference genes and for
each sample a normalization factor is calculated using the geometric average of the
expression values of all reference genes for that sample. All samples are normalized
through division with this normalization factor. Finally, the results are rescaled by
dividing through the maximum expression level per target.
8.3.3 Walkthrough
The first page of the program displays a list of previous experiments (Figure 8.3A).
By filling in the name of an existing experiment, this experiment is loaded, while
typing a new name while start a new experiment. Clicking on ‘Continue’ takes
you to the next page where ‘runs’ can be added to the experiment (Figure 8.3B).
When an experiment encompasses several multi-well plates (each considered as a
run), all data will be combined and analyzed together. By selecting the xml-file
containing the raw data from the LightCycler 480 and the text-file from the robot
and clicking ‘Add’, a run is added to the experiment. When all the runs are added,
the analysis is started by clicking on ‘Results’. The first step in the analysis is the
calculation of the CT value and efficiency for all reactions. Reactions that have the
same sample name and target are considered as technical replicates. The reactions
are ordered such that the replicates are grouped together, which is highlighted by
the background color. When the difference between the minimum and the maxi-
mum CT value is larger then 1 (this parameter is configurable in the previous page),
the background is red to highlight this (Figure 8.3C). Now the user can deselect re-
actions that should not be included in the analysis based upon a outlying CT values
or low efficiency. When the selection is made, the next step is reached by clicking
‘Calculate’ at the bottom of the page. This last step encompasses the selection of the
reference genes (Figure 8.3D). Multiple genes can be selected by holding ‘Ctrl’ (Win-
dows) or ‘Cmd’ (Mac OS X). Upon clicking on ‘Continue’, the results are displayed:
the expression values with standard error (Figure 8.3E), the normalization factor
used (Figure 8.3F), the average efficiency (Figure 8.3G) and a quality assessment
for the selected reference genes (Figure 8.3H-I). These quality controls are based
on the calculations in GeNorm, more details can be found in Vandesompele et al.
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(6). When the quality requirements, defined in this publication, are not reached,
the results are displayed in red. Additionally, graphs of the expression results are
made using gnuplot (www.gnuplot.info), which are accessed through the ‘Graphs’
button at the bottom of the results page. All results are saved as a tab-delimited
text file or can be copied into a spreadsheet from the browser.
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Figure 8.3: Screenshots from the different pages in the qPCR analysis program.
(A) Selection of the experiment. If the experiment exists the data is loaded, other-
wise a new experiment is generated. (B) Input of the data. Each run requires two
files: an xml-file from containing the qPCR curves (exported from the LightCycler
480) and an annotation file with the sample and target for each well. (C) Selection
of the data. In this step outlying data points can be excluded from the analysis.
(D) Selection of the reference genes for normalization. (E-I) Results of the analy-
sis. (E) Expression values for each sample and target (average and standard error),
(F) the applied normalization factors, (G) the efficiency of the primers for each tar-
get (1+E), (H,I) quality controls for the normalization based on the calculations of
GeNorm (6).
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8.3.4 Future improvements
The current implementation is installed on several computers in the lab as the way
it saves the data (in a folder on the hard drive) is not suited for deployment on
the server. To optimize this, data should be saved in a database and preferable be
linked to the login of the user. Excluding all reactions of a certain sample or target
is at this point only possible by deselecting all these reactions manually. Providing
an easier way to do this would enhance the user experience greatly. Functionality
involving biological replicates would also be interesting to add.
8.4 Publications
Next to the data analysis script, I was involved in setting up the whole qPCR work-
flow, including the programming of the pipetting robots: first the Xiril100 (Xiril AG,
Hombrechtikon, Switzerland), which was recently replaced by a Janus Mini (Perkin
Elmer, Zaventem, Belgium). This qPCR pipeline was used for expression analysis
in collaboration with Paulo Ferreira (16) and Nathalie Verbruggen (17, 18). The first
page of the publications in which I am co-author are included.
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Report  
The Arabidopsis Anaphase Promoting Complex (APC)
Regulation Through Subunit Availability in Plant Tissues
ABSTRACT
Sister-chromatid separation and exit from mitosis require ubiquitin-mediated proteolysis
of cell cycle regulators such as cyclin B and securin. The specificity of the reaction is
controlled by an ubiquitin-ligase multiprotein complex known as APC (Anaphase Promoting
Complex). Comparison of the coding sequences of Arabidopsis genes with the Genbank
database reveals extensive homology of the predicted ORFs with the corresponding
proteins of other eukaryotes, indicating that the APC is well conserved in plants. However,
different from other eukaryotes, the Arabidopsis genes have some particular character-
istics, such as the presence of two copies of the CDC27 gene. Furthermore, expression
analyses of the AtAPC genes disclose complex profiles that differ, depending on the tissue
examined. In actively dividing cell suspensions there is a direct correspondence between
the rates of proliferation and mRNA levels from the AtAPC components. On the other
hand, in plant organs, dark-grown seedlings and during leaf growth, this correlation is
lost and the AtAPC genes are highly expressed in tissues with low overall cell division.
Moreover, expression patterns diverge between the subunit genes, raising the possibility
that there could be more than one form of the APC, which would execute distinct functions
during plant development. The results suggest that an important layer of regulation of
APC/C in plants could operate through subunit availability in specific tissues and/or
cellular compartments.
INTRODUCTION
Ubiquitination-mediated proteolysis is a primary mechanism by which the levels of
regulatory proteins are controlled. The process of ubiquitination of a substrate involves the
activity of a cascade of three enzymes, the ubiquitination-activating enzyme (E1), the
ubiquitin-conjugating enzyme (E2), and the ubiquitin-protein ligase (E3). Normally the
substrate specificity and regulation of ubiquitination is conferred by the E3 ubiquitin-
protein ligase, which binds directly to the target protein and is the rate-limiting step in
the ubiquitination cascade (reviewed in refs. 1 and 2). In the eukaryotic cell cycle, the
ubiquitination reactions are mediated by two proteolytic pathways: the Skp1-Cullin-F-
box-protein (SCF) and the Anaphase Promoting Complex or Cyclosome (APC/C).3-7
Although the APC/C and SCF are evolutionarily related multiprotein complexes, they
play different regulatory tasks during cell cycle progression. The SCF controls the G1 to S
transition by driving the degradation of G1 cyclins and CDK inhibitors (reviewed in ref.
8). The activity of the APC/C is essential for the regulation of metaphase to anaphase tran-
sition and exit from mitosis by ordered destruction of mitotic regulators, including
securin—an inhibitor of chromosome separation—cyclin A, cyclin B and many of the
mitotic regulatory kinases (reviewed in refs. 2 and 9). The SCF ubiquitin-ligase is a macro-
molecular complex formed of a cullin subunit, Cul1; a RING-H2 protein, Hrt1/Rbx1; an
F-box subunit and a linker subunit, Skp1.10 The APC/C, like the SCF, contains a catalytic
core formed of a cullin subunit, APC2, and a RING-H2 protein, APC11. The two
proteins form an ubiquitin ligase core and this complex has the ability to bind E2s and
stimulate non-specific ubiquitination activity.11 The APC/C was first purified from
Xenopus extracts and clam oocytes6-7 and initially eight and nine subunits, respectively,
were identified. Subsequently, the subunit composition of the complex has then been
identified in different organisms11-14 (reviewed in ref. 15), ranging from 8 to 13 sub-
units.16-17 This complexity is unexpected because many other ubiquitin ligases are only
composed of one or a few subunits, meaning that ubiquitin ligase activity does not
inevitably depend on multiple subunits. Therefore, it remains puzzling why the APC is
composed of so many protein components and what their individual functions are.
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Summary
• Plant growth and development ultimately depend on environmental variables
such as the availability of essential minerals. Unravelling how nutrients affect gene
expression will help to understand how they regulate plant growth.
• This study reports the early transcriptomic response to magnesium (Mg) depriva-
tion in Arabidopsis. Whole-genome transcriptome was studied in the roots and
young mature leaves 4, 8 and 28 h after the removal of Mg from the nutrient
solution.
• The highest number of regulated genes was first observed in the roots. Contrary
to other mineral deficiencies, Mg depletion did not induce a higher expression of
annotated genes in Mg uptake. Remarkable responses include the perturbation of
the central oscillator of the circadian clock in roots and the triggering of abscisic
acid (ABA) signalling, with half of the up-regulated Mg genes in leaves being ABA-
responsive. However, no change in ABA content was observed.
• The specificity of the response of some Mg-regulated genes was challenged
by studying their expression after other mineral deficiencies and environmental
stresses. The possibility to develop markers for Mg incipient deficiency is discussed
here.
Introduction
Magnesium (Mg) is one of the nine essential macro-nutri-
ents that plants utilize in relatively large amounts for their
growth and development (Williams & Salt, 2009). The best
recognized physiological functions of Mg in plants are
the harvesting of solar energy (Beale, 1999), the cation-
mediated grana stacking of thylakoid membranes (Kaftan
et al., 2002), the activation of enzymes in metabolic bio-
chemistry (Cowan, 2002), including those in the Calvin
cycle (Pakrasi et al., 2001), the chelation to nucleotidyl
phosphate forms in the cell energy budget (Igamberdiev &
Kleczkowski, 2001) and the involvement in nucleic acid
folding and the chemical catalysis of RNA splicing (Pyle,
2002). The earliest symptoms observed within days to
weeks of Mg deficiency consist of an impairment in sugar
partitioning, leading to starch accumulation (Fisher &
Bremer, 1993; Cakmak et al., 1994a,b; Mehne-Jakobs,
1995; Fisher et al., 1998; Hermans et al., 2004, 2005;
Hermans & Verbruggen, 2005, 2008; Ding et al., 2006)
and the enhancement of antioxidative mechanisms
(Cakmak & Marschner, 1992; Tewari et al., 2004, 2006;
reviewed in Cakmak & Kirkby, 2008). According to the
plant species, root growth is not affected in the first weeks
of Mg shortage, in contrast to the shoot, resulting in an
increase of the root : shoot biomass ratio (Hermans et al.,
2004, 2005, 2006; Hermans & Verbruggen, 2005). As
knowledge of the impact on other processes is scarce, a tran-
scriptome analysis can provide nonbiased hints about early
targets of Mg starvation. The rapid transcriptional changes
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Summary
• Unravelling mechanisms that control plant growth as a function of nutrient
availability presents a major challenge in plant biology. This study reports the first
transcriptome response to long-term (1 wk) magnesium (Mg) depletion and
restoration in Arabidopsis thaliana.
• Before the outbreak of visual symptoms, genes responding to Mg starvation and
restoration were monitored in the roots and young mature leaves and compared
with the Mg fully supplied as control.
• After 1 wk Mg starvation in roots and leaves, 114 and 2991 genes were identi-
fied to be differentially regulated, respectively, which confirmed the later observa-
tion that the shoot development was more affected than the root in Arabidopsis.
After 24 h of Mg resupply, restoration was effective for the expression of half of
the genes altered. We emphasized differences in the expression amplitude of genes
associated with the circadian clock predominantly in leaves, a higher expression of
genes in the ethylene biosynthetic pathway, in the reactive oxygen species detoxifi-
cation and in the photoprotection of the photosynthetic apparatus. Some of these
observations at the molecular level were verified by metabolite analysis.
• The results obtained here will help us to better understand how changes in Mg
availability are translated into adaptive responses in the plant.
Introduction
Plants require magnesium (Mg) to harvest solar energy and
to drive photochemistry. This is probably one the most
important physiological functions of this metal as the
central atom of chlorophyll (Wilkinson et al., 1990;
Ho¨rtensteiner, 2009). Signs of Mg deficiency in most plants
usually manifest belatedly as a chlorophyll breakdown
between the veins and make their appearance first in mature
leaves, systematically progressing from these towards the
youngest ones (Bennett, 1997; Hermans & Verbruggen,
2008). The knowledge about Mg2+ uptake by roots, trans-
port to shoots and recycling between organs is relatively
limited (Gardner, 2003; Karley & White, 2009). The
few physiological reports essentially describe an early
impairment in sugar partitioning (in Arabidopsis, Hermans
& Verbruggen, 2005; bean plants, Fisher & Bremer, 1993;
Cakmak et al., 1994a,b; rice, Ding et al., 2006; spinach,
Fisher et al., 1998; spruce, Mehne-Jakobs, 1995 and
sugar beet, Hermans et al., 2004, 2005). One dramatic
effect of Mg starvation is sugar accumulation in source
leaves, before any noticeable effect on photosynthetic
activity. Sugar accumulation in source leaf tissues, rather
than a reduction in the amount of Mg available for
chlorophyll biosynthesis, could be at the root of the
decrease in chlorophyll content (Hermans et al., 2004;
Hermans & Verbruggen, 2005). A later effect of Mg defi-
ciency is a reduction of plant growth and a modification of
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General Conclusion
In this thesis, I set out to deepen our understanding of the regulation of leaf devel-
opment in plants. To this end I studied known cell regulators as well as unknown
proteins with a proliferation-specific expression profile. For the unknown proteins
my results confirmed that these genes indeed play a role in the M-phase of the cell
cycle. While I did not unravel the function of these genes in detail yet, my results
constitute a start with the functional analysis that will allow further investigation
of their role in development. The selection procedure was thus successful in iden-
tifying genes that are involved in cell cycle regulation. We focused on two gene
families but the remaining genes in our list of proliferation genes will certainly
yield more interesting leads to better understand how plants regulate proliferation
and development.
On a different regulatory level, I profiled small RNAs during leaf development.
The results showed that small RNAs are differentially regulated during leaf devel-
opment and are likely to play an important role in regulation of organ development
of plants. Especially regulation by DNA methylation appears to be an important
mechanism to silence genes in the course of development. Profiling of methylation
at higher resolution than used in the experiment I conducted would allow assessing
this at the gene level.
While there are still many outstanding questions in the regulation of cell cycle
and organ development, my work contributed to the international effort to steadily
gather the pieces of the puzzle. Ultimately, we hope that through this research of
basic developmental processes, we will be able to improve plant growth in specific
conditions and contribute to solve the upcoming challenges in our society concern-
ing food, feed and bioenergy.
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