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Abstract
This is a partly survey, partly new results paper about Ramsey games. Ramsey games belong
to the wider class of positional games. In Section 1 we brie0y recall the basic concepts and
results of positional games in general, and apply them to the particular case of Ramsey games.
For a more detailed introduction to the theory of positional games, including proofs, we refer
the reader to Beck [4] and [5]. c© 2002 Published by Elsevier Science B.V.
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1. Basic concepts
We begin with games which are won by the First-Player to complete some kind
of winning con:guration.
1.1. Ramsey Graph Game
The board of the game is the complete graph Ks with s vertices. The players
alternately occupy edges of Ks, and that player wins who :rst occupies all the
( n2 ) edges of some complete subgraph Kn: The Ramsey Graph Game is denoted by
R(s; n): Note that the board size is N =( s2 ), and the (
s
n) winning sets have common
size ( n2 ).
The next game is the straightforward extension of the Ramsey Graph Game to
k-graphs.
1.2. Ramsey k-Graph Game
If S is a set, then let [S]k denotes the family of subsets of S containing ex-
actly k (¿ 2) elements. Following the set-theoretical traditions, we identify the natural
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number s with the set of its predecessors, that is, s= {0; 1; : : : ; s − 1}. Note that [s]2
can be regarded as a complete graph with s vertices, that is, [s]2 =Ks:
Let 26 k6 n¡s: The board of the game is the complete k-uniform hypergraph
[s]k , and the two players alternately occupy k-edges of this hypergraph. That player
wins who occupies all the k-edges of a complete subhypergraph with n vertices (i.e.
all the k-element subsets of some n-element subset of {0; 1; : : : ; s−1}) :rst. This game
is denoted by Rk(s; n). In particular R(s; n)=R2(s; n):
1.3. Strong positional games
An extremely far-reaching generalization of the Ramsey games is the class of strong
positional games. Let (X;F) be an arbitrary :nite hypergraph. Here X is a :nite set,
the board of the game, and F is an arbitrary family of subsets of X , the family of
winning sets. The two players, the First-Player (or I) and the Second-Player (or II),
alternately occupy previously unoccupied elements of the board X . That player wins
who occupies all the elements of some winning set A∈F 6rst—otherwise the play
ends in a draw.
Sometimes we just give the family F of winning sets: then the board X is simply
the union
⋃
A∈F A of all winning sets.
1.4. Strategy stealing argument
Since an extra move in a strong game does not harm a player, by the well-known
strategy stealing argument, whoever plays :rst can force at least a draw (“drawing
strategy”). Heuristically this is obvious because strong positional games are symmetric
and the First-Player has the advantage of the :rst move. The precise proof of this
remarkable result is just a little bit more complicated.
Theorem 1.1 (“Strategy Stealing”). Let (X;F) be an arbitrary 6nite hypergraph.
Then playing the strong positional game on (X;F); the First-Player can force at
least a draw; i.e. a win or a draw.
For a proof, see e.g. [4]. Note that the proof of Theorem 1.1 is a pure existence
argument which does not give the slightest clue of how to :nd an explicit strategy.
1.5. Ramsey theory: draw is impossible
When can the First-Player win in a strong positional game? A simple but useful
suKcient condition goes as follows: when there is no draw end-position then naturally
the First-Player wins.
Of course this condition is not necessary. For example, the full branches of a bi-
nary tree with n levels form an n-uniform family of 2n−1 winning sets such that the
First-Player has an easy win. But this strong game has plenty of draw end-positions.
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A draw end-position in a strong game (X;F) means a 50–50% two-coloring of the
board X such that no winning set A∈F is monochromatic. A slightly more general
concept is when we allow arbitrary two-colorings, not just 50–50% two-colorings.
The chromatic number (F) of a hypergraph F is the least integer r¿ 2 such that
the elements of the board X can be colored with r colors yielding no monochro-
matic A∈F: If the chromatic number of F is bigger than two, then a draw is
impossible. So the at least drawing strategy in Theorem 1.1 is in fact a winning
strategy.
Theorem 1.2 (“Ramsey Criterion”). Suppose that the board X is 6nite; and the family
F of winning sets has chromatic number at least three. Then the First-Player has a
winning strategy in the strong positional game (X;F):
Theorem 1.2 describes a subclass of strong positional games with the remarkable
property that one can easily diagnose the winner without being able to say how one
wins.
The quantitative form of the graph Ramsey theorem is the well-known Erdo˝s–
Szekeres upper bound. It states that given any 2-coloring of the edges of Ks with
s¿ ( 2n−2n−1 ), there is always a monochromatic copy of Kn: Therefore, by the
“Ramsey Criterion” (Theorem 1.2), if s¿ ( 2n−2n−1 ) ≈ 4n−1=
√
n, then the First-Player
has a winning strategy in the Ramsey Graph Game R(s; n):
The non-constructive character of the strategy stealing argument leads to some out-
standing open problems here. Assume that s is much bigger than n; bigger than the
Erdo˝s–Szekeres threshold ( 2n−2n−1 ). Then, by Theorem 1.2, the First-Player has a winning
strategy in R(s; n): But how long does it take to win? What is the shortest way to win
the strong game? The trivial upper bound is ( s2 ). Indeed, the First-Player certainly wins
when the board Ks is completely occupied. Because the strategy stealing argument does
not give any hint, we cannot claim anything better than this trivial upper bound.
We conjecture, however, that there is an upper bound depending on n only. In other
words, there is a :nite function f(n) such that, the First-Player can build up a Kn of
his own :rst in not more than f(n) moves, independently of the size of the board.
The board parameter s can even be in:nite.
Open Problem 1. Consider the “unrestricted” Ramsey Graph Game R(∞; n); that is;
the board is the in6nite complete graph K∞. Then for every n¿ 3 there is a 6nite
number f(n) such that the First-Player can always win the strong game in at most
f(n) moves.
Note that the case n=3 is trivial: the First-Player can build up an easy trap and
win at his 4th move (or before).
The much harder case n=4 was recently solved by a Hungarian student Laszlo
Hegedu˝s. We include his clever case study argument in Section 4. The cases n¿ 5
remain widely open.
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1.6. Weak win
As we have seen in Theorem 1.1, the Second-Player has no chance to win a strong
game against a perfect First-Player. Then, why not he just concentrate on preventing
the First-Player from occupying a winning set, and simply ignore his own desire for
building? We thus can name him “Breaker”, and the other one is “Maker”. We can
even take one small step further, and consider the Maker–Breaker version even if
Breaker moves :rst.
In general, on the same hypergraph (X;F) one can play two diQerent games: the
symmetric strong version, and the asymmetric Maker–Breaker version. Maker’s aim
is to occupy all elements of some winning set A∈F, and Breaker’s aim is to prevent
Maker from doing so. The winner is the one who achieves his goal (draw is impossible
by de:nition).
If the First-Player can force a win in the strong game (X;F), then the same play
gives him, as Maker, a win in the Maker–Breaker version. But the converse is not
true. It is possible that Maker as the First-Player (Maker = I) has a winning strategy
in the Maker–Breaker version while the Second-Player can force a draw in the strong
version. This happens for example in the standard Tic-Tac-Toe: the strong game is a
draw, but the Maker–Breaker version is a win for Maker = I. This is why one can call
a Maker’s winning strategy in the Maker–Breaker version a weak win, and refer to the
Maker–Breaker version as a weak positional game.
Similarly, if Breaker = II has a winning strategy in the weak game, then the same
strategy is a drawing strategy in the strong game.
While playing the strong version on a hypergraph, both players have their own
threats, and either of them, fending oQ the other’s, may build his own winning set.
Therefore, a play is a delicate balancing between threats and counter-threats and can
be of very intricate structure even if the hypergraph itself is simple.
The weak version (i.e. the Maker–Breaker version) is usually somewhat simpler.
Maker does not have to waste valuable moves fending oQ his opponent’s threats.
Maker can simply concentrate on his own goal.
In contrast to the strong version, in some weak games there is an explicit version
of the strategy stealing argument: the copycat strategy.
Theorem 1.3 (“Ramsey plus Copycat”). Let (X;F) be a 6nite hypergraph of chro-
matic number bigger than two; and let (X ′;F′) be a disjoint copy of (X;F): Assume
that X ∪ X ′ ⊆ Y and F∪F′ ⊆ G: Then Maker= II has an explicit weak win; i.e. a
winning strategy in the weak positional game (Y;G):
For a proof, see e.g. [4].
Consider the weak Ramsey Graph Game R(s; n) where s¿ 2( 2n−2n−1 ). This condition
guarantees that the board contains two disjoint copies of the complete graph on ( 2n−2n−1 )
vertices (Erdo˝s–Szekeres threshold). The copycat strategy of Theorem 1.3 provides an
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explicit weak win for Maker, and it does not matter that Maker is the :rst or the
second player.
The copycat strategy of Theorem 1.3 is a pairing strategy. Pairing strategy is a
very common technique to guarantee a win or a draw. It means a decomposition
of the board into disjoint pairs of points, and when your opponent takes one element
of the pair, you take the other one.
The following general result, which is a straightforward application of the KTonig-Hall
theorem, gives a necessary condition for the existence of a pairing strategy for an
arbitrary family of winning sets.
Theorem 1.4 (“Matching Criterion”). Consider the weak game on (X;F); and assume
that for any 6nite subfamily G ⊆F;∣∣∣∣∣
⋃
A∈G
A
∣∣∣∣∣¿ 2|G|:
Then Breaker can force a win by a pairing strategy. Breaker can be the 6rst or the
second player; it does not matter.
Note that Matching Theory provides several eKcient O(N 2:5) running time algorithms
to actually 6nd a family of disjoint 2-element representatives. This means that the
Matching Criterion is eKcient. If the family F of winning sets is almost disjoint (i.e.
any two sets have at most one point in common) then Theorem 1.4 is a necessary
and su?cient condition. Indeed, for almost disjoint families two distinct winning sets
cannot share the same pair of points. So Breaker, as the second player, can force a
win by a pairing strategy in the weak game if and only if one can :nd a family of
disjoint 2-element representatives.
As a corollary of Theorem 1.4 we obtain
Theorem 1.5 (“Matching Degree Criterion”). Let F be an n-uniform hypergraph; i.e.;
|A|= n for every A∈F. Further assume that every x∈X is contained in at most n=2
elements of F. Then Breaker can force a win in the weak game on F by a pairing
strategy.
Note that the Matching Criterions (Theorems 1.4 and 1.5) are very general. They
are local conditions: they do not restrict the global size of F. Both criterions hold for
in:nite boards as well.
So far we have discussed two “achievement games”: the strong and the weak posi-
tional games.
1.7. Avoidance versions
One can also play two “avoidance games”. We call them misAere and weak-misAere
versions.
8 J. Beck /Discrete Mathematics 249 (2002) 3–30
In the misAere positional game on (X;F) the player who :rst occupies all elements
of a winning set is the loser. In the weak-misAere positional game on (X;F) the players
are called Anti-Maker and Anti-Breaker. Anti-Maker wins if he can avoid occupying
a winning set, otherwise Anti-Breaker wins.
Note that the weak-misere version of Theorem 1.3 is trivially true. Indeed, ex-
actly the same copycat argument shows that under the conditions of Theorem 1.3
Anti-Breaker has an explicit winning strategy in the weak-misVere game. It follows that
Anti-Breaker has an explicit winning strategy in the weak-misVere game weak-misR(s; n)
if s¿ 2( 2n−2n−1 ).
The “:rst move advantage” in the strong game often becomes the “:rst move disad-
vantage” in the misAere version. This is the reason why the Second-Player might have
a winning strategy in a misAere game. For example, in the misVere play in the Ramsey
Graph Game misR(6; 3), or as often called: Sim, the Second-Player has a winning
strategy. In other words, alternately coloring the edges of the complete graph K6 with
two colors, the Second-Player can force the opponent to build up a monochromatic
triangle :rst. This result was proved by G.J. Simmons, the inventor of Sim, in an
exhausting computer analysis.
In general, let misR(s; n) denote the misVere play, and similarly, let weak R(s; n) and
weak-misR(s; n) denote the weak and the weak-misVere versions of the Ramsey Graph
Game.
Note that 6= (42 ) is exactly the Erdo˝s–Szekeres threshold for n=3, i.e. draw is im-
possible in Sim. Consider now the general case n¿ 4; and assume that there is no draw
end-position (by the Erdo˝s–Szekeres theorem). Is it true then that the Second-Player
can always force the First-Player to occupy a Kn of his own :rst?
Open Problem 2. Consider the misAere play on the Ramsey Graph Game misR(s; n)
where n¿ 4 and s¿ ( 2n−2n−1 ): Is it true that the Second-Player has a winning strategy?
The general open problem is to :nd the avoidance version of the strategy stealing
argument.
1.8. Game-graph and game-tree
Let us return to Theorems 1.1 and 1.2. The strategy stealing argument does not
give the slightest clue of how to actually 6nd the existing winning or drawing strategy
in a strong game. (On the other hand, for some weak games the copycat strategy
in Theorem 1.3 and the pairing strategies in Theorems 1.4 and 1.5 are explicit.) For
example, consider the strong Ramsey game R(s; n) where s=(2n−2n−1 ). How can we 6nd
a First-Player’s winning strategy? Well, in order to 6nd an explicit winning strategy
we often have no choice but need to make an exhausting search through the usually
enormous game-graph. (Note that to try out all possible strategies is much worse: the
total number of strategies is usually a doubly exponential function of the size of the
board.)
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Any positional game (strong or weak) can be represented as a labeled directed graph:
the vertices (points) are the positions, and the directed edges (arrows) represent the
options. The terminal positions are labeled by I, II, and D according to the outcome of
the concrete play ending at that terminal position. I if it is a First-Player’s win, II if it
is a Second-Player’s win, and D if it is a draw. This labeled digraph is what we call
the game-graph. The game-graph is usually very big and messy even for small games.
We obtain a more transparent picture by distinguishing between diQerent plays. A play
is a directed path (dipath) from the start to any terminal position. We can distinguish
between diQerent plays by duplicating the points (i.e positions) as necessary. If we
duplicate each point (i.e. position) v in as many copies as the number of dipaths from
the start (root) to v, then we get the rooted game-tree in which there is a 1-to-1
correspondence between the full branches of the tree and the plays of the game.
The diQerence between the concepts of the game-graph and the game-tree is rather
minor. The game-tree gives a more transparent picture, but it is substantially bigger
than the game-graph.
The ultimate questions of game theory are “which player has a winning (or drawing)
strategy” and “how to :nd one”.
Traditional game theory provides a simple linear time algorithm, the so-called “back-
ward labeling”, or “pruning”, which settles both ultimate questions. For positional
games this algorithm is linear in size of the game-graph.
For an arbitrary combinatorial game (to be de:ned below) the computing time of
the “backward labeling” is linear in size of the game-tree. Note that the game-graph
and the game-tree as usually at least exponentially large. This is where the “catch” is:
this is why the “backward labelling algorithm” is unpractical. For a detailed discussion
of the “backward labeling”, see e.g. [4].
We de:ne the class of :nite combinatorial games in general.
1.9. Combinatorial games
Here is a list of natural requirements.
1. There are two players: the First-Player (or I, or Alpha, or White, or Maker,
or Breaker, etc.), who starts the game, and the Second-Player (or II, or Beta, or
Black,
or Breaker, or Maker, etc.).
2. There are :nitely many positions, and a particular starting position.
3. There are clearly de:ned rules that specify the moves that either player can make
from a given position to its options.
4. The players move alternately.
5. The rules are such that a sequence of alternating moves will always come to an
end in a 6nite number of moves. The “ends” are called terminal positions (or
end-positions).
6. A complete sequence of alternating moves ending at a terminal position is called a
play. The :rst move is always the starting position.
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7. The outcome of a play is speci:ed by the rules. It may be a win for the First-Player,
or a win for the Second-Player, or a draw.
8. Both players know what is going on (perfect information).
9. There are no chance moves.
Note that the 5th requirement prohibits perpetual draws, that is, we exclude “loopy
games”.
Every positional game determines its game-tree. The standard way to de:ne
an “abstract” game is to reverse this process: an “abstract” combinatorial game is
an alternating “coin-pushing” on a labeled tree.
In technical terms, a combinatorial game G=(T; F) is de:ned by a labeled :nite
directed tree with a root. The tree is directed such that the in-degree of the root is
zero, and every other vertex has in-degree one. T =(V; E) denotes the tree: V is a
multi-set of the positions (that is, each position has many “copies”), and u → v∈E
if and only if v is an option from u (i.e. there is a move from u to v). At the
beginning of a play a coin is placed in the starting position (the root). At each move
the players alternately push the coin along a directed edge of the tree. F denotes the
outcome-function (“labeling”) which associates with each “leaf” of the tree a label.
(Note that a “leaf” represents a terminal position, which determines a particular play.)
The three possible labels are I, II, and D, according to the outcome of the particular
play ending at that “leaf” (terminal position). I if it is a First-Player’s win, II if it is
a Second-Player’s win, and D if it is a draw.
We have the following relation between the classes of games discussed so far. We
started with the class of Ramsey games R(s; n) and Rk(s; n). These Ramsey games
belong to the class of strong positional games. Strong positional games belong to the
bigger class of combinatorial games.
Let us return to the class of positional games. If the size of the board |X |=N ,
then the total number of positions, i.e. the number of vertices in the game-graph, is
obviously O(3N ). Indeed, in the course of a play every point on the board can have
three “colors”: marked by the First-Player, marked by the Second-Player, or unmarked.
Therefore, the size of the game-graph, i.e. the number of edges, is clearly O(N · 3N ).
On the other hand, the size of the game-tree is clearly O(N !). Indeed, a play is
a permutation of the board, so the total number of plays is clearly N !: Note that
O(N ·3N ) is substantially less than O(N !). This savings, O(N ·3N ) instead of O(N !), is
the reason why we prefer to represent positional games by their position-graphs instead
of the game-tree.
The interested reader can :nd several relevant papers on positional games in the
References.
2. Erdo˝s--Selfridge theorem
If we do not have time for the exhausting search through all branches of the
game-tree, then we can do no better than to assume that all options are equally likely.
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In other words, it is reasonable to study the random walk on the game-tree, that is, to
study the randomized game where both players play randomly.
2.1. Randomized combinatorial game
Let G=(T; F) be a combinatorial game, and consider the symmetric random walk
on the tree T =(V; E). This means that we begin the random walk at the starting
position and visit a sequence of positions as follows. If a position has (say) d options
(i.e. out-degree=d) then the probability of going to any of them is the same 1=d: This
symmetric random walk de:nes a probability distribution on the set of all plays of the
game G. The probability of a particular play (full branch) is clearly (
∏
i di)
−1 where
di is the out-degree of the ith point on the dipath. The discrete random variable with
this special probability distribution in the space of all the plays of the game G is what
we call the random play of the game G.
Each particular play has a well-de:ned outcome: either I wins, or II wins, or the
play ends in a draw. The outcome of the random play is a random variable which has
these three possible values. We call this random variable the random outcome of the
game G. The random play together with the corresponding random outcome forms the
randomized game.
It is rather surprising that the probabilistic analysis of a randomized positional game
might help to :nd a shortcut answer to the ultimate questions of “who wins” and
“how to win”. Shortcut means a procedure which is much faster than the “backward
labeling”.
2.2. The quasiprobabilistic method
This method has two steps. The :rst step is the probabilistic analysis of the random-
ized game. The second step is the derandomization by potential techniques.
For positional games the symmetric random walk distribution is particularly simple.
If the board size is N , then the total number of plays is N !, assuming the simplifying
condition that the players do not quit playing after either of them completely occupied
a winning set. Since the plays are equally likely, every play has the same probability
1=N !.
The majority principle is a heuristic argument which goes as follow. Assume that in
a weak game the overwhelming majority of the N ! plays end with Maker’s win. Then,
according to the majority principle, there is a good chance that Maker has a winning
strategy. Indeed, this is the case for large subclasses of weak games.
The same heuristic argument holds for Breaker’s win in the weak version. If the
overwhelming majority of the N ! plays end with Breaker’s win, then according to
the majority principle, the reason might be that Breaker has a winning strategy. Again
the principle hold for surprisingly large classes of weak positional games.
The pioneering result of the quasiprobabilistic method was found by Erdo˝s and
Selfridge [13] in 1973. It is a very useful suKcient condition for Breaker’s win in the
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weak game (we usually assume that Breaker is the Second-Player, but it is easy to
modify the argument when Breaker is the First-Player). Naturally the same criterion
automatically guarantees a Second-Player’s draw in the strong version. Quite contrary
to the pairing strategy and other local approaches, the Erdo˝s–Selfridge theorem is a
global criterion.
Theorem 2.1 (“Erdo˝s–Selfridge Theorem”). If F is n-uniform and |F|¡ 2n−1; then
Breaker= II has a winning strategy in the weak game on (X;F).
Remark. The :rst step of the quasiprobabilistic method is the randomization. The
probabilistic analysis of the randomized game is very simple. Let |X |=N; and con-
sider all possible N ! plays. It is an easy double-counting argument that under the
Erdo˝s–Selfridge condition there is at least one Breaker’s win end-position. Indeed,
the expected number of the winning sets completely occupied by either player is
precisely
2|F|
(
N − n
[N=2]
)
(
N
[N=2]
) :
Here, as usual, [x] stands for the lower integral part of x. Since(
N − n
[N=2]
)
(
N
[N=2]
) = [N=2]
N
[N=2]− 1
N − 1
[N=2]− 2
N − 2 · · ·
[N=2]− n+ 1
N − n+ 1 6 2
−n;
the expected number of the winning sets completely occupied by either player is less
or equal to 2−n+1|F|. By hypothesis, this number is less than one. This implies that
there exists a draw end-position in the strong game, which is automatically a Breaker’s
win end-position in the weak game.
In general, if 2−n+1|F|= c is a large constant, then at least (1− 1=c)N ! of the N !
plays end with Breaker’s win. According to the majority principle, the game-theoretic
threshold should be around const · 2n.
Note that the calculation simpli:es if we study the random two-coloring of the board
with probability p=1=2. This model is a little bit diQerent from considering the exactly
50–50% two-colorings only—the case which corresponds to the randomized game. But
the calculation in the random two-coloring model is more transparent. Indeed, in the
random two-coloring model the expected number of the monochromatic winning sets
is clearly 2−n+1|F|.
The second step is the “derandomization”. More precisely, “derandomization of the
:rst moment method”. We are going to turn the simple “counting argument” above
into Breaker’s winning strategy by using a potential technique. This part is the actual
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proof, but the probabilistic motivation was necessary for better understanding. For later
application we include the beautiful proof.
Proof of Theorem 2.1. Assume we are at that stage of the play where Maker (as the
“:rst player”) already occupied x1; x2; : : : ; xi, Breaker (as the “second player”) occupied
y1; y2; : : : ; yi−1; and the question is how to choose Breaker’s next point yi. Those win-
ning sets which contain at least one yj (j6 i−1) are “harmless”—we call them “dead
sets”. The winning sets which are not “dead” are called “survivors”. The “survivors”
have a chance to be completely occupied by Maker at the end of the play, so they each
represent some “danger”. What is the total “danger” of the whole position? Consider
the randomized game starting from this given position, i.e. we randomly color the
unoccupied elements of the board X red and blue with probability p=1=2. Red for
Maker and blue for Breaker. Let As ∈F be a “survivor”, and let Es denote the event
that As becomes monochromatic red in the randomized game. The probability of Es is
clearly 2−us where us is the number of the unoccupied elements of As. What we are
really interested in is the “loss-probability” Prob{⋃s∈S Es}. By the inclusion-exclusion
formula
Prob
{⋃
s∈S
Es
}
=
∑
s∈S
Prob{Es} −
∑
s¡t
Prob{Es ∩ Et}
+
∑
s¡t¡v
Prob{Es ∩ Et ∩ Ev} ∓ · · · :
This expression is obviously too complex, so we need to approximate. A natural choice
is the “linear approximation”, that is, to keep the :rst term
∑
s∈S Prob{Es} on the
right-hand side and ignore the rest. This is nothing else but the expected number which
was the key concept in the “global counting argument” above. This convinces us to
evaluate the given position by the following expression, called the “danger-function”:
Di =
∑
s∈S 2
−us where us is the number of the unoccupied elements of the “survivor”
As (s∈ S =“survivors”) and index i indicates that we are at the stage of choosing the
ith point yi of Breaker. A natural choice for yi is to minimize the “danger” Di+1 at
the next stage. How to do that? Because the danger-function Di has a simple linear
structure, it is quite easy to answer this question. Let yi and xi+1 denote the next two
moves. How do they aQect Di+1? Well, yi “kills” all the “survivors” As  yi, which
means we have to subtract the sum
∑
As:yi∈As
2−us
from Di. On the other hand, xi+1 doubles the “danger” of each “survivor” As  xi+1,
that is, we have to add the sum
∑
As:xi+1∈As 2
−us back. Warning: if some “survivor” As
contains both yi and xi+1 then we do not have to give the corresponding term 2−us
back because that As was previously “killed” by yi.
14 J. Beck /Discrete Mathematics 249 (2002) 3–30
Now the natural choice for yi is that unoccupied z for which
∑
As:z∈As 2
−us achieves
its maximum. Then clearly
Di+16Di −
∑
As:yi∈As
2−us +
∑
As: xi+1∈As
2−us
6Di −
∑
As:yi∈As
2−us +
∑
As:yi∈As
2−us =Di:
In other words, Breaker can force the decreasing property D0¿D1¿D2¿ · · ·¿Dend.
This is exactly the potential technique what we were talking about before.
What Breaker really wants is to prevent his opponent from completely occupying
some A0 ∈F, that is, to avoid u0 = 0. If u0 = 0 then Dend¿ 2−u0 = 1. On the other
hand,
Dstart =D0 =
∑
A:x1∈A∈F
2−n+1 +
∑
A:x1 ∈A∈F
2−n6 |F|2−n+1¡ 1;
so by the decreasing property of the danger-function, Dend ¡ 1. This completes the
proof of the Erdo˝s–Selfridge theorem.
Theorem 2.1 is sharp. The full branches of a binary tree with n levels form an
n-uniform family of 2n−1 winning sets such that the First-Player can occupy a full
branch in n moves.
Another extremal system is the following. The board X is a (2n − 1)-element set
{w; x1; x2; : : : ; xn−1; y1; y2; : : : ; yn−1}. The family of the winning sets consists of all pos-
sible n-element subsets A of X satisfying the following two properties: (1) w∈A; (2)
A contains exactly one point from each pair {xi; yi}, i=1; 2; : : : ; n − 1. The number
of the winning sets is 2n−1; and again the First-Player can occupy a winning set in n
moves.
It would be very interesting to describe all possible extremal systems in Theorem
2.1. For example, does there exist an extremal family (i.e. n-uniform of size 2n−1) in
which the First-Player cannot occupy a winning set in n moves?
An even more interesting open problem is the following. Is it possible to replace
the exponential global condition 2n−1 in the Erdo˝s–Selfridge theorem by any weaker
but still exponential local (i.e. degree) condition?
Open Problem 3. Does there exist a constant c¿ 1 such that if F is an n-uniform
family of winning sets with maximum degree less than cn and n is su?ciently large
depending on c; then Breaker as the second player can always force a win in the
weak game on F?
What is easy to prove is a much weaker linear bound. Indeed, by the Matching
Degree Criterion (Theorem 1.5), if max-degree 6 n=2 then Breaker can force a win.
So Open Problem 3 is to jump from linear to exponential.
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Note that even if we cannot solve Open Problem 3, we can prove results in the
“right direction”.
Theorem 2.2 (“Neighborhood Principle”). Let F be an n-uniform family. Assume
that the maximum degree of F is at most 2n=100 (local condition). Moreover as-
sume that
|F|¡ 22n
(global condition). If n is su?ciently large; then Breaker; as the Second-Player; has
a winning strategy in the weak game on F.
Note that the doubly exponential global bound
|F|¡ 22n
can be replaced by the even weaker triple exponential bound
|F|¡ 222
n
;
or by the four-fold iterated exponential bound
|F|¡ 222
2n
;
and so on, if the local condition is replaced by a smaller but still exponential bound.
We just formulate the triple exponential case.
Theorem 2.3 (“Neighborhood Principle”). Let F be an n-uniform family. Assume
that the maximum degree of F is at most 2n=500 (local condition). Moreover as-
sume that
|F|¡ 222
n
(global condition). If n is su?ciently large; then Breaker; as the second player; has
a winning strategy in the weak game on F.
Note that Theorems 2.2 and 2.3 have important applications in the multidimensional
Tic-Tac-Toe. This application and the proofs of Theorems 2.2 and 2.3 will be discussed
in a forthcoming paper.
Next we give a general criterion for weak win. (Note that for strong win we do not
know anything else than the Ramsey Criterion: Theorem 1.2.) This general criterion
for weak win usually performs far better than Theorem 1.3 (Ramsey plus Copycat),
see Beck [3].
Theorem 2.4 (“Weak Win Criterion”). Assume that F is n-uniform; and let the board
X be the union set. Moreover assume that for any pair of points of the board X
there are no more than d2 =d2(F) winning sets A∈F containing both points. If
|F|¿ 2n−3 · d2 · |X |;
then Maker; as the 6rst player; has a winning strategy in the weak game on (X;F).
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Proof of Theorem 2.4. It is a straightforward adaptation of the Erdo˝s–Selfridge
weight-function proof-technique. Assume we are at that stage of the play where Maker
(the “:rst player”) already occupied x1; x2; : : : ; xi, Breaker (the “second player”) occu-
pied y1; y2; : : : ; yi, and the question is how to choose Maker’s next point xi+1. Those
winning sets which contain at least one yj (j6 i−1) are “useless” for Maker. We call
them “dead sets”. The winning sets which are not “dead” are called “survivors”. The
“survivors” have a chance to be completely occupied by Maker at the end of the play.
What is the total “chance” of this position? Consider the randomized game starting
from this given position, i.e. we randomly color the unoccupied elements of the board
X red and blue with probability p=1=2: red for Maker and blue for Breaker. Let
As ∈F be a “survivor”, and let Es denote the event that As becomes monochromatic
red in the random game. The probability of Es is clearly 2−us where us is the number of
unoccupied elements of As. We are interested in the “win-probability” Prob{
⋃
s∈S Es}.
By the inclusion–exclusion formula
Prob
{⋃
s∈S
Es
}
=
∑
s∈S
Prob{Es} −
∑
s¡t
Prob{Es ∩ Et}
+
∑
s¡t¡v
Prob{Es ∩ Et ∩ Ev} ∓ · · · :
We consider the “linear approximation”, that is, we keep the :rst term
∑
s∈S Prob{Es}
on the right-hand side. This is nothing else but the expected number of the monochro-
matic red sets. We evaluate the given position by the following “chance-function”:
Ci =
∑
s∈S 2
−us where us is the number of unoccupied points of the “survivor” As (s∈ S
=“survivors”) and index i indicates that we are at the stage of choosing the i + 1st
point xi+1 of Maker. A natural choice for xi+1 is to maximize the “chance” Ci+1 at the
next stage. Let xi+1 and yi+1 denote the next moves of the two players. How do they
aQect Ci+1? Well, :rst xi+1 doubles the “chance” of each “survivor” As  xi+1, that is,
we have to add the sum
∑
As: xi+1∈As 2
−us to Ci.
On the other hand, yi+1 “kills” all the “survivors” As  yi+1, which means we have
to subtract the sum∑
As:yi+1∈As
2−us
from Ci.
Warning: we have to make a correction to those “survivors” As which contain both
xi+1 and yi+1. These “survivors” As were “doubled” :rst and “killed” second. So what
we subtract from Ci is not∑
As:{xi+1 ;yi+1}⊂As
2−us
but twice as large∑
As:{xi+1 ;yi+1}⊂As
2−us+1:
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It follows that
Ci+1 =Ci +
∑
As:xi+1∈As
2−us −
∑
As:yi+1∈As
2−us −
∑
As:{xi+1 ;yi+1}⊂As
2−us :
Now the natural choice for xi+1 is that unoccupied z for which
∑
As:z∈As 2
−us achieves
its maximum. Then clearly
Ci+1¿Ci −
∑
As:{xi+1 ;yi+1}⊂As
2−us :
We trivally have∑
As:{xi+1 ;yi+1}⊂As
2−us6
d2
4
:
Indeed, there are at most d2 winning sets As containing the two points {xi+1; yi+1},
and 2−us6 2−2 since xi+1 and yi+1 were unoccupied points at the previous stage.
Therefore,
Ci+1¿Ci − d24 :
What happens at the end? Let l denote the number of stages, i.e. the lth stage is
the last one. Clearly l= |X |=2. Inequality Cl=Clast ¿ 0 means that Breaker could not
“kill” (block) all the winning sets. Because at the last stage all the points are occupied,
it means that Maker wins.
All what we have to check is that Cl=Clast ¿ 0. But this is trivial. Indeed, C:rst =
C0 = |F|2−n, so we have,
Clast¿ |F|2−n − |X |2
d2
4
:
It follows that Clast ¿ 0 if |F|¿ 2n−3|X |d2. This completes the proof of
Theorem 2.4.
Let us return to the Ramsey Graph Game R(s; n). A straightforward application of
Erdo˝s–Selfridge theorem gives that the Ramsey graph threshold is really exponential:
the Erdo˝s–Szekeres threshold 4n−1=
√
n cannot be replaced by 2n=2. Indeed,(
s
n
)
¡ 2(
n
2 )−1 if s=2n=2;
so we can apply the Erdo˝s–Selfridge theorem. This implies the existence of a draw
end-position in the strong Ramsey game, which is equivalent to the fact that there
is no monochromatic Kn. As a corollary we obtain that the Ramsey graph threshold
is bigger than 2n=2.
Theorem 2.5. Consider the strong Ramsey Graph Game R(s; n).
(i) If s¿ ( 2n−2n−1 ); then the First-Player has a winning strategy.
(ii) If s6 2n=2; then the Second-Player has a drawing strategy.
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Remarks. If s=2n=2 then the implementation of the Erdo˝s–Selfridge drawing strategy
requires about ( sn) ≈ slog s computing time per play. This is much smaller than 3(
s
2 ), the
running time of the “backward labeling”. On the other hand, the “backward labeling”
is the only known way to :nd a First-Player’s winning strategy (if s¿ 4n).
An important reason why the Erdo˝s–Selfridge strategy is so much more eKcient is
that it is play-speci6c. (The “backward labeling” is obviously not play-speci:c. To read
out the counter-play in the “backward labeling”, one has to extend the labeling from
the terminal positions to the whole game-graph, in spite of the fact that a particular
play covers only a very small part, a single directed maximal path, of the enormous
game-graph.)
The well-known graph Ramsey theorem states that for every n¿ 3 and k¿ 2, there
is a :nite threshold number rk(n) such that the family of winning sets in the Ram-
sey k-Graph Game Rk(s; n) has chromatic number ¿ 3 if s¿ rk(n). In that case, by
Theorem 1.2, the First-Player has a winning strategy.
We leave to the reader to formulate the analogues of Open Problems 1 and 2 for
the Ramsey k-Graph Games (k¿ 3).
What can we say about the asymptotic behaviours of the Ramsey theory threshold
numbers rk(n)?
Let towerk(x) denote the k-fold iteration of the exponential function: tower1(x)= 2x
and for k¿ 2; towerk(x)= 2towerk−1(x). So tower2(x)= 22
x
; tower3(x)= 22
2x
, and so on.
We call index k in towerk(x) the height.
For k-graphs with k¿ 3,
2n
2=6¡r3(n)¡ 22
4n
; (1)
22
n2 =6
¡r4(n)¡ 22
24n
(2)
and in general,
towerk−2(n2=6)¡rk(n)¡ towerk−1(4n): (3)
The upper bound in (3) is due to Erdo˝s and Rado, and the lower bound is due to
Hajnal.
Next we study the weak version of Rk(s; n) what we denote by weak Rk(s; n). The
Erdo˝s–Selfridge criterion applies to weak Rk(s; n) if(
s
n
)
¡ 2(
n
k )−1:
On the other hand, Theorem 2.4 implies a weak win if(
s
n
)
¿ 2(
n
k )−3
(
s
k
)
d2:
For this particular family of winning sets parameter d2 is 6 (
s
n−k−1 ): Indeed, the union
of two k-sets has at least k + 1 points.
Applying the two criterions, after some trivial computations we obtain (see
Beck [3]).
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Theorem 2.6. For every k¿ 3 there are positive constants ck and c′k such that; in the
weak Ramsey k-Graph Game weak Rk(s; n)
(i) if s6 2ck ·n
k−1
then Breaker;
(ii) if s¿ 2c
′
k ·nk then Maker has a winning strategy.
Next consider the strong game Rk(s; n).
(iii) If s6 2ck ·n
k−1
then it is a draw game;
(iv) if s¿ towerk−1(4n) then the First-Player wins.
We see that the breaking point for the weak game is between much-much closer
bounds than that of the strong version.
A very interesting consequence of Theorem 2.6 is that Theorem 1.3 (i.e. Ramsey
theory plus Copycat) fails to give the true order of the magnitude of the breaking point
for the weak win in the Ramsey k-Graph Game if k¿ 4: Indeed, by (3) the Ramsey
theory threshold rk(n) is bigger than the tower function
towerk−2(n2=6)= exp(exp(· · · exp(n2=6)))
of height k − 2. On the other hand, Maker, as the First-Player, has a weak win around
s=2n
k
; which has :xed height independently of k: Obviously towerk−2(n2=6) is asymp-
totically much bigger than s=2n
k
if k¿ 4.
Observe that for k =2 the threshold s¿ 2c
′·n2 in Theorem 2.6(ii) is trivial. Indeed,
for graphs (i.e. k =2) if s¿ ( 2n−2n−1 ) then we even have a strong win, not just a weak
win, and the Erdo˝s–Szekeres threshold ( 2n−2n−1 ) is asymptotically much smaller than
2c
′·n2 .
By using a completely diQerent argument we can replace the Erdo˝s–Szekeres strong
win threshold ( 2n−2n−1 ) ≈ 4n in Theorem 2.5(i) by the roughly square-root const · 2n for
weak win.
Theorem 2.7(i) below was independently discovered by Beck, S. Pekec and
Zs. Tuza. The following proof is due to us.
Theorem 2.7. Consider the weak Ramsey Graph Game weak R(s; n):
(i) If s¿ 2n+2; then Maker has a winning strategy. What is more; Maker can build
up a Kn of his own in less than 2n+2 moves.
(ii) If s6 2n=2; then Breaker has a winning strategy.
(iii) Breaker can always prevent Maker from building up a Kn in less than 2n=2 moves
(whatever large the board Ks is).
Note that the case (ii) is straightforward from the Erdo˝s–Selfridge theorem
(Theorem 2.1). Case (iii) can be proved by an adaptation of the Erdo˝s–Selfridge proof
technique.
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3. Proof of Theorem 2.7(i)
The proof is a combination of the standard proof-technique of the graph Ramsey
theorem with the following
Lemma. Let G=(V; E) be a simple graph (i.e. no loops and there is at most one edge
between any two points). The two players, the First-Player and the Second-Player,
alternately occupy the points of G: At the end of the play they split the vertex-set V
into two parts V ′ (First-Player’s points) and V ′′ (Second-Player’s points). Let G(V ′′)
denote the restriction of G to the vertex-set V ′′ (induced subgraph). The First-Player
can always foresee that the number of edges of G(V ′) is at most 1=4 of the number
of edges of G:
Proof of the Lemma. Actually, the following much more general statement is true.
Statement. Let X be a 6nite set; and let F be an n-uniform family of subsets of
X: The First-Player and the Second-Player alternately occupy the points of X . The
First-Player can force that at the end of the play the number of the sets A∈F
completely occupied by him is at most |F|2−n:
The proof of the Statement is almost identical to the proof of the Erdo˝s–Selfridge
theorem (Theorem 2.1). The only diQerence is that instead of picking a point of max-
imum exponential weight, the First-Player picks his next point as a point of minimum
exponential weight. We leave the details to the reader.
Finally, the Lemma is the special case n=2 of the Statement.
Consider the complete graph K2n , and let V0 be its vertex-set: |V0|=2n: Let u1 ∈V0
be an arbitrary point, then playing on K2n Maker as the First-Player can pick 2n−1 edges
incident with u1: Let V1 (⊂ V0) denote the set of the other endpoints of these 2n−1
edges of Maker: |V1|=2n−1: Consider the complete graph KV1 on vertex-set V1: The
graph KV1 does not have any edge of Maker, but it may contain some edges of Breaker:
let E1 denote the set of the edges of Breaker in KV1 . Clearly |E1|6 |V1|=2n−1: Let
G1 be the graph (V1; E1): The average degree d1 of G1 is
d1 =
2|E1|
|V1| 6 2
2n−1
2n−1
= 2:
Let u2 ∈V1 be a point with minimum degree in G1: So the degree of u2 in G1 is 6 2:
By playing on KV1 and choosing edges from the point u2 Maker as the First-Player
can trivially pick
⌈ |V1| − d1
2
⌉
(upper integral part)
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edges. These edges are all incident with u2 ∈V1; and let V2 (⊂ V1) denote the set of
the other endpoints. Clearly,
|V2|=
⌈ |V1| − d1
2
⌉
:
So
2n−2¿ |V2|¿
⌈
2n−1 − 2
2
⌉
=2n−2 − 1:
The complete graph KV2 with vertex-set V2 does not have any edge of Maker, but it
may contain some edges of Breaker: let E2 denote the set of the edges of Breaker in
KV2 . Clearly,
|E2|6 |E1|+ |V2|:
But this trivial upper bound can be substantially improved if Maker picks his⌈ |V1| − d1
2
⌉
edges incident with u2 ∈V1 (i.e. the set V2) in a clever way, namely by using the
First-Player’s strategy in the Lemma. Then Maker can guarantee the stronger inequality
|E2|6 |E1|4 + |V2|
instead of the trivial one
|E2|6 |E1|+ |V2|:
So Maker can force the upper bound
|E2|6 |E1|4 + |V2|6
|V1|
4
+ |V2|:
Let G2 be the graph (V2; E2): The average degree d2 of G2 is
d2 =
2|E2|
|V2| 6 2
( |V1|
4|V2| +
|V2|
|V2|
)
6 2 +
2n−1
2(2n−2 − 1)6 4
if n¿ 3: Let u3 ∈V2 be a point with minimum degree in G2: So the degree of u3 in
G2 is 6 4:
By playing on KV2 and choosing edges from the point u3 Maker as the First-Player
can trivially pick⌈ |V2| − d2
2
⌉
edges. Let V3 (⊂ V2) denote the set of the other endpoints of these edges of Maker:
|V3|=
⌈ |V2| − d2
2
⌉
:
So
2n−3¿ |V3|¿
⌈
2n−2 − 4
2
⌉
=2n−3 − 2:
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The complete graph KV3 does not have any edge of Maker, but it may contain some
edges of Breaker: let E3 denote the set of the edges of Breaker in KV3 . Clearly,
|E3|6 |E2|+ |V3|:
But again this trivial upper bound can be substantially improved if Maker picks his⌈ |V2| − d2
2
⌉
edges incident with u3 ∈V2 (i.e. the set V3) by using the First-Player’s strategy in the
Lemma. Then Maker can guarantee the stronger inequality
|E3|6 |E2|4 + |V3|
instead of the trivial one
|E3|6 |E2|+ |V3|:
So Maker can force the upper bound
|E3|6 |E2|4 + |V3|6
|V1|
42
+
|V2|
4
+ |V3|:
Let G3 be the graph (V3; E3): The average degree d3 of G3 is
d3 =
2|E3|
|V3| 6 2
( |V1|
42|V3| +
|V2|
4|V3| +
|V3|
|V3|
)
and so on. By iterating this argument, we have the following inequalities in general:
|Vi|¿ |Vi−1| − di−12
and
di =
2|Ei|
|Vi| 6 2
( |V1|
4i−1|Vi| +
|V2|
4i−2|Vi| +
|V3|
4i−3|Vi| + · · ·+
|Vi|
|Vi|
)
:
We are going to prove by induction that if 16 i6 n− 4; then 2n−i¿ |Vi|¿ 2n−i − 6
and di6 6:
We already proved the cases i=1 and 2:
Now assume that the inequalities hold for all 16 j6 i − 1; and want to show that
they hold for j= i as well. But this is just a trivial calculation. Indeed, by hypothesis,
|Vi|¿ |Vi−1| − di−12 ¿
(2n−i+1 − 6)− 6
2
=2n−i − 6:
Note that the upper bound 2n−i¿ |Vi| is trivial.
On the other hand, we have
di =
2|Ei|
|Vi| 6 2
( |V1|
4i−1|Vi| +
|V2|
4i−2|Vi| +
|V3|
4i−3|Vi| + · · ·+
|Vi|
|Vi|
)
6 2 +
2n−i+1
2(2n−i − 6)
(
1 +
1
2
+
1
22
+
1
23
+ · · ·
)
6 4 +
12
2n−i − 66 6
if n − i¿ 4: This completes the proofs of the inequalities 2n−i¿ |Vi|¿ 2n−i − 6 and
d16 6 if 16 i6 n− 4.
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Let un−3 ∈Vn−4 be a point with minimum degree in graph Gn−4 = (Vn−4; En−4).
So the degree of un−3 in Gn−4 is 6dn−46 6. Now playing on KVn−4 Maker as the
First-Player can trivially pick⌈ |Vn−4| − dn−4
2
⌉
¿
(24 − 6)− 6
2
=2
edges incident with un−3 ∈Vn−4. Let Vn−3 (⊂ Vn−4) denote the set of the other end-
points of these edges of Maker, and let un−2 ∈Vn−3 be an arbitrary point. It follows
from the construction (which is a slight modi:cation of the standard proof of the graph
Ramsey theorem) that any two of the (n− 2) vertices u1; u2; u3; : : : ; un−2 are joined by
an edge of Maker. This means that playing on K2n Maker can build up a Kn−2 of his
own in less than 2n moves. This proves Theorem 2.7(i).
4. Game-theoretic second moment
If Ramsey theory cannot give the precise breaking point for our Ramsey graph games
(i.e. the “strong” R(s; n); weakR(s; n); and their misVere versions) then what can we do?
Well, at the end of a play each player occupies half of the edges of Ks, so it seems a
natural idea to study the clique number of the random graph G = G(s; 12 ) where the
edge probability is 12 (i.e. we study the randomized game). It turns out that the size
of the clique number in the random graph is exactly the same as the game theoretic
thresholds of the weak and weak-misVere games (we cannot handle the strong game and
its misVere version).
The probabilistic second moment method describes the asymptotic behaviour of the
clique number !(G) of the random graph G = G(s; 12 ) with edge probability 1=2. It
turns out that !(G(s; 12 )) has an astonishingly strong concentration: !(G(s;
1
2 )) equals
the lower integral part of
2 log2 s− 2 log2 log2 s+ 2 log2 e − 1 + o(1)
with probability → 1 as n→∞.
Very recently, we succeeded to convert the probabilistic second moment method
into a game-theoretic argument (in the sense as the Erdo˝s–Selfridge theorem can be
considered as a game-theoretic 6rst moment argument). We just list some of the
results, and refer the reader to Beck [5] for the details.
For an arbitrary hypergraph H, and for the arbitrary integers p¿ 2 and m¿ 1; let
Hpm =
{ p⋃
i=1
Ai : {A1; : : : ; Ap} ∈
(
H
p
)
;
∣∣∣∣∣
p⋂
i=1
Ai
∣∣∣∣∣¿ m
}
:
In other words,Hpm is the family of all union sets ∪pi=1Ai, where {Ai; : : : ; Ap} runs over
all unordered p-tuples of distinct elements of H having at least m points in common.
Note that even if H is an ordinary hypergraph, i.e. a set has multiplicity 0 or 1 only,
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H
p
m can be a multi-hypergraph (i.e. a hyperedge can have arbitrary multiplicity, not
just 0 and 1).
For an arbitrary hypergraph H, write
T (H) =
∑
A∈H
2−|A|;
where in the summation each hyperedge A ∈H is counted with its multiplicity if H
is a multi-hypergraph.
Now we are ready to formulate our Maker’s win criterion.
Theorem 4.1. If there exists a positive integer p¿ 2 such that
T (F) ¿ p|X |+ 4p|X |(T (Fp2 ))1=p;
then Maker has an explicit winning strategy in the weak game on (X;F).
Note that if hypergraph F is almost disjoint in the sense that any two hyperedges
have at most one point in common (i.e. d2(F) = 1, see Theorem 2.4), then F
p
2 is
empty, so for almost disjoint hypergraphs Theorems 4.1 and 2.4 are basically equiva-
lent.
Applying Theorem 4.1 to the weak Ramsey game weakR(s; n) with p=4, we obtain
Theorem 4.2. Consider the game weakR(s; n). If
n¿ 2 log2 s− 2 log2 log2 s+ c1; where c1 = 2 log2 e + 1 + o(1);
then Breaker has an explicit winning strategy. On the other hand, if
n6 2 log2 s− 2 log2 log2 s+ c2; where c2 = 2 log2 e − 43 + o(1);
then Maker has an explicit winning strategy.
It follows that the game-theoretic threshold is n = 2 log2 s−2 log2 log2 s+O(1). This
is “twice as good” as the bound n = log2 s−O(1), which is a straightforward corollary
of Theorem 2.7(i). This does not mean that Theorem 4.2 “beats” Theorem 2.7(i) in
every respect: Theorem 2.7(i) is still the fastest known way to build a clique Kn on an
“unrestricted board” K∞. Indeed, if Maker restricts his moves to a clique of O(n2n=2)
vertices, then in view of Theorem 4.2, he can occupy a Kn in O(n22n) moves, which
is more than the O(2n) moves required in Theorem 2.7(i).
Note that the discrepancy between the upper and lower bounds in Theorem 4.2 is an
additive constant less than c1−c2 = 73 +o(1) ¡ 3. It follows that for every suKciently
large value of s there are at most 3 values of n for which we do not know which
player has a winning strategy in the game weakR(s; n).
One can also consider the following new variants of the Ramsey graph game (Ks is
the board, and Kn is the goal).
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The Picker–Chooser and Chooser–Picker Ramsey games: The board is the complete
graph Ks. In each round of the play Picker picks two previously unselected edges of Ks,
and oQers the pair to Chooser to choose from. Chooser chooses one of them, and the
other one goes back to Picker. There are two variants of this game. The :rst variant is
the Chooser–Picker game: here Chooser wins if he can occupy all ( n2 ) edges of some
complete subgraph Kn of Ks; otherwise Picker wins. This version of the Ramsey graph
game is denoted by CP(s; n).
Why do we consider CP(s; n) a “Ramsey game”? Well, CP(s; n) is a sequential
version of the following 1-round game: Picker divides the edge-set of Ks into two
parts, Chooser chooses one part, and the other part goes back to Picker. Chooser
wants a Kn in his own part. Chooser has a winning strategy in this 1-round game if
and only if s¿ r(n) where r(n) = r(n; n) is the usual (diagonal) Ramsey number.
Probably, the reader already noted that one can also de:ne the Picker–Chooser
version, where the only diQerence is that Picker wants a Kn of his own. That is, in the
Picker–Chooser Ramsey graph game the board is again the complete graph Ks, in each
round of the play Picker picks two previously unselected edges of Ks, Chooser chooses
one of them, and the other one goes back to Picker. In this variant Picker wins if he
occupies all ( n2 ) edges of some complete subgraph Kn of Ks; otherwise Chooser wins.
This variant of the Ramsey graph game is denoted by PC(s; n). (Of course, the Picker–
Chooser and Chooser–Picker games can be easily de:ned for arbitrary hypergraphs.)
Both variants have an achiever: the achiever is the player who wants to occupy a
winning set. The opponent is the blocker.
Observe that Theorem 1.3 is also an explicit Picker’s win criterion in the Picker–
Chooser version. It follows that if s = 2(2n−2n−1 ) then Picker (i.e. the achiever) has an
explicit winning strategy in PC(s; n). On the other hand, Ramsey theory does not seem
to imply anything for the Chooser–Picker version.
One can also play the misVere versions of the Picker–Chooser and Chooser–Picker
games. It means that the achiever loses the play when he occupies a winning set (i.e.
a Kn).
Theorem 4.2 is about the weak game. It is remarkable that exactly the same game-
theoretic threshold n = 2 log2 s − 2 log2 s + O(1) holds for each one of the remaining
:ve games: weak-misVere, PC(s; n); CP(s; n), and their misVere versions.
Similarly, for the six Ramsey k-graph games with k ¿ 3; the game-theoretic thresh-
old is the same, namely n = (k! log2 s)
1=(k−1) + O(1): (We apply Theorem 4.1 with
p = k + 2:) This is a substantial improvement on Theorem 2.6(i) and (ii).
5. Appendix. Hegedu˝s’ strategy for the strong K4-game
Let Gn=(V; E) be a simple graph on n vertices, i.e. V is the vertex-set, |V |= n,
and E is the edge-set, |E|6 ( n2 ). In particular Gn can be the complete graph Kn. The
graph Gn is going to be the ‘board’ of our Ramsey type game.
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Let k¿ 3 be an integer. We describe a 2-player game that we call the Kk -game on
Gn. In each move the two players alternately occupy a previously unselected edge of
Gn. The First-Player colors his edges red and the Second-Player colors his edges blue.
That player wins the play who can make a monochromatic complete subgraph Kk of
his own color 6rst.
A simple graph Gn is called a Ramsey graph for Kk if any 2-coloring of the edges
of Gn contains a monochromatic copy of Kk . If Gn is a Ramsey graph for Kk then
every play of the Kk -game on Gn has a winner. For example, Kn is a Ramsey graph for
Kk if n¿ r2(k); where r2(k) is the standard Ramsey graph threshold. By the classical
Erdo˝s–Szekeres bound r2(k)6 (
2k−2
k−1 ).
In view of Theorem 1.2 the First-Player has a winning strategy (strategy stealing
argument). Our object is to show an explicit winning strategy for the First-Player in the
K4-game if the ‘board’ is a suKciently large complete graph (strong Ramsey game).
By using this explicit strategy the First-Player can always win in his 15th move or
before even if the ‘board’ is an in:nite complete graph.
First we need the following almost trivial
Lemma A.1. The First-Player has an explicit winning strategy in the K3-game if the
board Gn contains a copy of K5. The First-Player can win at his 4th move or before.
Proof. We de:ne a (winning) algorithm Alg(1) on the vertices A; B; C; D; E as follows:
1. If the First-Player’s :rst move is AB, then the Second-Player can draw AE or DE;
2. If it is AC, then the Second-Player is forced to take BC;
3. If it is AD, then mate in one move.
If the Second-Player draws any other edge in his 2nd move, then the First-Player
can draw BC in his 3rd move, so by using Alg(1) the First-Player wins in 3 or 4
moves.
Remark. In the course of the proof we will often rename the same vertex with diQerent
labels.
Temporarily consider the easier weak version of the K4-game with pass. This means
that the First-Player wants to make a red K4 in a bounded number of moves and
the Second-Player simply wants to prevent the First-Player from doing so (i.e. the
Second-Player does not want to build up a blue K4). Also assume that the Second-Player
is allowed to pass, that is, doing nothing is a legal move for the Second-
Player.
Lemma A.2. The First-Player has an explicit winning strategy in the weak version
of the K4-game with pass if the board is a su?ciently large complete graph.
Proof. We de:ne a (winning) algorithm Alg(2) wich consists of four parts.
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Part(1): The First-Player makes a red triangle ABC by using Alg(1). It either takes
3 moves, or if the Second-Player makes the forced defensive move BC in his second
turn then it takes 4 moves.
A very useful parameter to analyse a play is the active time of the Second-Player. It
is the total number of moves made by the Second-Player minus his forced defensive
moves. In other words, the active time equals the total time minus the passive time.
For example, the active time of Part(1) is 3.
Part(2): The First-Player picks a new vertex D and draws the AD and BD edges.
Naturally the Second-Player is forced to draw the CD edge, so the active time is 1.
Part(3): Now there is a complete subgraph on the vertices A; B; C; D with :ve red
edges and only one blue edge (CD). The First-Player picks a new vertex P1 and
draws the AP1 edge. Then the Second-Player is forced to draw one of the three edges
BP1; CP1; DP1. Indeed, otherwise the First-Player takes BP1 and wins in his next move,
i.e. mate in two moves.
Next the First-Player picks a new vertex P2 and draws the AP2 edge. Just like before,
the Second-Player is forced to draw one of the three edges BP2; CP2; DP2 (otherwise
the First-Player takes BP2 and wins in his next move: mate in two moves).
Similarly, the First-Player picks P3; P4; P5. The active time of Part(3) is zero because
the Second-Player is always forced to make defensive moves.
Part(4): The First-Player makes a triangle on P1; P2; P3; P4; P5 by using Alg(1). It
is easy to see that the active time is 1.
At the end of Alg(2) the First-Player makes a red K4 subgraph which consists of
the triangle of Part(4) and the fourth vertex is A. It takes him at most 15 moves, and
the active time is at most 3 + 1 + 1=5.
Let us return to our main goal: the strong K4-game. If the First-Player follows Alg(2)
then the active time of the Second-Player is at most 5. A blue K4 requires 6 edges,
so while he is fending oQ Alg(2) used by the First-Player, the Second-Player does
not have time to make a successful attack somewhere else far away on the board to
build up a blue K4. The Second-Player has only one option to win: he need to use
at least one of his forced defensive edges (“passive time”) in his winning attack. We
show that the Second-Player cannot succeed if the First-Player is smart enough. This
requires some detailed case study.
Theorem A.1 (L. Hegedu˝s). Playing the strong K4-game; in his 15th move or before
the First-Player can achieve two goals: he can make a red K4; and at the same
time he can prevent the Second-Player from making a blue K4. Again the board is
a su?ciently large complete graph; say K100 or larger.
Proof. We have to make a careful case study of Alg(2) (see Lemma 3). There are
three substantially diQerent types of Part(1; 2).
L(1): The First-Player makes a red triangle in his :rst three moves. Then he chooses
that vertex of this red triangle which has the maximum number of blue edges, and
calls it A. Next he joins a new vertex D to A, and follows Part(2).
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L(2): After Alg(1) the First-Player can draw both of the BD and CD edges. This
is the same situation as that of after L(1).
L(3) and L(4): At the end of Alg(1) the Second-Player draws the CD edge.
Consider Part(3) in the cases L(1; 2): the players completed the K4 on ABCD where
CD is the only blue edge, and four more blue edges: b1; : : : ; b4. We can assume that
the blue degree of A is greater or equal to the blue degree of B. When the First-Player
attacks with the APx edge and the Second-Player defends with say CPx (or DPx),
then the First-Player draws DPx (or CPx) and the Second-Player is forced to draw
BPx. If they do the same thing with another Py (y = x) then the First-Player will
draw PxPy as the last missing edge of a K4, so the Second-Player can do it only
once.
During Part(3) if the Second-Player draws a nondefensive edge then the First-Player
can complete a red K4 in two moves. This is true during Part(4) as well, so the
Second-Player should attack more. The Second-Player needs at least one of his defen-
sive edges to this attack. There should be a subgraph H : four vertices, no red edge
and at least four blue edges between them.
Assume that the Second-Player uses CD. If there are two or more edges bx incident
to ABCD, then one of them must be incident to A. So if both C and D are in
H (V (H)= {CDKL}), then the :fth blue edge is b1 =AK . When the Second-Player
draws the :fth blue edge of CDKL, then the First-Player will color the sixth one by
red. Since AC and AD are red, the blue b1 is ‘harmless’.
If there is only one vertex of H on the CD edge, let it be C, then b1; : : : ; b4 must
be the edges of H: This means that only one of them is joined to C, so the four edges
are: CK; KL; KM; LM . When the Second-Player draws edge CL, then the First-Player
will draw CM; and when the Second-Player draws DK or PxK , then the First-Player
will draw DL and PxL. There is no more blue edge joined to H .
Now assume that the Second-Player does not use CD. Then he has to use one of
the Px’s. BPx cannot be the fourth edge of H (there would be more blue neighbours
of B than that of A). So there must be three blue edges: CK; CL; KL. The fourth one
must be the AK. If CPx is blue, then APx; DPx are red, and the Second-Player can
attack only twice: with KPx, then the First-Player answers LPx, and with DK, then the
First-Player draws DL.
During Part(4) the First-Player can keep his one turn advantage.
Finally let us study the situation after L(3). Relabeling the vertices, if necessary, we
have:
L(3) 1: AC; AL; 2: AK; CK ; 3: AB; BK ; 4: BC; ?;
or,
L(4) 1: AC; BL; 2: AK; CK ; 3: AB; BK ; 4: BC; ?:
Now we are in that stage of the play where the two players decide about which one
of the vertices A; B; C will be joined to D by a blue edge. In the fourth turn of L(3)
the Second-Player draws a blue edge. If it is joined to one of the vertices A; B; C then
the First-Player joins this vertex to D with a red edge, otherwise he draws BD. When
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the Second-Player joins another vertex of ABC to D then the First-Player will join the
last one. The graph of the :rst :ve blue edges always forms a path or two separated
paths with some red edges between them. So the Second-Player cannot do anything
with it.
In L(4): a blue BD could be dangerous for the First-Player. So he draws
5: BD; CD; 6: AD; −;
Now the Second-Player can draw two more blue edges. He needs a subgraph H as
above. It should contain CDK or BKL and a fourth vertex M .
Assume :rst that V (H)= {C;D; K;M} and H has four blue edges. During Part(3)
or Part(4) the Second-Player can draw the :fth edge of it, but the First-Player will
draw the sixth one and the Second-Player has only one more chance to make the play
longer by a new turn.
Now assume that V (H)= {B; K; L;M}. The Second-Player can do the same thing
again, and if KLM is blue, and say BM is red, then he can draw CK (or CL) forcing
the First-Player to draw CL. After this he can draw DM (or DK, but it loses quickly)
forcing the First-Player to draw DK and MPx or KPx which is the last forcing move
of him (if he had drawn CPx).
Finally, let us see what happens in L(4) if the Second-Player draws AD instead
of CD. The First-Player draws CD, the Second-Player draws something else in the
sixth move and the First-Player draws BP1 in the seventh one. This is dangerous for
the First-Player only if there is a blue triangle containing vertex C. In this case the
First-Player prefers to draw CP1 instead of BP1 (seventh turn). If there is also a triangle
containing vertex B, then the Second-Player has to draw KL and CL in the fourth and
in the sixth turns. The First-Player does not like this, so he chooses another end-play.
In the sixth turn he picks a new vertex D1 and draws BD1.
6: −; AD1; 7. BD2; AD2; 8. BD3, ?;
If the Second-Player draws AD3 then the First-Player can make a triangle on C;D;D1;
D2; D3 by using Alg(1). So :nally, he draws CDy, then the First-Player can draw ADy
and the rest is the same as above. This completes the proof of Hegedu˝s’ theorem.
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