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Notations et abréviations
Notations générales
x : point de R3
dx : mesure de volume, dx = dx1dx2dx3
 : tenseur des contraintes de Cauchy
" : tenseur des déformations
C : tenseur d’élasticité
S : tenseur des souplesses
u : champ de déplacement
ru : gradient de u
(ru)T : transposée du gradient de u
E : espérance mathématique
ij : symbole de Kronecker, = 1 si i = j, = 0 si i 6= j
T : tenseur réel de R3
kTkF : norme de Frobenius de T

 : produit tensoriel
: : produit de contraction double
Notations spéciﬁques

 : domaine ouvert borné de R3
@
 : bord du domaine 

j
j : mesure du domaine 

n : normale unitaire, extérieure à 

A : tenseur de localisation des déformations
B : tenseur de concentration des contraintes
Se : tenseur des souplesses eﬀectives
Ce : tenseur d’élasticité eﬀective
Cmacro : tenseur d’élasticité à l’échelle macroscopique
Cmeso : champ stochastique d’élasticité apparent à l’échelle mésoscopique

macro : domaine macroscopique
@
macro : bord du domaine 
macro
macro : partie du bord @
macro où s’applique une condition de Neumann
 macro : partie du bord @
macro où s’applique une condition de Dirichlet
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fmacro : densité surfacique de force sur macro
umacro : champ de déplacement à l’échelle macroscopique
umacroexp : champ de déplacement expérimental à l’échelle macroscopique
"macro : champ des déformations à l’échelle macroscopique
"macroexp : champ des déformations expérimentales à l’échelle macroscopique
macro : champ des contraintes de Cauchy à l’échelle macroscopique
nmacro : normale unitaire, extérieure à 
macro
Amacro : ensemble admissible à l’échelle macroscopique

meso : sous-domaine à l’échelle mésoscopique
j
mesoj : mesure du domaine 
meso
@
meso : bord du domaine 
meso
Umeso : champ stochastique de déplacement à l’échelle mésoscopique
umesoexp : champ de déplacement expérimental à l’échelle mésoscopique
3meso : champ stochastique des déformations à l’échelle mésoscopique
3mesoexp : champ des déformations expérimentales à l’échelle mésoscopique
meso : champ stochastique des contraintes à l’échelle mésoscopique
Bmeso : ensemble admissible à l’échelle mésoscopique
3meso : moyenne volumique du champ stochastique des déformations à
l’échelle mésoscopique
3mesoexp : moyenne volumique du champ des déformations expérimentales à
l’échelle mésoscopique
mesoexp : paramètre quantiﬁant le niveau de ﬂuctuations du champ des
déformations mesurées à l’échelle mésoscopique
meso : paramètre quantiﬁant le niveau de ﬂuctuations du champ
stochastique des déformations à l’échelle mésoscopique
Abréviations
CCD : Charge Coupled Device
EF : Éléments Finis
HCH : Homogénéisation en Contraintes Homogènes
HDH : Homogénéisation en Déformations Homogènes
MEB : Microscopie Électronique à Balayage
VER : Volume Élémentaire Représentatif
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CHAPITRE 1. INTRODUCTION GÉNÉRALE
1.1 Contexte et objectifs de la recherche
Dans le cadre de l’élasticité linéaire 3D des microstructures complexes qui ne peuvent pas
être simplement décrites en terme de constituants et en présence d’interfaces multiples
ne pouvant pas non plus être simplement modélisées, telles que par exemple des tissus
biologiques, une voie possible d’étude de modélisation consiste à construire une modélisa-
tion stochastique du champ d’élasticité apparent à l’échelle mésoscopique. On peut alors
utiliser, par exemple, ces modélisations dans le cadre de changement d’échelle pour ob-
tenir des propriétés mécaniques à l’échelle macroscopique. Dans ce contexte, la question
majeure est celle de l’identiﬁcation expérimentale par résolution d’un problème statistique
inverse de la modélisation stochastique introduite pour le champ d’élasticité apparent à
l’échelle mésoscopique. Cette identiﬁcation expérimentale permet non seulement de vali-
der la modélisation mais encore de la rendre utile pour des matériaux existants ayant une
microstructure complexe. Le présent travail de recherche est une contribution proposée
dans ce cadre pour lequel l’expérimentation et validation expérimentale sont faites sur de
l’os cortical.
Les objectifs de cette recherche sont donc les suivants :
 Proposer et développer une méthodologie d’identiﬁcation expérimentale multi-échelle
du champ stochastique d’élasticité apparent de la microstructure à l’échelle mésosco-
pique, basée sur des mesures simultanées d’imagerie de champ de déplacements à
l’échelle mésoscopique et à l’échelle macroscopique d’un même échantillon soumis à
un chargement statique.
 Valider la méthodologie sur des "matériaux numériques" choisis dans le cadre des hy-
pothèses retenues et pour lesquels les données expérimentales sont simulées numéri-
quement. La solution du problème inverse étant alors connue, on peut ainsi valider la
méthode d’identiﬁcation proposée.
 Construire une base de données expérimentales d’imagerie de champ de déplacements
aux deux échelles macroscopique et mésoscopique pour un matériau réel qui sera consti-
tué dans ce travail d’os cortical.
 Identiﬁcation expérimentale et validation de la méthodologie proposée du champ sto-
chastique d’élasticité apparent de la microstructure à l’échelle mésoscopique pour ce
matériau réel.
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1.2 Positionnement de la recherche
A la ﬁn des années 90, avec les développements rapides de caméras CCD (Charge Cou-
pled Device), les techniques d’imagerie de champs telles que la corrélation d’images ont
permis de réaliser des mesures de champ de déplacements et d’identiﬁer des propriétés
mécaniques de matériaux homogènes ou non homogènes. L’identiﬁcation expérimentale
des paramètres d’un matériau par l’imagerie de champ a été introduite et développée dans
de nombreux travaux (Kahnjetter et al., 1994; Vendroux et Knauss, 1998a; Vendroux et
Knauss, 1998b; Hild et al., 1999; Chevalier et al., 2001; Calloch et al., 2002; Geymonat
et al., 2002; Hild, 2002; Hild et al., 2002; Roux et al., 2002; Geymonat et Pagano, 2003;
Besnard et al., 2006; Hild et Roux, 2006; Avril et al., 2008a; Avril et al., 2008b; Rethore
et al., 2008; Roux et Hild, 2008; Bornert et al., 2009; Bornert et al., 2010; Hild et Roux,
2012), et aussi par (Jeulin, 1987; Jeulin, 1989; Jeulin, 2001; Madi et al., 2007) pour l’iden-
tiﬁcation expérimentale de morphologies des microstructures.
Dans les années 2000, des travaux ont été menés concernant l’identiﬁcation statistique
inverse de modèles stochastiques de champ d’élasticité pour des milieux élastiques hété-
rogènes, isotropes ou anisotropes, à l’échelle macroscopique ou à l’échelle mésoscopique
pour des matériaux ayant des microstructures complexes ne relevant pas d’une descrip-
tion en terme des constituants, et pour lesquels les premières approches stochastiques
multi-échelles ont été introduites. Voir (Desceliers et al., 2006; Ghanem et Doostan, 2006;
Desceliers et al., 2007; Marzouk et al., 2007; Arnst et al., 2008; Das et al., 2008; Das
et al., 2009; Guilleminot et al., 2009; Soize, 2010; Ta et al., 2010; Soize, 2011). Les mé-
thodes probabilistes proposées pour résoudre le problème statistique inverse pour des
champs en très grande dimension stochastique au travers des problèmes aux limites, avec
des données expérimentales de champ ou des données expérimentales partielles et limi-
tées, s’appuient sur des outils statistiques (méthode des moindres carrés, méthodes du
maximum de vraisemblance, matrice de Fisher, méthode de Bayes, etc, voir par exemple
(Lawson et Hanson, 1974; Serﬂing, 1980; Bowman et Azzalini, 1997; Walter et Pronzato,
1997; Beck et Katafygiotis, 1998; Bernardo et Smith, 2000; Spall, 2003; Kaipio et So-
mersalo, 2005; Congdon, 2007; Carlin et Louis, 2009; Tan et al., 2010)) et des méthodes
probabilistes avancés (réduction de la dimension stochastique par les développements de
Karhunen-Loève, représentation des champs sur les chaos polynomiaux, méthodes spec-
trales avancées et méthodes d’échantillonage pour les solveurs stochastiques, etc, voir par
exemple (Loève, 1977; Rubinstein, 1981; Ghanem et Spanos, 1991; Nouy, 2008; Le Maitre
et Knio, 2010)). L’utilisation combinée de ces méthodes avancées a donné lieu à des tra-
vaux récents concernant l’identiﬁcation en inverse de champs stochastiques non gaussiens
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à valeurs scalaires ou à valeurs tensorielles, en petite dimension ou en grande dimension
stochastique, voir par exemple (Das et al., 2008; Desceliers et al., 2009; Ma et Zabaras,
2009; Marzouk et Najm, 2009; Arnst et al., 2010; Das et al., 2010; Soize, 2010; Cottereau
et al., 2011; Soize, 2011; Desceliers et al., 2012; Clouteau et al., 2013).
Dans le cadre de la mécanique des matériaux, les méthodes d’identiﬁcation multi-échelle
des champs stochastiques non gaussiens à valeurs tensorielles et en grande dimension
stochastique, à partir de mesures de champ de déplacement sont embryonnaires. Dans
ce travail de recherche, nous proposons une méthodologie d’identiﬁcation d’une modéli-
sation stochastique prior du champ de tenseur d’élasticité apparent à l’échelle mésosco-
pique pour une microstructure élastique hétérogène anisotrope qui ne peut, a priori, être
décrite en terme de constituants. Le modèle stochastique prior, qui sera en grande dimen-
sion stochastique, sera paramétré par un petit nombre de paramètres tels que le tenseur
d’élasticité moyen à l’échelle mésoscopique, les longueurs de corrélation et un paramètre
contrôlant le niveau de ﬂuctuations statistiques du champ. L’identiﬁcation de ce modèle
stochastique prior revient alors à identiﬁer les valeurs optimales des paramètres ci-dessus
par résolution d’un problème inverse qui requiert des mesures expérimentales réalisées
simultanément aux deux échelles macroscopique et mésoscopique sur un seul échantillon,
sachant que l’échantillon est soumis à une charge statique connue à l’échelle macroscopique
lors de l’essai.
1.3 Méthodologie de la recherche
La méthodologie de la recherche (dont l’objectif est un problème d’identiﬁcation expéri-
mentale de la modélisation stochastique du champ d’élasticité apparent à l’échelle méso-
scopique d’une microstructure complexe) a été guidée principalement par la nature des
mesures disponibles après avoir décidé de la procédure expérimentale.
Il est à noter que la méthodologie esquissée ci-dessous résulte de nombreux tâtonnements
préalables qui ont donné lieu à plusieurs développements qui n’ont pas abouti et qui ne
seront pas reproduits dans ce mémoire.
Avant d’expliciter cette ligne directrice, nous précisons plusieurs points importants pour
la compréhension de la méthode proposée.
(i) Tout d’abord, précisons que cette recherche constitue une première phase de déve-
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loppement, consistant à identiﬁer un modèle stochastique prior du champ d’élasticité
apparent à l’échelle mésoscopique de la microstructure. Ce modèle stochastique prior
sera classiquement paramétré par le tenseur d’élasticité moyen (à l’échelle mésosco-
pique) et par des paramètres liés à la description statistique telle que les échelles de
corrélation spatiale du champ et les paramètres qui quantiﬁent le niveau de ﬂuctuations
statistiques autour du champ moyen. Ainsi, le problème d’identiﬁcation du modèle sto-
chastique prior revient à identiﬁer en inverse la valeur optimale des paramètres inconnus
introduits dans ce modèle stochastique prior. Une second phase de développement, qui
n’a pas été abordée dans ce travail, consisterait à construire, à partir du modèle sto-
chastique prior optimal (celui qui a été identiﬁé expérimentalement dans la première
phase), un modèle stochastique posterior.
(ii) D’autre part, le contexte des mesures expérimentales est celui de mesures optiques
pour obtenir une imagerie des champs de déplacement aux échelles macroscopique et
mésoscopique. La spéciﬁcation suivie dans le contexte de ce cadre expérimental est le
suivant :
(ii.1) Les mesures aux deux échelles sont eﬀectuées simultanément sur un seul échan-
tillon.
(ii.2) L’échantillon est mis sous charge statique et pour l’état d’équilibre correspondant,
on procède, d’une part à une mesure du champ des déplacements à l’échelle macro-
scopique de l’échantillon et d’autre part, à une mesure du champ des déplacements
à l’échelle mésoscopique pour un sous-domaine pré-déﬁni inclus dans l’échantillon et
correspondant à un volume élémentaire représentatif (VER) (il est donc tacitement
supposé qu’il y a séparation de l’échelle mésoscopique et de l’échelle macroscopique).
(iii) La procédure expérimentale choisie est telle que, à l’échelle mésoscopique, on connaît
le champ des déplacements dans le VER et sur son bord mais évidemment on ne mesure
pas les forces sur l’interface qui constitue le bord du VER.
Dans les conditions expérimentales ainsi spéciﬁées, le problème inverse (à l’échelle mé-
soscopique) formulé à partir du problème d’élasticité linéaire sur le VER pour lequel le
déplacement sur le bord est mesuré et pour lequel le champ des déformations dans le VER
est aussi mesuré, permettrait, a priori d’identiﬁer les paramètres liés à la description sta-
tistique du champ stochastique prior. Toutefois, en général, ce problème aux limites ne
permet pas d’identiﬁer le tenseur d’élasticité moyen à l’échelle mésoscopique. Cette diﬃ-
culté nous a conduit à élaborer une méthodologie d’identiﬁcation à double échelles, d’une
13
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part de la modélisation macroscopique de l’échantillon et d’autre part, de la modélisation
mésoscopique d’un VER, basée sur des mesures expérimentales à ces deux échelles obte-
nues suivant la procédure évoquée ci-dessus.
La méthodologie d’identiﬁcation expérimentale développée consiste donc à introduire plu-
sieurs indicateurs qui permettront de formuler un problème d’optimisation multi-objectif.
Ces indicateurs au nombre de trois permettront :
 de quantiﬁer l’écart entre le champ des déformations mesurées à l’échelle macrosco-
pique de l’échantillon et le champ des déformations macroscopiques calculées à l’aide
du problème aux limites d’élasticité linéaire 3D homogène qui modélise la conﬁguration
expérimentale de l’échantillon (échelle macroscopique) soumis au chargement et aux
conditions aux limites en déplacement. Pour ce problème aux limites macroscopique, le
tenseur d’élasticité est inconnu et doit être identiﬁé ;
 de quantiﬁer l’écart entre les ﬂuctuations du champ des déformations mesurées à l’échelle
mésoscopique dans le VER et les ﬂuctuations statistiques du champ des déformations
mésoscopiques calculées à l’aide du problème aux limites stochastiques d’élasticité li-
néaire 3D non homogène et anisotrope, qui modélise le comportement mésoscopique
du VER soumis à une condition de Dirichlet sur son bord (valeurs des déplacements
mesurées sur le bord) et pour lequel les paramètres du modèle stochastique prior du
champ d’élasticité apparent sont inconnus et doivent être identiﬁés ;
 de quantiﬁer l’écart entre, d’une part le tenseur d’élasticité du problème aux limites qui
modélise la conﬁguration expérimentale de l’échantillon à l’échelle macroscopique et
d’autre part, le tenseur eﬀectif d’élasticité résultant de l’homogénéisation stochastique
sur le VER.
1.4 Organisation du mémoire
Le mémoire est organisé en 6 chapitres incluant ce premier chapitre, suivis de conclusions
et perspectives, puis des références bibliographiques.
Le chapitre 2 est consacré à un très bref rappel sur des méthodes d’homogénéisation en
élasticité linéaire pour une microstructure hétérogène. L’objectif de chapitre est de rap-
peler les notations et les deux méthodes que nous utiliserons dans les chapitre 3 et 4
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pour construire la fonction coût multi-objectif du problème d’optimisation qui permet de
résoudre le problème statistique inverse de l’identiﬁcation expérimentale du champ sto-
chastique d’élasticité apparent de la microstructure hétérogène à l’échelle mésoscopique.
Le chapitre 3 est dédié au développement d’une méthodologie pour l’identiﬁcation expé-
rimentale multi-échelle du champ stochastique d’élasticité apparent de la microstructure
à l’échelle mésoscopique. Le problème inverse statistique multi-échelle lié à cette identi-
ﬁcation expérimentale est formulé en terme d’un problème d’optimisation multi-objectif.
La fonction coût sera constituée de trois indicateurs, l’un lié à l’échelle macroscopique,
un autre à l’échelle mésoscopique et enﬁn un troisième qui relie le changement d’échelle
mésoscopique-macroscopique en terme d’homogénéisation stochastique. La méthodologie
présentée dans le cadre général de l’élasticité linéaire anisotrope non homogène. Cette
méthodologie sera appliquée directement au chapitre 4 pour le cas de l’élasticité 2D en
contraintes planes qui correspond à la situation expérimentale développée dans ce travail.
Le chapitre 4 est fait l’articulation entre la méthode générale présentée au chapitre 3 et
l’expérimentation présentée au chapitre 5 qui est dédié à des mesures expérimentales re-
levant d’une modélisation élastique linéaire 2D en contraintes planes. Le chapitre 3 sera
donc appliqué pour un domaine qui sera 2D avec une hypothèse de contraintes planes.
La modélisation stochastique prior du champ d’élasticité apparent de la microstructure
hétérogène à l’échelle mésoscopique sera explicitée. Comme on sera dans un cadre 2D en
contraintes planes, on construira en premier lieu le modèle stochastique prior du champ
des souplesses apparentes. On en déduit par inversion la modélisation stochastique prior
du champ d’élasticité apparent. Muni de la méthodologie de résolution du problème in-
verse statistique et de la modélisation stochastique prior, on présentera les aspects liés
à la numérisation et à l’algorithmie de la résolution du problème d’optimisation. Enﬁn,
nous présenterons deux exemples qui permettront une première validation de la méthode
proposée en utilisant comme données expérimentales des données obtenues par simulation
numérique.
La campagne expérimentale et les résultats de mesures obtenus pour de l’os cortical sont
présentés au chapitre 5. On explicitera la méthodologie des mesures de champ par corré-
lation d’images et le protocole expérimental qui a été mis au point au laboratoire LMS
de l’Ecole Polytechnique pour des mesures sur l’os cortical. On y présente les résultats
expérimentaux de mesures de champ de déplacement aux deux échelles macroscopique et
mésoscopique, puis leur traitement pour obtenir les champs de déformations associées à
ces deux échelles.
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Enﬁn, le chapitre 6 concerne la validation expérimentale de la méthode d’identiﬁcation
proposée dans le cadre de l’élasticité linéaire 2D en contraintes planes de l’os cortical. Ce
chapitre est basé sur l’utilisation de la formulation du chapitre 4 et des mesures expéri-
mentales présentées au chapitre 5.
Le mémoire se termine par des conclusions et perspectives suivis des références bibliogra-
phiques.
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CHAPITRE 2. RAPPEL SUR DES MÉTHODES D’HOMOGÉNÉISATION EN
ÉLASTICITÉ LINÉAIRE POUR LES MICROSTRUCTURES HÉTÉROGÈNES
2.1 Introduction
Dans ce chapitre, on présente un très bref rappel de deux méthodes principales d’ho-
mogénéisation pour des matériaux ayant une microstructure hétérogène à comportement
élastique linéaire a priori anisotrope. On se limite au strict nécessaire dans le but d’intro-
duire les notations et de rappeler les terminologies qui seront utilisées dans les chapitres
3 et 4.
2.2 Méthodes d’homogénéisation en élasticité linéaire
A l’échelle des hétérogénéités, les microstructures des matériaux sont généralement consi-
dérées comme hétérogènes. Le calcul du comportement d’une structure à l’échelle ma-
croscopique, constituée de tels matériaux, ne peut pas être mené dans l’état actuel des
connaissances en utilisant une modélisation globale à l’échelle des hétérogénéités de la
structure. Du reste dans la mesure où il y a séparation des échelles microscopique (ou mé-
soscopique) et macroscopique (existence d’un volume élémentaire représentatif (VER)),
une telle approche ne serait pas du tout eﬃcace. Dans ce cadre, des techniques d’ho-
mogénéisation, qui sont des techniques de changement d’échelle micro-macro, ont été
développées et se sont révélées très eﬃcaces dans le cas de l’élasticité linéaire présen-
tement considéré (et aussi en non linéaire). Dans ce chapitre, nous limitons le rappel à
la méthodologie d’homogénéisation qui consiste à introduire un VER puis à déﬁnir un
milieu homogène équivalent de même géométrie que le VER. Pour limiter l’exposé, nous
ne ferons pas de rappel sur les méthodes asymptotiques pour diﬀérentes situations de
changement d’échelle et nous renvoyons le lecteur, par exemple, à : (Sanchez-Palencia,
1980; Sanchez-Palencia et Zaoui, 1985; Meguid et Kalamkarov, 1994; Ghosh et al., 1996;
Andrews et Wright, 1998; Forest et al., 2001; Yu et Tang, 2007). Concernant la méthode
d’homogénéisation faisant l’objet de ce rappel, mais aussi l’homogénéisation stochastique
et des aspects inélastiques, et sans vouloir être exhaustif, on réfère le lecteur aux tra-
vaux suivants : (Willis, 1964; Asaro, 1983; Francfort et Murat, 1986; Suquet, 1987; Sab,
1992; Boutin, 1996; Suquet, 1997; Christensen, 1998; Forest et Sab, 1998; Pradel et Sab,
1998; Nemat-Nasser et Hori, 1999; Forest et al., 2000; Bornert et al., 2001; Jeulin, 2001;
Torquato, 2002; Zaoui, 2002; Cailletaud et al., 2003; Kanit et al., 2003; Bourgeat et Piat-
nitski, 2004; Sab et Nedjar, 2005; Weinberger et al., 2005; Florence et Sab, 2006; Wriggers
et Moftah, 2006; Ostoja-Starzewski, 2008; Sakata et al., 2008; Soize, 2008; Xu et Chen,
2009; Tootkaboni et Graham-Brady, 2010; Miled et al., 2011).
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Dans le chapitre 3, nous proposons une méthode d’identiﬁcation multi-échelle (méso-
macro) adaptée à l’identiﬁcation du champ stochastique d’élasticité à l’échelle mésosco-
pique de microstructures complexes, ne pouvant pas a priori être décrite en terme de
constituants, telles que les tissus biologiques. Nous verrons que cette méthode d’identiﬁ-
cation sera basée sur la résolution d’un problème d’optimisation multi-objectif par rapport
à des paramètres vectoriels décrivant les modélisations aux échelles macroscopique et mé-
soscopique. Une des composantes de la fonction coût du problème d’optimisation multi-
objectif fera intervenir le tenseur d’élasticité eﬀectif à l’échelle macroscopique résultant
de l’homogénéisation stochastique du VER à l’échelle mésoscopique. Il est donc néces-
saire d’utiliser une méthode d’homogénéisation que nous avons choisie dans la classe des
méthodologies utilisant un VER. Nous avons retenu deux méthodes d’homogénéisation :
l’homogénéisation en contraintes homogènes (HCH) et la méthode d’homogénéisation en
déformations homogènes (HDH). Dans le cas général de l’élasticité linéaire tridimension-
nelle, l’utilisation de l’une ou l’autre est indiﬀérente. Aﬁn de ﬁxer les idées sur les échelles
et les dimensions du VER qui seront utilisées pour la validation expérimentale présen-
tée au chapitre 6 sur la base de données expérimentales présentées au chapitre 5, nous
donnons ci-après quelques ordres de grandeurs. Les mesures seront eﬀectuées sur de l’os
cortical, en 2D, et avec une hypothèse de modélisation en contraintes planes. Dans ce cas,
la méthode HCH est mieux adaptée. Cette application présentée au chapitre 5, relatif au
tissu biologique de l’os cortical, aura un VER 2D de dimension 11mm2, les ﬂuctuations
à l’échelle mésoscopique étant mesurées avec une résolution de l’ordre de 10m, et l’échan-
tillon macroscopique aura une dimension de l’ordre de 1  1cm2, la résolution spatiale à
l’échelle macroscopique étant donc de 1mm (l’échantillon physique de l’os cortical, mis en
compression pour lequel on observe une face, sera un cube de dimension 1 1 1cm3).
Le rappel ci-dessous, qui concerne les méthodes d’homogénéisation en contraintes homo-
gènes et en déformations homogènes, est rédigé en suivant la référence (Bornert et al.,
2001).
On considère le VER correspondant à un domaine ouvert borné 
 de R3 (typiquement un
cube), de point générique x = (x1; x2; x3). On note @
 son bord dont la normale unitaire
au point x, extérieure à 
, est notée n(x). Soit u = (u1; u2; u3) le champ de déplacements
déﬁni sur 
. En tout point x, le tenseur des déformations linéarisées est noté "(x) = 1
2
(ru+
(ru)T ). Le matériau occupant le VER est élastique linéaire non homogène et anisotrope.
En chaque point x, le tenseur d’élasticité est noté C(x) = fCijkh(x)g1ijkh3. En tout
point x, la loi de comportement s’écrit donc
(x) = C(x) : "(x) ; (2.1)
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où (x) est le tenseur des contraintes de Cauchy. Enﬁn, pour k et h dans f1; 2; 3g, on
introduit le tenseur du second ordre symétrique dkh déﬁni, pour 1  p  q  3, par
fdkhgpq = 1
2
(pk qh + ph qk) ; (2.2)
où  désigne ci-dessus le symbol de Kronecker. L’examen de l’Eq. (2.2) montre la propriété
de symétrie en k et h : dkh = dhk.
Homogénéisation en contraintes homogènes.
Pour 1  k  h  3, on introduit la famille de problèmes aux limites d’élasticité linéaire
statique 3D formulés en déplacement u, avec une condition aux limites de Neumann,
  div  = 0 dans 
 ; (2.3)
 n = dkh n sur @
 ; (2.4)
où la loi de comportement est déﬁni par l’Eq. (2.1) et le tenseur dkh par l’Eq. (2.2). Pour
k et h ﬁxés, on note ukh = fukh(x); x 2 
g la solution du problème aux limites déﬁni
par les Eqs. (2.1) à (2.4). Soit "kh(x) = "(ukh(x)) le tenseur des déformations associées et
kh(x) = C(x) : "kh(x) le tenseur des contraintes associées. La méthode d’homogénéisation
en contraintes homogènes (HCH) consiste alors, pour tout x dans 
, à calculer le tenseur
du quatrième ordre de concentration des contraintes, noté B(x), tel que, pour tout p; q; k
and h dans f1; 2; 3g, on ait
Bpqkh(x) = fkh(x)gpq : (2.5)
Les composantes fSegijkh du tenseur du quatrième ordre des souplesses eﬀectives, Se ,
sont telles que, pour tout i; j; k et h dans f1; 2; 3g,
fSegijkh = 1j
j
Z


fS(x)gijpq fB(x)gpqkh dx ; (2.6)
dans laquelle j
j est la mesure de 
 et où fS(x)gijpq sont les composantes du tenseur des
souplesses S(x) qui est tel que S(x) = C(x) 1.
Homogénéisation en déformations homogènes.
Pour 1  k  h  3, on introduit la famille de problèmes aux limites d’élasticité linéaire
statique 3D formulés en déplacement u, avec une condition aux limites de Dirichlet,
  div  = 0 dans 
 ; (2.7)
u = dkh x sur @
 ; (2.8)
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où la loi de comportement est déﬁni par l’Eq. (2.1) et le tenseur dkh par l’Eq. (2.2). Pour
k et h ﬁxés, on note ukh = fukh(x); x 2 
g la solution du problème aux limites déﬁni par
les Eqs. (2.1), (2.2), (2.7) et (2.8). Soit "kh(x) = "(ukh(x)) le tenseur des déformations
associées. La méthode d’homogénéisation en déformations homogènes (HDH) consiste
alors, pour tout x dans 
, à calculer le tenseur du quatrième ordre de localisation des
déformations, noté A(x), tel que, pour tout p; q; k and h dans f1; 2; 3g, on ait
Apqkh(x) = f"kh(x)gpq : (2.9)
Les composantes fCegijkh du tenseur du quatrième ordre d’élasticité eﬀective, Ce , sont
telles que, pour tout i; j; k et h dans f1; 2; 3g,
fCegijkh = 1j
j
Z


fC(x)gijpq fA(x)gpqkh dx ; (2.10)
dans laquelle j
j est la mesure de 
 et où fC(x)gijpq sont les composantes du tenseur
d’élasticité.
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3.1 Introduction
Les méthodes inverses pour l’identiﬁcation expérimentale des propriétés élastiques des
matériaux à l’échelle macroscopique et/ou à l’échelle mésoscopique ont fait l’objet de très
nombreux travaux.
Ainsi, l’identiﬁcation expérimentale des morphologies des microstructures par imagerie a
commencé dans les années 80 (voir par exemple (Jeulin, 1987; Jeulin, 1989; Jeulin, 2001)).
L’imagerie de champs a permis des progrès considérables pour l’identiﬁcation des proprié-
tés mécaniques, incluant les méthodes récentes d’imagerie de champs, et qui est porteuse
d’avenir. Citons par exemple (Constantinescu, 1995; Hild et al., 1999; Baxter et Graham,
2000; Chevalier et al., 2001; Calloch et al., 2002; Geymonat et al., 2002; Hild, 2002; Hild
et al., 2002; Roux et al., 2002; Geymonat et Pagano, 2003; Graham et al., 2003; Bonnet
et Constantinescu, 2005; Besnard et al., 2006; Hild et Roux, 2006; Avril et Pierron, 2007;
Madi et al., 2007; Avril et al., 2008a; Avril et al., 2008b; Rethore et al., 2008; Roux et
Hild, 2008; Roux et al., 2008; Bornert et al., 2009; Bornert et al., 2010; Hild et Roux, 2012).
Concernant l’identiﬁcation de modèles stochastiques en inverse, les méthodologies néces-
saires pour les problèmes statistiques inverses en dimension ﬁnie et en dimension inﬁnie
sont nombreuses et donnent lieu à de très nombreux travaux et publications. Ces mé-
thodes utilisent intensivement les formulations et les outils de l’analyse fonctionnelle pour
des problèmes aux limites ainsi que ceux de la théorie des probabilités incluant les statis-
tiques mathématiques (en dimension ﬁnie et en dimension inﬁnie). Ce n’est pas l’objectif
de ce chapitre d’en ébaucher un début de synthèse, même non exhaustif. On peut toutefois
donner quelques références. Concernant les statistiques mathématiques, on renvoie, par
exemple, le lecteur à (Lawson et Hanson, 1974; Serﬂing, 1980) et pour des principes gé-
néraux sur les problèmes statistiques inverses à (Collins et al., 1974; Walter et Pronzato,
1997; Spall, 2003; Kaipio et Somersalo, 2005). Les premiers travaux concernant l’iden-
tiﬁcation statistique inverse en dimension inﬁnie des champs stochastiques d’élasticité
de milieux élastiques hétérogènes isotropes puis anisotropes, à partir de données expé-
rimentales partielles et limitées, principalement dédiée à l’identiﬁcation des paramètres
statistiques tels que les échelles de corrélation spatiale et les intensités de ﬂuctuations
statistiques, sont apparus dans les années 2000 (Desceliers et al., 2006; Desceliers et al.,
2007; Arnst et al., 2008; Das et al., 2008; Das et al., 2009; Guilleminot et al., 2009; Soize,
2010; Ta et al., 2010). Les méthodes probabilistes/statistiques évoquées précédemment
ont la potentialité pour résoudre les problèmes statistiques inverses liés à l’identiﬁca-
tion des modèles stochastiques prior des champs d’élasticité apparent (stochastiques et
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non Gaussiens) à l’échelle mésoscopique des microstructures. La problématique de telles
identiﬁcations expérimentales utilisant des mesures sur un seul échantillon soumis à un
chargement connu (à l’échelle macroscopique) et utilisant des mesures de champs de dé-
placements aux deux échelles macroscopique et mésoscopique (conduisant à introduire
un problème de Dirichlet pour l’échelle mésoscopique du VER) requiert de nouvelles mé-
thodes pour l’identiﬁcation simultanée, d’une part de la moyenne du tenseur d’élasticité
apparent (qui est inconnue) et d’autre part des paramètres du modèle stochastique prior,
par exemple, les échelles spatiales de corrélation et les paramètres qui contrôlent le ni-
veau de ﬂuctuations statistiques du champ stochastique. Nous n’avons pas trouvé dans
la littérature de méthodologies existantes pouvant s’appliquer directement à cette situa-
tion. Comme nous l’avons expliqué dans le chapitre 1, nous proposons dans ce travail une
nouvelle méthodologie d’identiﬁcation pour cette situation. De plus, cette recherche est
limitée au développement et à sa validation expérimentale, d’une méthode d’identiﬁcation
d’un modèle stochastique prior du champ de tenseur d’élasticité apparent pour une micro-
structure élastique hétérogène anisotrope à l’échelle mésoscopique. Nous n’avons pas tenté
d’aborder l’identiﬁcation du modèle stochastique posterior qui serait une seconde phase
après la première phase relative à l’identiﬁcation du modèle stochastique prior. Cette se-
conde phase d’identiﬁcation statistique posterior ferait intervenir, dans des formulations
variées, la méthode de Bayes, voir par exemple (Bernardo et Smith, 2000; Congdon, 2007;
Carlin et Louis, 2009; Tan et al., 2010) comme cela a été fait pour l’identiﬁcation a pos-
teriori du champ stochastique d’élasticité avec des données expérimentales partielles et
limitées (De Oliveira et al., 1997; Wang et Zabaras, 2004; Wang et Zabaras, 2005; Ghanem
et Doostan, 2006; Marzouk et al., 2007; Ma et Zabaras, 2009; Marzouk et Najm, 2009;
Arnst et al., 2010; Soize, 2011). Il est à noter que ces méthodes ne permettraient pas non
plus de résoudre directement l’identiﬁcation a posteriori pour le problème abordé dans
ce travail et nécessiteraient aussi, comme pour le modèle prior le développement d’une
nouvelle méthodologie.
Dans ce chapitre, on présente donc une nouvelle méthode d’identiﬁcation, adaptée au
problème formulé ci-dessus. Il s’agit d’une méthode statistique inverse multi-échelle, for-
mulée dans le cadre de l’élasticité linéaire tridimensionnelle, permettant l’identiﬁcation du
tenseur d’élasticité eﬀectif à l’échelle macroscopique et l’identiﬁcation du champ stochas-
tique de tenseur d’élasticité apparent à l’échelle mésoscopique pour une microstructure
hétérogène. On suppose que des mesures expérimentales de champ de déplacement sont
disponibles pour l’échelle macroscopique et pour l’échelle mésoscopique. Le modèle sto-
chastique correspond à un modèle prior algébrique d’un champ stochastique non Gaussien
adapté au problème aux limites elliptique stochastique. Ce modèle prior algébrique est
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paramétré par un faible nombre de paramètres et permet de décrire une large classe
de champs stochastiques adaptés à ce type de modélisation. Les paramètres de ce mo-
dèle prior algébrique sont le tenseur d’élasticité apparent moyen à l’échelle mésoscopique
("moyen" est pris, comme précédemment, au sens de la moyenne statistique), les échelles
de corrélation spatiales et l’intensité des ﬂuctuations statistiques de ce champ stochas-
tique à l’échelle mésoscopique. On verra que cette identiﬁcation à l’échelle mésoscopique
requiert la connaissance du tenseur d’élasticité eﬀectif de l’échelle macroscopique et que
l’on doit disposer simultanément, pour un même échantillon chargé statiquement, des me-
sures de champs aux deux échelles. La méthode proposée est donc non usuelle et nouvelle.
La théorie sera présentée dans le cas 3D, mais elle ne sera validée que pour le cas 2D
des contraintes planes (voir chapitre 4) et testée sur des mesures réelles de champ (voir
chapitre 6) dans ce même cadre 2D, les mesures de champs eﬀectuées expérimentalement
ayant été faites par mesures optiques (voir chapitre 5).
3.2 Stratégie proposée pour l’identiﬁcation multi-échelle
Nous considérons la microstructure d’un matériau hétérogène élastique linéaire, pour le-
quel il y a séparation des échelles micro et macro. A l’échelle mésoscopique, on suppose
que l’on a un modèle stochastique a priori (ayant un petit nombre de paramètres repré-
sentés par b) du champ de tenseur d’élasticité apparent, noté Cmeso(b). Le vecteur b de
paramètres sera constitué, par exemple, des composantes du tenseur d’élasticité apparent
moyen à l’échelle mésoscopique, des échelles de corrélation spatiales et de paramètres ca-
ractérisant l’intensité des ﬂuctuations statistiques. A l’échelle macroscopique, le tenseur
d’élasticité eﬀectif, construit par une méthode d’homogénéisation du modèle mésosco-
pique dépend donc de b et est noté Ce(b). L’objectif de ce chapitre est de proposer une
méthode d’identiﬁcation du paramètre b à deux échelles (macro et méso) du modèle sto-
chastique de Cmeso(b), en utilisant simultanément des mesures du champ de déplacement
à l’échelle macroscopique et du champ de déplacements à l’échelle mésoscopique. Ces me-
sures sont supposées avoir été eﬀectuées simultanément sur un même échantillon soumis
à un chargement statique. On suppose aussi que l’on ne dispose des mesures de champ
que pour un seul échantillon conformément au cadre expérimental présenté au chapitre 5,
d’une part à l’échelle macroscopique et d’autre part, sur un sous-domaine mésoscopique.
Le sous-domaine considéré à l’échelle mésoscopique de l’échantillon est par hypothèse un
volume élémentaire représentatif (VER) de la microstructure. Cette dernière hypothèse
est cohérente avec l’hypothèse de séparation d’échelles qui a été introduite et qui implique
donc que le tenseur d’élasticité eﬀectif a une ﬂuctuation statistique très faible ce qui per-
met de considérer Ce(b) comme un tenseur déterministe.
26
3.2. STRATÉGIE PROPOSÉE POUR L’IDENTIFICATION MULTI-ÉCHELLE
Dans ce chapitre nous présentons la méthode dans le cadre de l’élasticité linéaire tridi-
mensionnelle et pour lequel les mesures de champs sont disponibles dans tout le volume de
l’échantillon. En fait, dans ce travail nous ne disposons que des mesures sur des surfaces
(obtenues par un système optique). Nous appliquerons et validerons donc la méthodolo-
gie d’identiﬁcation proposée pour un problème 2D en contrainte plane. L’extension de la
méthode d’identiﬁcation au cas 3D pour lequel on ne dispose que de mesures de champs
2D sur des bords du domaine 3D reste à faire mais ne pose pas, a priori, de diﬃcultés
conceptuelles.
En conséquence, l’hypothèse sur les données expérimentales disponibles est la suivante (en
cohérence avec les résultats expérimentaux présentés au chapitre 5 et l’identiﬁcation as-
sociée présentée au chapitre 6) : on connaît les déplacements expérimentaux aux noeuds
d’une grille du domaine macroscopique (appelé mesure macroscopique) et aux noeuds
d’une grille d’un sous-domaine mésoscopique (appelé mesure mésoscopique). Il est à noter
que, si l’on dispose des déplacements expérimentaux aux noeuds d’une grille de plusieurs
sous-domaines mésoscopiques (d’intersection vide) pour un même échantillon, alors il suf-
ﬁt d’ajouter une moyenne sur ces sous-domaines mésoscopiques dans les développements
présentés dans ce chapitre. Ce sera du reste le cas dans le chapitre 4 pour lequel nous
considérerons le cas d’un seul sous-domaine mésoscopique mesuré (expérimentation simu-
lée) et le cas de plusieurs sous-domaines mésoscopiques mesurés (toujours provenant d’une
expérimentation simulée). Par contre, au chapitre 6, nous ne considérerons que le sous-
domaine mésoscopique mesuré (mesures provenant de l’expérimentation réelle présentée
au chapitre 5). Aﬁn de ne pas alourdir la présentation de ce chapitre, nous le présenterons
avec un seul sous-domaine mésoscopique mesuré. La méthode d’identiﬁcation proposée
du paramètre b du champ de tenseur d’élasticité apparent stochastique, Cmeso, à l’échelle
mésoscopique, ne peut pas être fait directement et requiert l’identiﬁcation simultanée du
paramètre a lié au tenseur d’élasticité de l’échelle macroscopique. On est alors amené à
introduire 3 indicateurs puis à introduire le problème d’optimisation multi-objectif. La
méthode est donc constituée des 3 étapes résumées ci-dessous.
1. A l’échelle macroscopique, on construit le problème aux limites déterministe de
l’élasticité linéaire 3D modélisant l’échantillon dans sa conﬁguration expérimentale
(déﬁnition géométrique du domaine, conditions aux limites en déplacement et en
force, loi de comportement). La loi de comportement fait intervenir le tenseur d’élas-
ticité Cmacro(a) qui est paramétré par un vecteur a. Pour l’élasticité 3D anisotrope,
a représente les 21 constantes du tenseur d’élasticité de l’échelle macroscopique. Ce
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tenseur Cmacro(a) est inconnu et doit être identiﬁé expérimentalement à l’aide des
mesures de champ à l’échelle macroscopique, ce qui revient à identiﬁer le paramètre
a. Un premier indicateur I1(a) est donc construit pour mesurer la distance entre le
champ de déformation macroscopique mesuré et le champ de déformation macro-
scopique calculé en résolvant le problème aux limites en fonction de a à l’échelle
macroscopique.
2. A l’échelle mésoscopique, deux indicateurs I2(b) et I3(a;b) sont construits aﬁn
d’identiﬁer le paramètre b du modèle stochastique prior Cmeso(b). On notera que
I3 dépendra de a et de b car cet indicateur va mesurer la distance entre le tenseur
d’élasticité Cmacro(a) du problème aux limites macroscopique et le tenseur eﬀectif
Ce(b) calculé par homogénéisation stochastique du modèle mésoscopique relatif au
VER, qui lui dépend de b. Il est à noter que le modèle stochastique prior Cmeso(b)
choisi sera la restriction au VER d’un champ stochastique fCmeso(x; b); x 2 R3g sta-
tistiquement homogène (stationnaire) pour la translation dans R3, et sera de plus
ergodique en loi bien que nous n’utilisions pas explicitement cette dernière propriété
dans les développements de ce chapitre. Compte tenu de l’hypothèse de séparation
des échelles macroscopique et mésoscopique, Ce(b) sera quasi déterministe.
3. L’identiﬁcation du paramètre b qui décrit le modèle stochastique du champ de ten-
seur aléatoire Cmeso(b) de l’échelle mésoscopique sera obtenue par la résolution d’un
problème d’optimisation multi-objectif concernant les trois indicateurs I1(a), I2(b)
et I3(a;b).
3.3 Problème inverse statistique multi-échelle
3.3.1 Notations, la conﬁguration expérimentale, mesures des champs
de déplacement aux échelles macroscopique et mésoscopique
L’échantillon (qui a une microstructure complexe hétérogène) occupe le domaine macro-
scopique borné de R3, noté 
macro. Le bord @
macro de 
macro est constitué de deux parties
disjointes macro et  macro. Sur macro est appliquée une densité surfacique de force fmacro
et sur  macro est appliquée une condition de Dirichlet nulle pour le déplacement, telle qu’il
n’y a pas de déplacement de corps rigide. Le problème aux limites d’élasticité linéaire 3D,
modélisant la conﬁguration expérimentale, est formulé en terme du champ de déplacement
déﬁni sur 
macro et noté umacro. Le tenseur de déformation correspondant est noté "macro.
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Le champ de déplacement mesuré correspondant à l’échelle macroscopique est noté umacroexp
et le tenseur de déformation associé est noté "macroexp .
Le sous-domaine mésoscopique de l’échantillon (un VER) est noté 
meso et son bord
@
meso. Le champ de déplacement déﬁni sur 
meso est noté Umeso et le champ de défor-
mation associé est noté 3meso. Concernant les mesures expérimentales à l’échelle méso-
scopique, le champ de déplacement est noté umesoexp et le champ de déformation associé est
noté 3mesoexp .
Soit T un tenseur réel du second ordre sur R3 représenté par sa matrice T = fTijg1ij3.
Dans toute la suite, on note kTkF la norme de Frobenius de T déﬁnie par
kTk2F =
3X
i=1
3X
j=1
T 2ij :
3.3.2 Déﬁnition de l’indicateur macroscopique I1(a)
Le problème aux limites d’élasticité linéaire 3D modélisant la conﬁguration expérimentale
décrite au paragraphe 3.3.1 s’écrit
  div macro = 0 dans 
macro ; (3.1)
macro nmacro = fmacro sur macro ; (3.2)
umacro = 0 sur  macro ; (3.3)
dans lequel nmacro est la normale unité au bord @
macro, extérieure à 
macro, et macro
est le champ de tenseur des contraintes de Cauchy. A cette échelle macroscopique, le
matériau est supposé homogène et anisotrope. Dans le contexte de l’identiﬁcation, le ten-
seur d’élasticité est inconnu et est paramétré, conformément aux explications données au
paragraphe 3.2, par fCmacro(a) ; a 2 Amacrog où Amacro est l’ensemble admissible du pa-
ramètre a (permettant de prendre en compte les symétries matérielles ; par exemple, pour
une macrostructure isotrope, les deux composantes de a sont le module d’élasticité et le
coeﬃcient de Poisson ; dans le cas anisotrope, le vecteur a est constitué de 21 constantes).
Pour tout a donné dans Amacro, la loi de comportement macroscopique s’écrit donc
macro(x) = Cmacro(a) : "macro(x) ; (3.4)
où le symbole " : " signiﬁe classiquement le produit de contraction double et "macro est le
champ de tenseur des déformations linéarisées,
"macro =
1
2

rumacro + (rumacro)T

: (3.5)
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Pour tout a 2 Amacro, le champ de déplacement umacro(a) est construit comme étant la
solution du problème aux limites déﬁni par les Eqs. (3.1) à (3.5). On en déduit alors
le champ de déformation "macro(a). Le premier indicateur I1(a) mesure l’écart entre les
champs "macroexp et "macro(a) sur 
macro et est déﬁni par
I1(a) = jjj"macroexp   "macro(a)jjj2 ; (3.6)
avec
jjj"macroexp   "macro(a)jjj2 =
Z

macro
k"macroexp (x)  "macro(x; a)k2F dx : (3.7)
3.3.3 Déﬁnition de l’indicateur mésoscopique I2(b)
On considère le problème aux limites stochastique d’élasticité linéaire 3D à l’échelle méso-
scopique, déﬁni sur le VER de domaine 
meso, formulé en terme du champ stochastique de
déplacement fUmeso(x) ; x 2 
mesog et modélisant la conﬁguration expérimentale décrite
au paragraphe 3.3.1. On rappelle que pour cette conﬁguration expérimentale, le champ
de déplacement umesoexp a été mesuré sur 
meso (on connaît donc les valeurs mesurées du
champ de déplacement sur le bord @
meso). Il est à noter que le champ stochastique de
déplacement Umeso n’est pas statistiquement homogène. On introduit donc le problème
aux limites stochastique de Dirichlet suivant
  div meso = 0 dans 
meso ; (3.8)
Umeso = umesoexp sur @
meso ; (3.9)
où fmeso(x) ; x 2 
mesog est le champ stochastique des contraintes de Cauchy. Conformé-
ment aux explications données au paragraphe 3.2, on note Cmeso(b) le modèle stochastique
prior du champ d’élasticité fCmeso(x;b); x 2 
mesog, paramétré par le vecteur b appar-
tenant à un ensemble admissible Bmeso. Comme nous l’avons expliqué, l’identiﬁcation du
champ d’élasticité apparent à l’échelle mésoscopique revient donc à identiﬁer la valeur op-
timale du paramètre b dans Bmeso. L’équation de comportement à l’échelle mésoscopique
s’écrit
meso(x) = Cmeso(x;b) : 3meso(x) ; (3.10)
où f 3meso(x) ; x 2 
mesog est le tenseur stochastique des déformations linéarisées à l’échelle
mésoscopique,
3meso =
1
2

rUmeso + (rUmeso)T

: (3.11)
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Dans ce qui suit, Umeso(b) désigne la solution du problème aux limites stochastique déﬁni
par les Eqs. (3.8) à (3.11) et 3meso(b) désigne le champ de déformation stochastique associé.
Pour construire l’indicateur mésoscopique I2(b) nous allons au préalable introduire des
quantités utiles relatives aux mesures puis relatives au problème aux limites stochastique
de l’échelle mésoscopique.
Quantités relatives aux mesures mésoscopiques
Comme nous avons supposé que nous ne disposions que de la mesure du champ de dépla-
cement pour un seul sous-domaine mésoscopique relatif à un seul échantillon, on introduit
la moyenne volumique d’échantillon, 3mesoexp , du champ de tenseur de déformation mésosco-
pique mesuré, f 3mesoexp (x); x 2 
mesog, qui s’écrit
3mesoexp =
1
j
mesoj
Z

meso
3mesoexp (x) dx : (3.12)
Le niveau de ﬂuctuation du champ de tenseur de déformation mésoscopique mesuré autour
de sa moyenne volumique d’échantillon, sera évalué par la quantité V mesoexp déﬁnie par
V mesoexp =
1
j
mesoj
Z

meso
k 3mesoexp (x)  3mesoexp k2F dx : (3.13)
On introduit enﬁn la grandeur normalisée mesoexp qui mesure le niveau de ﬂuctuation, telle
que
mesoexp =
p
V mesoexp
k 3mesoexp kF
: (3.14)
Quantités relatives au problème aux limites stochastique de l’échelle mésosco-
pique
Comme la moyenne expérimentale 3mesoexp du champ de tenseur de déformation mésosco-
pique mesuré a été déﬁnie à l’aide d’une moyenne volumique (voir Eq. (3.12)), et bien que
nous puissions introduire la moyenne statistique du champ stochastique des déformations
mésoscopiques, 3meso(b), fourni par la résolution du problème aux limites stochastique
de l’échelle mésoscopique, nous introduisons, similairement à l’Eq. (3.12), la moyenne
volumique 3meso(b) déﬁnie par
3meso(b) =
1
j
mesoj
Z

meso
3meso(x;b) dx : (3.15)
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Comme 3meso(b) est un champ stochastique, la moyenne volumique 3meso(b) donnée par
l’Eq. (3.15) est un tenseur du second ordre aléatoire. En fait, il n’en est rien et 3meso(b)
est un tenseur déterministe tel que
3meso(b) = 3mesoexp ; pour tout b dans Bmeso : (3.16)
En eﬀet, en substituant l’Eq. (3.11) dans le membre de droite de l’Eq. (3.15), puis en
appliquant la formule de Green au membre de droite de l’Eq. (3.15) après substitution,
on obtient la formule classique,
3meso(b) =
1
j
mesoj
Z
@
meso
1
2
(Umeso(x;b)
 n(x) + n(x)
 Umeso(x;b)) dx :
Compte tenu de la condition aux limites déﬁnie par l’Eq. (3.9), l’équation précédente
donne
3meso(b) =
1
j
mesoj
Z
@
meso
1
2
(umesoexp (x)
 n(x) + n(x)
 umesoexp (x)) dx :
En ré-appliquant la formule de Green en sens inverse puis en utilisant les Eqs. (3.11) puis
(3.12), on obtient l’Eq. (3.16).
Pour chaque x ﬁxé dans 
meso, on introduit la quantité déterministe V meso(x;b) qui permet
de quantiﬁer le niveau de ﬂuctuation du champ stochastique des déformations mésosco-
piques 3meso(b) autour du tenseur déterministe 3meso(b), déﬁnie par
V meso(x; b) = Efk 3meso(x;b)  3meso(b)k2Fg ; (3.17)
où E désigne l’espérance mathématique. Il est à noter que V meso(x;b) n’est pas une va-
riance car 3meso(b) ne représente pas la moyenne statistique de 3meso(x;b).
Similairement à l’Eq. (3.14), on introduit la grandeur normalisée meso(x;b) qui quantiﬁe
le niveau de ﬂuctuation, telle que
meso(x;b) =
p
V meso(x;b)
k 3meso(b)kF =
p
V meso(x;b)
k 3mesoexp kF
; (3.18)
pour laquelle nous avons utilisé l’Eq. (3.16).
Déﬁnition de I2(b)
On introduit l’indicateur eI2(b) déﬁni à l’aide des grandeurs introduites précédemment
par, eI2(b) = k 3meso(b)  3mesoexp k2Fk 3mesoexp k2F +
R

meso
(meso(x;b)  mesoexp )2 dxR

meso
(mesoexp )
2 dx
: (3.19)
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Le premier terme de l’Eq. (3.19) quantiﬁe l’écart normalisé entre modèle et mesures pour
la "moyenne" tandis que le second quantiﬁe l’écart normalisé pour la "ﬂuctuation statis-
tique". Compte tenu de l’Eq. (3.16), le premier terme est nul. L’Eq. (3.14) montre que
mesoexp est indépendant de x. Dans ces conditions, l’Eq. (3.19) peut être réécrite,
eI2(b) = 1j
mesoj (mesoexp )2
Z

meso
(meso(x; b)  mesoexp )2 dx :
Sur le plan de l’optimisation par rapport au paramètre b, on peut remplacer eI2(b) déﬁni
par l’Eq. (3.19) par l’indicateur I2(b) déﬁni par
I2(b) =
Z

meso
(meso(x;b)  mesoexp )2 dx : (3.20)
3.3.4 Déﬁnition de l’indicateur macro-meso I3(a; b)
Comme nous l’avons expliqué précédemment, l’homogénéisation stochastique du VER
à l’échelle mésoscopique, permettant de construire le tenseur d’élasticité eﬀectif, Ce(b),
pourrait être faite soit par la méthode HDH soit par la méthode HCH, dont nous avons rap-
peler les principes au paragraphe 2.2 du chapitre 2. Toutefois, comme nous appliquerons
la présente méthode d’identiﬁcation à un cas 2D en contraintes planes, la méthode d’ho-
mogénéisation en contraintes homogènes (HCH) est mieux adaptée. Pour limiter l’exposé,
nous présentons ci-dessous la construction de l’indicateur macro-méso par la méthode
d’homogénéisation avec la méthode HCH. On considère donc le problème aux limites
déﬁni par les Eqs. (2.3)-(2.4), pour lequel la loi de comportement déﬁnie par (2.1) est
écrite
(x) = Cmeso(x) : "(x) ; (3.21)
où fCmeso(x;b); x 2 
mesog est le modèle stochastique prior du champ de tenseur d’élas-
ticité apparent de l’échelle mésoscopique. Les Eqs. (2.5) et (2.6) permettent de calculer
les composantes fSe(b)gijkh du tenseur aléatoire des souplesses eﬀectives Se(b) ce qui
permet d’en déduire le tenseur aléatoire d’élasticité eﬀectif.
Ce(b) =
 
Se(b)
 1
: (3.22)
Comme nous l’avons indiqué précédemment, 
meso étant un VER, le tenseur Ce(b) de-
vrait être quasi déterministe ce qui permet d’écrire Ce(b) ' EfCe(b)g. La qualité de
cette approximation sera quantiﬁée pour les applications présentées aux chapitres 4 et 6.
Le troisième indicateur numérique I3(a;b) est construit pour mesurer la distance entre le
tenseur d’élasticité eﬀectif Ce(b) qui résulte de l’homogénéisation par la méthode HCH
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du modèle stochastique de l’échelle mésoscopique, et le tenseur d’élasticité Cmacro(a) du
problème aux limites à l’échelle macroscopique. L’indicateur I3(a; b) est donc déﬁni, pour
tout a 2 Amacro et b 2 Bmeso, par
I3(a;b) = kCmacro(a)  EfCe(b)gk2F : (3.23)
3.3.5 Formulation du problème statistique inverse par un pro-
blème d’optimisation multi-objectif
L’identiﬁcation bmeso du paramètre b dans Bmeso du modèle stochastique prior Cmeso(b) du
champ de tenseur d’élasticité apparent à l’échelle mésoscopique est eﬀectuée en résolvant
le problème de minimisation multi-objectif suivant : Trouver les valeurs optimales amacro
dans Amacro et bmeso dans Bmeso telles que
(amacro;bmeso) = arg min
a2Amacro b2Bmeso
I(a;b) ; (3.24)
avec I(a; b) = (I1(a); I2(b); I3(a;b)) et où le minimum du vecteur I(a;b) est déﬁni
comme le vecteur de composantes min I1(a), min I2(b) et min I3(a; b). On verra au cha-
pitre 4 comment ce problème d’optimisation multi-objectif est résolu en utilisant un al-
gorithme génétique et en construisant un front de Pareto.
La formulation proposée en terme d’un problème de minimisation multi-objectif résulte
de nombreuses tentatives numériques associées à diﬀérentes possibilités de formulation
du problème statistique inverse. Par exemple, la formulation consistant à minimiser sépa-
rément l’indicateur macroscopique I1(a) pour estimer amacro et à minimiser l’indicateur
mésoscopique I2(b) pour estimer bmeso, ne permet pas d’identiﬁer b. Les raisons en sont
les suivantes. Comme nous l’avons dit, le paramètre b représentera, entre autre, les com-
posantes du tenseur d’élasticité apparent moyen à l’échelle mésoscopique (mais aussi les
échelles de corrélation spatiales et des paramètres caractérisant l’intensité des ﬂuctuations
statistiques). Comme l’indicateur I2(b) est relatif à la résolution d’un problème de Diri-
chlet à l’échelle mésoscopique, ce problème de Dirichlet ne permet pas d’identiﬁer toutes
les composantes du tenseur d’élasticité apparent moyen à l’échelle mésoscopique. C’est
pour cela que l’indicateur macro-méso I3(a;b) a été introduit.
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3.4 Résumé du chapitre
Dans ce chapitre, nous avons présenté une méthode statistique inverse multi-échelle pour
identiﬁer, dans le cadre de l’élasticité linéaire 3D, à partir de mesures expérimentales aux
deux échelles macroscopique et mésoscopique, le champ stochastique de tenseur d’élas-
ticité apparent à l’échelle mésoscopique d’une microstructure hétérogène pour laquelle il
existe une séparation d’échelle macro-méso. Ce problème d’identiﬁcation a été formulé
comme celui de l’identiﬁcation des paramètres d’un modèle stochastique prior du champ
stochastique d’élasticité apparent de l’échelle mésoscopique. Cette identiﬁcation est me-
née en résolvant un problème de minimisation multi-objectif. La modélisation stochastique
prior du champ Cmeso(b), les aspects numériques liés aux discrétisations spatiales pour
résoudre les problèmes aux limites et la méthode numérique de résolution du problème de
minimisation multi-objectif seront présentés et développés au chapitre 4.
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CHAPITRE 4. VALIDATION DE LA MÉTHODE D’IDENTIFICATION PAR
EXPÉRIMENTATION NUMÉRIQUE POUR UN PROBLÈME ÉLASTIQUE 2D
4.1 Introduction
Dans ce chapitre nous présentons une validation de la méthodologie développée au cha-
pitre 3 pour des données expérimentales simulées numériquement (ce qui permet de
connaître a priori une approximation des paramètres à estimer du modèle stochastique
a priori du champ de tenseur d’élasticité apparent à l’échelle mésoscopique). Conformé-
ment aux explications données précédemment, cette validation va être menée dans le cadre
de l’élasticité linéaire 2D en contraintes planes, puisque c’est la situation expérimentale
des mesures des champs des déplacements aux deux échelles macroscopique et mésosco-
pique, présentée au chapitre 5. Dans cette méthodologie, la première étape consiste à
introduire le modèle stochastique a priori du champ de tenseur d’élasticité apparent à
l’échelle mésoscopique, Cmeso(b), déﬁni sur le domaine 
meso du VER, les composantes du
paramètre vectoriel b étant constituées de composantes du tenseur d’élasticité apparent
moyen à l’échelle mésoscopique, d’une échelle de corrélation spatiale et d’un paramètre
caractérisant l’intensité des ﬂuctuations statistiques du champ. Nous allons voir dans un
premier paragraphe, que le modèle stochastique a priori du champ d’élasticité 2D en
contraintes planes va passer par la construction du champ de tenseur des souplesses ap-
parentes Smeso(b) à l’échelle mésoscopique. Les paragraphes suivants de ce chapitre seront
consacrés au générateur de réalisations du champ stochastique, à la construction des don-
nées expérimentales simulées numériquement, à une étude de sensibilité des indicateurs
I2(b) et I3(a;b) déﬁnis par les Eqs. (3.20) et (3.23) et enﬁn à la présentation de deux
exemples de validation de la méthodologie d’identiﬁcation présentée au chapitre 3.
4.2 Modèle stochastique a priori du champ d’élasticité
2D en contraintes planes
Dans ce paragraphe, nous proposons un modèle stochastique a priori du champ d’élasti-
cité apparent à l’échelle mésoscopique. L’objectif de cette modélisation est d’obtenir une
représentation ayant un paramétrage minimal et qui possède les propriétés fondamentales
requises pour les problèmes elliptiques (cas du problème aux limites considéré pour l’élas-
ticité linéaire statique). Des modèles stochastiques paramétrés ont été proposés pour des
champs à valeurs scalaires (Graham et al., 2003; Babuska et al., 2005; Babuska et al.,
2007; Desceliers et al., 2012) et pour des champs non gaussiens à valeurs tensorielles dans
le cadre de l’élasticité linéaire hétérogène anisotrope (Soize, 2006; Soize, 2008; Ta et al.,
2010; Clouteau et al., 2013), avec des améliorations importantes pour prendre en compte
les classes de symétrie matérielle et l’existence de bornes (Guilleminot et Soize, 2011;
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Guilleminot et Soize, 2012a; Guilleminot et Soize, 2012b; Guilleminot et Soize, 2013).
Dans ce qui suit, la modélisation stochastique proposée est dérivée de (Soize, 2006).
Conformément au cadre introduit dans ce travail, la microstructure est hétérogène et
anisotrope, et à comportement élastique linéaire. Dans la suite, on utilise la notation de
Voigt pour passer du tenseur d’élasticité du quatrième ordre à sa représentation par une
matrice (6  6). Le vecteur des déformations est alors noté ("11; "22; 2 "12; "33; 2 "23; 2 "13)
et le vecteur des contraintes associées est noté (11; 22; 12; 33; 23; 13). L’ordre choisi
n’est pas usuel car nous l’avons adapté pour simpliﬁer la présentation qui suit au cas 2D
en contraintes planes pour lequel la matrice de souplesse (3  3) correspond au premier
bloc (3 3) de la matrice de souplesse (6 6) du cas 3D. Le champ d’élasticité apparent
à l’échelle mésoscopique de la microstructure 3D est modélisé par le champ aléatoire de
matrice (6  6), noté [Cmeso] = f[Cmeso(x)] ; x 2 
mesog dont les composantes sont celles
du champ de tenseur d’élasticité apparent Cmeso, telles que
[Cmeso(x)]eijekh = fCmeso(x)gijkh ; (4.1)
où eij = [e]ij sont les composantes de la matrice [e] déﬁnie par
[e] =
0B@ 1 3 63 2 5
6 5 4
1CA : (4.2)
Le modèle stochastique a priori de Cmeso en 3D va être construit en prenant le champ
aléatoire de matrice (6  6) de souplesse, [Smeso] = f[Smeso(x)] ; x 2 
mesog, choisi dans
un sous-ensemble de champs aléatoires de matrice adaptés aux opérateurs elliptiques
du second ordre à coeﬃcients variables. Ce sous-ensemble est déﬁni par l’information
disponible associée à des propriétés algébriques liées à l’ellipticité. Par ailleurs, pour tout
x 2 
meso, les éléments de la matrice aléatoire [Smeso(x)] sont les composantes du tenseur
des souplesses apparentes 3D à l’échelle mésoscopique, Smeso(x), telles que
[Smeso(x)]eijekh = fSmeso(x)gijkh : (4.3)
Pour tout x dans 
meso, on a
[Smeso(x)] = [Cmeso(x)] 1 ; presque sûrement : (4.4)
Le cadre des hypothèses retenues au niveau du VER conduit à supposer que le champ
stochastique [Smeso] est statistiquement homogène (stationnaire en espace) sur R3 et dont
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on utilise la restriction au domaine borné 
meso. Par conséquent, la moyenne statistique de
[Smeso(x)] est indépendante de la position x dans 
meso. Elle sera donc modélisée par une
matrice de souplesse (66) (déterministe) [Smeso] = Ef[Smeso(x)]g, pour tout x dans 
meso,
laquelle est une matrice symétrique déﬁnie positive. On introduit l’ensemble SFE+ (Soize,
2006; Soize, 2012) des champs stochastiques à valeurs dans les matrices carrées réelles
(6 6) symétriques déﬁnies positives, du second ordre, stationnaires, non gaussiennes, de
moyenne donnée et bornée uniformément inférieurement. Le modèle stochastique a priori
de [Smeso] est alors choisi dans cet ensemble SFE+ de champs stochastiques. Tout élément
[Smeso] appartenant à SFE+ s’écrit, pour tout x dans 
meso,
[Smeso(x)] = [Lmeso]T [G(x)][Lmeso] + [S0] ; (4.5)
où [S0] est la borne inférieure qui est une matrice (6 6) déﬁnie-positive déterministe et
[G] est un champ stochastique de matrice (6  6) déﬁnie-positive, déﬁnis ci-après. Dans
l’équation précédente, la transposée est notée par l’exposant T . La matrice [S0] est telle
que [Smeso]   [S0] soit déﬁnie-positive. La matrice [Lmeso] triangulaire supérieure (6  6)
est issue de la factorisation de Cholesky de la matrice déﬁnie-positive [Smeso]  [S0], c’est-
à-dire,
[Smeso]  [S0] = [Lmeso]T [Lmeso] : (4.6)
On suppose que l’on a ni information expérimentale ni information théorique pour estimer
la borne inférieure [S0] (cas de l’os cortical considéré dans ce travail). Pour ce cas, cette
matrice peut être déﬁnie par
[S0] = 0 [S
meso] ; (4.7)
où 0 est un scalaire ﬁxé positif, plus petit que 1 et aussi petit que l’on veut. Pour tout i
et j dans f1; 2; 3; 4; 5; 6g, on a
[Smeso]ij = (1  0) 1[Lmeso]ki [Lmeso]kj ; (4.8)
avec une sommation implicite sur l’indice k telle que, la matrice [Lmeso] étant triangulaire
supérieure, 1  k  i et 1  k  j.
Le champ aléatoire à valeurs matricielles [G] = f[G(x)]; x 2 R3g (dont on utilise sa
restriction au domaine borné 
meso) est déﬁni comme étant l’image par une application non
linéaire de 21 champs stochastiques indépendants, Uj j0 = fUj j0(x); x 2 R3g, Gaussiens,
homogènes (stationnaires), du second-ordre, centrés, tels que, pour tout 1  j  j0  6,
les fonctions d’autocorrelation RUj j0 () = EfUj j0(x+)Uj j0(x)g sont toutes choisies égales
à une même et unique fonction
RUj j0 () =
3Y
k=1
(2 `k= k)
2 sin2( k=2 `k) ; (4.9)
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laquelle dépend de trois longueurs de corrélation spatiale `1, `2 et `3 pour les directions
x1, x2 et x3. La forme explicite de cette application, établie dans (Soize, 2006), est
[G(x)] = [L(x)]T [L(x)] ; (4.10)
où [L(x)] est une matrice (6  6) aléatoire triangulaire supérieure telle que, pour tout
1  j < j0  6,
[L(x)]j j0 =  Uj j0(x) ; (4.11)
[L(x)]j j = 
q
2h(j; Uj j(x)) ; (4.12)
dans lesquelles  =  (n+ 1) 1=2 et j = (n+ 1)=(2 2) + (1  j)=2 avec n = 6 et où  est
un paramètre de dispersion tel que 0   <p(n+ 1)(n+ 5)) 1. Le paramètre  permet
de contrôler le niveau de ﬂuctuation du champ stochastique [G]. Pour le paramètre 
ﬁxé, la fonction u 7! h(; u) est telle que   = h(; U), avec U une variable aléatoire
gaussienne normalisée (centrée de variance unité), est une variable aléatoire Gamma de
paramètre . Cette application h(; :) peut donc s’écrire h(; u) = F 1  (FU(u)) où FU
et F  sont les fonctions de répartition des variables aléatoires U et  . Pour x ﬁxé, la
fonction de densité de probabilité p[G(x)] de la matrice aléatoire [G(x)], par rapport à
la mesure d ~G = 2n(n 1)=4
Q
1ijn[G]ij, sur l’ensemble M+n des matrices réelles (n  n)
symétriques déﬁnies positives [G], s’écrit
p[G(x)]([G]; x) = 1M+n ([G]) c (det[G])
b expf atr[G]g ; (4.13)
où a = (n+1)=(22), b = a(1  2), c est la constante de normalisation et [G] 7! 1M+n ([G])
est la fonction indicatrice de l’ensemble M+n . Il est à noter que p[G(x)] n’est pas la fonction
de densité de probabilité d’une matrice aléatoire gaussienne. Par ailleurs, le paramètre
 est tel que Efk[G(x)]k2Fg = n (2 + 1). Le niveau des ﬂuctuations statistiques de la
matrice aléatoire [Smeso(x)] est contrôlé par le paramètre S tel que 2S = Efk[Smeso(x)] 
[Smeso]k2Fg=k[Smeso]   [S0]k2F (où k  kF est la norme de Frobenius), et qui est lié à  par
l’équation
S =
p
n+ 1

1 +
(tr f[Smeso]  [S0]g)2
trf([Smeso   [S0])2g
1=2
: (4.14)
Comme nous l’avons expliqué, le problème est réduit à une section 2D avec une hypothèse
de contraintes planes. Dans ces conditions, le domaine 2D est encore noté 
meso et le
champ stochastique d’élasticité apparent [C2D] = f[C2D(x)] ; x 2 
mesog à valeurs dans
les matrices (3  3) est construit comme étant, pour tout x dans 
meso, l’inverse de la
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matrice aléatoire [S2D(x)] qui est déﬁnie comme le premier sous-bloc (3 3) de la matrice
aléatoire [Smeso(x)]. Pour tout i et j dans f1; 2; 3g, on a donc
[S2D(x)]ij = [Smeso(x)]ij ; (4.15)
et
[C2D(x)] = [S2D(x)] 1 ; presque sûrement : (4.16)
La construction du modèle stochastique a priori de [C2D] nécessite donc, apparemment,
de connaître l’ensemble des paramètres du modèle stochastique du champ [Smeso], en parti-
culier, tous les éléments de la matrice [Smeso]. On comprend donc qu’une telle formulation
puisse être problématique dans le cadre de l’identiﬁcation statistique inverse, car certains
de ces paramètres sont liés à des propriétés élastiques que l’on ne peut pas quantiﬁer avec
des mesures d’imagerie expérimentale bidimensionelle des champs de déplacements. Cette
indétermination n’est, néanmoins, qu’une diﬃculté apparente qui peut être levée. En eﬀet
en utilisant les Eqs. (4.5), (4.7) et (4.10), on obtient, pour tout x dans 
meso et pour tout
i et j dans f1; 2; 3; 4; 5; 6g,
[Smeso(x)]ij = [Lmeso]hi [L(x)]kh [L(x)]km [Lmeso]mj + 0 [Lmeso]ki [Lmeso]kj ; (4.17)
avec une sommation sur les indices h; k;m telle que 1  k  h  i et 1  k  m  j,
puisque les matrices [Lmeso] et [L(x)] sont triangulaires supérieures. Ainsi, d’après les
Eqs. (4.15) et (4.16), la construction de [C2D(x)] ne nécessite que les éléments [Lmeso]ij
et [L(x)]ij avec 1  i  j  3. De plus, on peut en déduire, en utilisant l’Eq. (4.8) que
seule la matrice (3  3), notée [S2D], correspondant au premier sous-bloc de la matrice
[Smeso] est nécessaire pour construire le modèle stochastique de [C2D]. Pour tout i et j
dans f1; 2; 3g, on a
[S2D]ij = [S
meso]ij : (4.18)
Une telle reformulation est avantageuse car, en contraintes planes, tous les éléments de
la matrice [S2D] ne sont des fonctions que des paramètres élastiques quantiﬁables par des
mesures expérimentales bidimensionnelles. On réintroduit maintenant la dépendance en b
du modèle stochastique du champ d’élasticité apparent [C2D] pour le cas 2D en contraintes
planes. Le modèle stochastique de [C2D(b)] est construit comme suit en fonction des para-
mètres b = (; `1; `2; valeurs moyennes des propriétés élastiques du problème d’élasticité
en contraintes planes). Si l’on introduit l’hypothèse supplémentaire que les longueurs de
corrélation spatiale suivant x1 et x2 sont égales, alors on pose ` = `1 = `2. La procédure
d’identiﬁcation en inverse de b requiert la construction en direct du champ stochastique
[C2D(b)]. On peut résumer cette construction, pour un calcul direct, comme suit.
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1. On se donne une valeur de b dans son ensemble admissible Bmeso.
2. On construit la matrice déterministe [S2D(b)] correspondant à la moyenne.
3. On ﬁxe la valeur du paramètres 0 (par exemple 10 7).
4. On construit la matrice [L2D(b)] issue de la factorisation de Cholesky de la matrice
(1  0) 1[S2D(b)]. On a donc (1  0) 1[S2D(b)] = [L2D(b)]T [L2D(b)].
5. On construit [L2D(x;b)], la matrice (33) aléatoire triangulaire supérieure, dont les
6 éléments non nuls sont les variables aléatoires [L(x; b)]j j0 déﬁnies par les Eqs. (4.11)
et (4.12) avec 1  i  j  3 et n = 6 (et non pas n = 3).
6. On construit la matrice aléatoire [S2D(x;b)] qui s’écrit alors
[S2D(x;b)] = [L2D(b)]T [L2D(x;b)]T [L2D(x; b)] [L2D(b)] + 0 [S2D(b)] : (4.19)
7. On construit alors la matrice aléatoire [C2D(x; b)] laquelle est déﬁnie par [C2D(x;b)] =
[S2D(x;b)] 1.
Il est à noter qu’ainsi construit, le champ de matrices aléatoires [S2D(b)] n’est pas obtenu
en prenant un champ dans SFE+ avec n = 3. En eﬀet la construction utilise une extraction
du premier bloc (33) d’un champ aléatoire dans SFE+ avec n = 6. Evidemment, le champ
de matrices aléatoires [C2D(b)] qui est construit comme l’inverse de [S2D(b)] n’appartient
pas à l’ensemble SFE+ pour n = 3.
4.3 Générateur de réalisations indépendantes
Le générateur de réalisations indépendantes du champ stochastique [C2D(b)] = f[C2D(x;b)];
x 2 
mesog nécessite de construire numériquement des réalisations indépendantes de 6
champs stochastiques indépendants, Gaussiens, homogènes (stationnaires), du second-
ordre, centrés, Uj j0 = fUj j0(x); x 2 R2g, restreint à 
meso, avec 1  j  j0  3, qui ap-
paraissent comme 6 copies indépendantes d’un même champ stochastique gaussien noté
U = fU(x); x 2 R2g dont la fonction d’autocorrélation transversale est donnée par le
membre de droite de l’Eq. (4.9). La simulation numérique du champ U est faite en uti-
lisant la méthode de Shinozuka détaillée dans (Poirion et Soize, 1989). On introduit le
vecteur V = (U(x1); : : : ;U(xN)) correspondant à la discrétisation spatiale du champ sto-
chastique U avec x1; : : : ; xN les N points de Gauss du maillage en éléments ﬁnis plans
quadrangulaires du domaine plan 
meso. Pour tout entier pair  > 0, la formule de simu-
lation numérique du vecteur aléatoire V à valeurs dans RN , qui approxime V à l’ordre ,
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s’écrit, pour tout 1  k  N ,
fVgk =
X
=1
X
=1
p
2S SZ cos(2 +

`1
 fxkg1 + 
`2
 fxkg2) ; (4.20)
où  = (2 1)= 1 et S = (2=)q() avec q() = 1[ 1;1]() (1 j j). Les variables aléa-
toires Z sont déﬁnies par Z =
p  log(	). Les variables aléatoires f	 ;g
constituent une famille de variables aléatoires indépendantes, chacune suivant une loi
uniforme sur l’intervalle [0; 1]. Pour  ! +1, (1) la matrice de covariance du vecteur
aléatoire V converge vers la matrice de covariance du vecteur aléatoire V et (2) la suite
de vecteurs aléatoires fVg converge en loi vers le vecteur aléatoire V.
La génération de réalisations indépendantes des matrices aléatoires [C2D(x1;b)]; : : : ;
[C2D(xN ;b)] est donc faite comme suit :
1. On ﬁxe un entier pair  suﬃsamment grand.
2. On construit les réalisations f	(j j0) ;(j j0)g pour 1  j  j0  3.
3. On en déduit les réalisations V(j j0) en utilisant l’Eq. (4.20).
4. Puis on déduit les réalisations U(x1; j j0); : : : ;U(xN ; j j0) à partir des réalisations de
V(j j0) qui sont telles que V(j j0) = (U(x1; j j0); : : : ;U(xN ; j j0)).
5. Pour chaque réalisation  = fjj0 ; 1  j  j0  3g, on construit la réalisation
[L2D(x1;b; )]; : : : ; [L2D(xN ;b; )] en utilisant les réalisations U(x1; j j0); : : : ; U(xN ; j j0)
dans les Eqs. (4.11) et (4.12) avec 1  j  j0  3 et n = 6.
6. On construit la réalisation [S2D(x1;b; )]; : : : ; [S2D(xN ;b; )] en utilisant l’Eq. (4.20).
7. On construit alors la réalisation [C2D(x1;b; )]; : : : ; [C2D(xN ;b; )] en utilisant l’Eq. (4.16).
4.4 Construction d’une base de données "expérimen-
tales" par simulation numérique
Aﬁn de valider la méthodologie, on se propose de simuler la construction d’une base de
données "expérimentales" par simulation numérique en 2D (conformément aux explica-
tions données). Pour cela, on construit le domaine 
macro 2D dans le plan (Ox1x2), comme
étant un carré de h = 10 2m de coté. A l’échelle mésoscopique, le matériau est linéaire
élastique hétérogène, anisotrope. On applique une force linéique dirigée suivant  x2, d’in-
tensité 5 10 2N=m, sur le coté x2 = h. Le coté x2 = 0 est encastré. On suppose un état
de contraintes planes. On modélise le champ de matrice d’élasticité 2D apparent à l’échelle
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mésoscopique, en contraintes planes, comme étant une réalisation du modèle stochastique
a priori du champ stochastique [C2D(b)] dont le modèle a été décrit dans le paragraphe
précédent avec ` = 1:25 10 4m,  = 0:4 et une hypothèse d’isotropie transverse pour le
modèle moyen qui permet d’écrire :
[Smeso(b)] =
0BBBBBBBBB@
1
ET
  T
ET
0   L
EL
0 0
  T
ET
1
ET
0 0 0 0
0 0 2(1+T )
ET
0 0 0
  L
EL
  L
EL
0 1
EL
0 0
0 0 0 0 1
GL
0
0 0 0 0 0 1
GL
1CCCCCCCCCA
; (4.21)
avec EL = 15:8 109 Pa, ET = 9:9 109 Pa, GL = 5:2 109 Pa, L = 0:31 et T = 0:38.
On a donc
[S2D(b)] =
0B@
1
ET
  T
ET
0
  T
ET
1
ET
0
0 0 2(1+T )
ET
1CA : (4.22)
Le vecteur b des paramètres s’écrit donc b = (; `; ET ; T ). La réalisation du champ sto-
chastique apparent à l’échelle mésoscopique est simulée sur toute l’étendue du domaine
macroscopique 
macro. Un modèle numérique est construit en utilisant la méthode des
éléments ﬁnis et un maillage régulier d’éléments 2D quadrangulaire à 4 noeuds avec 1000
éléments dans la direction x1 et 1000 éléments dans la direction x2, soit un maillage d’un
million d’éléments (voir Fig. 4.1 à gauche). Les champs de déformations numériquement
simulés par ce calcul sont interpolés sur une grille de points à l’échelle de résolution mé-
soscopique sur tout le domaine macroscopique (voir Fig. 4.1 au centre). Aﬁn de simuler
une mesure macroscopique du champ des déformations "macroexp à l’échelle macroscopique,
les champs des déplacements sont extraits aux noeuds d’une grille régulière 10 10 et ces
déformations sont déduites par la méthode des éléments ﬁnis (voir Fig. 4.1 à droite-haut).
Par ailleurs, sur chacun des 16 sous-domaines carrés de coté 10 3m (échelle mésosco-
pique), on extrait les déplacements à l’échelle mésoscopique qui sont calculés sur une
grille régulière 100  100 (pour chaque sous-domaine mésoscopique). On simule ainsi 16
mesures mésoscopiques du champ des déformations "mesoexp sur chacun des 16 sous-domaines
mésoscopiques (voir Fig. 4.1 à droite-basse pour l’un des 16 sous-domaines localisé en ligne
pointillée noire sur la ﬁgure du centre).
Les ﬁgures 4.2, 4.3 et 4.4 montrent les composantes f"macroexp g11, f"macroexp g22 et f"macroexp g12 du
champ des déformations "expérimental" simulé à l’échelle macroscopique avec une résolu-
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tion 10 10. Sur ces trois ﬁgures, les carrés en ligne blanche et le carré en ligne pointillée
noire représentent les 16 sous-domaines mésoscopiques considérés.
Les ﬁgures 4.5, 4.6 et 4.7 montrent les composantes f"mesoexp g11, f"mesoexp g22 et f"mesoexp g12 du
champ des déformations "expérimental" simulé à l’échelle mésoscopique avec une résolu-
tion 100 100.
Figure 4.1 – Schéma décrivant la construction de la base de données "expérimentales"
par simulation numérique pour les deux échelles macroscopiques et mésoscopiques : mo-
dèle EF du domaine macro de l’échantillon avec la résolution de l’échelle mésoscopique
(ﬁgure de gauche), composante f11g du champ des déformations du domaine macrosco-
pique avec la résolution de l’échelle mésoscopique (ﬁgure du centre), composante f11g du
champ des déformations "macroexp du domaine macroscopique avec la résolution de l’échelle
macroscopique (ﬁgure de droite-haut), composante f11g du champ des déformations "mesoexp
d’un sous-domaine mésoscopique (localisé en ligne pointillée noire sur la ﬁgure du centre)
avec la résolution de l’échelle mésoscopique (ﬁgure de droite-bas).
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Figure 4.2 – Composante f"macroexp g11 du champ des déformations "expérimental" simulé
à l’échelle macroscopique avec une résolution 10 10
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Figure 4.3 – Composante f"macroexp g22 du champ des déformations "expérimental" simulé
à l’échelle macroscopique avec une résolution 10 10
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Figure 4.4 – Composante f"macroexp g12 du champ des déformations "expérimental" simulé
à l’échelle macroscopique avec une résolution 10 10
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Figure 4.5 – Composante f"mesoexp g11 du champ des déformations "expérimental" simulé
à l’échelle mésoscopique avec une résolution 100 100
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Figure 4.6 – Composante f"mesoexp g22 du champ des déformations "expérimental" simulé
à l’échelle mésoscopique avec une résolution 100 100
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Figure 4.7 – Composante f"mesoexp g12 du champ des déformations "expérimental" simulé
à l’échelle mésoscopique avec une résolution 100 100
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4.5 Analyses de sensibilité par rapport aux paramètres
moyens
Dans ce paragraphe, on présente une étude de sensibilité des valeurs des deux indicateurs
I2(b) et I3(a; b) par rapport aux diﬀérentes composantes `; ; ET ; T du paramètre b et
pour laquelle, la valeur du paramètre a a été ﬁxée à a0 = (E0T ; 0T ) avec E0T = 5:2109 Pa
et 0T = 0:38. Cette étude de sensibilité a pour l’objectif de vériﬁer que le problème d’op-
timisation multi-objectif est bien posé.
 La ﬁgure Fig. 4.8 montre la sensibilité de l’indicateur I2(b) par rapport à  avec
` = 1:25  10 4m, ET = 5:2  109 Pa et T = 0:38. On remarque qu’il existe une
valeur optimale de  minimisant I2(b) laquelle est approximativement 0:39, ce qui cor-
respond à une valeur approchée de la valeur choisie pour construire la base de données
"expérimentales" simulées.
 La ﬁgure Fig. 4.9 montre la sensibilité de l’indicateur I3(a0; b) par rapport à  avec
` = 1:25 10 4m, ET = 5:2 109 Pa et T = 0:38. On remarque que cet indicateur est
une fonction décroissante de  dans le voisinage des valeurs choisies pour construire la
base de données "expérimentales" simulées.
 La ﬁgure Fig. 4.10 montre qu’il n’y a pas de sensibilité de l’indicateur I2(b) par rapport
à ET . Ce résultat était prévisible.
 La ﬁgure Fig. 4.11 montre la sensibilité de l’indicateur I3(a0;b) par rapport à ET avec
` = 1:25 10 4m,  = 0:4 et T = 0:38. On remarque qu’il existe une valeur optimale
de ET minimisant I3(a0; b) laquelle est approximativement 10:2  109 Pa, ce qui cor-
respond à une valeur approchée de la valeur choisie pour construire la base de données
"expérimentales" simulées.
 La ﬁgure Fig. 4.12 montre la sensibilité de l’indicateur I2(b) par rapport à ` avec
 = 0:4, ET = 5:2 109 Pa et T = 0:38. On remarque qu’il existe une valeur optimale
de ` minimisant I2(b) laquelle est approximativement 1:25 10 4m, ce qui correspond
à la valeur choisie pour construire la base de données "expérimentales" simulées.
 La ﬁgure Fig. 4.13 montre la sensibilité de l’indicateur I3(a0;b) par rapport à ` avec
 = 0:4, ET = 5:2  109 Pa et T = 0:38. On remarque que cet indicateur est une
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fonction croissante de ` dans le voisinage des valeurs choisies pour construire la base de
données "expérimentales" simulées.
 La ﬁgure Fig. 4.14 montre la sensibilité de l’indicateur I2(b) par rapport à T avec
` = 1:25  10 4m,  = 0:4 et ET = 5:2  109 Pa. On remarque que cet indicateur est
une fonction croissante de T dans le voisinage des valeurs choisies pour construire la
base de données "expérimentales" simulées.
 La ﬁgure Fig. 4.15 montre la sensibilité de l’indicateur I3(a0;b) par rapport à T avec
` = 1:25  10 4m,  = 0:4 et ET = 5:2  109 Pa. On remarque qu’il existe une va-
leur optimale de T minimisant I3(a0;b) laquelle est approximativement 0:36, ce qui
correspond approximativement à la valeur choisie pour construire la base de données
"expérimentales" simulées.
L’analyse de sensibilité menée montre que la minimisation séparée par rapport à b de
chacun des deux indicateurs I2(b) et I3(a0;b) conduirait à deux valeurs diﬀérentes de b.
Il est donc nécessaire de procéder à un problème d’optimisation multi-objectif.
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Figure 4.8 – Etude de sensibilité des valeurs de I2(b) par rapport à  : Graphe de
b 7! I2(b), où b = (`; ; ET ; T ), avec ` = 1:25 10 4m, ET = 5:2 109 Pa, T = 0:38 et
 variant dans l’intervalle [0:25; 0:5].
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Figure 4.9 – Etude de sensibilité des valeurs de I3(a0; b) par rapport à  : Graphe de
b 7! I3(a0;b), où b = (`; ; ET ; T ), avec ` = 1:25 10 4m, ET = 5:2 109 Pa, T = 0:38
et  variant dans l’intervalle [0:25; 0:5].
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Figure 4.10 – Etude de sensibilité des valeurs de I2(b) par rapport à ET : Graphe de
b 7! I2(b), où b = (`; ; ET ; T ), avec ` = 1:25 10 4m,  = 0:4, T = 0:38 et ET variant
dans l’intervalle [6 109; 12:5 109]Pa.
52
4.5. ANALYSES DE SENSIBILITÉ PAR RAPPORT AUX PARAMÈTRES
MOYENS
5 6 7 8 9 10 11 12 13
x 109
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
ET
I
3
(a
0
,
b
)
Figure 4.11 – Etude de sensibilité des valeurs de I3(a0; b) par rapport à ET : Graphe
de b 7! I3(a0; b), où b = (`; ; ET ; T ), avec ` = 1:25 10 4m,  = 0:4, T = 0:38 et ET
variant dans l’intervalle [6 109; 12:5 109]Pa.
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Figure 4.12 – Etude de sensibilité des valeurs de I2(b) par rapport à ` : Graphe de
b 7! I2(b), où b = (`; ; ET ; T ), avec  = 0:4, T = 0:38, ET = 5:2 109 Pa et ` variant
dans l’intervalle [2 10 5; 2:5 10 4]m.
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Figure 4.13 – Etude de sensibilité des valeurs de I3(a0; b) par rapport à ` : Graphe de
b 7! I3(a0; b), où b = (`; ; ET ; T ), avec  = 0:4, T = 0:38, ET = 5:2  109 Pa et `
variant dans l’intervalle [2 10 5; 2:5 10 4]m.
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Figure 4.14 – Etude de sensibilité des valeurs de I2(b) par rapport à T : Graphe de
b 7! I2(b), où b = (`; ; ET ; T ), avec  = 0:4, ` = 1:25  10 4m, ET = 5:2  109 Pa et
T variant dans l’intervalle [0:225; 0:475].
54
4.6. PROBLÈME D’OPTIMISATION MULTI-OBJECTIF
0.2 0.25 0.3 0.35 0.4 0.45 0.5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
νT
I
3
(a
0
,
b
)
Figure 4.15 – Etude de sensibilité des valeurs de I3(a0; b) par rapport à T : Graphe de
b 7! I3(a0; b), où b = (`; ; ET ; T ), avec  = 0:4, ` = 1:25  10 4m, ET = 5:2  109 Pa
et T variant dans l’intervalle [0:225; 0:475].
4.6 Problème d’optimisation multi-objectif
Rappelons que le problème d’optimisation multi-objectif, introduit au Chapitre 3, pour
identiﬁer la valeur optimale bmeso du paramètre b dans son ensemble admissible Bmeso,
consiste à résoudre le problème de minimisation multi-objectif suivant : trouver les valeurs
optimales amacro dans Amacro et bmeso dans Bmeso telles que
(amacro; bmeso) = arg min
a2Amacro b2Bmeso
I(a;b) ; (4.23)
où les composantes I1(a), I2(b) et I3(a; b) du vecteur I(a;b) sont déﬁnies par des
Eqs. (3.6), (3.20) et (3.23).
Les indicateurs I1(a), I2(b) et I3(a; b) sont calculés suivant la méthodologie présentée
au Chapitre 3. Toutefois, nous présenterons dans le paragraphe suivant deux cas de va-
lidation. Le premier sera relatif à un seul sous-domaine mésoscopique (celui indiqué en
ligne pointillée noire sur les ﬁgures) ; dans ce cas, l’indicateur I2(b) est celui déﬁni par
l’Eq. (3.20). Le second sera relatif à un moyennage supplémentaire introduit sur les 16
sous-domaines mésoscopiques (les 15 carrés en ligne blanche et le carré en ligne noire poin-
tillée) ; dans ce cas, l’indicateur I2(b) déﬁni par l’Eq. (3.20) sera remplacé par l’expression
suivante, I2(b) = 116
P16
q=1 I(q)2 (b) où I(q)2 (b) est l’indicateur calculé par l’Eq. (3.20) mais
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relatif au q-ème sous-domaine mésoscopique.
Les valeurs utilisées des paramètres numériques pour le calcul stochastique relatif à chaque
sous-domaine mésoscopique pour calculer les indicateurs I2(b) et I3(a;b) sont les sui-
vantes :
 Le maillage EF de chaque sous-domaine mésoscopique pour résoudre le problème aux
limites d’élasticité statique stochastique est constitué de 10000 éléments ﬁnis à 4 noeuds
avec un maillage cartésien de pas constant en x1 et x2.
 Le nombre N de points de Gauss correspondant à ce maillage est de 40000.
 Une étude de convergence a permis de ﬁxer l’ordre  de la représentation déﬁnie par
l’Eq. (4.20) pour la simulation numérique du vecteur V à 2 106.
 Le solveur stochastique utilisé est basé sur la méthode de Monte-Carlo ce qui permet
d’estimer la valeur des indicateurs I2(b) et I3(a; b). Le nombre de réalisations utilisées
a été de 500 et cette valeur a été calculée par une analyse de convergence.
Le problème d’optimisation multi-objectif déﬁni par l’Eq. (4.23) est alors résolu en uti-
lisant un algorithme génétique et en construisant un front de Pareto. L’utilisation de
l’algorithme génétique résulte de l’analyse suivante. Le coût numérique de la simulation
numérique du champ stochastique par l’Eq. (4.20) avec  = 2106 reste élevé (même avec
une parallélisation des calculs comme cela a été faite) et donc ce coût doit être maîtrisé en
limitant a priori le nombre de ces calculs. Dans ces conditions, il est nécessaire d’utiliser
un algorithme d’optimisation qui permet d’utiliser les calculs a priori et qui ne requiert
pas l’évaluation des gradients des indicateurs. Il est donc nécessaire de prendre l’algo-
rithme dans la classe des algorithmes de recherche aléatoire par exploration aléatoire des
ensembles admissibles des paramètres a et b. Nous avons donc ainsi choisi l’algorithme
génétique de Matlab (fonction gamultiobj). Pour les calculs, on a utilisé une taille de
population initiale de 50 et moins de 100 générations ont été nécessaires pour construire
le front de Pareto.
La ﬁgure Fig. 4.16 montre le principe d’utilisation du front de Pareto pour les indica-
teurs I2(b) et I3(a;b). Pour l’identiﬁcation, chaque point sur le front de Pareto minimise
l’un des deux indicateurs I2(b) ou I3(a; b), l’autre n’ayant pas atteint sa valeur minimale.
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Théoriquement, la solution optimale (celle pour laquelle les deux indicateurs atteindraient
simultanément leur valeur minimale) ne pourrait être atteinte que si le front de Pareto
était constitué de deux droites perpendiculaires (et donc parallèles aux axes), ce qui n’est
pas le cas en général. Il reste donc un degré de liberté dans l’interprétation de la solution
optimale sur le front de Pareto. La solution généralement retenue consiste à prendre le
point sur le front de Pareto qui minimise la distance à l’origine du front.
Le front de Pareto est construit itérativement à chaque génération de l’algorithme géné-
tique. Pour l’initialisation du paramètre a, sa valeur est choisie à a(0) qui correspond à la
solution du problème d’optimisation partiel suivant : a(0) = arg min
a2Amacro
I1(a), qui est résolu
avec un algorithme classique d’optimisation (fonction fmeansearch de Matlab basée sur
un algorithme du simplex). Il a été constaté que cette valeur initiale varie peu pendant
les itérations et correspond, en fait, à la valeur optimale trouvée amacro en résolvant le
problème d’optimisation multi-objectif.
Valeurs optimales
Valeurs dominées
Utopie
Front pareto
Figure 4.16 – Principe d’utilisation du front de Pareto pour les indicateurs I2(b) et
I3(a;b)
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4.7 Résultats numériques de l’identiﬁcation et valida-
tion
Dans ce paragraphe, on présente les deux cas déﬁnis précédemment. Pour ces deux
cas, le modèle de loi de comportement du matériau à l’échelle macro est prise dans la
classe des isotropes transverses en 2D et en contraintes planes dont le paramétrage a =
(EmacroT ; 
macro
T ) correspond au module d’Young transverse et au coeﬃcient de Poisson de la
modélisation macroscopique. Pour ces deux cas, la valeur optimale de a = (EmacroT ; macroT )
est amacro = (9:565 109 Pa ; 0:3987).
Premier cas : utilisation d’un seul sous-domaine mésoscopique
Le tableau Tab. 4.1 donne les valeurs de b = (`; ; ET ; T ) pour chaque point du front de
Pareto montré à la Fig. 4.17. Les points optimaux sont les points 5, 6, 7, 8 et 9 où 6 et 7
sont confondus sur le front de Pareto. La valeur optimale bmeso a donc pour composantes
optimales, `meso = 9:66  10 5m, meso = 0:37, EmesoT = 1:023  1010 Pa, mesoT = 0:376.
Ce résultat permet de valider la méthodologie proposée pour l’identiﬁcation inverse car
cette valeur optimale identiﬁée bmeso est voisine de la valeur de b utilisée pour construire
la base "expérimentale" simulée, donnée au paragraphe 4.4, dont les composantes sont
` = 1:25 10 4m,  = 0:4, ET = 9:9 109 Pa, T = 0:38.
Table 4.1 – Premier cas : Optimisation par l’algorithme génétique
k I2(b) I3(a;b) `  ET T
1 5.00652910 9 2.31167210 1 1.88666710 4 0.400000 1.0230001010 0.392667
2 5.00652910 9 9.47702410 2 2.50000010 4 0.400000 1.0230001010 0.392667
3 5.01082710 9 9.46990310 2 9.66666710 5 0.366667 1.0230001010 0.376200
4 5.13220810 9 9.20196010 2 1.27333310 4 0.383333 1.0230001010 0.392667
5 5.24010010 9 3.46730010 2 9.66666710 5 0.366667 1.0230001010 0.359733
6 5.25940710 9 2.45527510 2 5.06666710 5 0.350000 8.943000109 0.293867
7 5.25940710 9 2.45527510 2 9.66666710 5 0.366667 1.0230001010 0.376200
8 5.38687610 9 2.06401010 2 5.06666710 5 0.350000 8.943000109 0.310333
9 5.49052910 9 1.96877410 2 5.06666710 5 0.350000 1.2375001010 0.293867
10 6.5738610 9 1.96283910 2 2.19333310 4 0.400000 1.0230001010 0.392667
11 6.89546710 9 1.88562410 2 2.50000010 4 0.383333 1.0230001010 0.392667
12 7.25498610 9 1.75958410 2 2.50000010 4 0.333333 1.0230001010 0.392667
13 7.56718410 9 1.68889410 2 9.66666710 5 0.383333 1.0230001010 0.392667
14 7.99681610 9 1.62319310 2 2.00000010 5 0.350000 8.943000109 0.310333
15 9.12934010 9 1.50704210 2 2.50000010 4 0.366667 1.0230001010 0.392667
16 9.36844710 9 1.33344210 2 1.27333310 4 0.266667 1.0230001010 0.392667
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Figure 4.17 – Premier cas : Front de Pareto pour les indicateurs I2(b) et I3(a;b)
Second cas : utilisation des 16 sous-domaines mésoscopiques
Comme pour le premier cas, le tableau Tab. 4.2 donne les valeurs de b = (`; ; ET ; T )
pour chaque point du front de Pareto montré à la Fig. 4.18. Les points optimaux sont
les points 7 et 8. La valeur optimale bmeso a donc pour composantes optimales, `meso =
9:66  10 5m, meso = 0:38, EmesoT = 1:023  1010 Pa, mesoT = 0:409. Ce résultat est
cohérent avec les résultats du premier cas et conﬁrme la validation de la méthodologie
proposée pour l’identiﬁcation inverse car cette valeur optimale identiﬁée bmeso est voisine
de la valeur de b utilisée pour construire la base "expérimentale" simulée. Il est à noter que
l’utilisation de plusieurs sous-domaines à l’échelle mésoscopique (conduisant à moyenner
l’indicateur I2(b) sur les sous-domaines) n’améliore pas, pour le cas traité, l’identiﬁcation
qui n’utilise qu’un seul sous-domaine mésoscopique. Ce résultat est un élément positif pour
l’identiﬁcation du modèle stochastique mésoscopique présentée au Chapitre 6 sur la base
des données expérimentales mesurées (Chapitre 5) et qui n’utilise qu’un seul sous-domaine
mésoscopique (le carré en ligne pointillée noire montré sur les ﬁgures).
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Table 4.2 – Second cas : Optimisation par l’algorithme génétique
k I2(b) I3(a;b) `  ET T
1 3.67979610 9 1.16990210 1 5.06666710 5 0.366667 8.943000109 0.228000
2 3.68207410 9 1.08258010 1 5.06666710 5 0.366667 8.943000109 0.244467
3 3.69770910 9 9.32687510 2 5.06666710 5 0.366667 8.943000109 0.293867
4 3.78946410 9 9.27313510 2 6.60000010 5 0.366667 8.943000109 0.310333
5 3.92133310 9 9.15139710 2 3.53333310 5 0.366667 8.943000109 0.293867
6 3.92911210 9 9.11692310 2 3.53333310 5 0.366667 8.943000109 0.310333
7 4.01332910 9 2.61232710 2 9.66666710 5 0.383333 1.0230001010 0.376200
8 4.05932810 9 2.31857710 2 9.66666710 5 0.383333 1.0230001010 0.409133
9 4.71404610 9 2.16206810 2 9.66666710 5 0.333333 1.0230001010 0.376200
10 5.15807910 9 1.96022010 2 5.06666710 5 0.300000 1.0230001010 0.376200
11 6.02828610 9 1.89707710 2 9.66666710 5 0.300000 1.0230001010 0.376200
12 6.32151210 9 1.86021710 2 1.12000010 4 0.300000 1.0230001010 0.376200
13 6.85077310 9 1.77531210 2 9.66666710 5 0.283333 1.0230001010 0.376200
14 7.74915310 9 1.66078610 2 9.66666710 5 0.266667 1.0230001010 0.376200
15 8.70016410 9 1.55356110 2 9.66666710 5 0.250000 1.0230001010 0.376200
16 1.02625710 8 1.54851010 2 2.19333310 4 0.266667 1.0230001010 0.376200
17 1.07839110 8 1.43013310 2 2.50000010 4 0.266667 1.0230001010 0.376200
18 1.15619310 8 1.36258710 2 2.50000010 4 0.250000 1.0230001010 0.376200
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Figure 4.18 – Second cas : Front de Pareto pour les indicateurs I2(b) et I3(a; b)
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4.8 Résumé du chapitre
Dans ce chapitre, nous avons proposé une modélisation stochastique a priori, paramé-
trée par un vecteur b, du champ d’élasticité 2D en contraintes planes, qui satisfait à
toutes les propriétés fondamentales attendues pour un tel champ. Pour une valeur ﬁxée
du paramètre b dans son ensemble admissible, nous avons proposé un générateur de réa-
lisations indépendantes de ce champ pour un sous-domaine mésoscopique. Aﬁn de valider
la méthode d’identiﬁcation statistique inverse présentée au Chapitre 3 et dont les aspects
numériques et algorithmiques ont été présentés dans ce chapitre, nous avons développé
deux exemples pour lesquels la référence était donnée a priori. Aﬁn de s’assurer que le
problème d’optimisation multi-objectif était bien posé, nous avons mené au préalable une
étude de sensibilité des indicateurs du problème d’optimisation vis-à-vis des paramètres
à identiﬁer (à optimiser). Nous avons montré au travers des deux cas présentés pour la
validation que le moyennage de l’indicateur de l’échelle mésoscopique sur plusieurs sous-
domaines mésoscopiques pour lesquels on aurait une image expérimentale de champ des
déplacements, n’améliore pas l’identiﬁcation par rapport à l’utilisation d’un seul sous-
domaine mésoscopique. Ce constat est favorable à la situation expérimentale décrite au
chapitre 5 pour laquelle un seul sous-domaine mésoscopique a été mesuré.
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5.1 Introduction
Comme nous l’avons vu, nous nous intéressons à des matériaux hétérogènes dont la mi-
crostructure est complexe, aléatoire et hiérarchique telle que celle de l’os cortical qui fait
l’objet des mesures présentées dans ce chapitre. A l’échelle macroscopique, nous avons
supposé aux chapitres 3 et 4 qu’un tel matériau était homogène (pour le tenseur d’élas-
ticité). Ce tenseur d’élasticité à l’échelle macroscopique doit être identiﬁé en utilisant
des mesures expérimentales du champ de déplacement à l’échelle macroscopique. Par
ailleurs, à l’échelle microscopique, ce matériau qui est non homogène et aléatoire a été
supposé ne pas pouvoir être décrit en termes de constituants (c’est le cas de l’os cortical
considéré dans ce chapitre). Par conséquent, une échelle intermédiaire a été introduite
entre l’échelle macroscopique et l’échelle microscopique, dite échelle mésoscopique, pour
laquelle le milieu considéré a des propriétés mécaniques apparentes (champ d’élasticité à
valeurs tensorielles) qui ont été modélisées par un champ stochastique (voir chapitres 3
et 4). Pour identiﬁer les paramètres du modèle stochastique des propriétés apparentes à
l’échelle mésoscopique, nous avons proposé, dans la méthodologie présentée aux chapitres
3 et 4, une méthode qui requiert des mesures de champ de déplacement aux deux échelles
macroscopique et mésoscopique. Dans ce chapitre, nous présentons (1) la méthodologie
expérimentale basée sur des mesures optiques de champ par corrélation d’images, (2) le
protocole expérimental pour un échantillon de l’os cortical et le banc de mesures et (3)
les résultats expérimentaux.
La nouveauté et les diﬃcultés de ces mesures pour l’os cortical résident d’une part, par
la nature du matériau qui est très complexe et qui requiert un protocole adapté pour la
mise en charge et pour les mesures optiques de la face éclairée qui doit avoir suﬃsam-
ment de contraste pour les deux échelles de mesures (préparation délicate des mouchetis
de l’échantillon dans le cas de l’os cortical), et d’autre part, la nécessité de faire pour
un même échantillon et pour une seule mise en charge, les mesures optiques aux deux
échelles, l’échelle macroscopique et l’échelle mésoscopique.
L’implémentation de la méthodologie expérimentale par mesures optiques de champs, le
développement du banc expérimental, la préparation des échantillons et les mesures ex-
périmentales proprement dites ont été initialisées dans le cadre d’une collaboration avec
Jérôme Crépin (qui travaille entre autre sur des matériaux biologiques et la corrélation
d’image (Bertolino et al., 2007; Heripre et al., 2007; Kalouche et al., 2010)) et ont été
eﬀectués au Laboratoire de Mécanique des Solides (LMS) de l’Ecole Polytechnique (qui a
l’expérience des mesures optiques par corrélation d’images) par Jean-Marc Allain (Chau-
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vet et al., 2010; Houssen et al., 2011; Gusachenko et al., 2012), Hakim Gharbi (Bornert
et al., 2010; Yang et al., 2010; Yang et al., 2012) et moi-même.
5.2 Méthodologie des mesures de champs par corréla-
tion d’images
La méthode de mesures de champs par corrélation d’images, introduite et développée dans
de nombreux travaux depuis le début des années 90 (Kahnjetter et al., 1994; Vendroux et
Knauss, 1998a; Vendroux et Knauss, 1998b; Hild et al., 1999; Schreier et al., 2000; Che-
valier et al., 2001; Hild, 2002; Hild et al., 2002; Roux et al., 2002; Hild et Roux, 2006; Pan
et al., 2006; Avril et al., 2008a; Rethore et al., 2008; Roux et Hild, 2008; Roux et al., 2008;
Sutton et al., 2008; Bornert et al., 2009; Pan et al., 2009; Bornert et al., 2010; Yamaguchi
et al., 2011; Hild et Roux, 2012), permet de mesurer, pour une résolution ﬁxée, le champ
de déplacement élastique de la face éclairée de l’échantillon soumis à une sollicitation
mécanique (dans le cas présent, ce sera une compression). Ce champ de déplacement est
obtenu en comparant deux images de la face éclairée, celle de l’échantillon non déformé
(dite image de référence) et celle de l’échantillon déformé sous la sollicitation mécanique
(dite image déformée) (voir la Fig. 5.1 relative à une mesure sur l’os cortical, obtenue pen-
dant la campagne de mesures au LMS). La comparaison d’images repose sur l’utilisation
de la technique de corrélation, qui exploite une hypothèse de conservation du contraste
local des images dans un voisinage des points dont on recherche le déplacement.
La méthode de corrélation d’images admet en général un grand nombre de variantes liées
Figure 5.1 – Comparaison de la zone d’étude entre une image de référence (ﬁgure de
gauche) et une image déformée (ﬁgure de droite) à l’échelle macroscopique. Images obte-
nues pour l’os cortical pendant la campagne de mesures au LMS.
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au mode d’obtention des images, à la nature du contraste qui sert à repérer les points,
à l’expression du coeﬃcient de corrélation, à son calcul approché à partir de la repré-
sentation discrète des images sous la forme de pixels et à l’algorithme de minimisation.
Les applications les plus nombreuses reposent sur des images enregistrées au moyens de
caméras CCD optiques, équipées d’objectifs adaptés aux structures étudiées. Les champs
couverts à l’échelle macroscopique varient entre quelques millimètres et quelques centi-
mètres, voire plus. Ce type d’observation ne pose en général pas de problème particulier
d’éclairage, d’alignement ou de profondeur de champ. Les images sont enregistrées au
moyen d’un ordinateur pourvu d’une carte vidéo (à une fréquence qui dépend de l’appli-
cation envisagée) et d’un logiciel d’acquisition et de traitements. Les images analysées par
les techniques de corrélation sont en noir et blanc, le signal en chaque pixel étant repré-
senté par un scalaire, dit niveau de gris. L’utilisation des images en couleur est possible
mais pose au moins deux diﬃcultés qui font que nous n’avons pas utilisé cette possibi-
lité. La première diﬃculté est que la diﬀérence (ou l’écart) entre deux couleurs est une
notion plus diﬃcile à mettre en oeuvre à l’aide d’un indicateur scalaire (mode de codage
des couleurs). La déﬁnition d’un coeﬃcient de corrélation qui repose sur une notion de
distance entre images reste donc ouverte pour les images en couleur. La seconde diﬃculté
est liée au mode de fonctionnement des caméras couleurs traditionnelles qui utilisent un
ﬁltre chromatique placé devant un capteur CCD. Certains pixels sont alors sensibles au
bleu, d’autres au rouge et d’autres au vert. Le signal est globalement sous-échantillonné
d’un facteur trois, ce qui peut être néfaste à la performance des méthodes de corrélation.
Il est également possible d’enregistrer au moyen d’une caméra CCD, les images fournies
par un objectif de macrophotographie, voire par un microscope optique. Les dimensions du
champ d’observation peuvent alors être inférieures au millimètre carré, voire au dixième de
millimètre carré. Cette augmentation de grossissement s’accompagne de diﬃcultés liées
à la faible quantité de lumière disponible qui impose des éclairages adaptés. Un autre
problème est la profondeur de champ qui est de plus en plus petite à mesure que le
grossissement augmente. Pour obtenir des images nettes sur toute la zone d’observation,
il faut alors s’assurer de la planéité de la surface observée ce qui est très délicat pour des
matériaux tels que l’os cortical, et du bon alignement de l’axe optique avec la normale
à cette surface. De plus, l’apparition d’un relief important en surface peut rendre des
images inexploitables. Une autre diﬃculté est le contrôle de la distance frontale entre le
système d’observation et l’objet étudié. En eﬀet, une faible variation de cette distance
peut induire une variation de grossissement entre deux conﬁgurations, qui, si elle n’est
pas corrigée, pourrait être interprétée comme une déformation mécanique de l’objet. Pour
cette raison, il est préférable d’utiliser des focales longues, pour éloigner l’objet de la
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caméra, et de bloquer le réglage de mise au point sur l’objectif lorsqu’il en existe un. La
distance de mise au point sera alors ﬁxe et un déplacement relatif de l’objet par rapport
à la caméra pourra être corrigé en déplaçant cette dernière de façon à refaire la mise au
point. Les lois de l’optique classique font que la limite de résolution des caméras optiques
est liée à la longueur d’onde de la lumière utilisée. En pratique, sous éclairage en lumière
blanche classique et avec un système optique de très bonne qualité, la limite inférieure d’un
pixel est d’environ 0; 5m. Avec une caméra megapixel, il est donc inutile d’analyser des
champs plus petits que 0; 50; 5mm2. Pour atteindre des grossissements plus importants,
il convient d’utiliser d’autres moyens de microscopie tels que la microscopie électronique
à balayage (MEB), dont la résolution atteint 5nm sur un appareil conventionnel, et peut
descendre à 1nm sur un microscope à eﬀet de champ.
5.3 Protocole expérimental pour l’os cortical et banc
de mesures
Dans ce paragraphe, on présente la méthode de préparation d’un échantillon d’os corti-
cal, la description du banc de mesures, la procédure de l’essai (fait au LMS de l’Ecole
Polytechnique par Jean-Marc Allain, Hakim Gharbi et moi-même) ainsi que les diﬃcultés
rencontrées.
Figure 5.2 – Os cortical de boeuf. Os cortical avant préparation (ﬁgure de gauche) et
Échantillon d’os cortical après préparation (ﬁgure de droite) (dimensions 1 cm3)
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Figure 5.3 – Équipements du laboratoire LMS utilisés (1) pour découper l’échantillon
(ﬁgure gauche) et (2) pour polir les faces de l’échantillon (ﬁgure droite).
5.3.1 Échantillon et sa préparation
Comme nous l’avons déjà indiqué, les tissus biologiques sont parmi les matériaux les plus
diﬃciles à modéliser et à expérimenter contenu du niveau de complexité de leurs consti-
tuants à l’échelle microscopique. C’est le cas de l’os cortical pour lequel plusieurs échelles
doivent être déﬁnies (voir Fig. 5.4). L’os cortical est un matériau hétérogène poreux (dont
la microstructure est principalement constituée d’ostéons, de lamelles et de canaux), qui
est, à l’échelle macroscopique, un matériau dur et très résistant. Les échantillons d’os
utilisés proviennent de fémurs de boeuf. La Fig. 5.4 montre les images optiques de l’os
cortical de boeuf à l’échelle macroscopique (1 cm), à l’échelle mésoscopique (1mm) et à
l’échelle des hétérogénéités de la microstructure. On voit clairement sur ces images les os-
téons, les canaux et les lamelles. L’échantillon est fabriqué pour avoir une forme cubique
de dimension 0:01 0:01 0:01m3 dont la dimension de chaque arrête est à 5% d’erreur
au maximum (voir Fig. 5.2). Pour préparer l’échantillon, la première étape consiste à en-
lever la moelle, les nerfs et le cartilage qui sont accrochés à l’os. La second étape consiste
à découper l’os nettoyé avec un ﬁl diamanté (voir l’équipement utilisé à la Fig. 5.3). La
troisième étape consiste à polir les faces de l’échantillon avec une polisseuse à disque (voir
Fig. 5.3) aﬁn d’assurer une bonne planéité. Dans la procédure de polissage, l’échantillon
est ﬁxé à un porte-échantillon avec du scotch à double face et est pressé sur le disque
à la main aﬁn d’obtenir les deux faces parallèles de l’échantillon. La face observée de
l’échantillon (face dont les déformations seront mesurées par le système optique) est une
face qui est perpendiculaire au grand axe de l’os. La dernière étape consiste à couvrir la
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face observée par un mouchetis consistant à déposer un marqueur. Il est nécessaire d’avoir
un fort contraste sur cette surface pour mettre en oeuvre, dans de bonnes conditions, la
technique de corrélation d’images. Il est à noter qu’un même marquage doit être utilisé
pour les mesures des déformations aux deux échelles mésoscopique et macroscopique de
l’échantillon soumis au même chargement. Trois techniques de mouchetis ont été utilisées
pour ce tissu biologique, les deux premières décrites ci-après n’ont pas donné un contraste
suﬃsant et ont été abandonnées. La troisième a donné de bons contrastes et a permis
d’obtenir l’ensemble des mesures expérimentales présentées dans ce mémoire. La première
a été un mouchetis de peinture noire pulvérisée qui a donné un résultat satisfaisant pour
l’échelle macroscopique, mais avec des gouttes trop grosses pour l’échelle mésoscopique.
La deuxième technique essayée a été un mouchetis de micro-billes. Les micro-billes étaient
de l’ordre du micron, étaient mélangées dans de l’encre (ﬂuide colorant) puis le mélange
a été déposé sur la face observée de l’échantillon à l’aide d’une pipette. Après séchage
l’échantillon était prêt pour la mesure, mais pour de l’imagerie optique, ce type de mar-
quage n’est pas assez constaté et trop hétérogène bien que cette technique ait déjà donné
de bons résultats pour étudier de l’os sous MEB au laboratoire LMS. La troisième tech-
nique de marquage qui a donné de bons résultats consiste à rayer la face observée dans
deux directions perpendiculaires avec du papier à polir, puis à déposer sur la face rayée
de l’encre noire, et enﬁn à essuyer cette encre qui va rester principalement dans les pores
et les rainures. La Fig. 5.5 montre, pour la face observée de l’échantillon préparé, le mou-
chetis de peinture noire pulvérisée (ﬁgure de gauche), le mouchetis par micro-billes (ﬁgure
du milieu) et le mouchetis par rayures (ﬁgure de droite).
Figure 5.4 – Images optiques expérimentales de l’échantillon d’os cortical présentées à
plusieurs échelles : à l’échelle macroscopique (1 cm) (ﬁgure de gauche), à l’échelle méso-
scopique (1mm) (ﬁgure du milieu) et à l’échelle des hétérogénéités (ﬁgure de droite)
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Figure 5.5 – Face observée de l’échantillon préparée, à l’échelle macroscopique : Mou-
chetis de peinture noire pulvérisée (ﬁgure de gauche), mouchetis par micro-billes (ﬁgure
du milieu) et mouchetis par rayures (ﬁgure de droite)
5.3.2 Banc de mesures
Le banc de mesure du LMS sur lequel la campagne d’expérimentation a été eﬀectuée est
montrée à la Fig. 5.6.
L’échantillon préparé est placé dans une presse uniaxiale (la presse est verticale sur la
ﬁgure). Le système de chargement peut délivrer une force suﬃsante pour obtenir des dé-
formations mesurables dans le domaine de l’élasticité linéaire. Dans les mesures présentées
pour la campagne expérimentale, la charge a été limitée à 9 kN (voir paragraphe 5.3.3).
Les conditions aux limites correspondant à l’expérimentation sont les suivantes. Pour la
face de l’échantillon en contact avec la partie ﬁxe inférieure de la presse, les déplacements
normaux à cette face sont nuls et les déplacements tangentiels sont libres. Pour la face
de l’échantillon en contact avec la partie supérieure de la presse (vérin mobile appliquant
une force de compression), une pression supposée uniforme est appliquée à cette face et
les déplacements tangentiels sur cette face sont libres. Les quatre autres faces (verticales)
de l’échantillon sont libres (ni force appliquée, ni déplacement imposé). Pour mesurer le
champ de déplacement de la face observée par corrélation d’images, une source d’éclairage
est mise en place dans le montage et son intensité est réglée. L’acquisition des images à
l’échelle macroscopique de la face observée de l’échantillon et à l’échelle mésoscopique
sur des sous-domaines de la face observée, est réalisée avec une caméra CCD équipée
d’un objectif de microscope (Edmund Optics) de grandissement 5 qui est placée devant
l’échantillon. La caméra utilisée (type Pike - Allied Vision Technologies) est connectée à
un ordinateur dans lequel se trouve un logiciel qui fait l’acquisition des images et leur trai-
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tement. La taille d’un pixel de l’image est de 600 600nm2 et le capteur fait 2452 2054
pixels.
Un seul objectif est utilisé permettant de faire l’acquisition de l’image d’une zone carrée de
dimension d’environ 11mm2 de la face éclairée de l’échantillon correspondant à l’échelle
mésoscopique. La caméra parcourt horizontalement et verticalement la face éclairée de
l’échantillon et prend 10 images dans la direction verticale et 9 images dans la direction
horizontale. Avant chaque prise d’image, le système fait une mise au point automatique. A
la ﬁn de l’acquisition, 90 images de dimension 1:47 1:23mm2 en 2452 2054 pixels sont
obtenues. Chacune de ces images peut être associée à une grille de corrélation de 100100
points sur 1  1mm2 à l’échelle mésoscopique, donnant une résolution 10 5  10 5m2.
Le regroupement de ces images à l’échelle mésoscopique permet de construire l’image à
l’échelle macroscopique de la face observée. Cette image macroscopique peut être asso-
ciée à une grille de corrélation de 1010 points, donnant une résolution de 10 310 3m2.
Figure 5.6 – Banc de mesure du LMS sur lequel la campagne d’expérimentation a été
eﬀectuée
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5.3.3 Procédure de l’essai
La procédure utilisée pour un essai est la suivante :
0. Dans une étape préalable, la force maximale de compression à appliquer a été détermi-
née pour rester dans le domaine de l’élasticité linéaire. Pour cela, des mises en charge et
en décharge ont été appliquées sur 4 échantillons. Cette étape a permis de déﬁnir la force
maximale de compression à 9 kN . Cette force est choisie pour assurer une déformation
maximale tout en restant dans le domaine d’élasticité de l’échantillon.
1. Acquisition des 90 images 2452  2054 pixels de l’échantillon non chargé (permettant
d’accéder à l’imagerie aux échelles mésoscopique et macroscopique de la face observée
comme nous l’avons indiqué au paragraphe précédent), numérotées de 1 à 90.
2. En utilisant l’ensemble de 90 images 24522054 pixels de l’étape 1, construction d’une
image de référence à l’échelle macroscopique (image mosaïque) à l’aide du logiciel ImageJ
sur une grille de 10 10 points. Par ailleurs, nous avons choisi l’image numéro 42 (qui se
trouve quasiment au milieu de la face observée de l’échantillon) comme l’image de réfé-
rence pour l’échelle mésoscopique construite sur une grille de 100 100 points.
3. Mise en charge de l’échantillon avec une vitesse de déplacement ﬁxée à 1m=s corres-
pondant à une vitesse de déformation de l’ordre de 10 5s 1. Le chargement est incrémenté
à partir d’une valeur initiale de 0N jusqu’à la valeur ﬁnale de 9 kN . Acquisition pour la
valeur ﬁnale de 9 kN des 90 images de 2452 2054 pixels de la face observée de l’échan-
tillon chargé. Une relaxation très faible est observée pendant l’imagerie (7%).
4. A partir de l’ensemble des 90 images 24522054 pixels acquis à l’étape 3, construction
de l’image de la face observée de l’échantillon déformé, d’une part à l’échelle macroscopique
(image mosaïque) sur une grille de 1010 points et d’autre part à l’échelle mésoscopique,
correspondant à l’image numéro 42, sur une grille de 100 100 points.
5. Utilisation de la méthode de corrélation d’images pour identiﬁer le champ de déplace-
ment dans la face observée, d’une part à l’échelle macroscopique avec une résolution de
10 10 points, et d’autre part, à l’échelle mésoscopique avec une résolution de 100 100
points. Le traitement a été fait à l’aide du logiciel Correl Manu développé par Michel
Bornert au laboratoire LMS.
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5.3.4 Diﬃcultés rencontrées lors du développement de la cam-
pagne expérimentale
De nombreuses diﬃcultés ont été rencontrées pour la mise au point dans la campagne
expérimentale, concernant la préparation des échantillons, la mise en charge, le dévelop-
pement du système optique et la mise au point, l’éclairage de la face observée.
Concernant la préparation de l’échantillon, le polissage fait avec les moyens du laboratoire
LMS (montré à la Fig. 5.3 (ﬁgure de droite)) ne permet pas d’obtenir un cube parfait.
En eﬀet, la ﬁxation au porte-échantillon n’est possible qu’avec du scotch à double face,
qui limite les possibilités de ﬁxation et empêche d’avoir des faces bien perpendiculaires.
Ce type de défaut conduit à un chargement qui n’est pas "parfaitement" uniforme sur la
face chargée de l’échantillon. Comme nous l’avons vu, deux techniques de mouchetis ont
été essayées et abandonnées au proﬁt d’une troisième technique qui a donné satisfaction.
Il est à noter que cette phase de préparation de l’échantillon a été très délicate et que la
préparation du marquage (très ﬁn sur une grande surface) qui a été très longue.
5.4 Résultats expérimentaux
Dans ce paragraphe, nous présentons les résultats obtenus pendant la campagne expé-
rimentale eﬀectuée au sein du laboratoire LMS de l’Ecole polytechnique. On présentera
les composantes du champ de déplacement suivant deux axes x1 et x2 sur une fenêtre
inclue dans le domaine 
macro (la fenêtre est très légèrement plus petite que le domaine

macro) ainsi que les composantes du champ de déplacement suivant ces deux axes x1 et
x2 sur une fenêtre mésoscopique qui déﬁnit le sous-domaine 
meso, inclue dans la fenêtre
macroscopique. On en déduit ensuite les composantes du champ des déformations pour

macro et 
meso qui sont calculées par la méthode des éléments ﬁnis 2D à quatre noeuds
pour un maillage déﬁni par la grille sur laquelle les déplacements mesurés sont donnés
aux noeuds.
Concernant les Fig. 5.7 à Fig. 5.11 relatives à l’échelle macroscopique, les images sont pré-
sentées dans le repère cartésien Ox1 x2, l’origine O étant située au coin inférieur gauche
de chaque image, l’axe Ox1 étant horizontal orienté de gauche à droite, l’axe Ox2 étant
vertical orienté de bas en haut. La dimension de chacune des images est de 9:52510 3m
(horizontal) sur 9:334  10 3m (vertical). C’est une fenêtre rectangulaire (quasi carrée)
qui s’inscrit dans la face carrée éclairée de 0:01m (horizontal) sur 0:01m (vertical) de
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l’échantillon. Il y a donc une quasi superposition de chacune de ces images avec la face
physique éclairée de l’échantillon cubique.
Concernant les Fig. 5.12 à Fig. 5.16 relatives à l’échelle mésoscopique, les images sont
présentées dans le repère cartésien O0 x1 x2 déduit par translation du repère Ox1 x2, l’ori-
gine O0 étant située au coin inférieur gauche de chaque image de l’échelle mésoscopique.
La dimension de chaque image est de 10 3m (horizontal) sur 10 3m (vertical), qui est
une fenêtre carrée localisée (comme nous l’avons expliqué) approximativement au centre
de l’image de la fenêtre macroscopique.
Il est à noter que les images des champs de déplacement, après traitement des mesures,
ont été globalement translatées pour obtenir un recalage par rapport à une même origine
spatiale. Les valeurs des champs de déplacement indiquées sur les ﬁgures sont donc don-
nées à une translation globale près. Par exemple, sur la Fig. 5.8, l’échelle (relative) des
déplacements est de 210 5m à 1010 5m et correspond à une composante de transla-
tion T2 près suivant l’axe x2. Physiquement, la ligne inférieure horizontale de l’image (en
bas) sur la Fig. 5.8 est à une distance d’environ 3:3 10 4m du bord inférieur horizontal
de l’échantillon (en bas) qui repose sur la partie inférieure ﬁxe de la presse, ce bord de
l’échantillon étant bloqué en déplacement suivant l’axe x2. La ligne supérieure horizontale
de l’image (en haut) sur la Fig. 5.8 est à une distance d’environ 3:3  10 4m du bord
supérieur horizontal de l’échantillon (en haut) sur lequel la partie supérieure mobile de
la presse applique la force surfacique de compression suivant  x2. Physiquement, la ligne
supérieure horizontale de l’image se déplace donc négativement suivant x2 d’une valeur
supérieure (en valeur absolue) au déplacement négatif suivant x2 de la ligne inférieure ho-
rizontale de l’image qui est près du bord inférieur de l’échantillon bloqué en déplacement
suivant x2. Par exemple, cette composante de translation T2 est de l’ordre de  1110 5m
ce qui donne un déplacement physique en x2 de l’ordre de  910 5m en haut de l’image
et de  10 5m en bas de l’image. Le raisonnement que nous venons de mener s’applique
aussi à l’échelle relative des déplacements suivant x1 de la Fig. 5.7 et qui sont donnés
à une translation T1 négative près suivant x1. Ce vecteur de translation de composantes
T1 et T2 suivant x1 et x2 s’appliquent aux Fig. 5.12 et Fig. 5.13 relatives au champ de
déplacement à l’échelle mésoscopique. Finalement, notons que toute la méthodologie de
l’identiﬁcation est développée en utilisant uniquement les champs de déformation mesurés
qui sont indépendants de toutes translations globales. La connaissance précise de ces deux
composantes de translation n’est donc pas requise.
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Résultats à l’échelle macroscopique.
L’imagerie des deux composantes du champ de déplacement mesuré à l’échelle macro-
scopique est montrée à la Fig. 5.7 pour le déplacement suivant x1 et à la Fig. 5.8 pour
le déplacement suivant x2. Les images sont présentées sur une grille de 10  10 points.
Les composantes 11, 12 et 22 du champ de déformation sont montrées aux Figs. 5.9,
5.10 et 5.11. On notera évidemment compte tenu des conditions aux limites appliquées à
l’échantillon que ce champ de déformation n’est pas homogène dans le domaine macro-
scopique. L’analyse des ﬁgures Fig. 5.7 et Fig. 5.8 montre qu’il y a une perte de symétrie
par rapport à une ligne verticale médiale de l’image. Si l’échantillon était un cube strict
(faces parfaitement parallèles), compte tenu du système mécanique (la presse) qui mets en
compression l’échantillon et sous l’hypothèse d’un matériau homogène à l’échelle macro-
scopique (hypothèse raisonnable), on aurait dû obtenir une telle symétrie pour les deux
composantes du champ de déplacement. La perte de symétrie constatée est expliquée par
un défaut de parallélisme des faces opposées. Ainsi, la normale locale à la face supérieure
de l’échantillon n’est pas verticale en tout point et n’est pas verticale en moyenne sur la
face supérieure. La force résultante sur la face supérieure délivrée par la presse a donc,
non seulement une composante verticale, mais aussi une petite composante horizontale,
induisant des déformations de cisaillement horizontal et peut être aussi un petit glisse-
ment horizontal de l’échantillon.
Résultats à l’échelle mésoscopique.
L’imagerie des deux composantes du champ de déplacement mesuré à l’échelle mésosco-
pique est montrée à la Fig. 5.12 pour le déplacement suivant x1 et à la Fig. 5.13 pour le
déplacement suivant x2. Les images sont présentées sur une grille de 100100 points. Les
composantes 11, 12 et 22 du champ de déformation sont montrées aux Figs. 5.14, 5.15 et
5.16. L’analyse des ﬁgures Fig. 5.12 et Fig. 5.13 montre une perte de symétrie similaire à
celui de l’échelle macroscopique due à la même cause.
5.5 Résumé du chapitre
Dans ce chapitre, nous avons présenté le protocole expérimental, le banc de mesures op-
tiques, la méthodologie des mesures de champ par corrélation d’images et les résultats
pour la mesure du champ de déplacement à l’échelle macroscopique et à l’échelle méso-
scopique, pour un échantillon d’os cortical constitué d’un cube d’un centimètre de côté.
Les résultats expérimentaux obtenus semblent très cohérents. De très nombreuses diﬃ-
cultés ont été rencontrées pour mettre au point la procédure expérimentale et obtenir les
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résultats satisfaisants qui sont présentés. Les diﬃcultés ont été induites par la nature du
matériau testé (os cortical) pour lequel il n’y avait de méthode de marquage simple à
l’échelle voulue.
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Figure 5.7 – Composante fumacroexp g1 suivant x1 (horizontal) du champ des déplacements
expérimentaux à l’échelle macroscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.8 – Composante fumacroexp g2 suivant x2 (vertical) du champ des déplacements
expérimentaux à l’échelle macroscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.9 – Composante f"macroexp g11 suivant x1 (horizontal) du champ des déformations
expérimentales à l’échelle macroscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.10 – Composante f"macroexp g12 du champ des déformations expérimentales à
l’échelle macroscopique : en couleur (ﬁgure de gauche) et en noir-blanc (ﬁgure de droite).
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Figure 5.11 – Composante f"macroexp g22 suivant x2 (vertical) du champ des déformations
expérimentales à l’échelle macroscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.12 – Composante fumesoexp g1 suivant x1 (horizontal) du champ des déplacements
expérimentaux à l’échelle mésoscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.13 – Composante fumesoexp g2 suivant x2 (vertical) du champ des déplacements
expérimentaux à l’échelle mésoscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.14 – Composante f"mesoexp g11 suivant x1 (horizontal) du champ des déformations
expérimentales à l’échelle mésoscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Figure 5.15 – Composante f"mesoexp g12 du champ des déformations expérimentales à
l’échelle mésoscopique : en couleur (ﬁgure de gauche) et en noir-blanc (ﬁgure de droite).
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Figure 5.16 – Composante f"mesoexp g22 suivant x2 (vertical) du champ des déformations
expérimentales à l’échelle mésoscopique : en couleur (ﬁgure de gauche) et en noir-blanc
(ﬁgure de droite).
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Dans ce chapitre, on présente les résultats de l’identiﬁcation du modèle macroscopique et
du modèle stochastique mésoscopique sur la base des données expérimentales mesurées
présentée au Chapitre 5. Le modèle de loi de comportement du matériau à l’échelle macro
est pris dans la classe des isotropes transverses en 2D et en contraintes planes dont le
paramétrage a = (EmacroT ; macroT ) correspond au module d’Young transverse et au coeﬃ-
cient de Poisson de la modélisation macroscopique. Le modèle stochastique mésoscopique
est celui présenté au Chapitre 4. La méthode d’identiﬁcation est celle du Chapitre 3 dont
la numérisation et les algorithmes sont ceux détaillés au Chapitre 4. Le sous-domaine
mésoscopique est celui indiqué dans le Chapitre 5.
Les valeurs utilisées des paramètres numériques pour le calcul stochastique relatif au sous-
domaine mésoscopique pour calculer les indicateurs I2(b) et I3(a; b) sont les suivantes :
 Le maillage EF du sous-domaine mésoscopique pour résoudre le problème aux limites
d’élasticité statique stochastique est constitué de 9801 = 99  99 éléments ﬁnis à 4
noeuds avec un maillage cartésien de pas constant en x1 et x2.
 Le nombre N de points de Gauss correspondant à ce maillage est de 39204.
 Une étude de convergence a permis de ﬁxer l’ordre  de la représentation déﬁnie par
l’Eq. (4.20) pour la simulation numérique du vecteur V à 2 106.
 Le solveur stochastique utilisé est basé sur la méthode de Monte-Carlo ce qui permet
d’estimer la valeur des indicateurs I2(b) et I3(a; b). Le nombre de réalisations utilisées
a été de 500 correspondant à la convergence.
 Pour l’algorithme génétique, on a utilisé une taille de population initiale de 50 et moins
de 100 générations pour construire le front de Pareto.
Pour l’initialisation du paramètre a, on a procédé comme au Chapitre 4. La valeur ini-
tiale est choisie à a(0) qui correspond à la solution du problème d’optimisation : a(0) =
arg min
a2Amacro
I1(a). La fonction fmeansearch de Matlab, basée sur un algorithme du simplex,
a été utilisée pour résoudre ce problème d’optimisation. Comme précédemment, on a
constaté que cette valeur initiale variait peu pendant les itérations de résolution du pro-
blème d’optimisation multi-objectif. La valeur optimale de a = (EmacroT ; macroT ) trouvée
est amacro = (6:74 109 Pa ; 0:32).
Le tableau Tab. 6.1 donne les valeurs de b = (`; ; ET ; T ) pour chaque point du front de
Pareto montré à la Fig. 6.1. Conformément aux explications données dans le Chapitre 4,
l’examen de ce front de Pareto montre le point 9 du front de Pareto minimise la distance
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à l’origine et a pour composantes optimales `meso = 5:06 10 5m, meso = 0:28, EmesoT =
6:96  109 Pa, mesoT = 0:37. Cette solution optimale donne une valeur de longueur de
corrélation de 5:06 10 5m qui permet de bien valider la séparation d’échelle.
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Figure 6.1 – Front de Pareto pour les indicateurs I2(b) et I3(a;b) de l’identiﬁcation
expérimentale
Table 6.1 – Optimisation par l’algorithme génétique pour le cas de l’os cortical
k I2(b) I3(a;b) `  ET T
1 9:905566 10 4 1:130759 10 1 5:066667 10 5 0.300000 6:964455 109 0.399180
2 9:905566 10 4 5:529077 10 2 5:066667 10 5 0.300000 6:964455 109 0.385342
3 9:905566 10 4 5:529077 10 2 5:066667 10 5 0.300000 6:964455 109 0.399180
4 9:923024 10 4 4:566584 10 2 5:066667 10 5 0.300000 6:964455 109 0.371504
5 9:942891 10 4 3:721737 10 2 5:066667 10 5 0.300000 6:964455 109 0.371504
6 9:942891 10 4 3:721737 10 2 5:066667 10 5 0.266667 6:964455 109 0.371504
7 9:943808 10 4 3:707802 10 2 5:066667 10 5 0.300000 6:380340 109 0.399180
8 9:947595 10 4 3:698333 10 2 1:426667 10 4 0.383333 6:672398 109 0.316151
9 9:965090 10 4 3:092503 10 2 5:066667 10 5 0.283333 6:964455 109 0.371504
10 9:989547 10 4 2:826733 10 2 2:040000 10 4 0.416667 6:672398 109 0.343827
11 1:009211 10 3 2:125592 10 2 2:040000 10 4 0.483333 6:672398 109 0.343827
12 1:011463 10 3 2:064572 10 2 5:066667 10 5 0.300000 6:964455 109 0.357666
13 1:019979 10 3 1:925469 10 2 5:066667 10 5 0.300000 6:964455 109 0.343827
14 1:023436 10 3 1:901348 10 2 2:040000 10 4 0.500000 6:672398 109 0.343827
15 1:024812 10 3 2:645432 10 3 2:040000 10 4 0.433333 6:672398 109 0.343827
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Résumé du chapitre
Nous avons utilisé la méthode d’identiﬁcation en inverse présentée aux Chapitres 3 et 4
avec les données expérimentales présentées au Chapitre 5 pour un échantillon d’os cortical
soumis à un chargement de compression dans le cadre de l’élasticité linéaire 2D, avec une
hypothèse de contraintes planes et avec un modèle isotrope transverse.
Les résultats de l’identiﬁcation donnent des valeurs cohérentes et réalistes par rapport
aux données connues et publiées et par rapport aux valeurs attendues pour les paramètres
statistiques (échelle de corrélation et intensité des ﬂuctuations statistiques).
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Conclusions générales et perspectives
Synthèse des résultats obtenus
Nous avons développé et présenté une méthode d’identiﬁcation statistique inverse du
champ d’élasticité apparent stochastique à l’échelle mésoscopique pour une microstruc-
ture complexe hétérogène et anisotrope à comportement élastique linéaire (telle que celle
de l’os cortical), basée sur des mesures de champ de déplacements à deux échelles (méso-
scopique et macroscopique). Il est à noter que le champ à identiﬁer n’est pas un champ
gaussien scalaire, mais un champ non Gaussien à valeurs tensorielles ayant des propriétés
mathématiques liées aux propriétés de symétrie et de positivité du tenseur d’élasticité en
chaque point de l’espace. Le problème statistique inverse de son identiﬁcation, au travers
le problème aux limites, reste un problème diﬃcile.
La théorie a été présentée dans le cadre tridimensionnelle, mais sa validation puis son uti-
lisation sur des mesures expérimentales ont été faites dans un cadre de l’élasticité linéaire
2D en contraintes planes. Nous avons validé la méthodologie sur un "matériau numérique"
choisi dans le cadre des hypothèses retenues (élasticité linéaire 2D en contraintes planes)
et pour lequel les données expérimentales des champs de déplacement aux deux échelles
ont été simulées numériquement, ce qui a permis de connaître la solution du problème
inverse et donc de valider la procédure et les algorithmes de résolution du problème sta-
tistique inverse.
Ensuite, une campagne de mesures expérimentales multi-échelles des champs de déplace-
ment, adaptée à la méthode d’identiﬁcation proposée, a été menée au laboratoire LMS
de l’Ecole Polytechnique. Malgré les grandes diﬃcultés rencontrées pendant le dévelop-
pement de la procédure expérimentale et de sa mise en oeuvre, nous sommes arrivés à
obtenir un ensemble de mesures des champs de déplacement, de qualités et cohérentes.
Nous avons ainsi construit une base de données expérimentales d’imagerie de champ de
déplacements aux deux échelles (macroscopique et mésoscopique) pour un matériau réel
(os cortical).
Cette base de données expérimentales nous a ﬁnalement permis d’identiﬁer le champ
d’élasticité apparent stochastique à l’échelle mésoscopique de la microstructure de l’os
cortical et de valider, sur des données expérimentales réelles, la méthodologie d’identiﬁ-
cation proposée.
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CHAPITRE 6. IDENTIFICATION EXPÉRIMENTALE POUR L’OS CORTICAL
Perspectives
La méthodologie présentée a été développée dans le cadre de l’élasticité 3D.
Concernant l’utilisation et la validation de la méthode proposée dans le cadre de la mé-
canique des matériaux hétérogènes, la première extension d’intérêt serait son application
à des mesures de champ de déplacement 3D obtenues, par exemple, par tomographie 3D.
La second extension qui serait aussi de très grand intérêt serait l’application et la valida-
tion de la méthodologie 3D présentée, voire son extension, au cas de mesures partielles
et limitées de champs de déplacement 2D (par exemple, mesures de champs 2D sur deux
faces perpendiculaires (voire trois faces perpendiculaires) d’un échantillon 3D cubique.
Concernant la méthode statistique d’identiﬁcation proposée (identiﬁcation d’un modèle
stochastique prior du champ), une amélioration intéressante consisterait à identiﬁer un
modèle stochastique posterior du champ à partir (i) du modèle prior identiﬁé dans une
première étape en utilisant la méthode présentée dans ce travail, (ii) des données expéri-
mentales de champ et (iii) de la méthode de Bayes, sachant que ce problème en grande
dimension stochastique reste un problème très diﬃcile.
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