Virtual contraction and passivity based control of nonlinear mechanical systems:trajectory tracking and group coordination by Reyes Báez, Rodolfo
  
 University of Groningen




IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2019
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Reyes Báez, R. (2019). Virtual contraction and passivity based control of nonlinear mechanical systems:
trajectory tracking and group coordination. [Groningen]: University of Groningen.
https://doi.org/10.33612/diss.96171118
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 13-11-2019
Virtual Contraction and Passivity based
Control of Nonlinear Mechanical Systems
Trajectory Tracking and Group Coordination
Rodolfo Reyes-Ba´ez
The research described in this dissertation has been carried out at the Bernoulli Institute
of Mathematics, Computer Science and Artificial Intelligence, Faculty of Science and
Engineering of the University of Groningen, in Groningen The Netherlands.
The research reported in this dissertation is part of the research program of the Dutch
Institute of Systems and Control (DISC). The author has successfully completed the
educational program of DISC.
Supported by the Mexican Council of Science and Technology (CONACyT) and the
Government of the State of Puebla under the grant assigned to CVU number 386575.
Copyright Rodolfo Reyes-Ba´ez
Cover1: ”Quetzalcoatl and Kukulkan are mutually virtual systems”
by: Claske Verschoore de la Houssaije, Groningen, The Netherlands
Printed by Michal Slawinski, thesisprint.eu, Poland
ISBN 978-94-034-1962-6 (printed version)
ISBN 978-94-034-1961-9 (electronic version)
1The Aztec God Quetzalcoatl and the Mayan God Kukulkan represent the Feathered Serpent deity of
many Mesoamerican religions in the Nahuatl and Mayan languages, respectively (Miller and Taube 1997).
Virtual Contraction and Passivity based Control of
Nonlinear Mechanical Systems
Trajectory Tracking and Group Coordination
Proefschrift
ter verkrijging van de graad van doctor aan de
Rijksuniversiteit Groningen
op gezag van de
rector magnificus prof. dr. C. Wijmenga
en volgens besluit van het College voor Promoties.
De openbare verdediging zal plaatsvinden op
vrijdag 13 september 2019 om 12:45 uur
door
Rodolfo Reyes Ba´ez
geboren op 29 February 1988
te Puebla, Mexico
Promotors






To my beloved parents
Eloı´sa Ba´ez and Demetrio Reyes,
and my brothers
Marcos Emilio and Juan Jose´;
and
... to the memory of my uncles
Francisco Medel and Ernesto Ba´ez,
who always challenged me to go further.

Acknowledgments
It is a bit difficult to summarize and acknowledge to all the people that influenced and
helped me during the pah of my PhD studies. From the very beginning when arrived to
the beautiful city of Groningen2 on January 29th of 2015, to the end of my stay in this
city in December 2018; and when (parallel to the writing of this dissertation) I moved to
Alkmaar in Noord-Holland for my new adventure at ECN part of TNO in January 2019.
First of all, I would like to thank and address some personal words to my supervisors,
Arjan van der Schaft and Bayu Jayawardhana, for all their suggestions in my research,
their nice encouraging words, support in difficult moments, and nice vibe towards me;
and why not, also their friendship. I am very lucky that their door was always open
whenever I needed, always with a welcoming smile and a joke. These made me be
one of the very few who never complained about his supervisors during the mastering
your PhD course meetings. Also thanks for their patience with my English skills at the
beginning of the journey, and the Mexican way of writing; this already since the first
email with Arjan back on May 9th 2011.
It was always very nice to see how the big experienced scientific eye of Arjan inter-
acted with the entrepreneur vision of Bayu, resulting in the converging (in fact, some-
times diverging) of two view points towards a nice research suggestion. I also would like
to thank both of you for teaching me with your example the way of how I should nicely
approach to my colleagues and networking.
I also would like to thank to the reading committee Prof.dr.ir. Jacquelien Scherpen,
Prof.dr. Rafal Wisniewski and Prof.dr. Ian Manchester, for their nice comments and
feedback of my thesis document. I am also grateful to Prof.dr. Henk Broer, Prof.dr.ir.
Nathan van de Wouw, Prof.dr. Claudio de Persis, Dr. Hildeberto Jardo´n-Kojakhmetov
and Dr.ir. Bart Besselink for accepting being part of the PhD committee.
2Er gaat niets boven Groningen!
To my paranymphs and beloved friends Pablo Borja and Alain Govaert, for their un-
conditional friendship and companionship during the different stages of my PhD time.
The friendship with Pablo goes back to October 2013, when we meet during the Mexican
Congress of Automatic Control in Ensenada Baja California, which was the first control
conference for the both of us; remarkably, we did not meet at the conference itself but at
the Mexican control scientists favorite networking spot, the Hussongs Cantina.
On the other hand, I had the pleasure of meeting Alain when he started his PhD studies,
first as classmate during the Mondays of DISC courses in Utrecht, and later as friend. I
keep a lots of good memories with him exploring the different social spots in Groningen,
networking sessions at the Benelux meetings on systems and control, and the recent trip
to the ECC 2019 in Naples Italy. I also thank Alain’s fellowship and effort for motivating
me to do sports; it did not work though hehe. He is my best Dutch friend.
Since probably it will take too long if I thank person per person, I want to thank
in general to all the members and former members of the Jan C. Willems for Systems
and Control of the University of Groningen, particularly to professors Kanat Camlibel,
Harry Trentelman, Ming Cao, and Pietro Tesi; also to my colleagues Monika Josza, Max
Kronberg, Tjerk Stegink, Junjie Jao, Filip Koerts, Noorma Megawati, Eduardo Ruı´z-
Duarte, Tobias van Damme, Sebastian Trip, Pouria Ramazi, Michele Cucuzzella, Carlo
Cenedese, Matthijs de Jong, Marco Augusto Vasquez Beltra´n, Yuzhen Qin, Mauricio
Mun˜oz and Jesu´s Barradas, Iurii Kapitaniuk, Anton Proskurnikov, He´ctor Garcı´a de Ma-
rina Peinado among many others. Special thanks to administrative team from Bernoulli
Institute, specially to Ineke Schelhaas, Esmee Elshof and Desiree Hansen (RIP).
Thanks to all the nice people that I have met outside the academic life in Gronin-
gen, who eventually became very good friends. In particular to Leo´n Felipe Herna´ndez
Bonilla, Luis Eduardo Jua´rez Orozco, Celia Castan˜o´n, Mo´nica Acuautla Meneses, Olga
Marı´a, Juan Manuel Ma´rtir, Juan A´lvarez, Francisco Herranz, Mariano Bernaldo, Michael
Richardson, Miguel Restituyo, Roberto Picuito, Sergio Garmendia, Mark van Ewijk,
Natalie Onstein, Alexandra Has, Annabel Bellaird, Elise Groot, Eva Visser, Claske Ver-
schoore, Janell Richardson, among many many others.
Big thanks to my current colleagues of the Wind Energy Department at ECN part of
TNO, for the nice work environment during the writing of this document. Special thanks
to the members of the Control Group, Stoyan Kanev, Wouter Engels and Feike Savenije,
and to our managers Martijn Roermund, Marc Langelaar and Peter Eecen.
I also would like to devote thanks words to all my teachers who in some way or
another have influenced me during my path in the systems and control journey. In back-
wards time order: Prof. Hugo Rorı´guez Corte´s, Prof. Martı´n Velasco Villa, Prof. Hebertt
Sira Ramı´rez and Rafael Castro from CINVESTAV; Prof. Fernando Reyes Corte´s and
Prof. Fermi Guerrero Castellanos from my alma mater the Autonomous University of
Puebla (BUAP), who introduced me by very first time to the Lyapunov’s stability the-
ory and state space methods. Also to Dr. Jaime Cid Monjara´z from BUAP for accepting
being my local tutor during the scholarship application process and recent collaborations.
Thanks to the Roberto Rocca Education Program, supported by the Tenaris, Ternium
and Techint companies, for the fellowship that was awarded to me. Their support was
very useful for completing this documents
To the Mexicans who pay taxes, I thank them very much for their financial support
for pursuing my PhD studies in the Netherlands through the National Council of Science
and Technology (CONACyT) and the Government of the State of Puebla.
Last but not least, I want to thank to my parents for the unconditional love, support
and the wonderful childhood that my brothers and me had. I thank them for their vi-
sion and decisions taken that changed the course of the plans that the destiny had for
the children of a traditional family coming from the very small and beautiful village of
Tlanalapan Lafragua in Puebla Mexico.
I also want to thank to my uncles Francisco Medel and Ernesto Ba´ez, who unfortunately
are not anymore with me in this world. They always encouraged me to take challenges
and leaving the comfort zones. A lot of what I am today is because of them.
Last paragraph in spanish:
Por u´ltimo, pero no menos importante, quiero agradecer a mis padres por su amor in-
condicional, apoyo y la nin˜e´z maravillosa que tuve junto con mis hermanos. Agradezco
la visio´n que tuvieron y las desiciones que tomaron para cambiar el curso de los planes
que el destino tenı´a para una familia tradicional que venı´a del pequen˜o y bello pueblo de
Tlanalapan Lafragua en Puebla Me´xico.
Tambie´n quiero agradecer a mis tı´os Francisco Medel y Ernesto Ba´ez, quienes desafor-
tunadamente ya no estan en este mundo conmigo. Ellos siempre me motivaron a tomar







1.1 Literature review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Tracking control of mechanical port-Hamiltonian systems . . . . . . . . 3
1.1.2 Group coordination of mechanical systems . . . . . . . . . . . . . . . . 5
1.1.3 Contraction analsyis and virtual systems . . . . . . . . . . . . . . . . . . 6
1.2 Contribution of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 List of publications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Outline of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2 Preliminaries 11
2.1 Contraction analysis and differential passivity . . . . . . . . . . . . . . . . . . . 11
2.1.1 Incremental stability . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.1.2 Differential Lyapunov theory and contraction analysis . . . . . . . . . . 13
2.1.3 Differential passivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Virtual contraction analysis and control . . . . . . . . . . . . . . . . . . . . . . 20
2.2.1 Virtual systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.2.2 Virtual contraction analysis . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.3 Virtual contraction based control (v-CBC) . . . . . . . . . . . . . . . . . 23
2.2.4 Trajectory tracking via v-CBC . . . . . . . . . . . . . . . . . . . . . . . 25
3 Energy-based virtual mechanical systems 27
3.1 Virtual systems in the Euler-Lagrange framework . . . . . . . . . . . . . . . . . 27
3.1.1 Losslessness preserving property . . . . . . . . . . . . . . . . . . . . . . 30
3.1.2 Coordinate-free description . . . . . . . . . . . . . . . . . . . . . . . . 31
3.1.3 Applications in control design . . . . . . . . . . . . . . . . . . . . . . . 32
3.2 Virtual systems in the port-Hamiltonian framework . . . . . . . . . . . . . . . . 33
3.2.1 Structure preserving property . . . . . . . . . . . . . . . . . . . . . . . 37
3.2.2 Coordinate-free interpretation . . . . . . . . . . . . . . . . . . . . . . . 39
3.2.3 Applications to control design . . . . . . . . . . . . . . . . . . . . . . . 40
4 Virtual contraction based control of mechanical port-Hamiltonian systems 43
4.1 Control design procedure via v-CBC . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Properties of the closed-loop virtual system . . . . . . . . . . . . . . . . . . . . 48
4.3 Experimental closed-loop evaluation . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.1 Experimental setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3.2 (Λ`,K`d,Λ`q˜`v)-controller . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.3.3 (Λ`,K`d,Λ`Tanh(q˜`v))-controller . . . . . . . . . . . . . . . . . . . . . . 56
4.3.4 (Λ,Kd, φµ1 (·))-controller . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.4 Conclusions and future research . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.4.2 Future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
5 Virtual contraction based control of flexible-joints port-Hamiltonian robots 63
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2 Flexible-joints robots as port-Hamiltonian systems . . . . . . . . . . . . . . . . 64
5.3 Trajectory tracking problem for FJRs . . . . . . . . . . . . . . . . . . . . . . . . 66
5.4 Control design procedure via v-CBC . . . . . . . . . . . . . . . . . . . . . . . . 67
5.5 Properties of the closed-loop virtual system . . . . . . . . . . . . . . . . . . . . 72
5.5.1 Structural properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.5.2 Differential passivity properties . . . . . . . . . . . . . . . . . . . . . . 75
5.5.3 Passivity properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5.6 Experimental case of study: A FJR of 2 dof . . . . . . . . . . . . . . . . . . . . 79
5.6.1 A saturated-type (Λ,Kd,Tanh(q˜v))-controller . . . . . . . . . . . . . . . 80
5.6.2 A v-CBC (Λ,Kd, φµ1 (·))-controller . . . . . . . . . . . . . . . . . . . . . 83
5.7 Conclusions and future research . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.7.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.7.2 Future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
6 Virtual contraction based control of port-Hamiltonian marine craft 87
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
6.2 Craft’s Newton-Euler and quasi-Lagrange models . . . . . . . . . . . . . . . . . 88
6.2.1 A remark on marine craft dynamics in the inertial frame . . . . . . . . . 91
6.3 Marine Craft’s port-Hamiltonian modeling . . . . . . . . . . . . . . . . . . . . . 93
6.3.1 Craft’s pH model in body-frame and workless forces . . . . . . . . . . . 93
6.3.2 Craft’s pH model in inertial-frame and workless forces . . . . . . . . . . 94
6.4 Control design procedure via v-CBC . . . . . . . . . . . . . . . . . . . . . . . . 96
6.4.1 Control design in the body-fixed frame . . . . . . . . . . . . . . . . . . 97
6.4.2 Control design in the inertial frame . . . . . . . . . . . . . . . . . . . . 101
6.5 Example: Open-frame UUV . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
6.5.1 Tracking in the body-fixed frame . . . . . . . . . . . . . . . . . . . . . . 104
6.5.2 Tracking in the inertial frame . . . . . . . . . . . . . . . . . . . . . . . . 106
6.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7 Passivity-based distributed control of networked Euler-Lagrange systems 109
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
7.2 Networked Euler-Lagrange systems preliminaries . . . . . . . . . . . . . . . . . 110
7.2.1 A prime on graph theory . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.2.2 Euler-Lagrange network dynamics . . . . . . . . . . . . . . . . . . . . . 111
7.2.3 Passivity based tracking controllers for a single agent . . . . . . . . . . . 112
7.3 Distributed node & edge dynamic controller design . . . . . . . . . . . . . . . . 115
7.3.1 Group coordination problem formulation . . . . . . . . . . . . . . . . . 115
7.3.2 Node & edge dynamic control design method . . . . . . . . . . . . . . . 115
7.3.3 Interconnected system stability analysis . . . . . . . . . . . . . . . . . . 117
7.4 Passivity-based synchronized tracking controls . . . . . . . . . . . . . . . . . . 119
7.4.1 Slotine-Li synchronized tracking control . . . . . . . . . . . . . . . . . . 119
7.4.2 Backstepping synchronized tracking control . . . . . . . . . . . . . . . . 121
7.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
7.6 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8 Conclusions and future research 125
8.1 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
8.2 Future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
A Geometry tools for nonlinear systems 129
A.1 Differentiable manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.2 Tangent bundle and vector fields . . . . . . . . . . . . . . . . . . . . . . . . . . 129
A.3 Cotangent bundle and differential forms . . . . . . . . . . . . . . . . . . . . . . 133
B Energy-based modeling of mechanical systems 135
B.1 Mechanical Euler-Lagrange control systems . . . . . . . . . . . . . . . . . . . . 135
B.1.1 Euler-Lagrange equations and Riemannian geometry . . . . . . . . . . . 137
B.1.2 Structure of C(q, X(q))Y(q) . . . . . . . . . . . . . . . . . . . . . . . . . 139
B.1.3 Energy conservation and internal workless forces . . . . . . . . . . . . . 141
B.2 Mechanical port-Hamiltonian systems . . . . . . . . . . . . . . . . . . . . . . . 144
B.2.1 Hamilton equations and Poisson geometry . . . . . . . . . . . . . . . . . 145
B.2.2 Generalized Hamiltonian systems and energy conservation . . . . . . . . 148






List of symbols and acronyms
X State space manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
X∞(X) Set of vector fields on X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
C∞(X) Set of real functions on X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
TX Tangent bundle of the X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
T ∗X Cotangent bundle of the X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
N dimension of X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
x state vector in X . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
U Input space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
u Control input inU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Y Output space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
y Output input in Y . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Σu Nonlinear control system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
Σ Nonlinear system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
δΣu Variational system associated to Σu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
δΣδu Prolonged system associated to Σu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
F(·, ·, ·) function defining a Finsler structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
V(·, ·, ·) Differential Lyapunov function adapted to F . . . . . . . . . . . . . . . . . . . . . . . . . 15
Π(·, ·) Riemannian contraction metric associated to V(·, ·, ·) . . . . . . . . . . . . . . . . . . 17
β(·, ·) Convergence rate . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
µ(k)(A) Matrix measure of matrix A associated to the norm k . . . . . . . . . . . . . . . . . . 18
J(x, t) Generalized Jacobian associated to the vector field F ∈ C∞(X) . . . . . . . . . 18
Σvu Virtual control system associated to Σu . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
Σv Virtual system associated to Σ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
v-CBC acronym of Virtual Contraction Based Control . . . . . . . . . . . . . . . . . . . . . . . 23
EL acronym of Euler-Lagrange . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
M∇ Levi-Civita connection on the Riemannian manifold X . . . . . . . . . . . . . . . 138
FN(q, q˙) Force map TX → T ∗X locally induced by N(q, q˙) . . . . . . . . . . . . . . . . . . . . 28
2FNv(q, q˙, q˙v) Virtual force map TX × TX → T ∗X locally induced by N(q, q˙) . . . . . . . . 28
pH acronym of port-Hamiltonian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
H Hamiltonian function H ∈ C∞(X), or total energy . . . . . . . . . . . . . . . . . . . . . 33
P Potential energy function H ∈ C∞(X) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
E(q, p) Hamiltonian counterpart of the Lagrangian Coriolis matrix C(q, q˙) . . . . . 34
F(q, p) Hamiltonian counterpart of the force map FN(q, q˙) . . . . . . . . . . . . . . . . . . . 35
F(q, p) Hamiltonian counterpart of the force map FNv(q, q˙, q˙v) . . . . . . . . . . . . . . . . 36
Jv(q, p) Structure matrix of an almost-Poisson bracket . . . . . . . . . . . . . . . . . . . . . . . . 40
u f f Feedforward control action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
u f b Feedback control action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Ω(t) Sliding manifold with sliding variable σ(x, t) . . . . . . . . . . . . . . . . . . . . . . . . . 52
FJRs acronym of Flexible Joints Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
S NAME acronym of Society of Naval Architects and Marine Engineers . . . . . . . . . 88
pb Quasi-momentum in the body-fixed frame {b} . . . . . . . . . . . . . . . . . . . . . . . . 94
PBC acronym of Passivity Based Control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
Chapter 1
Introduction
”A good paper should contain at least one serious error, in order to add some
magic to it”
-Jan C. Willems (Paraphrased by A. J. van der Schaft)
I
n this chapter a general overview of the control problems that are worked in this dis-
sertation are presented. The main results are summarized in the list of publications.
1.1 Literature review
1.1.1 Tracking control of mechanical port-Hamiltonian systems
The control of electro-mechanical (EM) systems is a well-studied problem in systems
and control literature. Many control design tools have been proposed and studied to solve
the stabilization problem using the Euler-Lagrange (EL) formalism for describing the
dynamics of EM systems. The physical structure of the EL system is exploited through
passivity-based control (PBC) methods which are expounded in (Ortega et al. 2013) and
references therein. These techniques were extended to solve the problem of motion con-
trol of EM (which includes trajectory tracking and path-following) using the EL formal-
ism since the resulting control schemes have a clear physical interpretation in terms of
co-energy variables. The interested reader on the early work of tracking control for EL
systems is referred to (Slotine and Li 1987) and (Kelly et al. 2006, Jayawardhana and
Weiss 2008).
As an alternative to the EL formalism, the port-Hamiltonian (pH) framework has
been proposed (see the pioneering work of (van der Schaft and Maschke 1995a)), which
is a rather elegant and practical approach for analysis and design of (nonlinear) control
systems. Among the main characteristics of the pH framework we have the following:
i) the existence of a Dirac structure, which connects the underlying state space geometry
with the system’s analysis tools, this by taking the Hamiltonian function as a Lyapunov
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function; ii) it provides a port-based network modeling that enables open systems mod-
eling through dissipativity theory. These two characteristics let the pH framework to
have a clear physical interpretation in terms of energy variables, since the energy func-
tion can directly be used to show the dissipativity and stability properties of the systems.
The port-based modeling of pH systems is modular in the sense that if two pH systems
are interconnected through their external ports with a power-preserving interconnection,
then the resulting interconnected system is also a pH system.
A number of set-point control design methods for mechanical pH systems have been
proposed during the past two decades. For instance, the standard proportional-integral
(PI) control (Jayawardhana et al. 2007), Interconnection and Damping Assignment Pas-
sivity based Control (IDA-PBC) (Ortega et al. 2002), Control by Interconnection (CbI)
method (Ortega et al. 2008, Ortega and Borja 2014a), PID passivity-based control (Borja-
Rosales 2017, Zhang et al. 2018, Romero et al. 2018); among many others. Moreover,
several successful industrial implementations of passivity-based controllers in the pH
framework have been reported. See for instance (Sepulchre et al. 2013).
Nevertheless, for trajectory tracking control problems it is not straightforward to
design controllers for such pH systems with an insightful energy interpretation of the
closed-loop system. For example, it is not trivial to obtain an incremental passive sys-
tem (Jayawardhana 2006) via a controller interconnected with the pH system. A major
difficulty is that the external reference signals can induce both the closed-loop system
and total energy function to be time-varying. In this case, the usual LaSalle invariance
principle can not be invoked for the convergence analysis. In order to overcome this, a
structure preserving error system is introduced in (Fujimoto et al. 2003) which is based
on generalized canonical transformations (GCTs). Necessary and sufficient conditions
for passivity preserving state transformations are given; correspondingly once in the new
canonical coordinates, the pH error system can be stabilized with standard passivity-
based control.
For mechanical pH systems, in the works of (Dirksz and Scherpen 2010) and (Romero,
Donaire, Navarro-Alarcon and Ramirez 2015), a GCT is used to obtain a pH system
which is linear in the momentum with constant inertia matrix; resulting in a quasi-
linear system. The tracking control scheme is then proposed to preserve the quasi-linear
a pH structure for the closed-loop error system. Although solving partial differential
equations that correspond to the existence of such GCT is not trivial, some character-
izations are presented in (Venkatraman et al. 2010) for specific classes of mechanical
systems. Some further extensions of these methods to other classes of systems include
the works of (Donaire et al. 2017) for pH systems on moving frames with application
to marine craft control, and the work of (Jardo´n-Kojakhmetov et al. 2016) where a class
of underactuated mechanical pH systems is considered to solve the tracking problem
1.1. Literature review 5
for flexible joints robots using the singular perturbations approach. Similarly, a track-
ing controller for pH systems via contraction analysis is presented in (Yaghmaei and
Yazdanpanah 2017), where a class of contractive pH systems is nicely characterized.
These systems are then used in the IDA-PBC method as target dynamics.
It should be noticed that in all the control schemes mentioned above, there may exists
non-tractability problems since a set of complex PDEs needs to be solved.
1.1.2 Group coordination of mechanical systems
The use of collaborative robots (which include mobile robots, marine systems and UAVs)
and of networked electro-mechanical systems are pervasive in various application do-
mains, such as, smart factories, smart logistic systems, intelligent buildings and smart
grids. For instance, the collaborative robots can be deployed to solve a variety of differ-
ent tasks by autonomously coordinating their movements and actions among themselves.
As another example, a network of machines in the shop floor of a smart factory can re-
configure themselves cooperatively and autonomously to produce a variety of different
products. Against the backdrop, the distributed control methods thereof have been an ac-
tive area of research for the past decade, providing control algorithms that can guarantee
the completion of every given task by the group of robots or by the networked machines.
These physical systems typically belong to classes of systems in the energy-based frame-
works; as the ones described in the previous section.
The second part of this work is focused on the distributed (tracking) control of net-
worked mechanical systems in the EL framework, which are a particular class of the
so-called multi-agent systems. The generalization of the PBC methods described in the
previous section (for a single mechanical EL system) to the multi-agent setting has been
well-studied in recent decade. The book of (Bai et al. 2011), (van der Schaft 2017)
and the articles by (Chopra and Spong 2006) and (Arcak 2007) provide a thorough
exposition to the design of passivity-based distributed control where a number of co-
ordination control problems can be solved through PBC approach, including, synchro-
nization and formation control. For networked EL systems, some relevant works are
the articles by (Garcia de Marina Peinado et al. 2018), (Nun˜o, Ortega, Jayawardhana
and Basanez 2013), (Nun˜o, Ortega, Jayawardhana and Basan˜ez 2013) and (Chung and
Slotine 2009a). The proposed approach here is also close related to the port-Hamiltonian
counterpart presented in (Vos 2015), where motivated by (Arcak 2007), the agents are
assumed to be point masses; this is not the case in the present work. Moreover, this
approach solves not only the velocity coordination problem of mechanical systems, but
also the coordinated position control.
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1.1.3 Contraction analsyis and virtual systems
Contraction analysis was introduced to the systems and control community in the work of
(Lohmiller and Slotine 1998) as a differential approach to incremental stability. Concep-
tually, a system is called contracting if any pair of neighboring trajectories converge to
each other, see (Jouffroy and Fossen 2010) and references therein. Contraction analysis
has been studied with different approaches, such as the one in (di Bernardo et al. 2009)
using the matrix or logarithmic measures, and in (Pavlov and van de Wouw 2017) using
the convergent dynamics where constant Riemannian metrics are used. A unifying frame-
work is presented in (Forni and Sepulchre 2014) where Finsler geometry is employed to
develop Lyapunov-like conditions in order to analyze contractive behavior.
Contraction analysis is extended to systems with inputs in (Sontag 2010) in terms
of matrix measures, in (Manchester and Slotine 2014a) for contraction based control
(CBC) design via contraction metrics, and from a differential dissipativity approach in
(Manchester and Slotine 2014b, Forni and Sepulchre 2013). This is further explored
in (van der Schaft 2015) from a geometric point of view. In particular, the differential
Lyapunov is extended to differential passivity in (Forni et al. 2013, van der Schaft 2013).
The above concepts of contractivity are further generalized by exploiting the notion
of virtual systems in order to infer the convergence behavior of a given original system
(Wang and Slotine 2005, Jouffroy and Fossen 2010, Sontag 2010, Forni and Sepulchre
2014). Roughly speaking, for a given plant, a virtual system can be understood as a
system that can produce all plan’s trajectories, i.e., the plant’s behavior is embedded in
the virtual one. Virtual systems are commonly found in state estimation and tracking
problems. For instance, in state estimation, the original system is the reference system
and the virtual system is the observer itself. If the virtual system is contracting then
all of its solutions will converge to any plant’s trajectory. This concept is referred1 to
as virtual contraction. Analogously, the same idea has been briefly extended to virtual
systems with inputs in (Jouffroy and Fossen 2010, Manchester et al. 2018), for what is
called virtual contraction based control (v-CBC) in this work.
1.2 Contribution of the thesis
The main differences contributions in this dissertation are summarized bellow:
• The definition of virtual control systems is generalized with respect to the one
presented in (Wang and Slotine 2005, Jouffroy and Fossen 2010, Sontag 2010,
Forni and Sepulchre 2014, van der Schaft 2017). Here, it is allowed that the virtual
1This is also referred as partial contraction in (Wang and Slotine 2005, Jouffroy and Fossen 2010).
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control system input to be different from the original plant’s one. Furthermore, the
steady-state solution is characterized using convergent dynamics arguments.
• A class of virtual control systems associated to mechanical systems are introduced
in both the EL and pH energy-based frameworks. These virtual mechanical sys-
tems are constructed in terms of a mathematical object called virtual force which
under the right assumptions behaves as a true force. The structure of the virtual
forces is characterized by the underlying geometry of the state space; Riemannian
manifolds for EL systems and almost-Poisson manifolds for pH systems. This in
turn implies that the virtual systems have a clear physical interpretation in terms
of passivity (lossless or energy conservation).
• A family of virtual contraction based (tracking) controllers for fully-actuated me-
chanical pH systems is proposed. Sufficient conditions under which the closed-
loop system preserves the virtual system’s structure are given. Existence of an in-
variant and attractive sliding manifold of the closed-loop system is shown. Three
different controllers within this approach are constructed for a rigid robot manip-
ulator of two degrees of freedom and experimentally evaluated. It is also shown
that each of these controllers exhibit different structural and convergent properties.
Among the differences with the related works (Dirksz and Scherpen 2010, Romero,
Ortega and Sarras 2015, Romero, Donaire, Navarro-Alarcon and Ramirez 2015)
and references therein, it is pointed out that in this work it is not necessary to
perform a preliminary change of coordinates in de control design process.
• The tracking control problem of flexible-joints robots (FJRs) modeled as a class
of underactuated port-Hamiltonian systems is solved using the proposed v-CBC
methodology, which is a different approach to the only work on this topic in
(Jardo´n-Kojakhmetov et al. 2016), where the singular perturbation approach is
applied. In this work it is not assumed any time-scale separation in the synthesis.
Two novel virtual contraction based tracking controllers for FJRs are designed us-
ing the Riemannian metric and matrix measure contraction approaches. Similar
to the rigid robot case, these two controllers exhibit different structural proper-
ties such as passivity and differential passivity. The performance is experimentally
validated on a planar robot with two flexible-joints.
• The proposed v-CBC is also applied to solve the tracking problem of marine craft
which are modeled as mechanical systems on moving frames. The introduced
concept of virtual forces is then used to propose virtual systems for the existing
pH models for marine craft in (Donaire et al. 2017). Two v-CBC schemes for
marine craft are designed, one on the body-frame and the other on the inertial one.
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The scheme in the inertial frame solves the open problem in (Donaire et al. 2017)
without the intermediate change of coordinates.
• The PBC design methodology in (Arcak 2007), where roughly speaking the co-
ordination control problem is solved by interconnecting (strictly passive) systems
attached to the nodes of a graph via diffusive coupling that preserves the passiv-
ity of the network dynamics, is reformulated. As an alternative, strictly passive
artificial spring systems are attached to each node and they are feedback inter-
connected to the nodes dynamics. This results in dynamics protocols where the
spring dynamics can be interpreted as a (nonlinear) integral action. Due to the
strict passivity of the interconnected system, the asymptotic stability result can be
established by using the total storage function as a strict Lyapunov function. This
then is applied to solve the coordination control problem in EL systems. Two other
distributed control methods which use networked strictly passive virtual systems
and can be seen as a particular case of our proposed method.
1.3 List of publications
All the publications resulting of this thesis are enlisted below. These are divided in
journal papers, conference papers and conference abstracts.
Journal papers
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, ”Virtual dif-
ferential passivity based control for a class of mechanical systems in the port-
Hamiltonian framework ” under review, 2019.
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, Le Pan, ”A fam-
ily of virtual contraction based controllers for tracking of flexible joints port-
Hamiltonian robots: theory and experiments ” under review, 2019.
• Rodolfo Reyes-Ba´ez, Pablo Borja-Rosales, Arjan van der Schaft, Bayu Jayaward-
hana, Le Pan, ”On energy-based virtual mechanical systems in the Euler-Lagrange
and port-Hamiltonian frameworks”, in preparation.
Conference papers
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu jayawardhana, ”Tracking Con-
trol of Fully-actuated port-Hamiltonian Mechanical Systems via Contraction Anal-
ysis”, In Proceedings of 20th IFAC World Congress, Toulouse France, 2017.
1.3. List of publications 9
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, ”Virtual Differ-
ential Passivity based Control for Tracking of Flexible-joints Robots”, October
2017, 6th IFAC Workshop on Lagrangian and Hamiltonian Methods for Nonlinear
Control - LHMNC, Valparaı´so Chile, 2018.
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, ”Passivity based
distributed tracking control of networked Euler-Lagrange systems”, 7th IFAC Work-
shop on Distributed Estimation and Control in Networked Systems - NECSYS,
Groningen The Netherlands, 2018.
• Rodolfo Reyes-Ba´ez, Alejandro Donaire, Arjan van der Schaft, Bayu Jayaward-
hana, Tristan Pe´rez, ”Tracking Control of Marine Craft in the port-Hamiltonian
Framework: A Virtual Differential Passivity Approach”, European Control Con-
ference, Naples Italy, 2019.
• Rodolfo Reyes-Ba´ez, Pablo Borja, Arjan van der Schaft, Bayu Jayawardhana,
”Virtual mechanical systems: an energy-based approach”, Submitted AMCA Na-
tional Congress of Automatic Control, Puebla Mexico, 2019.
Conference abstracts
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, ”Contraction-
based Control Design for Physical Systems”, In Proceedings of 35th Benelux
Meeting on Systems and Control, Soesterberg The Netherlands, 2016.
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, ”The partial con-
traction approach for convergence analysis in the tracking control of mechanical
port-Hamiltonian systems”, In Proceedings of 36th Benelux Meeting on Systems
and Control, Spa Belgium, 2017.
• Rodolfo Reyes-Ba´ez, Arjan van der Schaft, Bayu Jayawardhana, ”Virtual differen-
tial passivity based control of mechanical systems in the port-Hamiltonian frame-
work ”, In Proceedings of 37th Benelux Meeting on Systems and Control, Soester-
berg The Netherlands, 2018.
Graduations projects
• Le Pan, ”Differential passivity based control of a robotic manipulator”, Master’s
thesis, University of Groningen, 2018.
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• Jose´ Domingo Pa´jaro-Adria´n, ”Experimental evaluation of tracking controllers for
robot manipulators: a passive virtual mechanical systems approach (in Spanish)”,
Master’s thesis, Autonomous University of Puebla (BUAP), Mexico, in process.
• Lorenzo La´zaro Gonza´lez-Romeo, ”Contraction-based variable gain control with
applications in servo-systems (in Spanish)”, Master’s thesis, Autonomous Univer-
sity of Puebla (BUAP), Mexico, in process.
1.4 Outline of the thesis
The outline of the reminder of the thesis is as follows:
In Chapter 2 a self-contained survey of the theoretical preliminaries on contraction
analysis, differential passivity and virtual systems used in the thesis are presented. More-
over, in this chapter the virtual contraction based control (v-CBC) method is proposed.
Chapter 3 presents the detailed construction of a class of energy-based virtual con-
trol systems associated to mechanical systems in the Euler- Lagrange (EL) and port-
Hamiltonian (pH) frameworks using the notion of virtual forces.
In Chapter 4 the control problem of fully-actuated nonlinear mechanical systems in
the port-Hamiltonian framework is solved via the virtual contraction-based control (v-
CBC). Closed-loop system properties and experimental evaluation are also presented.
A natural extension of this result is developed in Chapter 5 for flexible-joints robots
(FJRs) which are modeled as class of underactuated mechanical pH systems. It is shown
that under potential energy matching conditions, the corresponding closed-loop virtual
system is contractive.
The results of Chapter 4 are further extended in Chapter 6 to the case of marine craft
which are modeled as rigid bodies on moving frames. Due to the controller construction
is performed in two scenarios, in a body-fixed and inertial frame.
The problem of coordination control is solved by means of the passivity properties
of virtual systems in the EL framework is worked in Chapter 7. Subsequently, the net-
worked version of two different passivity-based tracking controllers in the literature are
particular cases of the proposed technique.
Finally, conclusions, remarks and future perspectives of the results presented in this
thesis are discussed in Chapter 8.
In Appendix A a self-contained prime on the differential geometry tools of nonlinear
systems is presented. On the other hand, Appendix B presents a self-contained survey
on the EL and pH approaches to mechanical mechanical systems.
Chapter 2
Preliminaries
”Once you get the physics right, the rest is mathematics.”
- Rudolf E. Kalman
I
n this chapter a self-contained survey of the differential approach to incremental sta-
bility by means of contraction analysis is presented. First two contraction analyses
frameworks are introduced, the differential Finsler-Lyapunov framework and the loga-
rithmic (matrix) measure. This is followed by the notion of differential passivity.
Next, the concept of virtual (control) systems is introduced as well as the relation of these
systems with contraction analysis and differential passivity. Finally, their use in control
design is discussed, which provides the set-up for virtual contraction based control.
In this chapter a self-contained survey of the differential approach to incremental
stability by means of contraction analysis is presented. First two contraction analyses
frameworks are introduced, the differential Finsler-Lyapunov framework and the loga-
rithmic (matrix) measure. This is followed by the notion of differential passivity.
Next, the concept of virtual (control) systems is introduced as well as the relation of these
systems with contraction analysis and differential passivity. Finally, their use in control
design is discussed, which provides the set-up for virtual contraction based control.
2.1 Contraction analysis and differential passivity
Most concepts are presented in local coordinates. However, in some cases it will be
helpful to have a coordinate-free understanding of some of the objects. In this case, we
refer to Appendix A where some geometry tools for nonlinear systems are presented.
When it is clear from the context, arguments of some functions will be often left out.
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2.1.1 Incremental stability
Let Σu be a nonlinear control system, affine in the input u, with state space manifold X
of dimension N, which in local coordinates (x1, . . . , xN) is given by
Σu :




y = h(x, t),
(2.1)
where x ∈ X is the state, the input u ∈ U ⊂ Rn is a measurable locally bounded function
of time, and output y ∈ Y ⊂ Rn. The time-dependent vector fields1 f , gi ∈ X∞(X) and
the map h ∈ C∞(X ×R) are assumed to be smooth. The input spaceU and output space
Y are open subsets of Rn. The control system Σu in closed-loop with u = γ(x, t) is
Σ :




y = h(x, t).
(2.2)
Solutions to Σu are given by trajectories t ∈ [t0,T ] 7→ x(t) = ψut0(x0, t) resulting from the
initial condition x0 ∈ X, for a fixed input function u : [t0,T ]→U, with ψu0t0 (x0, t0) = x0.
Consider a forward invariant and connected open neighborhoodC ofX such that ψut0(t, x0)
is forward complete for every x0 ∈ C, each function u and each t0. Solutions to Σ are
defined in a similar fashion and are denoted by x(t) = ψt0(x0, t). By connectedness, any
pair of points x0, x1 in C can be connected by a smooth curve γ : (−ε, ε) → C, with
γ(−) = x0 and γ() = x1.
The general idea of incremental stability consists of comparing any pair of solutions
of the system with respect to a distance. In this case we do not need to know the existence
of an equilibrium or other reference solution in advance; as in Lyapunov’s stability.
Definition 2.1 (Incremental stability (Forni and Sepulchre 2014)). Let C ⊆ X be a for-
ward invariant set, d : X × X → R≥0 be a continuous distance and consider the system
Σ given by (2.2). Then, system Σ is said to be
• Incrementally stable (∆-S) on C (with respect to d) if there exists a function α of
class K2 such that for each x1, x2 ∈ C, for each t0 ∈ R≥0 and for all t ≥ t0,
d(ψt0(t, x1), ψt0(t, x2)) ≤ α(d(x1, x2)). (2.3)
1Vector fields f and gi are maps f , gi : X×R→ TX, with the properties pi◦ f = (id, 0) and pi◦gi = (id, 0),
see Appendix A.2.
2Function α is said to be of class K if it is strictly increasing and α(0) = 0 (Khalil 1996).
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• Incrementally asymptotically stable (∆-AS) on C if it is ∆-S and for all x1, x2 ∈ C,
and for each t0 ∈ R≥0,
lim
t→∞ d(ψt0(t, x1), ψt0(t, x2)) = 0. (2.4)
• Incrementally exponentially stable (∆-ES) on C if there exist a distance d, k ≥ 1,
and β > 0 such that for each x1, x2 ∈ C, fir each t0 ∈ R≥0 and for all t ≥ t0,
d(ψt0(t, x1), ψt0(t, x2)) ≤ ke−β(t−t0)d(x1, x2). (2.5)
If C = X, then we say global ∆-S, ∆-AS and ∆-ES, respectively.
The above definitions are the incremental versions of the classical notions of stability,
asymptotic stability and exponential stability (Khalil 1996).
A Lyapunov approach to incremental stability properties is presented in (Angeli 2002)
where characterizations and applications are shown. However, in general, as in standard
Lyapunov stability, finding a suitable Lyapunov function is difficult.
2.1.2 Differential Lyapunov theory and contraction analysis
Contraction analysis was introduced in (Lohmiller and Slotine 1998) as a differential
alternative to study incremental stability on Euclidean or Riemannian state manifolds.
More specifically, analyzing the dynamics of the system’s state first variation (i.e., the
linearization everywhere), one can conclude incremental stability via path integration.
This idea was further generalized in (Forni and Sepulchre 2014) to systems on Finsler
manifolds as follows. Let us introduce the following concepts.
Following (Crouch and van der Schaft 1987) and (Forni et al. 2013), the variational
dynamics of systems Σu and Σ are defined as follows: Let t ∈ [t0,T ] 7→ x(t, s) =
ψt0(γ(s), t) be a s-parametrized family of state trajectories, from the initial condition
x(t0, s) = γ(s), at time t0. The corresponding family of input-output pair trajectories are
t ∈ [t0,T ] 7→ u(t, s) = %t0(t, s) and t ∈ [t0,T ] 7→ y(t, s) = ςt0(t, s) = h(ψt0(γ(s), t), t), for




(t, γ(s)) = f (ψt0(t, γ(s)), t) +
n∑
i=1
gi(ψt0(t, γ(s)), t)%i,t0(t, s),
ςt0(t, s) = h(ψt0(t, γ(s)), t),
(2.6)
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for all t ≥ t0 and s ∈ I. On the other hand, the differential ∂∂s at a fixed t is the infinitesimal
variation with respect to s. Denote the nominal input-state-output trajectory by u(t) =




















which are tangent to %t0(t, s), ψt0(t, γ(s)), and ςt0(t, s) at s, respectively, i.e, δu ∈ TuU,












f (ψt0(t, γ(0)), t) +
n∑
i=1



























Thus, the variational system
/
dynamics of Σu in (2.1) along the the trajectory (u, x, y)(t)








∂x (x, t)δx +
∑n
i=1 giδui,
δy = ∂h∂x (x, t)δx.
(2.9)
Definition 2.2 ((Crouch and van der Schaft 1987)). The prolonged control system Σδu
associated to the control system Σu in (2.1) corresponds to consider the original system
Σu and its variational system δΣu, that is, the system described by
Σδu :

x˙ = f (x, t) +
∑n
i=1 gi(x, t)ui,
y = h(x, t),







δy = ∂h∂x (x, t)δx.
(2.10)
with (u, δu) ∈ TU, (x, δx) ∈ TX, and (y, δy) ∈ TY. The prolonged system Σδ of the
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closed system Σ in (2.2) is similarly defined as
Σδ :

x˙ = F(x, t),
y = h(x, t),
δx˙ = ∂F∂x (x, t)δx,
δy = ∂h∂x (x, t)δx.
(2.11)
Definition 2.3 (Finsler structure). The function F : TX × R → R≥0 defines a Finsler
structure if it satisfies the following conditions:
• F is a uniform C1 function on TX ×R for δx , 0;
• F(x, δx, t) > 0 for each (x, δx) ∈ TX uniformly in t such that δx , 0;
• F(x, λδx, t) = λF(x, δx, t) for each λ ≥ 0 and for each (x, δx) ∈ TX uniformly in t,
such that δx , 0 (homogeneity);
• F(x, δx1 + δx2, t) ≤ F(x, δx1, t) + F(x, δx2, t), for each (x, δx1), (x, δx2) ∈ TX uni-
formly in t (convexity).
Positiveness, homogeneity, and strict convexity of F guarantee that F(x, ·, t) is a
Minkowski norm on each tangent space. The length of any curve γ(s) induced by F
is independent of orientation-preserving re-parametrizations.
Definition 2.4 (Differential Lyapunov function). Let F(x, δx, t) be a Finsler structure. A
function V : TX ×R → R>0 is a candidate differential Lyapunov function adapted to F
if it satisfies
c1F(x, δx, t)p ≤ V(x, δx, t) ≤ c2F(x, δx, t)p, (2.12)
for some constants c1, c2 ∈ R>0, with p a positive integer.
The relation between a candidate differential Lyapunov function and the Finsler
structure in (2.12) is the key property for incremental stability analysis. That is, a uni-
formly well-defined distance on X ×R via integration as defined below.
Definition 2.5. Consider a candidate differential Lyapunov function on X and the asso-
ciated Finsler structure F. For any subset C ⊆ X and any x1, x2 ∈ C, let Γ(x1, x2) be the
collection of piecewise C1 curves γ : I → X connecting γ(0) = x1 and γ(1) = x2. The
Finsler distance d : X × X → R≥0 induced by F is defined by













The following result gives a sufficient condition for incremental stability in terms of
differential Lyapunov functions as in (Forni and Sepulchre 2014). This can be seen as
the differential/Finsler-Lyapunov version of the direct or second Lyapunov method.
Theorem 2.6 (Differential Lyapunov method). Consider the prolonged system Σδ, a con-
nected and forward invariant set C ⊆ X, and a function α : R≥0 → R≥0. Let V be a
candidate differential Lyapunov function satisfying
V˙(x, δx, t) ≤ −α(V(x, δx, t)) (2.14)
for each (x, δx, t) ∈ TX ×R. Then, system Σ in (2.2) is
• ∆-S on C uniformly in t, if α(s) = 0 for each s ≥ 0;
• ∆-AS on C uniformly in t, if α is a K function;
• ∆-ES on C uniformly in t, if α(s) = βs,∀s > 0.
In the following figure a geometric interpretation of this is shown
Figure 2.1: Geometric interpretation of Theorem 2.6.
We are ready to give a definition of contraction in terms of differential Lyapunov
functions as follows, (Forni and Sepulchre 2014) and (Sanfelice and Praly 2015):
Definition 2.7 (Contraction/Non-expansiveness). We say that Σ contracts (respectively
does not expand) V in C if (2.14) is satisfied for a function α of class K (resp. α(s) = 0
for all s ≥ 0). C is the contraction region (resp. nonexpanding region).
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Contraction analysis via Riemannian metrics
Consider the Finsler structure





with Π(x, t) a Riemannian metric tensor, possibly depending on t. Then, a corresponding
candidate differential Lyapunov function is given by




In this case, condition (2.14) amounts to the generalized contraction analysis condition




(x, t)Π(x, t) + Π(x, t)
∂F
∂x
(x, t) ≤ −2β(x, t)Π(x, t). (2.17)
for some β(x, t) > 0. Under hypotheses of Theorem 2.6, if C ⊆ X is also a compact set,
then system (2.2) satisfies the following definition (Ru¨ffer et al. 2013):
Definition 2.8 (Convergent systems (Pavlov and van de Wouw 2017)). System Σ in (2.2)
with initial condition x0 ∈ C is called uniformly convergent on C if
1. there is a unique solution x(t) that is defined and bounded on C, for all t ∈ R≥0,
2. x(t) is uniformly asymptotically stable on C.
If x(t) is uniformly exponentially stable, then system (2.2) is called uniformly exponen-
tially convergent.
Remark 2.9 (Demidovich condition (Pavlov et al. 2004)). Suppose there exist constant







(x, t)Π ≤ −Q (2.18)
Then system (2.2) is uniformly exponentially convergent. Clearly, condition (2.18) re-
duces to (2.17) with Π(x, t) = Π constant. Hence, (2.14) is a generalization of (2.18).
Contraction analysis via Logarithmic matrix measures
A different approach to contraction analysis is taken in (di Bernardo et al. 2009, Russo
et al. 2010, Sontag 2010) in terms of the so-called matrix measure.
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Definition 2.10 (Matrix measure/Logarithmic norm). Given a vector norm ‖ · ‖ on the
Euclidean space Rn, with its induced matrix norm ‖A‖, the associated matrix measure
µ is defined as the directional derivative of the matrix norm in the direction of A and





(‖In + hA‖ − 1) . (2.19)
The limit exists and the convergence is monotonic (Aminzarey and Sontag 2014).
Some vector norms and their induced matrix measures are shown in Table 2.1.
Vector norm ‖ · ‖p Induced matrix measure µp(A)
‖δx‖1 = ∑ni=1 |δxi| µ1(A) = maxj
(






















Table 2.1: Matrix measures for a matrix A ∈ Rn×n.
Definition 2.11. Given a norm ‖ · ‖p, the system Σ in (2.2), or the time-dependent vector
field F(x, t), is called infinitesimally contracting with respect to this norm on a set C ⊆ X
if there exist some norm in TxX, with associated induced matrix measure µp, such that,







≤ −2β, for all x ∈ C, and all t ≥ 0. (2.20)
If this is satisfied, any pair of solutions of (2.2) converge to each other with rate β.
Suppose that Π(x, t) in (2.17) is written as Π(x, t) = Θ>(x, t)Θ(x, t), see (di Bernardo
et al. 2009). Then, the Riemannian contraction condition in (2.17) is equivalent to the
matrix measure contraction condition given by
µ(J(x, t)) ≤ −2β, (2.21)
where the generalized Jacobian ((Lohmiller and Slotine 1998)) is given by
J(x, t) =
[






as shown in (di Bernardo et al. 2009, Forni and Sepulchre 2014, Coogan 2017).
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2.1.3 Differential passivity
In analogy to the standard dissipativity theory (Willems 1972), the differential Lyapunov
framework is extended to systems with inputs as follows (Forni and Sepulchre 2013,
Forni et al. 2013, van der Schaft 2013).
Definition 2.12 (Differential passivity). Consider a nonlinear control system Σu as in
(2.1) together with its prolonged system Σδu given by (2.10). Then, Σu is differentially
passive if the prolonged system Σδu is dissipative with respect to the supply rate δy
>δu,
i.e., if there exist a differential storage function function W : TX×R≥0 → R≥0 satisfying
dW
dt
(x, δx, t) ≤ δy>δu, (2.23)
for all x, δx, u, δu, and for all t. Furthermore, system (2.1) is called differentially lossless
if (2.23) holds with equality.
If additionally is required the differential storage function to be a differential Lya-
punov function, then differential passivity implies contraction when the variational input
is δu = 0. For further details we refer to (van der Schaft 2013) and (Forni et al. 2013).
The following lemma characterizes the structure of a class of control systems which
are differentially passive.
Lemma 2.13 ((Reyes-Ba´ez, van der Schaft and Jayawardhana 2019)). Consider the con-
trol system Σu in (2.1) together with its prolonged system Σδu in (2.10). Suppose there
exists a transformation δx˜ = Θ(x, t)δx such that the variational dynamics in (2.9) takes
the form
δΣ˜u :
 δ ˙˜x = [Ξ(x˜, t) − Υ(x˜, t)] Π(x˜, t)δx˜ + Ψ(x˜, t)δu,δy˜ = Ψ>(x˜, t)Π(x˜, t)δx˜, (2.24)
where Π(x˜, t) > 0N is a Riemannian metric tensor, Ξ(x˜, t) = −Ξ>(x˜, t) and Υ(x˜, t) are
rectangular matrices. If the condition
δx˜>
[
Π˙(x˜, t) − Π(x˜, t)(Υ(x˜, t) + Υ>(x˜, t))Π(x˜, t)
]
δx˜ ≤ −α(W(x˜, δx˜, t)), (2.25)
holds for all (x˜, δx˜) ∈ TX, and all t, with α of class K , then Σu is differentially passive
from δu to δy˜ with respect to the differential storage function given by





Proof It is straightforward to check that the time derivative of (2.26) is










Π˙(x˜, t) − Π(x˜, t)(Υ(x˜, t) + Υ>(x˜, t))Π(x˜, t)
]
δx˜ + δy>δu,
≤ −α(W(x˜, δx˜)) + δy>δω ≤ δy>δu. 
(2.27)
The passivity theorem of negative feedback interconnection of two passive systems resul-
ting in a passive closed-loop system can be extended to differential passivity as follows.
Consider two differentially passive nonlinear systems Σui , with states xi ∈ Xi, inputs
ui ∈ Yi, outputs ui ∈ U and differential storage functions Wi, with i ∈ {1, 2}. The
standard feedback interconnection is
u1 = −y2 + e1, u2 = y1 + e2, (2.28)
where e1, e2 denote external outputs. The equations (2.28) imply that the variational
quantities δu1, δu2, δy1, δy2, δe1, δe2 satisfy
δu1 = −δy2 + δe1, δu2 = δy1 + δe2. (2.29)
It follows that
δu>1 δy1 + δu
>
2 δy2 = δe
>
1 δy1 + δe
>
2 δy2, (2.30)
and thus, the closed-loop system arising from the feedback interconnection in (2.29) of




2 δy2 and storage
function W = W1 + W2, as it is shown by (van der Schaft 2013).
2.2 Virtual contraction analysis and control
We first introduce the notion of virtual (control) systems, followed by its relation with
contraction analysis and differential passivity. Finally, we address the methodology of
virtual contraction based control (v-CBC) for nonlinear affine systems.
2.2.1 Virtual systems
In the following definition the different notions of virtual system introduced in (Lohmiller
and Slotine 1998, Wang and Slotine 2005, Jouffroy and Fossen 2010, Forni and Sepulchre
2014, van der Schaft 2017) are unified and generalized.
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Definition 2.14 (Virtual system). Consider systems Σu and Σ, given by (2.1) and (2.2),
respectively. Suppose that Cv ⊆ X and Cx ⊆ X are connected and forward invariant for
(2.1) and (2.2), respectively. A virtual control system associated to Σu is defined as
Σvu :
 x˙v = Γv(xv, x, uv, t),yv = hv(xv, x, t), ∀t ≥ t0, (2.31)
with state xv ∈ X and parametrized by x ∈ X, where hv : Cv × Cx × R≥0 → Y and
Γv : Cv × Cx ×U ×R≥0 → TX are such that
Γ(x, x, u, t) = f (x, t) +
n∑
i=1
gi(x, t)ui, and hv(x, x, t) = h(x, t),∀u,∀t ≥ t0. (2.32)
Similarly, a virtual system associated to Σ is defined as
Σv :
 x˙v = Φv(xv, x, t),yv = hv(xv, x, t), (2.33)
with state xv ∈ Cv and parametrized by x ∈ Cx, where Φv : Cv × Cx × R≥0 → TX and
hv : Cv × Cx ×R≥0 → Y satisfy
Φv(x, x, t) = F(x, t) and hv(x, x, t) = h(x, t), ∀x,∀t ≥ t0. (2.34)
It follows that any solution x(t) = ψt0(t, xo) of the original control system Σu in (2.1),
starting at x0 ∈ Cx for a certain input u, generates the solution xv(t) = ψt0(t, x0) to the
virtual system Σvu in (2.31), starting at xv0 = x0 ∈ Cv with uv = u, for all t > t0. In a
similar manner for the original system Σ in (2.2), any solution x(t) = ψt0(t, xo) starting at
x0 ∈ Cx, generates the solution xv(t) = ψt0(t, xo) to the closed virtual system Σv in (2.33),
starting at xv0 = x0 ∈ Cv, for all t > t0. However, not every virtual system’s solution xv(t)
corresponds to an original system’s solution. Thus, for any trajectory x(t) of the original
system, we may consider (2.31) (respectively (2.33)) as a time-varying (or parameter
varying) system with state xv.
Example 2.15 ((Wang and Slotine 2005, Jouffroy and Fossen 2010)). The previous defi-
nition is illustrated in the following academic example. Consider the control system




with x ∈ R, D(x) > 0, and input u ∈ R. It is straightforward to verify that the system
x˙v = −D(x)xv + uv,
yv = xv,
(2.36)
with state xv ∈ R, input uv ∈ R and parametrized by x, is a virtual system for (2.35).
Indeed, whenever uv = u and xv0 = x0, the system (2.36) produces the same input-state-
output behavior of the original system in (2.35).
2.2.2 Virtual contraction analysis
A generalization of contraction analysis was first introduced in (Wang and Slotine 2005)
and revisited in (Jouffroy and Fossen 2010, Forni and Sepulchre 2014), to study the con-
vergence between solutions of two or more (possibly different) systems. This concept,
referred to as virtual contraction analysis, is based on the contraction behavior of a vir-
tual (control) system as shown bellow:
Theorem 2.16 (Virtual contraction). Consider systems Σ and Σv given by (2.2) and
(2.33), respectively. Let Cv ⊆ X and Cx ⊆ X be two connected and forward invari-
ant sets. Suppose that Σv is uniformly contracting with respect to xv. Then, for any initial
conditions x0 ∈ Cx and xv0 ∈ Cv, each solution to Σv converges asymptotically to the
solution of Σ.
Proof: Let t ∈ [0,T ] 7→ xv(t) = ξt0(t, xz0) be the solution to system Σv starting from
xz0 ∈ Cv, at time t0. With the solution to system Σ given by x(t) = ψt0(t, x0), the virtual
system Σv can be rewritten as x˙v = Φv(xv, ψt0(t, x0), t). Since Σ
v is contracting (for all x),
then limt→∞ d(ξt0(t, xv10), ξt0(t, xv20)) = 0, with xv10, xv20 ∈ Cv. In particular, whenever
xv10 = x0, we have that xv1 = ψt0(t, x0), with x0 ∈ Cx (due to Φ(x, x, t) = F(x, t)). Hence,
for every xv20 ∈ Cv, limt→∞ d(ψt0(t, x0), ξt0(t, xv20)) = 0. 
If the conditions of Theorem 2.16 hold, then the original system Σ is said to be
virtually contractive. Notice that, if Cv is compact and Σv is contractive, then Σv is also
convergent (see Definition 2.8) and xv(t) = x(t) is the steady state solution.
If the virtual control system Σvu is differentially passive, then the original control
system Σu is said to be virtually differentially passive. In this case, the steady-state
solution is driven by the input and is denoted by xuvv (t) = x
u(t). This key property can be
used for v-CBC design, as it will be shown in the next subsection.
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Example 2.17 (Continued). Consider the prolonged system of (2.36) is given by
x˙v = −D(x)xv + uv,
yv = xv,
δx˙v = −D(x)δxv + δuv,
δyv = δxv,
(2.37)
together with the differential Lyapunov function (see (2.16))




The time derivative along the solutions of the prolonged system (2.37) is
V˙(xv, δxv, x) = −δxvD(x)δxv + δxvδuv ≤ δyvuv, (2.39)
which shows that the original system (2.35) is virtually differentially passive. Further-
more, if uv = 0 then the original system (2.35) is virtually contractive.
2.2.3 Virtual contraction based control (v-CBC)
From a control point of view the usual task is to render a specific solution of the system
exponentially/asymptotically stable, rather than the stronger contractive behavior of all
system’s solutions. In this regard, as an alternative to the existing techniques in the lit-
erature, we propose a technique based on the concept of virtual contraction in order to
solve the set-point regulation or trajectory tracking problems.
Roughly speaking, the control objective is to design a scheme such that a distance
between a desired steady-state solution xd(t) and the original system’s solution x shrinks
as a consequence of contractive behavior of the closed-loop virtual system.
The proposed design methodology is divided in three main steps:
1. Consider a virtual control system Σvu as in (2.31) for system Σu in (2.1).
2. Design a state feedback uv = ζ(xv, x, t) + ωv for Σvu such that the closed-loop
virtual system is contracting and has a desired solution xd(t) when the external
input ω = 0.
3. Define the controller for the original control system Σu as u = ζ(x, x, t).
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If we are able to design a controller with the above steps, then according to Theorem
2.16, all the solutions of the closed-loop virtual system will converge to the closed-loop
original system solution starting at x0, that is, x(t) = xd(t) → x(t) as t → ∞. This solves
the set-point or trajectory tracking problem for the original system Σu.
Example 2.18 (Continued). The goal is to design a tracking controller for the original
system (2.35) via the v-CBC method for a given desired trajectory xd(t). For the step 1,
consider the virtual control system (2.36). Later, for the step 2, take the feedback law
uv = −Kp(xv − xd) + ωv, Kp > 0. (2.40)
for the virtual system (2.36). Then, the resulting closed-loop prolonged virtual system is
given by









In order to show that the closed-loop virtual system is differentially passive, consider as
differential storage function to (2.38). The time derivative along system (2.41) is




δxv + δxvδωv ≤ δyvωv, (2.42)
which completes the proof. It follows that for ω = 0 the closed-loop virtual system
is contractive and that xv = xd(t) is a particular solution or the closed loop system
in (2.41). Hence, all the solutions of the virtual closed-loop virtual system in (2.41)
converge to xd(t).
Finally, for the step 3, close the loop of the original system (2.35) with the scheme
u = −Kp(x − xd) + ω (2.43)
yielding the closed-loop system
x˙ = −D(x)x − Kp(x − xd) + ω,
y = x.
(2.44)
The conclusion follows by the virtual contraction Theorem 2.16 since (2.41) is the pro-
longed system of the original system (2.44). Therefore, x converges to xd(t).
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2.2.4 Trajectory tracking via v-CBC
One of the central topics of this thesis is the control synthesis for solving the trajectory
tracking problem in nonlinear mechanical systems. In the following lines, the aforemen-
tioned problem is stated and a solution to his via the v-CBC method is proposed.
Trajectory tracking problem: Given a desired smooth trajectory xd(t) for system Σu,
design the control law u such that x(t) converges asymptotically/exponentially to the de-
sired trajectory xd(t).
Proposed solution: Using the v-CBC method in Section 2.2.3, design a control scheme
with the following structure:
ζ(xv, x, t) := u
f f
v (xv, x, t) + u
f b
v (xv, x, t) (2.45)
where the feedforward-like term u f fv ensures that the closed-loop virtual system has the
desired trajectory xd(t) as steady-state solution, and the feedback action u
f b
v enforces the
closed-loop virtual system to be contracting.

Chapter 3
Energy-based virtual mechanical systems




n this chapter a class of virtual control systems associated to mechanical systems in the
Euler-Lagrange and port-Hamiltonian energy-based frameworks are introduced. We
show how these virtual systems inherit some properties of the original ones, for instance
energy conservation. Furthermore, these virtual systems exhibit some coordinate free
properties. Finally, we elaborate on the application of such virtual systems in control
design. The main results in this chapter are partially reported in the conference paper
(Reyes-Ba´ez, Borja, van der Schaft and Jayawardhana 2019).
3.1 Virtual systems in the Euler-Lagrange framework
Consider the Euler-Lagrange equations1 (EL) given by
q˙ = v,
M(q)v˙ + C(q, v)v + g(q) = B(q)τ,
(3.1)
where q˙ ∈ Q is the generalized position on the configuration space Q, v = q˙ ∈ TqQ is the
velocity, M(q) is the inertia matrix which is positive-definite and bounded; C(q, v) is the
Coriolis and centrifugal forces matrix, and g(q) is the vector of gravitational forces. The
covector B(q)τ, with inputs τ ∈ U, represents the vector of external forces. Matrix B(q)
indicates how the action of the inputs τ influences the system. If rank B(q) = m < n then
we say that system (3.1) is underactuated.
It is well known that the EL equations (3.1) exhibit several important dynamics prop-
erties; see (Ortega et al. 2013) and references therein for further details. Among those
1See Appendix B.1 for a self-contained survey on Euler-Lagrange equations and the notation used in this
chapter. The underlying Riemannian geometry interpretation of some properties is also presented.
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properties, the skew-symmetry of the matrix N(q, q˙) := M˙(q) − 2C(q, q˙) receives special
attention since it is closely related to the energy conservation of the EL system (3.1). To
see this consider the total (co-)energy
E(q, q˙) = 1
2
q˙>M(q)q˙ + P(q), (3.2)
where P(q) is the potential energy. Then, the time derivative of (3.2) given by
E˙(q, q˙) = q˙>B(q)τ + 1
2
q˙>N(q, q˙)q˙ = q˙>B(q)τ, (3.3)
shows that the increase of energy is equal to the supplied energy. In the dissipativity
theory setting (Willems 1972, van der Schaft 2017), the system (3.1) is called lossless.
We refer to (Ortega et al. 2013) for the passivity approach to EL systems.
From a Riemannian point of view, the skew-symmetry of matrix N(q, q˙) is a clear
expression in local coordinates of the torsion-free property and compatibility condition
of the Levi-Civita affine connection
M∇ with the metric M〈v, v〉 := v>M(q)v (see Appendix
B.1.2 for a detailed explanation). These imply that the skew-symmetric matrix N(q, q˙)
can be equivalently rewritten as follows:
q˙>v
[
M˙(q) − 2C(q, q˙)
]
q˙v = 0⇐⇒ Lq˙(M〈q˙v, q˙v〉) − 2M〈
M∇q˙q˙v, q˙v〉 = 0, ∀q˙v ∈ TqQ.
(3.4)
where Lq˙(M〈q˙v, q˙v〉) is the Lie derivative2 of the metric M〈v, v〉 along the velocity q˙, and
M∇q˙q˙v is the covariant derivative of the tangent vector q˙v = Y(q) ∈ TqQ along the velocity
q˙ = X(q), whose expression in local coordinates is given by (see details in Section B.1.1)
M∇X(q)Y(q) = ∂Y
∂q
(q)X(q) + M−1(q)C(q, X(q))Y(q). (3.5)
Remark 3.1. The energy conservation condition (3.3) requires the identity (3.4) to hold
only for q˙v = q˙, rather than for every tangent vectors q˙v ∈ TqQ.
Notice that condition (3.4) implies that the forces induced by N(q, q˙) defined as
FN(q, q˙) := N(q, q˙)q˙ and FNv(q, q˙, q˙v) := N(q, q˙)q˙v (3.6)
are workless3. This means that their corresponding power is given by q˙>F(q, q˙) = 0 and
q˙>v FNv(q, q˙, q˙v) = 0, respectively. However, it should be noted that FNv(q, q˙, q˙v) may not
2See Appendix A.2 a definition of Lie derivative.
3 See Section B.1.3 for further details on workless forces.
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define a true force since the tangent vector q˙v ∈ TqQ need not to be equal to the velocity
of q. In case that q˙v = q˙ holds, then the identity
FNv(q, q˙, q˙) = FN(q, q˙) (3.7)
is satisfied. Such FNv(q, q˙, q˙v) is said to be a virtual force.
Exploiting the above introduced notion of virtual forces, in the next proposition we
define a virtual control system associated to the (original) EL system (3.1).
Proposition 3.2. Consider the EL system (3.1). Consider also the system defined by
q˙v = vv,
M(q)v˙v + C(q, v)vv + gv(qv) = B(q)τv,
yv = B>(q)vv,
(3.8)
in the state (qv, vv) ∈ Q × Rn and parametrized by the vector (q, v = q˙) ∈ TQ, where
gv(qv) is such that gv(q) = g(q), B(q)τv ∈ T ∗Q is a covector with inputs τv, and where yv
is an output. Then, system (3.8) defines a virtual control system for the original system
(3.1).
Proof: Consider system (3.1) in state space form (2.1) with x = (q, v) and vector
fields
f (x, t) =






input u = τ, and let h(x, t) = B>(q)v be the output function. Similarly, consider the state
space form (2.31) of the virtual system (3.8) with state xv = (qv, vv), vector field
Γv(qv, vv, q, v, τv, t) =
 vvM−1(q) (B(q)τv −C(q, v)vv − gv(qv))
 , (3.10)
and output function hv(qv, vv, q, v, τv, t) = B>(q)vv. By taking (qv, vv) = (q, v) and τv = τ,
respectively, system (3.8) satisfies conditions (2.32) of Definition 2.14. Therefore, (3.8)
is a virtual system for the original EL system (3.1). 
Note that the functions C(q, q˙)vv and M(q)v˙v are virtual forces associated to the Cori-
olis force C(q, q˙)v and the inertial force M(q)v˙ of system (3.1), respectively.
Remark 3.3. The virtual system (3.8) can be seen as the second-order version of the one
introduced in (van der Schaft 2017, Definition 4.6.2).
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3.1.1 Losslessness preserving property
Remarkably, not only the EL system (3.1) is lossless (i.e., preserves the energy) with
respect to the output y = B>(q)v, but also the virtual system (3.8) turns out to be lossless
with respect to the output yv = B>(q)vv, for every time-function (q(·), v(·) = q˙(·)). As we
will see in the following proposition, the skew-symmetry of N(q, v) is crucially used in
the computations of the proof. To this end, consider the storage function of the virtual
system (3.8) as the function of (qv, vv) given by
Ev(qv, vv, q, v) := 12v
>
v M(q)vv + Pv(qv), (3.11)
parametrized by (q, v), where Pv(qv) is such that gv(qv) = ∂Pv/∂qv(qv).
Proposition 3.4. For any curve (q(·), v(·) = q˙(·)) the virtual system (3.8) with input τv
and output yv is lossless, with (q, v)-parametrized storage function (3.11).
Proof: Consider the storage function (3.11). Then, the energy balance reads as
E˙v(qv, vv, q, v) = 12v
>













= v>v B(q)τv = y>v τv. 
(3.12)
Proposition 3.4 can be easily extended to the case when the original EL system (3.1)
contains dissipative forces. In particular, if the dissipation is generated by a Rayleigh
function R(q˙) satisfying q˙> ∂R∂q˙ (q˙) ≥ 0, then the virtual system (3.8) is passive with input-
output pair (τv, yv) and storage function (3.11). Indeed,
E˙v(qv, vv, q, v) ≤ −q˙>v
∂R
∂q˙
(q˙v)q˙v + y>v τv. (3.13)
Moreover, Proposition 3.4 give us the opportunity of extending the standard loss-
lessness (or passivity) preserving interconnection properties of the original EL system
(3.1) to the virtual system (3.8). In Chapter 7, these interconnection properties will be
exploited to design control protocols for the group coordination problem.
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3.1.2 Coordinate-free description
Consider the local coordinates expression of the covariant derivative
M∇X(q)Y(q) in (3.5) of
the tangent vector q˙v = Y(q) = X(q) along q˙ = X(q), namely
M∇q˙(t)q˙(t) = ∂X
∂q




(q(t)) + M−1(q(t))C(q, X(q(t)))X(q(t)),
= q¨(t) + M−1(q(t))C(q(t), q˙(t))q˙(t).
(3.14)
Hence, the EL system (3.1) can be expressed in a coordinate-free manner in the context
of Riemannian geometry as follows:
q˙(t) = X(q),
M∇X(q(t))X(q(t)) + grad(P(q(t))) = M−1(q(t))B(q(t))τ,
(3.15)
where grad(P(q)) ∈ TqQ is the gradient of the potential energy function P(q) which
in local coordinates is given by grad(P(q)) = M−1(q)∂P∂q . For the external input term
M−1(q(t))B(q(t))τ we note that from a geometric point of view, the force B(q)τ is an
element of the cotangent space T ∗qQ. In this case, M−1(q) defines a map from the cotan-
gent space and to tangent space; this yields M−1(q(t))B(q(t))τ ∈ TqQ. Expression (3.15)
means that whenever the EL system (3.1) is at an equilibrium state in the absence of
external forces τ, then the dynamics reduces to the geodesic equation
M∇q˙(t)q˙(t) = 0. (3.16)
From the notion of virtual forces previously introduced together with the above ob-
servations and the losslessness property preservation in Proposition 3.4, we conclude that
a coordinate-free description of the virtual system (3.8) is given by
q˙v(t) = Y(qv),
M∇X(q)Y(qv(t)) + grad(P(q(t))) = M−1(q(t))B(q(t))τv.
(3.17)
Therefore the state q˙v(t) at any moment t is an element of Tq(t)Q. By definition of
affine connection (see Appendix B.1.1),
M∇q˙(t)Y(qv(t)) depends on the vector field X only
through its value X(q(t)). Hence at every time t the covariant derivative
M∇q˙(t)Y(qv(t))
depends on the curve q(·) only through the value q˙ ∈ Tq(t)Q.
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We highlight that we can take any curve q(t) in Q with velocity vector field q˙(t) =
X(q(t)), and consider the virtual dynamics (3.17) of any vector field q˙v = Y(qv(t)) along
this curve q(t), i.e., q˙v ∈ Tq(t)Q. If we take q˙v = q˙, then (3.17) reduces to (3.15).
3.1.3 Applications in control design
The virtual control system (3.8) has been used in nonlinear control design mainly in two
different ways: as a target closed-loop system or as an auxiliary system on which the
controller convergence-analysis/design is performed.
As a target closed-loop system, (3.8) first appeared in the context of tracking control
of the fully-actuated robots with dynamic model given by (3.1) (Slotine and Li 1987,
Ortega et al. 2013). To this end, consider the control scheme defined as4
τ := M(q)v˙r + C(q, v)vr +
∂P
∂q
(q) + τv, (3.18)
where vr := q˙d − Λ(q − qd) is an artificial velocity reference, qd a desired curve on Q,
K ∈ Rn×n is a positive definite matrix gain and τe is an external input. Without loss of
generality, take B(q) = In. Then, system (3.1) in closed-loop with (3.18) yields
M(q)v˙ + C(q, v)v +
∂P
∂q
(q) = M(q)v˙r + C(q, v)vr +
∂P
∂q
(q) + ν, (3.19)
which in the velocity “error” coordinate vv := v − vr takes the form
q˙v = vv,
M(q)v˙v + C(q, v)vv = τv,
(3.20)
that is, (3.8) with Pv(qv) = 0. By Proposition 3.4, (qv, vv) = (0n, 0n) is a globally stable5
equilibrium point of the closed-loop system (3.20).
On the other hand, considering the inner feedback loop τv = −K(vv − v) + τv in the
virtual system (3.8) the resulting system is contractive; see (Jouffroy and Fossen 2010)
4From (3.11) and (3.18), the reference velocity vr satisfies v>r N(q, v)vr = 0. Hence vr ∈ TqQ.
5Asymptotic stability is ensured by adding an extra feedback loop via ν. For instance, defining ν =
−Kvv + τe, with K ∈ Rn×n, the closed-loop system is strictly output passive with input-output pair (τe, vv),
implying that the equilibrium (qv, vv) = (0n, 0n) is globally asymptotically stable for τe = 0n; see (van der
Schaft 2017, Example 4.6.5) for a proof. On the other hand, if ν = −Ksign(vv), the closed-loop system has
a sliding mode (Sira-Ramı´rez 2015) and the origin is reached in finite-time.
In both cases, the ”error” (called sliding variable) vv = v − vr = v˜ − Λq˜, with v˜ = v − vd and q˜ = q − qd,
defines an invariant and attractive subset of Q given by vv = 0, called the sliding manifold. The dynamics in
vv = 0 is given by ˙˜q = −Λq˜, and it is referred as the ideal sliding dynamics.
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for details. Since both the controller (3.18) and the original EL system (3.8) define two
particular solutions, that is, vv = v and vv = vr, respectively. It follows that v converges
to vr exponentially. See Example 2.17.
Similarly, but from a design perspective, in (Manchester et al. 2018) the standard
stabilization/tracking problem to a desired solution qd(·) is solved for the original EL
system (3.1). This is done by designing a scheme directly for the virtual system (3.8)
that drives it to be contractive in the closed-loop. Then, as in the previous case, the
closed-loop original system and the controller are particular solutions of the closed-loop
contractive system. This lies in the v-CBC method in Section 2.2.3. See Example 2.18.
3.2 Virtual systems in the port-Hamiltonian framework
As an alternative to the described Euler-Lagrange framework for mechanical systems, the
(port-)Hamiltonian formulation6 can be adopted. In particular, in this work we consider
the class of input-state-output port-Hamiltonian (pH) systems defined as follows (van der
Schaft and Jeltsema 2014).
Definition 3.5. An input-state-output port-Hamiltonian system with N-dimensional state
space manifold X, input and output spaces U = Y ⊂ Rm, and Hamiltonian function
H : X → R, is given as








where g(x) is a N×m input matrix, J(x) and R(x) are the interconnection and dissipation
N × N matrices which satisfy J(x) = −J>(x) and R(x) = R>(x) ≥ 0.
For a mechanical system with configuration manifold Q, we have that the state space
is given by X = T ∗Q with natural coordinates x = (q, p) = (q1, . . . , qn, p1, . . . , pn), and




p>M−1(q)p + P(q), (3.22)
6A survey of the Hamiltonian formulation of mechanical systems is presented in Appendix B.2.
34 3. Energy-based virtual mechanical systems
where p := M(q)q˙ is the generalized momentum. Then, system (3.21) takes the formq˙p˙
 =  0n In−In −D(q, p)
 ∂H∂q (q, p)∂H
∂p (q, p)







with τ = u ∈ Rm, interconnection, dissipation and input matrices given by
J(x) =
 0n In−In 0n
 , R(x) = 0n 0n0n D(q, p)
 , g(x) =  0nB(q)
 , (3.24)
respectively. The n × n matrix D(q, p) = D>(q, p) ≥ 0n is a dissipation term; and In and
0n are the n × n identity and zero matrices, respectively. The input force matrix B(q) has
rank m ≤ n. If n = m we say that the system (3.23) is fully-actuated; if m < n, we say
(3.23) is underactuated. Moreover, if m > n then system (3.23) is overactuated.
Similar to the EL framework, the energy balance for system (3.23) is given by the













(q, p) + τ ≤ y>τ. (3.25)
It follows that the map τ 7→ y is passive (van der Schaft 2017) with storage function
(3.22). Furthermore, the system is lossless if D(q, p) = 0n.
System in (3.23) can be equivalently rewritten as follows (Reyes-Ba´ez, van der Schaft
and Jayawardhana 2019)q˙p˙
 =  0n In−In −(E(q, p) + D(q, p))
  ∂P∂q (q)∂H
∂p (q, p)









where E(q, p) := S H(q, p)− 12 M˙(q), with S H(q, p) a skew-symmetric matrix as in (B.72),
and the output yE = y. The main characteristic of this alternative form is that the forces
associated to the inertia matrix of (3.23), i.e. ∂∂q ( 12 p>M−1(q)p), are decoupled from the force
∂H








= E(q, p)M−1(q)p. (3.27)
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Notice that this is possible without any change of coordinates or feedback, contrary to
the literature; e.g. (Venkatraman et al. 2010) and (Romero, Ortega and Sarras 2015).
Moreover, it can be shown that the force E(q, p)M−1(q)p is the Hamiltonian counterpart7
of the force C(q, q˙)q˙ in the Lagrangian framework. A detailed derivation of (3.26)-(3.27)
and their properties are presented in Appendix B.2.3.
As expected, the input-output pair (u, yE) defines a passive map with the same stor-
age function (3.22). Indeed, the time derivative of H(q, p) along the trajectories of the


















>  0n In−In −2S H(q, p)
  ∂P∂q∂H
∂p
 − ∂H>∂p D(q, p)∂H∂p + y>Eτ ≤ y>Eτ.
(3.28)
The last inequality follows from the positive definiteness of D(q) and from
∂H∂q∂H
∂p
>  0n In−In −E




















−In −E(q, p) 0n
0n 0n In










Let F(q, p) : C∞(T ∗Q)→ R2n be the map8 defined in coordinates as
F(q, p)[H(q, p)] := F (q, p)
 ∂P∂q (q)∂H
∂p (q, p)
 , H(q, p) ∈ C∞(T ∗Q), (3.30)
with H(q, p) given in (3.22). From the energy balance (3.29), it follows that
∂H>
∂x
(q, p)F(q, p)[H(q, p)] = 0. (3.31)
This suggests that the quantity F(q, p)[H(q, p)] can be interpreted as the Hamiltonian
counterpart of the workless force FN(q, q˙) in (3.6).
Similarly, consider a smooth function Hv(qv, pv, q) ∈ C∞(T ∗Q × Q) of the form
Hv(qv, pv, q) =
1
2
p>v M−1(q)pv + Pv(qv), (3.32)
7Similar result were presented in (Sarras et al. 2012) and (Stadlmayr and Schlacher 2008). We refer the
interested reader to Remark B.7 in Appendix B.2.3 for further details.
8C∞(T ∗Q) is the set of smooth scalar functions H : T ∗Q → R. See Appendix A for further details.
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and parametrized by q(·) from (3.26), where function Pv(qv) is such that Pv(q) = P(q).
Consider also the map F(q, p) : C∞(T ∗Q × Q)→ R3n defined as










By construction, it straightforward to verify that
∂H>v
∂xv
(qv, pv, q)F(q, p)[H(qv, pv, q)] = 0, (3.34)
where xv = (xv, q), xv = (qv, pv) and q is the solution to q˙ = M−1(q)p. This in turn
implies that whenever (qv, pv) = (q, p) it follows that
∂H>v
∂xv
(q, p, q)F(q, p)[H(q, p, q)] =
∂H>
∂x
(q, p)F(q, p)[H(q, p)]. (3.35)
Hence, F(q, p)[Hv(qv, pv, q)] can be understood as the Hamiltonian counterpart of the
workless virtual force FNv(q, q˙, qv) in (3.6).
From the above observations in the following proposition a virtual system associated
to the mechanical pH system (3.23) is constructed.
Proposition 3.6. Consider system (3.23) and its alternative coordinate formulation (3.26).
Consider also the input-state-output system given byq˙vp˙v
 =  0n In−In −(E(q, p) + D(q, p))
 ∂Hv∂qv (qv, pv, q)∂Hv
∂pv
(qv, pv, q)










in the state (qv, pv) ∈ Q × Rn and parametrized by (q, p) ∈ T ∗Q, where Hv(qv, pv, q) is
given as in (3.32), B(q)τv ∈ T ∗Q is a covector with inputs τv, and yv is an output. Then,
system (3.36) defines a virtual control system for the original system (3.23).
Proof: System (3.23) satisfies the affine form in (2.1) with state x = (q, p); and drift,
respectively, input vector fields given by
f (x, t) =
 0n In−In −(E(q, p) + D(q, p))
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In this case, the input is u = τ and the output function is defined as h(x, t) = B>(q)M−1(q)p.
Similarly, system (3.36) is of the form as (2.31) with
Γv(qv, pv, q, p, τv, t) =
 0n In−In −(E(q, p) + D(q, p))
 ∂Hv∂qv (qv, pv, q)∂Hv
∂pv
(qv, pv, q)
 +  0nB(q)
 uv, (3.38)
and output function hv(qv, pv, q, p, τv, t) = B>(q)∂Hv∂pv (qv, pv, q). By taking (qv, pv) = (q, p)
and τv = τ, system (3.8) satisfies conditions (2.32) of Definition 2.14. It follows that sys-
tem (3.8) is a virtual system for the alternative form (3.26). Moreover, by virtue of the
identity (3.27), system (3.36) is also a virtual system for (3.23) 
3.2.1 Structure preserving property
Similar to its EL counterpart, not only the pH system (3.23) (respectively the alternative
form (3.26)) is passive with input-output pair (τ, y) (respectively (τ, yE)) and storage func-
tion (3.22), but also the virtual system (3.37) with input-output pair (τv, yv) and storage
function given by (3.32), for every time-functions (q(·), p(·)). In the following proposi-
tion it is shown that the passivity preserving property relies in the ”workless” property of
the map F(q, p) in (3.34).
Proposition 3.7. For any curve (q(·), p(·)) the virtual system (3.37) with input τv and
output yv is passive, with q-parametrized storage function (3.32).
Proof: Consider the storage function (3.32). Then, the energy balance reads as
H˙v(qv, pv, q) =
∂H>v
∂xv
(qv, pv, q)F(q, p)[Hv(qv, pv, q)]
− p>M−1(q)D(q, p)M−1(q)pv + y>v τv,
≤ y>v τv. 
(3.39)
In the absence of dissipation (D(q, p) = 0n), the system is lossless.
From (3.32) we see that ∂Hv∂qv (qv, pv, q) =
∂P
∂qv
(qv) holds. Hence, the virtual system
(3.36) can be rewritten as follows
x˙v =
[Jv(q, p) − Rv(q, p)] ∂Hv
∂xv
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where xv = (qv, pv), matrix g(x) is given as in (3.24), and the matrices
Jv(q, p) =
 0n In−In −S H(q, p)
 , and Rv(q, p) := 0n 0n0n (D(q, p) − 12 M˙(q))
 , (3.41)
satisfy Jv(q, p) = −J>v (q, p) and Rv(q, p) = R>v (q, p), respectively. Notice that the vir-
tual system (3.40)-(3.41) has the form of (3.21). However, matrix Rv(q, p) may not be
positive semi-definite. Due to this we say that (3.40) is a mechanical pH-like system.
Consider the variational virtual system of (3.40), with respect to xv (see (2.9))
δx˙v =
[Jv(q, p) − Rv(q, p)] ∂2Hv
∂x2v






Notice that the variational system is of the form (2.24) with Ξ(xv, x) = Jv(q, p), Υ(xv, x) =
Rv(q, p), and metric Π(xv, x) =
∂2Hv
∂x2v
(qv, pv, q), system (3.42). Moreover, sufficient con-
ditions under which (3.40) is differentially passive can be given.
Corollary 3.8. Assume that ∂
2Hv
∂x2v

















Then, system (3.40) is differentially passive with differential storage function






(qv, pv, q)δxv. (3.44)
Proof: Consider the prolonged system composed by(3.40) and (3.42). Under as-
sumption (3.43), system (3.40) satisfies hypothesis in Lemma 2.13. This completes the
proof.

Indeed, condition (3.43) restricts the class of systems that are differentially passive
in the open-loop. In the following this is relaxed 1by feedback control.
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3.2.2 Coordinate-free interpretation
In order to explain some of the underlying geometric properties of the virtual system
(3.40), we make use of the (almost) Poisson manifolds9 setting of Hamiltonian systems.
For a detailed explanation of this we refer the interested reader to Appendix B.2.1.
The interconnection skew-symmetric matrix J(x) in (3.24) is the local representa-
tion in natural coordinates x = (q, p) of the so-called structure matrix associated to the










(x), F,H ∈ C∞(T ∗Q). (3.45)














= 0, i, j, k ∈ {1, . . . , r = 2n}. (3.46)
The above implies that the map J(x) : T ∗x (T ∗Q) → Tx(T ∗Q) is the matrix represen-
tation of the bundle map J] : T ∗(T ∗Q) → T (T ∗Q), called the sharp map. This in turn
implies that the Poisson bracket induces a skew-symmetric and nondegenerate bilinear
form given by J : T ∗(T ∗Q) × T ∗(T ∗Q)→ R such that11
J(dF, dH) = 〈dF, J](x)dH〉. (3.47)
Assuming that there is no dissipation (i.e., D(q) = 0n), the pH system (3.23) can be
expressed in a coordinate-free manner as follows:




yi = 〈dH(x), gi(x)〉, i ∈ {1, . . .m}
(3.48)
where gi ∈ X∞(T ∗Q) are input vector fields. Then, the energy balance (3.28) in terms of
the bilinear form (3.47) and the intrinsic system (3.48) as









yiui = y>u. (3.49)
9The differential geometric tools used in this section are explained in Appendix A.
10This condition means that the Poisson bracket satisfies the Jacobi identity (B.48c).
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It is clear that J(dH, dH) = 0. Furthermore, (3.34) is also a local expression of this.
In the case of the virtual pH-like system (3.40), rewritten as
x˙v = Jv(q, p)∂Hv
∂xv
(qv, pv, q) − Rv(q, p)∂Hv
∂xv









we have that Jv(q, p) given in (3.41) is skew-symmetric and parametrized by (q, p).
Similar to (3.45),Jv(q, p) can be understood as the structure matrix of the bracket whose
expression in coordinates xv = (qv, pv) is given by
{Fv,Hv}(xv, q, p) =
r∑
i, j=1






with Fv,Hv ∈ C∞(T ∗Q × Q). However, the structure matrix Jv(q, p) does not satisfy
its corresponding integrability condition (3.46). In this case, the bracket (3.51) is called
an almost Poisson bracket, (see Appendix B.2.2). Pointwise at a fixed (q, p), the map
Jv(q, p) : T ∗x (T ∗Q × Q) → Tx(T ∗Q × Q) can be interpreted as the matrix representation
of the bundle map J]v (q, p) : T ∗(T ∗Q × Q) → T (T ∗Q × Q). Furthermore, it induces a
skew-symmetric and nondegenerate bilinear formJv : T ∗(T ∗Q×Q)×T ∗(T ∗Q×Q)→ R
Jv(dFv, dHv) = 〈dFv,J]v (q, p)dHv〉. (3.52)
3.2.3 Applications to control design
Similar to the EL framework, virtual systems have been used in control design techniques
for pH systems. Specifically, the structure preserving control techniques propose virtual
systems as target behaviors. For instance, partial linearizion (Venkatraman et al. 2010),
interconnection and Damping assignment passivity-Based Control (IDA-PBC) (Ortega
et al. 2002), control by interconnection (CbI) method (Ortega et al. 2008), among others.
In these methods, the virtual systems are constructed after an intermediate change of
coordinates12 that lets them to rewrite (3.23) as a system whose inertia matrix is constant.
On the other hand, in order to construct the virtual system (3.36), the aforementioned
change of coordinates is not necessary. In fact, by exploiting the energy-conservation
12The main reason for this change of coordinates is that a Hamiltonian counterpart of the skew-symmetric
matrix N(q, v) = M˙ − 2C(q, v) was not available in the literature.
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tual system (3.36) has only been used as a target system in (Reyes-Ba´ez et al. 2017);
where the port-Hamiltonian counterpart of the Slotine-Li controller in (3.18) is devel-
oped. It remains open to consider the virtual system (3.36) is taken as target behavior in
the IDA or CbI methods, as well as the adaptive pH counterpart of (3.18) .
A different point of attack has been taken in (Reyes-Ba´ez et al. 2017) and (Reyes-
Ba´ez et al. 2018) for solving the (tracking) control problem of the pH system (3.23) using
the v-CBC method in Section 2.2.3.

Chapter 4
Virtual contraction based control of mechanical
port-Hamiltonian systems
” The central conception of all modern theory in physics is the Hamiltonian.
If you wish to apply modern theory to any particular problem, you must start
with putting the problem in Hamiltonian form.”
- Erwin Schrodinger
I
n this chapter the (trajectory) control problem of fully-actuated nonlinear mechanical
systems in the port-Hamiltonian framework is solved via the virtual contraction-based
control (v-CBC) method described in Section 2.2.3. This results in a large family of
(exponentially) asymptotically stable (tracking) controllers with different structural in
the closed-loop. The performance of some control schemes of the aforementioned family
is evaluated experimentally on a planar robot of two degrees of freedom by Quanser. The
results have been reported in (Reyes-Ba´ez et al. 2017) and (Reyes-Ba´ez, van der Schaft
and Jayawardhana 2019).
4.1 Control design procedure via v-CBC
In this section the vCDC methodology described in Section 2.2.3 will be used to solve
the tracking control design problem for system (3.23) under the following assumption.
Assumption 4.1. For the mechanical system (3.23) it holds that rank(B(q)) = n. More-
over, without loss of generality, the input matrix is B(q) = In.
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Step 1: Fully-actuated virtual control system
By proposition 3.6, it is known that (3.36) is a virtual system for (3.23). Thus, under
Assumption 4.1, it is a virtual system to the time-varying system given by
x˙v =
 0n In−In −(E(x) + D(q))













with state xv = (qv, pv), parametrized by every trajectory x(t) = (q(t), p(t)) of (3.23).
Step 2: Contraction-based control design of the virtual mechanical system
In the following proposition a constructive design procedure is presented where the dif-
ferentially passive system (2.24) in Lemma 2.13 is taken as target dynamics. This results
in a contraction-based backstepping method with differential passivity interpretation.
Proposition 4.2. Consider system (3.23) and the virtual system (4.1). Let xd = (qd, pd)





 =  qv − qdpv − p`r(q˜v, t)
 , (4.2)
where the auxiliary momentum reference function pvr(q˜v, t) is given by
pr(q˜v, t) := M(q)(q˙d − φ(q˜v) + vr), (4.3)
with1 vr = 0n, φ : Q → TqQ is such that φ(0n) = 0n. Let Πq˜v : Q × R≥0 → Rn×n be a
time-varying positive definite Riemannian metric tensor satisfying the inequality






(q˜v)Πq˜v(q˜v, t) ≤ −2βqv(q˜v, t)Πq˜v(q˜v, t), (4.4)
with β(q˜v, t) > 0, uniformly. Assume also that the i-th row of the metric tensor Πq˜v,(q˜v, t)
is a conservative vector field2. Consider the x-parametrized composite control given by
uv(xv, x, t) := u
f f
v (xv, x, t) + u
f b
v (xv, x, t) + ω, (4.5)
1The term vr this chapter is not used. However, it is added explicitly for its usage in (4.2) in Chapter 5.
2This ensures that the integral in (4.6) is well defined and independent of the path connecting 0 and q˜v.
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with








u f bv (xv, x, t) = −
∫ q˜v
0
Πq˜v(ξ, t)dξ − Kd M−1(q)σv,
(4.6)
where Kd > 0 and ω is an external input. Then, the system (4.1) in closed-loop with (4.5)
is strictly differentially passive from δω to δyσv = M
−1(q)δσv, with differential storage
function




Πq˜v(q˜v, t) 0n0n M−1(q)
 δx˜v. (4.7)
Proof: First step, consider the position dynamics in (4.1) with yq˜v = q˜v as output and pv
as “input”. Define the control-like input as pv = σv + pvr(q˜, t), where σv is a new input
and pvr(q˜v, t) as in (4.3). This results in the “closed-loop” position dynamics q˙v = M−1(qd)pd − φ(qv − qd) + M−1(q)σv,yq˜v = qv − qd(t), (4.8)
whose prolonged system, in coordinates (4.2), is given by
Σ˜δσv :

˙˜qv = −φ(q˜v) + M−1(q)σv




Take the candidate differential Lyapunov function for system (4.9) to
Wq˜v(q˜v, δq˜v, t) =
1
2
δq˜>v Πq˜v(q˜v, t)δq˜v. (4.10)
The time derivative of (4.10) along solutions of Σ˜δσ is
W˙q˜v = −δq˜>v Πq˜v(q˜v, t)
∂φ
∂q˜v
(q˜v)δq˜v + δq˜>v Πq˜v(q˜v, t)M
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where δy>q˜v = δq˜
>
v Πq˜v(q˜v, t)M
−1(q). By (4.4), it follows that
W˙q˜v(q˜v, δq˜v, t) ≤ −2βqv(q˜v, t)Wq˜v(q˜v, δq˜v, t) + δy>q˜vδσv. (4.12)
Hence, system (4.8) is (strictly) differentially passive with differential input-output pair
(δσv, δyq˜v) and differential storage function (4.10). This implies contraction when δσv =
0n; furthermore, convergence to q˜v = 0n if the ”input” σ = 0n.
For the second step, consider (4.1) with output yσv = pv − p`r(q˜v, t). System (4.1) in
coordinates (4.2) is expressed as the system composed by the q˜v-dynamics in (4.9) and
σ˙v = − ∂P
∂qv
(qv) − [E(x) + D(x)] M−1(q)(σv + p`r) + uv − p˙`r(q˜v, t), (4.13)
Substitution of the control action u f fv (xv, x, t) in (4.6) results in
σ˙v = − [E(x) + D(q)] M−1(q)σv + u f bv . (4.14)
Notice that above substitution lets us to impose σv = 0n as a particular solution of (4.14)
when u f bv = 0n, as desired. Thus, the prolongation of (4.1) in coordinates (4.2) is the





σ˙v = − [E(x) + D(q)] M−1(q)σv + u f bv ,










and consider the definition of the control action u f bv in (4.6). Then






− [E(x) + D(q)] M−1(q)δσv + δu f bv , ],
≤ −2βqvWq˜v(q˜v, δq˜v, t) + δy>q˜vδσv + δσ>v M−1(q)
[
− D(q)M−1(q)δσv + δu f bv
]
,
= −2βqvWq˜v(q˜v, δq˜v, t) + δy>q˜vδσv + δσ>v M−1(q)
[
− D(q)M−1(q)δσv
− Πq˜vδq˜v − Kd M−1δσv + δω
]
,
≤ −2 min{βqv(q˜v, t), λmin{D(q) + Kd}λmin{M−1(q)}}W(q˜v, δq˜v, t) + δy>σvδω.
(4.16)
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It follows that the conditions in Lemma 2.13 are satisfied and the transformation δx˜v =
Θ(xv, t)δxv exists. Therefore, the closed-loop prolonged virtual system is differentially
passive. 
For sake of completeness, the virtual system (4.1) in closed-loop with the control
scheme (4.5)-(4.6) is presented. That is, the system given by ˙˜qv
σ˙v
 =  −φ(q˜v) + M−1(q)σv− ∫ q˜v0 Πqv(q˜v, t)dξv − A(x)M−1(q)σv
 + 0nIn
ω, (4.17)
with matrix A(x) := E(x) + D(q) + Kd. The variational system of (4.17) is given byδ ˙˜qv
δσ˙v
 = − ∂φ∂q˜v (q˜v)Π−1q˜v (q˜v, t) In−In −A(x)













Remark 4.3. It is easy to verify that the prolonged system of the closed-loop system
(4.17) satisfies Lemma 2.13 with state x˜v = (q˜v, σv).
Step 3: Original mechanical pH system’s tracking controller
In the following corollary, it is shown how the result of Proposition 4.2 can be used
in order to solve the tracking control problem for the fully-actuated mechanical system
(3.23) with B(q) = In; as described in Subsection 2.2.4.
Corollary 4.4. Consider the control scheme in (4.5). Then, the solutions of system (3.23)
in closed-loop with the control law
u(x, x, t) = u f fv (x, x, t) + u
f b
v (x, x, t), (4.19)
converge exponentially to the trajectory xd(t) with rate
β(xv, x, t) = min{βqv(qv, t), λmin{D(q) + Kd}λmin{M−1(q)}}, (4.20)
where λmin(·) is the minimum eigenvalue of its argument.
Proof: For ω = 0n, the origin xv = 02n is a solution of the contractive closed-
loop virtual system (4.17). Moreover, the original pH system (3.24) in closed-loop with
u(x, x, t) in (4.19) defines another solution of (4.17) whenever xv = x, in coordinates
(4.2).
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Take the external input ω = 0n. Then, δω = 0n in (4.16), and (4.7) qualifies as
differential Lyapunov function satisfying
W(x˜v, δx˜v, q, t) ≤ e−2βtW(x˜v(0), δx˜v(0), q, t),
for all q and t. This implies that the Finsler’s distance in (2.13) between the solutions
xv = 02n and xv = x of (4.17), with structure F(x˜v, δx˜v, q, t) =
√
W(x˜v, δx˜v, q, t) shrinks.
Indeed, from the previous observations it follows that












ds ≤ e−βtW(x˜v(0), δx˜v(0), q, t). (4.21)
Hence, the state x of the original system (3.24) converges exponentially to the desired
solution xd(t) as t → ∞ with rate β(xv, x, t). 
4.2 Properties of the closed-loop virtual system
Notice that from a practical point of view, it may be useful to find a different convergence
rate β(xv, x, t) in (4.16), which could give more intuition during the gain tunning process.
For instance, by Definition 2.4, the differential function (4.7) is bounded as
c1‖δx˜v‖2 ≤ W(x˜v, δx˜v, q, t) ≤ c2‖δx˜v‖2, (4.22)
with the constants c1, respectively, c2 given by
c1 = min{λmin(Πq˜v), λmin(M−1)}, c2 = max{λmax(Πq˜v), λmax(M−1)}, (4.23)
where λmin(·) and λmax(·) are the argument’s minimum and maximum eigenvalue, respec-
tively. Then, the derivative of (4.7) in (4.16) can alternatively be bounded as
W˙(x˜v, δx˜v, t) ≤ −β1(xv, x, t)W(x˜v, δx˜v, t) + δy>σvδω. (4.24)
with
β1(xv, x, t) =
c3
c2








A number of consequences and facts of Proposition 4.2 are presented below.
Corollary 4.5. Assume there exists a potential function Pv : Q → R such that φ(q˜) =
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∂Pv
∂q˜v
(q˜). If the metric tensor Πq˜v(q˜v, t) =
∂φ
∂q˜v
(q˜v), then the virtual system (3.36) in closed-
loop with (4.5) preserves the pH-like form in (3.40), with the following specifications
Jv(x) =
 0n In−In −S H(x)
 , Rv(x) = In 0n0n (D(q) + Kd − 12 M˙(q)
 , g(x) = 0nIn
 , (4.26)




σ>v M−1(q)σv + P˜v(q˜v) (4.27)
for every trajectory x(t). Moreover, the map ω 7→ y˜σv = ∂H˜∂σv (x˜v, x) is cyclo-passive3 with
respect to the storage function given by (4.27).




(q˜v) and the specifications (4.26), the system (4.17) is expressed as ˙˜qv
σ˙v





Straightforward computations show that prolonged system associated to (4.28) preserves
















In 0n0n (D(q) + Kd)
 ∂H˜
∂x˜v
(x˜v, x) + y˜>σvω ≤ y˜>σvω,
(4.29)
which completes the proof of cyclo-passivity of the map ω 7→ y˜σv . 
This result tells us that, under the hypotheses of Corollary 4.5, if we take as target
closed-loop system to (4.17), then it may not be necessary to invoke differential analysis
arguments, since standard stability and passivity are still applicable. Moreover, this is
closely related to the structure preserving passivity-based methods of mechanical pH
system as IDA-PBC (Ortega et al. 2002). For instance, if φ(q˜v) = −Λq˜v we recover
the scheme in (Reyes-Ba´ez et al. 2017) which has a similar structure as the schemes in
(Dirksz and Scherpen 2010) and (Romero, Ortega and Sarras 2015), modulus a GCT. We
point out that in our approach such GCT is not necessary.
3System (2.1) is said cyclo-passive if there esists S : X → R satisfying S˙ (x) ≤ y>u. This class of systems
are distinguished from the standard passive systems, where S (x) is positive semi-definite (Willems 1972).
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Remark 4.6. The timed-IDA-PBC method proposed in (Yaghmaei and Yazdanpanah
2017) uses the contraction property of a target pH system for solving the tracking prob-
lem of a desired reference. In particular, one of the main assumptions is that the inter-
connection and dissipation matrices are constant. In this regards, our proposed method
v-CBC for mechanical pH systems relaxes this assumption, since by employing virtual
systems, such matrices are allowed to be time-varying as in system (4.17). Thus, the
timed-IDA-PBC design can be employed in the step 2 in the v-CBC methodology de-
scribed in Section 2.2.3.
In the following result conditions on the metric tensor Πq˜v(q˜v, t) are relaxed with
respect to the previous corollary. Sufficient conditions for preserving the structure of the
variational dynamics (3.42), instead of in the original system itself as in Corollary 4.5.
Corollary 4.7. Consider the virtual system (3.36) in closed-loop with (4.5). Let the
metric tensor Πq˜v(q˜v, t) and the vector field φ(q˜v) be such that
∂φ
∂q˜v














(x˜v, δx˜v, q, t),










Jv(x˜v, x, t) =
 0n In−In −S H(x)
 , g(x) = 0nIn
 .
(4.31)
Proof: Substitute hypothesis (4.30) and definitions in (4.31) in the closed-loop vari-
ational system (4.18). Straightforward computations show that matrices in (4.31) satisfy
the properties of those in (3.41). This completes the proof. 
The inequality in (4.4) of Proposition 4.2 implies incremental passivity of the static
mapping φ(q˜v). In the following proposition sufficient conditions on φ(q˜v) are given in
order to guarantee strict (differential) passivity of the closed-loop system (4.17) simulta-
neously. Recall the definition of incremental passivity (Pavlov and Marconi 2006).
Definition 4.8. The map χ(z) is incrementally passive if it satisfies the monotonicity
condition: [
χ(z2) − χ(z1)]> (z2 − z1) ≥ 0, (4.32)
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for any z1 and z2. The property is strict if the inequality (4.32) is strict for z1 , z2.
Corollary 4.9. Consider system (4.1) in closed-loop with (4.5). If Πq˜v(q˜v, t) in (4.4) is
constant. Then, the map χ(q˜v) = Πq˜vφ(q˜v) is strictly incrementally passive.







(q˜v)Πq˜v ≥ 2βqvΠq˜v . (4.33)
Let γ f (s) = q˜v1 + s(q˜v2 − q˜v1) be a path joining the points q˜v1, q˜v2 ∈ Q, s ∈ [0, 1]. Notice
that












(γ f (s))(q˜v2 − q˜v1)ds, (4.34)
after substitution of this in (4.32), it follows that





















Then, we have that
(q˜v2 − q˜v1)> [χ(q˜v2) − χ(q˜v1)] ≥ 2βq˜v(q˜v2 − q˜v1)>Πq˜v(q˜v2 − q˜v1) > 0, (4.36)
which proves that χ(q˜v) = Πq˜vφ(q˜v) is incrementally passive. Finally, taking Πq˜v = In
completes the proof. 
As said before, conditions in Corollary 4.9 are only sufficient for the incremental
stability property of the map φ(q˜v). However, there may exist incrementally passive
maps which do not satisfy the inequality (4.4). The following result gives necessary and
sufficient conditions on φ(q˜v) in order to guarantee both properties, simultaneously.
Proposition 4.10. Consider the maps χ(q˜v) = Πq˜vφ(q˜v) with Πq˜v a positive definite and
constant metric tensor. Then, inequality (4.4) is satisfied if and only if the following
condition holds:
(q˜v2 − q˜v1)> [χ(q˜v2) − χ(q˜v1)] ≥ 2βq˜v(q˜v2 − q˜v1)>Πq˜v(q˜v2 − q˜v1) > 0. (4.37)
52 4. Virtual contraction based control of mechanical port-Hamiltonian systems
Proof: The sufficiency follows from Lemma 4.9. For the converse, assume that (4.37)
















2βq˜v(q˜v2 − q˜v1)>Πk(q˜v2 − q˜v1)ds > 0.
(4.38)
The monotonicity property of integrals in (4.38) implies that inequality (4.4) holds. 
Remark 4.11 (Contraction of the virtual system is necessary). If the conditions of Propo-
sition (4.10) are not satisfied, then using Corollary 4.9 we still can find the (incremen-
tally) passive map χ that make (4.7) a Lyapunov function for system (4.17) with minimum
at the origin. However, Corollary 4.9 does not ensure that there exist a unique steady-
state trajectory of (4.17) since contraction condition (4.4) is not necessarily satisfied.
This in turn implies that, although the system (3.23) in closed-loop with the (4.5) is sta-
ble, it may not converge to the desired qd.
A further consequence of Proposition 4.2 related to the idea of controlled-invariant
sliding manifolds is presented4. To this end, the notions of invariant set and sliding
manifold are recalled; for further details see (Sira-Ramı´rez 2015, Utkin 2013).
Definition 4.12. The set S ⊂ X is invariant for the control system (2.1) if whenever
x(t0) ∈ S implies that x(t) ∈ S, for all t > t0.
Definition 4.13. A sliding manifold for the control system (2.1) is a subset Ω(t) of the
state space X defined as the intersection of n smooth (N − 1)-dimensional subsets given
by
Ω(t) = {x ∈ X : σ(x, t) = [σ1(x, t), . . . , σn(x, t)]> = 0n} (4.39)
where σ(x, t) is the sliding variable, with σi ∈ C∞(X ×R) for i ∈ {1, . . . , n}.
It follows that Ω(t) is locally a (N − n)-dimensional sub-manifold of X.
The smooth control vector ueq, known as the equivalent control, renders the manifold
Ω(t) invariant for systems (2.1) in the sense of Definition 4.12, see (Utkin 2013). If
rank{Lgiσ j} = n for every x ∈ Ω(t) and every i, j ∈ {1, . . . , n}, then the equivalent control
is the well defined solution to the following invariance conditions
σ(x, t) = 0, and σ˙(x, t) = 0, for every t. (4.40)
4Similar results on invariant manifold stabilization via contraction methods were obtained in (Andrieu
et al. 2016), (Wang et al. 2016), and (Manchester and Slotine 2017).
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System x˙ = f (x, t) +
n∑
i=1
gi(x, t)ueq,i(x, t) is describes the ideal sliding motion on Ω(t).
Using sliding manifolds in control design has as goal to desig a suitable control
scheme u = ueq +uatt, such that ueq renders Ω(t) to be an invariant sliding manifold under
invariance conditions (4.40), and uatt makes the invariant manifold attractive. Identifying
the equivalent control ueq with u
f f
v (xv, x, t) in (4.5) and the attractivity action uatt with
u f bv (xv, x, t) in (4.5), we have following result.
Corollary 4.14. The sliding manifold
Ω(t) = {xv ∈ X : σv = M(q)[ ˙˜qv + φ(q˜v)] = 0n}, (4.41)




(qv, pvr, t). (4.42)
Proof: The control u f f v in (4.6) qualifies as the equivalent control (Sira-Ramı´rez
2015) that satisfies the invariance conditions σv = σ˙v = 0n, uniformly in t. This guaran-
tees that when constrained to the submanifold σv = 0n, all the trajectories will remain in
it for all t > t0. By Proposition 4.2, σv → 0n, which means that the invariant manifold
is also attractive. Finally, since system (3.36) has regular form, definitions of pvr and σv
imply, that the reduced-order ideal sliding motion is (4.42) (Sira-Ramı´rez 2015). 
4.3 Experimental closed-loop evaluation
In this section three different controllers that belong to the family described in Propo-
sition 4.1 are constructed. These schemes solve the trajectory tracking problem in a
fully-actuated planar robot of two degrees of freedom (DoF). Experimental evaluation of
the above schemes is also presented.
4.3.1 Experimental setup
The experimental setup consists of a two DoF planar robot from Quanser5. This system
can operate either as a rigid or as a flexible-joints robot; see Figure 4.1.
Since the result in Proposition 4.1 is only valid for fully-actuated systems, the rigid
5(Quanser Consulting Inc. 2-DOF serial flexible link robot, Reference Manual, Doc. No. 763, Rev. 1,
2008 n.d.).
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Figure 4.1: Quanser 2 degrees of freedom serial flexible joints robot manipulator.
robot configuration is considered. The corresponding inertia matrix M`(q`) is given by6
M`(q`) =
a1 + a2 + 2b cos(q`2) a2 + b cos(q`2)a2 + b cos(q`2) a2
 , (4.43)
with a1 = m`1r2`1 + m`2`
2
`1 + I`1, a2 = m`2r
2
`2 + I`2, b = m`2``1r`2. The robot can also be
modeled as (3.26), with
E`(q`, p`) = b sin(q`2)





S `(q`, p`) = b sin(q`2)
 0n` −q˙`1 − 0.5q˙`2q˙`1 + 0.5q˙`2 0n`
 , M˙`(q`) = −b sin(q`2) 2q˙`2 q˙`2q˙`2 0n`
 .
(4.45)
The physical parameters of this system are shown in Table 4.1:
Parameter Value Parameter Value Parameter Value
m`1 1.510kg I`1 .039kgm2 ``1 .343m
m`2 0.873kg I`2 .0081kgm2 ``2 .267m
mm1 0.23kg r`1 .159m D` diag{.8, .55}Ns/m
mm2 0.01kg r`2 .055m Dm diag{.2, 90}Ns/m
Table 4.1: Quanser robot physical parameter values.
6The subscript ` in the state and parameters of the rigid robot is explicitly to emphasize that the robot’s
dynamics is given by the de links equations of motion. This notation will be important in the next chapter.
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Desired trajectory
For all the experiments in this chapter, a Bernoulli’s lemniscate trajectory in the work
space is considered; that is a curve that the robot’s end effector must track. The paramet-
ric equations of this trajectory on R2 are given by
r =
√
cos(2t), x = 0.4r sin(t), y = 0.005r cos(t) + 0.55, t ∈ I ⊂ R. (4.46)
Thus, in order to find the corresponding joints desired trajectory q`d(t) for the curve
(4.46) in task space of the robot arm is employed. The procedure for computing the
inverse kinematics for the RR robot is pretty standard and it is not presented here; the
interested reader is referred to (Craig 2009). Since the user interface of the experimental
setup runs on a Matlab-Simulink environment, the inverse kinematics algorithm to find
q`d(t) is implemented internally via symbolic variables.
4.3.2 (Λ`,K`d,Λ`q˜`v)-controller
The first controller presented here is a structure preserving scheme in the sense of Corol-
lary 4.5. To this end, let Πq˜`v( ˜q`v) = Λ` be a constant metric tensor, where the matrix
Λ` = diag{λ`1, · · · , λ`n} is a positive definite matrix and the vector field φ`(q˜`v) = Λ`q˜`v.
Then, the contraction inequality in (2.17) for this case yields
−Λ2` − Λ2` ≤ −βq`vΛ` ⇐⇒ −2Λ2` ≤ −βq`vΛ`, (4.47)













It follows that the controller in Corollary 4.4 in this case takes the form
u`v(x, x, t) = u
f f
`v (x, x, t) + u
f b
`v (x, x, t),
u f f









`v (x, x, t) = −Λq˜` − K`d M−1` (q`)σ`,
p`r(q, t) = M`(q`)(q˙`d − Λq˜`).
(4.49)
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This scheme was presented in (Reyes-Ba´ez et al. 2017), and it is closely related to the
scheme in (Romero, Ortega and Sarras 2015) based on the IDA-PBC technique. This
controller can be interpreted as the Hamiltonian counterpart of the one in (Slotine and
Li 1987).
The performance of the closed-loop RR robot with the controller (4.49) is shown
in Figure 4.2. For this example the ”proportional gain” is Λ` = diag{7, 25} and the
”derivative gain” is K`d = diag{0.2, 0.1}. The first gain shapes the ”potential energy” of
the closed-loop system in error coordinates, whereas the later gain injects damping in
the momentum error variable. As it is appreciated in Figure 4.2, after a short transient
time the robot’s and desired trajectories converge towards each other. Indeed, this is
confirmed in the second and third plots, where the position and error time response are
shown. Nevertheless, the joint position error convergence is only practical since there
is a steady-state error of order 10−2. This is mainly attributed to the noise induced by
numerical differentiation to estimate the velocity q˙`. The control effort (fourth plot in
Figure 4.2) is smooth after the transient.
4.3.3 (Λ`,K`d,Λ`Tanh(q˜`v))-controller
A controller that satisfies hypotheses in Corollary 4.7 is constructed here. This means
that the variational closed-loop virtual system in (4.18) preserves the variational pH-like






 ∈ Rp, SECH(w) =





0 · · · sech(wp)
 ∈ Rp×p.
(4.50)
Consider the proportional (Λ`) and derivative (K`d) gain matrices to be chosen as in
the previous control scheme. However, take φ`(q˜`v) = Λ`Tanh(q˜`v). Then,
∂φ`
∂q˜`v
(q˜`v) = Λ`SECH2(q˜`v), (4.51)
where SECH(q˜`v) is bounded as 0n×n < SECH(q˜`v) ≤ In, due to sech(·) ∈ (0, 1]. By
design, both matrices Λ` and SECH(·) are diagonal. This implies that inequality in (4.4)
becomes
−Λ2`SECH2(q˜`v) − SECH2(q˜`v)Λ2` ≤ −βq`vΛ` ⇐⇒ −2Λ2`SECH2(q˜`v) ≤ −βq`vΛ`,
(4.52)
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Figure 4.2: Performance of (Λ,Kd,Λq˜v) trajectory tracking controller.
where the convergence rate is given by
βq˜`v = 2
λmin(Λ2` ) · λmin(SECH2(q˜`v))
λmax(Λ`)
. (4.53)
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Notice that despite the closed-loop virtual system does not preserve the pH-like structure








The potential function (4.54), similar to the one in (4.27), can not be longer interpreted as
potential energy, since the physical structure is preserved only in the variational system.
However, this still is an artificial coupling force between qv and qd. Thus, following
Corollary 4.4 the controller is given as
u`v(x, x, t) = u
f f
`v (x, x, t) + u
f b
`v (x, x, t),
u f f









`v (x, x, t) = −Λq˜` − K`d M−1` (q`)σ`,
p`r(q, t) = M`(q`)(q˙`d − Λ`Tanh(q˜`v)).
(4.55)
This control scheme is very close to the previous one since the feedback action u f b
`v (x, x, t)
is the same. However, the feedforward-like term u f f
`v (x, x, t) makes the closed-loop ideal
sliding dynamics in (4.42) to be driven by the saturated action p`r(q, t) in (4.55).
To apply this control scheme, as in the previous controller, take the ”proportional”
and ”derivative” gains as Λ` = diag{7, 25} and K`d = diag{0.2, 0.1}, respectively. The
performance is shown in Figure 4.3, where the convergence behavior is close one as
shown in Figure 4.2. This is clear from the relation between (4.52) and (4.47) due to the
image of sech(·) is the set [0, 1).
4.3.4 (Λ,Kd, φµ1(·))-controller
Another approach for constructing the metric tensor Πq˜`v( ˜q`v) = Λ` and the vector field
φ(·) is exploiting the relation between the Riemannian and the matrix measure contrac-
tion frameworks by means of the inequality in (2.21). To this end, from Table 2.1 con-
sider the matrix measure with respect to the ‖ · ‖1 norm defined as
µ1(J(q˜v)) := max
j
J j j(q˜v) + ∑
i, j
|Ji j(q˜v)|
 , J(q˜v) = ∂φ∂q˜v (q˜v). (4.56)
Then, given the positive definite constant matrix defined as Θ = diag{θ1, θ2}, the metric
tensor satisfies Λ = Θ>Θ and condition (4.4) is equivalent to µ1(J(q˜v, q, t)) ≤ −2βq˜v ,
where the convergence rate is 2βq˜v = min{c21, c22}, with positive constants c21 and c22 satis-
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Figure 4.3: Performance of (Λ,Kd,ΛTanh(q˜v)) trajectory tracking controller.
fying
J11(q˜v, q, t) + |J21(q˜v, q, t)| < −c21 and J22(q˜v, q, t) + |J12(q˜v, q, t)| < −c22. (4.57)
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where φ1(q˜v) and φ2(q˜v) are the components of
φ(q˜v) =
(1 + κ1)q˜v1 + θ2θ1 tanh(q˜v2)θ1
θ2
tanh(q˜v1) + (1 + κ2)q˜v2
 =: φµ1(q˜v), (4.59)
and c21 = κ1 > 0, c
2
2 = κ2 > 0. Indeed, by noticing that the range of sech(·) is (0, 1], it is
straightforward to verify conditions (4.57) for (4.59), namely
− (1 + κ1) +
∣∣∣∣∣sech2(q˜v1)∣∣∣∣∣ ≤ −κ1 = −c21; −(1 + κ2) + ∣∣∣∣∣sech2(q˜v2)∣∣∣∣∣ ≤ −κ2 = −c22.
(4.60)
It follows that the control scheme is given by
u`v(x, x, t) = u
f f
`v (x, x, t) + u
f b
`v (x, x, t),
u f f









`v (x, x, t) = −Λq˜` − K`d M−1` (q`)σ`,
p`r(q, t) = M`(q`)(q˙`d − φµ1(q˜v)).
(4.61)
With this scheme, neither the pH-like (3.40) nor its variational dynamics (3.42) struc-
tures are preserved. Nevertheless, uniform global exponential convergence is guaran-
tee by Corollary 4.4. Moreover, with the controller (4.61) the convergence rate 2βq˜v =
min{c21, c22} does not depend on the proportional gain Λ.
In order to compare the closed-loop performance with respect to the controllers




λ2 with λ1, λ2 and
K`d as before. Figure 4.4 shows the time response, where the convergence is reached.
However, an improvement of this controller performance is not appreciated with respect
to the previous two schemes since the same proportional and derivative gains were taken.
4.4 Conclusions and future research
4.4.1 Conclusions
The virtual contraction based control method has been used to solve the tracking problem
for fully-actuated mechanical pH systems. Thanks to the energy-based properties of the
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Figure 4.4: Performance of (Λ,Kd, φµ1(·))) trajectory tracking controller.
virtual system (4.1) (see Chapter 3) it is possible to have a physical insight of the control
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scheme (4.5)-(4.6) under the different7 functions φ(·). Moreover, taking advantage of the
virtual system’s rectangular form, the controller was constructed in a recursively manner,
similar to a backsttepping but in the variational virtual system.
Three different control algorithms for a rigid robot manipulator of two degrees of
freedom have been constructed; each of which has different structural properties. Exper-
imental results confirm the theoretical developments.
4.4.2 Future research
It remains open to explore other constructive control procedures by employing different
norms, as those in Table 2.1, or numerical approaches for Riemannian contraction matrix
construction. These may offer and improvement in the time response of the closed-loop
systems. Furthermore, the matrix measure approach can be used for ensuring contrac-
tion of the complete virtual system with state (qv, pv), rather than only on qv dynamics
as it was done here. This, however, implies that the closed-loop structure preserving
properties are going to be lost.
From a practical point of view, it is desirable that the control scheme (4.5)-(4.6) does
not require the velocity measurements to be available as in (Dirksz and Scherpen 2010).
Thus, it is an open problem to reformulated the contraction based scheme such that ve-
locity measurements are not required for ensuring closed-loop exponential stability. An
output feedback setting has been explored in (Yaghmaei and Yazdanpanah 2018).
Finally, the the Hamiltonian counterpart of the adaptive tracking controller for fully-
actuated EL systems in (Slotine and Li 1987) is also an open problem8.
7A number of algorithms that lie in the controllers family in (4.5)-(4.6) were constructed and experimen-
tally evaluated as part of the master thesis project (Pan 2018).
8An adaptive controller for mechanical pH systems was introduced in (Dirksz and Scherpen 2010).
Chapter 5
Virtual contraction based control of flexible-joints
port-Hamiltonian robots
”As far as the laws of mathematics refer to reality, they are not certain, and
as far as they are certain, they do not refer to reality.”
- Albert Einstein
I
n this chapter a family of virtual contraction based controllers that solve the standard
tracking problem of flexible-joint robots (FJRs) is proposed. The FJRs are modeled as
class of underactuated mechanical port-Hamiltonian (pH) systems. Under potential en-
ergy matching conditions, the closed-loop virtual system is contractive. It is also shown
that the closed-loop virtual system associated to the FJR preserves the structural prop-
ertied of the closed-loop fully-actuated virtual system studied in Chapter 4. Moreover,
conditions for differential passivity and the existence of (incrementally) passive maps are
given. A two flexible joints robot manipulator is taken as case of study for which two
tracking schemes of the aforementioned family of controllers are constructed. Two novel
tracking schemes of the controllers family will be constructed in detail, and evaluated ex-
perimentally on a planar FJR of two degrees of freedom.
5.1 Introduction
Control of rigid robots has been widely studied in the literature since they are instrumen-
tal in modern manufacturing systems. However, as reviewed in (Nicosia and Tomei 1995)
the elasticity in the joints often can not be neglected for accurate position tracking. For
every joint that is actuated by a motor, two degrees of freedom are required instead of
only one. Such FJRs are therefore underactuated mechanical systems. In the work of
(Spong 1987) two state feedback control laws based, respectively, on feedback lineariza-
tion and on singular perturbation theory are presented for a simplified model. Simi-
larly, in (Canudas de Wit et al. 2012) a dynamic feedback controller for a more detailed
model is presented. In (Loria and Ortega 1995) a computed-torque controller for FJRs
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is designed, which does not need jerk measurements. In (Ailon and Ortega 1993) and
(Brogliato et al. 1995) passivity-based control (PBC) schemes are proposed. The first one
is an observer-based controller which requires only motor position measurements. In the
latter one, a PBC controller is designed and compared with backstepping and decoupling
techniques. For further details on PBC of FJRs we refer to (Ortega et al. 2013) and ref-
erences therein. In (Astolfi and Ortega 2003a), a global tracking controller based on the
immersion and invariance (I&I) method is introduced. From a practical point of view,
in (Albu-Scha¨ffer et al. 2007), a torque feedback is embedded into the passivity-based
control approach, leading to a full state feedback controller, where acceleration and jerk
measurements are not required. In the recent work of (Avila-Becerril et al. 2016), a dy-
namic controller is designed which for global position tracking of FJRs based only on
measurements of link and joint positions.
All of the above control methods are designed for FJRs modeled as second order
Euler-Lagrange (EL) systems. Most of these schemes are based on the selection of a
suitable storage function that together with the dissipativity of the closed-loop system,
ensures the convergence of the state trajectories to the desired solution.
As an alternative to the EL formalism, the pH framework (van der Schaft and Maschke
1995a) has been considered for the control of JFRs. Some set-point controllers have been
proposed for FJRs modeled as pH systems. For instance in (Ortega and Borja 2014b) the
controller for FJRs modeled as EL systems in (Ortega et al. 2013) is adapted and inter-
preted in terms of the Control by Interconnection technique1 (CbI). In (Zhang et al.
2014), they propose an Interconnection and Damping Assignment PBC (IDA-PBC2)
scheme, where the controller is designed with respect to the pH representation of the
EL-model in (Albu-Scha¨ffer et al. 2007). The latest result on set-point regulation of
FJRs in the pH framework is presented in (Borja et al. 2018), where nonlinear passivity
based PID controllers are designed by using alternative passive output.
5.2 Flexible-joints robots as port-Hamiltonian systems
FJRs are a class of robot manipulators in which each joint is given by a link intercon-
nected to a motor through a spring. Two generalized coordinates are needed to describe
the configuration of a single flexible-joint, these are given by the link q` and motor qm
positions, see Figure 5.1.
Thus, FJRs are a class of underactuated mechanical systems of n = dimQ degrees
of freedom (dof) from which the dof corresponding to the nm-motors position are actu-
1We refer interested readers on CbI to (Ortega et al. 2008).
2For IDA-PBC technique see also (Ortega et al. 2002).
5.2. Flexible-joints robots as port-Hamiltonian systems 65
Figure 5.1: Motor’s shaft position qm, spring’s deflection ζ and link’s position q`.
ated and the dof corresponding to the n` = nm links position are underactuated, where
n = nm + n` and Q is the configuration manifold. The following standard model-
ing assumptions in Spong (Spong 1987) and Jardo´n-Kojakhmetov(Jardo´n-Kojakhmetov
et al. 2016) are considered:
• The deflection/elongation ζ of each spring is small enough so that it is represented
by a linear model.
• The i-th motor driving the i-link is mounted at the (i − 1)-link.
• Each motor’s center of mass is located along the rotation axes.
The FJR’s generalized position q ∈ Q is split into q = [q>` , q>m]> ∈ Q = Qn` × Qnm ,
the inertia and damping matrices are assumed to be block partitioned as follows
M(q) =
M`(q`) 0n`0nm Mm(qm)
 ; D(q) = D`(q`) 0n`0nm Dm(qm)
 , (5.1)
where M`(q`) and Mm(qm) are the link and motors inertias and D`(q`) and Dm(qm) are
the link and motor damping matrices. The total potential energy is given by
P(q) = P`g(q`) + Pmg(qm) + Pζ(ζ), (5.2)
with links potential energy P`(q`), motors potential energy Pmg(qm) and the potential





with ζ := qm − q` and the stiffness coefficients matrix K ∈ Rn×n is symmetric and posi-




Substitution of the above specifications in the Hamiltonian function (3.22) and the me-
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where p` = M`(q`)q˙` and pm = Mm(qm)q˙m are the links and motors momenta, respec-
tively; and p = [p>` , p
>
m]
>. Without loss of generality we take Bm(qm) = Inm . The pH-FJR
(5.4) can be rewritten as the alternative model (3.26) with
E(x) =




with S >` (q`, p`) = −S `(q`, p`) and S >m(qm, pm) = −S m(qm, pm). The state vector of (5.4)
will be denoted by x := [q>, p>]> ∈ T ∗Q.
5.3 Trajectory tracking problem for FJRs
The trajectory control problem described in Section 2.2.4 for FJRs reads as follows:
Given a desired trajectory q`d(t) for the link’s position q`(t), design the control law um for
the pH-FJR (5.4) such that the link’s position q`(t) converges asymptotically/exponentially
to the desired trajectory q`d(t) and all closed-loop system’s trajectories are bounded.
Proposed solution: By means of the v-CBC, the tracking problem is solved as proposed
in Section 2.2.4 by designing the composite controller given by
ζ(xv, x, t) := u
f f
v (xv, x, t) + u
f b
v (xv, x, t) (5.6)
where the feedforward-like term u f fv (xv, x, t) ensures that the closed-loop virtual sys-
tem has the desired trajectory xd(t) as steady-state solution, and the feedback action
u f bv (xv, x, t) enforces the closed-loop virtual system to be contractive or differentially
passive.
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5.4 Control design procedure via v-CBC
Remark 5.1. It will be shown that the controller for the rigid robot developed in Propo-
sition 4.2 can be extended to the case of FJRs. Thus, in order to avoid notational incon-
sistence between the rigid and flexible controllers, the subscript ` is added to the state
and parameters in (4.5)-(4.6), i.e.,
u`v, x` = [q>` , p
>
` ], D`(q`), E`(x`), B`(q`).
Step 1: Virtual mechanical system for a pH-FJR
Using (5.5), the corresponding virtual system (3.36) for the pH-FJR (5.4) is given by
x˙v =

0n` 0nm In` 0nm
0n` 0nm 0n` Inm
−In` 0nm −(E`(x`) + D`(q`)) 0nm


















with Hv(qv, pv, q) as in (3.32) with respect to (5.1)-(5.3) and xv = [q>v , p>v ]> ∈ T ∗Q, with
qv = [q>`v, q
>
mv]




Step 2: Contraction-based control design of the virtual FJR
Notice that in the links momentum dynamics of the virtual system (5.7)
p˙`v = −∂P`v
∂q`v
(q`) − [E`(x`) + D`(q`)] M−1` (q`)p`v + Kζv,
the potential force Kζv = K(qmv − q`v) acts in all the dof since rank(K) = n`. Following
the ideas in (Brogliato et al. 1995, Ott et al. 2008) for the passivity approach, it is de-
sired to find a desired motors position reference qmd such that the supplied torque by the
springs to the links makes the link’s position to track a desired time-varying reference
q`d(t). Accordingly, the following potential forces relation should hold
∂Pζv
∂qmv
(q`v, qmv) = K(qmv − q`v) = ∂Pζv
∂qmv
(qm, qmd, q`v, t) := K(qm − qmd) + u`v, (5.8)
for any qmv and q`v, where u`v is an artificial input for the links dynamics, Pζv(ζv) is
the virtual potential energy following the form in (5.3) and Pζv(ζv) is the target virtual
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potential energy. Solving for qmd the matching condition (5.8) yields qmd = q`v + K−1u`v.
Proposition 5.2. Consider the actual system (5.4) and its virtual system (5.7). Consider
also the controller u`v in (4.6). Let xmd = [q>md, p
>
md]
> ∈ T ∗Qm be the motor reference




 = qmv − qmdpmv − pmr
 , (5.9)
where the artificial motor momentum reference pmr is defined by
pmr := Mm(qm)
(
q˙md − φm(q˜mv) + vmr), (5.10)
with δvmr = −Π−1m (q˜mv, t)K>M−>` (q`)σ`v, and function φm : Qm → Tq˜mvQm and a positive
definite Riemannian metric Πm : Qm ×R≥0 → Rnm×nm satisfying






(q˜mv)Πm(q˜mv, t) ≤ −2βm(q˜mv, t)Πm(q˜mv, t),
(5.11)
with βm(q˜mv, t) > 0. Suppose that the i-th row of Πm(q˜mv, t) is a conservative vector field.
Then, the virtual system (5.7) in closed-loop with the control law given by
umv(xv, x, t) := u
f f
mv(xv, x, t) + u
f b
mv(xv, x, t), (5.12)
with
u f fmv(xv, x, t) = p˙mr +
∂Pm
∂qmv





u f bmv(xv, x, t) = −
∫ q˜mv
0nm
Πm(ξmv, t)dξmv − Kmd M−1m (qm)σmv + ωm,
(5.13)
is strictly differentially passive from δω to δyσv = M
−1(q)δσv with respect to the differ-
ential storage function




Πq˜v(q˜v, t) 0n0n M−1(q)
 δx˜v, (5.14)
where the error coordinate is x˜v = [q˜>v , σ>v ]> with q˜v := [q˜>`v, q˜
>
mv]








external input and Πq˜v(q˜v, t) := diag{Π`(q˜`v, t),Πm(q˜mv, t)}.
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Proof: First introduce, for sake of clarity, the following variables
pr := [p>`r, p
>
mr]
>, vr := [v>`r, v
>
mr]
>, qd := [q`d, qmd]>,





Consider the dynamics of qv in (5.7) with yq˜v = qv − qd as output and pv as “input”.
Define the control-like input as pv = σv + pr, where σv is a new input and pr as defined
in (4.3) and (5.10), respectively. Then, the “closed-loop” position dynamics is q˙v = M−1(qd)pd − φ(qv − qd) + M−1(q)σv + vr,yq˜v = qv − qd, (5.16)
whose associated prolonged system (see (2.10)), in coordinates (4.2)-(5.9), is given by
Σ˜δσv :

˙˜qv = −φ(q˜v) + M−1(q)σv + vr




Now, take as candidate differential Lyapunov function to
Wq˜v(q˜v, δq˜v, t) =
1
2
δq˜>v Πq˜v(q˜v, t)δq˜v. (5.18)
Then, the time derivative of (5.18) along solutions of Σ˜δσ in (5.17),
W˙q˜v(q˜v, δq˜v, t) = −δq˜>v Πq˜v(q˜v, t)
∂φ
∂q˜v






















+ δq˜>v Πq˜v(q˜v, t)M
−1(q) (δσv + M(q)δvr) ,
(5.19)
Let us take δy>q˜v := δq˜
>
v Πq˜v(q˜v, t)M
−1(q). By hypotheses (4.4) and (5.11) it follows that
W˙q˜v ≤ −2 min{β`(q˜`v, t), βm(q˜mv, t)}︸                          ︷︷                          ︸
=:βq˜(q˜v,t)
Wq˜v(q˜v, δq˜v, t) + δy
>
q˜v (δσv + M(q)δvr) . (5.20)
Then, system (5.16) defines the strictly differentially passive map (δσv + M(q)δvr) 7→
δyq˜v . This implies contraction with rate 2β(q˜v, t) when δσv = 0n due to vr in (5.15). Fur-
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thermore, exponential convergence to the equilibrium q˜v = 0n if σv = 0n is guaranteed.
We follow a similar procedure for the complete system (5.7) with output yσv :=
pv − pr. System (5.7) in coordinates (4.3) and (5.10) is the system composed (5.17) and
σ˙v =
 − ∂P`∂q`v (q˜`v + q`d) + Kζv − [E`(x`) + D`(q`)] M−1` (q`)[σ`v + p`r] − p˙`r− ∂Pm∂qmv (q˜mv + qmd) − Kζv − [Em(xm) + Dm(qm)] M−1m (qm)[σmv + pmr] + umv − p˙mr
 .
(5.21)
From the potential energy matching condition (5.8) , i.e., Kζv = Kq˜mv + u`v, we have that
σ˙v =
 − ∂P`∂q`v − [E`(x`) + D`(q`)] M−1` (q`)[σ`v + p`r] + u`v − p˙`r + Kq˜mv− ∂Pm∂qmv − (Kq˜mv + u`v) − [Em(xm) + Dm(qm)] M−1m (qm)[σmv + pmr] + umv − p˙mr
 .
(5.22)
Substitution of the feedforward-like actions u f f
`v (x`v, x`, t) and u
f f
mv(xmv, xm, t) of (4.5) and
(5.12), respectively, in (5.22) gives
σ˙v = − [E(x) + D(q)] M−1(q)σv + u f b`v + Kq˜mvu f bmv
 . (5.23)
Notice that above substitution lets us to impose σv = 0n as a particular solution of (5.23)
when u f b
`v = 0n` and u
f b
mv = 0nm . The prolongation of (5.7) after above substitutions; in
coordinates (4.3) and (5.10), respectively; is the system formed by Σ˜δσv in (4.9) and
Σ˜δu f bv :

σ˙v = − [E(x) + D(q)] M−1(q)σv + u f b`vu f bmv
 + Kq˜mv0nm
 ,






Let (5.14) be the differential Lyapunov function for system Σ˜δσv-Σ˜
δ
u f bv . Then





− [E(x) + D(q)] M−1(q)δσv + δu f b`vδu f bmv
 + Kδq˜mv0nm
 ,
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= −2βq˜(q˜v, t)Wq˜v(q˜v, δq˜v, t) − δq˜>mvK>M−>` (q`)δσ`v
− δσ>v M−1(q)(D(q) + Kd)M−1(q)δσv
+ δσ>v M−1(q)δω + δσ>`vM
−1
` (q)Kδq˜mv,
≤ −2βq˜(q˜v, t)Wq˜v(q˜v, δq˜v, t)
− λmin{D(q) + Kd}λmin{M−1(q)}δσ>v M−1(q)δσv + δσ>v M−1(q)δω,
≤ −2 min{βq˜(q˜v, t), λmin{D + Kd}λmin{M−1(q)}}W + δy>σvδω.
(5.25)
The step from the first to the second inequality follows after substitution of the variational
controllers δu f b
`v and δu
f b
mv from (4.6) and (5.13), respectively; and using identity
M˙(q) = −M(q)M˙−1(q)M(q),
together with the definition of matrices E`(x`) and Em(xm) in (5.5). From the second




been substituted. From the third to the fourth inequality, the crossing terms have canceled
and it has been considered that v`r = 0n` . The proof is then completed by using the lower
bounds of matrices D(q) and M−1(q). 
Step 3: Original pH-FJRs tracking controller
Notice that (5.25) implies contracting behavior of the virtual system (5.7) in closed-loop
with (5.12) for δω = 0n. Furthermore, the origin (q˜v, σv) = (0n, 0n) is a solution of the
closed-loop system if ω = 0n. Using these facts, in the next result we propose a family
of trajectory-tracking controllers for the pH-FJR (5.4).
Corollary 5.3. Consider the virtual controller (5.12) and let q`d(t) ∈ Q` be a desired
time-varying trajectory. Suppose that the FJR (5.4) is controlled by the scheme
um(x, t) := umv(x, x, t). (5.26)
Then closed-loop system’s links position q` converges exponentially to the trajectory
qd(t) with rate
β = 2 min{βq˜(q˜v, t), λmin{D(q) + Kd}λmin{M−1(q)}}c1 = min{λmin(Πq˜v), λmin(M−1)}.
(5.27)
Proof: The proof follows similar to that for Corollary 4.4. System (5.4) in closed-
loop with (5.26) defines a solution of the virtual system (5.7) in closed-loop with (5.12)
whenever xv = x. With ω = 0n in (5.25) and the differential storage function (4.7)
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qualifies as differential Lyapunov function satisfying
W(x˜v, δx˜v, t) < e−2βtW(x˜v(0), δx˜v(0), t), for all t.
Since the origin x˜v = 02n is also a solution, above implies that the Finsler’s distance (2.13)
with structure F (xv, δxv, t) = √W(xv, δxv, t) between solutions x˜v = 02n and x˜v = x˜
shrinks, i.e.,
d(x˜, 0n) < e−βtW(x˜v(0), δx˜v(0), t), ∀t > t0. (5.28)
Therefore, the pH-FJR’s links position q` converges exponentially to q`d as t → ∞ with
rate β. Moreover, since C = T ∗Q is the contraction region for the closed-loop system,
the convergence property is global. 
5.5 Properties of the closed-loop virtual system
5.5.1 Structural properties
In the following result we show that system (5.7) in closed-loop with (5.12) preserves
the structure of the variational dynamics (2.24).
Corollary 5.4. Consider system (5.7) in closed-loop with (5.12). Then the closed-loop
variational dynamics satisfies Lemma 2.13, in coordinates x˜v, with
Π(x˜v, t) =

Π`(q˜`v, t) 0nm 0n` 0nm










0n` 0nm In` 0nm
0n` 0nm −Π−1m (q˜mv, t)K> Inm
−In` KΠ−1m (q˜mv, t) −S `(q`, p`) 0nm










Π−1m (q˜mv, t) 0n` 0nm
0n` 0nm
(









0n` 0nm In` 0nm0n` 0nm 0n` Inm
> ,
(5.29)
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and Θ(xv, t) is given by the Jacobian matrix of x˜v = xv − xd, with respect to xv, where








Proof: It will be shown that the closed-loop variational dynamics has the proposed








−φ`(q˜`v) + M−1` (q`)σ`v
−φm(q˜mv) + M−1m (qm)σmv + vmr
− ∫ q˜`v0n` Π`(ξ`, t)dξ` − [E`(x`) + D`(q`) + K`d] M−1` (q`)σ`v + Kq˜mv + ω`
− ∫ q˜mv0nm Πm(ξm, t)dξm − [Em(xm) + Dm(qm) + Kmd] M−1m (qm)σmv + ωm
 ,
(5.30)







− ∂φ`∂q˜`v 0nm In` 0nm
0n` − ∂φm∂q˜mv −Π−1m (q˜mv, t)K> Inm
−Π` K − (E` + D` + K`d) 0nm
0n` −Πm 0n` − (Em + Dm + Kmd)














Factorizing Π`(q˜`v, t) and Πm(q˜mv, t) from the first, respectively second columns ofA(x˜v, t)







− ∂φ`∂q˜`v Π−1` 0nm In` 0nm
0n` − ∂φm∂q˜mv Π−1m −Π−1m K> Inm
−In` KΠ−1m −A` 0nm








δ ˙˜xv = [Ξ(x˜v, t) − Υ(x˜v, t)] Π(x˜v, t)δx˜v + Ψδω.
(5.32)
where A` := (E` + D` + K`d) and Am := (Em + Dm + Kmd). Indeed, (5.32) is of the form
(2.24). This proves implicitly that the differential transformation Θ(xv, t) exists.







Y11 0nm 0n` 0nm
0n` Y22 0n` 0nm
0n` 0nm −M−1` (D` + K`d) M−1` 0nm
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with













It is straightforward to verify that (5.33) coincides with the time derivative of (5.14) for
δω = 0n. Hence condition (2.25) is satisfied. 
In other words, the statement in Corollary 5.4 means that the differential transfor-
mation Θ(xv, t) is implicitly constructed via the design procedure of Proposition 5.2.
Furthermore, notice that the closed-loop dynamics of both σ`v and σmv in (5.30) are
actuated by ω` and ωm, respectively. In fact, this is a direct consequence of the poten-
tial energy matching condition (5.8), making possible to rewrite the error dynamics as a
”fully-actuated” like system in (5.22). With this interpretation of the closed-loop system
(5.30) the structural properties of the v-CBC scheme for fully-actuated systems presented
in Section 4.2 are extended to the FJRs case.
Corollary 5.5. Consider system (5.7) in closed-loop with (5.12). Assume that the Jaco-
bian matrices ∂φ`∂q˜` (q˜`v) and
∂φm
∂q˜m




(q˜`v) and Πm(q˜mv, t)
∂φm
∂q˜m
(q˜mv) commute. Then the closed-loop variational sys-
tem preserves the structure of (3.42), in coordinates x˜v, with
∂2H˜v
∂x2v
(x˜v, x) = Π(x˜v, t) J˜v(x˜v, t) = Ξ(x˜v, t), R˜v(x˜v, t) = Υ(x˜v, t), g˜ := Ψ>. (5.34)
Proof: By Corollary 5.4 it is clear that Ξ(x˜v, t) = −Ξ>(x˜v, t). Under the above hy-
potheses the products Π`(q˜`v, t)
∂φ`
∂q˜`
(q˜`v) and Πm(q˜mv, t),
∂φm
∂q˜m
(q˜mv) are symmetric. Hence,
with Υ(x˜v, t) defined as in (5.29), we have that Υ(x˜v, t) = Υ>(x˜v, t). 
Notice that all matrices in (5.34), which define the variational system in Corollary
5.5, are state and time dependent, while the ones of the variational system (3.42) are
only time dependent; in this sense the system in Corollary 5.5 is more general. However,
despite of the structure of the variational dynamics (3.42) is preserved, the system defined
by (5.34) does not necessarily correspond to a pH-like mechanical system as in (3.40).




(q˜`v) and Πm(q˜mv, t) =
∂φm
∂q˜mv
(q˜mv) = Λm (5.35)
where Λm is a constant symmetric and positive definite matrix. Indeed, these are nec-
essary and sufficient conditions under which Corollary 4.5 is extended to the FJRs case.
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Substitution in the closed-loop system (5.30) gives
˙˜xv =

−In` 0nm In` 0nm
0n` −Inm −Λ−1m K> Inm
−In` KΛ−1m − (E` + D` + K`d) 0nm































It has been shown in Corollary 4.5 that for the v-CBC of fully-actuated mechan-




(q˜v), rather than the more restrictive condition (5.35). However, in this
case for pH-FJRs, condition (5.35) is necessary and sufficient. This can be easily seen by
noticing that the interconnection matrix J˜v(x˜v, t) = Ξ(x˜v, t) defined in (5.29) contains the
term KΠ−1m (q˜mv, t) which due to condition Πm(q˜v, t) =
∂φm
∂q˜mv
(q˜mv) implies that Π−1m (q˜mv, t)
must be either a function only of q˜mv or a constant matrix. The only possibility is to have
Πm(q˜mv, t) as a constant; otherwise the structure obtained from integrating the variational
system (5.32) does not correspond to the pH-like system (3.40). On the other hand, if
we assume that the structure (3.40) is preserved, the only way that the variational system
corresponds to (5.32) is when Πm(q˜mv, t) is taken to be constant.
5.5.2 Differential passivity properties
A differential passivity interpretation of system (5.7) in closed-loop with the scheme
(5.12) is given. Before stating the result, from (5.31), the closed-loop variational system
of the links error state x˜`v is presened3δ ˙˜q`v
δσ˙`v
 = − ∂φ`∂q˜`v Π−1` In`−In` − (E` + D` + K`d)
  Π`δq˜`vM−1` δσ`v
 + In` 0n`0n` In`
  δv`rKδq˜md + δω`

(5.38)






even though we know in advance that v`r = 0n` .
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which by Lemma 5.4, preserves the structure of (2.24) and is given by
δx˜`v =
− ∂φ`∂q˜`v Π−1` In`−In` − (E` + D` + K`d)

















where the differential input δω` = (Kδq˜md + δω`) and the metric tensor of (2.24) is given
by the Hessian of the energy-like function (see Definition 2.12)









]> 7→ δy˜` is strictly differentially passive with respect to
the differential storage function







(x˜`v, x`, t)δx˜`v. (5.41)
Similarly, from (4.18), the variational dynamics of the motor error state x˜mv is
δx˜mv =
− ∂φm∂q˜mv Π−1m Inm−Inm − (Em + Dm + Kmd)
∂2H˜m
∂x˜2mv











with δvmr = Πm(q˜m, t)K>M−1` (q`)δσ`v (as stated in (5.15)), δωm = δωm and









]> 7→ δy˜m is strictly differentially passive with respect to the differ-
ential storage function






(x˜mv, xm, t)δx˜mv. (5.44)
The above observations show that the closed-loop links and motors subsystems are strictly
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differentially passive. The following proposition shows that the interconnection of these
subsystems is also differentially passive.
Corollary 5.6. Consider the closed-loop links and motors systems and their variational








0n` 0n` 0nm 0nm
0n` 0n` KΠm(q˜mv, t) 0nm
0n` −Πm(q˜mv, t)K> 0nm 0nm











results in the differentially passive system (4.17) with storage function
W(x˜v, δx˜v, t) = W`(x˜`v, δx˜`v, t) + Wm(x˜mv, δx˜mv, t).
Proof: It follows directly from the substitution of the interconnection law (5.45) in
the variational dynamics (5.39) and (5.42). This is also shown in Proposition 5.2. 
The statement in Corollary (5.6) suggests that the control design can be performed
separately for the links and motors subsystems. Indeed, under the potential energy
matching condition (5.8), the virtual FJR (5.7) can be seen as the pH-like links dy-
namics with input u`v, interconnected to the pH-like motors dynamics with input umv
through a spring with deflection q˜mv = qm − qmd and stiffness constant K. Due to the
links and motors dynamics are fully-actuated by their corresponding inputs, the control
scheme for rigid robots of Proposition 4.2 can be applied to both subsystems. However,
the differential passivity preserving interconnection law has to be constructed carefully
because under condition (5.8) the links dynamics must be interconnected to the spring
(system) through the term Kq˜md (acting in the dynamics of σ`v). For a spring-system
(van der Schaft and Jeltsema 2014) the effort (output/force) is modulated by the flow
(input/velocity), then the interconnection term Kq˜md is generated via the extra term vmr
in (5.10). It follows that the tracking problem of each subsystem and the differential
passivity preserving interconnection law are can be constructed by the control variables
simultaneously.
Remark 5.7. The statement in Corollary 5.6 is closely related to the main result in the
work of (Jardo´n-Kojakhmetov et al. 2016), where a tracking controller for FJRs was
developed using the singular perturbation approach. Under time-scale separation as-
sumptions, it is shown that controller design can be performed in a composite manner
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as u = us + u f , where the links dynamics slow controller us and the motors dynamics
fast controller u f can be designed separately. Both systems, the slow and fast, are fully-
actuated and standard controllers for rigid robots can be applied as long as exponential
stability can be guaranteed. For instance the controller in (4.5).
In this work none explicit assumption of time scale separation was made in the design
process. Nevertheless, due to condition (5.8), it is required that the motors position error
dynamics converges ”faster” than the links one since Kζv = u`v + Kq˜mv. In this sense,
the singular perturbation approach can be used in order to develop a gain tuning scheme
for adjusting the convergence rate of the closed-loop system (5.30).
5.5.3 Passivity properties
It is easy to verify that the map ω 7→ y˜v is cyclo-passive with storage function (5.37) for
the closed-loop system (5.36); in fact strictly passive due to conditions (4.4) and (5.11).
This is a direct consequence of the pH-like structure preserving conditions (5.35) which
represents the generalization to FJRs of Corollary 4.5. Furthermore, passivity of the sys-
tem (5.36) is independent of the properties on φ`(q˜`v) and Λm.
Notice that Π`φ`(q˜`v) should be designed carefully since passivity of system (5.36) does
not necessarily imply differential passivity; the converse is true.
In the following result necessary and sufficient conditions on φ`(q˜`v) and φm(q˜mv) =
Λmq˜mv are given in order to guarantee differential passivity and strict passivity of the
closed-loop system (5.36) simultaneously. To this end, recall Definition 4.8, then Corol-
lary 4.9 is adapted for FJRs as
Lemma 5.8. If Π`(q˜`v, t) and Πm(q˜mv, t) are constant in (4.4) and (5.11), respectively.
Then, the maps χ`(q˜`v) = Π`φ`(q˜`v) and χm(q˜mv) = Πmq˜mv are strictly incrementally
passive.
Proof: Same procedure as in the proof of Corollary 4.9 for each φ` and φm. 
Similar to the fully-actuated case, there may exist incrementally passive maps χ`(q˜`v)
and χm(q˜mv) which do not satisfy inequalities (4.4) and (5.11), respectively. The follow-
ing result extents the necessary and sufficient conditions in Proposition 4.10 to the FJRs
in order to guarantee both properties.
Proposition 5.9. Consider the maps χ`(q˜`v) = Π`φ`(q˜`v) and χm(q˜mv) = Πmq˜mv, with
Π` and Πm symmetric positive definite and constant. Inequalities (4.4) and (5.11) are
5.6. Experimental case of study: A FJR of 2 dof 79
satisfied if and only if the following condition holds:
(q˜kv,2 − q˜kv,1)> [χk(q˜kv,2) − χk(q˜kv,1)] ≥ 2βq˜kv(q˜kv,2 − q˜kv,1)>Πk(q˜kv,2 − q˜kv,1) > 0, (5.46)
for every q˜kv,1, q˜kv,2 and all k ∈ {`,m}.
Proof: The sufficiency follows from Lemma 5.8. The necessity follows in the same
manner as in the proof of Proposition 4.10 with χk(q˜kv,2) for every q˜kv,1, q˜kv,2 and all
k ∈ {`,m} 
By Remark 4.11, if the conditions of Proposition 5.9 are not satisfied, using Lemma
5.8 we still can find (incrementally/shifted) passive maps χ` and χm that make (5.37)
a Lyapunov function for system (5.36) with minimum at the origin. However, under
Lemma 5.8 it is not possible to ensure that there exist a unique steady-state trajectory of
(5.36) since contraction conditions (4.4) and (5.11) are not necessarily satisfied. This in
turn implies that it may not converge to the desired trajectory q`d despite the FJR (5.4)
in closed-loop with (5.26) being stable.
Remark 5.10 (Existence of a sliding manifold for FJRs). In Corollary 4.14 it was
showed that for a fully-actuated mechanical system there exist a sliding manifold on
which the desired trajectory is invariant and attractive. However, since the FJR (5.4)
is an underactuated mechanical system, this may not be the case in general. The main
reason is that the spring’s potential force can be compensated only through the actu-
ated degrees of freedom and therefore it can not be eliminated from the links dynamics.
However, as shown before, under condition (5.8) it is possible to find a suitable motors
position reference so that the spring’s force output is u`v when q˜mv = 0nm . In fact this is
a necessary and sufficient condition for the existence of an invariant manifold. This can
be seen as time-scale separation between the links and motors dynamics.
Remark 5.11 (Passivity-based sliding controllers for pH-FJRs). Since the structure of
the flexible joint robot (5.4) in closed-loop with the (5.26) is the same as (5.36), applying
Lemma 5.8 for q˜`v = q˜` and q˜mv = q˜m results in a large class of passivity-based sliding
controllers for the flexible joint robot (5.4). This, however, will not be further explored
in this work.
5.6 Experimental case of study: A FJR of 2 dof
In this section the design procedure and experimental evaluation of two schemes which
lie in the family of v-CBC controllers designed in Proposition 5.2 are presented. Each of
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these tracking controllers exhibit different closed-loop properties with respect to Section
5.5. Furthermore, by Corollary 5.4, the closed-loop variational dynamics structure can
be used as a qualitative tool during the gain tuning process due to matrices in (5.29)
allow to have a clear physical interpretation of the design parameters of the controller
(5.12) in terms of linear mass-spring-dampers systems, modulated4 by the state x of the
original FJR. This interpretation is as follows: the state dependent and time-varying ma-
trix Πq˜v(q˜v, t) can be understood as the variable-gain matrix of a proportional action that
shapes the ”potential energy” of the closed-loop variational system (5.32). On the other
hand, the terms φ(q˜v) and Kd inject ”dissipation” to the whole state of (5.32) through the
matrix Υ(x˜v, t) in (5.29), where the contribution of φ(q˜v) is modulated by Πq˜v(q˜v, t).
Similar to the fully-actuated case in Section 4.3.1, considering the original (error)
state x˜, let the above controllers family be denoted as
(Π(q˜, t),Kd, φ(q˜)) -controller.
For the experiments we consider t 7→ q`d(t) = [sin(t), . . . , sin(t)]> ∈ Q` as a desired links
trajectory and Π(q˜, t) = Λ := diag{Λ`,Λm} as the position contraction metric, where Λ`
and Λm are constant5 and positive definite diagonal matrices. The controllers will be
implemented on the Quanser system described in Section 4.3.1 in FJR configuration.
5.6.1 A saturated-type (Λ,Kd,Tanh(q˜v))-controller
This is an example of Corollary 5.5 where only the pH-like variational structure in (3.42)
is preserved in the closed-loop. This is the FJRs version of the scheme in Section 4.3.3.
Controller construction
Since conditions on Πq and Kd are already given (both constant), the constructive proce-
dure is reduced to finding φ`(q˜`v) and φm(q˜mv) such that inequalities in (4.4) and (5.11)









(q˜v)Λ ≤ −2βq˜Λ. (5.47)
4These linear mass-spring-dampers systems have state xv, and are modulated by the ”parameter” x in the
sense that their corresponding state space is given by TxX.
5Constructing non-constant contraction metrics is not easy in general. However, some procedures have
been proposed. The interested reader is referred to the works (Sanfelice and Praly 2015) and (Kawano and
Ohtsuka 2017), where the construction of a state-dependent matrix Πq˜v (q˜v, t) is considered.
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Corollary 5.12. Consider the operators introduced in (4.50) and φ1(q˜v) := ΛTanh(q˜v).





Proof: The Jacobian of φ1(q˜v) is given by
∂φ
∂q˜v
(q˜v) = SECH2(q˜v). Since both Λ and
SECH(·) are diagonal by construction, inequality (5.47) becomes
−Λ2SECH 2(q˜v) − SECH2(q˜v)Λ2 ≤ −βqvΛ ⇐⇒ −2Λ2SECH2(q˜v) ≤ −βqvΛ. (5.49)
By Rayleigh’s theorem, (5.49) is upper bounded as follows





The product ΛSECH(·) commutes and therefore is symmetric. 
Notice that as in (4.54) for the rigid robot case, φ1(q˜v) is a conservative vector field.











This function can also be interpreted as the closed-loop potential energy on the manifold
σv = 0n due to the structure of the ideal sliding dynamics in (4.42).
Remark 5.13. Since the range of sech(·) is (0, 1], the vector field φ2(q˜v) = Λq˜v also





Moreover, with φ2(q˜v) = Λq˜v condition (5.35) holds. The corresponding pH-like form








It follows that the scheme with φ2(q˜v) is a structure preserving passivity-based sliding
controller for the original JFR in (5.4). This scheme is in fact the generalization of the
one developed in Section 4.3.2 for the rigid robot; reported in (Reyes-Ba´ez et al. 2018).
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Experimental results
The experimental results on the RR robot of Figure 4.1 in closed-loop system with this
saturated-type (Λ,Kd, φ1(q˜v))-controller are shown in Figure 5.2. The gain matrices are
Λ` = diag{55, 30}, Λm = diag{70, 60}, K`d = diag{15, 10} and Kmd = diag{10, 5}.
On the upper two figures, the time responses of q˜` and qm are shown. On the left upper
plot q˜` and qm are compared with the desired trajectory q`d; it can be seen that links and
motors positions converge to q`d, but only practically since there are steady-state errors.
These can be better observed in the upper right plot, where the error variables are shown.
On the lower left plot of Figure 5.2, it is observed that the time response of the mo-
mentum error variables also converge practically to zero and there is noise in the signals.
The main reason of these behaviors is that the velocity (and hence the momentum) are
computed numerically through a filter block in Simulink; which causes some noise.
Even though the family of controllers in Proposition 5.2 requires the computation
of the second and third derivatives of q` due to the definition of pmr in (5.10), it was
possible to implement the controller without them by employing directly the dynamical
equations in (5.4). In fact, the control signals shown in the right-lower plot in Figure 5.2
do not show much noise effects.
Figure 5.2: Closed-loop and control signals with the (Λ,Kd,Tanh(q˜v))-controller.
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5.6.2 A v-CBC (Λ,Kd, φµ1(·))-controller
Now, the scheme in Section 4.3.4 is extended to the flexible-joints case, where the equiv-
alence relation between condition (2.14) in the direct differential Lyapunov method of
Theorem 2.6 and its counterpart for generalized Jacobian in (2.22) in terms of matrix
measures is exploited. In this specific case, the matrix measure associated to the ‖Θx‖1
norm for a given matrices Θ, A ∈ Rp×p defined in Table 2.1 is considered.
Controller construction
The generalized Jacobian for φ3(q˜v) = [φ>` (q˜`v), φ
>
m(q˜mv)]
> in this case is














(q˜`v) − ∂φ`2∂q˜`v2 (q˜`v) 0n` 0n`






0m 0m − θ4θ3
∂φm2
∂q˜mv1
(q˜mv) − ∂φm2∂q˜mv2 (q˜mv)
 ,
(5.54)



















∣∣∣∣∣,− ∂φm2∂q˜mv2 (q˜v) +
∣∣∣∣∣θ3θ4 ∂φm1∂q˜mv2 (q˜v)
∣∣∣∣∣}. (5.55)
Thus, the contraction condition (5.47) is equivalent to
µ1(J(q˜v, t)) ≤ −2βq˜v , (5.56)
where 2βq˜v := min{c21, c22, c23, c24}, with c1, c2, c3, c4 positive constants satisfying
J11(q˜v) + |J21(q˜v)| < −c21; J22 + |J12| < −c22;
J33(q˜v) + |J43(q˜v)| < −c23; J44 + |J34| < −c24.
(5.57)









(1 + κ1)q˜`v1 + θ2θ1 tanh(q˜`v2)
θ1
θ2
tanh(q˜`v1) + (1 + κ2)q˜`v2
(1 + κ3)q˜mv1 + θ4θ3 tanh(q˜mv2)
θ3
θ4
tanh(q˜mv1) + (1 + κ4)q˜mv2
 , (5.58)
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where κ1, κ2, κ3, κ4 are strictly positive constants. Then, condition (5.56) is satisfied with
c21 = κ1, c
2
2 = κ2, c
2
3 = κ3 and c
2
4 = κ4 .
Proof: We shall verify that conditions (5.57) hold for (5.58). Indeed, since the range
of sech(·) is (0, 1], we have that
J11 + |J21| ≤ −c21 ⇐⇒ −(1 + κ1) +
∣∣∣∣∣sech2(q˜`v1)∣∣∣∣∣ ≤ −κ1 = −c21,
J22 + |J12| ≤ −c22 ⇐⇒ −(1 + κ2) +
∣∣∣∣∣sech2(q˜`v2)∣∣∣∣∣ ≤ −κ2 = −c22.
J33 + |J43| ≤ −c23 ⇐⇒ −(1 + κ3) +
∣∣∣∣∣sech2(q˜mv1)∣∣∣∣∣ < −κ3 = −c23,
J44 + |J34| ≤ −c22 ⇐⇒ −(1 + κ4) +
∣∣∣∣∣sech2(q˜mv2)∣∣∣∣∣ ≤ −κ4 = −c24.
(5.59)

With this scheme neither the structure of (3.40) nor the variational one of (3.42) are
preserved. Nevertheless, uniform global exponential convergence to q`d is still guarantee.
Interestingly, in this scheme the convergence rate βq˜v does not depend on gain Λ, which
give extra freedom in the tuning process. In particular, when constrained to the manifold
σv = 0n, the convergence to q`d can be accelerated by the gain κi, i ∈ {1, . . . , 4}. Also, it
is worth to mention that in this case, φ3(q˜v) does not represent a potential force since it
is not conservative.
Experimental results
For the experiment with this controller, we consider the following specifications: κ1 =






Λm,11 and θ4 =
√
Λm,22 with the same gain
matrices Λ`, Λm, K`d and Kmd of the previous experiment.
The closed-loop time response is shown in Figure 5.3. At first stage we can observe
that the performance with respect to the previous controller is improved; this is mainly
attributed to the gains κi, i ∈ {1, . . . , 4}.
Indeed, on the left upper plot we can see how the links and motors positions almost super-
impose the desired links trajectory q`d. This can be appreciated better on the upper-right
plot where the error variables are shown; we observe that we still have only practical
convergence since there is steady-state errors, but these are considerably reduced with
respect to the precious scheme as well as the overshoot in the transient time interval. We
also observe some noise in the motors positions.
On the left lower plot we see the time response of the momentum error variables which
have considerably decreased with respect to the previous controller. In fact, as it may be
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expected the overshoot during the transient time has decreased as well as the steady state
momentum errors which amplitudes, expecting p˜m1, is of the order of 10−2. Here we still
have the noise problem due to the numerical computation of the momentum feedback
and in this case also the control effort.
On the right lower plot, we see that in this case the overshoot of the control signals has
increased but the steady-state signals amplitude is more less the same but with a rms
value added. This is the expected price to pay after adding an extra control gain.
Figure 5.3: Closed-loop and control signals with the (Λ,Kd, φµ1(q˜v))-controller.
5.7 Conclusions and future research
5.7.1 Conclusions
In this work we have proposed a family of virtual-contraction based controllers that solve
the standard trajectory tracking problem of FJRs modeled as port-Hamiltonian systems;
that give global exponential convergence. The design procedure is based on the notions
of differential passivity and of virtual systems. One of the main advantages with respect
to the existing literature is that we do not need to make any assumption on time scale
separation since our scheme is not based on singular-perturbation techniques. Instead,
by imposing a matching condition between the actual and target linear spring’s potential
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energies, we ensure that the torque supplied by the spring to the links dynamics makes
their position to track the desired trajectory. However, this limits the class of possible
(nonlinear) springs that could be considered and it is the reason why we need the links
position second and third derivative available for feedback.
By using the FJR internal workless forces, we have constructed a suitable corre-
sponding virtual system that was used in the v-CBC procedure. Remarkably, this virtual
system preserved the passivity property of the original pH-FRJ system.
The developed PD+ type family of v-dPBC tracking has three design ”parameters” which
can give different structural properties of the closed-loop virtual system. These proper-
ties are pH-like structure preserving, variational pH-like structure preserving or none.
We also have shown that closed-loop virtual system is nothing but the resulting sys-
tem of the feedback interconnection of two differentially passive fully-actuated systems.
Moreover, we have given if and only if conditions under which the drift vector field of
the closed-loop position error dynamics is passive and incrementally passive.
We have constructed two novel v-CBC tracking schemes using the Riemannian and
matrix measure approaches. With the Riemannian approach we have constructed a
saturated-type controller using the hyperbolic tangent function that preserves the vari-
ational pH-like structure. On the other hand, using the matrix measure we have con-
structed a rather exotic controller that does not preserve any structure, but has extra gains
that give more freedom for the tuning process. The efficacy of our controllers is verified
in the experiments using the planar RR robot by from Quanser.
5.7.2 Future research
There are many future research lines motivated by both, theory and practice. Among
these, the followings are highlighted: the first one, to design observers for output feed-
back in a differential passivity preserving manner. This may solve the problem of avail-
ability of higher order derivatives.
Secondly, to explore alternative control design methods that guarantee the differential
passivity property of the closed-loop virtual system apart of the control differential Lya-
punov functions used here. For instance, the timed-IDA-PBC on the virtual systems.
Finally, to develop an algorithm that gain tunning via singular perturbations techniques.
Explore other matrix measures for the development of new tracking controllers.
Chapter 6
Virtual contraction based control of
port-Hamiltonian marine craft
”When you can’t change the direction of the wind, adjust your sails.”
- H. Jackson Brown Jr.
I
n this chapter a family of v-CBC controllers which solve the tracking problem of ma-
rine craft in the port-Hamiltonian framework is considered. Since the marine craft are
modeled as a rigid body on moving frames, the controller construction is performed in
two scenarios. That is, pH models in body-fixed and inertial frames are considered. In
particular, it is shown how the intrinsic structure of pH models and their workless forces
can be exploited to construct virtual control systems for marine craft in both frames.
Later, by using these systems, the control design results of the previous chapters are ex-
tended to the rigid body case. Finally, the closed-loop system’s performance is evaluated
on numerical simulations.
6.1 Introduction
The dynamic models of marine craft and hydrodynamic forces possess intrinsic passivity
properties inherited from their physical nature (Fossen 1994, Fossen 2011). These prop-
erties have been widely used for motion control design of ships and underwater vehicles;
see for instance the works (Fossen and Berge 1997, Sorensen and Asgeir 1995, Woolsey
and Leonard 2002) and references therein.
In the same spirit, port-Hamiltonian models for marine craft have been proposed
and used for passivity-control design where the closed-loop dynamics preserve the port-
Hamiltonian structure; for further details see (Donaire and Perez 2012, Donaire et al.
2017) and references therein. Specifically, in (Donaire et al. 2017), two marine craft
pH models are presented, one in a body-fixed frame and another in an inertial frame1.
1From a practical point of view, the relation between these two models is very useful because the attitude
and velocities are measured by IMU (Inertial Measurement Unit) and GPS (Global Position System) sensors.
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The body-frame pH model is later used for designing a passivity based tracking control
scheme. However, since the inertia matrix of the pH model in the inertial frame is not
constant, the trajectory tracking control problem is not solved.
In order to extend the design method used for the body-fixed pH model in (Donaire
et al. 2017) to the inertial frame; as intermediate step; it is necessary to construct a
canonical transformation such that in the new coordinates the inertia matrix in the inertial
frame is constant. This turns messy since it requires the solution of a set of ODEs. See
(Fujimoto et al. 2003, Venkatraman et al. 2010) and (Romero, Ortega and Sarras 2015)
for further details for the transformation construction.
In (Reyes-Ba´ez, Donaire, van der Schaft, Jayawardhana and Perez 2019), a novel so-
lution to the tracking control problem of marine craft in the pH framework is presented
via the v-CBC technique Instead of solving the aforementioned set of ODEs. Specifi-
cally, the control scheme in (Reyes-Ba´ez et al. 2017) is extended to the rigid body-case.
6.2 Craft’s Newton-Euler and quasi-Lagrange models
The goal of this section is to present the marine craft EL models developed by (Fossen
2011) in terms of its workless forces. This form will be instrumental for the construction
of associated virtual systems in both the body and inertial frames.
The standard notation of SNAME (1950) for marine vessels is adopted. From a
guidance, navigation and control point of view, in the modeling of marine craft, four
different coordinate frames are considered: the Earth Centered inertial (ECI) frame
{i} = {xi, yi, zi}, whose origin Oi is located at the center of mass of the Earth; the Earth-
centered-Earth-fixed (ECEF) frame {e} that rotates with the Earth; the North-East-Down
(NED) frame {n} = {xn, yn, zn} with origin On defined relative to the Earth’s reference
ellipsoid (WGS84); and the body frame {b} = {xb, yb, zb}, with origin Ob, which is a
moving coordinate frame that is fixed to the craft. See Figure 6.1.
For a marine craft, the origin Ob is usually chosen to coincide with a point midship
CO in the water line, see Figure 6.2; while the body-frame axes are chosen to coincide
with the principal axes of inertia (Fossen 2011):
• xb - longitudinal axis (directed from aft to fore)
• yb - transversal axis (directed to starboard)
• zb - normal axis (directed from top to bottom)
In this work the following modeling assumptions are taken (Donaire et al. 2017):
Assumption 6.1 (Flat navigation). The operating radius of a marine craft is limited. We
assume {n} to be inertial.
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Figure 6.1: ECEF frame rotating with angular rate ωe with respect to the ECI frame.
Figure 6.2: Body-fixed frame.
Assumption 6.2 (Maneuvering theory). The hydrodynamic coefficients are frequency
independent (no wave excitation).
Under the above assumptions, by the Newton-Euler (N-E) approach, the equation of
motion in the body-frame are by (Fossen 2011):
η˙ = J(η)ν,
Mν˙ + C(ν)ν + D(ν)ν + g(η) = τ
(6.1)
where η = [η>1 , η
>
2 ] ∈ Q := R3 × S 3 is the vector of generalized coordinates, where
η1 = [x, y, z]> ∈ R3 and η2 = [φ, θ, ψ]> ∈ S 3 describe the marine craft’s position and
orientation (roll, pith, yaw), respectively. The vector ν = [ν>1 , ν
>
2 ]
> is the (quasi-)velocity
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in {b}, with ν1 = [u, v,w]>(surge, sway, heave) and ν2 = [p, q, r]> (roll, pith, yaw) rates;
and τ are the force and torque inputs.
The matrix function2 J(η) in terms of the Euler angles is given as
J(η) =

cψ · cθ −sψ · cφ + cψ · sθ · sφ sψ · sφ + cψ · cφ · sθ 0 0 0
sψ · cθ cψ · cφ + sφ · sθ · sψ −cψ · sφ + sθ · sψ · cφ 0 0 0
−sθ cθ · sφ cθ · cφ 0 0 0
0 0 0 1 sφ · tθ cφ · tθ
0 0 0 0 cφ −sφ





where s(), c(), t() represent the trigonometric functions sin(), cos(), tan(), respectively.
The transformation matrix (6.2) is well defined if θ , ±pi/2, see (Fossen 2011) for details.
The inertia matrix M = M> > 0 is
M :=
 mI −mS×(rbg)mS×(rbg) Ib
 (6.3)
where m is the total mass due to the craft’s mass and fluid added mass, Ib the moment
of inertia in {b}, rbg the constant vector between Ob and the center of gravity (CG) in







According to Kirchhoff’s equations of motion, the Coriolis-centripetal matrix C(ν)
is any matrix satisfying the relation
C(ν)ν =
 S×(ν2)∂T b∂ν1 (ν)S×(ν2)∂T b∂ν2 (ν) + S×(ν1)∂T b∂ν1 (ν)
 , (6.5)
where T b(ν) = 12ν
>Mν is the kinetic (co-)energy; D(ν) = D>(ν) > 0 is the total hydro-
dynamic damping matrix; and g(η) is the vector of hydrostatic forces and torques due
to gravity and buoyancy. Clearly the force Fbgr(ν) := C(ν)ν in (6.5) is workless; that is
2It is possible to use alternative representations for the attitude as quaternions or the special ortogonal
Lie group. These are left as open problems for future research.
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ν>Fbgr(ν) = 0 for every ν. Indeed, the associated work results in
ν>Fbgr(ν) = ν>1 S ×(ν2)
∂T
∂ν1










Following (Chang 2002), any workless force F(ν) can be expressed as F(ν) = S L(ν)ν for
some skew-symmetric matrix S L(ν); see Appendix B.1.3 for further details. It follows




L(ν) = C(ν) skew-symmetric. This was
first shown in (Fossen 2011) for system (6.1) with different skew-symmetric C(ν)’s.
6.2.1 A remark on marine craft dynamics in the inertial frame
The body-frame equations of motion (6.1) can be also expressed in the inertial frame {n}
by performing the kinematic transformation η˙ = J(η)ν as follows (Fossen 1994, p.48):
Mη(η)η¨ + Cη(η, η˙)η˙ + Dη(η, η˙)η˙ + gη(η) = τη (6.6)
where
Mη(η) = J−>(η)MJ−1(η),









Alternatively, the Lagrange equations can be used to derive (6.6) since the vector η qual-









(η) = g(η). (6.9)
It follows that the vehicle-ambient Lagrangian function is given by(Fossen 1994):
L(η, η˙) = Tη(η, η˙) − P(η). (6.10)
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Remark 6.3. A necessary and sufficient conditions for the existence of P(η) satisfying




















In the Euler-Lagrange framework, the Coriolis-centripetal matrix is defined as any matrix
Cη(η, η˙) satisfying the identity (Ortega et al. 2013):
Cη(η, η˙)η˙ = M˙η(η)η˙ − ∂T
∂η
(η, η˙). (6.12)









︸                       ︷︷                       ︸
Fgr(η,η˙)
= 0. (6.13)
This means that the force Fgr(η, η˙) is workless in the sense of (3.6). Substitution of (6.13)
in the power associated to (6.12) yields the well-know identity
η˙>
[
M˙η(η) − 2Cη(η, η˙)
]︸                   ︷︷                   ︸
Nη(η,η˙)
η˙ = 0. (6.14)
In fact, identity (6.14) is a particular case of the more general relation
r>
[
M˙η(η) − 2Cη(η, η˙)
]
r = 0, (6.15)
which holds for any r ∈ TηQ. This is a consequence of the relation between the Levi-
Civita connection and the Riemannian metric associated to the inertia tensor Mη(η). See
Appendix B.1.2 for a detailed treatment on this.
Since Fgr(η, η˙) is workless, according to (Chang 2002) there exists a skew-symmetric
matrix S Lη (η, η˙) such that Fgr(η, η˙) = S
L
η (η, η˙)η˙; see Appendix B.1.3. This matrix can be
expressed in terms of the Christoffel symbols corresponding to the Levi-Civita connec-
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tion of Mη(η) as follows:













or equivalently in explicit terms of J(η) as













M˙η(η) + S Lη (η, η˙)
]
η˙, (6.18)
Remark 6.4. With S Lη (η, η˙) as in (6.17), the correspondence between the Coriolis matri-
ces in the Newton-Euler formalism in (6.7) and in the Lagrange framework in (6.12) is
clear by relation (6.18). This is not the case in (Fossen 1994, p. 54).
6.3 Marine Craft’s port-Hamiltonian modeling
In this part the body-fixed and inertial frames pH models in (Donaire et al. 2017) are
recalled. These models are then rewritten in the alternative form (3.26).
6.3.1 Craft’s pH model in body-frame and workless forces
The next assumption is made on (6.1) (Donaire and Perez 2012, Donaire et al. 2017):
Assumption 6.5. There exists a potential function P : Q → R satisfying condition (6.9).
Under Assumption 6.5, following (Donaire et al. 2017), the marine craft dynamics
(6.1) can be expressed in port-Hamiltonian framework as η˙p˙b
 =  0 J(η)−J>(η) −F2(pb)
  ∂H∂η (η, pb)∂H








pb>M−1 pb + P(η), (6.20)
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the quasi momentum3 is defined as
pb = Mν, (6.21)
and F2(pb) = C(M−1 pb) + D(M−1 pb). System (6.19) is passive with (6.20) as storage
function. We define Eb(η, pb) := C(M−1 pb) as the workless forces matrix for future
purposes. Notice for the constant intertia matris M and Hamiltonian function (6.20), the
structure of (3.26) coincides with (6.19), where Eb(η, pb) = S Hb(pb) and S Hb(pb) =
C(M−1 pb).
6.3.2 Craft’s pH model in inertial-frame and workless forces
A pH model in inertial coordinates was developed in (Donaire et al. 2017), also under
Assumption 6.5. To this end, let pb be transformed into the true-momentum of the gen-
eralized coordinates vector η in the frame {n} as
p = J−>(η)pb ⇐⇒ p = Mη(η, η˙)η˙. (6.22)
This defines the diffeomorphism ψ : T ∗Q → T ∗Q given byηp
 = ψ(η, pb) =  ηJ−>(η)pb
 ⇐⇒ xb =  ηJ>(η)p
 . (6.23)
Then, the dynamics (6.21) in coordinates (η, p) is given byη˙p˙
 =  0 I−I −L(η, p)





















 + J−>F2(M−1J>p)J−1, (6.26)
with ei is the i-th element of the Euclidean canonical base. Indeed, (6.24) is a pH system
according to Definition 3.5; therefore energy conservation (passivity) is satisfied.
3Since ν are velocities measured in the body-fixed frame {b} (quasi-velocities), pb is not the true mo-
mentum of η. For details see (Greenwood 2003, p. 193) and (Fossen 2011).
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Remark 6.6. The pH model (6.24) is not a simple mechanical pH system since its in-
terconnection matrix can not be written as JH(x) in (3.24). In fact, the interconnection
matrix of (6.24) defines only an almost-Poisson structure, i.e., the associated Poisson
bracket does not satisfy the Jacobi identity (see Appendix B.2.1 for details).
In the following proposition an alternative form of the inertial model (6.24) is pre-
sented. In this alternative form, the workless forces are decoupled from the gradient of
the Hamiltonian function. This will be a key property in the definition of the associated
virtual control system of (6.24) for the v-CBC design later.
Proposition 6.7. The pH system (6.24) takes the formη˙p˙
 =  0 I−I −(Eη(η, p) + DHη (η, p))
  ∂P∂η (η)M−1η p
 +  0J−>
 τ, (6.27)
where matrices Eη(q, p) and DHη (q, p) are respectively given by
Eη(q, p) = S Hη (η, p) −
1
2
M˙η(η), DHη (q, p) = Dη(η,M
−1
η (η)p), (6.28)




η (η)p) from (6.17).
Proof: The time derivative of (6.22) givesη˙p˙

















M−1η (η)p + τη. (6.30)
The term J˙−>(η)MJ−1(η) in (6.30) can be rewritten as follows
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Eη(η, p) + DHη (η, p)
]
M−1η (η)p + τη, (6.33)
which completes the proof. 
The alternative form (6.27) preserves passivity with (6.25) as storage function.
6.4 Control design procedure via v-CBC
The tracking problem for a marine craft will be solved by means of the v-CBC method
described in Subsection 2.2.3. A controller will be designed for both the body-fixed pH
system (6.19) and the inertial pH system (6.24). Since the marine craft considered in
this work is fully-actuated, the design process and closed-loop properties are very close
related to the scheme presented in Chapter 4.
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6.4.1 Control design in the body-fixed frame
Step 1: Virtual control system design
The structure of (6.19) motivates the definition of the following associated virtual system
in the state (ηv, pbv) and parametrized by the trajectory (η, p
b), asη˙vp˙bv
 =  0 J(η)−J>(η) −(Eb(η, pb) + D(M−1 pb))









pb>v M−1 pbv + Pv(ηv) (6.35)
where Pv(ηv) also fulfills Assumption 6.5 and Pv(η) = P(η). Since the inertia matrix
M is constant, the virtual system (6.35) is also a pH system and passive with (6.35) as
storage function and supply rate y>bητη, uniformly in (η(t), p
b(t)), for all t > t0; where
ybη = M
−1 pbv .
Step 2: Contraction-based control design of the virtual pH system
In the following result the control input τv will be designed via the contraction-based
backstepping such that (6.34) is differentially passive in the closed-loop. This is close
related to Proposition 4.2 since the marine craft considered here is fully-actuated.
Proposition 6.8. Consider system the virtual system (6.34) and a smooth desired trajec-
tory xbd = (ηd, p
b




 = ηv − ηdpbv − pbr
 , (6.36)
be the error coordinates, where the auxiliary momentum reference pbr is given by
pbr (η˜
b
v , t) := MJ
−1(η)(η˙d − φb(η˜bv)), (6.37)
φb : Q → TQ is such that φb(0) = 0; and Πbηv : Q × R≥0 → Rn×n is a positive definite
Riemannian metric tensor satisfying the inequality
Π˙bηv(η˜
b









(η˜bv , t) ≤ −2βbηv(η˜bv , t)Πbηv(η˜bv , t), (6.38)
with βbηv(η˜
b
v , t) > 0, uniformly. Assume also that the i-th row of Π
b
ηv
(η˜bv , t) is a conservative
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vector field4. Consider also the composite control law given by
τv(xbv , x
b, t) := τ f fv (x
b
v , x
b, t) + τ f bv (x
b
v , x
b, t) + ωb, (6.39)





















Πbηv(ξ, t)dξ − Kd M−1σbv ,
(6.40)
with gain matrix Kd > 0 and ωb is an external input. Then,
1. system (6.34) in closed-loop with the controller (6.39) is differentially passive from
δωb to δybσv = J(η)M









Πbηv(η˜bv , t) 00 M−1
 δx˜bv . (6.41)
2. the closed-loop variational dynamics preserves the structure of (2.24), with
Πb(x˜bv , t) = diag{Πbηv(η˜bv , t),M−1},





−1(η˜bv , t),D(M−1 pb) + Kd
}
,
Ξb(x˜bv , t) =
 0 I−I −S bH(pb)
 ; Ψb(x˜bv , t) = 0I
 .
(6.42)
Proof: The proof follows in the same manner as in the one of Proposition 4.2. The virtual
system (6.34) is explicitly given as






Eb(η, pb) + D(M−1 pb)
]
M−1 pbv + τv.
(6.43)
First step, consider the position dynamics in (6.43) with yη˜v = η˜
b
v as output and p
b
v as






v , t), where σ
b
v is a new input
4This ensures that the integral in (4.6) is well defined and independent of the path connecting 0 and q˜v.
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and pbvr(η˜
b
v , t) as in (6.37). This results in the “closed-loop” position dynamics η˙v = J(η)M−1 pbd − φb(ηbv − ηbd) + J(η)M−1σbv ,yη˜v = ηv − ηbd(t), (6.44)
whose prolonged system, in coordinates (6.36), is given by
˙˜ηbv = −φb(η˜bv) + J(η)M−1σbv



























The time-derivative of (6.46) along solutions of (6.45) is

















































v , t) ≤ −2βbηv(η˜bv , t)Wη˜bv (η˜bv , δη˜bv , t) + δy>η˜bvδσ
b
v . (6.48)
Hence system (6.44) is differentially passive with input-output pair (δσbv , δyη˜bv ) and dif-
ferential storage function (6.46). This implies contraction when δσbv = 0; furthermore,
convergence to η˜bv = 0 if the input σ
b
v = 0 for system (6.45). This is imposed in next step.
Second step, consider (6.43) with output yσbv = p
b
v − pbr (η˜bv , t). System (6.43) in






Eb(η, pb) + D(M−1 pb)
]
M−1 pbv + τv − p˙br , (6.49)
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where τv is given by (6.39). Substitution of τ
f f
v (xbv , x
b, t) in (6.40) yields
σ˙bv = −
[





With the above substitution, σbv = 0 was imposed as a particular solution of (6.50). Thus,
the prolongation of (6.43) in coordinates (6.36) is the system formed by (6.45) and
σ˙bv = −
[



















Now, let the candidate differential Lyapunov function for the prolonged system be given
by (6.41) and consider the definition of the control action τ f bv in (6.40). Then,





















− DM−1δσbv + δτ f bv
]
,







− DM−1δσbv − Πηvδη˜bv − Kd M−1δσbv + δωb
]
,





−1︸     ︷︷     ︸
δy
σbv
δωb − δσb>v M−1(D + Kd)M−1δσbv − δσb>v δyη˜bv ,
≤ −2 min{βbηv , λmin{D + Kd}λmin{M−1}}Wxbδy>σbvδω
b.
(6.52)
which completes the proof of the first item.
For the second part, similar to Remark 4.3, straightforward computations show that
the closed-loop variational system is given byδ ˙˜ηbv
δσ˙bv
 = −∂φb∂η˜bv (η˜bv)Πb−1ηv (η˜bv , t) I−I −Ab(η, pb)










where Ab(η, pb) :=
[
E(η, pb) + D(M−1 pb) + Kd
]
, preserves the structure of (2.24) 
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Step 3: Original marine craft’s tracking controller in the body frame
The design procedure in the inertial frame is finished by showing that the contraction
based control scheme for the virtual system is also a tracking controller for the original
marine craft in the body-fixed coordinates. This is stated in the following corollary.
Corollary 6.9. Consider the controller (6.39). Then, all solutions of system (6.19) in
closed-loop with the control law
τ(xb, xb, t) = τ f fv (x
b, xb, t) + τ f bv (x
b, xb, t)
converge exponentially to the trajectory xbd(t) with rate
βb = min{βbηv , λmin{D(M−1 pb) + Kd}λmin{M−1}}, (6.54)
Proof: The results is proven by mimicking the steps of the proof in Corollary 4.4 
6.4.2 Control design in the inertial frame
Since the pH system (6.27) is already defined on the inertial frame {n} and has also the
structure of system (3.26); in the state (η, p) and matrix E(η, p) as in (6.28). The v-CBC
design procedure follows in the same manner as in Proposition 6.7. For this reason, the
proofs are nod presented in this part.
Step 1: Virtual control system design
With the alternative form (6.27) in Proposition 6.7, we define a virtual system associated
to the original pH system (6.24), in the state (ηv, pv) and parametrized by (η, p), as the
time-varying systemη˙vp˙v
 =  0 I−I −(Eη(η, p) + DHη (η, p))
  ∂Pv∂ηv (ηv)M−1η (η)pv
 + 0I
 τηv, (6.55)
This system also inherits the passivity property of (6.27) with storage function
Hηv(ηv, pv, t) =
1
2
p>v M−1η (η)pv + Pv(ηv), (6.56)
for any (η(t), p(t)) and t > t0, and supply rate y>η τη, where the output is yη = M−1η (η)pv.
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Step 2: Contraction-based control design of the virtual pH system
Proposition 6.10. Consider system (6.55) and a smooth trajectory xd = (ηd, pd) ∈ T ∗Q.




 = ηv − ηdpv − pr
 , (6.57)
and define the auxiliary momentum reference as
pr(η˜v, t) := M(η˙d − φ(η˜v)), (6.58)
where φ : Q → TQ is such that φ(0) = 0; and Πηv : Q × R≥0 → Rn×n is a positive
definite Riemannian metric tensor satisfying the inequality






(η˜v)Πηv(η˜v, t) ≤ −2βηv(η˜v, t)Πηv(η˜v, t), (6.59)
with βηv(η˜v, t) > 0, uniformly. Assume also that the i-th row of Πηv(η˜v, t) is a conservative
vector field. Consider also the composite control law given by
τηv(xv, x, t) := τ
f f
ηv (xv, x, t) + τ
f b
ηv (xv, x, t) + ω, (6.60)
where x = (η, p), xv = (ηv, pv) and
τ
f f













Πηv(ξ, t)dξ − Kd M−1η (η)σv,
(6.61)
where Kd > 0 and ω is an external input. Then,
1. system (6.55) in closed-loop with (6.60) is differentially passive from δω to δyσv =
M−1η (η)δσv with respect to the differential storage function




Πηbv 00 M−1η (η)
 δx˜v. (6.62)
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2. the closed-loop variational dynamics preserves the structure of (2.24), with
Π(x˜v, t) = diag{Πηv(η˜v, t),M−1η (η)} Ξ(x˜v, t) =
 0 I−I −S Hη (η, p)
 .






η (η, p) + Kd
}
, Ψ(x˜v, t) =
0I
 (6.63)
Proof: The proof follows exactly as in Proposition 4.2 
Step 3: Original marine craft’s tracking controller in the inertial frame
Here we show that the controller that was designed previously can be used as a trajectoy
tracking controller for the actual Hamiltonian system (6.24). This is stated as follows:
Corollary 6.11. Consider the controller (6.60). Then, all solutions of system (6.19) in
closed-loop with the control law
τη(x, x, t) = τ
f f
ηv (x, x, t) + τ
f b
ηv (x, x, t)
converge exponentially to the trajectory xd(t) with rate
β = min{βηv , λmin{Dη(η, p) + Kd}λmin{M−1η (η)}}. (6.64)
Proof: It follows straightforward as in Corollary 4.4. 
6.5 Example: Open-frame UUV
We consider the example in (Donaire et al. 2017) which is an open frame underwater
vehicle with 140 kg of dry mass . The vehicle has four thrusters in an x-type configuration
such that the system in fully-actuated in the degrees of freedom of interest, i.e., surge,
sway and yaw-rate η = (x, y, ψ) and ν = (u, v, r) . The corresponding inertia, Coriolis and






 , C(ν) =

0 0 −404v − 50r
0 0 290u




95 + 268|v| 0 0
0 613 + 164|u| 0
0 0 105
 .
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6.5.1 Tracking in the body-fixed frame
For the simulation in the body frame, consider the following set-u: φb(η˜bv) = Λη˜
b
v where
Λ = diag{0.6, 0.8, 0.2}, Πbηv = Λ and Kd = diag{300, 100, 200}. The time performance of
system generalized position η and the reference trajectory
ηd(t) = (3 sin(t), 3 cos(t), arctan(sin(t), cos(t))) (6.65)
with initial conditions η = (1,−1, 40pi/180) and ν = (0, 0, 0) is shown in Figure 6.3.
Figure 6.3: Vehicle’s position vector η against ηd.
After a short transient, the system’s position tracks asymptotically the reference tra-
jectory ηd. This can be better appreciated in the time response of the error signals η˜ and
σ˜b in Figure 6.4, where after a short transitory time, all signals converge to zero.
Similarly, in Figure 6.40 the time response of the control signals are shown. The
overshoot in the control signals is a consequence of the high-gain that is used to perform
the task fast enough, which can be alleviated by retuning the gains or considering a
saturated controller similar to the control scheme (4.55).
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Figure 6.4: Vehicle’s position and pseudo-velocity errors in the body-frame.
Figure 6.5: Control signal in the body frame.
The desired trajectory in the Cartesian space versus the marine craft’s Cartesian po-
sition is shown in Figure (6.6). The marine craft tracks a circle in a smooth manner.
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Figure 6.6: Desired trajectory in the Cartesian space.
6.5.2 Tracking in the inertial frame
For the simulation in the inertial frame, consider the following set-u: φb(η˜bv) = Λη˜v in
(6.61), where the same trajectory (6.65) and gains of the previous example are taken.
Position and attitude and its rate of change are the same as in the body-fixed. However,
the pseudo-velocities projected in the inertial frame are true velocities, see (Greenwood
2003). Thus, in the inertial case, only the plots of the true velocity error and control
signal in the inertial frame are shown in Figure 6.7 and Figure 6.8.
6.6 Conclusions
In this chapter v-CBC the method has been applied to solve the trajectory tracking prob-
lem in a fully-actuated marine craft. Similar to the previous chapters, the pH structure
and associated workless forces have been exploited to construct virtual marine craft mod-
els. The exponential convergence to a unique predefined steady-state trajectory is guar-
anteed by the contractivity property the virtual system. Two families of control schemes
based on body-fixed attitude and velocity measurements were developed, one for the pH
model in the body-fixed frame {b}, and another for the pH model in the inertial frame {n}.
The structure of the pH models and associated virtual systems suggest that these models
are independent of the coordinate frame. Simulations confirm the expected performance
of the closed-loop system.
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Figure 6.7: Velocity error signals in the inertial frame.
Figure 6.8: Velocity error signals in the inertial frame.
Both models can be used in the design process of a tracking control scheme of ma-
rine craft. In particular, for the implementation it should be considered that attitude and
velocities sensors (like the IMU) measure in the body-fixed coordinates; whereas the
GPS or cameras measure in the inertial frame. Thus, by employing both models, it is
possible to understand the effects of the proportional gain (accting in the inertial frame
coordinates), and the derivative gain (in the body frame coordinates).
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Some problems are left out open. For instance, the extension of the above approach
to underactuated marine craft. Secondly, in the control of marine systems literature, a
common practice is to develop the technique in the context of path-following (maneu-
vering regulation); thus, the above approach is expected to be extended in this setting.
Finally, we will exploit the geometry of the configuration space to formulate the con-
trol problem on the Special Euclidean group S E(3) in order to understand the intrinsic
properties of the approach.
Chapter 7
Passivity-based distributed control of networked
Euler-Lagrange systems
”However beautiful the strategy, you should occasionally look at the results.”
- Sir Winston Churchill
I
n this chapter the problem of distributed coordination tracking control is solved by
means of the passivity properties of virtual systems in the Euler-Lagrange framework.
To this end, the passivity-based control design method in (Arcak 2007) is reformulated
by considering that each edge is associated with an artificial spring dynamical system
instead of the usual diffusive coupling among the communicating agents. With this con-
figuration, the networked EL system possesses a ”symmetric” feedback structure which
together with the strict passivity of both agents’ and edges’ dynamics lead to a strictly
passive (virtual) network dynamics. Subsequently, it is shown that the networked version
of two different passivity-based tracking controllers in the literature are particular cases
of the proposed technique. Numerical simulations are presented to show the performance
of the proposed method.
7.1 Introduction
The generalization of these PBC methods to the multi-agent setting has been well-studied
in recent decade. The books of (Bai et al. 2011), (van der Schaft 2017) and the articles by
(Chopra and Spong 2006) and (Arcak 2007) provide a thorough exposition to the design
of passivity-based distributed control where a number of coordination control problems
can be solved through PBC approach, including, synchronization and formation con-
trol. For networked EL systems, some relevant works are the articles by (Garcia de
Marina Peinado et al. 2018), (Nun˜o, Ortega, Jayawardhana and Basanez 2013), (Nun˜o,
Ortega, Jayawardhana and Basan˜ez 2013) and (Chung and Slotine 2009a). In the case of
pH systems, the most relevant work is presented in (Vos 2015), where the coordination
problem for point masses in the pH framework was solved.
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In the chapter, the PBC design methodology in (Arcak 2007) is reformulated. The
coordination control problem is solved first by interconnecting (strictly passive) systems
attached to the nodes of a graph via diffusive coupling that preserves the passivity of the
network dynamics. As an alternative, we attach strictly passive artificial spring systems
to each node and they are feedback interconnected to the nodes dynamics. The later
results in dynamic coordination protocols where the spring dynamics can be interpreted
as a (nonlinear) integral action. Due to the strict passivity of the interconnected system,
the asymptotic stability result can be established by using the total storage function as a
strict Lyapunov function.
7.2 Networked Euler-Lagrange systems preliminaries
In this work we consider a network of N EL systems (agents) which interact among
themselves for solving tracking control problem in a coordinated manner. The interac-
tion among the agents in the network is represented by the edges of a graph.
7.2.1 A prime on graph theory
The following preliminaries of graph theory are taken from (Bolloba´s 1998) and (Van der
Schaft and Maschke 2013).
Definition 7.1. A graph G is defined by a pair (V,E) whereV is a finite set of N vertices
(also called nodes) and E the finite set of M edges (also called links). Furthermore, there
is an injective mapping from E to the set of unordered pairs V, identifying edges with
unordered pairs of vertices.
The setV is called the vertex set of the graph G and the set E is called the edge set.
The graph (V,E) is said to be directed if the edges are ordered pairs ei j = (wi,w j). Then
wi represents the tail vertex and w j the head vertex of ei j. If ei j = (wi,w j) ∈ E, then the
vertices wi and w j are called adjacent or neighboring vertices; and wi and w j are incident
with the edge ei j. Two edges are adjacent if they have exactly one common end-vertex.
A path (weak path) of length r in a directed graph is a sequence w1, . . . ,wι of ι+1 distinct
vertices such that for each i ∈ {1, . . . , ι}, (wi,wi+1) ∈ E (respectively, either (wi,wi+1) ∈ E
or (wi+1,wi) ∈ E). A directed graph is strongly connected (weakly connected) if any two
vertices can be joined by a path (respectively, weak path).
Given a graph G, we define its vertex space Λ0(G) as the vector space of all functions
from V to some linear space R. Furthermore, we define the edge space Λ1(G) as the
vector space of all functions from E to R. The dual spaces of Λ0 and Λ1 will be denoted
by Λ0 and Λ1, respectively. For a directed graph G, the incidence operator is a linear
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map B : Λ1 → Λ0 with matrix representation Bˆ ⊗ I, where
Bˆ ⊗ I :=





bˆN1I . . . bˆNM I
 (7.1)
where ⊗ denotes de Kronecker product, I be the matrix representation of the identity map
I : R → R of appropriate dimensions, and
bˆik :=

−1 if node i is at the tail of k-th edge
1 if node i is at the head of k-th edge
0 otherwise.
(7.2)
is the incidence matrix. The adjoint operator of B is given by the map B∗ : Λ0 → Λ1
with matrix representation Bˆ> ⊗ I, and it is called the co-incidence operator. We will
throughout use B (B>) for both the incidence (respectively, co-incidence) matrix and for
incidence (respectively, co-incidence) operator. The rank of B is at most N − 1 due to
the sum of its rows is zero. Indeed, the rank is N − 1 when the graph is connected. The
columns of B are linearly independent. We also introduce the Laplacian matrix given by
L := BB>. (7.3)
7.2.2 Euler-Lagrange network dynamics
Consider agents evolving on a configuration manifold Qi of dimension n for all i ∈
{1, . . . ,N}. The position of the i-th robot is given by the vector qi ∈ Qi and velocity
q˙i ∈ TqiQi. The dynamics of the i-th agent are given by the EL equations in (3.1), which
for sake of completeness are presented also here and is assumed that rank(B(q)) = n,
q˙i = vi,
Mi(qi)v˙i + Ci(qi, vi)vi + gi(qi) = τi,
(7.4)
The total energy of system (7.4) is given by
Ei(qi, vi) = 12 q˙
>
i Mi(qi)q˙i + Pi(qi). (7.5)
Remark 7.2. It is not assumed that all the agents are identical.
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The EL network dynamics can be expressed in a compact form by using,
q := [q>1 , . . . , q
>
N]
>, v := [v>1 , . . . , v
>
N]
>, τ := [τ>1 , . . . , τ
>
N]




together with the block diagonal matrices
M(q) := diag{M1(q1), . . . ,MN(qN)}, C(q, v) := diag{C1(q1, v1), . . . ,CN(qN , vN)}.
Thus, the network dynamics with state (q, v) is given by
q˙ = v,
M(q)v˙ + C(q, v)v + g(q) = τ,
(7.6)





Notice that network dynamics (7.6) preserves the structure of the i-th agent in (7.4) dy-
namics. For instance, the matrix
N(q, v) := M˙(q) − 2C(q, v) (7.8)
is skew-symmetric due the for each agent the matrix Ni(qi, vi) = M˙i(qi) − 2Ci(qi, vi) is












v>M(q)v + PT (q). (7.9)
7.2.3 Passivity based tracking controllers for a single agent
In this section, two well known passivity based tracking controllers of mechanical sys-
tems are recalled. The first one in the celebrated work of (Slotine and Li 1987), and the
second one is a backstepping re-design in (Fossen and Berge 1997) of the first. In these
two schemes the passivity preserving property of the virtual system (3.8) is key for the
closed-loop exponential convergence proof as it will be sketched bellow.
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Consider the virtual system of to the i-th EL system (7.4) given by1
q˙iv = vvi,
Mi(qi)v˙vi + Ci(qi, vi)vvi + gvi(qvi) = τvi,
yvi = vvi,
(7.10)
where the map τvi 7→ vvi is lossless with storage function (see Proposition 3.11)
Evi(qvi, vvi, qi) = 12v
>
viMi(qi)vvi + Pvi(qvi), (7.11)
parametrized by qi. With the preliminary feedback
τvi = gvi(qvi) − Kivvi + uvi, (7.12)
with Ki > 0 and vvi an external input, the position and velocity dynamics are decoupled.
This yield the velocity dynamics
Mi(qi)v˙vi + Ci(qi, vi)vvi + Kivvi = uvi,
yvi = vvi,
(7.13)
which is output strictly passive (see (van der Schaft 2017)) with storage function




parametrized by qi. Indeed, the time derivative of (7.14) is





vi (uvi −Ci(qi, vi)vvi − Kivvi) ,





= y>i ui − v>viKiv>vi.
(7.15)
From a design point of view, this fact makes (7.13) also a suitable of target closed-loop
system. In fact, this is one of the main features in (Slotine and Li 1987), where a sliding
manifold (see Definition 4.39) is made invariant and attractive by designing the sliding
(error) variable; vvi in this case; such that it satisfies the velocity dynamics in (7.13).
This idea is closely related to the one in Corollary 4.14, but invoking passivity arguments
instead of virtual contraction.
Theorem 7.3 (Slotine-Li controller). Consider a smooth reference trajectory qd(t) to-
1In (Slotine and Li 1987) and (Fossen and Berge 1997) the virtual velocity vvi is denoted with a letter s.
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gether with the change of variables vvi = vi − vri where vri = q˙d − Πi(qi − qd) is an
artificial velocity reference with Πi = Π>i > 0. Then, the EL system (7.4) in closed-loop
with the control law
τi = Mi(qi)v˙ri + Ci(qi, vi)vri + gi(qi) − Kivvi + uvi (7.16)
is given by the virtual system (7.13) and vvi(t)→ 0n, q˙(t)−q˙d(t)→ 0 and q(t)−qd(t)→ 0.
This control law gives exponential stability as shown in (Spong et al. 1990) via a
strict Lyapunov function. Due to the rectangular form of system (7.10), in (Fossen and
Berge 1997) a backstepping redesign is proposed, where crossed terms in the closed-loop
dynamics are incorporated.
Theorem 7.4 (Vectorial backstepping). Consider the change of coordinates q˜i = qi − qd
and all hypothesis of Theorem 7.3. Then, the EL system (7.4) in closed-loop with the
controller
τi = Mi(qi)v˙ri + Ci(qi, vi)vi,ri + gi(qi) − Kivvi − Πiq˜i + uvi (7.17)
is given by
˙˜qi + Πiq˜i = vvi,
Mi(qi)v˙vi + Ci(qi, vi)vvi + Kivvi + Πiq˜i = uvi,
yvi = vvi,
(7.18)
and the origin (q˜i, vvi) = (0, 0) is a globally uniformly exponentially stable equilibrium
point.
A sketch of the proof is as follows: the map uvi 7→ vvi is strictly passive for closed-
loop system (7.18) with respect to the storage function







This in turn implies that Svi(q˜i, vvi, qi) is a strict Lyapunov function by fixing uvi = 0n.
Remark 7.5. The schemes in Theorem 7.3 and Theorem 7.4 can be generalized to a
class of nonlinear passivity based controllers characterized by Corollary 4.9 in terms of
incrementally passive maps.
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7.3 Distributed node & edge dynamic controller design
7.3.1 Group coordination problem formulation
The problem is formulated as follows: Design a distributed control law for the network
of EL systems (7.6) on each node and edge based only on local information. That is, the
i-th agent can use the information yi − y j if the j-th agent is a neighbor, where yi is the
passive output of (7.4). To this end, the following behavior must be guaranteed:
• Each agent’s velocity vi(t) in (7.4) tracks a the artificial velocity reference vri(t) in
(7.16), prescribed for each agent in the network; that is
lim
t→∞ ‖vi(t) − vri(t)‖ = 0 for i ∈ {1, . . . ,N}, (7.20)
where qd is common to all the agents in the network.
• The interaction variable ζk (defined on the edge and denotes the relative displace-
ment between agents i and j interconnected by an artificial spring that will be
defined shortly below) converges to a nonempty compact set Ak ⊂ Q, for all
k ∈ {1, . . . ,M}.
Remark 7.6. Only Ak = {ζd} is considered here, with ζd is a desired relative displace-
ment.
7.3.2 Node & edge dynamic control design method
The proposed design procedure is as follows:
1. For each EL agent (7.4), consider the nodal feedback control (7.17) (respectively
(7.16)) such that the closed-loop system is passive from an external input uvi to
the velocity ”error” yi := vvi = vi − vr. Denote this local closed-loop system as
yi = Hi{uvi}.




 ζ˙k = µk − φζk(ζk),τζk = ∂Pζk∂ζk (ζk), k ∈ {1, . . . ,M}, (7.21)
to the k-th edge if (i, j) ∈ Ek, where φζk is a potential force to be designed and
Pζk : Dk ⊆ Qk → R≥0 is a C2 convex artificial potential energy function defined
on the open set Dk with minimum at ζd where ζd is the vector of desired relative
displacement between communicating agents.
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3. Interconnect all node systems yi = Hi{ui} and all edge spring system Σζµk through










for k ∈ {1, . . . ,M}, and i ∈ {1, . . . ,N}, respectively.
The function Pζk(ζk) is designed to render the target setsAk invariant and asymptotically
stable for k ∈ {1, . . . ,M}. Interconnection laws in (7.22) satisfy the vector relations
µ = (B> ⊗ In)y and uv = −(B ⊗ In)τ, (7.23)
with y = [y>1 , . . . , y
>
N]
>, and µ = [µ>1 , . . . , µ
>
M]
>. This means that µmust lie in Im(B>⊗In).
Hence, for the second design goal to be feasible,Ak must be nonempty, ∀k ∈ {1, . . . ,M}.
Note that, in this case, we assume thatAk = {ζd} and Pζk satisfying:
• Pζk(ζk)→ ∞ as ζk → ∂D∞k ,
• Pζk(ζk) = 0 ⇐⇒ ζk ∈ Ak,
• ∂Pζk∂ζk (ζk) = 0 ⇐⇒ ζk ∈ Ak.
The notation ζk → ∂D∞k indicate that ζk converges to the boundary ofDk as ‖ζk‖ → ∞.
Remark 7.7. Some observations with respect to the design procedure in (Arcak 2007).
• If φζk(ζ) = 0 in (7.23), then the procedure in (Arcak 2007) recovered.
• In this work the feasibility condition
(A1 × · · · × AM) ∩ Ra(B> ⊗ In) , ∅.
is not required, However,Ak , ∅, for all k ∈ {1, . . . ,M}, which is set up by design.
• Due to relations in (7.23), the ”symmetric” interconnection structure is preserved.
For the first step of the group coordination problem, the PBC schemes in Theorem
7.3 or Theorem 7.4 are used as internal feedback. The corresponding passive map for the
i-th agent is denoted by yi = Hi{ui}.
With the introduction of the concatenated vectors
y := [y>1 , . . . , y
>
N]
>, H := [H>1 , . . . ,H>N ]>, u := [u>1 , . . . , u>N]>, ψ := [ψ>1 , . . . , ψ>M]>,
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the passive map ui 7→ yi for i ∈ {1, . . . ,N} and external control (7.22); with τζk = ψk(ζk)
for k ∈ {1, . . . ,M}; is expressed in compact from as
y = H{uv} and uv = −(B ⊗ In)ψ(ζ). (7.24)
In (Arcak 2007) it was shown that the interconnection between H{u} and ψ(ζ) exhibits
a ”symmetric” feedback interconnection structure due to multiplication by the matrices
(B ⊗ In) and (B> ⊗ In) which preserves passivity.
Similar to the first step in the design procedure in (Arcak 2007), it also imposed that
the system yi = Hi{ui} to be strictly passive from ui to yi with a C1, positive definite,
radially unbounded storage function (7.14) or (7.19) satisfying
SS Lvi (vvi, qi) ≤ Wy,i(vvi) + y>i uvi, or Sbkvi (q˜i, vvi, qi) ≤ Wy,i(vvi) + y>i uvi, (7.25)
for the positive definite function Wyi(vvi) = v>viKvvi, with K > 0.
Likewise, for the spring system we also require that its dynamics (7.21) to be strictly
passive. To this end, take2 φζk(ζk) = τ
ζ
k in (7.21). It follows that the map µk 7→ τk is
strictly passive with Pζ,k(ζk) as storage function.










(ζ)︸              ︷︷              ︸
Wζk(ζk)
. (7.26)
If Wζ,k(ζ) = 0, then the passive map µk 7→ τk is a lossless. Due to convergence purposes




(ζk − ζd)>Kζ(ζk − ζd). (7.27)
7.3.3 Interconnected system stability analysis
With the previous established set up, the following proposition is stated.
Proposition 7.8. Consider system Hi{ui}, i ∈ {1, . . . ,N} and system Σζµk in (7.21), k ∈
{1, . . . ,M} and takeAk = {ζd} for all k ∈ {1, . . . ,M}. Then, the set
C = {(ζ, y)|y = 0 and z ∈ A1 × · · · × AM}. (7.28)
is uniformly asymptotically stable.
2Different options are possible. A class of functions Pζk can be characterized by Definition 4.32.
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where S i(q˜i, vvi) is either (7.14) or (7.19). Theorem 7.3 ( or Theorem 7.4) and (7.26)
imply that V˙(ζ, y) is a strict Lyapunov function for the set C. 
With above preliminaries, the main result is stated as follows:
Proposition 7.9. Consider agent’s dynamics (7.4) which is in closed-loop with the con-
trol law (7.17) for all i ∈ {1, . . . ,N}, combined with (7.21) and (7.23) and Pζk(ζk) as in
(7.27). Then, the point (q˜, vv, ζ) = (0, 0, ζd) is uniformly exponentially stable with rate
β = k3/k2, where
k2 = max{λmax(Π), λmax(M(q)), λmax(Kζ)},
k3 = min{λmin(Π2), λmin(K), λmin(K2ζ )}.
(7.30)
with Π := diag{Π1, . . . ,ΠN} and K = diag{K1, . . . ,KN}.
Proof: First notice that the closed-loop system is
˙˜q + Πq˜ = vv,






(ζ) = (B> ⊗ In)vv
(7.31)
Take as a candidate Lyapunov function

























k1 = min{λmin(Π), λmin(M(q)), λmin(Kζ)}.
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The time derivative of (7.32) along (7.31) is given by
S˙ q˜vvζ(q˜, vv, ζ, q) = −q˜>Π2q˜ − v>v Kvv − (ζ − ζd)>K2ζ (ζ − ζd) < 0. (7.34)
That is, (7.32) is a strict Lyapunov function for system (7.31). Furthermore, with the
bounds in (7.33) it is easy to see that S˙ q˜vvζ(q˜, vv, ζ, q) < −βS q˜vvζ(q˜, vv, ζ, q) and the func-
tion (7.32) is radially unbounded. This completes the proof. 
7.4 Passivity-based synchronized tracking controls
In this section two alternative distributed trajectory tracking control laws are presented
which can be seen as particular cases of the method described in Section 7.3 where virtual
systems structure is exploited. The function ψ in (7.24) is changed by the combination
of a diffusive linear feedback of position q and velocity v.
7.4.1 Slotine-Li synchronized tracking control
Recall that the networked EL dynamics (7.6) has the same structure as the individual
agent dynamics as in (7.4). This motivates the introduction of a similar controller con-
struction as the one in Theorem 7.3 for a single agent. However, in this case, the control
objective is not only tracking to a reference signal qd(t) ∈ Q but synchronized tracking
to a common reference signal qd(t) for all the agents in the network. To this end, we
propose the following sliding manifold (see Definition 4.12) for system (7.6) given by
Ω = {(q, v) : ˙˜q + (Π ⊗ In)q˜ + (B∆B> ⊗ In)q = 0}, (7.35)
where q˜ = q−(1N⊗qd(t)) with 1N ∈ RN the vector of all ones, Π = Π> ∈ RN×N and ∆ =
∆> ∈ RM×M are positive definite diagonal matrices. Since (B∆B>⊗ In)(1N ⊗qd(t)) = 0N ,
the dynamics of (7.6) on the manifold Ω in (7.35) satisfies
˙˜q = −([Π + B∆B>] ⊗ In)q˜. (7.36)
which is a linear in q˜ with diffusive coupling. If Π and ∆ are chosen such that
P([Π + B∆B>] ⊗ In) + ([Π + B∆B>] ⊗ In)>P = −Q (7.37)
where P,Q ∈ RNn×Nn are symmetric and positive definite matrices, then q(t) → (1N ⊗
qd(t)) exponentially as t → ∞. Hence all the agents track qd(t) in a synchronized fashion.
Thus, by defining
vr := (1 ⊗ q˙d(t)) − ([Π + B∆B>] ⊗ In)q˜, (7.38)
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as an artificial velocity reference signal for the network dynamics (7.6), the sliding vari-
able is given by vv = q˙ − vr.
Corollary 7.10. Consider a strongly connected graph G with incidence matrix B and a
reference trajectory (1N ⊗ qd(t)) for system (7.6) with qd(t) ∈ Q. Let vv, vr be the sliding
variable and artificial velocity reference signal as defined before and the control law be
given by
τ = M(q)v˙r + C(q, q˙)vr + g(q) − Kvv + uv (7.39)
where K = K> ∈ RNn×Nn is a positive definite gain matrix. Then the closed-loop system
of (7.6) and (7.39)
˙˜q + ([Π + B∆B>] ⊗ In)q˜ = vv,
M(q)v˙v + C(q, v)vv + Ks = uv,
(7.40)
defines a strictly passive map u 7→ y = vv with respect to the storage function




parametrized by q. Moreover, we have that vv(t)→ 0 and q˜(t)→ 0 as t → ∞.
Corollary 7.10 can be seen as a particular case of the result in (Bai et al. 2011, The-
orem 6.3). The only difference is that here the (artificial) reference velocity vr defined
above is considered (that is, vri is not common to all the agents), instead of a pure time-
varying signal. The structure of vr in this case implies that the external input contains
also a diffusive velocity coupling, that is,
uv = −(B∆B> ⊗ In)(q + v) + uv. (7.42)
Nevertheless, Corollary 7.10 can 3 be proved exactly in the same way as in (Bai et al.
2011, Theorem 6.3). The existence of Ω in (7.35) is guaranteed with vr as defined above.
This in turn implies that both (1N ⊗ qd(t)) and vr are attractive trajectories for (7.40).
Furthermore, the control scheme (7.39) can be split into the so-called equivalent control4
with τeq = M(q)v˙r + C(q, q˙)vr + g(q) and a feedback term τ f b = −Kvv; the first ensures
invariance once constrained to Ω and the later ensures that the off-manifold ”distance” s
converges to zero, i.e., attractivity. See also Corollary 4.14.
3Corollary 7.10 can also be proved similar to (Chung and Slotine 2009b, Theorem 5) by invoking the
contraction properties of hierarchical combinations. This in turn implies global exponential convergence.
4The term equivalent control is adopted in the sliding mode control literature (Utkin 2013). This scheme
can also be interpreted as an on-manifold control of the I&I framework in (Astolfi and Ortega 2003a).
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Hence, the passivity preserving interconnection between the dynamics of vv in (7.40)
and the dynamics of z = (B> ⊗ In)q is kept, see (Arcak 2007) for further details.
7.4.2 Backstepping synchronized tracking control
In the previous distributed control approach, passivity of the closed-loop dynamics (7.40)
as a whole is not used. This can be further exploited for performance improvement. To
this end, notice that the position error dynamics is passive from the input uq = vv to the




q˜>([Π + B∆B>] ⊗ In)q˜. (7.43)
It is hierarchically interconnected to the passive dynamics (7.40) via uq = vv. The above
observations motivate the following proposition where we apply a backstepping redesign
for the protocol in Corollary 7.10, which can be seen as the networked version of (7.17).
Proposition 7.11. Consider a strongly connected graph G with incidence matrix B, and
a reference trajectory (1N ⊗ qd(t)) for system (7.6) with qd(t) ∈ Q, vb = v − vr, and vr as
in (7.38) together with the control law given by
τ = M(q)v˙r + C(q, q˙)vr + g(q) − Kvv − ([Π + B∆B>] ⊗ In)q˜ + uv (7.44)
where K = K> ∈ RNn×Nn is a positive definite gain matrix. Then the closed-loop system
of (7.6) with the control law (7.44) given by
˙˜q + ([Π + B∆B>] ⊗ In)q˜ = vv,
M(q)s˙v + C(q, q˙)vv + Kvv + ([Π + B∆B>] ⊗ In)q˜ = uv,
(7.45)
is strictly passive from u to vv with the storage function
S q˜vv(q˜, vv, q) = S q˜(q˜) + S vv(vv, q) (7.46)
parametrized by q. Moreover the origin of (7.45) is uniformly globally exponentially
stable with the rate β = k3/k2 where
k2 = max{λmax([Π + B∆B>] ⊗ In), λmax(M(q))},
k3 = min{λmin([Π + B∆B>]2 ⊗ In), λmin(K)}.
(7.47)
Proof: We will show that (7.46) is a strict Lyapunov function for the nonautonomous
system (7.45) following (Khalil 1996, Theorem 4.10). First, we notice that (7.46) satis-




 ∥∥∥∥∥2 ≤ S q˜vv(q˜, vv, q) ≤ k2∥∥∥∥∥  q˜vv
 ∥∥∥∥∥2 (7.48)
where
k1 = min{λmin([Π + B∆B>] ⊗ In), λmin(M(q))},
and k2 is as in (7.47). The time derivative of (7.46) along the trajectories of (7.45) is
S˙ q˜vv(q˜, vv, q) = −
 q˜vv
> ([Π + B∆B>]2 ⊗ In) 00 K
  q˜vv
 < 0, (7.49)
uniformly in q. Hence, the storage function (7.46) qualifies as a strict Lyapunov function.
Using the bounds of the Lyapunov function in (7.48), it is straightforward to see that
S˙ q˜vv(q˜, vv, q) ≤ −βS q˜vv(q˜, vv, q), which completes the proof. 
The extra term in the protocol (7.44) can be understood as a feedforward action to
the closed-loop dynamics of the sliding variable s that preserves the passivity.
Remark 7.12. Since system (7.45) is linear in the state (q˜, vv), invoking contraction
analysis arguments, it can be shown that the matrix([Π + B∆B>] ⊗ In) 00 M(q)
 (7.50)
is a Riemannian metric (see (2.17)). Thus, the gain matrices Π,∆ and K can be optimally
tuned by taking (7.46) as a cost function subject to the network dynamics (7.45).
7.5 Simulations
Consider the multi-robot network shown in Figure 7.5 with the following specifications:
Figure 7.1: Network topology with N = 10,M = 14, n = 2.
Figure 7.2 and Figure 7.3 show the robots and springs position error, respectively.
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Table 7.1: Simulation parameters
qd = sin(0.1t) q˙d 0.1 cos(0.1t)
Ki = 0.5 Kζ = 1000
zd = 0 Πi = 7.5
Figure 7.2: Links position error dynamics
Indeed, in Figure 7.2 it is shown the network steady-state behavior where agreement
is reached. Furthermore, in order to show the robustness of the scheme, the agent at-
tached to node v2 is disturbed every 20 seconds with a pulse signal with amplitude 0.5;
the network recovers the agreement after a smooth transient behavior.
Notice that every robot in the network is able to track the trajectory qd independently
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with the inner controller τi in (7.17). However, as shown in the plot of q˜1 and q˜2 in
Figure 7.2, when the same disturbance is applied to the robot at node v2 with u2 = 0,
the transient behavior gets worse (e.g. setting time and overshoot) than when u2 , 0.
That is, the action u2 makes the robot to reject the disturbance in a smoothly manner. A
similar scenario occurs under noise measurements.
Figure 7.3: Artificial springs state ζk for all k ∈ {1, . . . ,M}.
Due to space limitation, in Figure 7.3 we only show the first state of the artificial
springs. We observe that the behavior of these converge fast and it is robust. In particular,
as expected, the springs attached to edges of node v2, i.e., e1, e2 and e14 suffer most the
disturbance. However, agreement is also recovered.
7.6 Conclusions
In this chapter the design procedure in (Arcak 2007) has been reformulated, where an
artificial spring system is designed at each edge in the graph, instead of diffusing in-
formation through the relative positions and velocities, as commonly adopted. In the
proposed approach, it is required that all the nodes’ and edges’ dynamics are strictly pas-
sive such that via a passivity preserving interconnection, the total storage function can
be used as a strict Lyapunov function to show exponential converge to the desired trajec-
tory. Moreover, thanks to the structure of the internal nodes feedback and the structure
of the spring dynamics, exponential convergence is guaranteed. Numerical simulation
confirms the theoretical developments. A possible disadvantage here is that we assume
that the state of each agent is available, i.e., position and velocity. This can be solved by
means of observers in the literature.
Chapter 8
Conclusions and future research
8.1 Conclusions
In this dissertation the problems of tracking control of mechanical systems in the pH
framework and of the coordination control of networked EL systems have been solved
using the contractivity and passivity properties of mechanical virtual systems.
For the first problem, a control design method called virtual contraction based control
(v-CBC) has been proposed. To this end, a generalized definition of virtual systems was
introduced; these systems can produce the same input-state-output behavior of a given
original system. Then, by using the aforementioned definition, a class of energy-based
virtual mechanical systems in the pH framework has been constructed. Remarkably,
these systems preserve some of the original system’s properties such as the passivity,
that allows to have a clear physical interpretation of these systems.
With this and the notion of virtual contraction, the proposed method was stated with the
following two main goals: i) designing a controller that makes the virtual mechanical
system contractive in the closed-loop, and ii) impose a desired closed-loop steady state
solution. Thus, the conclusion is that the steady-state solution of the contractive closed-
loop virtual system and the original system’s solution converge to each other. Therefore,
this design method solved the trajectory tracking control problem.
The v-CBC method was then applied to solve the tracking control problem of fully-
actuated mechanical systems in the port-Hamiltonian framework. This resulted in a large
family of tracking controllers which in closed-loop with the virtual mechanical pH sys-
tem exhibit different structural properties. For instance, under certain strict sufficient con-
ditions the closed-loop preserves the structure of the open-loop virtual system; without
any intermediate change of coordinates as it is usually done in the literature. Similarly,
by relaxing these conditions, the closed-loop virtual system preserves only the structure
of the variational open-loop virtual system; which means that the usual ”spring/dampers”
interpretation of the closed-loop system is only valid in a neighborhood of the origin (in
error coordinates). Three novel different tracking controllers were developed for a two-
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degrees of freedom robot, each of these showing different closed-loop properties. The
performance with this controllers was evaluated experimentally in a robot by Quanser,
confirming the theoretical developments. However, a major disadvantage with respect to
some schemes in the literature is that momentum (velocity) measurements are required.
The method was extended to a larger class of mechanical pH systems motivated by
the tracking problem in flexible-joints robots (FJRs) and marine craft. This showed the
applicability of the method to different kind of mechanical systems.
In the case of FJRs, the control design is a challenging problem because the system is
underactuated. On the other hand, the marine craft is modeled as a rigid that evolves on
moving frames; in particular on a body-fixed and on a inertial one. Since the Hamiltonian
function is well defined only on the inertial frame and the attitude and velocities are
measured in the body-fixed frame, the construction of the virtual system in the inertial
frame and its control are interesting problems.
Similar to the inertial fully-actuated case, a family of v-CBC schemes that solve the
standard trajectory tracking problem for these systems was developed. For the FJR the
closed-loop performance was evaluated experimentally, also confirming the theoretical
developments; and for the marine craft in numerical simulations.
The v-CBC design method developed here can be understood as a differential ver-
sion of the backstepping technique (Khalil 1996) since the control scheme was obtained
in a recursive manner via differential Lyapunov functions along the variational system
rather than the system itself. Due to the structure of the artificial reference trajectory, the
scheme can be also interpreted within the context of immersion and invariance technique
(Astolfi and Ortega 2003b), where the closed-loop position virtual dynamics is the target
system and the virtual momentum dynamics is the off-manifold behavior. Moreover, if
a switching action is added as function of the off-manifold coordinate, then the scheme
can be also interpreted within the context of sliding-modes control (Utkin 2013).
In second problem, the coordination control of networked mechanical systems, the
passivity based approach of (Arcak 2007) is reformulated and generalized to agents with
nonlinear dynamics in the EL framework. This was possible by using structure preserv-
ing controllers as preliminary feedback for each agent system such that each closed-loop
agents has as target dynamics the developed virtual systems in the EL framework. With
this target closed-loop dynamics the agents are allowed to be different. Moreover, after
the preliminary feedback of each agent, the whole network dynamics has also the virtual
EL system structure.
For the coordination protocol design, here it was required that all the nodes’ and
edges’ dynamics are strictly passive such that via a passivity preserving interconnection,
the total storage function can be used as a strict Lyapunov function.
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8.2 Future research
Some of the open problems are described below:
• It remains open to explore the use of differential passivity is control design. For
instance, to use the contraction preserving interconnection in (2.28) between the
plant and the controller dynamics. This would lead to the differential counterpart
of the control by interconnection technique in (Ortega et al. 2008).
• Due to the input-state-output relation between the original and the virtual control
systems, it is of interest an interpretation of this relation in the behavioral approach
of (Willems 2007). Similarly, investigate about the possible relation between the
notion of a virtual control system can be related to the notion of an abstraction
system in (Pappas and Simic 2002).
• Investigate further the geometric interpretation of the Poisson bracket in (3.51).
Specifically, a different expression in local coordinates such that condition (3.52)
holds uniformly in (q, p), and not only point wise.
• Explore the applicability of the timed-IDA-PBC technique developed in (Yaghmaei
and Yazdanpanah 2017) in order to solve the step 2 in the v-CBC method for the
virtual control system (4.1).
• Improve the experimental performance of the closed-loop system (4.17) related to
noise measurements and parameters variations. For the first, differential passivity
preserving velocity observers should be explored. For the second, an adaptive
control scheme should be developed.
• Explore the possible benefits of nonlinear rotational springs in FJRs. The main
consequence would be that the solvability of the necessary potential energy match-
ing condition (5.8) may restrict the type of spring’s dynamics, and the correspond-
ing potential energy would be different from (5.3).
• Improve the closed-loop FJR experimental performance since in the setting devel-
oped here, it is necessary to have available the measurements of up to the third time
derivative of the links position (i.e., velocity, acceleration and jerk), and measure-
ments of the motors dynamics velocity. One possibility is to design differentially
passive observers that use torque/force sensors measurements as input, similar to
the work in (Albu-Scha¨ffer et al. 2007).
• Reformulate the pH models and corresponding virtual systems of marine craft
when the attitude is assumed to evolve in the special orthogonal group S O(3) or
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the whole state (cartesian position and attitude) to evolve in the special Euclidean
group S E(3). Once in this setting, to solve the tracking problem.
• Extend the v-CBC method to other classes of mechanical systems. For instance,
systems with nonholonomic restrictions, unilateral constrains, underactuated rigid
bodies, etc. Similarly, apply the v-CBC method to solve the path following and
maneuvering regulation problems in mechanical systems.
• Study the coordination control problem of heterogeneous networked mechanical
systems. In particular, when the agents state spaces are of different dimension.
• Develop a network modeling framework to the analysis and control design of kine-
matic networks using passivity and virtual systems. This is motivated by the com-
mon practice in wheeled mobile robotics of using the kinematic model for control
design purposes instead of the dynamic model. The main observation is that the
kinematic system with its passive output can be interpreted as a spring-inverse
damper system, where each agent (node) can be interpreted as a spring, its input
as a inverse damper velocity, and the passive output a spring force.
Appendix A
Geometry tools for nonlinear systems
In this appendix we present a self-contained introduction to some differential geome-
try tools that are useful in this thesis. The information is mainly taken from (Marsden
and Ratiu 2013, Chapter 4) and (Nijmeijer and van der Schaft 1990, Chapter 2), with
complementary information from (Bullo and Lewis 2004, Chapter 3) and the books
(do Carmo 1992) and (Del Castillo 2011).
A.1 Differentiable manifolds
Given a set X, a chart on X is a pair (W, ϕ) whereW is a subset of X and ϕ : W →
ϕ(W) ⊂ Rn a bijective map. We denote ϕ(x) by (x1, . . . , xn) and call the xi’s the coordi-
nates of the point x ∈ W ⊂ X. Two charts (W, ϕ) and (W′, ϕ′) such thatW∩W′ , ∅
are called compatible if ϕ(W ∩ W′) and ϕ′(W′ ∩ W) are open subsets of Rn and
ϕ′◦ϕ−1|ϕ(W∩W′) : ϕ(W∩W′)→ ϕ′(W∩W′) and ϕ◦(ϕ′)−1|ϕ′(W∩W′) : ϕ′(W∩W′)→
ϕ(W∩W′) are C∞ maps.
We say that X is a differentiable n-manifold if the following hold: X has an atlas,
that is, X can be written as a union of compatible charts. A coordinate neighborhood of
a point x ∈ X is an open set defined by inverse image of a Euclidean space neighborhood
of the point ϕ(x) under the chart map ϕ :W→ Rn.
A curve on X through x is a map γ : I → X, where I ⊆ R contains 0 in its interior
and γ(0) = x. Two curves γ1 and γ2 are equivalent at x (denoted by γ1 ∼x γ2) if in some
chart (W, ϕ) it holds that γ1(0) = γ2(0) = x and1 (ϕ ◦ γ1)′(0) = (ϕ ◦ γ2)′(0).
A.2 Tangent bundle and vector fields
Tangent bundle
A tangent vector v to a manifold X at the point x ∈ X is an equivalence class of curves
at x under ∼x. The collection of all tangent vectors at x is a vector space TxX, called the
1The prime denotes differentiation of curves inRn.
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tangent space at x. Given a curve γ(t), denote by γ′(s) the tangent vector at γ(s) defined
by the equivalence class of t 7→ γ(s + t) at t = 0. The tangent vector v ∈ TxX can be
identified with the tangent vector to a curve on X. Thus, in a chart (W, ϕ) of X with
local coordinates (x1, . . . , xn), let γ be a curve that is a representative of the equivalence
class v. The components of the tangent vector v ∈ TxX are numbers v1, . . . , vn given by
vi = ddt (ϕ ◦ γ)i
∣∣∣
t=0, where (ϕ ◦ γ)i denotes the i-th component of the curve γ in the chart,
for all i ∈ {1, . . . , n}.
The disjoint union of all tangent spaces TX = ⋃x∈X TxX is called the tangent bundle.
A point of TX is a vector v tangent to X at some point x ∈ X. To define the differentiable
structure on TX, we need to construct local coordinates on TX. To this end consider
the local coordinates (x1, . . . , xn) on X at a point x and the corresponding components of
a tangent vector v (v1, . . . , vn) in this chart. Then ((x1, . . . , xn), (v1, . . . , vn)) give a local
coordinate system on TX. This shows that the dimension2 of TX is 2n. The natural
projection piX : TX → X takes v ∈ TxX to the point x ∈ X at which v is attached. The
inverse image pi−1X (x) of a point x ∈ X under the natural projection piX is the tangent space
TxX, called the fiber of the tangent bundle TX at the point x ∈ X.
Tangent maps
Let F : X → Y be a smooth map from a manifold X to a manifold Y. We say that F is
differentiable if in charts onX andY the map is represented by a differentiable map. The
derivative or tangent map of a differentiable map F : X → Y at a point x ∈ X is defined
to be the linear map3 TxF : TxX → TF(x)Y constructed in the following manner: For
v ∈ TxX, consider the curve γ : (−, )→ X with γ(0) = x and associated velocity vector
γ′(0) = v. Then, TxF(v) is the velocity vector at t = 0 of the curve F ◦ γ : (−, ) → Y,
that is, TxF(v) = ddt F(γ(t))|t=0.
Let x = (x1, . . . , xn) be local coordinates for X and y = (y1, . . . , ym) for Y, then in
natural coordinates (x, v) = (x1, . . . , xn, v1, . . . , vn) for TX respectively
(y,w) = (y1, . . . , yn,w1, . . . ,wm)
for TY, a local representative of the tangent map T F at x ∈ X is given in as T F(x, v) =
(F(x),TxF(x)(v)), where TxF is the Jacobian.
If F : X → Y and G : Y → Z are differentiable maps, then G ◦ F : X → Z is
differentiable, and the chain rule holds: T (G ◦ F) = TG ◦ T F.
2One must notice that this does not mean that TX is a product manifold.
3Other common notations in the literature for the tangent map T F include F∗, dF,DF.
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For the curve γ : I → X, we see that the tangent map Tsγ : TsR → TxX defines the
tangent vector γ′ at t = s as the vector γ′(s) = dγdt |t=s = Tsγ · 1 = Dγ(s)(1) = γ˙(s).
A differentiable map F : X → Y is called a diffeomorphism if it is bijective and its
inverse is also differentiable. If TxF : TxX → TF(x)Y is an invertible map, the inverse
function theorem states that F is a local diffeomorphism around x ∈ X.
Vector fields and dynamical systems
A vector field X on a manifold X is a linear C∞ map X : X → TX that assigns a vector
X(x) at the point x ∈ X; that is, piX ◦ X =identity. The linear vector space of vector fields
on X is denoted by X∞(X). An integral curve of X with initial condition x at t = 0 is
a smooth map γ : (a, b) → X such that 0 ∈ (a, b), γ(0) = x, and γ′(t) = X(γ(t)) for
all t ∈ (a, b). The flow of X is the collection of maps ϑt : X → X such that ϑt(x) is
the integral curve of X with initial condition x. By existence and uniqueness theorems,
smoothness of ϑ is guaranteed in both x and t. Uniqueness implies the flow property4
ϑt+s = ϑt ◦ ϑs a long with the initial condition ϑ0 =identity.
A time-dependent vector field is a map X : X × R → TX such that X(x, t) ∈ TxX
for each x ∈ X and t ∈ R. The real vector space of vector fields on X ×R is denoted by
X∞(X × R). An integral curve of X is a curve γ(t) in X such that γ′(t) = X(γ(t), t). The
flow is the collection of maps ϑt,s : X → X such that t 7→ ϑt,s(x) is the integral curve γ(t)
with initial condition γ(s) = x at t = s. The existence and uniqueness theorems imply
that the time-dependent flow property ϑt,s ◦ ϑs,r = ϑt,r. If X is time independent, the two
notions of flows are related through ϑt,s = ϑt−s.
In the chart (W, ϕ) and the induced natural local chart (pi−1(W),Tϕ) with coor-
dinates (x!, . . . , xn, v1, . . . , vn), the local representative of a vector field X : X → TX
is the map X : Tϕ ◦ X ◦ ϕ−1 : ϕ(W) ⊂ Rn → Tϕ(W)  ϕ(W) × Rn written as
Xˆ(x1, . . . , xn) = (x1, . . . , xn, Xˆ1(x), . . . , Xˆn(x)), for some Xˆi(x) with i ∈ {1, . . . , n}. In fact,








where ∂∂xi |x := Txϕ−1(eiϕ(x)) for i ∈ {1, . . . , n}, and {e1ϕ(x), . . . , enϕ(x)} is the basis of
Tϕ(x)Rn. For short ∂∂xi |x = ∂∂xi .






or as the vector X(x) = [X1(x), . . . , Xn(x)]>, where Xi are the func-
4If X = V is a linear space, X(x) = Ax for a linear operator A, then ϑt(x) = etA x. In this case the flow
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tions Xˆi above. Hence to a vector field X expressed in local coordinates x = (x1, . . . , xn)
with corresponding integral curve equation γ′(t) = X(γ(t)) we associate in a one-to-one
way the differential equation x˙ = X(x); we refer to this differential equation as a dynam-
ical system. Similar procedure holds for time-dependent vector fields and corresponding
time-dependent dynamical systems.
Dynamical control systems
Let X and U be two manifolds and define the smooth map F : X × U → TX such
that piX ◦ F is equal to the natural projection of X × U onto X. With the same abuse
of notation as above, the representative of F in local coordinates x for X, correspond-
ing natural coordinates (x, v) for TX, and local coordinates u = (u1, . . . , um) for U as
F(x, u) = (x, f (x, u)). To the corresponding integral curve equation γ′(t) = X(γ(t), u(t))
we associate the local coordinate differential equation x˙ = X(x, u).
We refer to this differential equation as a dynamical system with input u, or equiv-
alently as a dynamical control system with state space X and input space U. In case
the (system) map F : X × U → TX is affine in the u-variables we write F(x, u) =
F(x)+
∑m
i=1 G j(x)ui, with the addition and multiplication defined on the linear space TxX
and for some functions F,G, . . . ,Gm : X → TX satisfying piX ◦ F = piX ◦ G j =identity
on X, which hence are vector fields on X.
Lie derivative and Lie brackets
Let C∞(X) denote the set of smooth real functions f : X → R. A function f ∈ C∞(X)
can be differentiated at any point x ∈ X to obtain the tangent map Tx f : TxX → T f (x)R.
Since T f (x)R ' R, we get a linear map Tx f : TxX → R. Thus, the local representative
of T f in natural coordinates (x, v) of TX is Tx f (v) = ( f (x),Tx f · v). For the coming
developments, denote the tangent map of f ∈ C∞(X) as Tx f = d f (x).
For a tangent vector v ∈ TxX, we define the directional derivative of f in the direc-
tion v as d f (x) · v. In coordinates, this is given by d f (x) · v = ∑ni=1 ∂( f◦ϕ−1)∂xi (x)vi, for a
chart (W, ϕ) at x ∈ X. By definition a vector field X ∈ X∞(X) defines in any x ∈ X a
tangent vector v = X(x) yielding the directional derivative d f (x) · X(x) for a real func-
tion f ∈ C∞(X). From above observations, by varying x the vector field X acts as the
operator X(x) : C∞(X)→ R defined by X[ f ](x) = limh→0 f (ϑt(x))− f (x)h . This is similar for
time-varying vector fields.
This function X[ f ](x) is called the total derivative, or Lie derivative of f along X,
also denoted as LX f . If X is expressed in coordinates x = (x1, . . . , xn) as the vector
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[X1(x), . . . , Xn(x)]> then LX f (x) = X[ f ](x) = d f (x) · X(x) = ∑ni=1 ∂ f∂xi (x)Xi(x).
For any X,Y ∈ X∞(X), we define a new vector field, denoted as [X,Y] and called the
Lie bracket of X and Y , by setting [X,Y][ f ](x) = X[Y[ f ]](x) − Y[X[ f ]](x). If X and Y
are given in coordinates (x1, . . . , xn) as the column vectors X(x) = [X1(x), . . . , Xn(x)>]>
and Y(x) = [Y1(x), . . . ,Yn(x)>]>, then [X,Y](x) = (∂Y∂x X − ∂X∂x Y)(x). The Lie bracket can
be interpreted as the ”derivative” of Y along X, and it is also denoted as LXY , the Lie
derivative of Y along X.
A.3 Cotangent bundle and differential forms
Cotangent bunbdle
The dual space of the tangent space TxX is denoted by T ∗xX, called the cotangent space
of X. Elements in T ∗xX are called cotangent vectors or covectors. In local coordinates
(x1, . . . , xn) ofX, let { ∂∂x1 |x, . . . , ∂∂xn |x} be a basis for TxX, then we denote the dual basis of
T ∗xX by {dx1|x, . . . , dxn|x} or for short {dx1, . . . , dxn}. By definition dxi( ∂∂x j ) = δi j, where
δi j = 1 if i = j or δi j = 0 otherwise, for i, j ∈ {1, . . . , n}. Thus any element α ∈ T ∗xX can
be written as α =
∑n
i=1 αidxi for some coefficients αi and is also denoted as a row-vector
[α1, . . . , αn].
The cotangent bundle T ∗X of a manifold X is defined as the union of all cotan-
gent spaces
⋃
x ∈ TX∗xX. There is the natural projection pi∗X : T ∗X → X taking the
cotangent vector α ∈ T ∗xX ⊂ T ∗X to x ∈ X. As in the case of a tangent bundle, the
cotangent bundle possesses a manifold structure: Given a chart (W, ϕ) on X at x, we
obtain natural coordinates for T ∗X by the local chart ((pi∗X)−1(W), dϕ) with coordinates
(x1, . . . , xn, α1, . . . , αn).
Differential one-forms
Define the differential one-form α, the dual object to a vector field on manifold X, as the
smooth map α : X → T ∗X, satisfying pi∗X ◦ α = identity on X. Hence a one form α(x) is
a map which assigns to each x ∈ X a cotangent vector α(x) ∈ T ∗xX.
Let (W, ϕ) be a chart for X at x, and the corresponding basis (dx1, . . . , dxn) for T ∗xX,
then αˆi := αi◦ϕ−1 : ϕ(W)→ R is the local representative of αi, for certain αi :W→ R,
for all i ∈ {1, . . . , n}, also omitting carets, we write α is local coordinates as the row vector
α(x) = [α1(x), . . . , αn(x)] or α(x) =
∑n
i=1 αi(x)dxi.
Since one-forms α are dual objects of vector fields X, they act in a natural way upon
vector fields as α[X](x) = α(x)[X(x)] := 〈α(x), X(x)〉 ∈ R; that is α[X] is a smooth
function on X. We call 〈·, ·〉 : T ∗xX × TxX → R the canonical pairing.
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Similarly, a differential two-form Ω on X is a function Ω(x) : TxX × TxX → R that
assigns to each point x ∈ X a skew-symmetric bilinear form on the TxX to X at x. At
each x ∈ X,the two-from is Ωx(v,w) = ∑ni, j=1 Ωi j(x)viω j where Ωi j(x) = Ωx( ∂∂xi , ∂∂x j ).
A function f ∈ C∞(X) defines a one-form in T ∗xX, denoted as d f (x) by the total deri-
vative formula d f (x)[X(x)] = X[ f ](x), for X(x) ∈ TxX. We say that d f (x) is the differen-
tial of f at x ∈ X. One can check that d f (x) satisfies the equality d f [X] = X[ f ] = LX f .
In coordinates, if we interpret dxi as the differential of the coordinate function xi, then





(x)dxi. Notice that not
every one-form can be written as d f for a given function f ∈ C∞(X). If such f exists we
say that the one-form is exact. If the two-form dα is zero, then α is called closed. This
leads to the Poincare´ lemma: a closed differential form is locally exact.
Appendix B
Energy-based modeling of mechanical systems
In this appendix a self-contained survey on the Euler-Lagrange and Hamiltonian frame-
works for mechanical systems energy-based modeling is presented. For sake of physical
intuition, deductions are performed in local coordinates. However, some properties of
interest are further interpreted from a coordinate-free point of view with the language
and tools of Appendix A.
The information is taken from (van der Schaft 2017, Chapter 4), (van der Schaft and
Maschke 1995b), and (Nijmeijer and van der Schaft 1990, Chapter 12) and comple-
mented with (Ortega et al. 2013, Chapter 2), (Marsden and Ratiu 2013, Chapters 2, 4 and
7) and (Arimoto and Miyazaki 1984, Bullo and Lewis 2004, Chang 2002).
B.1 Mechanical Euler-Lagrange control systems
Let Q be the configuration manifold of a mechanical system of n degrees of freedom
(dof) with a local coordinate chart (W, ϕ) at q ∈ Q. Without carets take q = (q1, . . . , qn)
as the system’s position. Consider function L : TQ → R called the Lagrangian which
in natural coordinates (q, v) of TQ is given by L(q1, . . . , qn, v1, . . . vn) = L(q, v). Let
Γ(qa, qb) = {γ : C2[0, 1] → Q|γ(0) = qa, γ(1) = qb} be the collection of twice continu-
ously differentiable curves on [0, 1] connecting qa ∈ Q and qb ∈ Q with local representa-
tive given by the vector mapping t 7→ q(t) = [q1(t), . . . , qn(t)]>.










(q, q˙) = B(q)τ, (B.1)
where (q(t), q˙(t)) are the local representatives of γ ∈ Γ(q1, qb) and its time derivative
γ′(t), respectively. The covector B(q)τ ∈ T ∗Q, with inputs τ ∈ U, represents the vector
of external forces. Matrix B(q) indicates how the action of the inputs τ influences the
system. If rank B(q) = m < n then we say that system (B.1) is underactuated.
For simple mechanical systems the Lagrangian function is the difference between the
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Mi j(q)q˙iq˙ j − P(q), (B.2)
where M(q) is the n × n, symmetric and positive definite inertia matrix, with Mi j(q) its
















































(q)q˙iq˙ j − ∂P
∂qk
(q),
the EL equations (B.1) for the Lagrangian function (B.2) take the form
n∑
j=1
Mk j(q)q¨ j +
n∑
i, j=1













The EL equations in (B.3) can be expressed in compact from as
M(q)q¨ + C(q, q˙)q˙ + g(q) = B(q)τ, (B.5)
with g(q) =
[
g1(q), . . . , gn(q)
]> and C(q, q˙) any matrix satisfying
n∑
j=1
Ck j(q, q˙)q˙ j =
n∑
i, j=1








The forces C(q, q˙)q˙ correspond to the centrifugal (i = j) and Coriolis (i , j) effects,
respectively. Notice that (B.5) is a set of second-order differential equations.
For simple mechanical systems the n × n matrix with (i, j)-th element ∂L∂q˙iq˙ j (q, q˙) is
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equal to M(q) and thus nonsingular. Hence the Euler-Lagrangian equations define the




 =  q˙−M−1(q) (C(q, q˙)q˙ + g(q))
 +  0nM−1(q)B(q)
 τ. (B.7)
B.1.1 Euler-Lagrange equations and Riemannian geometry
Since the inertia matrix M(q) defines a Riemannian metric on Q given by
M〈v,w〉 := v>M(q)w, for u,w ∈ TqQ, (B.8)
a geometric interpretation of the EL equations of motion (B.5) can be given within the
context of Riemannian manifolds (van der Schaft 2017, Section 4.6).
To this end, lets us introduce some concepts. For any pair of vector fields X,Y ∈
X∞(TQ) and any real function f ∈ C∞(Q), an affine connection ∇ is a map (X,Y) 7→
∇XY ∈ X∞(TQ) such that
(a)∇XY is bilinear in X and Y ,
(b)∇ f XY = f∇XY ,
(c)∇X f Y = f∇XY + (LX f )Y.
The vector ∇XY is called the covariant derivative of Y with respect to X. Property (b)
implies that ∇XY at q ∈ Q depends on X only through its value X(q). The torsion of an
affine connection ∇ is defined as
T (X,Y) := ∇XY − ∇Y X − [X,Y]. (B.9)
If T (X,Y) = 0, we say the connection is torsion-free. An affine connection ∇ on Q is said
metric or compatible with the Riemannian metric in (B.8) if
LX (M〈Y,Z〉) = M〈∇XY,Z〉 + M〈X,∇XZ〉 (B.10)
for all vector fields X,Y,Z ∈ X∞(Q). In a chart (Q, ϕ) at q and corresponding basis
{ ∂∂q1 , . . . , ∂∂qn } of TqQ, the `-th component of ∇ ∂∂qi
∂
∂q j














, for all ` ∈ {1, . . . , n}, (B.11)
where the n3 smooth functions Γ`i j(q) are uniquely defined. With these functions, called
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Γ`i jXiY j, for all ` ∈ {1, . . . , n}. (B.12)
This in turn implies that the `-th component of the covariant derivative of Y ∈ X∞(Q)
along a curve γ ∈ Γ(qa, qb) is given by





i (t)Y j(γ(t)), ` ∈ {1, . . . , n}. (B.13)
A curve γ is called a geodesic of the affine connection ∇ if ∇γ′(t)γ′(t) = 0n holds. In




Γ`i j(q(t))q˙i(t)q˙ j(t) = 0n, ` ∈ {1, . . . , n}, (B.14)
where t 7→ [q1(t), . . . , qn(t)]> is a local representative for γ.
The Riemannian metric (B.8) defines a unique affine connection
M∇ on Q, called the
Levi-Civita connection, which is torsion-free and compatible. In this case, due to the




M−1`k (q)ci jk(q), (B.15)
with M−1`k (q) the (`, k)-th element of matrix M
−1(q), and the functions ci jk(q) are the















It can be shown that the geodesic curve of
M∇ is precisely the solution to the EL
equations (B.1) on Q in the absence of external forces (τ = 0) (Bullo and Lewis 2004,

















1An explicit deduction of the Koszul formula can be found in (Gudmundsson 2018).


































= ci jk(q). (B.18)
Hence the EL equations (B.3) can be identified with the geodesic equations (B.14).
Equivalently, the covariant derivative in (B.12) with the Christoffel symbols given as
in (B.15) is written in compact form as
M∇X(q)Y(q) = ∂Y
∂q
(q)X(q) + M−1(q)C(q, X(q))Y(q). (B.19)
where C(·, ·) is defined in (B.6). If q˙(t) = X(q(t)) = Y(q(t)), then clearly
M∇q˙(t)q˙(t) = q¨(t) + M−1(q(t))C(q(t), q˙(t))q˙(t) = 0n. (B.20)
In order to incorporate the potential g(q) and external force B(q)τ in free-coordinate
expression (B.20), we consider the forces to be functions from TQ to T ∗Q (Bullo and
Lewis 2004, Section 4.4). In this case the map is X ∈ TqQ 7→ M(q)X ∈ T ∗qQ, then
M−1(q)g(q),M−1(q)B(q)τ ∈ TqQ. Recall from (B.2) that g(q) is a potential force, then
g(q) = dP(q) (differential of P(q)); when passing the differential of P(q) through the
mapping M−1(q), we get M−1(q)(dP(q)) = grad(P(q)), the gradient of P(q). Therefore,
equation (B.5) can be rewritten in a coordinate-free manner as
M∇q˙(t)q˙(t) = −grad(P(q(t))) + M−1(q(t))B(q(t))τ. (B.21)
B.1.2 Structure of C(q, X(q))Y(q)













ci jk(q)Xi(q)Y j(q), (B.22)
for ` ∈ {1, . . . , n}. We point out that neither the first nor the second terms of the sum in
right hand side of (B.22) have coordinate-free meaning, but only together. Nevertheless,
the second term of the sum exhibits structural properties in local coordinates. To see this,
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we first reformulate the definition of the Coriolis matrix in (B.6) as follows: C(q, X) is
any matrix whose ( j, k)-th entry satisfies the identity
C jk(q, X(q))Y j(q) :=
n∑
i=1
ci jk(q)Xi(q)Y j(q), (B.23)
for any X(q),Y(q) ∈ TqQ. A natural choice of C(q, X(q)) is the following
C jk(q, X(q)) =
n∑
i=1
ci jk(q)Xi(q), for all j, k ∈ {1, . . . , n}. (B.24)
With this choice the matrix defined by N(q, X) := M˙(q) − 2C(q, X), where M˙(q) =





Xi, satisfies the following:
Corollary B.1. Let C(q, X(q)) defined as in (B.24). Then, matrix N(q, X(q)) is linear in
X(q) and skew-symmetric for every q ∈ Q and any X(q) ∈ X∞(Q).
Proof: The (k, j)-th entry of the matrix N(q, X(q)) is given by




























Linearity on X(q) follow directly from the sums properties. By symmetry of M(q), when
we interchange k and j, we get Nck j = −Nc jk. 
The skew-symmetric property in Corollary B.1 implies that Y>N(q, X)Y = 0 for all
Y ∈ X∞(Q). To analyze its geometric meaning, first consider the coordinate expression






























X + 2Y>C(q, X)Z. (B.26)
Thus, it is straightforward to see that the result in Corollary B.1 is nothing else that the
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coordinate expression of the compatibility condition (B.10) for Z = Y , than is,
LX(M〈Y,Y〉) − 2M〈
M∇XY,Y〉 = 0 ⇐⇒ Y>
[
M˙(q) − 2C(q, X)
]
Y = 0. (B.27)
The skew-symmetry of N(q, X(q)) can be equivalently rewritten as follows.
Lemma B.2. N(q, X(q)) is skew-symmetric if and only if
M˙(q) = C>(q, X(q)) + C(q, X(q)). (B.28)
Proof: Directly from the definition of the skew-symmetric matrix in N(q, X).
A clear geometric understanding of (B.28) is presented in (van der Schaft 2017,
Section 4.6) also in terms of condition (B.10) like in Corollary B.1. The time derivative
of the (k, j)-th entry of M˙(q) is denoted by M˙k j(q) = LX(Mk, j(q)), with q˙ = X(q). This
fact can be reformulated in terms of condition (B.10) as follows: Let Y = ∂∂qk and Z =
∂
∂q j


















= LX(Mk j(q)) = M˙k j(q).
















= (C(q, X))>k j + (C(q, X))k j.
Hence, in this case the coordinate expression of the compatibility condition (B.10) for
the k-th and j-th vectors of natural basis of TqQ a long q˙ = X(q) is








= (C(q, X))>k j + (C(q, X))k j, (B.29)
for all k, j ∈ {1, . . . , n} or in compact matrix form (B.28). Moreover, the symmetric
property of Γ`i j(q) in (B.15) together with the torsion-free condition T (X,Y) = 0 (B.9) in
the Koszul formula (do Carmo 1992) imply that
C(q, X(q))Y(q) = C(q,Y(q))X(q), for all X(q),Y(q) ∈ X∞(Q). (B.30)
B.1.3 Energy conservation and internal workless forces
For simple mechanical systems, the (co-)energy is a function E : TQ → R given in
natural coordinates by E(q, v) = 12 v>M(q)v + P(q). Thus, the time-derivative of the
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(co-)energy along the curve γ with local representative q(t) results in
dE
dt
(q(t), q˙(t)) = M〈M∇q˙(t)q˙(t), q˙(t)〉 + 〈dP(q(t), q˙(t)〉,
= −M〈grad(P(q)), q˙〉 + M〈M−1(q)B(q)τ, q˙〉 + 〈dP(q), q˙〉,
= 〈B(q)τ, q˙〉.
(B.31)
Therefore, in the absence of external forces, the (co-)energy is constant along the solu-
tions of (B.21). This shows that (co-)energy conservation is an intrinsic property.
Remark B.3. An interesting observation derives from taking the derivative of E(q(t), q˙(t))
along the system in local coordinates (B.5), that is,




M˙(q) − 2C(q, q˙)
]
q˙ = q˙>τ. (B.32)
We see that the energy conservation holds due to the skew-symmetry of N(q, q˙) (see
Corollary B.1). In fact, the skew-symmetry of N(q, q˙) is stronger than the energy-conservation
where it is only required that q˙>
[
M˙ − 2C(q, q˙)
]
q˙ = 0 is required only for all q˙ = X(q) =
Y(q), see (B.27), which is a mathematical property induced by the Riemannian metric.
From a physical point of view, Remark B.3 also implies that FN(q, q˙) := N(q, q˙)q˙ is
a true force, with q˙ = X(q); while the (q, q˙)-parametrized force FNv(q, q˙, q˙v) := N(q, q˙)q˙v
is virtual, with q˙v = Y(q). The term virtual force means that whenever q˙v = q˙, the iden-
tity FvN(q, q˙, q˙v) = FN(q, q˙) holds. Notice that (B.27) implies that the forces FN(q, q˙) and
FvN(q, q˙, q˙v) are workless; that is, their resulting power q˙
>FN(q, q˙) and q>v FvN(q, q˙, q˙v) is
zero, respectively.
Recall the coordinate definition of the Coriolis and Centrifugal forces C(q, q˙)q˙ in
(B.6) and split it as
C(q, q˙)q˙ = FccC (q, q˙) + F
gr
C (q, q˙), (B.33)
where
FccC (q, q˙) :=
1
2











In particular, notice that the power of the force FgrC (q, q˙) is given by
2
q˙>FgrC (q, q˙) =
1
2
















>M˙(q)q˙, see (Arimoto and Miyazaki 1984) for details.
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that is, FgrC (q, q˙) is workless. Thus, from (B.33) the power q˙
>C(q, q˙)q˙ is equivalent to
− q˙>N(q, q˙)q˙ = 2q˙>FgrC (q, q˙) = 0 (B.36)
which is a necessary condition for the (co-)energy balance in (B.32). Identity (B.36)
gives intuitive proof of q˙>N(q, q˙)q˙ = 0 in terms of the workless forces.
Hence, force (B.34) can be written as the sum of a pure Coriolis ( j , i) and centrifugal







q˙iq˙ j and of workless force F
gr
C (q, q˙).
According to (Chang 2002), any workless force F(q, q˙) can be expressed as
F(q, q˙) = S (q, q˙)q˙ (B.37)
for some skew-symmetric matrix S (q, q˙). Indeed, we have that FN(q, q˙) = S N(q, q˙)q˙ and
FNv(q, q˙, s) = S N(q, q˙)s, with skew-symmetric matrix S N(q, q˙) := N(q, q˙). Similarly,
FgrC (q, q˙) = S L(q, q˙)q˙ where, by using (B.24), the (k, j)-th entry of S L(q, q˙) is
3













This means that matrix S L(q, q˙) is skew-symmetric, homogeneous and linear in q˙. From










S L(q, q˙) − 12 M˙(q)
]
q˙ and N(q, p)q˙ = −2S L(q, p)q˙. (B.39)





M˙(q) + S L(q, q˙)
]
q˙ + g(q) = τ. (B.40)
Remark B.4 (Energy conservation and symplectic structure of TQ). An alternative ap-
proach to analyze the relation between energy conservation and the workless forces can
be done by studying the induced geometric structure by the so-called Lagrangian vector
fields on TQ: The second-order vector field Z is Lagrangian on TQ if
ΩL(q, q˙)(Z(q, q˙),w) = dE(q, q˙) · w, for all (q, q˙) ∈ TQ, (B.41)
where w ∈ T(q,q˙)(TQ), dE(q, q˙) is the differential of E(q, q˙), ΩL(q, q˙) is a Lagrangian
3Expression (B.38) coincides precisely with the one pointed out first in (Arimoto and Miyazaki 1984)
and later independently in (Koditschek 1984).
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two-form that defines a symplectic structure on TQ. Indeed, by the chain rule
d
dt
E(q, q˙) = dE(q, q˙) · Z(q, q˙) = ΩL(q, q˙)(Z(q, q˙),Z(q, q˙)) = 0,
due to ΩL is skew-symmetric by definition. Thus, we claim that the workless nature of
the gyroscopic force FgrC (q, q˙) corresponds to ΩL in canonical coordinates of TQ. For
further details, the interested reader is referred to (Marsden and Ratiu 2013, Chapter 7).
B.2 Mechanical port-Hamiltonian systems
Let us now pass to the Hamiltonian formulation of mechanical systems. Let us define





and assume that the defined map q˙ 7→ p is invertible for every q. Introduce the Hamilto-
nian function H as the Legendre transformation of L(q, q˙), implicitly given by
H(q, p) = p>q˙ − L(q, q˙), p := ∂L
∂q˙
(q, q˙). (B.43)
Define the 2n dimensional state vector [q>, p>]>. This transforms the n second-order
equations in (B.5) into 2n first-order equationsq˙p˙
 =  0n In−In 0n
 ∂H∂q (q, p)∂H
∂p (q, p)







We call (B.44) Hamiltonian control system with input (effort) τ and output (flow) y. We
will also refer to (B.44) as a mechanical port-Hamiltonian system; see (van der Schaft
and Jeltsema 2014) for further details.
Since q˙ and p are conjugate variables (see (B.43)), the state space (called the phase
space) of system (B.44) is the cotangent bundle T ∗Q with local coordinates (q, p).
In physical systems, the Hamiltonian function can be interpreted as the total energy
of the system. For instance, in a simple mechanical system with Lagrangian function




p>M−1(q)p + P(q), with p = M(q)q˙. (B.45)
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(q, p)q˙ − ∂H
>
∂p
(q, p) p˙ =
∂H>
∂p
(q, p)τ = y>τ, (B.46)
expressing that the increase of energy is equal to the supplied work. In other words, the
energy conservation holds. In this case we say that system (B.44) is lossless.
B.2.1 Hamilton equations and Poisson geometry
The structure of the Hamiltonian control system (B.44) and its role in the energy con-
servation (B.46) can be interpreted in a free-coordinate manner within the context of
almost-Poisson manifolds4. See for further details (Maschke et al. 1992, van der Schaft
and Maschke 1995b, Marsden and Ratiu 2013, Chang 2002)
Definition B.5. LetX be a differentiable manifold. A Poisson structure onX is a bilinear
map {·, ·} : C∞(X) ×C∞(X)→ C∞(X) called the Poisson bracket and is defined by
(F,G) 7→ {F,G}, with F,G ∈ C∞(X), (B.47)
which satisfies for any F,G,H ∈ C∞(X) the following properties
{F,G} = −{G, F} skew-symmetry, (B.48a)
{FG,H} = {F,H}G + F{G,H} Leibniz’s rule. (B.48b)
{F, {G,H}} + {G, {H, F}} + {H, {F,G}} = 0 Jacobi identity, (B.48c)
The pair (X, {·, ·}) is called a Poisson Manifold.
Define the map XH(x) : C∞(X)→ R for any H ∈ C∞(X) and arbitrary x ∈ X as
XH(x)[F] := {F,H}(x), for F ∈ C∞(X). (B.49)
By the bilinearity of the Poisson bracket and by (B.48b) it follows that XH(x) ∈ TxX for
any x ∈ X. Thus, XH ∈ X∞(X) is a smooth vector field on X, called the Hamiltonian
vector field, corresponding to Hamiltonian function H and with respect to {·, ·}. Hence,
(B.49) is the Lie derivative of F along XH , i.e., F˙ = LXH F = {F,H}.
This definition that the Hamiltonian is necessarily a conserved quantity of XH . To see
this, by the skew-symmetry property (B.48a) we have that
H˙(x) = XH(x)[H](x) = {H,H}(x) = 0, (B.50)
4An alternative intrinsic approach is given by the so-called symplectic manifolds which, under some rank
conditions, are dual to Poisson manifolds.
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that is, the Hamiltonian H(x) is constant along the integral curves of XH(x). Note that
this is independent of the Jacobi-identity (B.48b).
In particular, for system (B.44), the phase space X = T ∗Q withu natral coordinates














(q, p), F,H ∈ C∞(X), (B.51)
and (B.50) is the coordinate-free proof of the energy balance (B.46) for τ = 0.
For any Poisson manifold X with local coordinates x = (x1, . . . , xr), the bracket
{F,H}(x) only depends on the differentials dF(x), dH(x) ∈ T ∗x (X) since {F,H} = XH[F] =
dF[XH] and {F,H} = −{H, F} = −XF[H] = −dH[XF]. Therefore, the mapping H ∈
C∞(X) 7→ XH(x) ∈ TxX for any x ∈ X, as defined in (B.49), can also be seen as the map-
ping from dH(x) ∈ T ∗xX 7→ XH(x) ∈ TxX. Thus, there exist functions Ji j ∈ C∞(X), i, j ∈











where Ji j(x) = {xi, x j} for i, j ∈ {1, . . . , r}. Furthermore from (B.48a) it follows that
Ji j(x) = −J ji(x); and from the Jacobi identity (B.48c), by {xi, {x j, xk}} + {x j, {xk, xi}} +














= 0, i, j, k ∈ {1, . . . , r}. (B.53)
Conversely, if some smooth functions Ji j(x) ∈ C∞(X), i, j ∈ {1, . . . , r} defined locally
on X, satisfy above conditions, then one can define locally the Poisson bracket as in
(B.52) verifying (B.48a), (B.48c) and (B.48b) and uniquely determined by its structure
matrix J(x) = [Ji j(x)] which is skew-symmetric and satisfies (B.53). In consequence,
any constant skew-symmetric J ∈ Rr×r defines a Poisson bracket.
The rank of a Poisson bracket {·, ·} at any point x ∈ X is defined as the rank of the
structure matrix J(x) at this point and its independent of the choice of coordinates. By
the skew-symmetric property of J(x), it rank is necessarily even5.
Furthermore, it follows from (B.49) that the Hamiltonian vector field XH is expressed in
5A Poisson manifold X whose rank is equal everywhere to the dimension of X is called a sympletic
manifold. Thus, the dimension of a sympletic manifold is necessarily even (Maschke et al. 1992).
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Indeed, for the canonical Poisson bracket (B.51) the structure matrix is
J(q, p) =
 0n In−In 0n
 , (B.56)
and the 2n-dimensional vector field XH(q, p) corresponding to the Hamiltonian function





(q, p) . . . ∂H∂pn (q, p) − ∂H∂q1 · · · − ∂H∂qn (q, p)
]>
. (B.57)
Also, due to F˙ = {F,H} = XH(x)[F], it each component of XH can be expressed as
q˙i = XH(q, p)[qi] = {qi,H}(q, p) = ∂H
∂pi
(q, p), (B.58a)
p˙i = XH(q, p)[pi] = {pi,H}(q, p) = −∂H
∂qi
(q, p), i ∈ {1, . . . n}. (B.58b)
The above implies that the map J(x) : T ∗xX → TxX is the matrix representation of
the bundle map6 J](x) : T ∗X → TX, called the sharp map. This implies that the Poisson
bracket induces a skew-symmetric and nondegenerate bilinear form J : T ∗X×T ∗X → R
as follows
J(dF, dH) = 〈dF, J](x)dH〉. (B.59)
With all the elements above, we can give a free-coordinate definition of a generalized
Hamiltonian control system as follows:




yi = 〈dH(x), gi(x)〉, i ∈ {1, . . .m}
(B.60)
6This map is also the inverse of the so-called flat map J[(x) : TX → T ∗X which lets us relate Poisson
manifolds with symplectic manifolds. See (Bullo and Lewis 2004, Marsden and Ratiu 2013) for details.
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where J](x) is the induced sharp map of a generalized Poisson bracket and gi ∈ X∞(X)
are input vector fields7. The energy balance can performed with (B.59) by assuming
that the right hand side of (B.60) is given by the Hamiltonian vector field XHu which
implicitly defines the forced Hamiltonian Hu. Then,















with u = [u1, . . . , um]> and y = [y1, . . . , ym]>. System (B.60) is related to the notion of
input-output Hamiltonian control systems in (Nijmeijer and van der Schaft 1990) under
the assumption that g1, . . . , gm ∈ ImJ(x), that is gi = XCi , ∈ {1, . . . ,m}. Thus,
x˙ = J](x)dH −
m∑
i=1









where C1, . . . ,Cn ∈ C∞(X). Then, the forced Hamiltonian Xu = XH −∑mi=1 Ciui, and the
energy balance along (B.62) is









yiui,H} = {y>u,H}. (B.63)
with y = [y1, . . . , ym]
>. Energy conservation is guaranteed when τ = 0. It is easy to
verify that in coordinates {y>τ,H(x)} = y>τ with gi(x) = −XCi(x), i ∈ {1, . . . ,m}.
For (B.44) we have XCi(x) =
[
0n, bi(q)>
]> with i ∈ {1, . . . ,m} and b1, . . . , bm ∈ X∞(Q).
B.2.2 Generalized Hamiltonian systems and energy conservation
We have seen that the Leibniz’s rule (B.48b) and the skew-symmetry (B.48a) are the two
key properties of the Poisson bracket for the definition of the Hamiltonian vector field
XH , its structure matrix J(x), and the energy conservation. On the other hand, the Jacobi-
identity (B.48c) was only used to express the integrability of J(x) in (B.53), which is a
property that does not play any role in the previous developments on Hamiltonian sys-
7The input vector fields may be incorporated to (B.60) in terms of lifts as in (Chang 2002) or in terms of
Poisson bracket preserving vector fields as in (Maschke et al. 1992). However, here this is not required.
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tems8.
Thus, we generalize the notion of a Poisson manifold (X, {·, ·}) in Definition B.3 by
relaxing the conditions on the bracket. Specifically, only requiring properties (B.48a)
and (B.48b) on the Poisson bracket. In this case we say that the pair (X, {·, ·}) is an
almost Poisson manifold. In order to avoid notation confusions, the structure matrix of a
standard Poisson bracket will still be denoted by Jcan(x), whereas the corresponding one
to an almost-Poisson bracket will be denoted by Jgen(x).
For a simple mechanical system defined on the almost-Poisson manifold X = T ∗Q
with natural coorcinates (q, p), it was shown in (Chang 2002) that the structure matrix
has the form
Jgen(q, p) =
 0n K(q)−K>(q) S (q, p)
 , (B.64)
where K(q), S (q, p) are n × n matrices with n = dimQ and S (q, p) is skew-symmetric.
Thus, a generalized Hamiltonian vector field on X = T ∗Q in coordinates is given byq˙p˙
 = XH(q, p) =  0n K(q)−K>(q) S (q, p)
 ∂H∂q (q, p)∂H
∂p (q, p)
 (B.65)
A generalized Hamiltonian control system is thus intrinsically written as




yi = 〈dH, gi〉, i ∈ {1, . . .m}.
(B.66)
Energy conservation follows directly as for system (B.60).
B.2.3 ”Workless forces” and generalized Poisson brackets
In (Chang 2002), it was shown that the ”workless forces” associated the generalized




8The importance of the Jacobi-identity comes clear when it comes to find canonical coordinates as
shown in (van der Schaft and Maschke 1995b, Maschke et al. 1992).
9The notation vlift(·) is an operation on vector bundles as shown in (Marsden and Ratiu 2013). However,
for the purposes of this work, we take as definition of ”workless forces” on X = T ∗Q to (B.67).
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where J]gr(x) is a generalized Poisson bracket whose structure matrix is given by
Jgr(q, p) =
0n 0n0n S gr(q, p)
 (B.68)
with S gr(q, p) skew-symmetric. The quotes in ”workless” are due to the fact that vlift(Fgr)
is not a true force. Since in coordinates,
vlift(Fgr(q, p)) =
 0n−S gr(q, p)M−1(q)p
 (B.69)
we see that vlift(Fgr) has 2n components. However, from a physical point of view, only
the components acting on the p-dynamics in (B.65) are true forces. The reason why
(B.67) is referred as ”workless” force is that it does not change the Hamiltonian
vlift(Fgr)[H] = 〈dH, J]gr(q, p)dH〉 = Jgr(dH, dH) = 0 (B.70)
An interesting fact comes out when we translate the identities (B.39) on TQ to the
phase space X = T ∗Q though the transformation (B.43), in coordinates. Indeed, take the
partial derivative with respect to q of (B.43). Then, we have
∂H
∂q
(q, p) = −∂L
∂q

























S H(q, p) − 12 M˙(q)
]
︸                    ︷︷                    ︸
E(q,p)
M−1(q)p, (B.72)
with S H(q, p) := S L(q,M−1(q)p) in (B.38), and NH(q, p)M−1(q)p = −2S H(q, p)M−1(q)p.
Notice that matrix S H(q, p) induces a ”workless force” given by vlift(FH) = J
]
gr(x)dH,
with matrix S gr(q, p) = S H(q, p).
It follows that the differential of (B.45) can be rewritten in coordinates as∂H∂q (q, p)∂H
∂p (q, p)
 = In E(q, p)0n In
  ∂P∂q (q)∂H
∂p (q, p)
 , (B.73)
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and the Hamiltonian system (B.44) takes the following alternative formq˙p˙
 =  0n In−In −E(q, p)
  ∂P∂q (q)∂H
∂p (q, p)









We refer to (B.74) as a mechanical port-Hamiltonian-like system. The structure of sys-
tem (B.74) lets us to keep the conservation of energy property as in (B.46). Indeed,
H˙(q, p) = y>Eτ = y
>τ, see (B.73). The alternative representation (B.74) can be seen as
the Hamiltonian realization of (B.40).
Lemma B.6. The matrix E(q, p) defined as in (B.72), satisfies
• M˙(q) = −[E(q, p) + E>(q, p)],
• E>(q, p)M−1(q)p = −C(q,M−1(q)p)M−1(q)p.
Proof: From the definition of E(q, p), take
−E(q, p) − E>(q, p) =
(











E>(q, p)M−1 p = −
(





M−1 p = −C(q,M−1(q)p)M−1(q)p.

Remark B.7. In (Stadlmayr and Schlacher 2008), instead of considering the matrix
E(q, p) in (B.72) the authors propose an explicit pseudo-port-Hamiltonian-like (p-pH)
representation of the mechanical EL system (B.5) with state xq = (q, q˙) < T ∗Q (this is the
reason of the adjective ”pseudo”). They find an explicit relation between the intercon-
nection matrix of the p-pH representation and the skew-symmetry of N(q, q˙). Although
this approach works well for stability analysis, the physical insight and properties of
such p-pH model are ambiguous.
In the same direction, but via the almost Poisson bracket, a Hamiltonian realization
for the mechanical EL system (B.5) is introduced in (Sarras et al. 2012); this is per-
formed through the partial change of coordinates p˜ = M−1(q)p as in (Venkatraman
et al. 2010). The skew-symmetry of N(q, q˙) is found to be intrinsically connected to the
Poisson bracket.
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We claim that the results in (Sarras et al. 2012) can be interpreted as the coordinate free
version of the ones in (Stadlmayr and Schlacher 2008). In both cases, the p-pH model
has as state space to TQ, while the state space of a mechanical pH system is T ∗Q. The
main consequence the stability properties may not be consistent form a physical point of
view.
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Summary
Recent technological developments of smart industries (or industry 4.0), smart cities,
advanced logistics, precision systems, biomedical engineering, among others, require a
high level of process automation where the motion control systems (or servo-systems)
are key for the fulfillment and good performance of the overall process tasks. Common
motion control systems that can be found in these kind of high-tech processes are robots
manipulators, mobile robots, multi-robot networks, etc.
All of the aforementioned motion control systems are complex nonlinear engineering
systems due to their highly coupled, multivariable and multi-domain nature. Under the
right assumptions, these servo systems can be modeled as nonlinear mechanical systems
for control design purposes. Therefore, the study of advanced control techniques for
(networked) nonlinear mechanical systems is a pertinent subject of research.
In this dissertation constructive control methods for solving the trajectory tracking
and group coordination problems of nonlinear mechanical systems are proposed. These
design methods are based on the concepts of virtual systems, contraction analysis and
passivity. Several practical cases are considered in the present work, the tracking control
design in the port-Hamiltonian (pH) framework of fully-actuated mechanical systems,
flexible-joints robots and marine craft; and the group coordination of networked me-
chanical systems in the Euler-Lagrange (EL) framework. Both energy based modeling
approaches are suitable for control design purposes, since these allow us to have a clear
physical understanding of the control schemes.
The performance of the closed-loop fully-actuated system and of flexible joint robot is
evaluated experimentally on a robot platform of two degrees of freedom; whereas the
performance of the closed-loop marine craft and of the network of mechanical systems
is evaluated via simulations.
The proposed tracking and coordination control methods exploit the notion of virtual
control system and take advantage of its contractivity and passivity properties. Roughly
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speaking, for a given plant, a virtual system can be understood as a system that can pro-
duce all plans trajectories, i.e., the plant’s behavior is embedded in the virtual one.
For the tracking control design method, the notions of virtual mechanical control systems
and of virtual contraction are employed to propose a control design method called virtual
contraction based control (v-CBC). The method consists of three main steps: first, we
define a virtual system which embeds all the solutions of a given original system; then,
as a second step, a controller is designed such that the closed-loop virtual system is con-
tractive and has a desired steady-state behavior; finally, the third step consists of closing
the loop of the original system where the control law is given by the virtual systems
controller with its virtual state be replaced by the original system’s state. The resulting
closed-loop virtual mechanical systems exhibit a number of structural properties such as
passivity, structure preserving and existence of monotone maps.
On the other hand, for the group coordination case, three distributed control laws for
networked EL are presented. The interaction among the EL systems is modeled by a
graph consisting of edges and nodes. A strictly passive virtual system is associated to
each node, whereas a strictly passive artificial spring system is associated to each edge.
With this configuration, the networked EL system possesses a passivity preserving feed-
back interconnection structure, that together with the strict passivity of both agents and
edges dynamics lead to a strictly passive network dynamics. This guarantees exponential
stability of the overall network dynamics.
Resumen
Los recientes avances tecnolgicos de industrias inteligentes (o industrias 4.0), ciudades
inteligentes, logı´stica avanzada, sistemas alta de presicio´n, ingenierı´a biome´dica, entre
otros, requieren de un alto nivel de automatizacio´n de procesos, donde los sistemas de
control de movimiento (o servo-sistemas) son clave para el cumplimiento y correcto de-
sempen˜o de todas las tareas del proceso. Algunos ejemplos comunes de sistemas de
control de movimiento en este tipo de procesos de alta tenologı´a son manipuladores
robo´ticos, robots mo´viles, redes multi-robots, etc.
Los servo-sistemas previamente mencionados son sistemas de ingeniera no lineales y
complejos debido a su naturaleza altamente acoplada, multivariable y multi-dominio
fı´sico. Bajo suposiciones adecuadas, estos sistemas pueden modelarse como sistemas
meca´nicos no lineales para propsitos de disen˜o de esquemas de control. Por tanto, el
estudio de tecnicas avanzadas de control para (redes de) sistemas mecnicos no lineales
es un tema pertinente de investigacio´n.
En esta tesis se proponen me´todos de constructivos de control para resolver los prob-
lemas de seguimiento de trayectoria y coordinacio´n de grupos de sistemas meca´nicos
no lineales. Estos me´todos de disenn˜o esta´n basados en los conceptos de sistemas vir-
tuales, ana´lisis de contraccio´n y pasividad. En este trabajo se consideran varios ejem-
plos pra´cticos, el disen˜o de control de seguimiento de trayectoria en el enfoque purto-
Hamiltoniano (pH) de sistemas meca´nicos completamente actuados, robots de uniones
flexibles y vehı´culos marinos; y por otro lado, el control de coordinacı´on de movimiento
de redes de sistemas meca´nicos en el enfoque de Euler-Lagrange (EL). Ambos enfoques
de modelado basado en la energı´a son adeacuados para propo´sitos de disen˜o, ya que cons
estos los esquemas de control tienen una clara interpreracio´n fı´sica.
El desempen˜o en lazo cerrado de los sistemas completamente actuado y robot de uniones
flexibles es evaluado de forma experimental en una plataforma robo´tica de dos grados de
libertad; mientras que el desempen˜o en lazo cerrado del vehı´culo marino y los sistemas
meca´nicos interconectados en red es evaluado via simulaciones.

Samenvatting
Recente technologische ontwikkelingen op het gebied van industrie 4.0, slimme steden,
geavanceerde logistiek, precisie systemen en biomedische engineering, vragen, onder
andere, om een hoge mate van geautomatiseerde processen waarin de motion control (of
servosysteem) van baanbrekend belang is voor het vervullen van de taken n de prestaties
van het bovenliggende systeem. Veel voorkomende motion control systemen in dergeli-
jke high-tech processen zijn robot manipulators, mobiele robots, netwerken robots, etc.
Al deze systemen worden door hun gekoppelde, multi variabele en multi domein eigen-
schappen, complexe en niet lineaire engineering systemen.
Onder de juiste voorwaarden kunnen deze servo systemen voor regeltechniek doelein-
den worden beschreven als niet lineaire mechanische systemen. Daarom is de studie van
geavanceerde regeltechniek methoden voor niet lineaire mechanische (netwerk) syste-
men een toepasselijk onderwerp voor onderzoek.
In dit onderzoek worden constructieve regeltechniek methoden ontwikkeld voor het
oplossen van trajectvolging en cordinatie problemen van niet-lineaire mechanische sys-
temen. De voorgestelde design methoden zijn gebaseerd op virtuele systemen, contractie
analyse en passiviteit. Verscheidende praktische applicaties worden onderzocht, waaron-
der: trajectvolging regelaar design voor volledige aangedreven mechanische systemen,
flexibele arm robots en marine voertuigen in het port-Hamiltonian model raamwerk; en
cordinatie van een netwerk van mechanische systemen in het Euler-Lagrange (EL) model
raamwerk. Beide op energie gebaseerde raamwerken zijn geschikt voor regeltechniek
design doeleinden omdat ze een duidelijke fysieke interpretatie meegeven aan de regel
algoritmen. Voor volledig aangedreven systemen en de flexibele robot arm worden de
prestaties van het geregelde systeem experimenteel gevalueerd op een robot platform
met twee vrijheidsgraden. De prestaties van het geregelde marine voertuig en netwerk
van mechanische systemen worden via simulaties onderzocht.
De voorgestelde volg- en cordinatie regeltechnieken exploiteren de principes van virtuele
regeltechniek systemen en maken gebruik van de contractiviteit en passiviteit van dit
168 Samenvatting
virtuele systeem. Grof gezegd, voor een gegeven plant, kan het virtuele systeem worden
begrepen als een systeem die het dynamische gedragingen van de plant kan produceren,
i.e., het dynamische gedrag van de plant zit in het gedrag van het virtuele systeem.
Voor het trajectvolging regel algoritme, worden de concepten van virtuele mechanische
regelsystemen en virtuele contractie gebruikt om een regeltechniek methode te ontwikke-
len die virtual contraction based control (v-CBC) wordt genoemd. Deze methode bevat
drie stappen: eerst definiren we een virtueel systeem die alle oplossingen bevat van het
originele systeem; dan, als een tweede stap, wordt een regelaar ontworpen zodat het
geregelde virtuele systeem contractief is en een gewenst steady state gedrag heeft; als
derde en laatste stap, wordt het originele systeem teruggekoppeld met de regelaar van het
virtuele systeem wiens virtuele variabelen worden vervangen door de variabelen van het
originele systeem. De geregelde virtuele mechanische systemen die hieruit voortkomen
hebben een aantal structurele eigenschappen, zoals passiviteit, structuur behouding en
het bestaan van monotone mappen. Voor de groep cordinatie problemen, worden drie
gedistribueerde regel algoritmes voorgesteld voor EL netwerk systemen. De interacties
tussen de EL systemen in het netwerk wordt gemodelleerd door een graaf. Elke knoop
van de graaf wordt geassocieerd met een strikt passief virtueel systeem, en elke lijn in de
graaf wordt geassocieerd met een strikt passief veer systeem. Met deze configuratie heeft
het EL netwerk systeem een passiviteit behoudend terugkoppel interconnectie systeem,
die samen met de strikt passieve dynamica van de knopen en lijnen in de graaf leiden tot
strikt passieve netwerk dynamica. Dit garandeert exponentile stabiliteit van de complete
netwerk dynamica.
