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En este artculo se prueba la existencia y unicidad local para un sistema de
ecuaciones diferenciales parciales parabolicas cuasilineales comunmente
llamadas leyes de conservacion usando el teorema del punto jo, por
ultimo se aplica este resultado a los sistemas relacionados con: el sistema
de ujo cuadratico y el sistema de Le Roux, para los cuales encontramos
la existencia global por aplicacion del principio del maximo.
Palabras Claves: leyes de conservacion, nucleo del calor,
soluciones viscosas, principio del maximo.
In this article is proved the local existence and uniqueness for a system of
quasilinear parabolic partial dierential equations using the xed point
theorem, nally is applied this result to systems related to: Quadratic
Flux and Le Roux to get the global solution by application of maximum
principle.
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1 Introduction
Se considera el siguiente problema de Cauchy para el sistema cuasilineal
parabolico:
u1t + f1(u
1; u2;    ; un; x; t)x + g1(u1; u2;    ; un; x; t) = " u1xx ;
...
unt + fn(u
1; u2;    ; un; x; t)x + gn(u1; u2;    ; un; x; t) = " unxx ;
(1.1)
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con datos iniciales medibles acotados
u1(x; 0) = u10(x);    ; un(x; 0) = un0 (x) ; (1.2)u10(x)  M;    ; jun0 (x)j M :
Para el cual se prueba la existencia y unicidad de la solucion por
medio del teorema del punto jo. La perturbacion parabolica adherida
a la derecha(coeciente de viscosidad) que aparece en (1.1), es parte del
metodo estandar conocido como metodo de viscosidad, utilizado para
obtener la solucion debil del sistema de leyes de conservacion asocia-
do a (1.1). El teorema de existencia y unicidad del sistema cuasilineal
parabolico sin funciones fuentes se encuentra en [3, 4]; el desarrollo aqu
expuesto amplia el trabajo hecho en [1, 2] pues se consideran funciones
fuentes mas generales.
2 Solucion viscosa de leyes de conservacion con
fuente
Teorema 2.1. (a) Supongamos que gi son funciones localmente Lip-
schitz para (u1; u2;    ; un), acotadas y continuas para (x; t) en R 
[0;+1) y fi 2 C1(Rn) para i = 1;    ; n. Entonces el problema de
Cauchy (1.1), (1.3) tiene unica solucion (u1"(x; t);    ; un"(x; t)) 2
C1(R  (0; 0)) para 0 peque~no el cual depende solo de la norma L1
de los datos iniciales y,
u1"(x; t)  2M;    ; jun"(x; t)j  2M; 8(x; t) 2 R [0; 0) ;
(b) Ademas, si la solucion (u1";    ; un") tiene estimaciones a priori
ku1"(x; t)kL1 M(T );    ; kun"(x; t)kL1 M(T ); 8t 2 [0; T ] (2.1)
entonces la solucion (u1";    ; un") existe sobre R [0; T ].
Particularmente si existe N > 0 tal que
ku1"(x; t)kL1R[0;1)  N;    ; kun"(x; t)kL1R[0;1)  N ; (2.2)
entonces la solucion (u1"(x; t);    ; un"(x; t)) existe sobre R (0;1).
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Demostracion. (a) El problema de Cauchy (1.1){(1.3) es equivalente
al siguiente sistema de ecuaciones integrales
ui(x; t) =
Z 1
 1
ui0()G(x  ; t) d
+
Z t
0
Z 1
 1
fi(u
1(; );    ; un(; ))G(x  ; t  ) d d
 
Z t
0
Z 1
 1
gi(u
1(; );    ; un(; ); ; )
 G(x  ; t  ) d d ;
i = 1;    ; n, donde
G(x; t) =
1p
4"t
e 
x2
4"t :
Consideremos un espacio de Banach B y un conjunto B convexo y aco-
tado, denido para todo  > 0 por:
B = f(u1(x; t);    ; un(x; t)) :
ui(x; t) 2 C1(R (0; )) \ L1(R [0;  ])g ;
con la norma denida por
k(u1;    ; un)kB =
nX
j=1
kujkL1(R[0; ]) ;
B = f(u1(x; t);    ; un(x; t)) :
ui(x; t) 2 C1(R (0; )); kui(x; t)kL1(R[0;  ])  2Mg ;
Ahora denamos un operador T sobre B ,
T(u1;    ; un) = (T1(u1;    ; un);    ; Tn(u1;    ; un)) ;
donde
170 M. Ceron, Soluciones viscosas
Ti(u
1;    ; un)
=
Z 1
 1
ui0()G(x  ; t) d
+
Z t
0
Z 1
 1
fi(u
1(; );    ; un(; ))G(x  ; t  ) d d
 
Z t
0
Z 1
 1
gi(u
1(; );    ; un(; ); ; )G(x  ; t  ) d d ;
i = 1;    ; n. Probaremos que existe o > 0 tal que para cualquier
(u1;    ; un) 2 B0 , T(u1;    ; un) 2 B0 y que es una contraccion.
Sean (u1;    ; un); (u11;    ; un1 ); (u12;    ; un2 ) 2 B . Puesto que las
funciones fi; gi son continuas, las funciones gi son acotadas para (x; t) y
las funciones ui son acotadas por estar en B , existe K constante positiva
tal que:
jfi(u1;    ; un)j  K ;
jgi(u1;    ; un; x ; t)j  K ;
ademas, existe una constante L > 0 para la cual se tiene
jfi(u12;    ; un2 )  fi(u11;    ; un1 )j
 L(ju12   u21j+   + jun2   un1 j) ; (2.3a)
jgi(u12;    ; un2 ; x; t)  gi(u11;    ; un1 ; x; t)j
 L(ju12   u21j+   + jun2   un1 j) : (2.3b)
De lo anterior y considerando que
Z 1
 1
G(x; t) dx = 1 ;Z t
0
Z 1
 1
jGy(x  y; t  )j dy d = 2
r
t
k
; (2.4)
tenemos que
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jTi(u1;    ; un)j

Z 1
 1
jui0()j jG(x  ; t)j d
+
Z t
0
Z 1
 1
jfi(u1;    ; un)j jG(x  ; t  )j d d
+
Z t
0
Z 1
 1
jgi(u1(; );    ; un(; ); ; )j jG(x  ; t  )j d d
 M
Z 1
 1
jG(x  ; t)j d +K
Z t
0
Z 1
 1
jG(x  ; t  )j d d
+K
Z t
0
Z 1
 1
jG(x  ; t  )j d d
 M + 2K
r
t
"
+K t ;
i = 1;    ; n. De manera similar, teniendo en cuenta las desigualdades
(2.3a),(2.3b), para i = 1;    ; n, obtenemos
jTi(u12;    ; un2 )  Ti(u11;    ; un1 )j

 
2L
r
t
"
+ L t
!
(ku12   u11kL1 +   + kun2   un1kL1) ;
Por lo tanto,
kTi(u12;    ; un2 )  Ti(u11;    ; un1 )kL1


2L
r

"
+ L

(ku12   u11kL1 +   + kun2   un1kL1) ;
ahora si se suma de 1 hasta n se tiene que,
kT(u12;    ; un2 ) T(u11;    ; un1 )kB
=
nX
i=1
kTi(u12;    ; un2 )  Ti(u11;    ; un1 )kL1
 n

2L
r

"
+ L

(ku12   u11kL1 +   + kun2   un1kL1)
= n

2L
r

"
+ L

k(u12;    ; un2 )  (u11;    ; un1 )kB :
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Si escogemos un 0 > 0 tal que
2K
r
0
"
+K 0  M ;
n

2L
r
0
"
+ L0

< 1 ;
entonces T(u1;    ; un) 2 B0 y es un contraccion, por tanto existe un
unico (u1";    ; un") 2 B0 tal que T(u1";    ; un") = (u1";    ; un").
De donde el problema de Cauchy (1.1){(1.3) tiene unica solucion
(u1";    ; un") 2 C1(R (0; 0)) y
u1"(x; t)  2M;    ; jun"(x; t)j  2M; 8(x; t) 2 R [0; 0) :
Ahora veriquemos (b). Si la Solucion tiene una estimacion a priori
u1"(x; t) M(T );    ; jun"(x; t)j M(T ); 8t 2 [0; T ] ;
entonces
u10(x) M(T );    ; jun0 (x)j M(T ) :
As de la parte (a), existe  > 0 el cual depende solo de M(T ) tal
que la solucion (u1";    ; un") existe en R [0;  ] y
u1"(x; t)  2M(T );    ; jun"(x; t)j  2M(T ); 8t 2 [0;  ] :
Debido a las estimaciones a priori (2.1), tenemos que
u1"(x; ) M(T );    ; jun"(x; )j M(T ) :
Si consideramos  como el tiempo inicial, un procedimiento igual
muestra que la solucion existe en R [; 2 ] y
u1"(x; t)  2M(T );    ; jun"(x; t)j  2M(T ); 8(x; t) 2 [; 2  ] :
De esto tenemos que
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u1"(x; 2 ) M(T );    ; jun"(x; 2)j M(T ) :
Haciendo el mismo procedimiento, se puede ver que el tiempo local 
puede ser extendido a T ya que el tiempo depende solamente de M(T ).
En particular, si la solucion tiene estimaciones a priori (2.2), entonces
por el analisis anterior la solucion existe en R [0;1)
X
3 Estimaciones a priori
El resultado anterior sera aplicado a dos sistemas relacionados con el
sistema de Flujo cuadratico y el sistema Le Roux, para los cuales bus-
caremos estimaciones a priori para expandir la solucion local.
3.1 Lemas auxiliares
Lema 3.1. Sea v"(x; t) una funcion con derivadas continuas vx, vxx, vt,
en R (0; T ), que da solucion al problema de Cauchy
(
vt + (vf(u; v))x + g(u; v; x; t) = " vxx
v(x; 0) = v0(x)   > 0 ;
(3.1)
donde f(u; v) 2 C1(R2), g(u; v; x; t) es localmente Lipschitz para u; v
y g(u; v; x; t) = vh(u; v; x; t), h(u; v; x; t) es una funcion continua para
(u; v) 2 R2, acotada y continua para (x; t) 2 R  [0;1). Si ju(x; t)j 
M("; ; t), jv"(x; t)j  M("; ; t), sobre R  [0; T ], entonces v"(x; t) 
c(t; ; ") > 0 sobre R [0; T ], donde c(t; ; ") puede tender a cero cuando
; " tienden a cero o t tiende a innito.
Demostracion. Haciendo la sustitucion w = log v la ecuacion (3.1) se
transforma en
wt + f(u; v)wx + f(u; v)x + h(u; v; x; t) = " (wxx + w
2
x) ; (3.2)
entonces
wt = "wxx + "

wx   f(u; v)
2"
2
  f(u; v)x   f
2(u; v)
4"
  h(u; v; x; t) :
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La solucion w de (3.2) con dato inicial w0(x) = log(v0(x)) puede ser
representada por una funcion de Green G(x y; t) = 1p
4"t
exp(  (x y)24"t ):
w =
Z 1
 1
G(x  ; t)w0() d
+
Z t
0
Z 1
 1
"
"

wx   f(u; v)
2"
2
  f(u; v)x   f
2(u; v)
4"
 h(u; v; ; s)
#
G(x  ; t  s) d ds : (3.3)
Considerando (2.4) tenemos que,
w 
Z 1
 1
G(x  ; t)w0() d
+
Z t
0
Z 1
 1
"
 f(u; v)x   f
2(u; v)
4"
  h(u; v; ; s)
#
G(x  ; t  s) d ds
=
Z 1
 1
G(x  ; t)w0() d
+
Z t
0
Z 1
 1
f(u; v)G(x  ; t  s) d ds
 
Z t
0
Z 1
 1

f2(u; v)
4"
+ h(u; v; ; s)

G(x  ; t  s) d ds
 log()  2M
r
t
"
 M1 t   C(t; ; ") >  1 ;
de donde v"(x; t) tiene una cota inferior positiva c(t; ; ")
X
Lema 3.2. Supongamos que u(x; t) es una solucion de la ecuacion para-
bolica
ut + a(u; x; t)ux + g(u; x; t) = uxx ; (3.4)
y ju(x; 0)j  M , donde jg(u; x; t)j  Cjuj + ~C, C; ~C > 0 y a(u; x; t) es
localmente acotada. Entonces para todo T > 0, existe M(T ) > 0 tal que
ju(x; t)j M(T ) sobre R [0; T ].
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Corolario 3.3. Supongamos que u(x; t)  ()0 satisface
ut + a(u; x; t)ux + g(u; x; t)  ()uxx ;
y ju(x; 0)j  M , g(u; x; t)  ()Cu + ~C donde C; ~C 2 R y a(u; x; t) es
localmente acotada. Entonces para todo T > 0, existe M(T ) > 0 tal que
u(x; t) M(T )(u(x; t)   M(T )) sobre R [0; T ].
3.2 Sistema de ujo cuadratico con fuente
Consideremos el problema de Cauchy relacionado a la ley de conservacion
de ujo cuadratico con fuente regularizada:
8<:ut +
1
2
(3u2 + v2)x + g1(u; v; x; t) = " uxx ;
vt + (u v)x + g2(u; v; x; t) = " vxx ;
(3.5)
con datos iniciales medibles acotados
u(x; 0) = u0(x) ;
v(x; 0) = v0(x)  0 ; (3.6)
donde g1(u; v; x; t) y g2(u; v; x; t) son funciones continuas localmente Lip-
schitz respecto a u; v, acotadas y continuas para x; t. La solucion local
esta garantizada por el teorema 2.1, es decir la solucion (u"; v") al pro-
blema (3.5)-(3.6), es de clase C1(R (0; )) y ademas ju"(x; t)j  2M y
jv"(x; t)j  2M , ahora busquemos los estimativos a priori.
Sean U = (u; v)T , F el mapeo de R2 en R2 denido por:
F : (u; v) 7 !

3
2
u2 +
1
2
v2; u v

;
y G el mapeo de R4 en R2 denido por
G : (u; v; x; t) 7 ! (g1(u; v; x; t); g2(u; v; x; t))T ;
entonces (3.5) se convierte en
Ut + dF Ux +G = "U ; (3.7)
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donde
dF =

3u v
v u

;  =
 
@2
@x2
0
0 @
2
@x2
!
:
Calculos simples muestran que los valores propios de la matriz dF
son
1 = 2u  s1=2 ;
2 = 2u+ s
1=2 ;
donde s = u2 + v2 y los invariantes de Riemann del sistema (3.5) son
funciones w(u; v) y z(u; v) que satisfacen las ecuaciones
wu(s
1=2   u)  v wv = 0 ;
zu(s
1=2 + u) + v zv = 0 ;
La solucion a estas ecuaciones es:
w(u; v) = u+ s1=2 ;
z(u; v) = u  s1=2 :
Proposicion 3.4. Supongamos que g1(u; v; x; t), g2(u; v; x; t) satisfacen
wu g1 + wv g2  C1w + C2 ;
zu g1 + zv g2  C3z + C4 ; (3.8)
donde C1; C2; C3; C4 2 R y g2(u; v; x; t) = vh(u; v; x; t), donde h(u; v; x; t)
es una funcion continua para (u; v), acotada y continua para (x; t), en-
tonces el problema de Cauchy (3.5){(3.6) tiene unica solucion
(u"(x; t); v"(x; t)) y satisface que para todo T > 0, ju"(x; t)j  M(T ),
0 < c("; t)  v"(x; t)  M(T ) sobre R  [0; T ], donde M(T ) es una
constante positiva la cual es independiente de ", c("; t) es una funcion
positiva, la cual puede tender a cero cuando " tiende a cero o t tiende a
innito.
Demostracion. Haciendo calculos simples tenemos que
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wu = 1 +
up
s
; wv =
vp
s
; wuu =
v2
s
3
2
; wuv =  uv
s
3
2
; wvv =
u2
s
3
2
;
zu = 1  up
s
; zv =   vp
s
; zuu =   v
2
s
3
2
; zuv =
uv
s
3
2
; zvv =  u
2
s
3
2
:
Multiplicando (3.7) por la izquierda con rw y teniendo en cuenta
que rwdF = 2rw(ver [4]), obtenemos que
wt + 2wx + (wu g1 + wv g2) = "wxx
 " (wuu u2x + 2wuv ux vx + wvv v2x) ;
de manera similar, se tiene que,
zt + 1 zx + (zu g1 + zv g2) = " zxx   " (zuu u2x + 2 zuv ux vx + zvv v2x) :
Considerando el ultimo termino de las dos ultimas ecuaciones, pode-
mos ver que
wuu u
2
x + 2wuv ux vx + wvv v
2
x =
1
s3=2
(v ux   u vx)2 > 0 ;
zuu u
2
x + 2 zuv ux vx + zvv v
2
x =  
1
s3=2
(v ux   u vx)2 < 0 :
Teniendo en cuenta lo anterior y las desigualdades (3.8) tenemos que
wt + 2wx + C1w + C2  "wxx ;
zt + 1 zx + C3 z + C4  " zxx : (3.9)
Si consideramos (3.9) como desigualdades en las variables w y z y apli-
camos el corolario 3.3 obtenemos w(u"; v")  N(T ), z(u"; v")   N(T )
sobre R  [0; T ], donde N(T ) es independiente de " y T es cualquier
numero real positivo. De acuerdo a esto podemos encontrar unM(T ) > 0
tal que ju"(x; t)j  M(T ), jv"(x; t)j  M(T ) sobre R  [0; T ] y en vista
del lema 3.1 tenemos que 0 < c("; t)  v"(x; t) M(T ).
X
Nota 1. Se puede ver que existen funciones g1 y g2 que satisfacen la
condicion (3.8) por ejemplo:
178 M. Ceron, Soluciones viscosas
g1(u; v; x; t) =
p
u2 + v2 1(x; t) ;
g2(u; v; x; t) =
v
v2 + u2 + 1
2(x; t) ;
donde i(x; t) son continuas y ji(x; t)j  Ki, para (x; t) 2 R  [0;1),
Ki  0, i = 1; 2.
De hecho teniendo en cuenta que
jwuj = 1 + up
s
 2 ; jwvj = jvjp
s
 1 ;
jzuj = 1  up
s
 2 ; jzvj = jwuj :
w  0, z  0.
Obtenemos:
g1wu = (
p
u2 + v2 1(x; t))

1 +
up
s

= 1w   K1w ;
g2wv = (v h(u; v; x; t))

vp
s

=
v2p
v2 + u2(v2 + u2 + 1)
2   K2 :
De donde wug1 + wvg2   K1w  K2.
g1 zu = (
p
u2 + v2 1(x; t))

1  up
s

=  1 z   K1 z ;
g2 zv = (v h(u; v; x; t))

  vp
s

=   v
2
p
v2 + u2(v2 + u2 + 1)
2  K2 :
Por lo tanto zug1 + zvg2   K1z +K2.
3.3 Sistema Le Roux con fuente
Consideremos el problema de Cauchy relacionado a el sistema de Le Roux
con fuente regularizado:
(
ut + (u
2 + v)x + f(u; v; x; t) = " uxx ;
vt + (uv)x + g(u; v; x; t) = " vxx ;
(3.10)
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con datos iniciales medibles acotados
u(x; 0) = u0(x) ;
v(x; 0) = v0(x)  0 ; (3.11)
donde f(u; v; x; t) y g(u; v; x; t) son funciones continuas localmente Lip-
schitz respecto a u; v, acotadas y continuas para x; t. La solucion local
esta garantizada por el teorema 2.1, es decir la solucion (u"; v") al pro-
blema (3.10)-(3.11), es de clase C1(R (0; )) y ademas ju"(x; t)j  2M
y jv"(x; t)j  2M , ahora busquemos los estimativos a priori.
Sea U = (u; v)T y F el mapeo de R2 en R2 denido por:
F : (u; v) 7 ! (u2 + v; u v) ;
y G el mapeo de R4 en R2 denido por
G : (u; v; x; t) 7 ! (f(u; v; x; t); g(u; v; x; t))T ;
entonces (3.10) se convierte en
Ut + dFUx +G = "Uxx ; (3.12)
donde
dF =

u 1
v u

;  =
 
@2
@x 0
0 @
2
@x
!
:
Calculos simples muestran que los valores propios de la matriz dF
son
1 =
1
2
(3u D) ;
2 =
1
2
(3u+D) ;
donde D =
p
u2 + 4v y los invariantes de Riemann del sistema (3.10) son
funciones w(u; v) y z(u; v) que satisfacen las ecuaciones
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wu   u+D
2
wv = 0 ;
zu   u D
2
zv = 0 :
La solucion a estas ecuaciones es:
w(u; v) = u+D ;
z(u; v) = u D ;
Proposicion 3.5. Supongamos que f(u; v; x; t), g(u; v; x; t) satisfacen
wu f + wv g  C1w + C2 ;
zu f + zv g  C3 z + C4 ;
donde C1; C2; C3; C4 2 R y g(u; v; x; t) = vh(u; v; x; t), donde h(u; v; x; t)
es una funcion continua para (u; v), acotada y continua para (x; t), en-
tonces el problema de Cauchy (3.10){(3.11) tiene unica solucion
(u"(x; t); v"(x; t)) y satisface que para todo T > 0, ju"(x; t)j  M(T ),
0 < c("; t)  v"(x; t)  M(T ) sobre R  [0; T ], donde M(T ) es una
constante positiva la cual es independiente de ", c("; t) es una funcion
positiva, la cual puede tender a cero cuando " tiende a cero o t tiende a
innito.
Demostracion. Haciendo calculos simples tenemos que
wu = 1 +
u
D
; wv =
2
D
; wuu =
4v
D3
; wuv =   2u
D3
; wvv =   4
D3
;
zu = 1  u
D
; zv =   2
D
; zuu =   4v
D3
; zuv =
2u
D3
; zvv =
4
D3
:
Multiplicando (3.12) por la izquierda con rw y teniendo en cuenta
que rwdF = 2rw obtenemos:
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wt + 2wx + (wu f + wv g)
= "wxx   " (wuu u2x + 2wuv ux vx + wvv v2x)
= "wxx   "

4v
D3
u2x  
2u
D3
ux vx   4
D3
v2x

= "wxx   "
D3
((D + u)ux + 2 vx) ((D   u)ux   2 vx)
= "wxx   "
D

1 +
u
D

ux +
2
D
vx
 
1  u
D

ux   2
D
vx

= "wxx   "
D
wx zx ;
de manera similar, se tiene que,
zt + 1 zx + (zu f + zv g) = " zxx   " (zuu u2x + 2 zuv ux vx + zvv v2x)
= " zxx +
"
D
wx zx :
Ahora de (3.13) tenemos que
wt +

2 +
"
D
zx

wx + C1w + C2  "wxx ;
zt +

1   "
D
wx

zx + C3 z + C4  " zxx:
Si consideramos (3.13) como desigualdades en las variables w y z
y aplicamos el corolario 3.3 obtenemos w(u"; v")  N(T ), z(u"; v") 
 N(T ) sobre R  [0; T ], donde N(T ) es independiente de " y T es
cualquier numero real positivo. De acuerdo a esto podemos encontrar un
M(T ) > 0 tal que ju"(x; t)j  M(T ), jv"(x; t)j  M(T ) sobre R  [0; T ]
y en vista del lema 3.1 tenemos que 0 < c("; t)  v"(x; t) M(T ).
X
Nota 2. Se puede ver que existen funciones f y g que satisfacen la
condicion (3.13) por ejemplo:
f(u; v; x; t) =
p
u2 + 4v + 11(x; t) ;
g(u; v; x; t) =
uv2
v2 + u2 + 1
2(x; t) ;
donde i(x; t) son continuas y ji(x; t)j  Ki, para (x; t) 2 R  [0;1),
Ki  0, i = 1; 2. De hecho teniendo en cuenta que
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jwuj = 1 + u
D
 2 ; jwvj = 2
D
;
jzuj = 1  u
D
 2 ; jzvj = jwuj ;
w  0, z  0.
Obtenemos:
f wu = (
p
u2 + 4v + 11(x; t))

1 +
u
D

  K1

1 +
u
D

(
p
u2 + 4v + 1)
  K1w   2K1 ;
g wv = (v h(u; v; x; t))

2
D

=
2uv2p
u2 + 4v(v2 + u2 + 1)
2
= 2
up
u2 + 4v
v2
(v2 + u2 + 1)
2
  2K2 :
de donde wuf + wvg   K1w   2(K1 +K2).
f zu = (
p
u2 + 4v + 11(x; t))

1  u
D

 K1

1  u
D

(
p
u2 + 4v + 1)
  K1 z + 2K1 ;
g zv = (v h(u; v; x; t))

  2
D

=   2uv
2
p
u2 + 4v(v2 + u2 + 1)
2
=  2 up
u2 + 4v
v2
(v2 + u2 + 1)
2
 2K2 :
de donde zuf + zvg   K1z + 2(K1 +K2).
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