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ABSTRACT
The steady-state response of amidlatitude storm track to large-scale extratropical thermal forcing and eddy
friction is investigated in a dry general circulation model with a zonally symmetric forcing. A two-way
equilibration is found between the relative responses of the mean baroclinicity and baroclinic eddy intensity,
whereby mean baroclinicity responds more strongly to eddy friction whereas eddy intensity responds more
strongly to the thermal forcing of baroclinicity. These seemingly counterintuitive responses are reconciled
using the steady state of a predator–prey relationship between baroclinicity and eddy intensity. This re-
lationship provides additional support for the well-studied mechanism of baroclinic adjustment in Earth’s
atmosphere, as well as providing a newmechanism whereby eddy dissipation controls the large-scale thermal
structure of a baroclinically unstable atmosphere. It is argued that these two mechanisms of baroclinic ad-
justment and dissipative control should be used in tandem when considering storm-track equilibration.
1. Introduction
Midlatitude storm tracks are one of the primary drivers
of regional and global climate variability, because they
redistribute heat, momentum, and moisture. The long-
term behavior of storm tracks is highly dependent on
diabatic and frictional processes, but this dependency is
complex and a major source of climate model biases
(Harvey et al. 2013; Zappa et al. 2014, 2015; Pithan et al.
2016). The result is a large uncertainty in climate change
predictions, the reduction of which requires better un-
derstanding of the underlying dynamics (Shepherd 2014).
Storm tracks are characterized by maxima of baro-
clinic instability, arising from the radiative imbalance
between the pole and equator. Within storm tracks,
available potential energy of the mean large-scale flow
fuels eddies that in turn modify both the barotropic and
baroclinic characteristics of the mean flow. The baro-
tropic characteristics include jet latitude and wind
speed, both of which are modified by eddy momentum
fluxes. The baroclinic characteristics relate to the ther-
mal properties of the mean flow, such as the mean me-
ridional temperature gradient (which, by thermal wind
balance, is proportional to the vertical shear of the mean
flow). It is the interaction between the eddies and the
baroclinic characteristics of the mean flow that is often
seen as the primary control of midlatitude storm tracks
(e.g., Pedlosky 1992; James 1994; Novak et al. 2017).
Focusing therefore on this baroclinic eddy–mean flow
interaction, Ambaum and Novak (2014) proposed a
heuristic model that was later found to reproduce some
detailed properties of the temporally oscillating behav-
ior of the North Atlantic and North Pacific storm tracks
(Novak et al. 2017). The model is a two-dimensional
dynamical system:
ds
dt
5F2 f , (1)
df
dt
5 2f (s2D) , (2)
where s52kdT/dy is baroclinicity and f 5 kl2[y*T*] is
meridional eddy heat flux scaled by a constant k and a
meridional wavenumber l. Square brackets denote the
zonal mean and asterisks the perturbations thereof.
Baroclinicity can be viewed as measuring the growth
rate of baroclinic eddies and heat flux as measuring
storm-track activity (reflecting both eddy density and
intensity). The model assumes that the system is mainly
forced by a constant thermal forcing of the baroclinicity
F and linearly damped by eddy dissipation Df. The as-
sumption of a negligible eddy input and mean output
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can be justified using observations of global energetics
(Oort 1964), where most of the energy input is into the
mean available potential energy (proportional to global
baroclinicity) and most of the output is via frictional
dissipation of eddy energy. The evolution of eddies
[Eq. (2)] is derived from the unstable modes of baroclinic
instability, where the generating rate by the background
baroclinicity is balanced by the dissipation rate of eddies.
The reader is referred to Ambaum and Novak (2014) for
more a detailed discussion of this model.
The temporal evolution of Eqs. (1) and (2) is analogous
to an ecological predator–prey relationship, whereby
baroclinicity (prey) is periodically eroded by bursts of
eddy heat flux (predator) that mixes temperature hori-
zontally downgradient. This relationship maintains the
system in a state that oscillates between being marginally
stable andmarginally unstable with respect to the intense
bursts in storm-track activity (Novak et al. 2017). As
AmbaumandNovak (2014) noted, the value of baroclinicity
around which the system oscillates between marginal
stability and instability is equal to the eddy dissipation
constant D in Eq. (2).
In steady state, the Ambaum–Novak model predicts
the following two-way equilibration. Baroclinicity is
independent of the thermal forcing that replenishes it in
the time-varying picture but is proportional to eddy
dissipation (s 5 D). On the other hand, steady-state
storm-track activity is independent of the eddy dissipa-
tion that damps storm tracks in the time-varying picture
but is proportional to thermal forcing of large-scale
baroclinicity (f 5 F).
Despite the idealized and perhaps counterintuitive
nature of the Ambaum–Novak model predictions, ex-
isting numerical simulations of the ocean seem to agree
with them. For example, in eddy-resolving models of the
Southern Ocean, an increase in wind stress (forcing of
the mean baroclinicity) has been observed to be asso-
ciated with insensitivity of the mean baroclinicity but a
rapid increase in eddy activity in steady state (Munday
et al. 2013). This process is called ‘‘eddy saturation.’’
Recent work of Marshall et al. (2017) has also shown
that changes in the bottom drag (via which eddy en-
ergy dissipates in the time-varying picture) only affect
the large-scale baroclinicity in steady state, while eddy
energy remains largely unaffected. Thus, Marshall
et al. (2017) conclude that their results are consistent
with the Ambaum–Novak model predictions except
for the limiting cases of vanishing friction and vanishing
wind stress.
The atmospheric system is in some ways more com-
plicated than the oceanic one, with the location of eddy
generation often coinciding with the location of eddy
dissipation, especially in more zonally uniform storm
tracks, such as the one over the Southern Ocean.
Moreover, the radiative forcing of baroclinicity (as op-
posed to the wind-driven mechanical forcing in the
ocean) may directly result in large changes in static
stability throughout the depth of the atmosphere. Ad-
ditionally, with the atmospheric storm tracks being
closely interlinkedwith the poleward edge of theHadley
cell, global changes in the radiative forcing or friction
can provide direct feedbacks from the tropics into the
midlatitudes and thus dominate the steady-state responses
(e.g., Mbengue and Schneider 2013; Polichtchouk and
Shepherd 2016).
Furthermore, a lower thermal expansion coefficient in
the oceans has been shown to be associated with dif-
ferent eddy characteristics, such as larger scales of the
eddies compared to the deformation scale, reduced
eddy diffusivity, and the presence of barotropic inverse
cascades (Jansen and Ferrari 2012, 2013). The inverse
cascade does not dominate in the midlatitude atmo-
sphere (O’Gorman and Schneider 2007), because of
Earth’s limited domain size relative to the deformation
scale (Zurita-Gotor and Vallis 2009). Baroclinic eddies
therefore often interact directly with the mean barotropic
flow, in addition to being able to reduce the baroclinicity,
and their barotropic feedbacks may substantially in-
tervene with the baroclinic eddy–mean flow interaction.
In spite of these additional complexities, the steady
state of Eq. (1) (i.e., f 5 F) has already been shown to
hold approximately in the atmosphere. For example,
vertical wind shear has been observed to change only by
25% compared to meridional eddy heat flux variability
of 280% in response to seasonal changes in radiative
thermal forcing (Stone 1978). Additionally, scaling ar-
guments (Stone 1978; Jansen and Ferrari 2013) and
GCM studies (Schneider and Walker 2006; Zurita-
Gotor and Vallis 2009) have shown that by being able to
reduce the vertical wind shear and increase the static
stability of the mean flow, eddies can modify the isen-
tropic slope (a measure of the mean baroclinicity) to
prevent it from becoming supercritical (steeper than
unity), a process called baroclinic adjustment (Stone
1978). It has also been found that, under some param-
eter settings, the flow can in fact become supercritical,
but sensitivity to thermal forcing is relatively low com-
pared to changing other parameters such as the planet
size (Jansen and Ferrari 2013; Zurita-Gotor and Vallis
2009). Additionally, for weak enough baroclinicity, static
stability change can dominate the eddy-induced baro-
clinic adjustment, leading to subcritical flows (Schneider
and Walker 2006). Nevertheless, the above studies agree
that for parameters close to Earthlike values, eddies
maintain baroclinicity more or less insensitive to diabatic
forcing so that the isentropic slope remains close to unity.
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The novel aspect of the steady-state prediction of the
Ambaum–Novak model is that the mean thermal wind
is controlled by eddy dissipation [i.e., steady state of
Eq. (2), s 5 D]. Eddy dissipation represents the com-
bined effect of frictional and diabatic dissipation of
eddies as well as their advection out of the domain of
interest. On Earth, it is the eddy friction that dominates
the total global eddy dissipation (e.g., Oort 1964).
Existing modeling experiments of the atmosphere
suggest that themean flow is sensitive nonmonotonically
to surface friction because of opposing effects of eddy
and mean friction; baroclinicity increases with increas-
ing eddy friction when the total friction is strong but also
increases with increasing mean friction when the total
friction is weak (Chen et al. 2007; Zurita-Gotor and
Vallis 2009). In addition, Zhang et al. (2012) have found
that for sufficiently strong friction, increasing eddy
friction increases the meridional temperature gradient
while leaving eddy kinetic energy largely unaffected in a
quasigeostrophic channel model. These findings suggest
that for strong enough friction the Ambaum–Novak
argument should work, but this conclusion is not ro-
bustly supported or tested in tandem with the baroclinic
adjustment mechanism by published studies.
Despite the promising findings above, there are
some arguments that are seemingly contradictory to the
Ambaum–Novak predictions. For example, Chen et al.
(2007) have found strong dependency of storm-track
activity to eddy frictional dissipation in a dry GCM,
while the predictions above are for eddies and eddy
friction to be independent. Furthermore, O’Gorman
(2010) and O’Gorman and Schneider (2008) find that in
an idealized GCM and in more complex climate models
the steady-state mean available potential energy is di-
rectly proportional to the thermal mean forcing of the
meridional temperature gradient, yet the Ambaum–
Novak model prediction is for these to be independent
in the steady state.
This paper tests the Ambaum–Novak model predic-
tions in tandem, using a dry intermediate-complexity
GCM with a zonally uniform storm track. Using this
GCM setup allows the diabatic forcing and eddy
friction to be imposed separately while retaining the
main realistic features of an Earthlike atmospheric
circulation. This would not be possible with complex
climate models or observations. In addition, the ex-
periments are implemented in a perpetual equinox so
that the GCM can equilibrate and its time mean can
be compared to the steady-state predictions of the
Ambaum–Novak model. Understanding the sensitiv-
ity of baroclinic eddies and mean baroclinicity is of
high relevance for understanding storm-track equili-
bration in changing climates, as well as their sensitivity
to drag parameterizations in complex models (e.g.,
Pithan et al. 2016).
Section 2 describes the model and the setup of the
experiments. To test the Ambaum–Novak predictions,
section 3 presents responses of baroclinicity and eddy
heat fluxes to thermal forcing and eddy friction. Section 4
tests the robustness of these predictions using the re-
sponses of the eddy and mean baroclinic energy terms.
Section 5 further investigates responses of the isentropic
slope and criticality. Section 6 summarizes the findings and
discusses them in light of the existing literature.
2. Model setup
The Portable University Model of the Atmosphere
(PUMA; Fraedrich et al. 1998) is a dry dynamical core
of a global circulation spectral model based on that of
Hoskins and Simmons (1975). The setting of 20 equally
spaced sigma levels and T42 horizontal resolution
(corresponding to 2.8158) was used, since this resolution
was found to be sufficient for the study of similar mid-
latitude dynamics in a similar GCMbyChen et al. (2007).
Additionally, PUMA with this resolution was found to
produce realistic storm tracks (e.g., Fraedrich et al. 2005),
which exhibit the predator–prey-like oscillations in bar-
oclinicity and heat flux that were observed in the North
Atlantic and North Pacific (Novak et al. 2017). All ex-
periments were run for 21 years of perpetual equinox.
The first spinup year was discarded from the time-mean
averages, following Fraedrich et al. (2005).
The diabatic and frictional effects in the GCM are
imposed as inHeld and Suarez (1994).More specifically,
diabatic processes are represented by Newtonian cool-
ing with a time-scale tT , and friction is Rayleigh
damping of divergence D and vorticity z with a time-
scale tF . The model equations are therefore forced as
follows:
›T
›t
5   2T2Tr
t
T
2H
T
, (3)
›z,D
›t
5   2z,D
t
F
2H
z,D
, (4)
where the H terms represent hyperdiffusion that pa-
rameterizes subgrid-scale mixing and dissipation. Both
the thermal-damping time-scale tT and the frictional
time-scale tF are functions of height, and tT is also a
function of latitude.
In the control experiment, tF is 1 day at the surface
and increases to infinity at s5 0:7; tT is 0.25 days at the
equatorial surface and 40 days at the poles and in the
upper troposphere. There is no orography, and the pole-
to-equator temperature difference ofTr is set to be 60K,
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and Tr is isothermal in the stratosphere. This setup is
identical to that in Held and Suarez (1994).
To test the Ambaum–Novak model predictions (i.e.,
F 5 f and s 5 D), the equator–pole heating/cooling
profile of the GCM was varied in order to simulate
changes in F, and eddy friction was varied in order to
simulate changes in D. Although diabatic thermal
forcing and eddy friction do not exclusively represent
the total F and D (which also include advective pro-
cesses and eddy heating/cooling, both of which are dif-
ficult to impose locally externally), they are nevertheless
the dominant processes in zonally symmetric storm
tracks such as those considered here (e.g., Hoskins and
Hodges 2005).
Explorative results (not presented) revealed that im-
posing eddy friction or thermal forcing globally affects
the stratification within the Hadley cell. This tropical
response dominates the response in the midlatitude
storm-track intensity and latitude, agreeing with the
experiments of Polichtchouk and Shepherd (2016) and
Mbengue and Schneider (2018). Since responses of
the Hadley cell are not the focus of this study, both
the thermal forcing and eddy friction changes were
limited to higher latitudes with their weighting functions
displayed in Fig. 1. Note that the general results are not
sensitive to the precise form of these weighting functions
as long as the strong tropical response is not triggered.
The thermal forcing was imposed by adding a baro-
tropic tropospheric polar anomaly to the time-invariant
temperature field toward which the model is restored
[i.e., Tr in Eq. (3)]. Cooling over the polar region in-
creases the large-scale meridional temperature gradient
in theTr field, thus acting as a positive thermal forcing of
the large-scale baroclinicity. Centering the temperature
anomaly over the poles ensures that the forcing of the
baroclinicity is of the same sign everywhere while still
forcing the midlatitudes substantially. Since the thermal
forcing and the restoration temperature field are zonally
symmetric, only the zonal-mean baroclinicity is being
forced directly. The ‘‘polar T anomaly’’ in the plots
below refers to the maximum value of this barotropic
temperature anomaly, which is highest over the poles
and decreases toward the equator (as shown by the
dashed line in Fig. 1).
Note that even though a large part of the heating/
cooling is applied outside of the storm-track region, the
large-scale temperature gradients that the baroclinic
eddies feed on are nevertheless affected substantially.
The storm track therefore responds by equilibrating as
shown in the following sections. Repeating these ex-
periments with a forcing that extends further into the
midlatitudes (not shown) triggers the dominant tropical
response discussed above.
In our results below, the forcing is diagnosed as TR/tT ,
rather than (TR2T)/tT in order to cleanly isolate the
atmospheric adjustment to the external forcing from the
external forcing itself. However, the difference between the
two ways of characterizing the forcing is quite small since
the temperature damping term of the Newtonian cooling
responds in such away that it increases slightly whereTR/tT
is forced to increase and vice versa. It was found that, for
example, a 50–60-K meridional temperature difference in
the TR gradient corresponds to a 20% change in the
‘‘TR-only forcing’’ and 35% in the ‘‘TR2T forcing.’’ The
result would be slightly more sensitive responses for the
latter forcing, but the conclusions would remain the same.
Following Chen et al. (2007), changes in the frictional
time scale tF were applied only to zonal wavenumbers
larger than zero so as to limit these changes to eddies
only. These frictional changes were applied to a band of
extratropical latitudes (weights shown by the solid line
in Fig. 1). Eddy dissipation can also be simulated in this
idealized model setup by changing the thermal relaxa-
tion time scale tT . However, diabatic eddy processes act
as a sink of eddy energy in models with Newtonian
cooling parameterizations, whereas in the real world,
diabatic eddy processes are generally a source of eddy
energy (e.g., Oort 1964). Nevertheless, for the sake of
completion, a set of experiments where both the eddy
friction and eddy diabatic damping time scales were
changed was conducted and yielded qualitatively similar
results (not shown). The small sensitivity of the response
to the eddy diabatic damping and the ambiguity over
the role of eddy diabatic damping in the GCM are the
reasons why only the friction-based set of experiments is
FIG. 1. Meridional structure of the weight applied to the eddy
friction time scale wf and the weight applied to the barotropic
temperature anomaly wT used in the forced experiments. The pre-
cise formulation of these weights is not essential, but for the sake of
completion,wf 5max[0, 2(0:05f
281 0:01f22 1)(12 cos22f)] and
wT 5max[0, 2(0:1f
81 1)211 1]. Note that both weights were
normalized so that the highest value is one.
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presented below. The ‘‘eddy fric. timescale’’ in the plots
below refers to the value of tF at the surface in the
midlatitudes (where the solid line peaks in Fig. 1).
The results below are from a control run, 19 refer-
ence runs (where one of the thermal forcing or eddy
friction was being kept at the control value; these runs
were used for spatial analysis of the responses), and
70 runs where both thermal forcing and eddy friction
were changed (to indicate the robustness of the re-
sponses). The polar temperature anomaly range is
[220, 217.5, 215, 212.5, 210, 27.5, 25, 22.5, 0, 2.5,
5, 7.5, 10, 12.5, 15] K and the frictional time-scale
range is [0.5, 0.7, 1, 1.3, 1.6, 2] days. Although the thermal
forcing and eddy friction changes are imposed in different
ways, their rangeswere initially selected to have a broadly
similar mass-weighted effect. In other words, the friction
only operates in the lowest 300hPa, and the maximum
(minimum) values of its rangewere selected to be a factor
of 2 smaller (larger) than in the control run. This is ap-
proximately equivalent to the factor of 1.3 for the same
damping imposed over the whole tropospheric column
(i.e., 800hPa). This factor was therefore applied to the
thermal forcing. The choice of these ranges is justified a
posteriori by the similarity of the magnitude of the re-
sponses of the global circulation across these ranges
(shown in section 2b). Nevertheless, the precise choice of
the ranges is not imperative for the results presented
below, as it does not affect the relative responses of heat
flux and baroclinicity.
a. Control run
The zonal and time averages of temperature, zonal
wind, mean overturning circulation, baroclinicity, and
eddy heat flux of the control run are displayed in Fig. 2.
The heat flux [y*T*] is computed using the products
of the meridional wind and temperature anomalies from
the zonal mean, where the square brackets denote zonal
mean, the asterisks are the departures from it, and the
bar is the timemean. Baroclinicity is diagnosed using the
maximum Eady growth rate (EGR), which is a common
estimation of the linear growth rate of baroclinic eddies
(e.g., Hoskins and Valdes 1990):
EGR5 0:31f N
 21
dU/dZ
 
, (5)
where f is the Coriolis parameter, N the static stability,
U the zonal wind, Z the geopotential height, and the ver-
tical gradient was calculated using the central difference
method. The mean overturning circulation is diagnosed
using the mass streamfunction

2pa cosfg21
Ð p
0
[y]dp0

.
Figure 2 shows that the control run produces a clear
subtropical jet, which has an extended eddy-driven
branch reaching lower levels on the poleward side, near
the latitude of the maxima of eddy heat flux and bar-
oclinicity. The Hadley and Ferrel overturning cells are
also apparent. Since the control parameters were se-
lected tomimic Earth’s atmosphere, comparisonwith the
ERA-40 atlas (Kållberg et al. 2005) confirms that the
wind and overturning streamfunction patterns and values
are comparable to the spring Southern Hemisphere with
both the subtropical and eddy-driven jets being present
at 308 and 458 latitude, respectively. The subtropical jet
is a little weaker in PUMA, and theHadley cell is weaker
in the upper levels, which is expected in a system with
no moisture (Kim and Lee 2001). The potential tem-
perature, eddy heat flux, and baroclinicity fields are also
comparable to the observed ones (e.g., Kållberg et al.
2005; Novak et al. 2015).
FIG. 2. Control experiment, showing (left) the zonal-mean zonal wind (contours at 10, 20, and 30m s21) and the
mean meridional overturning circulation (colors; kg s21) and (right) the potential temperature (colors; K), me-
ridional heat flux (thin contours at showing 5, 10, 15, and 20Km s21) and maximum Eady growth rate (thick black
contour; 0.5 day21).
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b. Location of circulation response
To check that the response in the equatorward part of
the Hadley cell does not dominate the global response,
Fig. 3 shows the vertically averaged overturning circu-
lation and thermal wind for the reference runs (i.e.,
where either eddy friction or thermal forcing is kept
constant). The Ferrel cell responds most strongly by
shifting in latitude and only slightly in strength. It moves
poleward by about 58 with both reduced friction (i.e.,
increased eddy friction time scales) and increased ther-
mal forcing (i.e., a more negative polar temperature
anomaly). This shift is associated with the thermal wind
developing a secondarymaximum on the poleward flank
of the Hadley cell (associated with the subtropical jet)
that maintains the Hadley cell fixed equatorward of
308N. Despite the similar latitudinal shifts in the Ferrel
cell for both thermal forcing and eddy friction, the
strength of the associated thermal wind maximum that
marks the eddy-driven jet is much more sensitive to
eddy friction than to the thermal forcing. Because the
thermal wind is closely related to baroclinicity, this re-
sponse is discussed further in the next section.
3. Local baroclinicity and eddy heat flux
Since the Ambaum–Novak predictions are based
on the meridional eddy heat flux and baroclinicity,
Figs. 4a–d show these two quantities for the reference
runs. Baroclinicity and heat flux are computed as in the
previous section but here are limited to 775 and 850hPa,
respectively (following Hoskins and Valdes 1990).
Although there is never complete insensitivity to either
eddy friction or thermal forcing, it is apparent that heat
flux is more sensitive to the thermal forcing whereas
baroclinicity is more sensitive to the eddy friction. These
responses concur with the Ambaum–Novak prediction.
In accordance with the thermal wind in Fig. 3, Figs. 4e
and 4f show that the meridional temperature gradient
responses almost mirror the spatial responses in baro-
clinicity. Conversely, static stability (Figs. 4g,h) mirrors
the spatial response of the eddies, which is consistent
FIG. 3. Mass-weighted average of the overturning streamfunction between 925 and 250 hPa (colors; kg s21)
and thermal wind [black contours; m s22; defined as the difference between upper-level (250–200 hPa) and
low-level (925–700 hPa) zonal wind] for the reference runs when either (a) eddy friction or (b) thermal forcing
is changed. Dashed contours mark negative values. The tick marks are placed at values tested by the numerical
experiments.
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with Schneider and Walker’s (2006) observation that
eddies stabilize the large-scale flow. For the strongest
polar cooling, baroclinicity decreases slightly in intensity
even though the vertical wind shear is forced to increase.
This is because the response in static stability [N in
Eq. (5)] overcompensates slightly for the changes in the
vertical wind shear in these cases. This overcompensa-
tion has also been observed in GCMs used by Schneider
and Walker (2006) and Zurita-Gotor and Vallis (2009).
The rest of this section summarizes results of all
forced experiments, where both the eddy friction and
thermal forcing were varied. Both low-level zonal-mean
baroclinicity and eddy heat flux were averaged over a
baroclinic mixing zone in order to isolate the region
where eddies are strong enough to drive the baroclinic
equilibration [note that this was not necessary in
Marshall et al.’s (2017) channel model, where eddy
equilibration occurred throughout the whole domain].
This mixing zone is defined as the latitudes where the
low-level eddy heat flux is at least 70% of its maxi-
mum value, following Schneider and Walker (2008).
As opposed to the latter study, the baroclinic zone in
the current experiments varies substantially in its me-
ridional extent. This yields results that are not robust
for different thresholds of the heat flux percentage.
To correct for this, the present study uses the meridional
FIG. 4. (a),(b) Low-level heat flux, (c),(d) maximum Eady growth rate, (e),(f) meridional potential temperature
gradient, and (g),(h) squared static stability for the reference runs, i.e., experiments where either (left) eddy friction
or (right) thermal forcing is varied.
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width of the baroclinic zone of the control run (defined
as above), centered around the maxima in the heat flux
of the forced runs. This method yields more robust re-
sults for a wide range of heat flux thresholds used to
define the mixing zone.
The results in Fig. 5 show that the two-way equili-
bration predicted by the Ambaum–Novak model is ev-
ident. Baroclinicity and heat flux are proportional to the
eddy friction and thermal forcing, respectively, with no
strong relationships vice versa. These results are quali-
tatively similar for any reasonable heat flux percentage
values used to define the baroclinic zone (e.g., zones de-
fined using values of 30%–80% of heat flux maximum).
A closer inspection of the responses reveals that they
are relatively small compared to the amount of thermal
forcing or eddy friction applied. More specifically, for
a factor-of-2 change in the equator–pole temperature
gradient in the Tr field (i.e., the thermal forcing), the
heat flux increases by about 15%. On the other hand, a
factor-of-4 increase in eddy friction leads to a 10% in-
crease in baroclinicity. However, a one-to-one rela-
tionship between the forcing/friction and the responses
is not expected because of the inability to vary local
advective processes externally (as discussed in the pre-
vious section) and, more importantly, because of the
geographical restriction of the forcing/friction changes.
It is noted that stronger relationships between eddy
friction and baroclinicity and diabatic forcing and eddy
fluxes have been observed independently in channel
models used by previous studies where such restrictions
were not necessary (Zhang et al. 2012; Marshall et al.
2017). However, it is the relative response of baro-
clinicity and heat flux (in a more realistic atmosphere
of a spherical GCM) that is of interest in the present
study rather than the magnitude of the responses rel-
ative to the forcing/dissipation.
FIG. 5. (a),(b) Baroclinicity (at 775 hPa) and (c),(d) heat flux (at 850 hPa) for all experiments, both averaged in
latitude over the mixing zone (see text for details). Each line in (a) and (c) marks experiments with the same
thermal forcing, and each line in (b) and (d) marks experiments with the same eddy friction.
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4. Mean available potential energy and eddy energy
The mean available potential energy (APE) can be
viewed as the energy of the mean thermal state that can
be converted into eddies, and its variability in the mid-
latitudes is primarily modulated by eddy activity (Novak
and Tailleux 2018). In fact, in an idealized atmosphere
with a constant horizontal temperature gradient, the qua-
sigeostrophic (QG) form of APE [originally defined by
Lorenz (1955)] is proportional to the square of the domain-
integrated maximum Eady growth rate (Schneider 1981).
Moreover, eddy energy (the sum of kinetic and available
potential eddy energies) is a measure of eddy intensity.
When diagnosed locally within the storm track, the mean
APE and eddy energy may therefore be regarded as al-
ternative measures of baroclinicity and storm-track ac-
tivity, respectively. This section uses these measures and
further tests the Ambaum–Novak model predictions.
Many studies use Lorenz’s (1955) QG approximation to
diagnose APE over the storm-track zone (e.g., O’Gorman
and Schneider 2008; O’Gorman 2010). However, such lo-
cal calculations are in fact approximate estimates because
(i) they require the QG approximation and (ii) Lorenz’s
(1955) APE must be calculated over a domain with im-
permeable boundaries (i.e., the global domain) in order to
be formally correct.
Instead of using Lorenz’s (1955) classical definition of
global APE, this analysis therefore uses a version that
does not require the QG approximation and can be
formally defined locally. Nevertheless, having repeated
the analysis below for Lorenz’s (1955) QG APE in-
tegrated over the baroclinic zone, it was found that both
definitions yield qualitatively similar results.
The local APE was first introduced by Holliday and
McIntyre (1981) andAndrews (1981) and recently adapted
for diagnostic analysis in the atmosphere (Novak and
Tailleux 2018). This local APE is essentially the vertical
integral of the buoyancy forces between an actual state of
the atmosphere and a reference state at rest (e.g., Holliday
andMcIntyre 1981; Andrews 1981). Following Novak and
Tailleux (2018), the mean and eddy components of the
local APE are defined as
mean APE5
ðp
~pr
a [u], p00ð Þ2a u
r
p00, tð Þ,p00  dp00, (6)
eddy APE5
" ð ~pr
pr
a u, p00ð Þ2a u
r
p00, tð Þ, p00 dp00
#
, (7)
where a is the specific volume, u is the potential temper-
ature, ur the potential temperature of the reference state
(which is, in this case, defined as the global area-weighted
isobaric average of u, equivalent to the reference state of
Lorenz’s APE), p is the pressure, and pr and ~pr are the
reference pressures defined as
u
r
p
r
, t
 
5 u u
r
 
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r
, t
 
5 [u] . (8)
The double prime denotes an integration variable.
Again, the square brackets denote zonal mean, and the
bar is the time mean. More information on the local
APE can be found in Tailleux (2013) and Novak and
Tailleux (2018). The results below are integrated over
the depth of the troposphere (i.e., 1000–200hPa) and
averaged over the mixing zone.
The responses of the mean APE are very sensitive to
the choice of the mixing zone. However, for some cases,
such as most of the experiments in Figs. 6a and 6b
(where the mixing zone was defined as the region where
heat flux is within 55%of themaximum value), there is a
correspondence with the responses of the baroclinicity,
though the mean APE responses are somewhat weaker.
For polar warming, the responses show less agreement,
but this can be corrected (at the expense of the other
runs) by slightly changing the threshold value to redefine
the mixing zone. The high sensitivity to the choice of the
mixing zone also applies to the Lorenz APE definition.
This sensitivity is caused by the mean APE exhibiting a
minimum at the latitudes of the storm tracks (Fig. 7; thin
black contours), which is a consequence of both APE
definitions being defined to be proportional to the squared
departures from a horizontally constant reference state
of potential temperature. This makes its responses
largely nonlocal (Fig. 7; colors), and if the responses are
spatially complex as they are for the thermal forcing
(Figs. 7c,d), then different signs of the responses can be
obtained for slightly different heat flux thresholds used
to define the mixing zone (e.g., 30% and 70%, both of
which have been advocated by previous works). The
mean APE is therefore not an ideal diagnostic for the
equilibration of storm tracks. This is in contrast with
the maximum Eady growth rate or the isentropic slope
(below), both of which exhibit maxima in the center of
storm tracks, and their responses are much less sensitive
to the width of the mixing zone.
Eddy available potential and eddy kinetic energies
(Figs. 6c–f) can be viewed as measures of storm-track
activity, though one needs to be aware of the inclusion of
barotropic waves in these terms. The eddy APE changes
in accordance with the eddy heat flux, showing a con-
sistent increase in the response to polar cooling and a
weak sensitivity to eddy friction. The eddy kinetic en-
ergy exhibits amore complex behavior, but its baroclinic
component (Figs. 6g,h), extracted as in Chen (1983),
shows a very similar variability to that of the eddy APE
and eddy heat flux. Because both eddy energies exhibit
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FIG. 6. As in Fig. 5, but for (a),(b) the local mean APE (integrated vertically and averaged over the
baroclinic zone), (c),(d) global eddy APE, (e),(f) global eddy kinetic energy, and (g),(h) global baro-
clinic eddy kinetic energy. The global energy terms were computed as in Lorenz (1955), and the eddy
kinetic energy was split into its baroclinic part as per Chen (1983). Units are 105 Jm22.
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maxima only within themixing zone, these responses are
robust for both local and global averages.
The energy responses generally concur with the pre-
dicted two-way equilibration but also reveal additional
spatial complexity in the mean APE. This is due to its
nonlocal definition and the confinement of the storm
tracks to the midlatitudes. This complexity is obscured
in the global Lorenz APE formulation, which may give
a misleading picture of the APE responses within
storm tracks.
5. Criticality
As in Schneider and Walker (2006), criticality is de-
fined as
j5
f
b p
0
2 p
t
  	 ›y[u]
›
p
[u]
, (9)
where f is the Coriolis parameter, b its meridional de-
rivative, p0 the surface pressure, and pt the pressure of the
tropopause (estimated using the WMO definition as the
lowermost point, where the lapse rate is equal to or lower
than 2Kkm21). Here, ›y[u]/›p[u] is the isentropic slope
computed as the ratio of the meridional and vertical po-
tential temperature (zonal and time mean) gradients in
the low-level atmosphere. This section evaluates criti-
cality (and related quantities) on the 850-hPa level.
Before analyzing the bulk value of criticality, it is in-
sightful to examine the f /b ratio and the spatial structure
FIG. 7. Time-mean local APE [calculated using Eq. (6)] responses. The thin black contours show the absolute
values of the control run (starting at 5 3 105 J kg21 in the midlatitudes with intervals of 5 3 105 J kg21). The color
shading shows the anomalies from the control run of the extreme cases of the reference runs, viz., showing the runs
of (a) lowest and (b) highest eddy friction and the (c) highest and (d) lowest polar cooling. Units are 104 J kg21. The
absolute values of the heat flux field are also shown in the thick black contours (starting at 5 Km s21 with intervals of
5Km s21).
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of the isentropic slope (›y[u]/›p[u]) separately, as shown
in Figs. 8a and 8b for the reference runs only. The isen-
tropic gradient was scaled to have dimensions of criticality,
using the average f /b ratio across the baroclinic zone of the
control run, and (p02 [pt])
215R[T]/gp[H], with g being
the gravitational acceleration, R the gas constant for ideal
gas,T the temperature, p the pressure, andH the height of
the tropopause of the restoration temperature profile.
As with baroclinicity and local mean APE, eddy
friction increases the isentropic slope. In the case of
the thermal forcing, the eddy-induced static stability
response overcompensates again for the response in the
meridional temperature gradient. This results in a de-
crease in the isentropic slope of the actual state despite
the imposed increase of the isentropic slope in the
temperature restoration field [Tr in Eq. (3)]. This
overcompensation appears to be stronger than for
baroclinicity, because the isentropic slope has a stronger
dependence on N.
Figures 8c and 8d show a summary of all responses in
criticality, calculated using Eq. (9), again with a con-
stant f /b ratio but with a varying tropopause height, and
FIG. 8. Low-level dimensionless criticality response displayed as (a),(b) a scaled isentropic slope (colors) for the
reference runs, (c),(d) the isentropic slope scaledwith a variable tropopause height and constant f /b for all runs, and
(e),(f) criticality using a variable tropopause height and variable f /b for all runs. The values in (c)–(f) are aver-
aged over the baroclinic zone and computed on the 850-hPa level. Also displayed in (a) and (b) are the values of the
f /b ratio (105m).
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averaged over the baroclinic zone as in the previous
section. The responses follow those of the isentropic
slope, with a slight overcompensation by static stability
causing some reduction with polar cooling. It is also
evident that varying tropopause height has negligible
effect on the criticality.
The signs of the responses change dramatically if
criticality is calculated using f /b that is computed at the
mean latitude of the storm track, defined by Levine and
Schneider (2015) as
f
M
5
ðfP
fEQ
[y*T*]f dy
ðfP
fEQ
[y*T*]dy
, (10)
where f is the latitude, the square brackets denote zonal
mean and the asterisks perturbations thereof and fEQ
andfP are the equatorward and poleward boundaries of
the baroclinic zone, respectively. Criticality appears to
be more responsive to the thermal forcing than the eddy
friction (Figs. 8e,f).The steplike structure of changes in
Figs. 8e and 8f is the result of the low resolution of the
model setting. The changes in the storm-track latitude
(ranging between 388 and 448N) dominate the criticality
response.
As opposed to the measures of eddy growth discussed
above (i.e., baroclinicity,meanAPE, and isentropic slope),
the definition of criticality additionally includes b. If lat-
itudinal shifts of the storm track occur, then the b effect
dominates and causes criticality to decrease with a more
equatorward position of the storm track. Green’s (1960)
study of analytical models of baroclinic instability suggests
that the b effect mainly reflects changes in the eddy shape
and size rather than changes in the eddy growth rate. This
agrees with the apparent difference between the responses
of criticality and the other measures of eddy growth. The
other eddy growth measures are only weakly sensitive to
the latitude of the storm track, and they generally concur
with the Ambaum–Novak predictions.
6. Discussion and conclusions
It has been shown that the seemingly counterintuitive
two-way equilibration of storm tracks to extratropical
thermal forcing and eddy friction, as predicted by the
Ambaum–Novak model, can be generally simulated in
Earthlike model simulations. Eddies adjust to changes
in the thermal forcing of the mean baroclinicity, and the
mean baroclinicity adjusts to changes in the frictional
dissipation of eddies.
The response to thermal forcing is equivalent to the
generalized baroclinic adjustment of the atmosphere
(Zurita-Gotor and Lindzen 2001; Zurita-Gotor 2007)
and is reminiscent of the eddy saturation phenomenon
in the Southern Ocean [as studied by Munday et al.
(2013)]. Eddies act to maintain the flow near a point of
baroclinic neutrality by limiting their own growth rate.
They do this both by reducing the meridional tempera-
ture gradient and by increasing static stability via the
horizontal and vertical heat fluxes, respectively. Even in
quasigeostrophic atmosphericmodels with constant static
stability, the eddy meridional heat flux is sufficient to
keep the mean baroclinicity only weakly sensitive to the
baroclinicity forcing (Zurita-Gotor and Vallis 2009). In
the present GCM experiments, the strong responsiveness
of eddies to increased thermal forcing is apparent in eddy
heat flux, eddy APE, and baroclinic eddy kinetic energy.
In terms of the eddy friction–controlled equilibration,
the maximum Eady growth rate, mean APE, and isen-
tropic slope are all locally directly proportional to eddy
dissipation, while the (baroclinic) eddy quantities are
only weakly sensitive, as predicted. This relationship has
not been previously shown unambiguously, and it is ar-
gued here that it is the flip side of the baroclinic ad-
justment phenomenon. These two relationships should
be considered in tandem in the context of the equili-
bration of storm tracks. Both of these relationships have
already been observed in simulations of the Southern
Ocean, whereby oceanic eddies transfer their energy via
form drag to the bottom of the ocean where the energy
dissipates (Marshall et al. 2017).
However, the atmospheric GCM equilibration also
includes characteristics that are not predicted by the
Ambaum–Novak model. The midlatitude atmospheric
response on a sphere is spatially complex [more than in the
Marshall et al.’s (2017) channel model of the Southern
Ocean] because of the latitudinally restricted extent of
the midlatitude storm tracks. Beyond the storm tracks, the
eddies are unable to modify the thermal structure of the
atmosphere substantially, so care needs to be taken when
interpreting variables (such as the mean APE), whose
definitions depend on the global atmospheric state.
It should also be noted that changing the Newtonian
cooling term in theGCMexperiments [i.e.,Tr in Eq. (3)]
is not exactly equivalent to changing the constant dia-
batic forcing in the Ambaum–Novak model [i.e., F in
Eq. (1)]. In addition, the Ambaum–Novak model is also
unable to predict the GCM’s overcompensation by
static stability in response to thermal forcing, since the
Ambaum–Novak model assumes a constant static sta-
bility. Quasigeostrophic scaling suggests that thermal
forcing should affect the vertical heat fluxes more
strongly than the meridional heat fluxes (Zurita-Gotor
and Vallis 2009). In other words, even though the direct
thermal forcing is to increase the mean meridional
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temperature gradient (which is to a large extent reduced
by horizontal eddy increased heat fluxes), the invigorated
eddies also increase the mean static stability (by the their
vertical heat fluxes). If the latter effect dominates, then
the baroclinicity may be reduced (through the increased
static stability) even though the direct thermal forcing
was to increase it (by increasing the meridional temper-
ature gradient). This overcompensation is apparent in the
decreases in baroclinicity in some of the GCM experi-
ments in this study and is more pronounced for the is-
entropic slope (which has a higher dependency on static
stability than themaximumEady growth rate or themean
APE). The strength of this overcompensation also de-
creases with increasing eddy friction.
There are also limitations of using the GCM to sim-
ulate the atmospheric storm tracks. First, Held–Suarez
GCMs have additional nonlocal eddy dissipation through
thermal relaxation because of the Newtonian cooling ap-
proximation. Moreover, Zhang and Stone (2011) have
found that, for a coupled atmosphere–ocean system,
boundary layer processes are determined by thermal
damping, and the baroclinic adjustment can only be
achieved in the free troposphere. The GCM in this study
cannot reproduce these boundary layer processes that are
more characteristic of the real atmosphere. Furthermore,
moisture effects were neglected, and the associated latent
heat release and cloud feedbacks are likely to alter the
precise sensitivity of the equilibration (e.g., Hoskins and
Valdes 1990; Voigt and Shaw 2015; Ceppi et al. 2017). It
would therefore be insightful to repeat the above analysis
in a more realistic coupled model.
As well as the limitations of the GCM, the fact that the
Ambaum–Novak model lacks nonlinear barotropic in-
teractions between eddies and the mean flow (e.g., wave
breaking) and parameterizes all (direct and indirect) eddy
effects into a single variable may be attributed to the
smaller sensitivity of GCM responses relative to the pre-
dicted responses. Nevertheless, since other studies that
used simpler channel models (e.g., Zhang et al. 2012;
Marshall et al. 2017) were able to recover a much stronger
dependence than the present results, it is more likely that
this relatively small sensitivity is specific to using a GCM
rather than being due to an inability of the Ambaum–
Novak model to predict the fundamental equilibration.
It should be noted that the theoretical prediction of
this two-way equilibration is not a unique feature of
the Ambaum–Novak model. In fact, parallels can be
drawn with both Lorenz’s (1984) and Thompson’s (1987)
models, as discussed in Novak et al. (2017). In essence,
both types of equilibration ensure that, in a steady state,
the eddy dissipation rate matches the eddy growth rate
(baroclinicity) and that the forcing of the baroclinicity
matches the baroclinicity erosion by eddies. The presence
of this two-way equilibration in theoretical models, as well
as in atmospheric and oceanic GCMs, suggests that this is
a general feature of baroclinically unstable systems.
In terms of the implications for the large-scale circu-
lation, shifts in the overturning circulation and the as-
sociated midlatitude jet (as well as the eddy momentum
fluxes—not shown) were found to be of a comparable
magnitude for the thermal forcing and eddy friction
despite the nonsymmetric responses in baroclinicity
and baroclinic eddies. Although a detailed consideration
of momentum exchanges in this two-way equilibration is
the subject of a different study, the existence of the two-
way equilibration indicates that the baroclinicity–eddy
exchanges are the primary responses, concurring with the
numerical solutions described in Hart (1979). Neverthe-
less, the responses of the momentum fluxes and the me-
ridional overturning circulation are still an important
factor that determines the three-dimensional properties
of the baroclinic zone (e.g., Zurita-Gotor and Lindzen
2004; Blanco-Fuentes and Zurita-Gotor 2011; Nie
et al. 2013).
The comparable shifts in the latitude of the eddy-
driven circulation further demonstrate that such shifts are
not linearly related to the storm-track activity (a causal
link often used to explain jet shifts in climate models).
This agrees with existing theories (e.g., Thorncroft et al.
1993; Orlanski 2003; Rivière 2009), which suggest that
latitudinal jet shifts can be induced by changes in either
baroclinicity (which can modulates the sign of the domi-
nant momentum fluxes) or the strength of baroclinic
eddies (because of their default preference to supply
poleward momentum fluxes into the jet). The lack of
symmetry of the two-way equilibration of baroclinicity
and baroclinic eddies (and their independent ability to
modify the mean flow) may help better to understand the
uncertainty in the responses of the midlatitude storm
tracks and the associated jets predicted by comprehen-
sive climate models (Shepherd 2014). We are currently
analyzing the combined biases in baroclinicity and heat
fluxes in such climate models.
The rest of this section addresses the seemingly contra-
dictory issues with previous literature outlined in the in-
troduction. First, both the global-mean APE and eddy
kinetic energy have been observed to increase with radi-
ative forcing of storm tracks (O’Gorman and Schneider
2008; O’Gorman 2010), yet the Ambaum–Novak model
predicts that the mean APE should be insensitive to
this forcing (and storm-track activity). The mean APE
responses have been found to be spatially complex and
very sensitive to the choices used to define the baroclinic
mixing zone over which the mean APE is averaged. For
wide-enough mixing zones, a directly proportional re-
lationship between the forcing and mean APE can be
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found (though this relationship weakens for stronger eddy
friction), which is broadly consistent with the previous
studies. It is argued here that because of the nonlocal na-
ture of its definition, APE is not a good diagnostic of
storm-track equilibration. Nevertheless, it still agrees lo-
cally with the characteristics of the baroclinic adjustment
and the dissipative control discussed above.
Second, Chen et al. (2007) have found a strong de-
pendency of eddy kinetic energy to global eddy fric-
tional dissipation. In the experiments presented here,
this is true for the barotropic part of the eddy kinetic
energy but not for the baroclinic component. The latter
is proportional to eddy APE, both of which are only
weakly and nonmonotonically sensitive to eddy friction
(generally agreeing with the Ambaum–Novak pre-
dictions). Similarly, in the experiments of O’Gorman
and Schneider (2008) mentioned above, the eddy kinetic
energy is not divided into its barotropic and baroclinic
parts, which may be responsible for the observed pro-
portionality between the mean APE and eddy kinetic
energy when responding to changes in radiative forcing.
More insight may be gained by isolating the high-
frequency transient eddies from planetary-scale Rossby
waves, which have been found to have opposite effects on
the mean flow (Hoskins et al. 1983).
To conclude, the two-way equilibration to thermal
forcing and eddy friction predicted by purely baroclinic
theory can be observed in primitive equations of at-
mospheric, as well as oceanic, GCMs. This equilibra-
tion is characterized by a strong response in eddy
growth rate (measured by baroclinicity-like quantities)
to eddy friction and a strong response in baroclinic eddy
intensity to a mean temperature gradient forcing. The
two-way equilibration is of relevance to climate mod-
eling studies, where the circulation response to changes
in the global radiation and eddy dissipative parameter-
izations is still not fully understood.
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