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Introduction
Nowadays, the electro-coagulation process stands out as one of the most promising technologies for removing soluble pollutants from wastewaters [1] . This due to its high-energy efficiency, selectivity, cost effectiveness, very low sludge generation and very good settling properties of the precipitates produced. Additionally, the low current requirement allows the electro-coagulation process to be run by green energy sources such as solar power, wind mills and fuel cells, which represents another advantage of the method [2] .
In literature, many different mathematical approaches based on physico-chemical processes aim to describe the electro-coagulation treatment of various kinds of wastewaters. In the work carried out by Szpyrkowicz [3] , empirical equations, including information about the effect of the coagulant properties, the current density applied, and its corresponding coagulant dose, were developed for modeling the electro-coagulation processes. Chen et al. [4] designed a simplified model which calculates the total required electrolysis voltage for an electro-coagulation process when working with both non-passivated and passivated aluminum electrodes. Other empirical model, developed by Emamjomeh and Sivakumar [5] , was used to estimate the rate constant for fluoride removal, implementing a discontinuous electro-coagulation/flotation process. Cañizares et al. [6, 7] designed an electro-coagulation model based on pseudo-equilibrium approaches to simulate the treatment
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Optimization methodology based on neural networks and genetic algorithms applied to electro-coagulation processes of different pollutants. The discontinuous electrocoagulation process in the treatment of oil suspensions has been studied by Khemis et al. [8] , who observed that the adsorption of organic matter into aluminum hydroxide precipitates was the limiting stage of the removal process. However, in spite of the research efforts, the mechanisms of the whole electrochemical process taking place when removing pollutant from wastewaters is very complex and is still not clear [9, 10] .
In these situations, when the process mechanisms are not known, conventional methods are not suitable for modelling purpose. Artificial neural networks (ANNs) represent promising alternative tools for classical process modeling because they do not need detailed information about chemical and physical laws that govern the systems and work only with sets of input-output data while properly trained, ANNs provide good results. Consequently, ANNs are able to overpass a series of difficulties of the models, related to the designing, solving, and obtaining accurate predictions. The role of a neural network is to discover the relationships that link patterns of input data to the associated output data. Numerous types of problems in science can be cast in the form of a pattern-matching, and ANNs are among the most effective methods within machine learning for revealing these links.
Genetic algorithms (GAs) also have important characteristics that make them suitable for different uses. GAs represent optimization tools with increasing applications in scientific problems because they do not require any information about the search space (starting point), just needing an objective function that assigns a value to any solution [11] .
Our research group previously applied different optimization methods based on ANN or ANN-GA tools in the wastewater treatment. Piuleac et al. [12] proposed a modeling methodology based on stacked neural networks and applied it to the photocatalytic oxidation of triclopyr. Curteanu et al. [13] used optimized stacked neural networks to indirect electrolysis process of the chlorophyll a removal from wastewaters. Suditu et al. [14] designed an ANN-GA procedure to estimate the optimal conditions for a dyestuff wastewater treatment process containing azo dye Reactive Black 5, consisting of a heterogeneous photocatalytic oxidation. In another study, an ANN was developed for predicting the color removal efficiency of the TiO 2 assisted photodegradation of the cationic dye Alcian Blue 8 GX [15] . Piuleac et al. [16] used the same method in order to optimize an indirect monitoring procedure for a complexing process. On the other hand, electro-chemical processes were also associated with ANN-GA techniques, such as: indirect electrolysis process used for the removal of chlorophyll a, as indicator of algae, from the final effluent of aerated lagoons [13] , electrolysis of wastes polluted with phenolic compounds [17] , batch electrolysis for removal of organic pollutants (where neural networks are combined with phenomenological models) [18] , prediction of fuel cell efficiency based on operating conditions [19, 20] .
The aim of the present paper was to combine neural network models with genetic algorithms for developing an efficient and effective optimization procedure. It is a new application to a real world problem, to find the best working conditions which lead to a high efficiency of the pollutant removal in an electro-coagulation process, using aluminum electrodes and implying three pollutant compounds (kaolin suspensions, Eriochrome Black T (EBT) solutions and break-up of an oil/water emulsion). The method includes feed-forward neural networks with different transfer functions in the hidden and output layers and a solving technique based on a simple genetic algorithm. Accurate results obtained for both modeling and optimization, experimentally verified, proved the efficiency of the developed methodology.
Experimental procedure
The database used in this paper was taken from a series of electro-coagulation experiments, previously published in the literature [21] [22] [23] . The waste treated in these experiments consists of aqueous mixture involving three pollutant compounds at different concentrations: kaolin (250 -1000 mg L -1 ), Eriochrome Black T (50 -200 mg L -1 ) and mixtures of lubricant (REPSOL ELITE TDI 15W40 provided by REPSOL-YPF, Spain) and soluble oils (SOL 1000 provided by Molydal, France) (1500-4500 mg L -1 ). In the first case, it was simulated as an industrial waste consisting of a colloid suspension, in the second, as a textile wastewater, and in the third an O/W emulsion. Some sulphates and/or chlorides were added to simulate the salts contained in actual wastes. In addition, HCl or NaOH was added as required to adjust the initial pH (which ranged between 1 and 12) of the synthesized wastewaters.
In each case, experiments were carried out under galvanostatic conditions in a bench-scale plant as described previously elsewhere [10] . The two electrodes were square pieces of aluminum (100 cm 2 ) and the electrode gap was 9 mm. They were previously treated (by rinsing) with a solution of 1.30 M HCl, in order to diminish any effect due to the different prehistory of the electrodes. The electrical current was applied via a Promax FA-376 DC power supply. The synthetic wastewater (5000 cm 3 ) was stored in a glass tank, stirred by an overhead stainless steel rod stirrer (HEIDOLPH RZR 2041) and circulated through the electrolytic cell by a peristaltic pump. A thermostated bath allowed the system to maintain the temperature at the desired set point. Samples were taken at the outlet of the cell and left for 20 min to allow settling. This period was fixed after some preliminary experiments. The turbidity and pH were then measured with a 115 VELP SCIENTIFICA Turbidimeter and an inoLab WTW pH meter, respectively, using clarified liquid. The concentration of aluminum was determined off-line using an Inductively Coupled Plasma LIBERTY SEQUENTIAL VARIAN spectrometer according to a standard method [24] (plasma emission spectroscopy). The total aluminum concentration was determined on samples diluted to 50:50 v/v with 4N HNO 3 . Details about these experiments can be found in Canizares et al. [25, 26] .
Soft-computing strategy for modeling and optimization
Soft computing is a group of mathematical computation methods which mimic human brain. Its main characteristics are the capability to learn from presented data and to exploit the tolerance to imprecision, uncertainty and partial truth in order to acquire flexibility, robustness, low cost solutions, and better links with reality. In other words, soft computing represents a collection of computing tools and techniques, including neural networks, genetic algorithms, and fuzzy logic. In this work, artificial neural networks and genetic algorithms were coupled to be used for modeling and optimization of electro-coagulation processes.
Neural networks approach
Known as dominant models (paradigms) of artificial intelligence, neural networks are composed of a large number of interconnected elementary processors, called neurons or nodes, that cooperate to solve specific tasks. Used as an alternative to mechanistic methods that focus on process phenomenology, neural networks are relatively simple to design, provide accurate results and do not require detailed knowledge about the processes to be modeled. Therefore ANN can be used for problems difficult to solve with conventional methods due to the lack of knowledge of the mechanisms.
A first step in designing a neural network model is data collection, using experiments or mathematical simulators. The amount and appropriateness of the available training data are important factors for obtaining accurate models. The experimental data sets used in this work fulfilled both conditions: a considerable number of experiments (622 data) were carried out from electrocoagulation processes and cover the whole domain of interest (experimental domain) uniformly.
To study the efficiency of an electro-coagulation process by simulation, the main factors influencing the response of the system, known as input variables, were identified as: type of pollutant, initial concentration of the pollutant, treatment time, initial pH, conductivity, and current density. The output of the network was the pollutant removal efficiency, calculated with the formula: 100 y
where y f and y 0 represent the values of the measured parameter before and after the treatment, respectively. In Eq. 1, "y" (measured parameters for the efficiency determination) were turbidity for kaolin, TOC (total organic carbon) for Eriochrome Black T, and COD (chemical oxygen demand) for oil emulsions [25, 26] . Before proceeding to the development of the network, analysis and splitting of data are necessary. The technique of crossvalidation was applied to prevent overfitting. First, the available data set was randomly divided into a training set and a test set. Then, the training set was further partitioned into two disjoint subsets: (1) the training subset that was utilized to train the neural network model and (2) validation subset which was utilized to validate the model and to determine the best from the performance of various candidate models. Finally, the generalization performance of the selected model is estimated on the test set, which is different from both training and validation datasets [27] . For the electro-coagulation process, the training -testingvalidation sets correspond to 80 -10 -10% of the whole set of experimental data.
The accuracy of the ANN prediction strongly depends on the training process and training examples chosen to develop the network structure. The learning data was normalized between 0 and 1 as in the following formula:
where i is the number of input (i = 1..6), x iN is the normalized value of x i , x min and x max are minimum and maximum values. The design of an ANN includes the determination of the architecture, activation functions, and training algorithm. The architecture of the network is given by the number of hidden layers, the number of intermediate neurons, the transfer function for each layer, and how the layers are connected to each other. The nature of the problem determines the most adequate topology of the neural network to be used [28] .
The most commonly used neural network is the feedforward hierarchical architecture -MLP (multilayered perceptron). This type of model is easy to develop and apply and often provides accurate results. The number of neurons for input and output is determined by the number of variables taken into consideration, in our case 6 and 1, respectively, whereas the number of hidden layers and the size of each layer are determined by the designer, based on the chosen method. The notation MLP(6:h 1 :h 2 :1) is used in this article indicating neural networks of MLP type with one or two hidden layers which contain h 1 and h 2 intermediate neurons.
In literature, many methods have been proposed for development and training neural networks [28] , ranging from undirected methods based on trial and error, to those that use empirical or statistical information and evolutionary algorithms. The most common practice for developing the neural network architecture is the repetitive trial and error method (applied here) which is done by testing several topologies and comparing the prediction errors. Smaller errors indicate potentially good topologies, i.e., neural network topologies with chances to train well and to output good results.
In our work, trial and error method is applied for developing neural networks with one or two hidden layers and different number of neurons. The performance of the feed-forward neural networks was evaluated based on mean squared error (MSE) and correlation coefficient (r) between experimental data and model predictions.
The neural network training is done by continuously presenting the network with known inputs and outputs and modifying the connection weights and biases between the individual nodes, until the outputs of the network match the desired outputs, to an imposed degree of accuracy [29] . In our work, the well known back-propagation algorithm was used for training the neural network models.
The connection weights, which determine the type of the network, as well as bias values, are initialized with random values.
During training, the weight of a link multiplied by the input signal on that link defines the activation of the neuron. The sum of the activations of all inputs of a neuron determines the values of the output signal for that neuron via a transfer function [30] . An important factor which determines the quality of a neural network is represented by the correct selection of the transfer functions of the hidden and output layers [17] . In the present paper, several transfer functions were tested: 1) TanhAxon; 2) SigmoidAxon; 3) LinearTanhAxon; 4) LinearSigmoidAxon; 5) SoftMaxAxon; 6) BiasAxon; 7) GaussianAxon; and 8) Axon [31] .
After developing the neural model (establishing the architecture and training the network), the final testing phase evaluates the accuracy of the model and the possibility to use it for predictions.
NeuroSolutions special software was used to develop and test various feed-forward neural network models.
Genetic algorithm optimization
In our work, after an accurate model is obtained, it is included into an optimization procedure based on genetic algorithm, with the goal of determining the optimum conditions which lead to a maximum efficiency of the process.
Conventional optimization methods can be grouped as direct search methods, which use the objective function and constraints for finding the optimum, and gradient methods, based on the first or second order derivative of the objective function and/or constraints to reach the optimum. The first type of methods is slow, whereas the second one may not be applied to discontinuous and non-differentiable functions [32] .
In the recent years, an extremely robust technique, genetic algorithms, developed in different variants, have become popular because they do not require the objective function to be continuous and/or differentiable nor require extensive problem formulation, and they are not sensitive to starting point. Usually, GAs do not get stuck into so called local optima, having good chances to lead to global optimum [33] .
GAs start with an initial set of solutions, called population, each solution in the population being called chromosome. The chromosomes evolve through successive iterations, called generations, by genetic operators (selection, crossover, and mutation) that mimic the principle of natural evolution.
The performance of GA significantly depends on the representation of the solutions and the values of its control parameters.
In our GA implementation, real value encoding was used for the chromosomes. The most common type of encoding found in the literature is based on binary solution representation in which chromosomes are composed only of 1 and 0. The reason for choosing this solution derives from the method simplicity and easy of use. However, genes are real number which determines real value encoding to be more appropriate and efficient for real world processes, leading to better precision of the solution [33] .
Population size, number of generations, crossover probability, and mutation probability are known as control parameters of genetic algorithms. The values of these parameters must be specified before the execution of GA and they depend on the nature of the objective function (the process and the goal of optimization). In the next section, the influence of these parameters on the optimization results is discussed in detail because they significantly affect the accuracy of the optimization results.
There is no general termination criteria for GA. Predetermined number of generations, time, or comparison of the best solutions to average fitness may be taken as stopping criterion. In the present approach, GA is stopped when the maximum number of generations has been achieved or when achieved a preset number of generations that no longer bring solution enhancement.
The GA selection phase compares the chromosomes in the population aiming to choose those which will take part in the reproduction process. It occurs with a given probability based on the fitness function. One of the most common selection types is the roulette wheel selection. In this strategy, the parents are selected proportionally to their fitness. Since roulette wheel is basically a stochastic process, there is a good chance that the individual with the best fitness will be selected both as mother and father. Thus, in order to diminish the loss of genetic diversity, a restriction imposing that the two parents to be different individuals was included in our implementation.
Crossover variant used in this study involves different points for all genes, which means that the new descendants will not be on the line segment that connects parents. Descendant will receive more than one characteristic of a parent rather than the other.
The present GA implementation includes a variant of mutation called adjustment. Gene value was adjusted to a random value within its search. The aim of this action was to renew the search when the genetic diversity of the population decreases, so that it cannot converge to the solution, or the algorithm get stuck at a local optimum. Each gene was considered independently, and random mutation gives a new value during the initialization. Only a few genes changes (possibly all, but unlikely).
In order to preserve the best solution, a factor of elitism f e = 1 was considered, the best individual being copied directly into the next generation. This fact ensures the GA solution will not be a bad one.
Results and discussion

Neural network modeling
From the experimental data it was observed that the efficiency in the pollutant removal, when using the electro-coagulation process, ranges between 10 and 100%. It depends on the operating conditions and on the characteristics of the pollutants tested (kaolin, EBT, or oil/water emulsion). In order to select the optimal operational conditions for the removal of each pollutant, a series of data from different electro-coagulation experiments was used.
A good model based on characteristics that lead to accurate results and achieved in a short simulation time represents a prerequisite for application an optimal control strategy. In this reason, one major problem is focused on the network architecture determination, that is: number of hidden layers, number of neurons in each hidden layer, transfer functions, weights etc.
Related to the electro-coagulation process, it was considered the following six inputs for neural networks: pollutant type (codified with 1 for kaolin, 2 for oil, and 3 for Eriochrome T), initial concentration of the pollutant (mg L -1 ), time (min), pH 0 (initial pH), conductivity (µS), and current density (mA cm -2 ). The output of the neural model was the efficiency of the process expressed in percentage.
After a series of attempts, neural networks with one or two hidden layers were obtained. As a compromise between size and performance, the best network was considered MLP(6:24:15:1) (a neural network of MLP type having two intermediate layers with 24 and 15 neurons, respectively), trained with 100000 epochs, with TanhAxon as transfer function for hidden and output layers.
Predictions of MLP(6:24:15:1) on the training data were made with an average relative error of 14.53% and a correlation of 0.9193. For relative errors, the following formula was applied:
where p represents the parameter under study (efficiency), indexes exp and net denoting experimental and network values. The robustness of the model is a key issue of the ANN modelling. The crossvalidation stage (Fig. 1b) , that uses unseen data (data not included in the training set), has revealed E r = 15.71% and r = 0.9013. This performance is confirmed by testing stage: E r = 16.43% and r = 0.9005 (Fig. 1c) . It is important to note that MSEs in the training and validation phases decrease continuously; consequently, the training was stopped when the decrease becomes so small that it has negligible influence on the performance of the model.
The results obtained could be considered satisfactory but there are some possibilities to improve them. Consequently, our modelling methodology continues with new steps intended to increase the model performance.
To improve the ANN model, different combinations between the eight transfer functions were taken into account, enumerated and coded as 1 -8 in "Neural network modelling" section. Fig. 2 shows the average relative error and correlation coefficient registered for the neural model when different heterogeneous combinations of transfer functions were applied to the second hidden layer and output layer.
The best results correspond to the use of LinearTanhAxon for the first hidden layer, LinearTanhAxon for the second hidden layer and SigmoidAxon for the output layer, as Fig. 3 shows. In this figure, experimental and neural network efficiency was represented using the heterogeneous transfer function combination indicated above. In this case, the following performance was obtained: E r = 7.14% and r = 0.9816 for training (Fig. 3a) , E r = 8.23 % and r = 0.974 for crossvalidation and E r = 8.56% and r = 0.962 for testing (Fig. 3b) .
The combination LinearTanhAxon -LinearTanhAxon -SigmoidAxon of transfer functions decreases the error of the neural model from 16.43% to 8.56%, which represents a significant improvement. This fact emphasizes that a correct choosing of the transfer functions represent an important step within the modelling methodology.
Using the model with high performance, a sensitivity analysis was performed in order to know the effect of each network input on the output. For models represented by neural networks, sensitivity analysis can be used to examine whether the characteristic of each input has been learnt well or to explore the sensitivity of the output to the variation of each input [34] .
When performing the sensitivity analysis, different methods can be utilized: adding noise to each input and observing the modification in the outputs, analyzing the derivatives of the fan-out weights of the input units or applying the missing value problem [35] .
In this work, the sensitivity of the output for a selected input was defined as a differential coefficient and was applied for ranking the inputs based on their influence on the model's output by using quantified information. The method using partial derivatives is encountered in the literature as 'PaD' and, with this approach, two results can be obtained: profile of output for small input variations and a classification of relative contribution of each variant [36] :
where s ji is the sensitivity of the output y j related to the input x i . Higher values of sensitivity indicate that the specific input has a big influence on the network output. For the electro-coagulation process, the input influence in descending order is the following: initial pollutant concentration, treatment time, current density, pH 0 , coagulant type, and conductivity (Fig. 4) .
It is important to remark that the influence of the pollutant concentration and treatment time was more than two times higher than the influence of the rest of parameters. Similar results were observed in the experimental data.
Process optimization
Genetic algorithms were used to determine the optimum operational conditions leading to the maximum efficiency of the electro-coagulation process. For instance, the optimization problem can be formulated as follows:
Which are the optimal working conditions (time, current density, and pH 0 ) necessary to obtain an imposed
(maximum) efficiency, under the given experimental conditions (fixed values of conductivity, type of pollutant, and initial pollutant concentration)?
The separation between the three decision variables (time, current density, and pH 0 ) and the other three fixed parameters (conductivity, type of pollutant, and initial pollutant concentration) was realized based on experimental observations. In this case, the optimization problem includes the best neural model MLP(6:24:15:1) represented as: ANN [Inputs: time, current density, pH 0 , conductivity, pollutant type, pollutant concentration; Output: efficiency]
The vector of control variables, u, has the components: An admissible control input, u*, should be formed in such a way that the performance index, J, defined by the following equation, is minimized:
The constraints attached to the optimization problem are: The GA fitness function is the objective function of the optimization problem (Eq. 6) affected by the constraints in Eq. 7. Optimization results are the values of decision variables (time, current density, and pH 0 ) leading to a minimum of the objective function.
In the optimization applied to the electro-coagulation processes, each run is repeated several times due to the stochastic nature of GA.
The optimization strategy based on ANN model and GA as solving technique is shown schematically in Fig. 5 .
An iterative calculus was performed using GA in order to establish the optimal values for decision variables (time, current density, and pH 0 ) that are the inputs for the neural network model. Using these inputs, along with the imposed values for conductivity, type of pollutant, and initial pollutant concentration (totally six inputs), the neural network computes the final value of efficiency, which will be compared with the desired value, efficiency d . In the case when the two values are identical or there is a very small difference between them, the task of the optimization, represented by the minimum of the objective function, J, is achieved.
Generally, the optimization results are influenced by the control parameters of GA: size of the initial population (pop), number of generations (gen), crossover rate (cross), and mutation rate (mut). A series of simulations were performed with different values for these parameters. Since GA is a stochastic algorithm, several runs have been made, repeating five times each optimization. Table 1 contains several examples for kaolin with efficiency d = 100%, pollutant concentration = 1000 mg L -1 and conductivity = 4250 µS. For the approached process, from the mathematical point of view (solving optimization method), Table 1 shows significant influence of the GA parameters upon the decision variable values. It has to be mentioned that in all cases the goal of optimization was attained (efficiency = efficiency d =100%, meaning that efficiency prediction is equal to experimental efficiency).
In order to select the best values for the GA control parameters, several considerations were taken into account. It is known that the grower dim parameter is, the better results of the optimization are obtained, but this kind of rule is applied until one certain limit, when the improvement is not significant, but the execution time becomes longer. The situation is similar for gen parameter. The influence of crossover and mutation rates was also studied, by varying the cross between 0.2 and 2 and mut between 0.001 and 1.
Taking into account the fact that different values of the control parameters lead to maximum efficiency, but with different values for the decision variables, the problem of the most convenient working conditions has to be solved. This is the user-decision stage for an optimization problem which follows the mathematical solving procedure. Consequently, the best values of the GA parameters were chosen related to the most appropriate values of the decision variables; for instance, once ensured an accurate prediction, a short treatment time is a good choice for the process. As a result, the best set of values for GA control parameters was: dim = 400, gen = 100, cross = 0.9, and mut = 0.03 (marked in bold in Table 1 ).
For the three pollutant types and imposing maximum value for efficiency (100%), optimal working conditions obtained are presented in Table 2 .
These values are in accordance with the observations previously made, on the basis of human knowledge and reasoning skills, by the researchers who carry out the experiments [25, 26] . Fig. 6 presents the variation in time of the efficiency for the optimal conditions presented in Table 2 .
Several supplementary experiments were carried out to validate the optimization results (Table 3 ). Good 
Conclusion
A general and simple optimization methodology involving a genetic algorithm and feed-forward neural network was applied to electro-coagulation processes using three pollutant compounds (kaolin suspension, Eriochrome Black T solution, and break-up of an oil/ water emulsion). Simple feed-forward neural network with two hidden layers, having various transfer functions in hidden and output layers, proved to be an accurate model, suitable for optimization procedure.
The genetic algorithm was focused on solving the optimization problem, where the removal efficiency of the electrochemical process was maximized. To improve the optimization results, a special attention was given to the choice of the appropriate control parameters of GA (size of initial population, number of generations, crossover and mutation rates) for the approached electro-coagulation process. The optimum conditions for the three compounds were obtained and compared with the real laboratory experiments, ascertaining a good agreement between them. Errors under 11% proved that the GA optimization is an efficient method.
The ANN-GA method developed in this paper has a general character and can be applied successfully to other processes.
