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Abstract
In classification, the de facto method for aggregating individual losses is the average loss. When the actual metric
of interest is 0-1 loss, it is common to minimize the average surrogate loss for some well-behaved (e.g. convex)
surrogate. Recently, several other aggregate losses such as the maximal loss and average top-k loss were proposed
as alternative objectives to address shortcomings of the average loss. However, we identify common classification
settings—e.g. the data is imbalanced, has too many easy or ambiguous examples, etc.—when average, maximal and
average top-k all suffer from suboptimal decision boundaries, even on an infinitely large training set. To address this
problem, we propose a new classification objective called the close-k aggregate loss, where we adaptively minimize
the loss for points close to the decision boundary. We provide theoretical guarantees for the 0-1 accuracy when we
optimize close-k aggregate loss. We also conduct systematic experiments across the PMLB and OpenML benchmark
datasets. Close-k achieves significant gains in 0-1 test accuracy—improvements of ≥ 2% and p < 0.05—in over
25% of the datasets compared to average, maximal and average top-k. In contrast, the previous aggregate losses
outperformed close-k in less than 2% of the datasets.
1 Introduction
In the supervised learning setting, we aim to learn a function f : X → Y based on a labeled training set S =
{(xi, yi)}ni=1. Commonly, f is parameterized by a vector θ.
We learn f by minimizing an aggregate loss over the individual losses of the elements in the training set, along
with a regularization term to penalize the complexity of f . This can be formulated as arg minθ L({`(yi, fθ(xi)) | i ∈
[n]}) + Λ(θ), where `(y, yˆ) is the individual loss of a prediction yˆ when the true label is y, L aggregates the individual
losses, and Λ is a measure of the complexity of fθ.
A standard setting in supervised learning is classification, where Y is a discrete set. In classification problems, we
are commonly interested in the 0-1 loss, 1[y 6= yˆ]. However, the 0-1 loss is difficult to optimize, so surrogate losses
such as the logistic loss, log(1 + exp(−yyˆ)), and the hinge loss, max(0, 1− yyˆ), and are commonly used instead.
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Figure 1: Comparison of various aggregate losses on synthetic datasets using logistic loss as the individual loss. In all
of these datasets, the optimal 0-1 error is achieved by splitting the vertical axis at 0.
The most common aggregate loss is the average loss L({`i}ni=1) = 1n
∑n
i=1 `i, which corresponds to the empirical
risk minimization setting [22]. Despite its ubiquitous use, aggregating individual logistic losses with an average
can result in suboptimal classification even on the training set. For example, when many easy examples are present
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(Figure 1a) or when the data set is imbalanced (Figure 1b), average loss result in errors even on the training set. In both
of these cases, the average loss is rewarded for continuing to decrease the error on correctly classified examples, even at
the expense of introducing errors on the other class.
Since the use of average loss is so common, many techniques, including robust estimation [12], and more recently,
the maximal and average top-k losses [20, 9], have been studied as alternatives to address its shortcomings. Interestingly,
these examples highlight issues that are unaddressed by robust estimation techniques, which focus on cases where
suboptimal classification results from the points with large errors.
The maximal loss is able to handle these cases, but it is very sensitive to outliers (Figure 1c) [20]. The average
top-k loss was proposed to allow a tradeoff between the average and maximal losses [9]. However, in the presence of
ambiguous examples that cannot be classified correctly, the average top-k loss is unable to make an optimal classification
(Figure 1d). This is caused by the fact that the average top-k loss is still rewarded for reducing the loss of the ambiguous
examples, even though it is not possible to classify those examples correctly.
We now note that the average logistic and the average hinge loss are both classification calibrated losses [15, 3]. A
key property of classification calibrated losses is that its minimizer leads to the Bayes optimal classification rule—that
is, its minimizer achieves the Bayes risk, which is the minimum possible error. At a glance, this may appear to imply
that the average logistic loss (corresponding to logistic regression) and the average hinge loss (corresponding to linear
SVMs) will obtain the optimal accuracy for a linear decision boundary as data size approaches infinity. However, it
is clear that this is not the case from the examples in Figure 1. This is due to the fact that classification calibration is
concerned with the setting where the classification function is selected from set of all measurable functions. This is not
a typical setting—in practice, supervised learning selects from a restricted set of functions: for example, for logistic
regression and linear SVMs, the decision boundary must be a linear function. Due to this difference, both logistic
regression and linear SVMs can result in suboptimal classifications, even in the simple cases in Figure 1.
Our contributions In Section 2, we provide additional background for classification calibration and explain why it is
not sufficient to capture the suboptimal behavior in Figure 1. We introduce a more precise definition that is capable of
describing the behavior in these cases. In Section 3, we introduce the close-k aggregate loss, which focuses on the
examples near the decision boundary, which is capable of handling these cases. In Section 4, we provide extensive
experimental evidence, and find that we obtain statistically significant improvements on more than 20% of standard
benchmark datasets. We provide theoretical guarantees and generalization bounds for the close-k loss in Section 5.
2 Motivation
In typical binary classification problems, we are interested in the 0-1 loss. In this case, the Bayes optimal risk is the
minimum possible loss, which is achieved by the Bayes optimal decision rule [15, 3]. A loss is classification calibrated
if its minimizer has the same sign as the Bayes decision rule, which implies that it achieves the Bayes risk. We note that
the average loss and average top-k loss, for sufficiently large k, are both classification calibrated [9].
More formally, the Bayes optimal decision rule is f∗(x) = sign (2η(x)− 1), where η(x) = Pr(Y = 1 | X = x) is
the conditional probability of the positive class. The Bayes optimal risk is then given by R∗ = E [L0−1(f∗)], where the
expectation is over the data distribution. Next, let fn be the minimizer of the aggregate loss over Sn = {(xi, yi)}ni=1.
The loss is classification calibrated if limn→∞ E [L0−1(fn)] = R∗.
However, as we previously noted, this does not correspond to a typical learning setting. In general, we do not select
our classification function from the set of all measureable functions. Instead, we select a function from a parameterized
family Ω. For example, the commonly used logistic regression and linear SVM both restrict the classification function
to be a linear function. To better understand this setting, we introduce a more precise definition for classification
calibration:
Definition 1. An aggregate loss function is classification calibrated with respect to a family of classification functions
Ω if and only if limn→∞ E [L0−1(fn)] = R∗, where fn is the minimizer of the aggregate loss over Sn in Ω, and
R∗ = minf∈Ω E [L0−1(f)] is the optimal risk of a function in Ω.
Under this more precise definition, which more closely describes typical learning settings, we find that classification
calibrated losses are not necessarily classification calibrated with respect to linear decision boundaries. In the remainder
of this section, we discuss two simple examples where average top-k, average, and maximal losses are not calibrated
with respect to linear decision boundaries. Due to the fact that the average top-k losses, which averages the largest k
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losses, is a generalization of the average loss (k = n) and the maximal loss (k = 1), we focus on it in the rest of this
section.
Example 1. Consider the training set consisting of n instances of (x = −1, y = −1), n instances of (x = +1, y = +1),
1 instance of (x = +M,y = −1), and 1 instance of (x = −M,y = +1), where M  n.
This training set consists of two outliers, but is otherwise fully separable by a linear decision boundary. Suppose we
use a linear decision boundary of the form f(x) = wx+ b. Due to the two outliers, the decision boundary is flipped
when minimizing the average top-k loss, for any choice of k, resulting in only the two outliers being classified correctly.
As a result, average top-k loss will result in a 0-1 loss of 2n, rather than the optimal loss of 2.
Example 2. Consider the training set consisting of n negative (y = −1) instances with x uniform between −1 and 1,
and n positive (y = +1) instances with x uniform between 0 and 1.
This example is closely related to the case in Figure 1(d). In this case, the optimal linear classifier gets an accuracy
of 0.75, which corresponds to a 0-1 loss of n/2, by classifying all points with x < 0 as positive and all points with
x > 0 as negative. However, optimizing this function for average top-k loss will result in a 0-1 loss strictly greater than
n/2.
The datasets in Figure 1 and this section highlight several difficult cases that can cause suboptimal behavior:
− imbalanced classes
− easy examples far from the decision boundary
− outliers
− ambiguous examples that can’t be classified correctly
We observe that these cases result in suboptimal behavior due to the fact that average loss is encouraged to decrease
the individual loss in examples far from the decision boundary, even though the resulting accuracy of the classifier
may decrease in response. Using this observation, we introduce the close-k loss, which focuses on points close to the
decision boundary, as a method to avoid these behaviors.
3 Method
In this section, we introduce the close-k aggregate loss and provide key properties of the loss. In particular, we show
that the close-k loss provides a tradeoff between classification calibration and convexity. Using this property, we provide
a training scheme that is not sensitive to initialization. We then present experimental results in Section 4, and provide
more detailed properties of the close-k loss and generalization guarantees in Section 5.
3.1 Close-k Aggregate Loss
We propose to use the k points closest to the decision boundary as an aggregate loss, which we call the close-k aggregate
loss. More formally, let T be the threshold in the individual loss where an example is classified correctly. For example,
in logistic loss, T = log 2, and in hinge loss, T = 1. Next, let `[i] denote the individual loss `j with the i-th smallest
|`j − T |—that is, the individual loss of the i-th closest example to the decision boundary. The close-k is defined as:
Lclose-k({`i}ni=1)
=
n∑
i=1

`[i] if i ≤ k
0 if i > k and `[i] correctly classified
M if i > k and `[i] incorrectly classified
where M is a large constant. We note that the choice of M does not affect training, due that the fact that the it does not
contribute to the gradient, but is required for deriving properties of the close-k loss. For these derivations, it is sufficient
that M is at least as large as the largest individual loss that occurs during training.
The close-k aggregate loss can be trained via gradient descent. The gradient of the close-k loss is:
∂
∂θ
Lclose-k({`i}ni=1)
=
n∑
i=1

∂
∂θ
`[i] if i ≤ k
0 otherwise
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Notice that gradient descent on this objective sets the gradients of points not near the boundary to zero, which allows
this loss to be robust against the difficult cases in Section 2.
We now present several key properties of the close-k loss. For exposition, we only provide sketches of the proofs
here, and defer full proofs to the analysis in Section 5 and the Appendix. The first property we are interested in is
classification calibration. We find that for k = 1, the close-1 loss is classification calibrated under restriction to any set
of functions:
Theorem 1. Lclose-1 is classification calibrated when restricted to any Ω for sufficiently large M . That is, if fn is the
minimizer of Lclose-1 on Sn in Ω, then limn→∞ E[L0−1(fn)] = minf∈Ω E[L0−1(f)].
At a high level, this result holds due to the fact that the close-1 loss is tightly bounded by the 0-1 loss. Thus, the
minimizer of the close-1 loss is also the minimizer of the 0-1 loss. We discuss the proof in more detail in Section 5.
A concern for the usage of close-1 loss is the non-convex nature of the loss. We now show that larger choices of k
can be used as a tradeoff between calibration and convexity. First, while the close-k aggregate loss is not necessarily
classification calibrated when restricted, its suboptimality can be tightly bounded.
Lemma 1. Let
θˆ = arg min
θ
Lclose-k({(yi, fθ(xi))}ni=1).
Then,
L0−1(θˆ) ≤ min
θ
L0−1({(yi, fθ(xi))}ni=1) + k − 1
The proof is similar to the proof of Theorem 1 and is provided in the Appendix. Additionally, for k = n, the close-n
loss is exactly the average loss, which is convex as long as the individual losses are convex.
Based on these observations, we see that the selection of k is a tradeoff between being calibrated and being convex.
To take advantage of this observation, we can begin training with large values of k, where the loss is convex, followed
by decaying k to the desired value. We describe this learning scheme as Algorithm 1. In close decay, in the first third of
the epochs, we optimize the model parameters using the standard average loss (corresponding to k = n). For the middle
third, we decrease k linearly from n to a base value k∗. Finally we train the last third of epochs for k∗ Due to the fact
that the initial choice of k = n results in a convex loss, this also makes Algorithm 1 robust to the initial parameter
choice. In practice, we treat k∗ as a hyperparameter that we search for in powers of 10, i.e. k∗ ∈ {10, 102, ..., n}. For
each gradient step, the examples with losses closest to the threshold are selected, and the gradients for the corresponding
individual losses are computed and added.
Algorithm 1 Close-k Aggregate Loss with Decaying k
1: θ ← Random Initialization
2: for i from 1 to epochs do
3: if i < epochs/3 then
4: k = n
5: else if i < 23 epochs then
6: k = k∗ + round((n− k∗) 2epochs−3iepochs
7: else:
8: k = k∗
9: end if
10: Run gradient descent step with k
11: end for
12: return θ
4 Experiments
4.1 Setup
We experimentally verify that our method has consistently strong performance on a wide range of datasets. We run our
experiments on all binary classification tasks in the PMLB suite [18] (94 datasets) and the OpenML benchmark [4]
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Table 1: Fraction of PMLB datasets with significant improvement (p ≤ 0.05). The entry in row i and column j of the
table indicates the fraction of datasets where method j significantly outperformed method i. For example, close decay
outperforms average top-k (atk) in 29% of the data in linear logistic regression. Increases in accuracy by close decay
compared to existing methods are shown in bold, and decreases in accuracy are shown in italics.
Logistic Hinge
close close decay atk average top close close decay atk average top
Linear
close 0.04 0.00 0.00 0.03 0.08 0.00 0.00 0.01
close decay 0.00 0.00 0.00 0.02 0.00 0.00 0.00 0.01
atk 0.26 0.29 0.01 0.06 0.20 0.26 0.05 0.03
average 0.27 0.27 0.03 0.08 0.22 0.25 0.04 0.08
top 0.28 0.32 0.10 0.15 0.27 0.28 0.10 0.12
NN
close 0.06 0.00 0.00 0.01 0.09 0.01 0.03 0.04
close decay 0.04 0.02 0.02 0.03 0.02 0.01 0.00 0.02
atk 0.04 0.06 0.02 0.03 0.02 0.03 0.00 0.01
average 0.04 0.08 0.02 0.03 0.06 0.09 0.03 0.06
top 0.26 0.28 0.23 0.23 0.29 0.30 0.24 0.27
(54 datasets). Many datasets from the popular KEEL [1] and UCI ML [2] repositories are included in the PMLB
suite. These datasets have a wide range of examples and dimensions (see Figure 2). We additionally report results on
the datasets used by Fan et al. [9], which proposed the average top-k loss. In our experiments, we find statistically
significant (p < 0.05) improvement in more than 20% of the datasets when using linear classifiers.
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Figure 2: Number of data points and features for the datasets.
We run experiments using two different models. The first model is a linear classifier. In this case, aggregating
individual logistic losses with averaging corresponds to logistic regression, and aggregating individual hinge losses with
averaging corresponds to a linear SVM. The second model we use is a neural network with two hidden layers. Each
hidden layer has as many features as the original feature space. We add a residual connection to allow direct access to
the original features.
For each dataset, we randomly sample 25 different splits of the data into training, validation, and test sets. For each
split, we use 50% of examples as the training set, 25% of examples as the validation set, and 25% of examples as the
test set. On each split, use the validation set to select hyperparameters. The regularization factor Λ is selected from
{10−5, 10−4, . . . , 105}. The number of examples k used by the aggregate loss is selected from {10, . . . , 10blog10 nc, n}.
Even the largest dataset only requires 6 different values of k to be searched. The hyperparameter resulting in the
highest accuracy on the validation set is selected. Note that for both the average top-k and top-k losses1, the k is also a
hyperparameter which we select from the same set.
1We use the top-k loss (the k-th largest individual loss) as a slight generalization of maximal loss as suggested by Fan et al. [9].
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4.2 Results
We summarize the results of our experiments on PMLB in Table 1 and OpenML in Table 2. In these tables, for each pair
of losses, we report the fraction of datasets in which one outperforms the other in terms of accuracy at a significance
level of p = 0.05. In the Appendix, we additionally report the fraction of data sets where one algorithm improves over
another algorithm by at least 2% in accuracy; the trend is very similar. We find that for linear models, Algorithm 1
outperforms average, average top-k and top-k on over 25% of datasets, regardless of the individual loss used, and only
is only outperformed on 2% of datasets. We note that on many datasets, the methods have similar performance—this is
not surprising due to the fact that logistic regression and linear SVMs are strong baselines for finding linear decision
boundaries. We also find improved performance using neural networks, although the improvements in performance
tend to be smaller than with linear decision boundaries.
Table 2: Fraction of OpenML datasets with significant improvement (p ≤ 0.05).
Logistic Hinge
close close decay atk average top close close decay atk average top
Linear
close 0.04 0.00 0.00 0.00 0.07 0.02 0.00 0.00
close decay 0.02 0.00 0.00 0.02 0.04 0.00 0.00 0.00
atk 0.33 0.30 0.04 0.09 0.35 0.33 0.00 0.07
average 0.30 0.28 0.04 0.11 0.30 0.28 0.04 0.07
top 0.50 0.46 0.28 0.33 0.46 0.46 0.28 0.30
NN
close 0.05 0.00 0.00 0.00 0.05 0.00 0.02 0.00
close decay 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00
atk 0.00 0.05 0.00 0.02 0.02 0.07 0.00 0.00
average 0.02 0.11 0.05 0.00 0.02 0.09 0.00 0.00
top 0.25 0.23 0.25 0.25 0.23 0.30 0.18 0.30
Next, in Table 3, we run experiments on the 8 datasets used by Fan et al. [9], which proposed average top-k. These
8 datasets are presumably settings favorable to the average top-k loss. We find that even on these datasets, the close
decay loss performed statistically equivalent to average top-k on six datasets. On the remaining two, where there is a
statistically significant difference in test accuracy, close decay had notable improvements in accuracy. For example, the
monk dataset resulted in an improvement of more than 6%.
4.3 Analysis
To help better understand our improvement, we also directly compare against average loss in Figure 3. In both cases, we
see that many datasets have similar performance using either of the losses—this is expected, due to the fact that average
Table 3: Error rate in datasets from Fan et al. [9]. Statistically significant differences are shown in bold.
Logistic Hinge
close close decay atk average top close close decay atk average top
monk 11.37 11.01 18.45 19.86 18.73 11.36 11.44 17.05 17.78 18.56
phoneme 21.90 21.67 23.00 23.29 23.11 21.51 21.56 22.06 23.01 23.21
madelon 44.29 44.79 45.98 44.34 47.42 44.31 44.22 44.31 43.26 46.78
spambase 7.30 7.33 7.51 7.62 8.40 7.59 7.41 7.22 7.38 8.33
titanic 22.17 21.51 22.14 22.26 22.57 21.98 22.03 22.13 22.29 22.60
australian 12.86 13.22 12.69 12.65 12.89 13.09 13.36 13.21 12.65 13.05
splice 15.90 16.37 16.24 15.83 16.22 16.41 16.42 16.16 15.89 16.12
german 24.48 24.33 23.93 23.98 26.32 24.99 24.15 24.67 24.45 25.62
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loss is a reasonable baseline method. For a substantial number of datasets, using the simple close decay algorithm
achieves good improvements.
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Figure 3: Comparison of performance of Algorithm 1 and average loss using logistic and hinge loss. Each point is one
dataset from PMLB and OpenML.
Finally, we present a summary of the selected k∗ across datasets in Figure 4. To allow the value to be more easily
interpreted, we show the selected value of k normalized by the number of examples in the dataset. In Figure 4(a), we
find that the selected k∗ covers a wide range across datasets, and in Figure 4(a), we find that datasets where the selected
k∗ is small are also the datasets where we see substantial improvements in test accuracy compared to average loss. This
is reasonable since if k∗ is close to n, then close decay is essentially using the average loss.
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Figure 4: (a) Selected values of k∗. (b) Improvement on test accuracy vs. selected k∗. Improvement is measured
compared to the accuracy of average loss.
4.4 Simulations
We now present several simulations in Figure 5 to further investigate the performance of close decay. These simulations
allow us to avoid confounding factors, so that the source of the improvements are more clear. In these simulations, we
use the spambase dataset, which is the easiest example in Table 3 (all methods average under 9% error). This allows
us to increase the difficulty of the dataset to explore how the different methods respond to various challenges. The
spambase dataset consists of 4601 examples with 57 features, where 1813 of the examples are positive (39% of the
dataset).
We simulate three settings: outliers, class imbalance, and ambiguous examples. To simulate outliers, we sample the
class proportional to the original dataset. We then sample one example with a matching label with features x1 and one
example with the opposite label with features x2. The outlier is then given 10x2 − 9x1 as features (ie. the outlier is
placed far from the decision boundary in the wrong direction). To simulate class imbalance, we take the original dataset
and randomly duplicate negative examples, which are already a slight majority class (61%). To simulate ambiguous
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Figure 5: Simulated variants of the spambase dataset with outliers, class imbalance, and ambiguous examples. The
accuracy resulting from predicting the majority class on all examples is shown as a dotted line.
examples, we randomly sample negative examples and create a copy with a positive label, resulting in a point that is
impossible to always classify correctly.
First, in the case of outliers, we find that the close-k loss is fairly robust, even when more than 5% of the dataset is
composed of outliers. In contrast, all other methods have dropped more than 20 percentile points in accuracy, resulting
in an accuracy that is only marginally better than predicting the majority class for all examples.
Next, in the case of class imbalance, we find that the close-k loss results in improved performance compared to
other aggregate losses as the class imbalance grows. As the class imbalance grows, all methods improve in accuracy
due to fact that predicting the majority class becomes increasingly accurate.
Finally, as the number of ambiguous examples increases, the close-k loss maintains a higher accuracy than the other
aggregate losses. The results from this experiment closely resembles our example in Figure 1(d), where all methods
other than the close-k loss are encouraged to attempt to decrease the loss on the ambiguous examples despite the fact
that it impossible to classify those examples correctly.
5 Analysis
In this section, we provide theoretical guarantees for our method. First, we show that the close-k loss is closely bounded
by the 0-1 loss, which provides intuition for some of the later results. Next, we provide our proof of Theorem 1. Finally,
we provide generalization guarantees for the close-k loss.
Bounded by 0-1 Loss First, we show that the close-k loss is closely bounded by the 0-1 loss. Because of this property,
even though the close-k loss is not classification calibrated under restriction for k > 1, the close-k loss still gives strong
performance.
Lemma 2. For all S and f ,
L0−1({(yi, fθ(xi))}ni=1)− k
<
1
M
Lclose-1({(yi, fθ(xi))}ni=1)
< L0−1({(yi, fθ(xi))}ni=1) + k
See Appendix B for the short proof. As k is decreased, this bound becomes tighter, which results in the close-1 loss
being classification calibrated under restriction to any set.
Classification Calibration We now present the proof of Theorem 1, which states that the close-1 loss is classification
calibrated when restricted to any set of functions. This proof consists of two main observations:
• The minimizer of the close-1 loss matches the optimal 0-1 loss on any training set.
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• It follows that in infinite population limit, we obtain the optimal 0-1 loss in Ω.
We provide the first step of the proof as a lemma. Informally, this lemma states that the minimizer of the close-1
aggregate loss achieves the true 0-1 optimum in Ω.
Lemma 3. Let
θˆ = arg min
θ
Lclose-1({(yi, fθ(xi))}ni=1).
Then,
min
θ
L0−1({(yi, fθ(xi))}ni=1) = L0−1(θˆ)
Proof. The optimal parameter choice is θ∗ = arg minθ L0−1({(yi, fθ(xi))}ni=1), and corresponding 0-1 loss, which is
the number of points classified incorrectly, is w = minθ L0−1({(yi, fθ(xi))}ni=1). Then, c = n− w is the number of
points classified correctly by the optimal parameter choice. If the point closest to the decision boundary is classified
correctly, then Lclose-1({(yi, fθ∗(xi))}ni=1) is a sum consisting of c− 1 0’s, a term less than T , and w M ’s. If the point
closest to the decision boundary is classified incorrectly, then Lclose-1({(yi, fθ∗(xi))}ni=1) is a sum consisting of c 0’s, a
term between than T and M , and w − 1 M ’s. In both cases, Lclose-1({(yi, fθ∗(xi))}ni=1) < wM .
Suppose that there is a θˆ resulting in a smaller Lclose-1({(yi, fθˆ(xi))}ni=1). Note that this is composed of a sum of n
non-negative elements, of which at most one element is not equal to either 0 or M . Then, for Lclose-1({(yi, fθˆ(xi))}ni=1)
to be strictly less than wM , at least c terms must be zero, so θˆ would also get a 0-1 error of w.
With this intermediate claim, we can now derive the proof of Theorem 1.
Proof. Using Lemma 3, we have that for any training set, the minimizer of the close-k loss also minimizes the 0-1 loss.
In the infinite population limit,
lim
n→∞minθ
L0−1({(yi, fθ(xi))}ni=1) = R∗.
Using this observation with Lemma 3 gives us the desired claim.
Generalization Guarantees Finally, we show that the close-k aggregate loss is able to generalize well. In particular,
we find that the true accuracy of a learned model will be close to the training loss with high probability. Additionally, as
the number of training points n increases, the generalization gap decays to 0 for k = 1, where the loss is classification
calibrated under restriction.
Theorem 2. For any θ, with probability at least 1− δ,
L0−1 ≤ Lclose-k({(yi, fθ(xi))}ni=1) + k − 1+
O˜
(√
(Lclose-k({(yi, fθ(xi))}ni=1) + k − 1)
VC− log(δ)
n
+
VC− log(δ)
n
)
.
where V C is the VC dimension of the class of functions Ω.
The proof of this result relies on the bound from Lemma 1 along using results from learning theory to bound the gap
between the training 0-1 loss and the test 0-1 loss with high probability [5]. The full proof is provided in the appendix.
6 Related Work
Given the importance of the 0-1 loss in supervised classification tasks, there have been many approaches to improving
the test accuracy in this setting. Most closely related to our work are studies on other aggregate losses, such as the
maximal and average top-k losses [20, 9]. Other lines of work have focused on reweighing individual examples based
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on their difficulty [14, 19]. Similarly, robust estimation techniques identify outliers and downweigh their effect [24, 12].
While these techniques can handle outliers well, they are not capable of handling other common classification settings
that we explore. Other studies on losses focus on particular models, such as SVMs [11, 23, 21] and boosting [10], which
use specialized training schemes. Finally, several papers study the case where the training set has noisy class labels,
such as when training examples are either positive or unlabeled [8] or when training labels include random errors [16].
Other lines of work study alternative loss functions in settings where the 0-1 loss is not an appropriate metric of
performance. For example, in information retrieval, the area under the ROC curve is commonly used [13, 7, 17]. In
other cases, false positives and false negatives have different costs [6].
7 Conclusion
In this paper, we study several existing aggregate losses. We find that even in simple datasets, existing aggregate losses
result in suboptimal behavior, even on the training set and in the infinite population setting. To explain this behavior, we
propose classification calibration under restriction as a more precise definition. As a result, we propose the close-k
aggregate loss, which allows a tradeoff between classification calibration under restriction and convexity. We provide
generalization bounds for the close-k loss, and show that the close-k loss does not result in unexpected overfitting. We
experimentally verify that the close-k loss significantly improves performance on the PMLB and OpenML benchmark
suites, and explain our improvements using variants of a real dataset.
An interesting problem that remains is generalizing the concept of classification calibration under restriction to
the multiclass setting. While it is straightforward to reduce multiclass classification problems to multiple binary
classification problems using learning reductions, it is unclear whether the desired calibration properties would still hold
after applying learning reduction techniques. It may be interesting to apply similar concepts of focusing on examples
near the decision boundary to multiclass problems to improve performance.
Code Availability An implementation of our method and code to reproduce the figures and tables in this paper are
available on Github (https://github.com/bryan-he/closek/).
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A Additional Experimental Results
In this section, we provide additional results from our experiments on the PMLB and OpenML benchmarks.
Table 4: Fraction of PMLB datasets with improvement of at least 2 percentage points.
Logistic Hinge
close close decay atk average top close close decay atk average top
Linear
close 0.04 0.01 0.01 0.01 0.09 0.01 0.02 0.02
close decay 0.02 0.02 0.02 0.01 0.03 0.01 0.02 0.02
atk 0.23 0.25 0.04 0.06 0.24 0.24 0.10 0.03
average 0.18 0.23 0.03 0.06 0.17 0.18 0.04 0.06
top 0.35 0.34 0.14 0.20 0.29 0.33 0.10 0.15
NN
close 0.09 0.04 0.04 0.00 0.08 0.07 0.04 0.03
close decay 0.06 0.03 0.02 0.03 0.03 0.02 0.03 0.02
atk 0.08 0.11 0.07 0.04 0.08 0.09 0.04 0.03
average 0.10 0.11 0.02 0.06 0.08 0.09 0.08 0.07
top 0.29 0.29 0.23 0.28 0.29 0.32 0.27 0.32
Table 5: Fraction of OpenML datasets with improvement of at least 2 percentage points.
Logistic Hinge
close close decay atk average top close close decay atk average top
Linear
close 0.04 0.00 0.00 0.00 0.04 0.00 0.00 0.00
close decay 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
atk 0.19 0.19 0.00 0.12 0.15 0.19 0.00 0.08
average 0.19 0.19 0.00 0.15 0.15 0.19 0.00 0.04
top 0.19 0.23 0.00 0.00 0.23 0.27 0.04 0.04
NN
close 0.02 0.00 0.00 0.02 0.11 0.05 0.07 0.02
close decay 0.00 0.00 0.00 0.00 0.02 0.00 0.02 0.00
atk 0.05 0.05 0.02 0.02 0.05 0.05 0.02 0.00
average 0.02 0.02 0.00 0.00 0.07 0.07 0.02 0.02
top 0.34 0.34 0.32 0.34 0.34 0.34 0.30 0.34
B Proofs
Proof of Lemma 2 .
Proof. Notice that at most k terms in the two summations differ. The terms that differs must be between 0 and 1, so the
total difference must be between −k and k.
Lemma 1. Let
θˆ = arg min
θ
Lclose-k({(yi, fθ(xi))}ni=1).
Then,
L0−1(θˆ) ≤ min
θ
L0−1({(yi, fθ(xi))}ni=1) + k − 1
13
Proof. The optimal parameter choice is θ∗ = arg minθ L0−1({(yi, fθ(xi))}ni=1), and the number of points classified
incorrectly is w = minθ L0−1({(yi, fθ(xi))}ni=1). Then, c = n− w is the number of points classified correctly by the
optimal parameter choice.
Lclose-k({(yi, fθ∗(xi))}ni=1) is a sum consisting of at least c−k 0’s, k terms between 0 andM , and at most n−c−k
M ’s. Thus, Lclose-k({(yi, fθ∗(xi))}ni=1) ≤ (n− c)M = wM .
Suppose that there is a θˆ resulting in a smaller Lclose-1({(yi, fθˆ(xi))}ni=1). Note that this is composed of a sum of n
non-negative elements that are no more than M , of which at most k elements is not equal to either 0 or M . Then, for
Lclose-1({(yi, fθˆ(xi))}ni=1) to be strictly less than wM , at least c− k + 1 terms must be zero, so θˆ would also get a 0-1
error of w.
Theorem 2. For any θ, with probability at least 1− δ,
L0−1 ≤ Lclose-k({(yi, fθ(xi))}ni=1) + k − 1+
O˜
(√
(Lclose-k({(yi, fθ(xi))}ni=1) + k − 1)
VC− log(δ)
n
+
VC− log(δ)
n
)
.
where V C is the VC dimension of the class of functions Ω.
Proof. From Lemma 3, we have that Lclose-k({(yi, fθ(xi))}ni=1) + k − 1 ≤ L0−1({(yi, fθ(xi))}ni=1). In addition, we
have that
L0−1 ≤ L0−1({(yi, fθ∗(xi))}ni=1) + k − 1+
O˜
(√
(L0−1({(yi, fθ∗(xi))}ni=1) + k − 1)
VC− log(δ)
m
+
VC− log(δ)
m
)
.
from Corollary 5.2 of Boucheron et al. [5]. Combining these two inequalities results in the desired result.
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