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appropriateness of intelligent personal assistant use in social situations. Some, though not 
all, of the findings of this study confirm the findings of other research in the growing 
body of research on intelligent personal assistants.   
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Introduction 
  
 The past decade has seen a momentous increase in the use of smartphone devices. 
Even in just the past half-decade, smartphone ownership has skyrocketed. In the United 
States, 72% of adults now own a smartphone which is up from 35% in 2011 (Pew 
Research Center, 2016; Pew Research Center, 2011). While there is a notable digital 
divide between developed countries and developing ones, smartphone ownership has also 
greatly expanded in developing countries; 37% of people in developing countries 
reported owning a smartphone in 2015, up from 21% in 2013 (Pew Research Center, 
2016). Not only has smartphone ownership increased, but many users have come to rely 
on mobile devices as their source of access to the internet.  
This mobile shift has had broad impacts on the presentation of information on the 
web. For example, the physical constraints of mobile devices have forced graphical 
designers to rethink their page layouts (Krug, 2014). Similarly, the rise of mobile devices 
has provided users with new ways to address mobile information needs that were 
previously routed in other ways, often less successfully (Sohn et al., 2008).  Smartphone 
owners are able to use their devices to address immediate information needs, from 
necessary emergency information to local recommendations. Furthermore, their devices 
may allow for information retrieval systems to make use of contextual user information 
such as device type and spatio-temporal context (Tamine-Lechani et al., 2010).
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 In the past few years, voice search and voice controlled intelligent assistants, also 
sometimes referred to as intelligent personal assistants, have become intertwined with 
mobile technology. Spurred by vastly improved voice recognition technology which has 
made them less prone to frustrating input errors, intelligent assistants have become a 
popular topic for major tech companies. Several companies have built intelligent 
assistants and, importantly, made them default components of their mobile operating 
systems which reduces the effort required for a user to begin using an intelligent 
assistant. More specifically, Apple made Siri available as part of the iOS mobile 
operating system in 2011, Google released Google Now in 2012, Microsoft launched 
Cortana in 2014, and Amazon made Alexa available in late 2014.1 2 3 4 
While there is not a single widely used definition of for intelligent assistants, there 
are a number of characteristics shared by the personal assistant systems considered in this 
paper. First, the assistants provide a conversational interface for information seeking and 
phone control. The degree to which each tool is designed to appear conversational 
varies—for example, Siri, Cortana, and Alexa are all personified by their names—but 
they all exhibit conversational characteristics in some cases. Also, they are all designed to 
be able to understand the geographic and temporal context of a user’s query. For 
example, the assistant might return highly rated local restaurants from Yelp, if asked to 
                                                 
1 Apple. (2011). Apple launches iPhone 4S, iOS 5 & iCloud [press release]. Retrieved from 
http://www.apple.com/pr/library/2011/10/04Apple-Launches-iPhone-4S-iOS-5-iCloud.html 
2 Rougeau, M. (2012). Google IO 2012: Google introduces Siri-killer Google Now. Tech Radar. Retrieved 
from http://www.techradar.com/news/software/operating-systems/google-io-2012-google-introduces-
siri-killer-google-now-1087130 
3 Warren, T. (2014) The story of Cortana, Microsoft’s Siri killer. The Verge. Retrieved from 
http://www.theverge.com/2014/4/2/5570866/cortana-windows-phone-8-1-digital-assistant 
4 Etherington, D. (2014) Amazon Echo is a $199 connected speaker packing an always-on Siri-style 
assistant. Tech Crunch. Retrieved from https://techcrunch.com/2014/11/06/amazon-echo/ 
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find a good restaurant. Last, when possible, answers are returned to the user audibly. In 
some cases, the intelligent assistants may even ask for more context about a request. For 
example, some assistants may ask for a user to differentiate between two locations when 
a user is making an ambiguous query. That said, exchanges typically end immediately 
after the query when the assistant responds with either a spoken answer or by returning a 
search results page. Thus, when given a query that the system is capable of handling, it is 
possible for intelligent assistants to quickly return an accurate answer without the user 
having to do anything more than recognize their information need and vocalize it.  In this 
hypothetical example, it seems clear that the intelligent assistant may have value to users 
in some situations.    
This generation of intelligent assistants demonstrates that voice control has the 
potential to alter the way that people interact with devices, but it has also presented users 
with a new tool to use for information seeking.  Much as many users have adapted social 
search into their overall information seeking behavior, users may also find that intelligent 
assistant search fits their needs. Unfortunately, there has been little recent research to 
shed light on the actual use of these tools. That is to say, while there has been research on 
many of the components that make intelligent assistants, there has been little published 
research to understand how the most recent commercial tools are being used. Despite the 
present lack of research, it seems likely that consumers are making use of their assistants. 
According to a 2014 market research survey of 1400 smartphone users above the age of 
13 commissioned by Google and completed by Northstar Research, 41% of adults and 
55% of teens use Google Now at least once a day (Google Official Blog, 2014). Taking 
into account the many factors discussed so far—the rapid increase in smartphone owners, 
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the possible usefulness of intelligent assistants, the evidence of user engagement, the 
corporate resources involved, and the potential ramifications for information seeking 
behavior—it seems clear that more research is required. 
The study conducted for the Master’s paper research is intended to be exploratory. 
It exists in the context of a limited number of other explanatory works on intelligent 
personal assistants. First, Lovato and Piper (2015) observed young children’s use of 
intelligent assistants. Additionally, Jiang et al. (2015) and Kiseleva et al. (2016) studied 
predicting user satisfaction. The present study is most closely related to Luger and Sellen 
(2016), who conducted a series of interviews with early adopters understand users’ 
expectations for intelligent assistants. The present study made use of diaries and 
interviews to understand real world information seeking behavior using intelligent 
assistants. By identifying behaviors and shedding other findings, this research lays the 
groundwork for future research.
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Literature Review 
 
Though there has been previous research surrounding the technology that supports 
intelligent assistants—in particular, the voice recognition software—there is little 
research on the way that users actually use commercially available assistants. There are 
several areas of research—mobile information needs, mobile search, voice search, and 
conversational agents—which are relevant to our understanding of intelligent assistant 
interaction.  
The field of mobile search is very closely related with the use of intelligent 
assistants because intelligent assistants are accessible through the operating systems of 
the top three mobile operating systems in the United States. There are at least three 
important differences between mobile queries and desktop queries. While the following 
studies were conducted using a generation of cellphones that predates the smartphone, 
there are insights that are worth considering in modern mobile search. First, mobile 
queries may be shorter, according to Church et al. (2007), who conducted query analysis 
on over 600,000 mobile queries from 2005. In contrast, Kamvar and Baluja (2006) found 
that queries on Google’s mobile interface contained almost exactly the same number of 
words as on desktop interfaces, despite the relatively higher difficulty of entering text 
using phones equipped with 12-button keypads instead of a keyboard. A second 
characteristic of mobile search is that search sessions tend to be shorter. Kamvar and 
Baluja (2006) reported that sessions were significantly shorter which, again, may have
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been a result of the difficulty of query entry. Third, Church et al. (2007) reported that 
mobile users made almost no use of advanced search features. Fourth, both Church et al. 
(2007) and Kamvar and Baluja (2006) found there was less diversity in mobile queries 
than desktop queries. For example, Church et al. noted that only 22% of mobile queries 
they observed were unique compared to at least 57% of desktop queries (Church et al., 
2007, p.33). Of course, the difficulty of using mobile devices from that generation for 
complex information interactions may not be as much of a problem for users of modern 
touch-screen smartphones. 
Beyond device type, more recent studies have also looked at how the location 
context of users may affect mobile information needs. Sohn et al. (2008) asked study 
participants to keep a diary of mobile information needs. In documenting their needs, 
participants detailed the actual need, how they addressed their need, and whether or not 
they were successful, among other things. Analysis of users’ needs showed that 72% of 
their needs were driven by some aspect of their existential context at that moment, 
whether that was time, activity, location, or conversation. While users addressed 30% of 
their needs using mobile web access and 10% used online maps, the majority resorted to 
phone calls or other methods. While these percentages are very likely no longer accurate 
given the much wider of adoption of smart phone devices, many users who did not have 
mobile internet access felt that they would have been able to solve their needs through the 
web. Also, qualitative data suggests that users struggled with device limitations both in 
terms of user input and information viewing (Sohn et al., 2008). In another diary study of 
mobile needs, Komaki et al. (2012) asked how the mobile context of a user might affect 
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search. The study found that location affected not only needs, but also affected users’ 
tendencies to deem search results relevant to their needs.  
Amin et al. (2009) also made interesting findings about the role of location in 
mobile search. In their log and diary study, 42.7% of mobile searches fell into the “fact-
finding,” category 43.8% fell into “information gathering,” and 13.4 were classified 
“non-goal oriented” (p. 742). Furthermore, they found that users tended to make their 
searches from the same places, or hotspots, over time. In terms of temporal context, 
66.1% of users’ information needs were created by some activity that they were 
participating in; in other words, they arose spontaneously. Finally, Amin et al. reported 
that 76.1% of searches were conducted in the presence of other people and that some of 
the needs were really group information needs rather than individual ones.  
Church, Cousin, and Oliver (2012) also studied the effect of social situation on 
mobile search. In a large diary study, researchers administered a survey and collected 123 
diary entries which mostly represented mobile Google searches. They found that 
participants typically issued mobile queries to find facts and complete tasks. They also 
found that trivia, pop culture and getting location and directional information about 
businesses accounted for over half of reported uses. Interestingly, they also found that 
participants used mobile search far most frequently around friends and family. In their 
words, “while social mobile search does occur among work colleagues, it appears to 
occur more often with people with whom users have a closer, more intimate relationship” 
(Church, Cousin, and Oliver, 2012, p. 396). Participants reported that mobile search is 
social context could help by providing immediate information that enhances 
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conversations and decisions, but also felt that it could make them seem antisocial or 
disengaged while also making them more dependent on their search engines. 
With all this in mind, it is also worth considering that searching on mobile devices 
may not necessarily represent a truly mobile information need. In Nylander et al. (2009), 
researchers conducted a diary study of tech-savvy mobile search users in Sweden. 
Interestingly, many participants used their mobile devices for information needs even 
when they were at home and could have used a computer. In fact, 51% of mobile use 
took place somewhere a computer could also have been accessed. According to the 
researchers, “repeatedly, participants report that they chose the phone even though they 
had a computer because it was more convenient with the phone” (Nylander et al., 2009, 
p. 268). Similarly, Amin et al. (2009) reported that users sometimes use their mobile 
devices at home because the level of engagement is lower. In all, Nylander et al. observed 
that 85% of mobile device use was not related to mobile context. This concept may be 
important to consider with regard to intelligent assistants because, although intelligent 
assistants are often marketed as useful in hands-free or mobile contexts, it may be the 
case that users may not actually use them that way in the real world.  
 Another vein of information retrieval research that is relevant to intelligent 
assistants is voice search. In a book chapter by Schalkwyk et al. (2010), Google 
researchers describe the importance of voice search to Google’s vision. Echoing 
previously discussed research, Schalkwyk et al. note the difficulty of typing and 
navigating on small mobile devices. In place of that tactile input method, Schalkwyk et 
al. propose voice search as a more convenient input method. Interestingly, in limited 
reporting on Google’s user logs, the researchers describe voice search as a tool that is 
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largely used for mobile needs. More specifically, Schalkwyk et al. concluded that “voice 
searches are more likely to be about ‘on-the-go’ topic...less likely to be about a 
potentially sensitive subject…less likely to be for a website that requires significant 
interaction” (2010, p. 86). Kamvar and Beeferman (2010) studied Google’s Goog-411 
voice search tool and made similar findings. Kamvar and Beeferman found that users 
take advantage of voice search when using devices which pose problems for query input 
and that users chose voice search when inputting long queries in order to avoid difficulty 
typing. Furthermore, Kamvar and Beeferman found “queries that have the greatest 
likelihood of being spoken are in the Local, Food & Drink, Shopping and Travel 
categories” (p. 3).  
 In a more recent study, Guy (2016) studied voice query logs from Yahoo’s mobile 
search application from 2015. Guy observed that voice queries were disproportionately 
focused on audiovisual content, recipes, and “question queries” (p. 42-43). Additionally, 
there were fewer queries about potentially sensitive topics such as adult entertainment 
and social networks. With regard to device interaction, Guy found that voice queries 
tended to lead to less interface interaction than text queries did. Conversely, queries about 
complex topics which would require complex interface interaction were underrepresented 
in voice queries. In short, Guy’s study echoes some of the same findings as the previous 
study by Schalkwyk et al. in that users avoid sensitive issues and topics which may force 
them to interact with their screen much when using voice search. 
 Because intelligent assistants can also be used for device control, it is worth 
noting that there is also a field of research related to voice control tools and their 
implications for accessibility. Callejas and Lopez-Cozar (2009) studied the needs of 
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elderly users for voice controlled smart-home features and found that study participants 
generally had a positive perception of voice control. Portet et al. (2013) studied whether 
or not elderly users would interact with smart-home voice controls in a Wizard of Oz 
study.5 They found that participants appreciated safety-oriented features, but feared 
losing their autonomy and becoming lazy. More generally, voice controls have long been 
considered as a viable interaction mode for users with motor, visual, or other 
impairments. Other studies have focused more directly on issues related to information 
seeking and accessibility. Kane et al. (2009) studied the mobile information needs of 
people with impairments and, among other things, found that voice input was a highly-
desired tool among their sample. Building on that work, Naftali and Findlater (2014) 
identified capable mobile speech input as a desirable goal moving forward, but noted that 
these tools are not always appropriate because some information needs are personal and 
voice input does not afford users privacy. Interestingly, two of the four participants in 
their study made use of Apple’s intelligent assistant, Siri. Furthermore, the researchers 
report that Siri’s mobile input did not meet the needs of participants. For example, Siri’s 
input window was only 20 seconds long which limited users who wanted to input long 
strings of text or issue complex commands. Though the research presented here does not 
focus on users with impairments, there is a need for research into this population and 
their information needs vis-à-vis intelligent assistants.  
 Voice search—using speech to text software to enter queries—is relevant to 
intelligent personal assistant use, but it is not exactly the same as searching with 
                                                 
5 According to Kelly (2009), a Wizard of Oz study is one in which “while users believe they are interacting 
with a real system, in reality there are one or more researchers ‘behind the curtain’ making things work” 
(p.30). 
12 
 
intelligent assistants. First, regardless of actual functionality, intelligent assistants are 
presented to users differently through mass marketing. More specifically, advertising for 
intelligent assistants portrays them as highly capable which may affect user perception of 
them and make them more or less likely to use them. Second, there are functional 
differences. For example, intelligent assistants sometimes participate in limited 
conversation and reference previous queries for clarification. For example, intelligent 
assistants will sometimes converse with the user in order to clarify a previous query. 
Third, as mentioned earlier, intelligent assistants are also used for device control. With 
that said, some who have studied intelligent assistants have pointed out their similarity to 
conversational agents (CAs) that have a long history in human-computer interaction 
(Luger & Sellen, 2016, p. 5286). According to Luger and Sellen, this research has 
primarily focused on technology and laboratory experiments rather than real world use, 
putting it outside of the scope of this literature review.  
 One exception is a study in which Jokinen and Hurtig (2006) tested a multimodal 
PDA-based route navigation system. The researchers found that users’ evaluation of their 
system relied on users’ “predisposition and prior knowledge of the system” as determined 
by the experimental group that they were placed in at the beginning of the study (p. 4). 
More specifically, the researchers reported that users who expected to interact with the 
system through spoken language evaluated the system worse in terms of user satisfaction 
than users who expected to interact through touch because the touch users viewed spoken 
language as an added bonus. The researchers also noticed that older users were more 
likely to have their expectations met than younger users.  
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 In Anastasiou, Jokinen and Wilcock (2013), researchers studied the way that users 
interact with a speech controlled “knowledge access” system called Nao WikiTalk. This 
study differs from others discussed here because it makes use of a small robot as the 
conversation agent, but it is also relevant to this proposal given that the robot is designed 
to satisfy information needs. Before the study, researchers measured participants’ 
expectations with a questionnaire. Interestingly, participants expected the robot to 
provide functional, accurate, understandable information, but they did not expect the 
robot to speak naturally (p. 37). Participants also reported that they expected to encounter 
difficulty getting the robot to understand their speech. After evaluating users’ actual 
experiences with Nao the robot, researchers found that, in every case, actual experience 
fell short of user’s reported expectations. Furthermore, participants expressed particular 
concern with the robot’s speech recognition. Though this study was conducted in a lab 
with predetermined information needs, the findings about users’ pre-experiment 
perceptions of how the technology would function are particularly interesting for this 
proposal. 
As was previously mentioned, there have only been a small number of relevant 
articles published on user interactions with intelligent assistants. Two of these studies 
deal with questions about user satisfaction. In Jiang et al. (2015), researchers analyzed 
interaction logs for users of a beta version of Microsoft’s Cortana assistant. Several 
request domains were identified, including web search (30.6%), chat (21.4%), device 
control (13.3%), communication (12.3%), location (9.2%), calendar (8.7%), weather 
(3.8%), and other (0.6%). Using the log data for insight, the researchers then devised a 
laboratory study where participants conducted a variety of tasks including web search, 
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device control, and chat. Based on satisfaction ratings provided by users and observable 
behaviors such as clicks and acoustic qualities of users’ voices, the researchers created a 
model for predicting user satisfaction for different types of intelligent assistant tasks. 
There were also a number of interesting insights that the researchers provided. For 
example, researchers noticed that slower speech during user input tended to predict lower 
user satisfaction and that users who reported satisfactory searching tended to submit 
shorter requests. However, as the researchers themselves pointed out, there are a number 
of key limitations to this study. Specifically, they note that the study does not consider “a 
popular function of many intelligent assistants…proactive suggestions” and it only 
measures a prerelease version of Cortana that had different capabilities than the released 
product (Jiang et al. 2015). Furthermore, it is worth noting that the participants were not 
selected based on previous use of intelligent assistants. These are important differences 
from the present research which seeks to explore the behavior of real world users.  
In a similar vein, Kiseleva et al. (2016) also investigated user satisfaction with 
personal assistants. They used the same general participant population—student interns at 
an American information technology company—and the study design consisted of users 
completing tasks using Cortana in a laboratory environment. Most of these participants 
reported that they had never used Cortana. However, in a small difference, the functions 
that Kiseleva et al. studied were web search, device control, and structured search 
dialogue (rather than chat). Though the task scenarios were also chosen from Cortana 
usage logs as they were in Jiang et al. (2015), it seems possible the substitution of 
structured search dialogue for chat in the tasks list may represent a better understanding 
of the kinds of things users are doing with their intelligent assistants.  
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 Another relevant study was conducted by Lovato and Piper (2015) and looked at 
children’s use of intelligent assistants. The study consisted of an online survey and 
content analysis of videos of children using Siri. The researchers identified three major 
behaviors: information seeking, exploration, and functional (device operation). 
According to their findings, children experienced problems understanding what to do 
when the intelligent assistant responded with a search results page rather than an audible 
response. Additionally, children also experienced difficulty with speech recognition 
errors. These findings are interesting, and it is clearly important to design intelligent 
assistants that children can use, but the study is limited by the fact that one of the major 
sources of data was video on YouTube which was created and posted independently of 
the study. Also, the researchers only collected survey data from parents about their 
children’s intelligent assistant usage and did not discuss usage with children. In short, 
data quality was a major limitation for this study.  
The previous three studies represent important steps in the study of personal 
assistants. However, since both Kiseleva et al. (2016) and Jiang et al. (2015)  are 
concerned with issues in measuring user satisfaction, they do not address the same 
questions that are posed by the present research. To be more specific, both studies 
collected user satisfaction entirely in the form of 5-point Likert scale questions on a post-
study questionnaire. While this type of data lent itself to statistical comparisons and 
captured data about users’ satisfaction and effort, it shed little light on how users think 
and feel about using intelligent assistants. Additionally, Lovato and Piper (2015) 
collected survey data from parents about their children’s intelligent assistant usage and 
viewed videos on YouTube. This data also is not best suited to learning about user 
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perceptions. To find that sort of information, researchers will have to use qualitative data 
and qualitative analysis techniques. At present, we are only aware of two such studies. In 
an exploratory study by Luger and Sellen (2016), the researchers sought two answer two 
questions: “(a) what factors currently motivate and limit the ongoing use of CAs 
(conversational agents) in everyday life, and (b) what should we consider in future design 
iterations?” (p. 5287). The researchers sought answers to these questions by conducting 
half hour- to hour-long semi-structured interviews with 14 participants. Of the 14, 12 
participants were British, one was American, and one was a Czech national. 12 were over 
the age of 30 and only two were between 25 and 29 years old. Importantly, these 
participants were selected based on the fact that they self-reported “regular” usage for at 
least one month (Luger & Sellen, 2016, p. 5288). In contrast to the previously discussed 
laboratory studies, Luger and Sellen chose to evaluate users regardless of the brand of 
intelligent assistant that they used, though only one user reported having used anything 
besides Apple’s Siri and Google Now. The researchers’ main finding was that “systems 
failed to bridge the gap between user experience and system operation” (Luger & Sellen, 
2016, p. 5295). This is similar to the earlier finding that user expectations outstripped 
actual experience (Anastasiou, Jokinen, & Wilcock, 2013). Furthermore, they observed 
that programmed playful responses—when Microsoft’s Cortana states that Bill Gates is 
her father, for example—actually hurt user satisfaction because they established 
“unrealistic expectations that framed the ongoing user experience” (Luger & Sellen, 
2016, p. 5295). Beyond their general conclusions, the researchers observed a number of 
other interesting themes in their interviews. In terms of use cases, Luger and Sellen 
identified only multitasking—and hands-free multitasking, in particular—as the main 
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motivation for using an intelligent assistant. Also, the researchers observed that users 
who self-reported having high levels of technical understanding were less likely to 
humanize their assistants in their interactions with them. Finally, two interviewees related 
their feelings regarding their trust of their assistants; one interviewee noted that they had 
trouble trusting their intelligent assistants to accurately perform control commands while 
another related that they did not trust their intelligent assistants to transcribe a text 
message that they composed vocally (Luger & Sellen, 2016). 
 The study by Luger and Sellen is clearly an important step towards understanding 
user perceptions of intelligent assistants because it is one of the first attempts to study 
user behavior in the real world. The interviews revealed a number of interesting concepts 
that were not evident from simply looking at log data as other researchers have done. 
However, there is more work to be done to better understand users’ perceptions and 
expectations for intelligent assistants. 
The second relevant study is Porcheron, Fischer, and Sharples (2016). This study 
focused on qualitatively describing aspects of intelligent personal assistant use in social 
settings. To do this, the researchers recruited groups of friends and had them socialize 
around a table in a café. Participants were encouraged to socialize and make use of their 
intelligent personal assistants when possible. The researchers reported their data as 
detailed fragments of behavior which include rich descriptions of participants’ words and 
behaviors. Findings showed that users still make use of traditional methods of sharing 
information such as screen sharing. Voice interaction served as a “collaborative 
mechanism for any member to orient to and engage with the device interaction” 
(Porcheron, Fischer, and Sharples, 2016, p. 217). 
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In contrast to the prior work, the research questions behind our study were more 
tightly focused on information seeking.  
The research questions for this study were:   
 RQ1: What causes users to select intelligent assistants to address information 
needs? 
 RQ2: What kinds of information needs do users perceive to work well or poorly 
with intelligent assistants? 
 RQ3: What are users’ expectations about the information seeking capabilities of 
intelligent assistants?  
 RQ4: How do users perceive intelligent assistants in the context of their other 
information seeking tools like traditional search engines and social media? 
As was mentioned earlier, these research questions differed from previous studies in 
that they were more tightly focused on information seeking uses of intelligent assistants. 
Furthermore, this study used different qualitative research methods, and focused on a 
different, much younger population. Finally, this study was aided by the fact that over a 
year had passed since the previous studies collected their data. While this may seem like 
a short interval, it is a significant amount of time relative to the lifespan of commercially 
available intelligent assistants. 
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Methods  
 
 The research questions proposed herein are focused on how participants use 
intelligent assistants in the real world. Therefore, a field study was an appropriate 
approach to take in order to answer them. Because this usage is inherently tied to 
participants’ perceptions, a well-suited way to find answers was to gather data directly 
from participants. Furthermore, within the limited research on this topic, little work has 
been done on user perceptions. In short, a qualitative approach is best suited to the 
research questions and is also an area which has been understudied to this point.  
 
1.1 Sample and recruitment procedures 
 
This research studied college students at a large public research university. While 
students are certainly not uncommon in information science research, their intelligent 
assistant usage has not been studied in other intelligent assistant research. Furthermore, 
according to market research, younger users may be more likely to use intelligent 
assistants (Google Official Blog, 2014). Interestingly, both of the other qualitative studes 
of intelligent assistant use by Luger and Sellen (2016) and Porcheron, Fischer, and 
Sharples (2016) made use of older participants.
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Participants were selected based on their frequent use of intelligent assistants. The 
decision to focus on frequent users was made because it is likely that many members of 
the college student population do not use their intelligent assistants at all. By focusing on 
frequent users, there was a higher likelihood that participants would have developed 
perceptions about usefulness and functionality through their past experiences interacting 
with intelligent assistants. The study originally aimed to recruit eight participants using 
the UNC-Chapel Hill mass email system. However, response rates were extremely high 
and 11 participants were recruited. Respondents to the email received a simple screening 
questionnaire which asked them to identify their student status, intelligent assistant of 
choice, and frequency of intelligent assistant use. Participants who reported using their 
intelligent assistants at least several times a week or every day were selected for the study 
and invited to meet for an introductory meeting where they received training on how to 
fill out their diary entries. Of the participants who were selected, nine used Apple’s Siri 
and two used Google’s Google Now. Each participant received $25 for their full 
participation in the study. 
 
1.2 Data collection procedures 
 
 Though there is little research on intelligent assistants to date, there is a 
substantial history of qualitative web and mobile information needs studies that this study 
drew on. In particular, this study used research diaries and semi-structured interviews.  
Diaries are very useful method that allows researchers to capture real behavior 
that would not occur naturally in a laboratory setting. Given these benefits, research
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diaries have been utilized in many information need studies. Studies which have focused 
on mobile search are of particular relevance to this study. For example, Barkhuus and 
Polichar (2011) used diaries and interviews to study how users adapt smartphone 
technologies into their behavior. Nylander et al. (2009) used diaries and interviews to 
study mobile search, as did Church and Oliver (2011). Additionally, Sohn et al. (2008) 
studied mobile needs—not just smartphone usage—and Rieh (2004) studied desktop-
based web information needs. While diaries were a useful method for this study, it is 
worth mentioning that they do carry the risk of low response rate because they rely on 
participants to spend time and effort completing entries. Research diaries, as with many 
qualitative approaches, also require significant effort in data analysis.  
 While several of the studies mentioned above made use of pen and paper in order 
for participants to keep their diaries, this study used Qualtrics digital forms. Not only did 
this method reduce the need for transcription after data collection, it also reduced the 
workload for participants by allowing them to make entries from their smartphones. 
Furthermore, using electronic forms allowed the principle investigator to remind 
participants to make entries periodically. To remind participants, text messages were sent 
every other day in the late afternoon. Each text message contained a link to the Qualtrics 
form and a few words of gentle encouragement. Participants were asked to complete five 
diary entries over the course of 2 weeks. All diary entries were entirely anonymous. 
During initial introductory meetings with participants, a small issue with this method was 
discovered related to the Apple iMessage application which many participants were 
using. In short, Apple iMessage did not format URL’s as clickable links when the 
principle investigator sent them for the first time. This could have increased the risk for 
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low response rates from users by forcing participants to expend additional effort to get to 
diary forms. Fortunately, the issue was resolved by having the principle investigator and 
participants exchange “test” text messages before sending the initial diary URL. After 
“test” messages were exchanged, URL’s appeared for users as clickable links. 
 The diary form included both closed and open ended questions. The questions that 
appeared on the form were, with some adaptations, those used by Church and Oliver 
(2011) in a study of mobile search users. The questions are as follows: 
1. What was the approximate date and time of your intelligent assistant use? (open) 
2. What was your location at the time intelligent assistant use? (open) 
3. Who were you with? (open) 
4. What were you doing? (open) 
5. What information did you need? (open) 
6. Were you able to complete the task with the intelligent assistant? (closed) 
7. (if the answer to Q6 is no) If you were unable to accomplish your task, why? 
(open) 
8. (if the answer to Q6 is no) How else did you accomplish your task? (open) 
9. Rate your satisfaction in the intelligent assistant from 1(extremely dissatisfied) to 
5(extremely satisfied) (closed) 
 
 
Additionally, similar to previous studies, data collection included semi-structured 
interviews. Interviews were conducted after participants completed the diary process. 
Interviews lasted from 15 to 25 minutes and provided the researcher with the opportunity 
to learn more about participants’ perceptions. The interviews were focused on 
understanding the larger context for participants’ intelligent assistant use. Interviews also 
provided the researcher with the opportunity to ask participants about their perceptions of 
the strengths and weaknesses of intelligent assistants. Additionally, participants were 
asked about how intelligent assistants have affected their phone use and information 
seeking over time. The full list of questions is available in Appendix A. This qualitative 
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approach addressed important, understudied questions about intelligent assistants. 
Furthermore, the data collection methods used have proven to be successful in related 
fields.
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Results 
 
1.3 Diary Responses 
 
During planning, there were concerns that participants might not want to fill out 
diary entries. Fortunately, this was not the case. All 11 participants completed the entire 
study and 54 of 55 possible responses were completed. Of the 54 responses, five were 
blank because the participant had not used their intelligent assistant since their previous 
diary entry. Therefore, 49 entries total entries were collected.  
 Though most of the questions in the diaries were open-ended, responses tended to 
be very similar and were not difficult to code. For each question, a closed set of codes 
was created after responses were reviewed for themes. After the codes were created, they 
were applied to the response sets. 
Several clear trends emerged from the diaries about use contexts and information 
needs. With regard to location, 27 of 49 total responses (55%) intelligent assistant uses 
were within the participants’ homes, 10 (20%) uses were in automobiles, six (12%) were 
in participants’ workplaces, and four (8%) were at the participants’ school. 
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 There was no clear pattern in terms of the time of day that participants reported 
using their assistants. 16 (32%) used their assistants between 7:00AM and 12:00PM. 19 
(39%) diary entries reported the time of use as between the hours of 12:00PM and 
5:00PM. Finally, 14 (29%) uses occurred after 5:00PM. The earliest reported use was 
7:00AM and the latest reported use was 11:00PM. 
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Participants most often used their intelligent assistants alone. In fact, out of 49 
responses, 27 (55%) of uses happened while participants were alone, 12 (24%) of uses 
happened while one person was around, and 10 (20%) occurred while multiple other 
people were around. 
 
 Of the uses that occurred while other people were around, participants had varied 
relationships to the other people around them. Out of 22 uses which occurred around 
other people, 13 (59%) occurred in the presence of friends, five (22%) occurred in the 
presence of coworkers, two (9%) occurred in the presence of unspecified family 
members, and two (9%) occurred in the presence of significant others.  
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 The diary entries also asked participants to describe what they were doing at the 
time of their intelligent assistant use. Responses to this question were varied. Out of 49 
responses, 14 (29%) uses occurred when participants were preparing for the day which 
included activities like waking up and preparing to leave the house. 10 (20%) reported 
uses occurred while participants were driving. Seven (14%) uses occurred while 
participants were studying, which reflects the fact that participants in this study were 
students. Five (10%) of uses occurred while participants were going to sleep, a separate 
five (10%) occurred while participants were walking, and another five (10%) occurred 
while participants were engaged in leisure activities such as watching TV. Finally, two 
(4%) of uses occurred while participants were working.   
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 Participants were also asked to identify what information need they were trying to 
address by using their intelligent personal assistants. Out of 49 responses, 17 (35%) 
reported instances were related to the weather. Seven (14%) of uses involved getting 
directions to other places. Six (12%) of uses were related to answering trivia questions 
such as finding dates, celebrity facts, or sports scores. Five (10%) of uses involved 
finding local business information such as store hours or phone numbers. Two (4%) uses 
involved finding roadway traffic reports. One (2%) instance involved looking for the 
result to a mathematical equation and another one (2%) involved asking the intelligent 
assistant to tell a story. Aside from information seeking, 10 (20%) reported uses were 
instances of device control such as turning off alarms, placing phone calls to existing 
contacts, or setting reminders.  
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 Only four out of 49 (8%) diary responses reported that the participant’s goal had 
not been met. Interestingly, three of these failures occurred when the participants were 
asking trivia related questions while one failure occurred during a complex traffic report 
query. Correspondingly, participants only reported being dissatisfied with their intelligent 
assistants in the same four diary entries. In the remaining 45 (91%) uses, participants 
reported being either extremely or somewhat satisfied with their experiences. This is 
perhaps unsurprising given the fact that participants were recruited for their consistent 
use of intelligent assistants. 
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1.4 Interviews 
 
In addition to completing diary responses, participants were also interviewed in-
person for 15-25 minutes. The interviews followed a semi-structured form (see Appendix 
A for interview guide). All 11 participants completed the interview process. Interview 
recordings were reviewed and extensive notes were taken. Based on notes, codes were 
created, interviews were relistened to, and codes were applied to interviews. 
 
1.4.1 Similarities to diary responses 
 
Many findings from the diaries were also reflected in the interviews. For example, 
five of 11 participants discussed using their assistant when preparing to go do something. 
This took a number of forms. Three participants reported that they regularly use their 
intelligent assistants to check the weather or their daily schedule while they are preparing 
for their day after waking up. In a similar vein, three participants (one participant carried 
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over from the first group) reported that they like to use their intelligent assistants as they 
are preparing to travel somewhere. 
 Another confirmatory finding is that seven participants discussed significant use 
of intelligent assistants to find out about the weather. In some cases, participants reported 
that they checked the weather in the morning after waking, while others reported 
checking the weather before going to bed. 
 Additionally, six of the 11 participants reported that they like to use intelligent 
assistants while they are driving or riding in cars. Participants’ use of intelligent assistants 
in cars stemmed from both their need for directions and their desire to utilize device 
controls to access message and calling features while they were driving.  
 Device control, whether in cars or not, was also a commonly described use of 
intelligent assistants. For the purposes of this study, device control is defined as of a 
broad range of non-information seeking behaviors including placing calls, setting alarms, 
and opening apps. Seven participants reported that intelligent assistant device control was 
helpful because it helped them remove steps from their interaction with their phones, 
even if they ultimate wound up manipulating their phone at the end of the process 
anyway. 
 In addition to confirming trends seen in the diary entries, participants’ interviews 
also provided more qualitative insights into their perceptions of intelligent assistant use. 
In the following sections, these themes will be discussed. These themes include social 
implications of intelligent assistant use, questions that intelligent assistants can and can’t 
handle, intelligent assistant adoption, strategies for improving speech recognition, 
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intelligent assistants’ effects on phone usage, and users’ thoughts about the benefits and 
drawbacks of data collection. 
 
1.4.2 Using intelligent personal assistants around other people 
 
 Participants had different views about how the presence of other people affects 
their intelligent assistant usage. Furthermore, participants had nuanced views about what 
kinds of variables might affect whether or not they would use their intelligent assistant 
around others.  
For example, two participants reported that the presence of others might reduce 
their desire to use intelligent assistants. Specifically, one participant noted that using Siri 
broke up conversations:  
“I find myself not wanting to talk out loud when other people are talking or have 
them be quiet so Siri can understand me so I’d rather open my phone and figure 
out the information. I feel like it’s kind of an inconvenience when you’re using 
Siri and people are around you. They feel like they have to quiet down.” 
 
Four participants reported that they would be less likely to use their intelligent 
assistant around others, but only in certain situations. For instance, one participant felt 
that they would use Siri around friends but also reported: 
 “If it’s a group of strangers or if I’m on a bus or in library or the Union or 
something, I probably wouldn’t use Siri just because it would be distracting to 
other people. It might be just unusual to see someone talking to their phone even 
though everyone—most people—know what it is and know what you’re doing.” 
 
 Another participant discussed how they would use their assistant around friends, 
but that it wouldn’t be appropriate in some settings: 
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“It’s just kind of a distraction, definitely in the classroom but also in the 
workplace…it might interfere with what someone else was doing.” 
 
 In a related vein, participants did not generally believe that using intelligent 
assistants around their friends would be rude or uncomfortable. This group of participants 
felt that intelligent assistants are widely known about and that their use is accepted in 
informal situations. In the words of one participant:  
“When I’m not at work, there’s usually not a lot going on. The people I’m around 
don’t really care if I’m going to use Siri.” 
 
 Similarly, six participants believed that the presence of others could increase their 
desire to use their intelligent assistants. There were two main reasons given for why they 
felt this way. First, some felt that the presence of others may lead them to want to find 
information. In particular, several participants reported that discussions with friends often 
sparked needs for information about trivia. One participant said:  
“I don’t think there’s a certain type [of task], it’s just something that I think of 
or…a lot of the times when I use it around my friends it won’t be for a personal 
reason but it’s something that’s sparked from a discussion we were having and 
then one of us will look it up.” 
 Two participants reported that they liked to use their intelligent assistants around 
others because they feel that it allows them to remain present in their conversations when 
looking up information. For these participants, turning to their phones to conduct a search 
makes them feel like they are disengaging from the people around them. 
 “I think I’m more inclined to ask Siri a question when I’m with them 
[friends] than just type it out myself…I try to be present in the moment, so I hate 
to just be looking at my phone and typing the whole time, especially when I’m 
surrounded by people. So, if we’re all looking to answer a question, I really don’t 
34 
 
want to look like I’m not paying attention or disengaged so it might be easier for 
me to ask a question and get it answered for the whole group.” 
 
1.4.3 The depth of the question 
 
 Participant interviews also revealed their thoughts about what types of 
information needs are well-suited for intelligent assistants. Five participants reported that 
they often use intelligent assistants for short queries and facts, including trivia about 
celebrities and historical figures, sports scores, and local business information. In the 
words of two participants: 
 “General, easy requests that are not source oriented, for example, they 
don’t change—the information doesn’t change based on source—she[Siri] will 
give you the information straight up. For example, the weather, the time, or phone 
numbers or heights. Those are good.” 
 “I guess easy questions that I could do on Google, I go to her instead just 
for the simplicity of it…for example, ‘how old is Carrie Underwood?’ Instead of 
going on my computer to type it in or on my phone to type it in, I just ask her 
[Siri] and it’s much faster. So, whenever I want a faster response, I go to Siri for 
small questions like that.” 
 Five participants also described thinking about the limitations of their intelligent 
assistants’ question answering capability. Perceived limitations included intelligent 
assistants’ inability to find information that would require synthesis.  
 “I would say that Siri is not academic—I mean academically focused—
because I don’t think she’d be able to give you so much information…if I was 
trying to find a book, or a list of books, for background reading about the Civil 
War or something, I wouldn’t go to her because I wouldn’t think she would give 
such good answers.” 
 “Definitely just seeking information that’s more in depth than surface 
things or things that she [Siri] can calculate. You know, I can always rely on her 
for ‘what’s two times two?’ and get that but those deeper things that I want to 
know—that deeper information—I find myself not even trying to use it and just 
going ahead and going to Google and typing it in myself.” 
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Interestingly, two participants described information that is poorly suited for 
intelligent assistants as the kind of information that would require them to make a second 
or third click from a search results page. Finally, three participants related that they had 
experienced difficulty in getting their intelligent assistants to understand complex 
mathematical equations because the assistants couldn’t structure the equations properly 
based on voice input. 
 Furthermore, five participants reported some consideration for the sources that 
intelligent assistants use to provide answers. They felt that intelligent assistants were only 
as good as the information that is available to them. For example, two participants 
discussed small errors in Siri’s responses:  
 “I have been disappointed every now and then with the weather, but I 
guess it’s more of the meteorologists’ fault than hers [Siri’s]. She just reports 
what is given to her. That’s already there. It’s not necessarily her fault, it’s more 
The Weather Channel’s fault with reporting weather.” 
 
“I think it’s pretty consistent with what the internet says and if the internet is 
wrong, Siri is also going to be wrong.” 
  
 Finally, two participants noted that errors that sound plausible are difficult to 
catch with their intelligent assistants. In other words, if an intelligent assistant provides 
an answer that sounds right, participants felt they would have trouble knowing that it was 
wrong and wouldn’t necessarily think to do further research. 
1.4.4 Adoption 
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 Because participants in this study were selected specifically for their self-reported 
frequent use of their intelligent assistants, they were all able to relate their thoughts about 
why they decided to become intelligent assistant users. Generally, responses revolved 
around the efficiency of their tools, but three participants reported explicitly that the 
motivating factor behind their adoption was that their lives had become busier when they 
entered university. One participant described this change: 
 “Part of the reason is I got busier in my life and more events came up, so 
I’d have to type in lots of things. But it’s easier to say ‘Siri, remind me of this 
thing at this time’ and then be done with it.” 
 Echoing this message, another student said: 
“I’ve definitely changed the way I use it[Siri], specifically for the reason that I’m 
busier as a college student. If it’s not on my phone then it doesn’t exist…now, in 
college, I have to make sure I know where I’m going, I have to make sure I know 
what I’m doing, where it is and Siri is definitely helpful with that.” 
 
 Four participants also reported that their initial interactions with their intelligent 
assistants were for entertainment. More specifically, participants reported that they had 
first interacted with intelligent assistants by asking silly questions, requesting jokes from 
their assistants, and generally trying to provoke their assistants to respond in humorous 
ways. Even for participants who did not begin with humorous tasks, participants often 
reported having seen a friend or family member successfully use certain features which 
they, in turn, also wanted to use. 
 
1.4.5 Speaking so intelligent assistants understand 
 
 While participants generally praised their intelligent assistants’ speech recognition 
capabilities, participants described two interesting aspects of intelligent assistant speech 
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recognition. First, three participants reported that their assistants struggled with speech 
recognition when used by non-native English speakers who have accents. These 
participants perceived that their friends and family with accents have difficulty getting 
their intelligent assistants to understand them. In their own use, these three participants 
reported that they often had difficulty getting their assistants to recognize non-anglicized 
names, even after they used built-in training features provided by their assistants. 
 Additionally, six participants reported that they sometimes alter their speech in 
order to get their assistant to respond more effectively. In one case, a participant reported 
intentionally mispronouncing a non-anglicized name in order to ensure that the assistant 
would understand their requests. The remaining five participants reported that they add 
details such as location information to their queries in ways that they would not do with a 
human and using unnatural syntax. Finally, one participant reported abandoning sentence 
structure and, instead, speaking in keywords to reduce the opportunity for speech 
recognition errors. 
1.4.6 Effect on phone use 
 
 Five participants did not have strong opinions about the effect of intelligent 
assistants on the frequency of their phone use. However, of the six who expressed 
opinions, there was no clear agreement. Two participants did not feel that they have 
experienced a change in phone usage. Three participants felt that their intelligent assistant 
has increased their phone use. According to one:  
 “It enables me to be more of a phone addict.” 
 Another reported: 
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 “It makes me more dependent on my phone…so, I would use Siri first 
before directly searching on Google or on my laptop.” 
 Finally, a third said:  
 “I also think I use my phone more often. In some ways, it [Google Now] 
has made me a little bit impatient because now if I have a particular question, I’m 
like ‘oh, I’d like that answer’ whereas before I would write it down if it’s 
important enough or make a mental note to myself. But now, I’m like ‘it would be 
nice to have the answer now.’ And I do try to check myself on that.” 
Conversely, one participant felt that their intelligent assistant has actually reduced 
the amount of time they spend on their phone: 
 “I feel like I’m on it a lot less because I’m not getting distracted, like I just 
ask it for that one thing and it gives me that one thing and I’m able to close 
it…normally, if I was to look up the weather I would either open the weather app 
or I would open Safari and then Google the weather…and then I’ll see the 
notifications or go to Facebook.” 
 
1.4.7 The impact of data collection on function, personalization and privacy 
 Interestingly, though there were no questions about data collection, several 
participants expressed thoughts about the impact of data collection on search results and 
privacy while discussing their intelligent assistant use. With regard to search results, two 
participants reported that they felt that intelligent assistants learn to answer the most 
frequently asked questions more effectively.  
 Regarding personalization, three other participants related that they want the data 
collected about them to be used to enhance their intelligent assistants. In particular, they 
want their assistants to be able to tune or personalize answers based on their previous 
successful intelligent assistant uses. 
 Finally, regarding privacy, two participants felt that the fact that intelligent 
assistants are now often always listening for voice activation is creepy. One participant 
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felt that this creepiness factor was so impactful, that it has led them to have a declining 
opinion of voice activated technology in general. 
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Discussion 
 
The interviews and diaries collected in this study reveal that experienced users of 
intelligent assistants have established frequent and common behaviors. These users have 
come to turn to intelligent assistants for repetitive, factual information needs. In 
particular, users make frequent use of their assistants to find weather information and 
travel directions. Interestingly, both of these behaviors are typically related to the users 
preparing to do something else. As designs move to predict user needs, this may be a 
valuable insight for designers. 
 Additionally, the five participants in this study described awareness of the 
limitations of intelligent assistants with regard to complex or nuanced questions. The 
diaries also suggest that users are not likely to turn to their assistants to ask complex 
questions as 76% of diary entries focused on readily available factual information such as 
weather, traffic, local business information and factual trivia. While not all users reported 
thinking explicitly about which questions to use intelligent assistants for, there is clearly 
decision-making going on. For many participants, it seems possible that their intelligent 
assistants have become related but distinct information seeking tools from search engines. 
 Several aspects of participants’ comments suggest that they are developing 
relatively complex system models of their intelligent assistants. First, five participants 
reported that their thoughts about their assistants’ system models factors into their routing 
of information needs to their assistant or elsewhere. Second, three participants reported 
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thinking about how well the system might have learned the answer to their need based on 
how frequently other users had asked the same question.  
Some of the findings from this research also reflect on previous findings in other 
work, such as that of Luger and Sellen (2016). For example, Luger and Sellen (2016) 
reported that preprogrammed jokes established unrealistic expectations for users which 
ultimately led them to feel like their assistants weren’t capable. However, in this research, 
many users reported that humorous and frivolous responses were their entry point into 
using their intelligent assistant. Additionally, while Luger and Sellen found that users’ 
expectations were rarely met by system performance, the participants in this study 
reported extremely high satisfaction in their diaries. Furthermore, in their interviews, all 
11 participants reported that, while they understood there were limitations, their 
impression of their intelligent assistants was positive. One possible explanation for this 
difference is that the users in Luger and Sellen’s study were not the same as the 
population in this study. Specifically, Luger and Sellen’s participants were required to 
have used intelligent assistants for only one month while the participants in this study had 
been using their assistants frequently for much longer. The participants in this study had 
clearly found useful tasks for their intelligent assistants. Additionally, it is also possible 
that the passage of time may have affected perceptions about intelligent assistants though 
it is difficult to know if that is because intelligent assistants have improved rapidly or if 
people have developed more nuanced opinions of their assistants over time.  
 Porcheron, Fischer, and Sharples’ (2016) work is also relevant to the qualitative 
behaviors found in this research. In their work, Porcheron, Fischer, and Sharples found 
that voice interaction allowed groups of users to interact with the same intelligent 
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personal assistant to solve a collaborative information need. Two participants in this 
study reflected that they thought of their intelligent assistant as useful for getting answers 
that would be relevant to everyone they were around. However, two participants felt 
differently, stating that they felt that using their assistant around others would be rude 
because it would force others to stop speaking or, as Porcheron, Fischer and Sharples 
write, to participate in the “mutual production of silence” (2016, p. 212). More research is 
required to better understand the nuances of this difference of opinion. 
 Finally, this research also compares and contrasts interestingly to the finding of 
Church, Cousin, and Oliver (2012). In their work on the social context of mobile 
information needs, the researchers found that their participants typically used mobile 
search in the presence of people who were close to them. This finding was reflected in 
the present study, where 75% of uses that occurred around others occurred around 
friends, family, and significant others. Furthermore, Church, Cousin, and Oliver (2012) 
reported very few mobile searches in the presence of strangers while the present research 
found none. In contrast, Church, Cousin, and Oliver found a greater diversity in the types 
of information needs addressed. They also found that pop culture trivia was the most 
commonly searched for topic, accounting for around one third of all queries. While trivia 
queries were present in the present study, they only accounted for 12% of queries Instead, 
weather information was the most common topic, though weather only accounted for 
1.6% of queries in Church, Cousin, and Oliver’s work. It is difficult to be certain why this 
difference is so striking, but it may be related to intelligent assistant users’ 
understandings of what their assistants can and cannot do. In other words, these users 
may have had the same kinds of mobile information needs described by Church, Cousin, 
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and Oliver (2012), but they are only choosing to employ their assistants for tasks that the 
assistants can handle well. Future research should look at intelligent assistant usage in the 
context of peoples’ other contemporaneous information needs.
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Conclusion 
 
 While the concept of intelligent personal assistants is not new, they have never 
been so widely available to the public thanks to their inclusion in mobile operating 
systems. Despite this fact, there has been little research into their use, particularly with 
regard to information seeking. This study adopted methods used in previous work in 
mobile, social, and voice search and applied them to the study of intelligent personal 
assistants. In particular, this study used diaries to collect data about specific uses of 
intelligent assistants and interviews to collect general perceptions of intelligent assistants 
among active and persistent users of these systems. The results show that these users 
have indeed already established clear behavioral trends. The users in this study typically 
search for factual information to meet repeated needs such as searching for weather and 
directional information. Participants in this study also had developed thoughts about 
when it is appropriate or inappropriate to use intelligent assistants. Interestingly, several 
participants felt that social interaction often spurred information needs that intelligent 
assistants are suited to handle. Furthermore, users understand that their assistants have 
limitations but still tend to be quite happy with them for the purposes that they are good 
at. Nonetheless, while this research has identified behaviors and trends, further research 
is clearly needed about intelligent assistants and information seeking.   
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Appendix A: Interview Guide 
 
Questions for Participants 
1. How often do you use your intelligent assistant? 
2. Where do you typically use your intelligent assistant? 
3. How is your usage affected if other people are present? 
4. Are there types of tasks that you like to use the intelligent assistant for? 
5. What kinds of things do you think the intelligent assistant can do well? 
a. Do you do anything to help the intelligent assistant with your commands? 
6. What kinds of things do you think the intelligent assistant does poorly? 
a. How could these problems be improved? 
b. Would you use the assistant more often if it offered some other functionality? 
7. How do you feel about the accuracy of the information that the intelligent assistant 
provides you? 
8. Has your intelligent assistant used changed the way you use your phone? 
a. If so, how? 
b. If not, why do you think it hasn’t changed? 
c. What other ways do you find information on your phone? 
9. Do you notice any trends in your own intelligent assistant usage? 
10. Has your intelligent assistant usage changed over time? 
a. If yes, why? 
11. Is there anything else you would like to share about your intelligent assistant use?
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12. What is your overall impression of your intelligent assistant?
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Appendix B: Diary Questionnaire 
 
1. Have you used your personal assistant since your last diary entry? 
If NO: the questionnaire will end 
If YES: the following questions will be asked. 
 
For the following questions, think about one specific use of your intelligent 
assistant since your last diary entry. 
2. What was the approximate date and time of your intelligent assistant use? Open 
ended 
3. What was your location at the time intelligent assistant use (e.g., home, work, 
grocery store)? Open ended 
4. Who were you with (e.g., friends, co-workers, spouse)? Open ended 
5. What were you doing? Open ended 
6. What information did you need? Open ended 
7. Were you able to complete the task with the intelligent assistant? Yes or No 
8. (if the answer to Q6 is no) If you were unable to accomplish your task, why? 
Open ended 
9. (if the answer to Q6 is no) If you found the information another way, what was 
that? Open ended 
10. For the task you described above task, rate your satisfaction in the intelligent 
assistant from 1(very unsatisfied) to 5(very satisfied) 1 to 5 rating scale  
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Appendix C: Informed consent form 
 
 
How long will your part in this study last? 
There are three parts to this study: 1) a brief introductory session (20 minutes), 2) five 
online questionnaires that you will completed during a two week period (about 5 minutes 
each), and 3) an interview in which we will ask you questions about your use of 
intelligent assistants (30 minutes).  In total, we expect that your part in this study will 
take 1 and a half to two hours. 
 
 
What will happen if you take part in the study? 
 Overall design: 
o You will participate in a meeting where you will learn how to 
complete diary entries. 
o Diary entries will be presented in survey form using a Qualtrics form. 
They will not take more than 5 minutes to complete. 
o Every 2 days, you will receive text message reminders containing links to 
the Qualtrics survey. 
o After 2 weeks, the investigator will contact you to schedule an in-person 
interview. 
o The interview will be performed in person in Manning Hall at UNC and 
will focus on questions about your use of intelligent personal assistants. 
The interview will not last more than half an hour. Your interview will be 
audio recorded.  
o You will receive $25 upon completion of the entire study, $15 if the 
diaries are completed but the interview is not, or $5 if the diaries and 
interview are not completed. 
 
What are the possible benefits from being in this study? 
Research is designed to benefit society by gaining new knowledge.  You will not benefit 
personally from being in this research study. 
  
 
What are the possible risks or discomforts involved from being in this study? 
Because this study involves asking participants about their information behavior, it is 
possible that your responses may include personally identifying information. Data will 
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not be named or labeled with any personal identifiers and personally identifying 
information will obscured or omitted in reporting. 
 
 
 
How will information about you be protected? 
 Research data will be stored securely according to university guidelines.  
 Only the principal investigator will have access to personally identifying 
information. 
 During reporting, personally identifying information will be obscured to protect 
participant privacy. 
 All data will be deleted upon completion of the study. 
We will make every effort to prevent participants from being identified by name in any 
report or publication about this study. More specifically, personally identifying 
information will be obscured as much as possible and participants will never be never 
identified by name. Although every effort will be made to keep research records private, 
there may be times when federal or state law requires the disclosure of such records, 
including personal information.  This is very unlikely, but if disclosure is ever required, 
UNC-Chapel Hill will take steps allowable by law to protect the privacy of personal 
information.  In some cases, your information in this research study could be reviewed by 
representatives of the University, research sponsors, or government agencies (for 
example, the FDA) for purposes such as quality control or safety. 
 
 
What if you want to stop before your part in the study is complete? 
You can withdraw from this study at any time, without penalty.  The investigators also 
have the right to stop your participation at any time. This could be because you have had 
an unexpected reaction, or have failed to follow instructions, or because the entire study 
has been stopped. 
 
Will you receive anything for being in this study? 
You will be receiving $25 for completing this study in full. If only diary entries are 
completed and the interview is not completed, you will receive $15. If you do not 
complete the diary entry phase, you will receive $5. 
 
Will it cost you anything to be in this study? 
Depending on your phone service provider’s policies, text messaging rates may apply. 
 
What if you are a UNC student? 
You may choose not to be in the study or to stop being in the study before it is over at 
any time.  This will not affect your class standing or grades at UNC-Chapel Hill.  You 
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will not be offered or receive any special consideration if you take part in this research. 
 
 
What if you have questions about this study? 
You have the right to ask, and have answered, any questions you may have about this 
research. If you have questions about the study (including payments), complaints, 
concerns, or if a research-related injury occurs, you should contact the researchers listed 
on the first page of this form. 
 
 
What if you have questions about your rights as a research participant? 
All research on human volunteers is reviewed by a committee that works to protect your 
rights and welfare.  If you have questions or concerns about your rights as a research 
subject, or if you would like to obtain information or offer input, you may contact the 
Institutional Review Board at 919-966-3113 or by email to IRB_subjects@unc.edu. 
  
 
Participant’s Agreement: 
 
I have read the information provided above.  I have asked all the questions I have at this 
time.  I voluntarily agree to participate in this research study. 
  
 
___________________________________________________
___ 
Signature of Research Participant 
 
___________________
_ 
Date 
 
___________________________________________________
___ 
Printed Name of Research Participant 
  
 
___________________________________________________
___ 
Signature of Research Team Member Obtaining Consent 
 
___________________
_ 
Date 
 
___________________________________________________
___ 
Printed Name of Research Team Member Obtaining Consent 
  
 
