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Running coupling in SU(2) gauge theory with two adjoint fermions
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We study SU(2) gauge theory with two Dirac fermions in the adjoint representation of the gauge
group on the lattice. Using clover improved Wilson fermion action with hypercubic truncated stout
smearing we perform simulations at larger coupling than earlier. We measure the evolution of the
coupling constant using the step scaling method with Schro¨dinger functional and study the remaining
discretization effects. At weak coupling we observe significant discretization effects, which make it
difficult to obtain a fully controlled continuum limit. Nevertheless, the data remains consistent
with the existence of a fixed point in the interval 2.2 <∼ g
∗2 <
∼ 3. We also measure the anomalous
dimension and find its value at the fixed point is γ∗ ≃ 0.2± 0.03.
PACS numbers: 11.15.Ha
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I. INTRODUCTION
Quantitative determination of the vacuum phase of an
SU(Nc) gauge theory with massless fermions as a func-
tion of the number of colors, Nc, flavors, Nf and fermion
representations provides a challenge for solving nonper-
turbative strong dynamics. Of particular interest is the
location of the conformal window, i.e. the range of val-
ues of Nf for given Nc and fermion representation, where
the theory has a nontrivial infrared fixed point (IRFP)
governing the large distance behavior of the theory.
To concretise, consider the two-loop beta function,
β(g2) =
dg2
d logµ2
= − β1
16pi2
g4 − β2
(16pi2)2
g6, (1)
for a fixed value of Nc and massless quarks transforming
under some representation R of SU(Nc). First, at small
enough Nf the physics is QCD-like and β(g
2) is negative
for all values of the coupling and at low energy strong
SU(Nc) dynamics induces formation of quark-antiquark
condensate breaking the chiral symmetry. On the other
hand, the asymptotic freedom is lost above Nf = Nf,0,
as determined by the vanishing of the one-loop coefficient
of the beta function, β1(Nc, Nf,0) = 0. In the region di-
rectly below this upper boundary, the theory is weakly
coupled and one can establish the existence of a nontriv-
ial IRFP rigorously by perturbation theory [1]. However,
when Nf is decreased significantly from Nf,0, the fixed
point shifts towards larger couplings, and the sponta-
neous formation of chiral condensate may occur inhibit-
ing the flow into the IRFP implied by the two-loop beta
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function. The value Nf,crit where the transition from
IRFP behavior to spontaneous chiral symmetry breaking
takes place defines the location of the lower boundary
of the conformal window, and must be determined by
nonperturbative methods.
While the studies of the phase diagrams of gauge the-
ories in general are motivated by intrinsic interest into
strong dynamics, they also have applications in con-
structing models beyond the Standard Model. A prime
example are the technicolor theories, where the elec-
troweak symmetry is broken by a spontaneous chiral
symmetry breaking of a strong interaction [2–5]. Over
the last few years there has been significant interest in
the exploration of quantum gauge theories with matter
in fundamental or higher representation. Using various
approximations, the location of the conformal window
has been estimated and possible candidates for beyond
Standard Model theories have been identified [6]. Lattice
simulations provide the only first principle method for a
precision analysis of the non-perturbative properties of
these theories.
In this work we study the SU(2) gauge field theory
coupled to two massless fermions in the adjoint repre-
sentation.1 The lattice studies of this model were initi-
ated in [7], and the first large scale simulations providing
evidence for the existence of an IRFP were reported in
[8, 9]. These results have since then been confirmed by
several studies of different collaborations [10–22]. Even
though all studies so far favor the existence of an IRFP
in this theory, the results should be interpreted carefully
as the slow renormalization group evolution is masked by
1 In a related work, the existence of the infrared fixed point in
SU(2) gauge theory with different numbers of fermions in the
fundamental representation of the gauge group has been recently
studied in [23–33].
2the discretization effects. Especially the evolution of the
coupling constant as a function of the energy scale is not
yet known at a fully satisfactory level.
Implementation of the improved Wilson fermion into
these studies was undertaken in [34]. Here we further-
more use hypercubic stout (HEX) smearing [35] in order
to further reduce the discretization effects. Similar meth-
ods have been successfully applied to reduction of lattice
artifacts in QCD simulations. We also extend the smear-
ing to the gauge action. This allows us to run simulations
at stronger couplings, which is necessary in order to reach
the fixed point. We measure the running coupling using
the Schro¨dinger functional method, and while we do not
have full control of the continuum limit, the existence
of a non-trivial infrared fixed point is clear. The results
from the largest volumes (smallest lattice spacings) indi-
cate that the IRFP is close to g2 ≃ 2. The result is in
overall agreement with previous studies.
In addition to the existence of the IRFP, the obvious
quantities of interest are the scheme independent values
of physical observables at the fixed point. These include
the slope of the beta-function and the anomalous dimen-
sion γ of the quark mass operator ψ¯ψ which determines
the running of the quark mass as
µ
dm(µ)
dµ
= −γ(g2)m(µ). (2)
The anomalous dimension γ is phenomenologically inter-
esting for extended technicolor model building, where the
fermion masses are produced by the technicolor symme-
try breaking. The mass anomalous dimension γ∗ of a
quasi stable IRFP together with the running of the cou-
pling determines the physical fermion masses. We mea-
sure the mass anomalous dimension in our simulations
and find a relatively small value γ∗ ≃ 0.2 at the fixed
point.
The paper is organized as follows: In section II we
introduce the details of the lattice model we use. In sec-
tions III and IV we discuss the running coupling and the
anomalous dimension respectively and present the results
obtained from the simulations. In section V we present
our conclusions and outlook.
II. THE LATTICE MODEL
The model is defined by the action
S = SG + SF , (3)
where SG is a partially smeared Wilson plaquette action
and SF is the clover improvedWilson fermion action with
smeared gauge links. We use hypercubic truncated stout
smearing (HEX smearing) [35], which helps to reduce
the discretization errors and allows simulations at larger
couplings than unsmeared action does.
The smeared links are calculated in three sequential
stout smearing steps, each limited to the directions that
are orthogonal to those in the previous steps:
V x,µ;ν,ρ = P
(α3
2
∑
±η 6=µ,ν,ρ
Ux,ηUx+ηˆ,µU
†
x+µˆ,ηU
†
x,µ
)
Ux,µ,
V˜x,µ;ν = P
(α2
4
∑
±ρ 6=µ,ν
V x,ρ;ν,µV x+ρˆ,µ;ν,ρV
†
x+µˆ,ρ;µ,νU
†
x,µ
)
Ux,µ,
Vx,µ = P
(α1
6
∑
±ν 6=µ
V˜x,ν;µV˜x+νˆ,µ;ν V˜
†
x+µˆ,ν;µU
†
x,µ
)
Ux,µ
where
P(U) = exp
[
U − U † − 1
2
Tr (U − U †)
]
(4)
projects the argument to SU(2), and the convention
Ux,−µ = U
†
x−µˆ,µ is used.
The smearing parameters α1, α2 and α3 were de-
termined by maximizing the expectation value of the
smeared plaquette P = 〈Tr(Vµν(x))〉 in simulations with
500 trajectories at L/a = 6, β = 3 and κ = 0.126. This
yields the values α1 = 0.78, α2 = 0.61 and α3 = 0.35,
which are close to the standard tree-level values [35].
The gauge action is a mixture of single-plaquette Wil-
son actions with smeared and unsmeared gauge links:
SG = βL
∑
x;µ<ν
(1 − cg)Lx,µν(U) + cgLx,µν(V ) (5)
Lx,µν(U) = 1− 1
2
Tr
[
Ux,µUx+µˆ,νU
†
x+νˆ,µU
†
x,ν
]
,
where βL = 4/g
2
0. Using partially smeared action enables
us to run simulations at stronger physical couplings, as
was observed in [17]. The properties of the gauge ac-
tion are not sensitive to the precise value of cg, and for
concreteness we choose here cg = 0.5.
The fermions belong to the adjoint (3-dimensional)
representation of SU(2). We use the Wilson-clover
fermion action
SF = a
4
∑
x
[
ψ¯(x)(i /DW +m0)ψ(x)
+ acswψ¯(x)
i
4
σµνFµν(x)ψ(x)
]
,
where /DW is the standard Wilson Dirac operator. The
gauge link matrices appearing in Sf are in the adjoint
representation, which are constructed from the smeared
matrices Vx,µ as follows:
U˜a,bx,µ =
1
2
Tr [σaVx,µσ
bV †x,µ]. (6)
The full action is conventionally parametrized in terms
of the bare coupling βL = 4/g
2
0, the hopping parameter
κ = 1/(2m0 + 8) and the Sheikholeslami-Wohlert clover
coefficient csw. We use the tree-level clover coefficient
csw = 1, which is expected to be a good approxima-
tion with smeared gauge links [17, 35, 36]. We verified
3the validity of this assumption by measuring the non-
perturbative clover coefficient at small volume using the
Schro¨dinger functional tuning method [37]. We find re-
sults consistent with the tree-level value even at small
values of βL.
With unsmeared Wilson fermions this model exhibits
a lattice bulk phase transition at large bare coupling,
see e.g. [8]. Such a transition is generally signaled by
a discontinuity in both the plaquette expectation value
and the quark mass with respect to κ. Along the crit-
ical line βL(κc), where the PCAC quark mass vanishes,
towards larger bare couplings, this discontinuity borders
the strong coupling region where zero quark mass can-
not be reached. Consequently, in this strong coupling
region physical results are not expected. The utility of
the smearing of the fermion and gauge actions is that it
moves this bulk transition to larger couplings, expand-
ing the range of parameter values available for measure-
ments.
We measure both the anomalous dimension and the
running coupling with the Schro¨dinger functional method
[37–40]. We consider a lattice of linear dimension L,
whose volume V = L4 = (Na)4. The spatial boundary
conditions for the gauge and fermion fields are periodic,
while the spatial components of the gauge link matrices
at timeslices t = 0 and t = L are set to constant values,
described in detail in the next section. The fermion fields
vanish at t = 0, L timeslices. These boundary conditions
remove the fermion zero modes and allow simulations at
vanishing physical quark masses, which we use here in all
of our production runs.
The Wilson fermion action breaks chiral symmetry
and requires additive renormalization of the quark mass.
Thus, in order to simulate massless theory, we need to
determine the critical bare mass (or κc(βL)) where the
physical quark mass vanishes. We define the quark mass
M through the lattice PCAC relation [41]
aM(t) =
1
4
(∂∗t + ∂t)fA(t)
fP (t)
(7)
=
1
4
fA(t+ a)− fA(t− a)
fP (t)
(8)
and we define κc as the value of the parameter κ where
M(t = L/2) vanishes. The pseudoscalar current and
density correlation functions are
fA(t) =
−a6
3L6
∑
y,z
Aa0(x, t) ζ¯(y)γ5
1
2
σaζ(z)〉 (9)
fP (t) =
−a6
3L6
∑
y,z
P a(x, t) ζ¯(y)γ5
1
2
σaζ(z)〉, (10)
where ζ and ζ¯ are boundary quark sources at t = 0, and
βL κc aM(L/2) Ntraj
8 0.125842 -4(1)e-6 118557
6 0.126251 -8.0(4)e-5 72865
5 0.126647 -1.04(3)e-4 134378
4 0.127352 9.9(4)e-5 145775
2 0.132309 1.3(1)e-4 151203
1.5 0.136362 -3.3(2)e-4 191039
1.3 0.13903 -9.8(3)e-4 170864
1.2 0.14073 -9.5(2)e-4 158828
1.1 0.142812 -1.83(4)e-3 170602
1.05 0.14395 -4.22(4)e-3 128207
1 0.145344 -6.4(1)e-3 35837
TABLE I. Parameter κ used in the simulations and the PCAC
mass at each βL = 4/g
2
0 and the number of measurements
performed on the largest lattice.
the axial current and density can be expressed as
Aaµ(x) = ψ¯(x)γµγ5
1
2
σaψ(x) (11)
P a(x) = ψ¯(x)γ5
1
2
σaψ(x) (12)
Here σa is a Pauli matrix acting on the flavour indices of
the quark fields.
To find κc we measure the mass at 3 to 7 values of κ
on lattices of size L/a = 16 and interpolate to find where
the mass is zero. The values of κc used in the simulations
are given in table I. We have also investigated the mass
dependence of the measured coupling by reweighting it
to the value of κ where the mass is zero on the largest
lattice, L = 20. However, this reweighting has negligible
effect on all our measurements and we only show the
unreweighted data. We observe no sign of a bulk first
order transition even at strongest lattice couplings.
We note that in addition to the clover term, there are
order a improvement terms that can be added to the
action at the timelike boundaries of the lattice [34, 42]
and to the axial current correlator fA [41]. Since we have
chosen to use the tree-level value for the clover coefficient
csw, improving the step scaling function only to the first
order in g2, we have consistently chosen to leave these
improvements to the tree-level, where they have no effect.
The simulations are done using the hybrid Monte Carlo
(HMC) algorithm with the 2nd order Omelyan integra-
tor [43, 44] and the chronological initial condition for the
fermion matrix inversion [45]. The length of the trajec-
tory is fixed to 2 units and the step size is tuned so that
the acceptance rate is at least 80%. The measurements
are taken after every trajectory and the number of tra-
jectories in each simulation varies up to 200,000.
The fermion matrix inversion is acclelerated using the
Hasenbusch method on lattices of sizes of L/a = 12 and
larger [46, 47]. The intermediate Hasenbusch mass pa-
rameter is chosen to be m0 =
4
√
λLλl, where λL and λl
4are estimates of the largest and the smallest eigenvalue
of the two-flavor fermion matrix M †M [47]. The eigen-
values are measured from short runs with each β and L.
For the largest lattices, L/a = 20 and 24, we split the
fermion matrix into three parts and choose the shifts as
m0 =
6
√
λ2Lλl and m1 =
6
√
λLλ2l .
III. EVOLUTION OF THE COUPLING
CONSTANT
The Schro¨dinger functional method for measuring the
coupling constant is based on a background field induced
by boundary conditions. Explicitly, the spatial gauge link
matrix boundary conditions are
Ui(x, t = 0) = e
−iησ3a/L, (13)
Ui(x, t = L) = e
−i(pi−η)σ3a/L (14)
with η = 0.25pi. The fermion fields are set to zero at the
temporal boundaries and have twisted periodic bound-
ary conditions in the spatial directions: ψ(x + Liˆ) =
exp(ipi/5)ψ(x).
The coupling constant is defined as the response of the
system to the change of the background field:
〈
∂S
∂η
〉
=
k
g2
. (15)
Here k is a known function of L/a and η [39]. The
measured values of g2(L/a, βL) are given in table II and
shown in Fig. 1. In Fig. 2 we zoom to the two smallest
couplings (large βL); it is clear that at large enough vol-
umes (L/a >∼ 10) the points here reproduce perturbation
theory while smaller volumes deviate from it.
It has been shown that the boundary conditions (15)
for adjoint SU(2) fermions generate rather large finite
volume effects. These can be reduced by halving the
boundary angle to η = 0.125pi [48–50]. However, this
reduces the magnitude of the background field and makes
the measurement considerably noisier, and thus we retain
the boundary conditions in Eqs. (13–14).
The running of the coupling is quantified by the step
scaling function σ(u, s), which describes the change of
the measured coupling when the linear size of the system
is changed from L to sL while keeping the bare coupling
g20 constant [37]:
Σ(u, s, L/a) = g2(g20 , sL/a)|u=g2(g2
0
,L/a) (16)
σ(u, s) = lim
a/L→0
Σ(u, s, L/a) (17)
We use s = 2 and obtain the continuum limit from mea-
surements at L/a = 6, 8 and 10, pairing these with lat-
tices with L/a = 12, 16 and 20. In Fig. 3 we show the
βL L/a = 6 L/a = 8 L/a = 10
8 0.4992(3) 0.5040(4) 0.5079(5)
6 0.6626(3) 0.6716(6) 0.6755(4)
5 0.7900(5) 0.8015(5) 0.8066(6)
4 0.9756(8) 0.989(1) 0.996(1)
2 1.851(3) 1.870(5) 1.879(5)
1.5 2.518(3) 2.518(6) 2.515(9)
1.3 3.026(7) 3.03(1) 3.004(10)
1.2 3.421(10) 3.39(2) 3.38(1)
1.1 4.05(2) 4.00(3) 3.99(2)
1.05 4.62(4) 4.44(4) 4.38(2)
1 5.90(6) 5.36(4) 5.13(3)
βL L/a = 12 L/a = 16 L/a = 20
8 0.5091(4) 0.5115(8) 0.5126(7)
6 0.6783(6) 0.6810(6) 0.684(1)
5 0.8112(6) 0.816(1) 0.815(1)
4 1.000(2) 1.007(2) 1.007(2)
2 1.880(5) 1.883(6) 1.888(5)
1.5 2.510(8) 2.504(10) 2.508(9)
1.3 3.00(1) 2.96(1) 2.94(2)
1.2 3.36(2) 3.30(2) 3.28(2)
1.1 3.90(2) 3.79(2) 3.81(2)
1.05 4.33(3) 4.18(3) 4.06(3)
1 4.96(4) 4.83(9) 4.61(8)
TABLE II. The measured values of g2 at each βL = 4/g
2
0 and
L/a.
A A A A A A
0 4 8 12 16 20 24 28
L/a
0
1
2
3
4
5
6
7
g2
β=1
β=1.05
β=1.1
β=1.2
β=1.3
β=1.5
β=2
β=4
β=5
β=6
β=8A
FIG. 1. The measured values of the Schro¨dinger functional
coupling g2(g20 , L/a) against L/a at different βL.
scaled step scaling function Σ(u, 2, L/a)/u. At weak cou-
pling the largest volume measurements agree very well
with the universal perturbative 2-loop result, but smaller
volumes deviate from it significantly. This can be under-
stood from the behaviour of the measurements of the
55 10 15 20
L/a
0.495
0.5
0.505
0.51
0.515
g2
0.66
0.67
0.68
0.69
g2
β = 6
β = 8
FIG. 2. g2(g20 , L/a) against L/a for βL = 6 and 8, compared
against the running of the coupling in 2-loop perturbation
theory (dashed lines).
coupling in Fig. 2: from L/a = 10 upwards the measur-
ments are compatible with 2-loop perturbation theory,
but at smaller volumes there is significant deviation. At
couplings u >∼ 2 this systematic difference between large
and small volumes is not apparent. Nevertheless, it is
evident that the measurements already point towards a
fixed point at around g2 ∼ 2–3.
The proper continuum extrapolation of the step scal-
ing function in Eq. (17) requires that the measurements
at different L/a and 2L/a -pairs are done at same value
of u = g2(g20 , L/a). However, for simplicity, the measure-
ments of g2 are done at a fixed set of bare couplings
βL = 4/g
2
0. We use here two different methods, the
widely used interpolation of the coupling g2(g20 , L/a) and
a new method using a polynomial fit ansatz to step scal-
ing, in order to enable taking the continuum limit.
A. Interpolation of g2(g20 , L/2)
The first method is based on interpolation of the mea-
surements at each lattice size L/a by fitting to a function
of g20. We use here a rational interpolating function [26]
g2(g20 , L/a) = g
2
0
1 +
∑n
i=1 aig
2
0
1 +
∑m
i=1 big
2
0
(18)
with n = m = 3. These values were chosen to minimize
the combined χ2 over degrees of freedom, calculated from
the sum of χ2 and degrees of freedom for each lattice size.
The values of χ2 are given in table III. The stability of
0 1 2 3 4 5 6
u
0.8
0.85
0.9
0.95
1
1.05
Σ(
u,2
,L
/a)
/u
L=6
L=8
L=10
2-loop
FIG. 3. The scaled lattice step scaling function
Σ(g2, 2, L/a)/g2 = g2(g20 , 2L/a)/g
2(g20, L/a) calculated di-
rectly from the data in table II. For comparison, the black
dashed line gives the continuum 2-loop perturbative result.
L/a 6 8 10 12 16 20 combined
χ2/d.o.f 0.140 0.863 0.565 0.381 0.268 0.738 0.738
TABLE III. The values of χ2/d.o.f for each lattice size L/a.
the interpolation is estimated by reducing n or m by 1
and repeating the analysis.
The interpolating function enables us to calculate the
step scaling at any value of u = g2(g20 , L/a) within the
interpolation range and enables us to obtain the con-
tinuum limit using the three L/a-values available. We
perform the continuum extrapolation by fitting the data
to a function of the form
Σ(u, 2, L/a) = σ(u, 2) + c(u) (L/a)
−2
. (19)
To propagate the error consistently throughout the anal-
ysis we divide the data into 40 jackknife blocks and per-
form the analysis separately on the blocks. The final
continuum extrapolated σ(u, 2)/u is shown in Fig. 4, to-
gether with the step scaling function Σ(u, 2, 10) obtained
from the largest volume alone. Due to the too large
values of Σ at small volumes and weak coupling, the
continuum limit at small couplings deviates significantly
from the perturbative value. This deviation vanishes at
L/a ≈ 10, as is evidenced by Fig. 2. Therefore, we ex-
pect the L/a = 10 result to be actually closer to the true
continuum result than the result from the extrapolation.
At couplings u >∼ 2.5 the continuum limit and L/a = 10
result agree remarkably well.
60 1 2 3 4 5
u
0.9
0.95
1
1.05
σ
(u,
2)/
u
L/a=Continuum
L/a=10
2-loop
FIG. 4. The scaled step scaling function σ(u, 2)/u, u =
g2, using only the largest volume pairs (L/a = 10 and 20)
(red hashed band) and with continuum extrapolation (green
shaded band). The black dashed curve shows the universal
2-loop perturbative result.
Because the lattices with L/a < 10 show significant fi-
nite volume effects at small coupling, it would be prefer-
able to use only lattices larger than this in the contin-
uum limit extrapolation. In order to test this we have
also analyzed the step scaling with a factor of 1.6, using
L/a-pairs (10, 16) and (12.5, 20). The “measurements”
at L/a = 12.5 were synthesized from existing measure-
ments, using either linear interpolation with L/a = 12
and 16 or quadratic interpolation using L/a = 10, 12
and 16, with negligible differences. While this method
works in principle, in practice the lever-arm from 10 to
12.5 is so short that the continuum limit becomes very
unstable and does not give a useful result. In conclusion,
a stable continuum limit would require simulations done
at significantly larger volumes.
The results indicate a fixed point close to g∗2 = 2 . . . 3.
Using only L/a = 10 results, the fixed point is at
g∗2 = 2.2(2)+0.6−0.4, where the first error estimate gives the
statistical error and the second includes estimated sys-
tematic error from the rational interpolation. However,
the continuum limit result tells us only that the fixed
point is somewhere below g2 ∼ 3, see Fig. 4.
B. Power series ansatz
The true β-function is a smooth function of g2 and, at
small coupling, its behaviour is determined by the per-
turbative part, which can be expanded in a power series
of the coupling g2. This motivates us to try a differ-
ent type of continuum extrapolation: Because both σ(u)
and its discretization errors are smooth functions of u,
we express them as truncated power series. This enables
us to do a single fit to the step scaling data gathered at
different couplings and lattice sizes. Concretely, the fit
function has the form
σ(u, 2) = 1 +
n∑
i=1
ciu
i
Σ(u, 2, a/L) = σ(u, 2) +
na∑
k=2
fk(u)
ak
Lk
(20)
fk(u) =
mk∑
l=1
ck,lu
l,
where ci and ck,l are fit parameters. Because the dis-
cretization effects vanish as u → 0, the expansion of fk
starts at u1.
Due to the universality of the 2-loop β-function we
know exactly the u0, u1 and u2 -terms in the step scaling
function σ(u). If the coefficients c1 and c2 are constrained
to these universal values, we do not obtain an acceptable
fit using only O(a2) discretization errors. This should
not be surprising, considering the behaviour of the data
at small couplings, as described in the previous section.
However, the fitting procedure here allows us include
also subleading O(a3) discretization effects. When these
are included we obtain good and robust fits with vary-
ing number of fit parameters. In Fig. 5 we show two fits
with na = 3 (i.e. include O(a
2) and O(a3) discretization
errors): The first fit is done with n = 4, m2 = 4 and
m3 = 2, in total 8 parameters, with χ
2/d.o.f ≈ 20/25.
The result is shown with a shaded band in Fig. 5. In the
second fit we use n = 5, m2 = 5 and m3 = 3, all in all 11
parameters. The resulting fit has χ2/d.o.f ≈ 18/22, and
is shown with a broader shaded band in the figure. The
statistical error bands are obtained using jackknife anal-
ysis. The first fit is among the most constrained ones (i.e.
least number of fit parameters) producing an acceptable
result. The second fit has more fit parameters and natu-
rally produces a result which has wider statistical errors.
However, the good match of the fits supports the overall
stability of the fitting procedure.
By construction the above fits match the perturbative
2-loop result perfectly at small u. If we do not constrain
c1 and c2 to the known values but leave them as fit pa-
rameters, we obtain a result which is similar to the con-
tinuum limit obtained using the interpolation method,
Fig. 4. In this case good χ2 (∼ 19 with 25 d.o.f) is
obtained using only O(a2) discretization errors. The re-
sulting unconstrained curve is also shown in Fig. 5. The
error band is considerably narrower due to less freedom
(missing O(a3) contribution) in the continuum extrapo-
lation. If O(a3) errors are included here, the error band
becomes so broad that the fit loses its predictive power.
Thus, the advantage of the truncated power series fit
is that it easily allows us to constrain the continuum
70 1 2 3 4 5
u
0.9
0.95
1
1.05
σ
(u,
2)/
u
unconstrained
(a/L)2 + (a/L)3
FIG. 5. The continuum step scaling function resulting from
extrapolations of the type in equation 20. The shaded bands
show the result when the fit is constrained by the universal
β-function coefficients, where the wider band includes terms
up to u5, the narrower band up to u4. The red hashed band
shows the unconstrained result. For details, see text.
limit with the known β-function behaviour. It is well
controlled, enabling us to take into account some of the
subleading discretization effects. It also avoids the inter-
polation step, Eq. (18). The disadvantage is that the step
scaling function is modelled with a truncated power se-
ries in u, in this case up to u4 or u5. However, we should
keep in mind that the interpolating function, Eq. (18),
also restricts the structure of the resulting step scaling
function.2 All in all, the result in Fig. 5 is obtained us-
ing 8 parameters, whereas in the interpolation method
6× 6 = 36 fit parameters were used.
Because the truncated series method gives more real-
istic behaviour at small couplings, we take our final es-
timate from the first fit shown in Fig. 5. Here the fixed
point coupling is now in the interval 2.2 <∼ g∗2 <∼ 3, with
a best fit value at g∗2 ≈ 2.5. This range agrees with
earlier results in refs. [9, 12]; however, in [17] a some-
what larger value g∗2 ≈ 5 (within the same scheme) is
obtained. In ref. [21] the fixed point was determined us-
ing the gradient flow, i.e. a different scheme, leading to
result g∗2 ≈ 5.5.
2 The use of the interpolating function can be avoided if the simu-
lation parameters at different volumes are carefully tuned so that
the measured couplings u = g(g0, L/a) are equal at each L/a. In
this case Eq. (17) can be directly applied. This was the proce-
dure followed in the original Schro¨dinger functional analysis by
Luscher et al. [37].
IV. ANOMALOUS DIMENSION
For the measurement of the anomalous dimension of
the mass, the spatial gauge links are set to unity at tem-
poral boundaries:
Ui(x, t = 0) = Ui(x, t = L) = 1 (21)
The mass anomalous dimension γ is measured from the
running of the pseudoscalar density renormalization con-
stant [51, 52]
ZP (L) =
√
3f1
fP (L/2)
, (22)
where the correlation function fP (t) is given in Eq. (10)
and is normalized using the boundary-to-boundary cor-
relator
f1 =
−a12
3L12
∑
u,v,y,z
〈
ζ¯′(u)γ5
1
2
σaζ′(v) ζ¯(y)γ5
1
2
σaζ(z)
〉
,
(23)
Since the mass step scaling measurement is less noisy
than the coupling measurement, it is possible to use lat-
tices of size L = 24. The measured values of ZP are given
in table IV.
Now we can define the mass step scaling function as
[52]
ΣP (u, s, L/a) =
ZP (g0, sL/a)
ZP (g0, L/a)
∣∣∣∣
g2(g0,L/a)=u
(24)
σP (u, s) = lim
a/L→0
ΣP (u, s, L/a). (25)
We choose s = 2 and find the continuum step scaling
function σP by measuring ΣP at L/a = 6, 8, 10 and 12
and performing a quadratic extrapolation.
The mass anomalous dimension can then be obtained
from the mass step scaling function [51]. Denoting the
function estimating the anomalous dimension γ(u) by
γ¯(u), we have
γ¯(u) = − log σP (u, s)
log s
. (26)
The estimator γ¯(g2) is exact only at a fixed point where
β(g2) vanishes and deviates from the actual anomalous
dimension when β(g2) is large.
For the analysis of the mass step scaling, we fit the
data to an interpolating function. In this case a simple
polynomial function is sufficient,
ZP (βL, L/a) = 1 +
n∑
i=1
cig
2i
0 . (27)
where the optimal χ2 over degrees of freedom is given
by n = 5. The χ2 values for the fits are given in table
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FIG. 6. The estimate for the mass anomalous dimension γ¯(u). Left: Examples of the continuum extrapolation. Right: The
green shaded band shows the continuum limit of γ¯, and the red hashed band shows the result using only the largest lattice size
L/a = 12. The black dashed line gives the 1-loop perturbative result.
βL L/a = 6 L/a = 8 L/a = 10 L/a = 12
8 0.9816(1) 0.9615(2) 0.9496(2) 0.9404(3)
4 0.9214(2) 0.8908(4) 0.8710(5) 0.8565(8)
2 0.7926(4) 0.7475(6) 0.7177(6) 0.6982(10)
1.5 0.7095(5) 0.658(1) 0.6254(7) 0.603(1)
1.3 0.6572(6) 0.6014(9) 0.5668(8) 0.548(2)
1.2 0.6222(5) 0.568(1) 0.537(1) 0.510(2)
1.1 0.5782(7) 0.5262(9) 0.4923(10) 0.467(2)
βL L/a = 16 L/a = 20 L/a = 24
8 0.9289(6) 0.9185(8) 0.9123(9)
4 0.833(1) 0.820(1) 0.804(2)
2 0.665(2) 0.640(3) 0.623(4)
1.5 0.566(2) 0.537(3) 0.522(3)
1.3 0.508(2) 0.485(2) 0.465(4)
1.2 0.472(2) 0.451(3) 0.429(3)
1.1 0.434(2) 0.407(2) 0.385(3)
TABLE IV. The measured values of ZP at each βL and L/a.
L/a 6 8 10 12 16 20 24 combined
χ2/d.o.f 2.38 0.526 2.72 0.425 0.101 0.238 0.128 0.930
TABLE V. The values of χ2/d.o.f for the interpolation of ZP
for each lattice size L/a.
V. The systematic error from this step is estimated by
reducing n by one and repeating the analysis.
We then calculate the mass step scaling function
ΣP (u, s, L/a) in equation Eq. (24) at L/a = 6, 8, 10 and
12. The value for the coupling u = g2 is obtained
from the rational fit in Eq. (18). Finally, we calcu-
late the estimating function γ¯(u, a/L) and find the con-
tinuum limit γ¯(u) by fitting to a function of the form
γ¯(u, a/L) = γ¯(u) + c(u)(a/L)2. The result is shown in
Fig. 4.
At the fixed point we obtain the anomalous dimension
γ∗ = 0.2 ± 0.03, where the dominant uncertainty comes
from the location of the fixed point, g∗2 ≈ 2.5+0.5−0.3. As
can be seen from Fig. 4, γ¯(u) is compatible with the per-
turbation theory within the range of u studied. However,
in perturbation theory the IR fixed point typically hap-
pens at much larger coupling, and thus the anomalous
dimension at the IRFP is correspondingly larger.
In ref. [17] a larger result, γ∗ ≈ 0.31(6), was obtained
in the same scheme as used here. In ref. [19] Patella
used a different method to obtain again γ∗ ≈ 0.37(2). In
both of these cases the difference is in practice due to the
larger value for the fixed point coupling.
V. CONCLUSIONS
In this paper we have presented the results of a lattice
study of the SU(2) gauge theory with two fermions in
the adjoint representation of the gauge group. On the
lattice the theory is formulated using a HEX smeared
fermion action with tree level improvement and a par-
tially smeared plaquette gauge action. We expect this
formulation to remove most of the O(a) errors and to al-
leviate the higher order errors and allow us to investigate
the continuum limit.
We have measured the running coupling and the
mass anomalous dimension in the Schro¨dinger functional
scheme, using larger lattices than previous studies. Our
results confirm the existence of a non-trivial infrared
fixed point. The Schro¨dinger functional coupling at the
9fixed point is g∗2 ≃ 2.5+0.5−0.3. This agrees with the results
in refs. [9, 12], however, in these studies no proper con-
tinuum limit was possible. De Grand et al. [17] obtained
g∗2 ≃ 5, a substantially larger value than us, although
with a large uncertainty. In each of these studies different
lattice actions were used. Therefore, while in the contin-
uum limit all should give the same answer, at finite lattice
spacings and without reliable continuum limit the results
may differ. Indeed, as we have observed here in Fig. 2,
at L/a <∼ 10 the finite volume (equivalent to finite lattice
spacing in Schro¨dinger functional scheme) effects remain
substantial. This makes the standard continuum limit
extrapolation of the step scaling function unreliable. We
have also presented results from a continuum limit ex-
trapolation using a truncated power series ansatz, which
enables us to constrain the result with the universal 2-
loop perturbative β-function coefficients. Nevertheless,
it may very well be that signficantly larger volumes are
needed for a reliable continuum result.
For the mass anomalous dimension at the fixed point
we obtain γ∗ ≃ 0.2 ± 0.03. Here the error is dominated
by the uncertainty of the fixed point coupling g∗2. In
general, γ(u) follows the perturbative result closely up
to g2 ≈ 4.
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