Abstract. We show that the characteristic sequence of a regular language over the alphabet {a, b} is 2-automatic.
Introduction
Automatic sequences were first developed by A. Cobham as uniform tag sequences arising from uniform tag systems in the general sense [2, Theorem 3] , [1, Theorem 6.3.2] . A kautomatic sequence is thus realized as the image of a fixed point of a morphism on the internal symbol set of a uniform tag system of modulus k. For example (in the notation of [2] ) the uniform tag system {0, 1}, 0, w with w(0) = 0 1, w(1) = 1 0, corresponds to the Thue-Morse 2-automatic sequence In this note we show that the characteristic sequence of a regular language over the alphabet {a, b} is 2-automatic, and thus corresponds to a uniform tag system of modulus 2. Though this result is not surprising since both the characteristic sequence and the automatic sequence are given by finite automata, the proof is non-trivial: the result is obtained by showing that the natural bijection between the canonical base-2 representations of nonnegative integers and words over {a, b} has morphism-like properties, thus preserving the finiteness of the appropriate right translates. We illustrate how such automatic sequences arise as uniform tag sequences of uniform tag systems.
regular languages
Let Σ be a finite alphabet and let Σ * denote the set of all words over Σ of finite length. The length of w ∈ Σ * is denoted as l(w). The empty word Λ is the unique word in Σ * of length 0. A language is a subset L ⊆ Σ * . To define a regular language we employ a finite automaton, a machine which reads words in Σ * and outputs states. More formally, a finite automaton (FA) is a 5-tuple (Q, Σ, δ, q 0 , F ) consisting of a finite set of states Q, an input alphabet Σ, a transition function δ : Q × Σ → Q, an initial state q 0 ∈ Q, and a set of final (or accepting) states F ⊆ Q. We extend δ in the usual manner and write q ′ =δ(q, w) for
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[bb] A language is regular if it is accepted by an FA.
Let L ⊆ Σ * be a language. On Σ * we define an equivalence relation ∼ L as follows: for
The equivalence relation ∼ L has finite index if there is a finite number of equivalence classes under ∼ L . The following classical result tells us precisely when a language is regular. We want to give a characterization of regular languages that is more algebraic in nature. It is well-known that Σ * is a monoid under concatenation with identity element Λ. Let K be a field, and let KΣ * denote the monoid algebra over K. Recall that KΣ * is the K-vector space of polynomials w∈Σ * a w w, a w ∈ K, together with multiplication defined as
where vw is concatenation in Σ * . The set of words Σ * is a K-basis for KΣ * . The dual of KΣ * , denoted as (KΣ * ) D , consists of all linear transformations p :
where e v (w) = d v,w for all v, w ∈ Σ * (d v,w is Kronecker's delta: d v,w = 1 if v = w, and 0 otherwise). Note that {e w } w∈Σ * is a linearly independent subset of (KΣ
Let L ⊆ Σ * be a language and let ρ L :
is regular if and only if the set of right translates
{p L ↼ x : x ∈ Σ * } is finite. Example 2. Let p L be the characteristic series of the regular language L of Example 1. The right translates of p L are p L = p L ↼ Λ, p L ↼ b, p L ↼ bb.
Automatic Sequences
Let k ≥ 2, and consider the alphabet 
an initial state q 0 ∈ Q, and an output function τ : Q → Ω. A k-FAO is similar to an FA, but there are some differences: instead of a set of final states F , a k-FAO has an output function τ : Q → Ω. As in an FA, we extend δ and write q ′ =δ(q, w) for w ∈ Σ * k , q ∈ Q. If the k-FAO halts in state q =δ(q 0 , w) upon reading word w, then the output is τ (q) ∈ Ω.
A k-automatic sequence is an infinite sequence defined by a k-FAO [1, Chapter 5], [7] .
A sequence {s n } n≥0 taking values in a set Ω is k-automatic if there exists a k-FAO (Q, Σ k , δ, q 0 , Ω, τ ) with
for all w ∈ Σ * k with ν k (w) = n. The Thue-Morse sequence can be described as follows: for n ≥ 0, s n = 1 if the number of 1's in the string (n) 2 is odd, and s n = 0 otherwise. Example 4 (Regular Paperfolding sequence). Let k = 2, Σ 2 = Ω = {0, 1}, Q = {q 0 , q 1 , q 2 , q 3 }, with initial state q 0 . Define an output function τ : Q → Ω by the rule τ (q 0 ) = τ (q 1 ) = 1, τ (q 2 ) = τ (q 3 ) = 0. Define a 2-FAO by the state transition diagram given in Figure 3 . The formula s n = τ (δ(q 0 , w)), ν 2 (w) = n, n ≥ 0, yields the 2-automatic sequence The name Regular Paperfolding is appropriate: the sequence can be obtained by taking an ordinary piece of paper, making a sequence of "up-folds" towards the left edge, then unfolding. The resulting sequence of "valleys" (= 1) and "ridges" (= 0) gives the sequence, see [3, §1] . (Note: our sequence above has an initial term s 0 = 1.)
For other examples of k-automatic sequences, see [1, Chapter 5] .
Regular Languages and Automatic Sequences
Let Σ = {a, b} and let L ⊆ Σ * be a regular language. The set Σ * is countable and its elements can be listed in the dictionary order:
(1) Λ, a, b, aa, ab, ba, bb, aaa, aab, aba, abb, baa, bab, bba, bbb, aaaa, aaab, . . .
is the characteristic sequence of L with respect to the dictionary order (1).
Example 5. Let L ⊆ {a, b} * be the regular language consisting of all words that contain no consecutive b's (Example 1). With respect to the dictionary order (1), the characteristic sequence (2) 1 1 1 1 1 1 0 1 1 1 0 1 1 0 0 1 1 1 0 1 1 0 0 1 
We shall show that the characteristic sequence of a regular language L ⊆ {a, b} * is 2-automatic.
Recall that C 2 is the set of canonical base-2 representations of integers n ≥ 0. Let φ : C 2 → {a, b} * denote the natural bijection defined as φ(Λ) = x 0 = Λ, φ(1) = x 1 = a, φ(10) = x 2 = b, φ(11) = x 3 = aa, φ(100) = x 4 = ab, φ(101) = x 5 = ba, and so on. We have φ((n) 2 ) = x n , for n ≥ 0.
Let ψ : Σ * 2 → {a, b} * be the homomorphism given as ψ(Λ) = Λ, ψ(0) = a, ψ(1) = b. Let ̺ : Σ * 2 → Σ * 2 be the bijection defined as: ̺(Λ) = Λ, and ̺(w) = the rightmost l(w) digits in the binary representation of ν 2 (w) + 1, for w ∈ Σ * 2 , l(w) ≥ 1. Thus ̺(0) = 1, ̺(1) = 0, ̺(00) = 01, ̺(01) = 10, ̺(10) = 11, ̺(11) = 00, and so on.
Finally, define γ : Σ * 2 → {a, b} * as γ = ψ • ̺. A close examination of φ then yields the following.
Proof. We show that the languages
are regular languages in Σ * 2 . Then by [1, Lemma 5.2.6], {s L,n } is 2-automatic.
By Corollary 2.3, the set of right translates p L ↼ x, x ∈ {a, b} * is finite (L ⊆ {a, b} * is a regular language). Thus there are only a finite number of functions p L ↼ φ((n) 2 ) on the domain {a r } r≥0 . Consequently, there are only a finite number of functions of Example 6 as the uniform tag sequence of a uniform tag system [2] . Let T = {q 0 , q 1 , q 2 , q 3 , q 4 , q 5 , q 6 }, q 0 , w, h, {0, 1}
be a uniform tag system of modulus 2 with w(q 0 ) = q 0 q 1 , w(q 1 ) = q 1 q 2 , w(q 2 ) = q 4 q 3 , w(q 3 ) = q 6 q 3 , w(q 4 ) = q 1 q 5 , w(q 5 ) = q 4 q 6 , w(q 6 ) = q 6 q 6 , and h(q 0 ) = h(q 1 ) = h(q 2 ) = h(q 3 ) = 1, h(q 4 ) = h(q 5 ) = h(q 6 ) = 0. Then the internal sequence intseq(T ) is the 2-automatic sequence q 0 q 1 q 1 q 2 q 1 q 2 q 4 q 3 q 1 q 2 q 4 q 3 q 1 q 5 q 6 q 3 . . . which is a fixed point of w. The corresponding uniform tag sequence seq(T ) = h(intseq(T )) is the 2-automatic sequence {s L,n }.
