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Journal of Science & Technology
About the Journal
Overview
Pertanika Journal of Science & Technology (JST) is the official journal of Universiti Putra Malaysia 
published by UPM Press. It is an open-access online scientific journal which is free of charge. It publishes 
the scientific outputs. It neither accepts nor commissions third party content.
Recognized internationally as the leading peer-reviewed interdisciplinary journal devoted to the 
publication of original papers, it serves as a forum for practical approaches to improving quality in issues 
pertaining to science and engineering and its related fields.  
JST is a quarterly (January, April, July and October) periodical that considers for publication original 
articles as per its scope. The journal publishes in English and it is open to authors around the world 
regardless of the nationality.  
The Journal is available world-wide.
Aims and scope
Pertanika Journal of Science and Technology aims to provide a forum for high quality research related 
to science and engineering research. Areas relevant to the scope of the journal include: bioinformatics, 
bioscience, biotechnology and bio-molecular sciences, chemistry, computer science, ecology, 
engineering, engineering design, environmental control and management, mathematics and statistics, 
medicine and health sciences, nanotechnology, physics, safety and emergency management, and 
related fields of study.
History
Pertanika was founded in 1978. A decision was made in 1992 to streamline Pertanika into three journals 
as Journal of Tropical Agricultural Science, Journal of Science & Technology, and Journal of Social 
Sciences & Humanities to meet the need for specialised journals in areas of study aligned with the 
interdisciplinary strengths of the university. 
After almost 28 years, as an interdisciplinary Journal of Science & Technology, the revamped journal 
now focuses on research in science and engineering and its related fields.
Goal of Pertanika
Our goal is to bring the highest quality research to the widest possible audience.
Quality 
We aim for excellence, sustained by a responsible and professional approach to journal publishing.  
Submissions are guaranteed to receive a decision within 14 weeks. The elapsed time from submission 
to publication for the articles averages 5-6 months. 
Abstracting and indexing of Pertanika
The journal is indexed in SCOPUS (Elsevier), Clarivate-Emerging Sources Citation Index [ESCI (Web of 
Science)], EBSCO, DOAJ, Agricola, ASEAN CITATION INDEX [ISC], Microsoft Academic, Google Scholar, 
National Agricultural Science (NAL) and MyCite.
Future vision
We are continuously improving access to our journal archives, content, and research services.  We have 
the drive to realise exciting new horizons that will benefit not only the academic community, but society 
itself. 
Journal of Science & Technology                         Journal of Science & Technology                         Journal of Science & Technology
Citing journal articles
The abbreviation for Pertanika Journal of Science & Technology is Pertanika J. Sci. Technol.
Publication policy
Pertanika policy prohibits an author from submitting the same manuscript for concurrent consideration 
by two or more publications.  It prohibits as well publication of any manuscript that has already been 
published either in whole or substantial part elsewhere. It also does not permit publication of manuscript 
that has been published in full in Proceedings. 
Code of Ethics
The Pertanika Journals and Universiti Putra Malaysia takes seriously the responsibility of all of its 
journal publications to reflect the highest in publication ethics. Thus all journals and journal editors are 
expected to abide by the Journal’s codes of ethics. Refer to Pertanika’s Code of Ethics for full details, or 
visit the Journal’s web link at http://www.pertanika.upm.edu.my/code_of_ethics.php
International Standard Serial Number (ISSN)
An ISSN is an 8-digit code used to identify periodicals such as journals of all kinds and on all media–print 
and electronic. All Pertanika journals have ISSN as well as an e-ISSN. 
Journal of Science & Technology: ISSN 0128-7680 (Print);  ISSN 2231-8526 (Online).
Lag time 
A decision on acceptance or rejection of a manuscript is reached in 3 to 4 months (average 14 weeks). 
The elapsed time from submission to publication for the articles averages 5-6 months. 
Authorship
Authors are not permitted to add or remove any names from the authorship provided at the time of 
initial submission without the consent of the Journal’s Chief Executive Editor.
Manuscript preparation
Refer to Pertanika’s Instructions to Authors at the back of this journal.
Editorial process
Authors are notified with an acknowledgement containing a Manuscript ID on receipt of a manuscript, 
and upon the editorial decision regarding publication. 
Pertanika follows a double-blind peer-review process. Manuscripts deemed suitable for publication 
are usually sent to reviewers.  Authors are encouraged to suggest names of at least three potential 
reviewers at the time of submission of their manuscript to Pertanika, but the editors will make the final 
choice. The editors are not, however, bound by these suggestions. 
Notification of the editorial decision is usually provided within ten to fourteen weeks from the receipt 
of manuscript. Publication of solicited manuscripts is not guaranteed. In most cases, manuscripts are 
accepted conditionally, pending an author’s revision of the material.
The Journal’s peer-review
In the peer-review process, three referees independently evaluate the scientific quality of the submitted 
manuscripts. 
Peer reviewers are experts chosen by journal editors to provide written assessment of the strengths and 
weaknesses of written research, with the aim of improving the reporting of research and identifying the 
most appropriate and highest quality material for the journal.
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Operating and review process
What happens to a manuscript once it is submitted to Pertanika?  Typically, there are seven steps to the 
editorial review process:
1. The Journal’s Chief Executive Editor (CEE) and the Editorial Board Members (EBMs) examine 
the paper to determine whether it is appropriate for the journal and should be reviewed. If 
not appropriate, the manuscript is rejected outright and the author is informed. 
2. The CEE sends the article-identifying information having been removed, to three reviewers 
who are specialists in the subject matter represented by the article. The CEE requests them to 
complete the review in three weeks.  
Comments to authors are about the appropriateness and adequacy of the theoretical or 
conceptual framework, literature review, method, results and discussion, and conclusions. 
Reviewers often include suggestions for strengthening of the manuscript. Comments to the 
editor are in the nature of the significance of the work and its potential contribution to the 
field.
3. The CEE, in consultation with the Editor-in-Chief (EiC), examines the reviews and decides 
whether to reject the manuscript, invites the author(s) to revise and resubmit the manuscript. 
The CEE may seek additional reviews. Final acceptance or rejection rests with the CEE and EiC, 
who reserve the right to refuse any material for publication. In rare instances, the manuscript 
is accepted with almost no revision. Almost without exception, reviewers’ comments (to the 
author) are forwarded to the author. If a revision is indicated, the editor provides guidelines 
for attending to the reviewers’ suggestions and perhaps additional advice about revising the 
manuscript. 
4. The authors decide whether and how to address the reviewers’ comments and criticisms and 
the editor’s concerns. The authors return a revised version of the paper to the chief executive 
editor along with specific information describing how they have answered’ the concerns 
of the reviewers and the editor, usually in a tabular form. The author(s) may also submit 
a rebuttal if there is a need especially when the author disagrees with certain comments 
provided by reviewer(s).
5. The CEE sends the revised paper out for re-review.  Typically, at least one of the original 
reviewers will be asked to examine the article. 
6. When the reviewers have completed their work, the CEE in consultation with the EiC and 
EBMs examine their comments and decide whether the paper is ready to be published, needs 
another round of revisions, or should be rejected. 
7. If the decision is to accept, an acceptance letter is sent to all the author(s), the paper is sent to 
the Press. The article should appear online in approximately three months. 
The Publisher ensures that the paper adheres to the correct style (in-text citations, the 
reference list, and tables are typical areas of concern, clarity, and grammar).  The authors are 
asked to respond to any minor queries by the Publisher. Following these corrections, page 
proofs are mailed to the corresponding authors for their final approval. At this point, only 
essential changes are accepted. Finally, the article appears in the pages of the Journal and is 
posted online. 
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Foreword
Welcome to the Second Issue of 2020 for the Journal of Science and Technology (JST)!
JST is an open-access journal for studies in Science and Technology published by Universiti 
Putra Malaysia Press. It is independently owned and managed by the university for the 
benefit of the world-wide science community.
This issue contains 20 articles; all are regular articles. The authors of these articles come 
from different countries namely India, Indonesia, Iran, Iraq, Kingdom of Saudi Arabia, 
Malaysia, Pakistan and Russia.
Articles submitted in this issue cover various scopes of Science and Technology including 
environmental sciences; engineering sciences; information, computer and communication 
technologies; medical and health sciences; earth sciences; and mathematical sciences.
A regular article titled “The effect of deep breathing exercises on menstrual pain 
perception in adolescents with primary dysmenorrhea” was written by Kurniati Devi 
Purnamasari and colleagues from Universitas Galuh, Indonesia. Their results showed 
that breathing relaxation interventions have a tendency to be directly proportional 
to the reduction in the Visual Analogue Scale pain experienced by patients. Detailed 
information on this study can be found on page 649.
Thuhairah Rahman and co-researchers from Universiti Teknologi MARA had investigated 
the effects of prolonged confined isolation on status of inflammation, endothelial 
activation and function in preparation for possible future manned space expedition to 
Mars. Six crew members were exposed to prolonged, confined isolation for 520 days with 
standard exercise and diet regime throughout isolation phase. Percent change increment 
was observed in inflammation while percent change reduction was seen in endothelial 
activation. The enhanced inflammation and reduced endothelial function could possibly 
be attributed to the rigorous exercise instituted throughout the confinement period. 
Further details of the article are available on page 659.
The next article is on virulence genes detection among the antibiotic resistant 
Enterococcus faecalis isolated from bird industry in Borneo by Sui Sien Leong from 
Universiti Putra Malaysia (Bintulu Campus) and Universiti Malaysia Sarawak. Enteroccus 
bacteria showed a high prevalence in the faecal samples. The high incidence of virulence 
genes (AS, ace, gelE, efaA) indicates that these genes were widely disseminated among 
i
ii
the antibiotic resistance E. faecalis found in the birdhouses, suggesting the important 
issues in the pathogenesis of E. faecalis infection which may cause potential health risks 
to humans. Detailed information on this study is presented on page 673.
We anticipate that you will find the evidence presented in this issue to be intriguing, 
thought-provoking and useful in reaching new milestones in your own research. Please 
recommend the journal to your colleagues and students to make this endeavour 
meaningful.
All the papers published in this edition underwent Pertanika’s stringent peer-review 
process involving a minimum of two reviewers comprising internal as well as external 
referees. This was to ensure that the quality of the papers justified the high ranking 
of the journal, which is renowned as a heavily-cited journal not only by authors and 
researchers in Malaysia but by those in other countries around the world as well. 
We would also like to express our gratitude to all the contributors, namely the authors, 
reviewers, Editors-in-Chief and Editorial Board Members of JST and editors, who have 
made this issue possible. 
JST is currently accepting manuscripts for upcoming issues based on original qualitative 
or quantitative research that opens new areas of inquiry and investigation.
Chief Executive Editor
Prof. Dato’ Dr. Abu Bakar Salleh
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Remote Sensing of Seagrass and Seabed using Acoustic 
Technology in Bintan Seawater, Indonesia
Henry Munandar Manik1* and Dony Apdillah2
1Department of Marine Science and Technology, Faculty of Fisheries and Marine Sciences, IPB University 
(Bogor Agricultural University), 16680 Bogor, Indonesia    
2Department of Marine Science, Faculty of Marine Science and Fisheries, Raja Ali Haji Maritime University, 
29115 Tanjung Pinang, Indonesia     
ABSTRACT
Seagrass were flowering plants that grow entirely under the sea. Seagrass were a significant 
element in coastal habitats such as Bintan waters because it acts as a protective beach. 
Seagrasses have the capacity to stabilize the bottom waters of sediments and were able 
to generate sediments that can fertilize the waters. Seagrass can be a reference in coastal 
area to improve the stability of the coastal environment. Seagrass beds are useful for a 
protected area for tiny organisms, a spawning location for aquatic biota, and a location 
for juvenile and larval enlargement. Distribution of seagrass abundance are essential 
to understand because they can define coastal regions whether they are harmed or not. 
Seagrass surveillance techniques were still using divers with restricted coverage of the 
study region. For this reason, an acoustic method was used through this research to detect 
seagrass and the habitats that it occupied.  It can be concluded that the acoustic method 
can measure sound intensity or acoustic backscatter from seagrass and their habitat. The 
height of the seagrass can be evaluated depending on the acoustic reflection value of the 
seagrass.  There were 3 seagrass groups based on percent closure in the research place, 
which were tiny to none of the seagrass groups, unusual seagrass groups, and many 
seagrass groups. Seagrass was mostly found in good sedimentary habitats. The increase in 
the quantity of manually calculated seagrass 
biomass was accompanied by a rise in the 
value of acoustic backscattering intensity. 
The overall accuracy of the seagrass species 
using the acoustic technique is 87%.
Keywords: Backscatter, biomass, hydroacoustics, 
seagrass 
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INTRODUCTION
Seagrass is an important component in coastal habitat because it acts as a protector of 
beach. Seagrasses have the ability to stabilize basic water sediments and are able to produce 
sediments that are able to fertilize the waters. Seagrass can be a reference in strategic 
management of coastal areas to improve the stability of the coastal environment. Seagrass 
beds are a protected area for small organisms, a place for spawning aquatic biota, and a 
place for juvenile and larval enlargement. Distribution maps and abundance of seagrasses 
are important to know because they can indicate if coastal areas are damaged or not 
(Anderson et al., 2008).  
Seagrass is an important component of nearshore ecosystems that supports many 
estuarine species, including a number of commercial fisheries (Ardizzone et al., 2006). The 
distribution of seagrasses is controlled by light availability, and also by several physical, 
geological and geochemical factors in the environment near the coast (Belzunce et al., 
2005). Many habitat requirements for seagrass beds can be disrupted by human activities, 
and loss of seagrass habitats is often associated with anthropogenic causes (Bozzano et 
al., 1998). Damage to seagrass beds throughout the world has caused many government 
agencies and environmental groups to develop monitoring programs for this important 
coastal resource (Brouwer, 2008; Buia et al., 1992).   
One innovation that is generally utilized as a device in evaluation and mapping of 
seagrasses is acoustic technology. The application of acoustic technology begins with its 
ability to detect fish, zooplankton, benthos and depth of water. With the development of 
information technology and material science, acoustic instruments can be used to detect 
oil and gas (Sidiq et al., 2019). Underwater acoustic methods for seabed mapping have 
been extensively developed over the past few decades. In particular, the development of 
bathymetry has enabled the creation of detailed maps of seabed topography and acoustic 
backscatter data; this data has been used to predict the type of sediment and habitat (Carbo 
& Molero, 1997). Several studies have compared backscatter responses to watershed types 
(examples of sampling, video images from the seabed) to assess the ability of different 
acoustic technologies to classify sea floor types (Di Maida et al., 2011; Duarte, 1987; 
Komatsu, 2007). Backscatter intensity is carried out through sound measurement to detect 
sediment and energy from sediments back to the transmitter with acoustic reflection and 
scattering. This has been shown to be related to the nature of sediments (Komatsu, 2007; 
Komatsu et al., 2003). The backscatter intensity of the muddy seabed has been shown to be 
inversely proportional to sediment porosity, percent sludge content and clay content percent.
Seagrass beds in Bintan for commercial species of penaeid shrimp and fish are 
significant nursery habitat. Seagrass is a major food for dugongs, dugongs (Miller) and 
green turtles, Chelonia mydas (Linnaeus) (Lefebvre et al., 2009) and acts as an absorber 
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of nutrients and sediments. Seagrasses play a significant role in preserving sediment 
stability and water clarity in coastal regions, linked to marine ecology, environmental, 
and also climate factors in the study area. Seagrass meadow is a significant economically 
and environmentally sound source. Management uses information on seagrass structure, 
abundance and distribution for seagrass protection areas.
It is therefore important to know accurate information about seagrass habitats 
(distribution, abundance and species composition), to determine the sampling design 
applied in surveys of seagrass habitats. Surveys that rely on diving-based operations are 
usually difficult to do in murky waters and over large areas. Dive based surveys also increase 
the safety risk of divers where there are attacks from dangerous marine animals. So that it 
needs a reliable remote sensing technique to observe seagrasses that will help reduce this 
risk and increase the intensity and resolution of the data collected.
Current remote sensing techniques (satellite imagery and aerial photography) are useful 
for mapping seagrass beds of dense habitat in clear waters in temperate climates, but in the 
tropics, they are inadequate to detect seagrasses with low biomass or turbid water. Recent 
advances in acoustic techniques for surveying benthic habitats indicate new possibilities for 
application in surveys of seagrass beds in the tropics. In this research an initial evaluation 
of acoustic techniques for surveying Bintan’s tropical seagrass habitat and comparing this 
technique with diving-based survey methods will be used.
The acoustic or sonar method is an important tool in fisheries studies, mapping the 
types of seabed, underwater vegetation, sediments and sub-lower sediment types. Acoustic 
instruments are also used under water to look for sinking ships, airplanes and falling 
pipelines. The advantage of using acoustic waves is being able to propagate through visual 
media or other media to extract information in the marine environment. Acoustic signals are 
less absorbing than optic to turbidity or depth. Data collected at higher spatial resolutions 
and large areas can be surveyed quickly compared to diving-based surveys.
Management based on Marine Ecosystems
The acoustic scattering of seagrasses is poorly understood compared to rocks and sediments. 
Several studies have analyzed the acoustic response of different seagrass species to 
understand the mechanism of underlying physical scattering. Laboratory experiments have 
shown the speed of sound in resonators filled with plants to depend on plant biomass and 
tissue characteristics, which vary for different seagrass species (Maceina & Shireman, 
1980; McCarthy & Sabol, 2000). The acoustic response of seagrass is also influenced by 
photosynthetic activity, which produces free gas bubbles in plant sand in the water column 
(Minami et al., 2010; Miner, 1993; Orlowski, 2009).  
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Aim 
The aims of this research were: 
1. to determine the feasibility of mapping tropical seagrass beds using an acoustic 
method. 
2.  to assess the efficacy of seagrass biomass acoustic methods. 
3.  to find out how acoustic survey techniques are effective in describing the kinds of 
seabed sediments. 
4.  to assess the efficiency of the mapping of tropical seagrass habitats using acoustic 
methods.
The expected results from the study were identification and classification of seagrass 
genera based on acoustic backscattering values. Another result is looking at the correlation 
of the seabed type based on the reflection coefficient value with seagrass habitat.
MATERIALS AND METHODS
In April-June 2018, surveys were performed at sea (Figure 1). Acoustic methods were 
surveyed in each region, followed by diving. The Garmin GPS was used for recording 
the position of each acoustic data point and for seagrasses and sediments sampling place. 
Positioning is a key element for the identification and mapping of seagrass. Acoustic data 
were used to analyze biomass and sediment information.
Figure 1.   Research Location for Detection and Quantification of Seagrasses
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This study gave an assessment of the acoustic methods used in the Bintan Island 
waters to map tropical seagrass habitats. Underwater acoustic method and visual estimation 
were used to detect seagrasses using diver. Underwater acoustic technology used in this 
research was Simrad EK15 single-beam echosounders. The acoustic transducer transmits 
one single vertical beam towards the seagrass and seafloor for determining the water depth. 
Acoustic data stored as a raw files integrated with GPS data with NMEA format. A part 
of the incident wave is backscattered in all directions and another part penetrates to the 
seabed. This backscattered energy is received by the transducer echosounder and used for 
depth and echo strength measurements.  For this study the transducer was installed in a 
fixed position below the ship (Figure 2).
Dive-based surveys were conducted to check the parameters of seagrass beds on a good 
or wide spatial scale. Although this method is labor intensive, it provides qualitative and 
quantitative data. Qualitative information can be in the presence / absence, percent cover 
and / or composition of species. Quantitative data can include measurements of density 
or biomass, composition of species, growth characteristics of seagrass beds and depth 
distribution in certain locations. This survey method requires extensive field resources 
(labor and time) and involves increasing the risk of safety of divers where dangerous 
marine animals occur. Coupled with intensive dive seagrass data, acoustic remote sensing 
data can be used to map the distribution of seagrass communities with high densities over 
large areas.
Figure 2. Equipment used in acoustic survey of seagrass
Transducer
Acoustic beam
Seagrass
Sea bottom
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Calculation of Seagrass Biomass
Acoustic signal and images were produced by Matlab software. Quantification of acoustic 
signals were used to survey the biomass of seagrasses in each of the three locations. Acoustic 
echo received by the transducer is influenced by the density of seagrass.         
Measurement of seagrass biomass, composition of seagrass species and sediment 
characteristics were calculated at each site surveyed. Divers recorded estimates of the 
amount of biomass of seagrasses. Seagrass species were identified according to previous 
research (Pasqualini et al., 2000). For seagrass data collection, seawater depth (bathymetry) 
and acoustic backscatter were the common data used. The positioning of seagrass is a vital 
component for vegetation mapping.  
Measurement of Sediment Properties
The type of sediment is measured along the transect using a backscatter technique. Acoustic 
data and sediment sampling were collected simultaneously. Sediment samples were 
obtained from the survey area using a standard van veen grab. The grain size analysis was 
measured by sieving each sample through a series of standard nets. Percentage composition 
of dry weight was determined for each grain size category: gravel (> 2000 μm), coarse 
sand (> 500 μm), sand (> 250 μm), fine sand (> 63 pmm) and mud (<63 μm). The average 
size of the sediment grain for each sediment sample was calculated from the sediment 
composition data and each grain size class.
Calibration of Underwater Acoustic Instrumentation
The calibration of the acoustic instrument was conducted to measure the standard Target 
Strength value using a ball sphere with a frequency of 200 kHz. The target strength 
calibration results would be verified by theoretical acoustic sphere ball measurements. 
Calibration value would determine the level of accuracy of the instruments used such as the 
factor transmitting and receiving transducer, the speed of sound propagating in the water 
column and the noise factor. The configuration system for underwater acoustic instruments 
used was given in Figure 3. 
Acoustic Data Collection and Processing in Bintan Waters
Research tools used include underwater acoustic instruments, sphere balls for calibration, 
underwater cameras, diving equipment, sediment samplers, global positioning systems 
(GPS), computer devices (Figure 4) and research vessels. Sea wave conditions when 
collecting data as shown were calm.
The installation and setup of the acoustic sensor (transducer) was placed on the left 
side of the ship and is lowered 1 meter below sea level (Figure 5) with a water depth of 
about 20 m.
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RESULTS
Seagrass Acoustic Instrument
The detection results of the seagrass acoustic instrument are shown in Figures 6, 7, 8 and 
9. The value of the acoustic backscattering volume (SV) of seagrass at station 1 at low tide 
was -47.45 to -39.45 dB and the bottom SV was -25.26 to -12.74 dB (Figure 6). The average 
height of seagrass acoustically was 57 cm. At station 1 when the tide was obtained, the 
seagrass SV value was -47.45 to -39.45 dB while the watershed SV was -25.26 to -12.74 
dB with an acoustic average seagrass height of 57 cm (Figure 7).  At station 2 the seagrass 
SV values  were -52.45 to -42.83 dB and the watershed SV values  were -30.50 to -16.59 dB 
with an acoustic average seagrass height of 40.3 cm (Figure 8). At station 3 the seagrass 
(A) Colour display
(B) Computer
(C) Ethernet switch
(D) Transceiver unit
(E) Transducer
Figure 3.  Configuration system of underwater acoustics instrument (Simrad manual)
Figure 4.  Research vessel used during acoustic survey Figure 5.  Installation and set-up of underwater 
transducer
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SV value was -49.27 to -35.73 dB and the SV of the water base was -31.62 to -23.47 dB 
with the average height of seagrass acoustically was 27.7 cm (Figure 9).
Figure 6.  Seagrass detection during low tide using acoustics
Figure 7. Detection of seagrass during high tide
Figure 8.  Seagrass detection in calm sea condition at station 2
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Acquisition of Sediment samples in Bintan seawaters is shown in Figure 10.
Figure 9.  Seagrass detection in calm sea condition at station 3
Figure  10.  Sediments at Bintan seawaters
Seagrass Data Collection
Ground truth survey is vital for object 
ident i f ica t ion  and c lass i f ica t ion . 
Measurement of seagrass biomass using 
the transect method is shown in Figure 
11. Seagrass classification was used for 
extracting information from acoustic 
images (echogram). Seagrass belongs to 
four families known as Posidoniaceae, 
Zosteraceae, Cymodoceaceae, and 
Hydrocharitaceae.  
Classification of stations based on the 
presence of seagrass can be divided into 3 
categories including locations with dense 
seagrass numbers, scattered seagrasses, 
and little seagrasses until there are no 
seagrasses (Figure 12).
Figure 11. Measurement of seagrass biomass using 
the transect method.
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Table 1 represents 3 categories of relative abundance of seagrasses based on underwater 
and underwater acoustic videos. Table 2 is a sea floor map matrix error based on the criteria 
of 95% confidence level and depth range. Table 3 is a comparison of data obtained from 
biological samples and acoustic data.
Table 1  
Three categories of relative abundance of seagrass
Underwater Photo Acoustic Data (Beam Depth)
Categories 95 % Confidence Level Depth Range (m)
Mean Bottom Depth (m)
Mean S.D Mean S.D
Dense seagrass 1.62 0.31 3.15 0.41 3.2
Sparse seagrass 0.57 0.16 2.28 0.18 2.9
Little to no seagrass 0.14 0.12 0.15 0.14 3.11
Table 2 shows error matrix of seagrass map of 95% CL and depth range. Overall 
accuracy of depth range (0.83) was slightly higher than of 95% CL (0.80).
Table 2  
Error matrix for seagrass map
Reference Data
User Accuracy
Dense Sparse No
(A) 95 % Confidence Level
Dense 8 1 0 0.89
Classified Sparse 5 1 0 0.6
Little to No 4 0 15 0.8
Producer accuracy 0.65 0.7 0.9 Overall accuracy  0.87
(B) Depth Range
Dense 6 1 1 0.89
Classified Sparse 2 1 0 0.6
Little to No 4 0 16 0.8
Producer accuracy 0.75 0.6 0.93 Overall accuracy  0.85
Figure 12. Examples of underwater images of video camera belonging to three categories of relative abundance 
of  seagrass: (a) dense seagrass; (b) sparse seagrass; and (c) little to no seagrass.
(a) (b) (c)
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Table 3  
Comparison of data derived from biological samples and acoustic
Station 1 Station 2 Station 3
Sampling area (m2) 0.25 0.25 0.25
Biomass (kg/0.25 m2) 2.25 1.18 2.4
Mean SV (dB) -28.9 -35.8 -33.3
Mean TS (dB) -52.1 -54.2 -53.1
Mean Height, biological sample (m) 0.3 0.4-0.5 0.3-0.5
From Table 3, the relationship between data from biological sampling and the results 
of detection of acoustic instruments was obtained. These results indicate that the SV value 
was related to seagrass biomass. The higher the value of seagrass biomass was followed 
by an increase in the value of acoustic volume backscattering strength (SV). The average 
height of seagrass conducted manually by divers showed that acoustic measurements were 
not much different from manual measurements.
Comparison of the classification of underwater videos and acoustic classifications 
for seagrass densities was given by criterion 1 a bit until there were no seagrasses, rare 
seagrasses, and abundant seagrasses (Figure 13).
Results of acoustic detection to determine the percentage of seagrass closure are 
provided to all stations shown in Figure 14. These findings show distinct percentage 
closures for all stations. Figure 15 shows the quantification of the outcomes of recording 
seagrass identification to calculate seagrass acoustic backscattering strength using scientific 
or quantitative fish finder. The findings of sediment assessment based on grain size of the 
Bintan waters are shown in Figure 16.
Figure 13.  Comparison of acoustic and video classification for different densities of seagrass (1, little to no 
seagrass; 2 sparse; 3 dense)
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Figure 14.  Seagrass percent cover using acoustic method
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Figure 15. Acoustic backscattering (SV) of seagrass
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Figure 16. Sediment grain size distribution
Table 4 shows the location and size of the grain size of sediments in Bintan waters and 
Figure 17 shows the relationship of seagrass biomass with fine-sized sediments.
Table 4  
Location and grain size parameters for samples collected at Bintan seawaters
Station Gravel Sand Silt Clay Mean (phi) Mean (mm) Variance Skewness Kurtosis
1 0 95.8 2.8 1.4 2.7 0.15 1.37 3.25 18.75
2 0 92.5 5.2 1.3 2.65 0.16 1.28 3.35 16.6
3 0 96.5 2.3 1.2 2.33 0.2 1.07 3.53 23.5
4 0 99 1 0 2.04 0.24 0.58 0.24 3.93
5 0 100 0 0 0.86 0.55 1.95 -0.15 2.99
6 17.5 82.5 0 0 0.88 0.54 1.95 -1.25 3.34
7 13.3 86.7 0 0 1.12 0.46 1.64 -1.57 4.77
8 40 60 0 0 -0.34 1.27 2.35 -0.23 1.45
9 62.4 37.6 0 0 -1.35 2.58 2.18 0.44 1.53
10 62.3 37.3 0.7 0 -0.91 1.88 2.05 0.11 1.54
Figure 17.  The relationship between sediment-fines content and seagrass biomass
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Figure 19. Reverberation level of sea bottom
Figure 18 was the acoustic backscattering from the seabed where clay had a small 
backscatter compared to sand or rough rock. This was caused by the acoustic impedance 
of coarse sand is higher than very fine sand. The other reason is the grain size of very find 
sand was lower than coarse sand. Reverberation level from mud (silt and clay) had smaller 
value compared to other sediments (Figure 19).
Figure 20 is the intensity value of the acoustic reflection of the water column and 
seagrass bottom. Basic seagrass waters range from -35.0 dB to -20.0 dB.
Figure 18. Acoustic backscattering strength of sea bottom   
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Figure 20.  Acoustic reflection intensity of Seagrass bed
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DISCUSSION
The coastal area of Bintan waters has high potential natural resource. Seagrass meadow is 
one of a chain of coastal ecosystems that greatly determines the sustainability of the marine 
ecosystem. Some functions of seagrass beds include protecting mangrove ecosystems and 
land from the influence of ocean waves. Another thing is that seagrass beds have a function 
of protecting coral reefs on the seabed and can inhibit pollution from the land so as to 
maintain the quality of sea water.
Seagrass beds on the east coast of Bintan Island have an area of more than 2500 ha with 
high species diversity, where 10 species of seagrass are found in 12 species in Indonesian 
waters. Seagrass beds in Bintan waters need to be protected because of the presence of rare 
animals such as dugong and turtles which can be a special income in the tourism sector.
From the results of the study, we found 6 types of seagrass such as Cymodocea 
rotundata (CR), C. serrulata (CS), Enhalus acoroides (EA), Thalassia hemprichii (TH), 
Thalassodendron ciliatum (TC), and Syringodium isoetifolium (SI).
This study shows that acoustic remote sensing was able to detect seagrass height and 
to measure backscatter of seagrass.  The value of acoustic backscatter indicated the species 
of seagrass. This area of study also corresponds with dense seagrass, sparse seagrass, 
and little to no seagrass. These characteristics were classified with depth range and 95 % 
Confidence Level (CL). We found depth range measurement was influenced by the length 
of seagrass. Therefore, for seagrass mapping the method of depth range and 95 % CL were 
practical need.  
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This study also shows acoustic backscatter (SV) correlated with seagrass biomass. 
The higher of SV indicated the higher concentration of seagrass biomass. Each individual 
species of seagrass had a specific value of Target Strength (TS). By this TS value the 
discrimination of seagrass species was possible.  It was supported using underwater image 
produced by acoustic instrument. 
This work found a novel approach to distinguish bottom sediment characterized by 
grain size using acoustic remote sensing. The sediment type in this area consisted of clay, 
silt, sand, and gravel. Our method had shown the ability of acoustic frequency used of 200 
kHz to distinguish seagrass species and sediment type in shallow water. Biomass of seagrass 
was distributed in sediment fine.  The backscattering of seabed was influenced by sea bottom 
type, frequency of acoustic instrument, orientation of transducer, and reverberation level. 
We found seagrass percent covered by acoustic method was nearly equal with 
conventional method.  The proportion of substrate by seagrass was used for accurate 
assessment of biomass density. Therefore, this acoustic method was indispensable method 
for rapid assessment of seagrass distribution.
High plant density results in higher echo amplitude and other seafloor factors. Using 
scuba divers, the acoustic detection accuracy was computed as 87 %. Backscatter of 
seagrass depends on the leaf canopy, echosounder frequency and sea bottom substrate. 
The frequency of transducer affects the received echo level in decibel.  These results are 
in agreement with the other researchers (De Falco et al., 2000; Parnum, 2007; Parnum et 
al., 2004; Kenny et al., 2003).  
Acoustic technology is capable of detecting seagrass and basic aquatic habitats that 
inhabit it. It was proven that hydroacoustic method could survey large areas within short 
time (Short et al., 2010). The acoustic signal from vegetations and sediment differentiate 
underwater meadows (Bostrom et al., 2006).  Seawater turbidity and light are the major 
environmental factors that control seagrass distribution (Phinn et al., 2008).  In this area, 
we found a very large plant with long leaves and poor resistance to perturbation (Green et 
al., 2003). The seagrass beds play key role in ecological ecosystem and fish habitat (Moyer 
et al., 2005). The important role of seagrass in the marine environment and as bioindicator, 
to assess the distribution, biomass, and species (Descamp et al., 2005).  The ability of 
acoustic method was obtained by measuring the value of acoustic backscattering from 
detected objects. This was caused by the difference value of acoustic impedance between 
seawater and seagrass (Wilson and Dunton, 2009).  Single beam acoustic system has been 
used for discriminating bottom type (Manik et al., 2006; Serpetti et al., 2011, Manik, 2012). 
Seagrass produces a strong backscatter just above the seabed (Sabol et al., 2002).  In this 
study, seagrass have a complex structure including small patches that change from higher 
density areas to lower density ones over short distances (Tseng, 2009). 
Overall, we found the acoustic remote sensing was potentially a valuable technology 
for detection, quantification, and characterization of seagrass.
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CONCLUSION
From the results of the study it can be concluded that the acoustic method can measure 
sound intensity or acoustic backscatter from seagrass and its surrounding habitat. Seagrass 
height can be measured based on the acoustic reflection value of seagrass. In the study 
location there were 3 seagrass groups based on percent closure, which were small to none of 
seagrass groups, rare seagrass groups, and many seagrass groups. Seagrass is mostly in fine 
sedimentary habitats. The increase in the amount of seagrass biomass calculated manually 
is followed by an increase in the value of acoustic backscattering strength. Identification 
of seagrass species using the acoustic method has an overall accuracy of 87%.
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ABSTRACT
The tone of peking 1, 2, 3, 5, 6, 1’ was investigated using time-frequency analysis (TFA). 
The frequencies were measured using PicoScope oscilloscope, Melda analyzer in Cubase 
version 9 and Adobe version 3. Three different approaches for time-frequency analysis were 
used: Fourier spectra (using PicoScope), spectromorphology (using Melda analyzer) and 
spectrograms (using Adobe). Fourier spectra only identify intensity-frequency within entire 
signals, while spectromorphology identify the changes of intensity-frequency spectrum at 
fixed time and Adobe spectrograms identify the frequency with time. PicoScope reading 
produces the spectra of the fundamental and overtone frequencies in the entire sound. These 
overtones are no n -harmonic since they are non-integral multiples of the fundamental. The 
fundamental frequencies of peking 1, 2, 3, 5, 6 were 1066Hz (C6), 1178Hz (D6), 1342Hz 
(E6), 1599Hz (G6) and 1793Hz (A6) respectively while peking 1’was 2123Hz (C7) i.e. 
one octave higher than peking 1. Melda analyzer reading proved that all peking sustained 
the initial fundamental frequency and overtone at t=0 until 2s. TFA from Adobe reading 
provides a description of the sound in the time-frequency plane. From TFA, peking 1, 2 
and 6 exhibited a much gentler attack and more rapid decay than peking 3, 5 and 1’.
Keywords: FFT, fundamental, gamelan, overtones frequencies, peking
INTRODUCTION
Mantle Hood was one of the earliest pioneers 
of gamelan in the West that initiated gamelan 
performance study and understood the 
widest applications of gamelan (Sorrell, 
1990). The measurements of scales and 
tunings were carried out in metallophones 
and xylophones found in Southeast Asia and 
on African xylophone with fixed tunings 
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and related to equal temperaments (Schneider, 2001). When digital signal processing was 
introduced in the 1980s sound analysis and re-synthesis became available for investigating 
tone systems and tunings of non-Western music cultures (Schneider & Beurmann, 1990, 
Schneider & Beurmann, 1993). Ellis and Hipkins (1884), Stumpf (1901) and Kunst (1934) 
studied the metallophones of the Indonesian gamelan because the tunings in gamelan 
were different from the Western systems and was difficult to explain in terms of their 
origins with regard to relevant perceptual and cognitive issues. The data from some of 
the measurements helps in understanding the structure of slendro and pelog (Lentz, 1965; 
Hood, 1966; Morton 1976). New interpretations and hypotheses regarding the gamelan tone 
systems and their possible relationships to those of other regions were presented (Rahn, 
1979; van Zanten, 1986; Widdess, 1993; Voisin, 1994). This topic has gained attraction 
for several generations of earlier researchers. 
Gamelan music is in pelog or slendro, and cannot be reproduced by the piano tunings. 
This avoids confusion of Western music with specifically Javanese gamelan instrument. 
Composers such as Henry Cowell, John Cage and Lou Harrison were pioneers that were 
interested in Eastern cultures (Sorrell, 1990). Javanese, Balinese and Sundanese gamelans 
exist largely in America. In California, Dennis Murphy, William Colvig, Daniel Schmidt and 
Paul Dresher built their own gamelan from aluminium, scrapped cars and other materials 
(Sorrell, 1990). The American pieces for gamelan were composed along with the production 
of these instruments, where the Westerners rather than Indonesians who objected to such 
works. Historically the Javanese incorporated instruments from the Dutch military bands 
into their ensembles during the colonial period. 
The most comprehensive set of data on gamelan tunings was published by Indonesian 
scientists (Surjodiningrat et al., 1972). Nevertheless, these measurements and numerical 
data lack of explanation of tuning as an art because it is regarded as a process guided by 
musical sensibilities and experience (Vetter, 1989). To understand tuning, the concepts and 
terminology of a tuner and his actions while tuning need to be considered and understood. 
The behavior and verbal comments of tuners must be taken into account where these data 
need to be checked with regard to reliability and cultural validity. Even a complete tuning 
event recorded with all of the verbal commentaries of a tuner might not necessarily reveal 
his cognitive framework regarding concepts such as step, scale, or octave equivalence in 
every detail (Schneider, 2001). The uniqueness of our research is visualizing the sound 
sonically through PicoScope oscilloscopes and Melda analyzer in Cubase version 9.  The 
sound spectra of all peking are obtained from PicoScope measurements. After the data 
sound was captured and recorded the FFT was also analyze using Melda analyzer in Cubase 
version 9 to obtain dominant frequency for each tone at specific time.
The tuning of the seventeen keys (wooden bars) of Buganda arnadinda xylophone by 
Evaristo Muyinda when visiting the Ethnological Museum of Berlin in 1983 was recorded 
40
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in complete detail in order to find out whether or not Muyinda tune the instrument according 
to the equipentatonic scale (Kubik, 1991). This experiment yielded some interesting results 
which indicated that the tuning was additive in nature (i.e. carried out by adding up an 
interval about the size of a major second) rather than being based on the division of an 
octave into equal parts. However, it is not totally clear whether his intention with respect 
to the tuning was finally achieved. The tuning was measured objectively by calculating the 
frequencies of the spectral components which represent the base mode of vibration of each 
bar which is not equipentatonic. It shows considerable deviations (standard deviation=30.6, 
range=97.5 cents) from the unit step of 240 cents that has been proposed with respect to 
both certain African scales and the Javanese and Balinese slendro (Schneider & Beurmann, 
1990). The spectral components for the description of the tuning are decisive with respect 
to pitch. Precise measurement in this case permits examination of the work of the tuner 
and compared the interpretations that a number of ethnomusicologists have given as to 
intended tuning and scale structure with factual data. 
Idiophones are instruments which, as the term implies, sound by themselves. Sound 
generation in instruments typically consist of three dimensional solid bodies such as bars, 
slabs, lamellae, plates, or shells is effected by an impulse which accelerates a given bar 
and plate. This causes a pattern of vibrations which consist of the eigen modes (natural 
frequencies) of the given body. In certain idiophones, bars or shells are set in motion by 
means of one or several mallets (e.g., gamelan instruments such as the Balinese gangsa 
(Kartomi, 1985). With the case of gongs such as the bonang or trompong the compound 
shape of each of the bossed result in complex patterns regarding both temporal and spectral 
behavior. Without going into details of vibrational theory (Cremer & Heckl, 1967; Fletcher 
& Rossing, 1998; Schneider, 1999), it can be said that bending stiffness and other factors 
(material and dimensions) of the vibrating solid cause in-harmonicity within the pattern 
of vibration as well as in the pattern of spectral components that can be extracted from the 
sound radiated. Since solids typically vibrate in two or even three dimensions, and produce 
a great many eigen modes, patterns of vibration can be quite irregular or even chaotic (in 
terms of nonlinear dynamics) in certain idiophones, notably in flat gongs such as the Asian 
tam-tam (Schneider, 1999). Further, because there are different types of vibration as well 
as frequency dispersion, in metallophones such as the Javanese saron (also called peking), 
modes need not be immediately and fully developed at the onset. Rather, actual distribution 
of spectral energy and temporal development of patterns of vibration depends considerably 
on the place at which the mallet hits the bar or plate as well as on the magnitude of the force 
transmitted through the impulse. As can be imagined, the number of eigen modes elicited in 
general increases in proportion with the force that is applied (Perrin et al., 2013). Thus, in 
styles of soft playing, the pattern of vibration is simpler and the spectral energy contained 
in a sound is lower than is the case in styles such as the gong kebayar in Balinese music 
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(McPhee, 1966) known for loudness as well as a metallic sound. There are, however, some 
instruments which respond in a very sensitive way to even small impulses because damping 
and other loss factors are small. This is particularly in the gender family which comprise 
of very thin bronze plates as keys suspended over tube resonators. In these instruments, 
a rich spectrum (including components at rather high frequencies (Schneider, 1999)), for 
each single plate is produced with the use of relatively small force.
In gamelan performances the mallet makes the contact and on some instruments the 
hands are used for damping. The tuning of gamelan is easy to grasp and distinguish one 
gamelan from the other. There are two types of tone set in gamelan instrument. There are 
pelog and slendro tuning. Slendro is a pentatonic scale with five notes and no semitones 
(exactly like the scale on the black notes of the piano). The five notes of slendro are more 
or less equally spaced but the black notes have clear difference between the whole tone and 
minor third. Pelog is easily distinguished from slendro because it has seven notes (not all 
seven are used) and the size of interval varies far more than slendro and includes semitones.
The terms simple and complex tone invariably stand for sinusoidal and non-sinusoidal 
sound respectively. Any periodic sound wave should be heard as a sum of sinusoidal 
components or partial with their corresponding frequencies. A complex tone is the sum of 
sinusoidal components or partial which are harmonics (Plomp, 1976). In general, a typical 
musical tone consists of a large number of harmonics with frequency ratios 1: 2: 3: 4: 5 
etcetera. The sound of music instrument results in the sensation of single note with a single 
definite pitch which is equal to the pitch of the fundamental and a specific timbre depending 
upon the relative amplitude of the harmonics. Gamelan has their own characteristic in 
term of their tone and pitch. The intensity and frequency of the instruments are different 
between gamelan. The instruments also have different shapes and material. The peking has 
the shape of a bar with rounded shapes on the top side (Sethares, 2005). The frequency of 
gamelan Swastigitha and Kyai Kaduk Manis has been measured by Surjodiningrat et al. 
(1972) using oscilloscope (Sudarjana et al., 1993) while the gong frequency was measured 
by Kuswanto using sonogram (Pramudya et al., 2018). 
In Pramudya et al. (2018) paper the bonang barung and peking frequencies were 
measured using Audacity. It is low cost software to record and analyse the sound. It can 
process the sounds to generate the FFT of them. The sounds were measured in the non-
acoustical room (Hall of Universitas Ahmad Dahlan- a regular meeting room) where the 
gamelan is located. The frequency of Bonang Barung and Peking was measured at night 
to reduce the noise. Audacity software is used along with a computer, microphone, and 
speakers, to generate and observe the frequency spectra of various audio waveforms, 
from simple waveforms such as sine waves to more complex waveforms. Audacity as an 
education tool in high school level physics classrooms, including several in which students 
play simple musical instruments and study the resulting spectra in the time and frequency 
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domain. The gamelan frequency especially the Laras Pelog of Bonang Barung is measured 
using Audacity and the frequency measurement between the Bonang Barung and Peking 
using Audacity is compared. Our experiments were conducted in the University Malaysia 
Sarawak (UNIMAS) Faculty of Applied and Creative Art (FACA) Music department studio 
with full acoustic room facility. The signal produced from both PicoScope and Melda 
analyzer both displayed sharp and distinct fundamental and overtone frequencies peak 
compared to the low signal level from the background noise. The PicoScope detects the 
whole voltage versus time signal and generate the whole intensity (dB) versus frequency 
signal. Using PicoScope the signals displayed voltage versus fundamental and overtone 
peaks at a particular time or intensity (dB) versus fundamental and overtone peaks at a 
particular frequency. When using Melda analyzer the spectrogram displays the intensity 
(dB) versus frequency at a specific time. Using Melda analyzer the changes of the intensity 
versus frequency can be detected every 0.5 second interval and thus displaying the changes 
of the intensity of the fundamental and overtones frequencies over time.
The intuitive tuning by the gamelan tuner in each village is normally based on what 
one feels to be true even without conscious reasoning. Using their instinct knowledge or 
understanding the tuning are based on their feelings rather than facts or proofs. Having 
said that, each has its references and therefore this study could be one out of many 
tuning schemes waiting to be extracted and scheme out. In this paper, we investigate the 
comparison of frequency measurements of peking using PicoScope oscilloscope, Melda 
analyzer in Cubase version 9 and Adobe version 3. The physical parameters of the tone 
that were analyzed are the sound pressure level and frequency. The non-harmonicity of 
the overtones was measured by the PicoScope while the time evolution of the dominant 
pitches was detected by the Melda analyzer. Fourier analysis yields the frequency content 
and associated TFA to understand the sound. The purpose of this work is to study the 
TFA in a peking sound. FFT performs a TFA of an input signal by hitting the peking. The 
time-frequency content of the signal is visualized by creating a spectrogram which is done 
by PicoScope, Melda analyzer and Adobe. The output is a time-frequency with intensity 
varying according to the frequency content of the signal. Understanding the spectra 
gives the pitch based on the equal tempered scale. Spectrograms display frequencies on 
a uniform scale, whereas musical scales such as the well-tempered scale are based on a 
logarithmic scale for frequencies (Johnston, 2009). Since the human ear is not capable 
of distinguishing the individual harmonics of a complex tone, the identification of the 
partials may be nearly impossible in listening to tones in a musical context (Plomp, 1976). 
Thus, experimental evidence using Adobe analyzing the frequency leads to TFA. We 
interviewed the behavior and verbal comments of tuners, but these data need to be checked 
with regards to reliability and cultural validity. Even a complete tuning event, recorded 
with all of the verbal commentaries of a tuner might not necessarily reveal his cognitive 
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framework regarding concepts such as step, scale, or octave equivalence in every detail. 
Each assessed peking includes considerably distinct harmonic structures that have not 
been discussed in the research of Mantle Hood (Sorrell, 1990). Therefore, the objective 
of this work is studying peking harmonics which is a necessity since the peking is a major 
instrument of melody in any gamelan ensemble. Preliminary results of peking tuning from 
University Putra Malaysia (UPM), University Kebangsaan Malaysia (UKM), Universiti 
Teknologi Mara (UiTM) and Universiti Malaysia Sarawak (Unimas) indicate that there is 
a distinction in tuning for each peking evaluated despite the fact that the scale is usually 
Pelog or Salendro. This uniqueness can only be sonically visualized through PicoScope 
oscilloscopes and Melda analyzer in Cubase version 9.  The sound spectra of all peking are 
obtained from PicoScope measurements. After the data sound was captured and recorded 
the FFT was also analyzed using Melda analyzer in Cubase version 9 to obtain dominant 
frequency for each tone at specific time. 
MATERIAL AND METHODS
The cast bronze peking 1, 2, 3, 5, 6 and 1’ was chosen from a range of Malay gamelan 
ensemble. Figure 1 showed a set of 6 peking. The acoustic spectra of the measured sets of 
just-tuned cast bronze peking which were made in Indonesia was captured using PicoScope 
oscilloscopes and Melda analyzer in Cubase version 9 to investigate the fundamental and 
overtone frequencies. Excitation was done by beating the peking with a mallet by an expert 
peking player. The microphone was held above the top surface along the axis of symmetry 
of the peking at a distance of about 20 cm. The frequency of peking was measured using 
PicoScope oscilloscope. The Picoscope software display the real signal which is voltage 
versus time and dBu versus frequency as shown in Figure 2. The frequency reading was 
verified by recording a sound of 1KHz from a signal generator. The microphone is a flat 
response microphone capable of capturing only 20Hz-20kHz. The setup to capture the 
sound is based on Owsinski (2009). 
The arrangement of microphone and apparatus for the measurement are shown in Figure 
3.  The microphone was placed right above the bar. The PicoScope computer software (Pico 
Technology, 3000 series, Eaton Socon, UK) was used to view and analyze the time signals 
from PicoScope oscilloscopes (Pico Technology, 3000 series, Eaton Socon, UK) and data 
loggers for real time signal acquisition. PicoScope software enables analysis using FFT, a 
spectrum analyzer, voltage-based triggers, and the ability to save/load waveforms to a disk. 
Figure 2 shows the schematic diagram of the experimental setup. The peking was placed to 
where the sound could be captured with minimum interference. In our work the recording 
was done in the University Malaysia Sarawak (UNIMAS) Faculty of Applied and Creative 
Art (FACA) Music department studio with full acoustic room facility. The signal produced 
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from both PicoScope and Melda analyzer both displayed sharp and distinct fundamental 
and overtone frequencies peak compared to the low signal level from the background noise. 
The amplifier (Behringer Powerplay Pro XL, Behringer, China) ensured the sound 
capture was loud enough to be detected by the signal converter. The peking spectra were 
also digitally recorded using the Melda analyzer in Cubase version 9. In conducting this 
study, the audio signal derived from the striking of the peking played by an expert peking 
player was recorded. The audio signal was recorded in mono, at 24-bit resolution, 48 kHz 
sampling rate. The audio signal was recorded with the aid of a digital audio interface in a 
.wav format. To ensure the recorded audio signal of the peking was at the optimum level, 
audio signal calibration of the recording system was carried out. A test tone of 1 kHz sine 
wave was used in calibrating the recording system. Here the ‘unity’ calibration level was at 
+4dBu or -10dBV and was read by the recording device at ‘0 VU’. In this regard the EBU 
recommended the digital equivalent of 0VU is that the test tone generated to the recording 
device of the experimentation is recorded at -18 dBFS (Digital) or +4dBu (Analog) which 
is equivalent to 0VU. In this thorough procedure of calibration, no devices are unknowingly 
boosting or attenuating its amplitude in the 
signal chain at the time of the recording is 
carried out. The recording apparatus was 
the Steinberg UR22 mkII audio interface, 
Audio-Technica AT4050 microphone, XLR 
cable (balance), with microphone position 
on axis (<20 cm), microphone setting with 
low cut (flat) 0dB. 
Figure 2. A typical signal which is voltage versus time and dBu versus frequency using the Picoscope software
Figure 1. A typical Malay Gamelan Peking
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RESULTS AND DISCUSSION
The sound spectrum of all peking from PicoScope measurements is shown in Figure 4 
until Figure 9. Table 1 shows the calculated ratio for first, second, third, fourth and fifth 
overtone with respect to the fundamental frequency for each peking.
Table 1 shows that the overtones are non-harmonic of the fundamental except the 
first, second, third, fourth and fifth overtone for peking 6, 1, (2 & 1’), 3 and 2 respectively 
(highlight in bold). These non-harmonics yield difficulties in discriminating sound wave by 
human ear since individual harmonics are not easily distinguish because human ear is not 
capable of distinguishing the individual harmonics of a complex tone and the identification 
of the partials may be nearly impossible in listening to tones in a musical context (Plomp, 
1976). Therefore, identification of the partial may be nearly impossible when listening to 
peking. From Figure 4 to Figure 9, the frequencies that are present in the signal are easily 
identified, but no information about time localization is available. After the data sound was 
captured and recorded the FFT was also analyzed using Melda analyzer in Cubase version 
9 to obtain dominant frequency for each tone at specific time. The spectrogram from the 
Melda was used to identify time localized frequency content. Figure 10 to Figure 14 show 
typical pulse signal from peking 1 spectrogram at t=0, 0.5, 1, 1.5 and t=2s.
From the FFT analysis the dominant frequency of peking instruments using Melda 
analyzer is obtained in Table 2. 
Table 1 
The calculated ratio for first, second, third, fourth and fifth overtone with respect to the fundamental frequency 
for each peking
fo (kHz) 1st /fo 2nd/ fo 3rd/ fo 4th/ fo 5th/ fo
Peking 1 1.05 2.76 3.11 4.80 4.81 6.7
Peking 2 1.18 2.18 2.67 5.05 6.22 7.03
Peking 3 1.32 2.55 2.74 4.66 5.03 -
Peking 5 1.57 2.20 2.34 4.45 4.75 5.38
Peking 6 1.77 1.93 2.62 4.32 4.88 -
Peking 1’ 2.10 1.76 2.55 4.02 - -
Microphone
Signal 
converter
Computer 
display
Peking
Amplifier
Figure 3. Schematic diagram of the experimental setups
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Figure 9. The sound spectrum of Peking 1’ from 
PicoScope measurement
Figure 6. The sound spectrum of Peking 3 from 
PicoScope measurement
Figure 4. The sound spectrum of Peking 1 from 
PicoScope measurement
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Figure 5. The sound spectrum of Peking 2 from 
PicoScope measurement
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Figure 7. The sound spectrum of Peking 5 from 
PicoScope measurement
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Figure 8. The sound spectrum of Peking 6 from 
PicoScope measurement
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Figure 14. Typical FFT analysis of peking 1 at t=2 sec 
from Melda analyzer in Cubase version 9 measurement
Figure 10. Typical FFT analysis of peking 1 at t=0 sec 
from Melda analyzer in Cubase version 9 measurement
Figure 11.  Typical FFT analysis of peking 1 at t=0.5sec 
from Melda analyzer in Cubase version 9 measurement
Figure 12.  Typical FFT analysis of peking 1 at t=1sec 
from M elda analyzer in Cubase version 9 measurement
Figure 13.  Typical FFT analysis of peking 1 at t=1.5sec 
from Melda analyzer in Cubase version 9 measurement
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Table 2
The dominant frequency (Hz) of peking 1, 2, 3, 5, 6 and 1’ with their pitch using Melda analyzer
frequency at 
t=0s (Hz)
frequency at 
t=0.5s (Hz)
frequency at 
t=1s (Hz)
frequency at 
t=1.5s (Hz)
frequency at 
t=2s (Hz)
Peking 1 1066(C6) 1067(C6) 1067(C6) 1067(C6) 1067(C6)
3076(G7) 3161(G7) 3161(G7) 3161(G7) 3161(G7)
5533(F8) 5494(F8)
8992(C#9)
Peking 2 1178(D6) 1180(D6) 1180(D6) 1180(D6) 1180(D6)
3247(G#7) 3139(G7) 3139(G7) 3139(G7) 3139(G7)
6040(F#8)
13000(G#9)
Peking 3 1342(E6) 1342(E6) 1342(E6) 1342(E6) 1342(E6)
3404(G#7) 3379(G#7)
6774(G#8)
Peking 5 1599(G6) 1599(G6) 1599(G6) 1599(G6) 1599(G6)
3521(A7) 3467(A7) 3467(A7)
7101(A8)
Peking 6 1793(A6) 1793(A6) 1793(A6) 1793(A6) 1793(A6)
3423(A7) 3423(A7) 3423(A7) 3423(A7) 3423(A)
5356(E8) 5356(E8)
Peking 1’ 2123(C7) 2123(C7) 2123(C7) 2123(C7) 2123(C7)
3545(A7) 3511(A7) 3511(A7) 3545(A7) 3545(A7)
The measurements of frequency from peking using Melda analyzer are compared to 
the other measurements using different gamelan ensembles and methods (Table 3). Table 3 
shows the frequency of pelog and slendro peking from other work using different ensembles 
and methods as references (Pramudya et al., 2018). Table 3 also shows the comparison 
to other frequency measurement on different gamelan ensembles i.e. from gamelan ITB 
(Institute Technology Bandung, Indonesia) using different methods (Pramudya et al., 2018).
From the results, the frequency measurements have small different compared to the 
references. These differences are due to different gamelan ensembles and methods. The 
frequency measurement of slendro peking 1, 2, 3, 5, 6 and 1’ are having similar values 
as shown by the differences in Table 3. The peking in our works 1, 2, 3, 5, 6, 1’ has the 
frequency 1066, 1178, 1342, 1599, 1793 and 2123 as compared to 1046 (C6), 1174 (D6), 
1318 (E6), 1568 (G6), 1760 (A6), and 2093 (C7) respectively from the piano scale Table 
3. This fact is interesting since the frequency different between our peking and the piano 
scale is quite small. Figure 15 to Figure 20 show the TFA from peking 1, 2, 3, 5, 6 and 1’ 
over time with the black and grey part that explains its intensity at the frequency range 
on the vertical axis. The vertical scale on this figure is a frequency scale (in Hz), and the 
horizontal scale is a time scale (in second). This figure provides a description of the sound 
in the time frequency plane. 
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From the TFA, peking 1, 2, 6 and 1’ obviously show 2 distinct peaks at the fundamental 
and overtone frequencies while peking 3 and 5 show a small intensity of overtones. The 
larger values of these spectra are displayed darker. The gray regions represent values that 
are near zero in magnitude. The spectra for the individual frequency are clearly separated 
in the y-axis and clearly divided into line segments, lying above each frequency and 
corresponding to the fundamentals and overtones in each note. There are clear differences 
between the attack and decay of the spectral line segments for the frequency obtained from 
peking. These differences are visible where a very prominent attack due to the striking by 
the mallet which is showed in the black regions in its spectrogram near the beginning of 
the fundamental and first overtone line segments for each frequency. These regions can 
be termed non-harmonic spectra, since they are non-integral multiples of the fundamental. 
These regions arise from transient, non-linear effects during the attack of each note. There 
is also a longer decay for peking 3, 5 and 1’ due to the slow damping down of the peking 
vibrations which is evident in the overlapping of the black and gray part for each note line 
segment. Peking 1, 2 and 6 exhibits a much gentler attack and rapid decay than Peking 
3, 5 and 1’. It is well known that, in addition to the harmonic structure of fundamentals 
and overtones, the precise features of attack and decay in notes are important factors in 
human perception of musical quality. This comparison of 5 peking illustrates how all of 
these features of musical notes can be quantitatively captured in the TFA provided by 
spectrograms.
Figure 21 illustrates a uniform scale of frequencies in the Adobe spectrogram of peking 
1’. In this spectrogram there is a number of spectral line segments crowded together at the 
lower end of the frequency scale. Figure 21 identifies the pitch of the sound by the high 
pixel intensity. The fundamental and overtones frequencies correspond to the pitch of the 
sound. These line segments correspond to the fundamental and higher frequency peaks in 
the Fourier spectrum for the sound in Figure 22. Figure 22 spectrum shows a fundamental 
at 2.1 kHz which is close to the standard frequency of 2093Hz (for C7) and overtones at 3.7 
kHz (which is close to the standard frequency of 3729 Hz for A#7), 5.36 kHz and 9.6 kHz. 
It is these frequencies that are crowded together in the spectral lines at the lower end of the 
spectrogram in Figure 21. These overtones frequencies ratio are approximately 1.8, 2.6, and 
4.6 since 3.7/2.1=1.76≈1.8, 5.36/2.1=2.55≈2.6 and 9.6/2.1=4.57≈4.6 respectively. These 
overtones ratio are non-harmonic since they are non-integral multiples of the fundamental. 
It may be that they are overtones resulting from body cavity resonances in the peking. The 
sound can also be associated to the intensity frequency profile at particular time given by 
the spectrogram as shown in figure 14. It is straight forward to interpret the rest of the 
spectrogram with respect to time.  The numbers on the vertical axis is directly interpreted 
as physical frequency values. These attributes are determined by Adobe for computing the 
frequency in Hertz and the pitch corresponding to the equal tempered scale.
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CONCLUSION
The intuitive tuning by the gamelan tuner is normally based on their instinct knowledge or 
understanding the tuning is based on their feelings rather than facts or proofs. Each tuner 
has its references. Therefore, this study attempted to extract the intuitive tuning by the 
gamelan tuner and examined it using three different time-frequency analysis approaches: 
Fourier spectra (using PicoScope), spectromorphology (Using Melda analyzer) and 
spectrograms (using Adobe). PicoScope reading provides the fundamental and several 
overtones frequencies in the entire signals, while spectromorphology identify the changes 
of frequency spectrum at fixed time and Adobe spectrograms identify the frequency with 
time. The spectromorphology are associated with the intensity frequency profile captured 
at one particular time from the intensity frequency content of the signal. Adobe provides 
TFA with the black and grey part that explains its intensity at the frequency range stated 
Figure 21. Time-frequency analysis (TFA) from Adobe for peking 1’
Figure 22.  Frequency spectrum from PicoScope reading for peking 1’
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on the vertical axis. The peaks from PicoScope are non-harmonic since they are non-
integral multiples of the fundamental. Melda reading proved that all peking sustained the 
initial fundamental frequency and overtone at t=0 until 2s. TFA provides a description 
of the sound in the time frequency plane. From TFA, peking 1, 2 and 6 exhibit a much 
gentler attack and more rapid decay than peking 3, 5 and 1’.These non-harmonics yield 
difficulties in discriminating sound wave by human ear since individual harmonics are 
not easily distinguished because human ear is not capable of distinguishing the individual 
harmonics of a complex tone and the identification of the partials may be nearly impossible 
in listening to tones in a musical context. The identification of the partial may be nearly 
impossible when listening to peking but the frequencies that are present in the signal are 
easily identified, with information about time localization giving dominant frequency for 
each tone at specific time. 
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ABSTRACT
Gamelan in general is categorized as a group of gongs. This traditional Malay gamelan 
ensemble is in a slendro scale i.e. five notes per octave. The rhythms, pitch, duration and 
loudness classify the various groups of gongs such as bonang, kenong, gender, peking 
and gambang. The cast bronze peking, kenong and bonang were chosen from a range of 
Malay gamelan ensemble from Universiti Malaysia Sarawak (UNIMAS), Universiti Putra 
Malaysia (UPM), Universiti Kebangsaan Malaysia (UKM) and Universiti Teknologi Mara 
(UiTM). The sounds were recorded by PicoScope Oscilloscope. The PicoScope software 
displays waveform and spectrum in time and frequency domain respectively. The peking 
lowest and highest frequencies from UiTM were 293 Hz and 1867 Hz, from UPM were 644 
Hz and 1369 Hz, from UKM were 1064 Hz and 2131 Hz and from UNIMAS were 1072 Hz 
and 2105 Hz respectively. The kenong lowest and highest frequencies from UiTM were 259 
Hz and 463 Hz, from UPM were 294 Hz and 543 Hz, from UKM were 300 Hz and 540 Hz 
and from UNIMAS were 293 Hz and 519 Hz respectively. The fundamental frequencies of 
bonang from UPM were higher than that of 
UKM, UiTM and UNIMAS. The harmonics 
were not successive but interrupted by 
another frequency. The harmonics of each 
bonang was similar except for gamelan 
from UKM.
Keywords: Bonang, fundamental frequencies, kenong, 
overtone, peking 
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INTRODUCTION
The Malay gamelan normally consists of seven main instruments i.e. gambang, bonang, 
saron demung, kenong, small gong and big gong and 2 instruments from saron group namely 
saron barung and saron panerus (Sumarsam, 2003). The gamelan is a collection of bronze 
gongs, gong-chimes, metallophones, drums, flute, bowed and plucked string instruments. 
Each gamelan is different from the other where iron sometimes is replaced with bronze. 
Gambang is also one of the main instruments in a gamelan ensemble which consists of 
pieces of hard wood placed on wooden box which function as a sound resonator. This 
piece of wood is hit with a set of covered wood mallet and produces certain pitch. Gendang 
is another traditional instrument that is very significant in the traditional Malay music 
ensemble like gamelan. The surface is made from goat or cow leather and its tension is made 
by rattan. The resonator is made from hard wood such as merbau.  Recently, gamelan music 
is also played in the West (Suprapto et al., 1993, Sumarsam, 2002, Sumarsam, 2003, Spiller, 
2004). The melody of a single instrument is not separable from the whole ensemble. The 
instruments are tuned to either five-tone slendro or seven-tone pelog.  The Malay gamelan 
instruments have their own pitch characteristics compared to the Javanese gamelan. Hence, 
the intensity and frequency of the instruments are different between each other. The peking 
(also known as Saron Panerus) bar shape has rounded top side while the kenong has the 
shape of an inverted bowl (Sethares, 2005). Figure 1 and 2 show a typical set of peking 
bar and a typical kenong kettle respectively. The frequency of Gamelan Swastigitha and 
Gamelan Kyai Kaduk Manis has been measured using oscilloscope (Sudarjana et al., 1993) 
whereas the frequency of gong has been measured using sonogram by Kuswanto, 2012 as 
stated by Pramudya et al. (2018). 
The lowest and the highest frequencies of Pelog Peking are 1176.1±1.1 Hz and 
2101.0±0.0 Hz, respectively, whereas the lowest and the highest frequencies of Slendro 
Peking are 928.1±2.2 Hz and 2118.1±1.1 Hz, respectively (Pramudya et al., 2018). Table 
1 shows the frequencies of each peking and their comparison to the other measurements.
Table 1
 The frequencies of each Peking and their comparison to the other measurements (Pramudya et al., 2018)
Tone of pelog Frequency Gamelan ITB Tone of slendro frequency Gamelan ITB
1 1176 1208 6 928.1 928
2 1272 1300 1 1075 1073
3 1409 1391 2 1234 1246
4 1643 1639 3 1423 1418
5 1765 1757 5 1636 1639
6 1862 1854 6 1870 1854
7 2101 2050 1 2118 2167
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Saron is a metallophone consisting of six or seven bronze bars that form one octave 
(either slendro or pelog tuning). The saron families consist of saron demung, saron barung, 
and saron panerus. Saron barung provides the medium octave while saron panerus gives the 
highest octave as it has thicker and narrower bars than saron demung. Saron panerus forms 
the core melody. Saron demung has the largest bars and produces the lowest pitch. Saron 
barung is one octave higher than the saron demung where the higher pitch is produced by 
the smaller bar. The bars are 35.5cm long and 9 cm wide. The mallet is struck at an angle 
to produce a full sound. The note is dampened half a beat before it is struck again for 
repeated notes (Tenzer, 2006). Every saron is distinguished from the size and the different 
sound. These saron groups consist of 6 arranged blades of bronze and they are hit using 
mallet. Saron demung’s size is bigger compared to saron barung and saron panerus. Saron 
panerus has the smallest size. The 6 bronze blades in saron are arranged according to the 
scale tones 1, 2, 3, 5, 6 and 1’.  
Kenong is also made of bronze and it functions as a colotomic instrument in gamelan 
music. Colotomy describes the rhythmic and metric patterns of gamelan music. It acts to 
mark off nested time intervals or dividing rhythmic time into such nested cycles. Kenong 
has fixed pitch based on the western tempered scale. It consists of 5 medium-size gongs 
which are arranged according to the scale tones of 1, 2, 3, 5, 6 (the sound 1’ replaced by 
1). Gong is the main complement in gamelan music composition. There are 2 types of 
gong that are different in sizes and they are called the big gong and the small gong. Bonang 
is a musical instrument from idiophone category which has the shape of a kettle (small 
gong) and having sound characteristic based on low humming principle. Bonang starts 
the opening of the music which later followed by another gamelan instrument. Bonang 
is also made from bronze and it is the main melodic instrument in a gamelan ensemble. 
The lowest and highest frequencies of the first row of Pelog Bonang Barung are 609.6 
± 0.1265 Hz and 1050 ± 0.09487 Hz, respectively. For the second row, the lowest and 
highest frequencies are 300.1 Hz and 512.8 Hz, respectively (Pramudya et al., 2018). Table 
2 shows the frequencies of each kettle on the second row (lower pitch) of Pelog Bonang 
Barung and their comparison to the other measurements. 
Figure 1. A typical peking Figure 2.  A typical kenong
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Table 2
The frequencies of each kettle on the second row (lower pitch) of Pelog Bonang Barung and their comparison 
to the other measurements (Pramudya et al., 2018)
Tone Frequency Swastigitha Kyai kaduk Manis
1 300.1 300 310
2 322.3 324 336
3 345.8 353 362
4 411.0 415 424
5 459.5 444 445
6 476.1 472 482
7 512.8 525 538
Figure 3 shows a set of 10 bonang ensembles (the upper row is called bonang penerus, 
the lower row is called bonang barung).  
Figure 3.  A set of 10 bonang ensemble (the upper row is the bonang penerus, the lower row is the bonang 
barung)
Studies on Javanese gamelan were done by experts from the West and East. The tones 
measurement has been pioneered by Ellis and Hipkins (1884) scientifically. Sudarjana et al. 
(1993) investigated the vibration frequency of gamelan instrument tone system. Sudarjana et 
al. (1993) measured the tone of Javanese gamelan and Schneider (2001) studied the sound, 
pitch and scale of idiophones such as gamelan instrument. In this work, we measure the 
fundamental and overtone frequency which is also called the timbre. Fourier transformation 
determines fundamentals, harmonics and sub harmonics. Different intensity and harmonics 
or sub harmonics (overtones) distinguish each instrument characteristics. 
The relationship between time and frequency has been well-established which include 
the study of the sound that coincides with the Fourier analysis. Fourier analysis yields 
the frequency content to understand the sound. In the Fourier analysis, the signal in real 
voltage-time axis is converted to dB-frequency axis. In PicoScope only dB-frequency is 
displayed for the whole spectra. In Melda analyser, the dB is displayed with a frequency 
at one specific time. While PicoScope displays only changes of frequency in the whole 
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spectra, Melda analyser displays several frequencies at one particular time. Melda analyser 
displays changes of several frequencies at different time. It also shows how the fundamental 
frequency changes with time and overtone frequency become dominant after certain period 
of time.
The purpose of this work is to study the tone in a peking/kenong/bonang. These spectra 
are used to identify the pitch of the sound produced by the signal. These spectra display 
several peaks which are obviously dominant and can be classified as the fundamental and 
overtones peaks. These peaks coincide with the notes intended for the sound produced from 
the instruments signal. The individual peak represents the pitch/notes of the instruments. 
The first highest dominant fundamental frequency determined the pitch of the instrument. 
The addition of the frequency with the overtones creates the sound and the quality of this 
sound is determined from the harmonic/non-harmonic frequencies.
The musical scales such as the well-tempered scale are based on a logarithmic scale 
for frequencies, but spectrograms display frequencies on a uniform scale (Johnston, 1989). 
Since the human ear is not capable of distinguishing the individual harmonics of a complex 
tone, the identification of the partials may be nearly impossible in listening to tones in a 
musical context (Plomp, 1976).  Thus, experimental evidence using the spectra is utmost 
important for analysing the frequency. The pitch is sometimes guessed by Mother Nature 
using the tuner’s ear. In a field trip to Jogjakarta, the tuner used a pianica to listen the 
pitch and tune the instrument using his hearing solely.  Experimental evidence using the 
spectra produces a series of frequencies which can be analysed consisting of the dominant 
fundamental frequency and all the possible overtones frequencies. The scheme of peking 
slendro and kenong slendro note arrangement is shown in Figure 4. 
Figure 4. The tuning schemes of peking slendro and kenong slendro with the note arrangement
PEKING C6 D6 E6 G6 A6 C7
SLENDRO (1046.5) (1174.7) (1318.5) (1568.9) (1760.0) (2093.0)
KENONG D4 E4 G4 A4 C5 -
SLENDRO (293.67) (329.63) (392.00) (440.0) (523.25) -
In this work we study the colour of sound of Malay gamelan peking/kenong/bonang 
from Universiti Malaysia Sarawak (UNIMAS), Universiti Putra Malaysia (UPM), 
Universiti Kebangsaan Malaysia (UKM) and Universiti Teknologi Mara (UiTM). The 
colour of sound indicates a collection of frequency starting from the fundamental and 
all the possible overtone- sometimes defined as the timbre. Sound from a generated pure 
sinusoidal wave produces only one frequency and does not produce any colour of sound. 
We investigate the sound frequency using PicoScope.  
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MATERIAL AND METHODS 
The peking, kenong and bonang are part of the gamelan ensemble from UKM, UPM, 
UiTM and UNIMAS.  The frequency was measured at the studio hall of UKM, UPM, 
UiTM and UNIMAS. The acoustic spectra of the measured sets of just-tuned cast bronze 
peking, kenong and bonang which were made in Indonesia were captured using PicoScope 
oscilloscopes to investigate the fundamental and the overtone frequencies. Excitation was 
done by beating by an expert player. The microphone was held above the top surface along 
the axis of symmetry at a distance of about 20 cm (Figure 5). The PicoScope computer 
software (Pico Technology, 3000 series, Eaton Socon, UK) was used to view and analyse 
the time signals from PicoScope oscilloscopes (Pico Technology, 3000 series, Eaton 
Socon, UK) and data loggers for real time signal acquisition. PicoScope software enables 
analysis using Fast Fourier transform (FFT), a spectrum analyser, voltage-based triggers, 
and the ability to save/load waveforms to a disk. Figure 5 shows the schematic diagram 
of the experimental setup. The peking/kenong/bonang was placed to where the sound 
could be captured with minimum interference. The amplifier (Behringer Powerplay Pro 
XL, Behringer, China) ensured the sound capture was loud enough to be detected by the 
signal converter.  
Figure 5.  Schematic diagram of the experimental setups
Microphone
Peking
Amplifier
Signal 
converter
Computer 
display
In this study, the audio signal derived from the striking by an expert player was 
recorded. The audio signal was recorded in mono, at 24-bit resolution and 48 kHz sampling 
rate. The audio signal was recorded with the aid of a digital audio interface in a wave format. 
To ensure the recorded audio signal was at the optimum level, audio signal calibration of 
the recording system was carried out. A test tone of 1 kHz sine wave was used in calibrating 
the recording system.  Here the ‘unity’ calibration level was at +4dBu or -10dBV and 
was read by the recording device at ‘0 VU’. In this regard, the EBU recommended the 
digital equivalent of 0VU is that the test tone generated to the recording device of the 
experimentation was recorded at -18 dBFS (Digital) or +4dBu (Analog) which is equivalent 
to 0VU.  In this thorough procedure of calibration, no devices were unknowingly boosting 
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or attenuating its amplitude in the signal chain at the time of the recording was carried out. 
The recording apparatus was the Steinberg UR22 mkII audio interface, Audio-Technica 
AT4050 microphone, XLR cable (balance), with microphone position on axis (<20 cm) 
and microphone setting with low cut (flat) 0dB. 
RESULTS AND DISCUSSION
The PicoScope measured the intensity and time of the signal. The Fast Fourier Transform 
(FFT) analysed the fundamental and overtone frequency for each tone.  The typical FFT 
spectra of peking and kenong from UNIMAS are shown in Figure 6 and 7 respectively. 
Figure 6. Spectra of peking (a) 1 (C6), (b) 2 (D6), (c) 3 (E6), (d) 5(G6), (e) 6(A6) and (f) 1’ (C7) from UNIMAS
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Table 3 shows the ratio of overtone to fundamental (fo) frequency for each peking from 
UNIMAS, UKM, UiTM and UPM. Table 4 shows the ratio of overtone to fundamental 
(fo) frequency for each kenong from UNIMAS, UKM, UiTM and UPM. 1st/fo, 2nd/fo and 
3rd/fo indicate the ratio of the first, second and third overtone frequency to the fundamental 
frequency. The bold numbers in the table indicate the exact harmonic of the overtone 
frequencies.
The results of kenong from this work are compared to gamelan Swastigitha and Kyai 
Kaduk Manis (Sudarjana et al., 1993). Table 5 shows the fundamental frequency of kenong 
from UNIMAS, UKM, UPM, UiTM and gamelan Swastigitha and Kyai Kaduk Manis. 
Figure 7. Spectra of Kenong (a) A, (b) C, (c) D, (d) E and (e) G from UNIMAS
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The results show that the frequencies from Malay gamelan were different compared to 
Javanese gamelan. Table 5 shows that the slendro kenong from UNIMAS is very close to 
the frequency obtained from the equal temperament scale. 
Table 5
The fundamental frequency of kenong from UNIMAS, UKM, UPM, UiTM and gamelan Swastigitha and Kyai 
Kaduk Manis (Sudarjana et al., 1993)
Equal 
temperament 
(Hz)
UNIMAS UKM UPM UiTM Swastigitha KyaiKaduk manis
B3(246) - - - - - 242
C4(261.6) - - - 259 - -
D4(293.67) 293 300 294 292 - -
E4(320.63) 332 344 330 - - 320
F4(349) - - - 349 357 -
F#4(369) - - 368 - - 369
G4(392) 396 403 - 391 - -
G#4(415) - - - - 412 421
A4(440) 441 453 436 - - -
A#4(466) - - - 463 472 478
C5(523.25) 519 540 543 - - -
C#5(554) - - - - - 557
D#5(622) - - - - 623 -
Figure 8 and 9 display typical frequency spectrum for bonang barung and bonang 
penerus sets from UNIMAS respectively. Table 6 presents the fundamental and overtone 
frequency (in hertz) for each bonang from UKM, UPM, UiTM and UNIMAS respectively. 
The harmonics were not successive but interrupted by another frequency. In the spectra, 
there existed a series of frequencies starting form the highest dominant pitch followed by 
the overtone pitch. In an ideal case all the overtones are harmonic or in-harmonic which 
decay accordingly. But in some cases, there exist an interrupted pitch which is not in the 
harmonic or in-harmonic series. This interrupted frequency is due to the uncertain vibration 
of the uneven structure of the musical material. The harmonics of each bonang was similar 
except for gamelan UKM. This phenomenon is different from the assumption which states 
that percussion instruments have harmonic overtones. Percussion instruments consist of 
pitch and non-pitch instruments. The pitch instruments normally have harmonic overtones. 
Although gongs are pitch percussion, this phenomenon is different with the assumption 
which states that percussion instruments have harmonic overtones instruments because 
gongs are percussion instruments which do not have harmonic overtones. This is due to 
the nature of manufacturing using beating and hammering process. The different overtone 
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Figure 8. Frequency spectrum for bonang barung set (a) 1, (b) 2, (c) 3, (d) 5, (e) 6 from UNIMAS showing 
the fundamental, first, second and third overtone frequency
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frequency indicates their timbre is different for each bonang. The number of harmonics 
of all bonang for all Malay gamelan set were very inconsistent as shown in bold in Table 
6. From Table 6, gamelan UKM has 3 harmonics i.e.  penerus 1, penerus 2, penerus 3 and 
barung 2 showed 2nd harmonic while penerus 3 showed 3rd harmonics. From Gamelan UPM 
has 2 harmonics i.e. barung 5 showed 3rd harmonic while penerus 6 showed 2nd harmonic. 
Gamelan UiTM has 1 harmonic i.e. penerus 5 and penerus 6 showed 2nd harmonic. Gamelan 
UNIMAS has 2 harmonics i.e. barung 1, penerus 5 and penerus 6 showed 2nd harmonic 
while penerus 1 showed 3rd harmonic. The timbre differences between the bonang may 
be due to differences in both material and manufacture. Nevertheless, the fundamental 
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Figure 9. Frequency spectrum for bonang penerus set (a) 1, (b) 2, (c), 3 (d) 5, (e) 6 from UNIMAS showing 
the fundamental, first, second and third overtone frequency
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pitch tends to be similar except for gamelan UPM. This result will be more meaningful if 
comparisons are made with more Malay gamelan sets. 
Comparison between the results in Table 6 showed a variation in the fundamental 
and the overtones frequencies of the bonang set from UKM, UPM, UiTM and UNIMAS 
respectively. These differences are plotted in Figure 10 and 11 for the individual bonang 
penerus and bonang barung 1, 2, 3, 5 and 6 respectively from different universities. Bonang 
penerus 1 showed consistency in their fundamental and 1st overtone frequencies (Figure 
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Table 6
Fundamental and overtone frequency (in kHz) for each bonang 
UKM UPM UiTM UNIMAS
f1/fo f2/fo f3/fo f1/fo f2/fo f3/fo f1/fo f2/fo f3/fo f1/fo f2/fo f3/fo
Penerus1 1.32 2.03 - 1.30 1.45 2.13 - 1.37 2.11 3.01
Barung 1 1.52 2.28 2.78 1.25 1.68 1.58 2.45 2.79 2.88 3.00 4.89
Penerus 2 1.49 2.00 3.31 1.43 1.64 3.79 - 1.56 3.57 5.10
Barung 2 3.77 3.98 - 1.26 4.29 9.21 - 4.47 5.13
Penerus 3 1.43 2.00 3.04 1.41 1.61 3.59 - 1.66 3.06 3.57
Barung 3 1.65 3.61 7.49 1.43 3.48 4.41 5.35 1.19 3.88 8.58
Penerus5 1.47 - - 1.46 1.62 2.98 3.54 1.43 2.00 2.77
Barung 5 1.66 2.86 - 1.26 1.35 2.03 1.73 3.10 3.39 1.70 2.60 6.26
Penerus 6 1.41 2.00 2.21 1.45 3.15 1.56 2.00 2.74 1.42 2.00 2.29
Barung 6 2.77 - - 1.27 1.36 1.79 1.65 3.24 3.59 2.81 3.36 4.86
Notes. The bold numbers in the table indicate the exact harmonic of the overtone frequencies.
10a). Bonang penerus 1 from UPM did not display 2nd overtone frequency and only bonang 
penerus 1 from UNIMAS displayed 3rd overtone frequency. Bonang barung 1 also showed 
consistency in their fundamental and 1st overtone frequencies, except from UNIMAS (Figure 
11a). Bonang barung 1 from UNIMAS displayed all higher overtone frequency. All bonang 
barung 1 (except from UPM) displayed 3rd overtone frequency.  
Bonang penerus 2 also showed consistency in their fundamental and 1st overtone 
frequencies except from UPM (Figure 10b). Although bonang penerus 2 from UPM 
displayed higher frequencies in both fundamental and 1st overtone, both 2nd and 3rd overtone 
disappear. Bonang penerus 2 from UiTM also did not display 3rd overtone frequency. 
Bonang penerus 2 from UNIMAS displayed highest 3rd overtone frequency. Although 
bonang barung 2 from UPM displayed the highest fundamental frequency, the 1st overtone 
for bonang barung 2 from UPM displayed the lowest frequency (Figure 11b). Like bonang 
penerus 2, bonang barung 2 from UPM also did not display the 2nd overtone. All bonang 
barung 2 did not display the 3rd overtone. 
Bonang penerus 3 from UPM were displaying both highest frequencies in the 
fundamental and 1st overtone but both frequencies are missing in the 2nd and 3rd overtone 
(Figure 10c). Only bonang penerus 3 from UKM and UNIMAS displayed 3rd overtone. 
Bonang barung 3 from UPM still showed the highest fundamental frequency with the 1st 
overtone almost similar to UiTM (Figure 11c). Once again like bonang penerus 3, the 2nd 
and 3rd overtone for bonang barung 3 from UPM were missing.  
Bonang penerus 5 displayed consistent fundamental and 1st overtone frequency from 
all universities (Figure 10d). It was found that only bonang penerus 5 from UiTM and 
UNIMAS displayed 2nd and 3rd overtone frequencies. Bonang barung 5 like bonang penerus 
3 from UPM were displaying both highest frequencies in the fundamental and 1st overtone 
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Figure 10. Fundamental and overtones frequencies of bonang penerus (a) 1, (b) 2, (c) 3, (d) 5, (e) 6 from 
UKM, UPM, UiTM and UNIMAS
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(Figure 11d). Unlike bonang penerus 3 from UPM, (where both frequencies are missing in 
the 2nd and 3rd overtone) bonang barung 5 from UPM displayed both 2nd and 3rd overtone. 
Bonang barung 5 from UKM did not display 3rd overtone.  
Although in the above discussion bonang barung 5, like bonang penerus 3 from UPM 
were displaying both highest frequencies in the fundamental and 1st overtone , bonang 
penerus 6 from UPM displayed the lowest frequencies in the fundamental, 1st overtone, 2nd 
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overtone and totally missing in the 3rd overtone (Figure 10e). Although bonang penerus 6 
from UPM showed the lowest fundamental frequency, surprisingly bonang barung 6 from 
UPM showed the highest fundamental frequency (Figure 11e). Only bonang barung 6 
from UiTM showed inconsistent 1st overtone frequency and bonang barung 6 from UKM 
showed missing 3rd overtone frequency. 
The fundamental pitch of bonang from UPM was higher compared to other bonang 
from UKM, UiTM and UNIMAS as indicated in Figure 12 and 13 below. The trend in 
Figure 11. Fundamental and overtones frequencies of bonang barung (a) 1, (b) 2, (c) 3, (d) 5 and (e) 6 from 
UKM, UPM, UiTM and UNIMAS
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the fundamental frequency of bonang from Malay gamelan UKM, UiTM and UNIMAS 
was almost similar. It can be concluded that UPM Malay gamelan sets are from different 
materials. Both bonang penerus and bonang barung from UPM had higher fundamental 
frequencies than other Malay gamelan sets except for bonang penerus 5 and bonang penerus 
6 which showed lower frequencies. 
Figure 13. Fundamental frequency of bonang barung UKM, UPM, UiTM and UNIMAS
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Figure 12. Fundamental frequency of bonang penerus UKM, UPM, UiTM and UNIMAS
CONCLUSION 
In this paper we have examined slendro peking and slendro kenong from four Malay 
gamelan ensemble. PicoScope reading produces spectral peaks within entire signals and 
provides the fundamental and several overtones frequencies in the entire signal. The 
peaks from peking are non-harmonic spectra since they are non-integral multiples of the 
fundamental except for peking 5 from UKM, peking 2 from UPM and peking 6 from UiTM 
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(shown in bold). The two tone quality of the kenong sets namely the kenong of gamelan 
Swastigitha and Kyai Kaduk Manis are compared with kenong D, E, G, A and C from this 
study which are well tuned to D4, E4, G4, A4 and C5 based on the C major scale. The 
kenong of gamelan Swastigitha used their tuning set to F4, G#4, A#4 and D#5 with 3 sharp. 
Whereas the kenong of gamelan Kyai Kaduk Manis are tuned to B3, E4, F#4, G#4, A#4 
and C#5 in the A major scale (with 3 sharps i.e. F#, C# and G#). This study confirms that 
one gamelan is inevitably different in intonation, tone, and feels from another gamelan. 
In this research, this tuning was read with PicoScope analysis and it proved that the 
transmission of the tuner onto the tuning of the gamelan set can be shown on the aspect of 
intonation, tone, and feels.  From this work, the fundamental frequencies of bonang penerus 
and bonang barung of gamelan UPM are higher than that of UKM, UiTM and UNIMAS, 
the harmonics are not successive, but interrupted by another frequency.  The number of 
harmonics of each bonang of UKM, UPM, UiTM and UNIMAS are different where only 
gamelan UKM has three harmonics frequencies and the fundamental frequencies tend to 
be similar except for gamelan UPM. 
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ABSTRACT
The need for accurate seafloor maps is increasing along with the increase in marine 
activities, such as dredging, construction of buildings on the coast and offshore, and 
navigation of ships to prevent shipwrecks while sailing. The hydroacoustic technology used 
in this study is the multibeam echosounder system (MBES), which is the most advance 
acoustic instrument today. MBES can sweep very large areas in a short time, so that the 
survey costs can be reduced. The aim of this research was firstly to classify the seabed 
sediment in G-Island, Jakarta Bay using supervised classification technique. Secondly, to 
analyze the acoustic characteristic of the seabed sediment and compare it with the physical 
characteristic of the sediment.This research was conducted on October 31st to November 
5th 2016 in the waters of G-Island, Jakarta Bay. In this study, supervised classification 
techniques were applied. The supervised classification techniques used in this research 
was Support Vector Machine (SVM). SVM 
produces classifications with 5 main classes, 
namely clay, fine silt, medium silt, coarse 
silt and fine sand. The overall accuracy 
value of the SVM method was 80.25% 
with the Kappa coefficient value of 0.2031 
which is categorized into the fair class in its 
classification.
Keywords: Jakarta Bay, multibeam echosounder, 
supervised classification, support vector machine
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INTRODUCTION
The seabed is a habitat for various types of marine life, either fish or other benthic miofauna 
(Parnum et al., 2004). On the seafloor there are also various chemical, physical and 
biological processes, such as sediment transport and biological pump mechanics. Behind 
the benefits of the seabed, research on the seabed is more complex than the application of 
other hydroacoustic technologies (Lurton, 2002). Various problems such as rough surface 
of the seabed, absorption in sediments is greater than in the water column, and the presence 
of scatterers of other acoustic signals on the surface and in the sediments makes the study 
of the seabed becomes more difficult, but also more interesting to do.
One of the hydroacoustic technologies instrument that always used for seabed research 
is multibeam echosounder. Multibeam echosounder (MBES) is an acoustic equipment 
that is intensively used in water-based mapping, mainly because this technology has 
more capabilities, especially its broad coverage and high resolution for bathymetry data 
acquisition (Anderson et al., 2008) when compared with equipment such as singlebeam 
echosounder, side scan sonar or Light Detection And Ranging (LiDAR). Seabed mapping 
becomes very important because it provides detailed and accurate information about 
the topography of the seafloor. This information is very much needed in various aquatic 
applications such as making navigation maps to ensure the safety of ship traffic and 
searching for sinking vessels.
The MBES technology is an extension of the singlebeam echosounder (SBES) 
technology which only transmits one beam vertically to the bottom of the water, while the 
multibeam is able to transmit hundreds of beams to the bottom and its beam pattern widens 
and transversely to the hull (Lurton, 2010). Each beam that is emitted will get a point of 
depth so that if the depth points are connected it will form a topographic profile. There are 
two types of datasets produced by multibeam echosounder, bathymetry and backscatter data.
Information about the seabed can be used extensively, both by oceanographers to study 
habitat for benthic animals (Friedlaner & Perrish, 1998), as well as by industry players, 
even the military (Sternlicht & Moustier, 2003). Along with the increasing exploitation 
of marine resources, effective management of the marine environment is very important 
to note. Therefore, information about accurate seabed is needed to answer this challenge. 
Information about the bottom of the water can be obtained using MBES.
Various methods of seabed classification using MBES data to obtain benthic habitat 
information have been developed in the last two decades (Fonseca & Mayer, 2007). 
Generally there are three types of MBES data sets that are used as input in the classification 
process: backscatter mosaics, backscatter angular responses, and bathymetry (Manik, 2011). 
Backscatter is the key on determining sea surface conditions (Huang et al., 2013). The 
backscatter intensity obtained from the receiver provides preliminary information on the 
type of sediment at a spatially observed location (Huang et al., 2014; Fonseca et al., 2009).
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The aim of this research was firstly to classify the seabed sediment in G-Island, Jakarta 
Bay using supervised classification technique. The supervised classification technique used 
in this research was Support Vector Machine (SVM) that is based on machine learning. 
Secondly, to analyze the acoustic characteristic of the seabed sediment and compare it with 
the physical characteristic of the sediment.
METHODS
Acoustic Data Acquisition
This research began with the data acquisition stage using the MBES acoustic instrument 
in the waters of Jakarta Bay. Data that can be obtained from the MBES instrument are 
bathymetry data and backscatter data (Marsh & Brown, 2009). Data acquisition was 
conducted on October 31st to November 5th 2016. Bathymetry data became the base map 
in the making of the Jakarta Bay seabed sediment classification map, while backscatter 
data were analyzed for further comparison with the sediment sample data and the output 
results are classification of Jakarta Bay sediments.
The survey was done using a public vessel with dimensions of 12 x 2.5 metres. 
Technical specifications of the survey was explained as the distance between the lanes 
ranges from +100 metres with the number of main survey lines used for this research is 
Figure 1. Location of survey area in the waters of G-Island, Jakarta Bay
The red line shows the data acquisition lane using the MBES instrument.
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30 lanes of main and 3 lanes of cross. Figure 1 shows the map of the survey location in 
Jakarta Bay.
The MBES instrument used to obtain bathymetry and backscatter data was SIMRAD 
Kongsberg EM 2040 with the output frequency of 300 kHz. The frequency of 300 kHz 
can be used in shallow waters and waters with medium depth (<450 m). The MBES data 
obtained were data that had been corrected for vessel movement, bow aberration, and GPS 
delay correction using the Teledyne TSS DMS-05 motion sensor which has an accuracy of 
slant and bobbing of 0.05°. Determination of the positioning position used Veripos DGPS 
which had a horizontal accuracy of 0.13 metres and a vertical accuracy of 0.32 metres at a 
95% confidence level. The assistance software used as a navigation guide was Automatic 
Data Logging (ADL) Hydro-Pro, and software for data acquisition using the Seafloor 
Information System (SIS).
Seabed Sediment Sample Data Acquisition
In addition to the MBES data, sediment samples were taken as validation material for the 
classification of sediments based on the geoacoustic properties of the sediments. Sediment 
samples were taken as many as 7 samples that were randomly distributed in the survey 
area. Sediment samples were taken using a grab sampler. Sediment samples taken are 
sediment samples on the bottom surface of the water only because of the limitations of 
the grab sampler to penetrate the sediment layer. Sediment samples obtained, placed in 
plastic samples and then analyzed the grain size in the laboratory. 
In addition to sediment sample data, secondary data to determine sediment types in 
Jakarta Bay waters were also obtained from the Hydrography and Oceanography Center, 
Indonesia Navy based on 2016 data. This secondary data was juxtaposed with primary 
sediment sample data to add validation to the MBES data obtained. The type of ground truth 
sediments obtained through the 2016 Hydrography and Oceanography Center, Indonesia 
Navy data show that the Jakarta Bay waters are dominated by clay (Table 1).
Table 1 
Number of points and sediment types in Jakarta Bay 
No. Sediment type Number of points
1 Clay 3276
2 Clayey sand 14
3 Coarse silt 62
4 Fine silt 25
5 Medium silt 16
6 Sandy clay 15
7 Sandy mud 10
8 Sandy silt 89
9 Silty clay 13
10 Very fine sand 1
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Data processing analysis of sediment samples was carried out using the wet sieve 
method using a multilevel sieve to separate the size of the sediment grains based on the 
grain size fraction. The fractions are determined based on Shephard’s triangle (Shepard, 
1954) where each fraction was divided into: 
1. Gravel (gravel) fraction: a combination of rock and gravel material
2. Sand fraction (sand): a combination of fine sand to coarse sand material
3.  Mud fraction: a combination of clay and silt material
Bathymetry Data Quality
The bathymetry data obtained by MBES must be in accordance with standards set by the 
International Hydrographic Organization (IHO). Therefore, quality control (QC) is needed 
in the form of bathymetry data correction. The accuracy requirements for bathymetry 
measurements were set into 4 levels (order) based on the S-44 IHO (2008).
Table 2 
List of minimum standards for bathymetry surveys
Order Special 1a 1b 2
Area Areas where 
under-keel 
clearance is 
critical
Areas shallower than 
100 metres where 
under-keel clearance is 
less critical but features 
of concern to surface 
shipping may exist
Areas shallower than 100 
metres where under-keel 
clearance is not considered 
to be an issue for the type of 
surface shipping expected 
to transit the area
Areas generally 
deeper than 100 
metres where a 
general description 
of the seafloor is 
considered adequate
Horizontal 
accuracy 2 m 5 m + 5% depth 20 m + 5% depth 150 m + 5% depth
Depth 
accuracy
a = 0.25 m
b = 0.0075
a = 0.5 m
b = 0.013
a = 1.0 m
b = 0.023 same with order 2
This correction is related to the level of accuracy of the data in providing information 
about the actual depth value in the observed area, and to determine the quality of the data 
to be classified into the hydrographic order. This correction was done by comparing the 
value of depth at the point of intersection (cross check) between the transverse lane and 
the longitudinal lane, so that the deviation of depth will be obtained. The error limit at 
each point of correction of water depth must not exceed the fault tolerance limit set by 
IHO (2008). All uncertainties in calculating the vertical uncertainty should be combined 
statistically to obtain a total vertical uncertainty (TVU). The maximum allowable TVU 
for specific depth is presented in Equation [1].
𝜎 = ± 𝑎2 − 𝑏 𝑥 𝑑 2     [1]
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where:
𝜎  : maximum allowable TVU for a specific depth (m)
a  : represent the depth error constant (m)
b  : a coefficient which represents a replacement factor for depth error
d  : depth (m)
b x d  : represents that portion of uncertainty that varies with depth
Support Vector Machine Classification
Classification technique that was used in this study was supervised classification which was 
the machine learning (computer based) technique. The machine learning which was now 
being developed and applied was Support Vector Machine (SVM). This method is rooted 
in statistical learning theory and works very well on high dimensional data sets. In SVM, 
a selected amount of data will contribute to form the model used in the classification to 
be studied. In addition, SVM only stores a small portion of the training data to be used at 
the time of prediction. The data that contribute is called the support vector, therefore the 
method is called SVM (Prasetyo, 2014).
The basic idea of  SVM is to maximize hyperplane (decision boundary). Hyperplane 
which is the best separator between two classes can be found by measuring the hyperplane’s 
margin and finding its maximum point. Margin is the distance between the hyperplane 
and the closest data from each class. The closest data is referred to as a support vector. 
Hyperplane with maximum margins provides better generalization to the classification 
method.
Model and Data Correlation
Accuracy level analysis between classification models and field data was performed using 
Kappa coefficient statistical analysis. The Kappa coefficient was developed by Cohen 
(1960). The Kappa coefficient was introduced for remote sensing research in the early 
1980s (Congalton & Mead, 1983; Congalton, 1991) and had been an excellent test to be 
used to analyze the accuracy of object classification results.
In general, the Kappa coefficient can be used to measure the degree of agreement of two 
assessors in classifying objects into groups, as well as to measure alternative agreements of 
new methods with existing methods. The equation to get the Kappa coefficient is expressed 
in Equation [2]:
𝜅 = 𝑁∑ 𝑋𝑖𝑖 − ∑ 𝑋𝑖+𝑋+𝑖𝑟𝑖=1𝑟𝑖=1
𝑁2 −∑ 𝑋𝑖+𝑋+𝑖
𝑟
𝑖=1
   [2]
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where
𝜅  : Kappa coefficient;
N  : number of observations;
Xii : observation in ith row ith column;
Xi+ : marginal total in ith row;
X+i : marginal total in ith column.
A simpler equation is shown in Equation [3]:
𝜅 = 𝑝0− 𝑝𝑒1−𝑝𝑒      [3]
where
𝑝0 = 
∑𝑋𝑖𝑖
𝑁
= accuracy of the agreement observed,
𝑝𝑒 = 
∑𝑋𝑖+𝑋+𝑖
𝑁2
= estimation of chance of agreement.
Class results from the Kappa coefficient value classification are divided into 5 classes; 
poor, fair, moderate, good, and very good (Altman, 1991). Kappa coefficient value 
distribution classes can be interpreted as in Table 3.
Table 3 
Classification of the level of agreement between the Kappa coefficient values
𝜅 VALUE  (STRENGTH OF AGREEMENT)
< 0.20
0.21 – 0.40
0.41 – 0.60
0.61 – 0.80
0.81 – 1.00
POOR
FAIR
MODERATE
GOOD
VERY GOOD
RESULTS AND DISCUSSION
Seabed Topography
Acquisition of sound velocity data at the study site using the AMD Oceanography CTD 
instrument which was carried out every day before the rating survey was conducted. The 
value of sound velocity (sound velocity profile, SVP) varied every day. Figure 2 shows 
the daily sound speed profile for 5 days from November 1st to 5th. 
The results of SVP measurements at the study site ranged from 1542.5 ms-1 to 1544.5 
ms-1 with a maximum depth of 12 m. This sound speed value would be a correction factor 
for the acoustic waves that were transmitted and received by the MBES instrument. Tidal 
data acquisition was carried out using the Thalimedes instrument at Pantai Mutiara dock. 
Figure 3 shows the tidal graph at the study site from October 31st to November 5th, 2016.
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The tidal graph at the study site shows the lowest tidal value is 19.75 cm and the highest 
tide is 102.96 cm on November 2nd, 2016. Tidal type at the study site is included in the 
type of daily tidal (diurnal). These results are in accordance with research conducted by 
Indriani et al. (2010) which showed that the type of tides in the waters of Jakarta Bay was a 
single daily tide. Tidal correction is needed in the processing of bathymetry data generated 
by MBES to get the true depth value. Tidal corrections carried out in this study used the 
mean sea level (MSL) value as a benchmark. The MSL value is the middle value of the 
tidal graph, so that all bathymetry data obtained later be reduced or added to the MSL value 
obtained in this study. The MSL value was computed from tidal analysis by calculating the 
trend of the tidal graph. MSL value obtained in this study was 60 cm.
After the data was corrected by tidal values, bathymetry profiles could be generated. 
Bathymetry profiles or topographic forms of the seabed surface were obtained from MBES 
Figure 2. Sound velocity profile at the study site on November 1st to 5th, 2016
Figure 3. Tidal charts at the study site on October 31st to November 5th, 2016
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data which had been corrected by vessel motion, position, tides, and sound velocity profiles. 
The bathymetry profile at the study site is shown in Figure 4.
The bathymetry profile in the study site based on the corrected MBES data showed a 
depth value between 9.75 m to 17.10 m. The bathymetry profile obtained showed the water 
in Jakarta Bay were shallow. The shallower area is in area A, while the deepest area in the 
study area is in area B. In area B a basin is suspected to be a pipe planting area.
The level of precision and accuracy of bathymetry data in this study was maintained in 
accordance with 2008 IHO standards. According to the IHO (2008) statute, the bathymetry 
data quality control results from MBES are validated with reference surfaces as locations 
for checking data quality. The reference surface in this case was the cross depth obtained 
from cross lane data. The method used was to compare bathymetry data from MBES results 
(a)
(b)
(c)
Figure 4. Bathymetry profile in study site
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in the main lane with the cross lane (cross). This method aims to find fault tolerance limits. 
Calculation of bathymetry data quality aims to determine the value of the deviation in the 
same position at different times. Table 4 shows the position of the correction point, the 
error value and the calculation of the maximum allowable TVU.
Table 4 
Bathymetry data quality on cross lanes
Longitude Latitude MB depth Cross depth Average depth Difference
Maximum 
allowable TVU
-6.106 106.777 6.171 6.056 6.114 0.115 0.2500
-6.097 106.798 3.729 3.840 3.785 0.111 0.2500
-6.074 106.756 9.515 9.470 9.493 0.045 0.2500
-6.076 106.777 9.784 9.654 9.719 0.130 0.2500
-6.073 106.786 8.856 8.827 8.8415 0.029 0.2500
-6.072 106.787 11.641 11.375 11.508 0.266 0.2500
-6.070 106.761 10.434 10.360 10.397 0.074 0.2500
-6.069 106.781 13.822 12.262 13.042 1.560 0.2503
-6.071 106.794 19.045 18.323 18.684 0.722 0.2501
-6.075 106.786 11.343 10.499 10.921 0.844 0.2501
-6.073 106.765 8.941 8.479 8.71 0.462 0.2500
-6.071 106.757 14.269 13.268 13.7685 1.001 0.2501
The intersection point between the main lane and the cross lane at this study site consists 
of 12 points. The maximum measured error value is 1.56 meters and the minimum measured 
error value is 0.03 meters. By using Equation [1] an error tolerance limit value (σ) of 0.25 
meters is obtained. Based on the results of manual calculations, the depth error tolerance 
limit between the main lane with the cross lane, it can be said that all the bathymetry data 
error values at the correction point are within the error tolerance limits for the measurement 
of water depths in the special order hydrographic survey classification.
Support Vector Machine Classification
The bottom sediments of G-Island waters, Jakarta Bay, had been classified using supervised 
classification techniques. The Support Vector Machine method was applied in this 
supervised classification technique. As many as 3.8 million points were extracted from 
the MBES raw data. Each point contained information about the location (latitude and 
longitude) and the value of backscatter intensity obtained from the MBES data.
Due to some software limitations in the classification process, 3.8 million points 
were reduced to approximately 40 thousand points. Reduction of the data was done by 
eliminating data with the same coordinates, so it would  not affect the accuracy results of 
the classification. Of the 40 thousand data points, 20% of the data was used as training data 
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sets, or around 8 thousand points. From these 8 thousand points, another 20% of data was 
taken for class accuracy testing and obtained 5 main classes in the classification using this 
SVM method, namely clay, coarse silt, medium silt, fine silt, and very fine sand.
The backscatter value obtained from this MBES data using the SVM method ranged 
from -56 dB to -14 dB. The distribution of the backscatter intensity distribution from the 
MBES data is shown in Figure 5.
Figure 5. Frequency distribution versus backscatter intensity of MBES data using SVM method
Figure 6. Classification of G-Island sediments using the SVM method
The distribution of the most intensity values is in the range of -43 dB to -42 dB with 
a frequency of nearly 400 thousand points. With the highest frequency distribution in 
the range of -40 dB, it can be said that sediments in G-Island waters are dominated by 
fine sediments (De Falco et al, 2010). The results of the G-Island waters sediment type 
classification are shown in Figure 6.
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From Figure 6 we can see the spatial distribution of sediment types in the G-Island 
waters. From the results obtained, it appears that the type of sediment in the G-Island waters 
is dominated by the type of clay sediment from the classification processing results using 
the SVM method. Clay sediments are marked in dark blue, fine silt sediments are marked 
in bright blue, medium silt sediments are marked in green, coarse silt sediments are marked 
in orange, and fine sand is marked in red. Figure 7 shows the overlapping results between 
the results of the classification using the SVM method with Google Earth imagery.
From the overlapping results (Figure 7), it can be seen that the type of sediment close 
to the reclamation island, G-Island, the type of sediment tends to be larger and coarser. This 
can be caused by material or sediment originating from the reclaimed island. However, the 
type of sediment that dominated in the G-Island waters was still clay. The distribution of 
clay sediment reached 90% in these waters when referring to ground truth data.
Although the SVM method has succeeded in classifying sediment types with results 
similar to ground truth data, there are still some shortcomings in this method, including the 
inability of this method to produce classes according to ground truth. There are four classes 
that have not been successfully classified by this method; sandy silt, sandy clay, sandy mud, 
silty clay, and clayey sand. Another drawback is that there are still misclassifications of 
this method, such as errors in determining class. Sediments which should be categorized 
as silt are classified as clay by this method. 
Figure 7. Overlapping between Google Earth imagery and the results of the SVM classification in the G-Island 
waters
SVM Classification Method for Predicting Jakarta Bay Sediment Type
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SVM Accuracy Test
Supervised classification techniques also need to do an accuracy test to find out how 
accurate the classification model is made and how it fits with ground truth data. The 
accuracy test used in this method is the Kappa coefficient test.
The overall accuracy value for the SVM method generated from the Kappa test is 
0.8025 with an agreement of chance value of 0.7522 at a 95% confidence interval. The 
accuracy value of 0.8025 is quite large for classification, which means 80.25% of the data 
has been successfully classified correctly by this method.
The Kappa coefficient value obtained in this study is 0.2031. This value is classified 
into fair class of the strength of agreement variable. These results are similar to studies 
conducted by Stephens and Diesing (2014) which show that the accuracy and Kappa 
coefficient values  of the SVM method are worth 0.78 and 0.39. Testing the accuracy of 
this method also calculates the values  of producers’s accuracy and user’s accuracy.
Producer’s accuracy is classification accuracy which is seen from the point of view 
of the producer. This shows how often class results are displayed spatially correctly or the 
probability of a benthic habitat in an area is classified correctly, while user’s accuracy is 
the classification accuracy seen from the point of view of the map user, not the maker. User 
accuracy indicates how often the class on the map can represent the real situation. Table 
5 shows the classes obtained from the results of the SVM classification and the values  of 
the producer’s and user’s accuracy of those classes.
Table 5 
The value of producer’s accuracy and user’s accuracy of the classes classified by the SVM method
Class Number of points that 
correctly classified
References 
points
Classification 
points
User's 
accuracy (%)
Producer's 
accuracy (%)
Clay 2796 3276 2839 98.49 85.35
Fine Silt 2 25 295 0.68 8.00
Medium Silt 3 15 238 1.26 20.00
Coarse Silt 23 62 143 16.08 37.10
Very Fine 
Sand 1 1 5 20.00 100.00
From Table 5 it can be explained that the value of producer’s accuracy and user’s 
accuracy will not be the same. In the case of the SVM method in this study, for example, the 
value of producer’s accuracy for the clay class is 85.35%, while the value of user’s accuracy 
is 98.49%. This shows that 85.35% of the clay class has been correctly identified as “clay”, 
and as many as 98.49% of the points identified as “clay” are the actual classifications for 
clay. As many as 1.51% of the points are misclassified into the other four classes. These 
results are of course categorized as having a large enough accuracy value. This is due to 
the dominant class in the study area is the clay class.
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In the coarse silt class, the value of the producer’s accuracy for the coarse silt class is 
37.10%, while the value of the user’s accuracy is 16.08%. This shows that 37.10% of the 
coarse silt class was correctly identified as “coarse silt”, and only 16.08% of the points 
identified as “coarse silt” were the actual classifications for coarse silt. 83.92% of the points 
are categorized incorrectly in other classes (clay, fine silt, medium silt, and fine sand).
CONCLUSIONS
The aims of this study was to test the supervised classification technique for their ability to 
predict substrate type using MBES and ground truth data. We have shown that satisfactory 
results can be obtained from using legacy data. The value of backscatter intensity obtained 
from the supervised classification techniques, is ranged from -54 dB to -14 dB using SVM 
classification. The basic sediment types of Jakarta Bay waters can be mapped into 5 main 
classes (clay, fine silt, medium silt, coarse silt, and very fine sand). The SVM method 
produces an accuracy level of 80.25% with a Kappa coefficient of 0.2031. 
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ABSTRACT
Previous studies have indicated that the pipe-surface-mounted helical strakes effectively 
reduce vortex-induced vibration (VIV) under a uniform flow application, particularly during 
the lock-in region. Since VIV experiments are time-consuming, observation is generated 
with an interval helical strakes parameter in pitch and height to lessen tedious procedures 
and repetitive post-processing analyses. The aforementioned result subset is insufficient 
for helical strakes design optimisation because the trade-off between the helical strakes 
dimension, lock-in region and flow velocity are non-trivial. Thus, a parametric model based 
on an improved recursive least squares (RLS) parameter estimation technique is proposed 
to define the statistical relationship between input, or strakes and pipe dimension, and 
output, or VIV amplitude ratio. As results suggested, revised RLS estimated VIV model 
demonstrated an optimal prediction with the highest coefficient of determination and 
lowest Integral Absolute Error. The feasibility of VIV parametric model was validated by 
embed into Genetic Algorithm (GA) as the fitness function to acquire a desirable helical 
strakes dimension with minimum VIV 
amplitude. The rapid generation of optimal 
helical strakes dimension which returned 
the highest VIV suppression implied a 
superior simulation method compared to the 
experimental outcome.
Keywords: Genetic algorithm, helical strakes, 
recursive least squares, vortex-induced vibration 
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INTRODUCTION
Vortex-induced vibration (VIV) is defined as the oscillation of a structure when subjected 
to the influence of fluids in motion. When synchronization between shedding vortex and 
structural natural frequency takes place, a unique occurrence, the lock-in region, results 
from VIV magnitude amplification (Chizfahm et al., 2018). This undesirable event 
generates excessive hydrodynamic, lift and drag force which leads to material property 
degradation. Consequently, equipment and accessories with a relatively high aspect ratio 
and low mass ratio, such as risers, airplane wings, and turbine blades, are prone to fatigue 
after exposure to VIV over a certain period. However, the aforementioned parts are critical 
components in the system as a whole; thus, undermining VIV development would limit 
basic component functionality, system efficiency, and contribute to disastrous incident.
In recent years, numerous research efforts have dedicated themselves to understanding 
the causes of VIV so as to minimize the effects on structural integrity. For example, a two 
degree higher-order nonlinear oscillator model was developed, aiming to perform VIV 
forecast for cylinders with respect to mass ratio and damping ratio (Kang et al., 2018). The 
model and parameter sensitivity were built on the fundamental Van der Pol equation, which 
had been validated with experimental outcomes. A  virtual damping–spring (VCK) based 
variable added mass system yield mean damped natural frequency approximately matched 
oscillating frequency while the phase between force and displacement levelled with VIV 
lock-in range resonance in perpendicular direction (Garcia & Bernitsas, 2018). The VCK-
based method is practical to find suitable mass increments for VIV suppression purposes.
On the other hand, a reduced order model deduced from a high-fidelity analysis of 
sectional pipe is employed for in-line and cross-flow oscillation measures (Stabile et 
al., 2018). Performance of the reduced order model is subjected to system-parameter 
identification to obtain full scale indication. Based on the Scale-Adaptive Simulation 
𝑘 − 𝜔 𝑆𝑆𝑇 − 𝑆𝐴𝑆  model, twisted design has been found capable of diverting 
hydrodynamic force with respect to cylinder length direction when compared to 
conventional square shapes (Wu et al., 2018). A novel image processing EFD/SVM has 
been proposed to detect and identify segments of VIV wake-patterns in a non-destructive 
manner for effective classification outcomes (Lin, 2018). By combining time domain and 
filtered VIV frequency responses, an improved semi-empirical predictor is established to 
track wave profiles regardless of steady uniform or turbulent flow (Ulveseter et al., 2018).
A new VIV wake oscillator provides appropriate prediction by considering the 
Reynolds number, lock-in regions and peak-amplitude formulae as estimation functions 
(Gao et al., 2018). Parameter identification techniques have been applied to gain VIV 
amplitude, frequency, and phase lag from time domain vortex induced hydrodynamic force 
using computational fluid dynamics (CFD) simulation (Pigazzini et al., 2018). In order 
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to eliminate premature convergence in VIV modal space prediction, a non-iterative root 
search is selected to solve hydrodynamic force and dynamic response equations together 
without power-balance (Lu et al., 2018). GA has been adopted in Facchinetti variable 
optimization to allow greater efficiency in flow induced vibration energy harvesting (Ashok 
et al., 2018). For aeroelastic force modelling, positive curvature in circular structures has 
proven effective in cross-wind oscillation damping (Lupi et al., 2018). A hybrid Euler-
Van der Pol equation is coupled with the Newmark-beta method to explain VIV response 
of marine risers in three-dimensional space, including in-line, cross-flow, and structural 
dynamics (Komachi et al., 2018). The simulation is able to develop conclusions regarding 
stress-fatigue proportionality.
A VIV-related literature review demonstrates that extensive knowledge has been 
acquired over years of thoughtful investigation, ranging from experimental studies to 
numerical simulation modelling. The adopted countermeasure approaches involving 
product design modification in conjunction with suppression tools and excessive VIV 
value monitoring have proven to be useful. Nonetheless, modelling techniques require an 
understanding of sophisticated mathematical equations and posteriori-based assumptions. 
In addition, it is laborious to conduct exhaustive experiments in a repetitive manner. Due 
to VIV turbulent characteristics and various manipulating variables, obtaining a practical, 
universal solution is a tedious process.
As a result, the objective of this case study was to demonstrate a straightforward system 
identification methodology to identify VIV mathematical relationship. The simulation 
deployed VIV amplitude data collection when helical strakes acted as suppression tool 
for flexible risers (Quen et al., 2014). A feasible system identification technique was 
implemented to estimate unknown parameters with a target of fitting VIV curves given the 
strakes dimension input and flow velocity range. The particular method of improved RLS 
was selected due to its accuracy and iterative estimation update nature. The performance 
of the VIV model was validated using GA by means of a fitness function searching for 
optimal strakes dimension, which generated minimal VIV response. Section 2 describes 
the methodology of RLS in detail, following by experiment setup. Section 3 tabulates 
hindsight on simulation findings.
MATERIALS AND METHODS
The case study focused on VIV generated under uniform flow application, as experimented 
in (Quen et al., 2014). The controlled data measurement procedure is explained, followed 
by the presentation of novel parameter estimation technique and Matlab software simulation 
design.
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Experimental Setup
A poly vinyl chloride (PVC) cylinder was operated as the riser model with settings as 
detailed in Table 1. The highly flexible cylinder was designed to move freely in an axial 
direction at one end and in restricted torsion effect with universal joints at both ends. 
Detailed riser configurations can be found in Sanaati and Kato (2013).
Table 1 
Helical strakes and risers’ parameters
Outer diameter (D) 18 mm
Inner diameter (d) 13 mm
Length (L) 2.92 m
Pre-tension (T) 147 N
Bending stiffness (El) 9.0 Nm2
Spring stiffness (ks) 6.5 N/m
Cylinder axial stiffness (EA/L) 100 N/mm
Cylinder air weight 1.64 N/m
Total weight including internal water (m) 2.97 N/m
Mass ratio 1.17
Damping ratio (z) 0.028
Applied strakes’ height (h) 0.05D, 0.1D, 0.15D
Applied strakes’ pitch (p) 5D, 10D, 15D
Number of helix 3-start helical
Flow speed (U) 0.1-1.0 m/s
Subcritical Reynolds number range (Re) 1380-13,800
Natural frequency (fn) 2.92, 2.82, 2.82, 2.86, 2.85, 2.78
Figure 1. Schematic diagram of cylinder pipe with three-start helical strakes
The cylinder specimens were soaked at a 0.35 m depth from the water surface level 
in a basin of 100 m × 7.8 m × 4.35 m and were towed to create a uniform flow speed, 
U. To initiate a subcritical Reynolds number, U was regulated between 0.1 and 1.0 m/s, 
with a step increment of 0.03 m/s. As displayed in Figure 1, The strakes’ dimension was 
increased gradually from 0.05 to 0.15 times the cylinder diameter in height and 5 to 15 
times the cylinder diameter for pitch length, respectively. Hence, 25-cylinder towing speed 
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steps were repeated for six unique strakes combinations (N = 6). The strakes’ dimension 
range is defined based on laminar boundary layer thickness, as measured by Pohlausen’s 
approximation. For every strakes setup, the vibration response was recorded using a 
charge-coupled device (CCD) camera installed at the centre of the cylinder before being 
analysed by a motion-tracking software. Additionally, thorough experiment information 
can be obtained in Sanaati’s description (Sanaati, 2012).
Vibration amplitude for strakes application was examined in contrast to the bare 
cylinder baseline amplitude ratio. The comparison is expressed using amplitude ratio 
(AR), and reduced velocity (Vr). The AR is defined as the normalisation of the standard 
deviation of time series vibration amplitude reading with respect to the outer diameter of 
the cylinder (AR = Aσ/D). The reduced velocity, Vr = U/fnD , indicates the scaling of 
uniform cylinder towing speed, U, as a function of its natural frequency and outer diameter. 
Based on 25 regular step intervals of U, the Vr values are pre-set within a range of 1.909 
and 17.755. Dimensionless AR and Vr indications are chosen as the variables for y-axis 
and x-axis respectively. Therefore, the AR value represents induced vibration weightage to 
the corresponding reduced velocity. The presented amplitude ratio versus reduced velocity 
measurement is an appropriate VIV reduction instrument when cylinder diameter variation 
is of concern.
System Identification Technique: Recursive Least Square Parameter Estimation
The least squares (LS) technique was developed by C. F. Gauss initially to estimate planet 
orbital motion (Young, 2011). In present, LS has evolved to estimate a fitting curve through 
measurement points. The fitting curve is described as a line which contains a minimal sum 
squared error when compared to available measurement points. For example, given the 
nth order difference equation, as below: 
𝑦0𝑘 = 𝑎1𝑥𝑘1 + 𝑎2𝑥𝑘2 + ⋯+ 𝑎𝑛𝑥𝑘𝑛    (1)
where output y0k is the summation of n number of parameter α multiply input data 
x for kth data observation. Reorganizing Equation 1 into a stacked equation for linearity 
purpose provides:
𝑦0𝑘 = 𝑥𝑘1 𝑥𝑘2  ⋯  𝑥𝑘𝑛  𝛼1 𝛼2   ⋮  𝛼𝑛  = 𝜑𝑘𝑇𝜃   (2)
For kth observation, 𝜑𝑘𝜖𝑅𝑛 is denoted as the regressor vector with n input data while 
θ is regarded as parameter vector. Both regressor vector and parameter vector comprises 
of n real number elements. If the data observation is repeated for N iteration time, the 
Equation 2 can be summarised in Equation 3 for k = 1,2, ... , N – 1,N:
𝑦0𝑘 = 𝑎1𝑥𝑘1 + 𝑎2𝑥𝑘2 + ⋯+ 𝑎𝑛𝑥𝑘𝑛
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𝑌0 ≈ 𝛷𝜃    (3)
where 𝑌0𝜖𝑅𝑁 represents a vector consists of N stacked real number output signals, 
𝑦0𝑘 while input data matrix, 𝛷𝜖𝑅𝑁×𝑛  is the combination of N row of regressor vector, 
𝜑𝑘. However, due to uncertainties such as measurement errors and inconsistency, output 
generally possesses noise sequence, 𝑒𝑘. Equation 3 becomes 𝑌 = 𝛷𝜃+ 𝑒, where Y is the 
summation of 𝑌0 and stacked error vector, e. A cost function, V with argument θ is then 
introduced to minimise curve fitting error (Equation 4):
𝑉 𝜃 = 1
2
∑ 𝜀𝑘
2𝑁
𝑘=1 = 12 𝜀𝑇𝜀 = 12 𝜀 2    (4)
where ε is the residual of model output. Thus, LS optimization was achieved via sum 
squared error minimisation, as presented in Söderström and Stoica (2002).
𝑎𝑟𝑔min
𝜃
𝑉 𝜃  = 1
2
𝑌 −𝛷𝜃 𝑇 𝑌− 𝛷𝜃
                             = 12 𝑌𝑇𝑌 −𝑌𝑇𝛷𝜃 − 𝜃𝑇𝛷𝑇𝑌+ 𝜃𝑇𝛷𝑇𝛷𝜃  (5)
Minimum error value is obtained by setting a partial derivative of Equation 5 to zero:
𝜕𝑉 𝜃
𝜕𝜃
= −𝛷𝑇𝑌+𝛷𝑇𝛷𝜃      (6)
Then, rearranging input and output in Equation 6 provides the LS estimated parameter 
solution, 𝜃�:
𝜃� = 𝛷𝑇𝛷 −1𝛷𝑇𝑌      (7)
Noting that 𝛷𝑇𝛷 −1 is known as covariance matrix P. Equation 7 can be modified 
recursively over N observations, if elements for 𝑘 = 1, 2, … ,𝑁 − 1,𝑁 observation are 
known.
𝑃𝑘
−1 = 𝑃𝑘−1−1 +𝜑𝑘𝜑𝑘𝑇     (8)
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𝜃�𝑘−1 = 𝑃𝑘−1�𝜑𝑖𝑦𝑖𝑘−1
𝑖=1
� 𝜑𝑖𝑦𝑖 =𝑘−1
𝑖=1
𝑃𝑘−1
−1 𝜃�𝑘−1
𝜃�𝑘 = 𝑃𝑘 𝑃𝑘−1−1 𝜃�𝑘−1 +𝜑𝑘𝑦𝑘     (9)
By updating Equation 8 into Equation 9, the one-step ahead prediction using RLS is 
obtained:
𝜃�𝑘 = 𝑃𝑘 𝑃𝑘−1 +𝜑𝑘𝜑𝑘𝑇 𝜃�𝑘−1 + 𝜑𝑘𝑦𝑘      = 𝜃�𝑘−1 + 𝑃𝑘𝜑𝑘 𝑦𝑘− 𝜑𝑘𝑇𝜃�𝑘−1    (10)
where 𝑦𝑘 −𝜑𝑘
𝑇𝜃�𝑘−1  is denoted as one-step ahead prediction error and is the 
correction gain updated from gain vector Lk denoted by expansion of Equation 8 with 
matrix inversion lemma (Hostetter, 1987):
𝐿𝑘 = 𝑃𝑘−1𝜑𝑘 1 +𝜑𝑘𝑇𝑃𝑘−1𝜑𝑘 −1     (11)
𝑃𝑘 = 𝑃𝑘−1 − 𝐿𝑘𝜑𝑘𝑇𝑃𝑘−1     (12)
The notable difference between LS and RLS is that LS consider stacked regressor 
vector and targeted output simultaneously, as explained in Equation 7, whilst RLS perform 
parameter estimation fine-tuning over N iterations. The recursive update algorithm offers an 
advantage over standard LS by using less bulky dataset and better convergence, particularly 
with complex dataset problems accompanied by limited data sampling N. By means of 
a less bulky dataset, RLS only require an estimated parameter vector from the previous 
iteration and input and output data from the current observation to perform a parameter 
estimation and correction gain update (refer to Equation 10, 11 and 12). However, the 
iterative update algorithm requires additional computational effort as compared to the LS 
estimation in Equation 7 (Wang & Ding, 2013). 
Recent RLS development comprises measuring the dynamic behaviour of excavators 
with rotational inertia (Oh & Seo, 2018), motion synchronisation controller fine-tuning 
for gimbal systems (Lee & Jung, 2018), battery pack insulation fault detection for electric 
vehicles (EVs) (Tian et al., 2018), time-dependent Surface Processes and Acoustic 
Communication Experiment (SPACE08) underwater communication channel tracking 
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with a graphical model (Yellepeddi & Preisig, 2018), and estimation of disturbance signal 
embedded in active vibration control (AVC) feedback mechanisms for a closed-loop 
damping system model (Oveisi et al., 2018).
Recursive Least Square Parameter Estimation Simulation Integrated Development 
Environment
The VIV experiment dataset is subject to LS and RLS simulations using Matlab software 
R2019a. For every step of Vr, parameter estimation techniques generate 𝜃�  by observing 
AR experiment results of six unique strake dimensions (N = 6) as output and n matching 
strakes dimension input. In other words, LS and RLS estimate n weighting coefficients 
corresponding to every Vr with the target of simulate actual AR  value with minimal squared 
error. The estimated parameter vector is designed to contain two elements in accordance 
with strakes’ height and pitch dimensions. When the 𝜃� desired is identified, only the strake 
dimension is needed to simulate AR  as predicted output, 𝑦� .
It is worth mentioning that estimated parameter elements are assigned as zero during 
standard LS and RLS initialisation to avoid bias. Alternatively, for improved RLS, the 
LS estimated parameter vector is set up as the initial estimated parameter instead of zero 
vector, 𝜃�𝑅𝐿𝑆,𝑁=1 = 𝜃�𝐿𝑆. The argument is that the additional parameter re-evaluation stage 
could provide faster convergence, especially for current VIV dataset with limited amount 
of observation data N. Standard estimation performance indicators such as coefficient of 
determination 𝑅𝑇
2  and integral absolute error (IAE) are measured to quantify the output 
variation between estimation model simulation and VIV experiment dataset.
Lastly, the most probable AR  estimation model is substituted as the GA fitness function 
in Matlab software. The GA platform performs a heuristic search for the minimum of a 
given function. For VIV case studies specifically, GA is responsible for discovering optimal 
strakes input dimensions, which yield minimal fitness function output AR . The minimal 
fitness function output criterion includes both the minimum global maxima AR  value over 
Vr range, and minimum average AR  value.
The desirable estimated parameter is updated into Equation 3 prior the simulation as 
a fitness function for Matlab syntax ga. The input variables for ga fitness function are 
the strakes’ pitch and height. All unique strakes’ input combinations within the search 
boundary are considered as potential solutions. A heuristically defined strakes dimension 
which simulate unprecedented minimum global maxima and average AR  is selected as the 
optimal strakes candidate and benchmark for the next GA iteration. The GA iterative process 
is terminated when the following condition is met: either there has been no improvement 
over a predetermined period cycle or the target value has been achieved. The iterative 
simulation process overview is exhibited in Figure 2. The simulation results and discussion 
are presented in the next section.
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RESULTS AND DISCUSSION
First, improved RLS, standard RLS, and LS simulated outputs are compared to actual 
experiment results with identical strakes’ dimensions by employing standard estimation 
measures: 𝑅𝑇
2  and IAE. 𝑦�  is the simulated output and y is the actual output. The next step 
includes embedding the estimation model with the highest accuracy as GA fitness function 
to identify optimal strakes’ dimensions with minimal AR  response. 
Table 2 
Model efficacy for parameter estimation techniques
Strakes dimension
( )
( )
2
2
2
ˆ
TR
y y
y y
−
=
−
∑
∑
( )yˆ y
IAE
N
−
= ∑
Setting Pitch Height LS and RLS Improved RLS LS and RLS Improved RLS
1 0 0 80.8% 40.3% 0.063 0.111
2
3
4
5
6
5*D
10*D
10*D
15*D
10*D 
0.1*D
0.05*D
0.1*D
0.1*D
0.15*D
86.4%
85.9%
19.1%
-380.7%
82.3%
88.1%
97.4%
73.1%
-139.0%
95.0%
0.031
0.034
0.038
0.033
0.021
0.026
0.014
0.021
0.027
0.013
Update 
regressor vector, 
th
Refine 
correction gain, 
th
Fine tune 
estimated 
parameters, th
Revise 
covariance 
matrix, th
Genetic 
Algorithm 
optimisation
Minimal 
VIV?
Initialisation
Parameter Estimation
Machines Learning Optimisation
Optimal 
strakes 
dimension
Figure 2. RLS parameter estimation iterative process for Machine Learning Optimisation
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Table 2 depicts the efficacy results using three parameter estimation techniques: LS, 
RLS and improved RLS. The closer the model performance is to 100 percent 𝑅𝑇
2  and 
zero IAE, the more representative the estimated parameter is in reflecting actual output. 
Overall, for six strakes’ dimension settings, apart from bare cylinder, the improved RLS 
method provides better 𝑅𝑇
2  and IAE indication. This observation is likely caused by the 
RLS algorithm trade-off of bare cylinder AR  tracking accuracy for cylinder with additional 
strakes. Although LS and RLS sufficiently simulated AR  with a majority 𝑅𝑇
2  over 80% 
and IAE lower than 0.04, an improved RLS is still capable of enhancing the efficacy by 
minor fine-tuning of the estimated parameter. 
Figure 3. AR versus Vr for setting: 1
Figure 4. AR versus Vr for setting: 2
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Figure 5. AR versus Vr for setting: 3
Figure 6. AR versus Vr for setting: 4
Figure 7. AR versus Vr for setting: 5
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Figure 3 to 8 exhibit the VIV parameter model simulation outcomes against actual 
experimental result for 6 different strakes dimension setting. Preliminary inspection 
revealed that the majority of the tracking errors occured near lock-in regions since AR 
changes were more rapid, with steep slopes and spikes. The prediction error is likely due 
to influence from external factors and insufficient data sampling. As a result, all related 
models suffer the most errors whilst tracking strakes dimension with 10 times diameter in 
pitch and 0.15 times diameter in height, the fifth strakes’ setting. However, compared to 
classic LS and RLS, improved RLS is still capable of simulating AR  with resemble lock-in 
patterns when strakes material is present. The visible similarity between improved RLS 
simulated output and actual AR  around the lock-in regions is of concern in VIV suppression. 
Hence, it can be concluded that the improved RLS algorithm produced the most probable 
estimated parameters for the given dataset.
The advantage of improved RLS in numerical analysis and visualisation is further 
supported in Figure 9 with the trace of covariance matrix, P over six observations in a 
semilog scale. It can be noticed that P for the improved RLS method gradually converged 
from 210 to 8.381 at the end of the simulation, which is equivalent to the value acquired by 
standard the LS and RLS. Even though the LS method experienced convergence at the end 
of the simulation, the improved RLS identified room for improvement through adaptive 
correction gains and by using 𝜃�𝐿𝑆 as an initial estimated parameter.
To perform strakes’ dimension optimisation, the search space is set to cover solely the 
given dataset range since AR  behaviour is uncertain beyond range boundary. Additionally, 
after conducting AR observations, it is believed that the minimal AR  value is likely to vary 
between the fifth and sixth settings. With the improved RLS estimation model as fitness 
function, the GA simulation discover the optimal strakes’ dimension as 14.02 times D and 
0.16 times D for pitch and height, respectively. This has been validated by comparing the 
Figure 8. AR versus Vr for setting: 6
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Figure 9. Trace of Covariance Matrix, P
AR  simulated by GA-generated optimal strakes input and the fifth strakes setting using 
the improved RLS model. GA data evaluation in Table 3 shows that global maxima and 
average AR  revealed with GA-simulated optimal strakes are considerably lower than 
the fifth setting. Figure 10 further illustrates that GA-simulated optimal strakes provide 
better VIV suppression over fifth strakes setting, particularly around the lock-in region (Vr 
ranging from 4 to 10). GA-simulated optimal strakes were deemed to be more superior since 
less strakes material is required to perform optimum suppression effects. This outcome 
evidenced the feasibility of performing system identification of VIV responses to obtain 
an optimal dimension of suppression tools, with a representable dataset and estimated 
parameter. 
Figure 10. AR for GA-simulated optimal strakes dimension and setting: 5
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Table 3 
GA optimisation evaluation
Setting Pitch Height Global Maxima AR Average AR
GA 14.02*D 0.16*D 0.10 0.043
5 15*D 0.1*D 0.14 0.054
CONCLUSIONS
The present investigation involves the system identification of helical strakes suppressed 
VIV for PVC pipes. With respect to the provided dataset, the VIV response simulated by 
a proposed improved RLS technique stipulates a satisfactory outcome compare to the 
actual values. Standard parameter estimation methods benchmarking suggested that the 
improved RLS model is a fast and accurate option to assist an experimental approach in 
VIV monitoring. Not only can minimal VIV response be obtained by indicating optimal 
strakes dimensions, an improved RLS model embedded GA also helped to eliminate trial-
and-error processes when conducting VIV experiments. Nonetheless, it is inevitable that the 
model accuracy plunges as the VIV is suppressed due to turbulent lock-in region behaviour 
and unpredictable changes. Improvement can be achieved with an optimal strakes range 
extension which requires further experimental initiative.
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ABSTRACT
Cocoa (Theobroma cacao L) is a tropical plant that is widely used as a basic ingredient in 
chocolate production. The quality and taste of chocolate are greatly influenced by the stages 
and processes of post-harvest handling. Some post-harvest processes that are recognized 
for improving cocoa quality are pod storage, fermentation, and drying. The quality of 
cocoa beans can be known based on several physical and chemical parameters, including 
the color and pH of cocoa beans. This study aimed to analyze the effect of pod storage 
before fermentation (X₁), aeration rate (X₂) and aeration mode (X₃) during the fermentation 
process on pH (Y₁), chroma (Y₂), and hue (Y₃) of cocoa beans after fermentation and drying. 
Response surface methodology (RSM) was used to observe the relationships among the X₁, 
X₂, X₃ variables and the Y₁, Y₂, and Y₃ of dried cocoa beans, with the following treatments: 
X₁ = 1; 5; 9 days, X₂ = 0.2; 0.3; 0.4 liters/minute, X₃ = intermittent 1; intermittent 2; and 
continue. The pH, chroma and hue of dried cocoa beans were: 4.873-6.517, 9.99-32.20, 
and 28.85-71.53, respectively. Furthermore, analysis of variance showed that pod storage 
before fermentation process significantly affected the hue but did not significantly affect 
the pH and chroma. The aeration rate had a 
significant effect on the pH and hue but did 
not have a significant effect on the chroma, 
while the aeration mode had no significant 
effect on the pH, chroma, and hue of dried 
cocoa beans.
Keywords: Aeration, cocoa bean fermentation, color 
L* a* b*, pH, pod storage
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INTRODUCTION
The post-harvest handling processes of cocoa beans which have large impacts on the 
quality of dried cocoa beans are pod storage before fermentation (cacao pod ripening), 
fermentation, and drying of cocoa beans (Kongor et al., 2016; Krähmer et al., 2015). The 
quality of cocoa beans is also greatly influenced by complex chemical and biochemical 
changes in cocoa beans during fermentation and drying processes (Afoakwa et al., 2012). 
Even the fermentation and drying process is noticeably able to increase the flavor precursors 
of cocoa beans (Misnawi, 2008), and to determine the characteristics of quality cocoa in 
chocolate industry (Barrientos et al., 2019).
In addition to changes in air temperature, changes in pH, color, aroma, taste, and other 
physical appearances of cocoa pulp and nib also indicate that a fermentation process has 
occurred. A change in the color of fresh cocoa beans from purple to brown after fermentation 
and drying processes is an indicator that should be considered in determining the quality 
of cocoa beans (Hartuti et al., 2018). In general, color assessment used is color model L* 
a* b* (Mendoza, et al., 2007; Afoakwa et al., 2012;  Akhiriani et al., 2012).  Hartuti et al. 
(2019) stated that pod storage time before fermentation, aeration rate, and fermentation 
temperature affected the color values of L *, a *, b *, chroma, hue, and RGB of dried cocoa 
beans. Fermented cocoa beans have higher reddish and yellowish colors than unfermented 
cocoa beans. Afoakwa et al. (2012) also stated that an increase in pod storage could make 
the colors of cocoa beans darker, more yellowish and less reddish. 
In addition to the color, the quality of fermented cocoa beans can also be determined 
by the acidity (pH) of cocoa beans (Apriyanto et al., 2016). Kongor et al. (2016) mentioned 
that the color and acidity of cocoa beans were indicators that could be used to observe the 
quality of cocoa beans. The characteristics of fermented cocoa beans are also determined 
by measuring any changes in the pH, acidity and fermentation index of cocoa beans during 
fermentation process (Apriyanto et al. 2016). Increased pod storage increases the pH of 
the cocoa beans at the end of fermentation. The pH of cocoa beans increased from 4.80 for 
non-stored pods to 7.01 for 10-days-stored pods, after 6 days of fermentation (Afoakwa et 
al., 2013). Meanwhile, Muzaifa et al. (2017) stated that cocoa beans fermented for 6 days 
with 2 different aeration intervals (stirring every 24 and 48 hours) had pH of 5.88 and 6.51 
at the end of fermentation, respectively.
Response surface methodology (RSM) is a method that can be used to determine 
the relationship and interaction between independent variables and response variables. 
RSM analysis for food processing, such as pH, color and others, has been used by other 
researchers, e.g. to observe: the effect of flour replacement and particle size on the color 
of wheat bread (Marcin et al., 2016), the effect of a change in the time and temperature of 
frying pan on the change of the color of papaya chips (Wexler et al., 2016), the optimization 
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of an ultrasound-assisted extraction condition for flavonoid compounds from cocoa pods 
using RSM (Yusof  et al., 2019), the effect of pod storage, aeration rate and temperature on 
the color of dried cocoa beans using RSM (Hartuti et al, 2019),  the effect of polyphenol 
and pH on cocoa flavor (Noor-Sofalina et al., 2009), the changes in nib acidification and 
biochemical composition during fermentation of cocoa (Afoakwa et al.,  2013). 
The purpose of this study was to analyze and evaluate the combined effects of pod 
storage before fermentation, as well as the effects of aeration control and aeration mode 
during fermentation, on the pH and color of dried cocoa beans using the RSM.
MATERIALS AND METHODS
Sample Preparation
The samples of cocoa pods used in this study were obtained from a farmer’s plantation 
in Hargobinangun Village, Pakem Subdistrict, Sleman Regency, Yogyakarta, Indonesia. 
The cacao pods (a variety of Trinitario, which is a hybrid of Criollo and Forastero) were 
chosen based on uniform maturity. They were marked by -green, full yellow, and slightly 
orange-yellow of the pods skins with average harvest ages of 5-6 months since flowering. 
Harvested cocoa pods were stored in a room with ambient temperatures of 28 - 31 ℃ and 
relative humidity of 80 - 90% for 1, 5, and 9 days before fermentation. After the pod storage 
time was over, the cocoa pods were opened and separated from their skins and placentas, 
without any treatment before fermentation, except the pod storage process. One (1) kg of 
cocoa beans was prepared and put into a tightly closed reactor and fermented for 5 days 
for each treatment.
Fermentation Process
The cocoa fermentation process was carried out using a packed-bed fermenter. The 
fermentation equipment used in this study referred to the fermentation equipment used by 
Saludes et al. (2007), but with some modifications. The modifications were made to the 
type and amount of material used as fermenter heat sources. A heater in the equipment used 
by Saludes et al. (2007) was replaced with 4 incandescent lamps and 4 fans as shown in 
Figure 1. The reactor (cocoa bean container) was placed in a fermentation chamber equipped 
with an air temperature control system, aeration rate, and aeration mode. Fermentation 
temperature was measured and controlled using temperature sensors inside and outside 
the reactor, which were connected to a data logger. The temperature of the fermenter 
was controlled to minimize heat loss from the inside of the reactor into the surrounding 
environment. The aeration rate was measured using an airflow meter and flowed into the 
reactor inlet.
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The fermentation process was carried out for 5 days. Initially, 1 kg of cocoa beans 
were put into the reactor tube, then closed and left for 1 day. Air aeration started to be 
performed on the second day of the fermentation or after 24 hours fermentation process. 
Aeration was given with 3 variations of aeration rate (0.2; 0.3; 0.4 liters/minute) and 
aeration mode (intermittent 1; intermittent 2; and continuous). Intermittent aeration mode 
was given during the fermentation of cocoa beans at certain time intervals. Intermittent 
1, air aeration was given at intervals of 1-hour aeration (1-hour aeration on) and 2 hours 
without aeration (2 hours aeration off). Intermittent 2, air aeration was given at intervals 
of 2 hours aeration (2 hours aeration on) and 1 hour without aeration (1-hour aeration 
off). Furthermore, for the continuous aeration mode, air aeration was given continuously 
until the end of the fermentation process. After the cocoa bean fermentation process was 
finished, cocoa beans were dried using a drying cabinet (Shumisu, model PSN-150 with 
a 12 kW heater and a maximum temperature of 200 ℃) with a temperature of 50 ℃ for 
22-25 hours (until the moisture content of dried cocoa beans reached 7 – 7.5%), and then 
the color and pH analysis of the dried cocoa beans was carried out.
Information:
a Air pump
b Air flow meter
c Chamber
d Packed bed reactor
e Cocoa beans
f Incandescent lamps
g Fan
h Data logger
i Inlet airflow
j Outlet airflow
T₁ Temperature in the fermenter
T₂ Temperature under cocoa heap
T₃ Temperature in the middle cocoa heap
T₄ The temperature cocoa beans
T₅ Temperature on the top cocoa heap
Figure 1. Schematic diagram of experimental  cocoa fermentation system
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pH Determination
The measurement of the pH of the dried fermented cocoa beans was done in several steps. 
Firstly, a pH meter and a standard buffer solution of pH 4.0 and pH 7.0 were prepared. 
Then the samples consisting of about 12-20 seeds were taken and tested. Then, the outer 
skin and ground cocoa beans were separated using a blender and weighed about 10 g to 
be put into a beaker. 90 ml of hot (between 70℃ to 80℃) distilled water was added and 
stirred slowly until a “no lump” suspension was formed. Then, the filtrate was filtered and 
cooled to a temperature of 27 ± 2℃, then the pH was determined as quickly as possible 
at the temperature (BSN, 2008).
Color Determination
The color of each sample was measured with a color meter TES 135A. The measurement 
was based on the L*a*b* color system. The L*, a* and b* colour space parameters of the 
samples were calculated as: L* (Ls-L0) for lightness; a* (as – a0) for extent of green color; 
b* (bs-bo) for blue color (Mendoza et al., 2007; Afoakwa et al., 2012; Marcin et al., 2016; 
Saunshia et al., 2018). Moreover, based on the obtained color values of L*, a*, and b*, 
the chroma and hue were calculated according to Equations 1 and 2 (Wexler et al., 2016; 
Afoakwa, 2016; Hartuti et al., 2019).
𝐶∗ = √(𝑎∗2 + 𝑏∗2     [1]
ℎ = 𝑎𝑟𝑐𝑖𝑔(𝑏∗
𝑎∗
) or ℎ = 𝑡𝑎𝑛−1 𝑏∗
𝑎∗
   [2]
Where, C* is the chroma coordinates to indicate brightness; and h is the hue angle value.
Data Analysis
The experimental design in this study used a central composite design (CCD) of three 
factors (pod storage, aeration rate, and aeration mode) on the pH and color of dried cocoa 
beans. The experimental design, limit, and level of the variables in this study are as shown 
in Table 1.
Table 1 
Limits and levels of independent variables on the fermentation of cocoa beans
Variable (X) Limits and Levels
-1 0 +1
Pods storage, X₁ (days), 1 5 9
Aeration rate, X₂ (L/min)  0.2 0.3 0.4
Aeration mode, X₃ (hours/hours) Intermittent 1 Intermittent 2 Continue
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The data were analyzed using the RSM computed with Minitab 14 software package 
to determine the effects of pod storage before fermentation (X₁), aeration rate (X₂), and 
aeration mode (X₃) variables on the pH, chroma and hue of dried cocoa beans, which 
consisted of 20 treatments. The data analysis using the RSM will deliver a mathematical 
Equation 3 (Bezerra et al., 2008; Hartuti et al., 2019) as follows:
𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + 𝛽3𝑋3 + 𝛽11𝑋12 + 𝛽22𝑋22 +  𝛽33𝑋32 + 𝛽12𝑋1𝑋2         +   𝛽13𝑋1𝑋3 + 𝛽23𝑋2𝑋3       [3]
Where, Y is response to pH, chroma, and hue of dried cocoa beans; βₒ is intercepting/
constant; β₁, β₂, β₃ are linear coefficients; β₁₁, β₂₂, β₃₃₃ are quadratic coefficients; β₁₂, β₁₃, 
β₂₃ are interaction coefficients.
RESULTS AND DISCUSSIONS
The results showed that the storage of cocoa before fermentation, aeration rate, and aeration 
mode affected the pH and color of the dried cocoa beans. The results of the calculations of 
the average pH of the cocoa beans after fermentation and drying are as shown in Figure 2, 
while those of the average color of L*, a*, b*, chroma, and hue are as shown in Table 2. 
The pH of the dried cocoa beans in the study was 4.873-6.517. Some samples of the cocoa 
beans had pH values outside the range of 5.0-5.5 as the expected pH values in order to 
obtain good flavor (Biehl et al., 1989). Meanwhile, fermented cocoa beans with pH values 
of 4.0-4.5 have a lower flavor potential (Biehl & Voigt, 1994 in Araujo et al., 2018). In 
general, the pH values resulted in the study were quite good because cocoa beans that have 
a higher pH can produce less sour chocolate products, which is one of the characteristics 
of a good chocolate product (Araujo et al., 2018).  
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The chroma and hue analysis was used to measure the color levels. The findings 
showed that the color indicators, both the chroma and the hue scores were different in 
each treatment. The highest chroma from the dried cocoa beans was obtained in treatment 
14 (32.20), while the lowest chroma was obtained in treatment 1 (9.99). Meanwhile, the 
highest hue from the dried cocoa beans was obtained in treatment 11 (71.53), while the 
lowest hue was obtained in treatment 7 (28.85) (Table 2).
Analysis of pH of Fermented Cocoa Beans using RSM
The analysis results of the response surface methodology showed that pod storage, aeration 
rate, and aeration mode had significant effects on the pH of cocoa beans, as presented in 
Table 3. The pH values of the dried cacao beans are presented in Figure 3-5. Figure 3 
shows that the treatment variations of pods storage (X₁) and aeration rate (X₂); at aeration 
mode of (X₃) = intermittent 2, resulted in pH values of 5.0 - 6.0, where a higher aeration 
rate will cause a higher pH and vice versa. Figure 2 also shows that aeration rates of < 0.3 
liters/minute with 1-9 days pod storage resulted in lower pH values than the aeration rates 
of (X₂) > 0.3 liters/minute with 1-9 days pod storage. 
Table 2 
L*, a*, b* color, chroma, and hue of dried fermented cocoa beans
No. Treatments Average color measurement Color of dried fermented cocoa beans 
X₁ X₂ X₃ L* a* b* Croma © Hue (H)
1 -1 -1 -1 25.70 5.93 8.03 9.99 53.55
2 +1 -1 -1 19.57 8.37 23.43 24.88 70.35
3 -1 +1 -1 19.13 6.57 9.70 11.71 55.90
4 +1 +1 -1 17.07 6.03 8.67 10.56 55.16
5 -1 -1 +1 26.47 12.00 15.12 19.30 51.58
6 +1 -1 +1 24.23 7.98 13.50 15.68 59.40
7 -1 +1 +1 35.69 15.38 8.47 17.56 28.85
8 +1 +1 +1 26.00 14.53 10.59 17.98 36.09
9 -1 0 0 27.20 11.42 6.45 13.12 29.46
10 +1 0 0 33.02 12.64 9.97 16.10 38.26
11 0 -1 0 12.20 4.93 14.77 15.57 71.53
12 0 +1 0 14.97 8.00 7.87 11.22 44.52
13 0 0 -1 20.30 14.42 15.33 21.05 46.75
14 0 0 +1 25.27 18.53 26.33 32.20 54.87
15 0 0 0 20.70 11.53 13.80 17.98 50.11
16 0 0 0 17.79 10.63 12.70 16.56 50.07
17 0 0 0 23.60 9.23 10.40 13.91 48.40
18 0 0 0 17.87 6.50 9.67 11.65 56.08
19 0 0 0 26.17 15.83 25.67 30.15 58.34
20 0 0 0 14.90 4.77 9.77 10.87 63.99
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Table 3 
Regression coefficients and R² values of the RSM for each response variable
Variables pH (Y₁) Chroma (Y₂) Hue (Y₃)
Constant 5.8479* 17.576* 51.9294*
X₁ -0.0462 1.352 3.9920*
X₂ 0.2729* -1.639 -8.5890*
X₃ 0.1739 2.453 -5.0920
X₁*X₁ -0.5125* -4.049 -14.2159*
X₂*X₂ -0.0210 -5.264 9.9491
X₃*X₃ 0.1610 7.966* 2.7341
X₁*X₂ -0.1328 -1.500 -2.2650
X₁*X₃ 0.1497 -2.118 -0.1250
X₂*X₃ -0.0760 1.645 -4.1500
R-Sq 74.3% 54.4% 75.8%
Notes: * significant at p < 0.05; X₁ = pods storage; X₂ = aeration rate; X₃ = aeration mode
Figure 3. The plot contour and surface of pH of dried fermented cocoa beans (Y₁) in relationships with X₁ 
and X₂ at X₃ = Intermittent 2
Figure 4. Plot contour and surface of pH cocoa beans fermented (Y₁) relationships with X₁ and X₃ at X₂ = 
0.3 liters/minute
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The changes in the pH values of the dried fermented cocoa beans as shown in Fig. 4 
were 5.1-6.1, with the variations of pod storage (X₁) and aeration mode (X₃), at aeration 
rate (X₂) of 0.3 liters/ minute. The highest pH of the dried cocoa beans was 6.1, which 
was obtained in treatments X₁ = 5 days, X₃ = continuous mode, and X₂ = 0.3 liters/minute. 
Meanwhile the lowest pH of the dried cocoa beans (5.1) was obtained in treatments X₁ = 9 
days, X₃ = intermittent 1, and X₂ = 0.3 liters/minute. Meanwhile, at all variation levels of 
X₂ and X₃, and when X₁ = 5 days, the pH values of the dried fermented cocoa beans were 
5.4-6.3, as shown in Fig. 5. The highest pH was obtained at continuous aeration mode and 
aeration rate of 0.4 liters/minute, while the lowest pH was obtained at an aeration rate of 
0.2 liters/ minute and aeration mode of intermittent 1.
RSM analysis (based on ANOVA analysis, surface and contour plot) showed that 
aeration rate (X₂) significantly affected the pH of the dried cocoa beans. It is known that 
an increase in aeration rates will also increase the pH values of cocoa beans because an 
increase in aeration rate causes more water vapor containing acidic properties in cocoa 
beans to be pushed out of the reactor, thus increasing pH value. Nevertheless, X₁ and X₃ 
variables had smaller effects on the pH values. Table 3 shows that X₁ and X₃ variables had 
no significant effect on the pH values of the dried fermented cocoa beans.
Analysis of Color of Fermented Cocoa Beans using RSM
Based on the analysis of the variants of the chroma and hue of the dried cocoa beans as 
listed in Table 3, R² values were 54.4% and 75.8%, respectively. It means that pod storage, 
aeration rate, and aeration mode had effects of 54.4% on the chroma and 75.8% on the hue 
of the cocoa beans. Therefore, it is assumed that other factors may affect the changes of 
the chroma and hue of the dried cocoa beans.
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X₁ = 5 days
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Table 3 shows that pod storage, aeration rate, and aeration mode had no significant 
effects on the chroma. Nonetheless, pod storage and aeration rate had significant effects 
on the hue, while aeration mode did not. The changes of the chroma and hue of dried 
cocoa beans can also be known based on the contour and surface plots produced by RSM 
analysis. Figure 6 shows that the highest chroma was 17.8, which was obtained at X₁ = 5-6 
days, X₂ = 0.3 liters/minute, and X₃ = intermittent 2, while the lowest chroma was 7.20, 
which was obtained at X₁ = 1 day, X₂ = 0.4 liters/minute, and X₃ = intermittent 2. The 
surface and contour plots as shown in Figure 7 show that the highest chroma was 28.01, 
which was obtained at X₁ = 5 days, X₃ = continuous, and X₂ = 0.3 liters/minute, while the 
lowest chroma was 11.58, which was obtained at X₁ = 1 day, X₃ = intermittent 2 and X₂ = 
0.3 liters/minute. Furthermore Figure 8 shows that the highest chroma was 27.99, which 
was obtained at X₁ = 5 days, X₂ = 0.3 liters/minute and X₃ = continuous, and the lowest 
chroma of the cocoa beans was 10.17, which was obtained at X₁ = 5 days, X₂ = 0.4 liters/
minute and X₃ = intermittent 2.
  
 
  
 Figure 7. Plot contour and surface of chroma cocoa beans fermented (Y₂) relationships with X₁ and X₃, at X₂ 
= 0.3 liter/minute
Figure 6. Plot contour and surface of chroma cocoa beans fermented (Y₂) relationships with X₁ and X₂, at X₃ 
= intermittent 2
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Figure 9 shows that the highest hue of the cocoa beans was 70.86, which was obtained 
at X₁ = 5 days, X₂ = 0.2 liters/minute, and X₃ = intermittent 2, while the lowest hue was 
33.21, which was obtained at X₁ = 1 day, X₂ = 0.35 liter/minute, and X₃ = intermittent 2. 
Moreover, the surface and contour plots as shown in Figure 10, where at X₂ = 0.3 liters/
minute, the highest hue of the cocoa beans was 60.03, which was obtained at X₁ = 5 days 
and X₃ = intermittent 1. Meanwhile, the lowest hue was 31.71, which was obtained at X₁ 
= 1 day, X₃ = continuous. Furthermore, Figure 11 shows that the highest hue of the cocoa 
beans was 73.82, which was obtained at X₂ = 0.2 liters/minute and X₃ = intermittent 1, 
and the lowest hue was 45.51, which was obtained at X₂ = 0.36 liters/minute and X₃ = 
continuous, and X₁ set at 5 days.
The findings showed that hue is significantly affected by pod storage and aeration rate. 
Sulaiman et al. (2017) also stated that the color of cocoa beans was significantly affected by 
the duration of fermentation and pod storage. However, aeration mode does not significantly 
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CONCLUSIONS
Pod storage before fermentation, aeration rate, and aeration mode have different effects 
on pH, color L*, a*, b*, chroma, and hue of dried cocoa beans. The pH, chroma, and hue 
values of the dried cocoa beans are 4.873-6.517, 9.99-32.20, and 28.85-71.53, respectively. 
The results of the ANOVA analysis showed that pod storage affects hue significantly, but it 
does not affect the pH and chroma significantly. The aeration rate has a significant effect on 
pH and hue color, but it does not have a significant effect on chroma. Additionally, aeration 
mode does not have a significant effect on pH, chroma, and hue of dried cocoa beans.
affect the hue because the aeration given was very small, so the air contained in the reactor 
tube could not penetrate the pulps and cocoa beans properly. As a result, aeration mode did 
not affect the changes in the colors of the cocoa beans. In fact, the color characteristics of 
cocoa beans are not the only indicators used to measure the quality of cocoa beans.
Figure 10. Plot contour and surface of hue cocoa beans fermented (Y₃) relationships with X₁ and X₃ at X₂ = 
0.3 liter/minute
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of 3D Flow Pattern around Intact and Damaged Bridge Piers
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ABSTRACT
Numerous bridges fail all over the world every year because of ignoring the role of hydraulic 
factors, including flow and scour patterns in bridge designs. Hence, investigation of the flow 
pattern around intact and damaged bridge piers gains significant importance. This study 
provided experimental and numerical investigations of the flow pattern around damaged 
and intact bridge piers (short cylindrical and pillar elements). This topic is applicable to 
flooding conditions of rivers when and where the remainders of bridges and other structures 
on the river path could affect the flow pattern, making further flow pattern investigations 
under such conditions necessary. The experiments had been conducted in a straight channel 
with a length of 12 meters in Kerman, Iran. To collect the three dimensional flow velocity 
components, Acoustic Doppler Velocimetry (ADV) was employed. Further, Particle 
Image Velocimetry (PIV) was utilized to compare the results of ADV. SSIIM software 
helped model the flow in this study, and Navier–Stokes equations and k–ε turbulent 
model was used for solving the flow field. 
Generally, the results obtained through the 
comparisons are indicative of an appropriate 
correspondence between the numerical and 
the experimental data. The results indicated 
that installing the piers along the channel 
resulted in displacement of the maximum 
bed shear stress from the last one-third 
zone of the channel to mid-channel. Also, 
the maximum bed shear stress increased by 
72% in comparison to the case with no piers 
Ehsan Oveici, Omid Tayari and Navid Jalalkamali
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installed. Moreover, the maximum water level variations occurred in the case with both 
intact and damaged piers installed, where there was water level reduction downstream and 
water level increase upstream of the pier.
Keywords: 3D flow velocity, acoustic Doppler velocimetry, bed shear stress, bridge piers, experimental model, 
particle image velocimetry, SSIIM 
INTRODUCTION
Statistics have shown a significant increase in the number of damaged bridges as time 
passes. This difference may to some extent be attributed to statistical flaws in past years 
or the increase in the number of bridge constructions; however, Melville and Coleman 
(2000) believed that not only were new scientific rules ignored in construction of bridges 
in recent years, but inaccessibility of the practical results of research on scour to those 
active in this field and eventually the current status of our knowledge on scour and bridge 
hydraulics also counted as the main reasons for the increase in the number of instances of 
such damage. The extremely important issue of bridge failure has had numerous scientists 
seeking to know as much as possible about scouring phenomena and complex flow patterns. 
They have tried to predict behavior under varied circumstances by resorting to different 
methods, including incorporation of physical, numerical and field research models. A 
number of these will be cited in the following:  
Chiew and Melville (1987) studied the effect of flow velocity, flow depth, and sediment 
particle size on the scour depth around cylindrical piers. They found that where the flow 
velocity was higher than the incipient motion value, increasing the flow velocity by up to 
twice the incipient motion value reduced the scour depth to a minimum value. Breusers 
and Raudkivi (1991) examined the scour around piers by altering cross-sections. They 
concluded that the pier with increased cross-section upward (towards the water surface) 
increased the scour, and the pier with decreased cross-section upward reduced the scour. 
Bozkus and Yildiz (2001) studied the effect of a single pier inclination, and Bozkus and 
Cesme (2010) addressed the effect of dual bridge piers on scour depth in a straight channel. 
They reported a reduction of scour depth by increasing the pier’s angle in the downstream 
direction. Vaghefi et al. (2016b) studied and compared flow patterns and local scour around 
inclined and vertical cylindrical piers under clear water conditions. They investigated the 
effect of pier inclination in three directions: upstream, downstream, and perpendicular 
to the flow. They demonstrated that for every degree of increase in pier inclination, the 
scour depth was reduced by about 1% in comparison to a vertical pier position. Khajeh et 
al. (2017) undertook an experimental study and comparison of scour depth and position 
around an inclined cylindrical pier and a vertical pier at a 180-degree sharp bend apex. 
They concluded that installation of the pier towards the outer bank had created alternating 
sedimentary dunes at the downstream side of the pier in the vicinity of the inner bank. 
Jaman et al. (2017) carried out an experimental study of scour around three identical 
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circular-type piers arranged inline and eccentrically in a staggered manner. Two inline 
piers were positioned towards the flow, and the eccentric one was placed in the middle 
region of the two inline piers. They found that vortices’ strengths for the eccentric-middle 
and inline-rear piers were the greatest and the lowest, respectively, compared with strength 
of the inline-front pier. Karimi et al. (2017) studied the effect of bridge pier inclination 
angle on the scouring process under clear water conditions in a straight channel. Results 
of their study indicated that the minimum and the maximum scour depths occurred from 
0 to 15-degree angles. Vaghefi et al. (2018b) examined scour around a triad series of piers, 
perpendicular to or in the direction of the flow, under clear water conditions in a laboratory 
flume with a width of 100 cm and a 180-degree sharp bend. As the results of their study 
indicated, with installation of the piers in perpendicular and streamwise directions, the 
maximum scour hole occurred at the 60-degree angle, around the piers, with sedimentary 
dunes observed at the downstream side of the piers. Bozkus et al. (2018) examined the 
effects of inclination of upstream and downstream piers in triad and quad pier groups on 
scouring. To this aim, they conducted tests for two different cases involving three and four 
piers either in a perpendicular position or with inclination angles of 10 and 15 degrees, with 
two diameters of 50 and 70 mm under clear water and steady-state sediment conditions. 
Totally, they ran 72 tests and concluded that increasing the pier diameter and the flow rate 
increased the scour. Omara et al. (2018) incorporated Flow-3D model in order to obtain 
the water surface, flow velocity, bed shear stress, and scour depth around vertical and 
inclined piers. They also compared these with experimental data and demonstrated that 
the Flow-3D model could efficiently model the depth of the free surface water and the 
velocity of the flow with a high accuracy. Asadollahi et al. (2019) carried out numerical 
and experimental comparison of the flow and scour patterns around single and triad piers 
which were installed in a 180-degree sharp bend. Results of their comparisons suggested 
the appropriate calculations of the numerical data and the great competency of SSIIM in 
modeling the flow and scour patterns with a maximum error of only 4% reported for the 
scour and sedimentation. 
As noted, most research efforts attempted to date to investigate bridge piers in rivers 
concern the scour phenomenon and study of its mechanism and the maximum values 
around conventional piers (Breusers & Raudkivi, 1991; Bozkus & Yildiz, 2001; Bozkus 
& Cesme, 2010; Khajeh et al., 2017; Jaman et al., 2017; Karimi et al., 2017; Vaghefi et 
al., 2018b; Bozkus et al., 2018). Few researchers have ever addressed the complex flow 
pattern around intact and damaged bridge piers. Firstly, 3D analysis of the complex flow 
pattern around intact and damaged bridge piers requires great hydrodynamic knowledge 
and sufficient proficiency on this topic. Secondly, the laboratory equipment required for 
this research (ADV and PIV velocimeters) are barely accessible to researchers due to their 
great cost. Therefore, this study investigated the flow pattern in a straight channel under 
the influence of a single intact pier, a single damaged pier, and the effect of both piers 
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with an experimental method (by using two different velocimeters: ADV and PIV) and a 
numerical method (by using CFD model). Application and significance of this point were 
further experienced under flooding conditions of rivers, for the wreckage of the bridges 
and other structures were present on river paths and could influence the flow pattern. The 
need to investigate the flow pattern is more evident under such conditions. In addition, 
although the bed of this channel is rigid, calculation of bed shear stress in this study allows 
estimation of the scour phenomenon under mobile bed conditions as well.
MATERIALS AND METHODS 
Introduction of the Experimental Model
Laboratory Channel. To conduct the intended study, a 1-meter-wide, 0.8-meter-high 
laboratory channel with glass walls and steel frames was designed and constructed in the 
laboratory of hydraulic structures at Islamic view of the channel in the laboratory. As seen 
in Figure 1, the channel’s effective length is 12 meters. The laboratory channel bed is rigid 
(a)
(b)
Figure 1. (a) A view of the channel in the laboratory; and (b) a schematic view with the components of the 
channel in the laboratory of the hydraulic structures at Islamic Azad University, Kerman Branch
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and is made of steel. Side reservoirs with an approximate capacity of 10 m3 have been used 
as sources of water in this channel. Two H25-200 centrifugal pumps, with a snail-shaped 
scroll made by Pumpiran Co. pump water from the reservoirs were embedded at the side 
of the channel into the channel’s inlet reservoir. The discharge capacity of 60 liters per 
second was kept constant throughout every experiment by using an AKTEK ultrasonic flow 
meter with ±1 mm/s accuracy. Water had been pumped into the inlet reservoir with this 
discharge capacity by the pumps. These pumps are linear, and each is capable of generating 
a maximum 190 m3/s discharge. Further, the water level at the upstream is 20 cm, the depth 
which was set by using the butterfly gate at the end of the downstream path for conducting 
the experiments, because the ratio of width to depth of the flow must be equal to or greater 
than 5 or 6 in order to reduce the effect of the channel sidewalls according to Nezu and 
Nakagawa (1993). To calm the inlet flow and to reduce the initial turbulence during the 
experiments, two mesh sheets were also embedded at the inlet reservoir connection 25 cm 
apart from each other.
Bridge Piers. Elements used in conducting the experiments include a short cylindrical 
element (with a diameter of 10 cm and a height of 5 cm), and a column element (with a 
diameter of 4 cm and a height of 40 cm), where the short cylindrical element represents 
the damaged bridge piers or flood debris present on the flow path, and the column element 
represents a bridge pier in river. The cylindrical element is made of solid steel, and the 
column is hollow PVC pipe with 3-mm-thick walls with a powerful magnet installed at the 
end to make it adhere to the channel bed. The height of these elements had been determined 
according to recommendations of Yeow et al. (2016). Furthermore, these two values had 
been specified for determination of the element’s diameters according to research results:
1. According to observations by Chiew and Melville (1996), the bed element’s 
diameter must be smaller than or equal to 10% of the channel width to remove 
the effect of channel sidewalls on the flow pattern.
2. According to Raudkivi and Ettema (1983) standard, the channel width must be at 
least 6.25 times the pier diameter. 
These elements were located at mid-channel at a distance of 5 meters from upstream. 
ADV and Relevant Software Programs. Vectrino 3D velocimeter, which is one of the most 
advanced ADV’s (Acoustic Doppler Velocimetry), had been utilized to measure velocity 
components and determine the 3D flow pattern. The device function involves sending a 
sound wave with a specific frequency and receiving its reflection from the flow to identify the 
flow velocity from the extent of variations in the initial frequency. This device has two side-
looking and down-looking probes based on the position of its sensor to be used to measure 
different sections of the field (Nortek, 2009). To carry out the experiment, a frequency of 
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25 Hz and a time of 1 minute were assumed (Vaghefi & Akbari, 2019). Hence, the device 
is capable of collecting the flow velocity in three directions up to 1500 data per minute. 
During the experiments, it has always been considered to keep the values of “Coloration” 
and “Signal to Noise Ratio” above their standard values (respectively 80 and 20%) in order 
to increase the accuracy of the velocimeter’s 
measurements. The information on the data 
measured at different times was recorded by 
Vectrino and saved as ADV format. Then 
these data were converted into vno format in 
order to be used in Explorer V for filtration. 
They were then converted into a format 
usable in Excel after analysis and velocity 
averaging (Akbari & Vaghefi, 2017). Figure 
2 illustrates a view of data collection by 
ADV around intact and damaged bridge 
piers.
Figure 2. Position of ADV for data collection around 
the two elements present in the channel
Particle Image Velocimetry (PIV). PIV had been utilized along with a down-looking probe 
of ADV to measure the flow velocity throughout these experiments. The main advantage of 
this velocimeter to ADV was the fact that it did not cause local turbulence and streamline 
variations caused by the presence of probes on the flow path in measurements, and hence 
increasing the accuracy of data measurement (Rusello et al., 2006; Hurther & Lemmin, 
2001; Voulgaris & Trowbridge, 1998). Furthermore, since velocity data were collected at 
points and at very close intervals, PIV was the best choice for monitoring velocity variations 
around the hydraulic structures, the vicinity of the water surface, and the walls, especially 
in turbulent flows. Figure 3 depicts the flow velocity measurement by using PIV. According 
to this figure, when collecting the flow velocity by using PIV, the laser source is installed 
on top of the flume by using a mobile platform in such a way as to create a rectangular 
plane. This plane, as wide as the flow depth, has a streamwise alignment (the length of 
which depends on the distance of the laser), and is two dimensional. Then the camera was 
installed on a tripod with an adjustable height at a distance of 91 cm from the outer wall 
of the flume. After the connections between the laser, the camera, and the data collection 
and the recording system (a computer equipped with a special card) were constructed 
with a switch, eventually, the data collection and recording operation was undertaken by 
running the velocity data recording software (rtcontrol) (Thielicke & Stamhuis, 2014). 
Also, PIVLab software has been utilized for processing and analyzing the output images 
(Raffel et al., 2018).
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Figure 3. A view of the flow velocity measurement by using PIV and the relevant equipment
The Number of Data Collection and Experiments. A finer mesh was generally used 
throughout the experiment in the area of the elements and their downstream side. For 
instance, Figure 4 illustrates the grid network for the experiment with no piers present. In 
this figure, Z denotes the water depth at the channel’s entrance, Y represents the channel 
width, L is the channel length, and H is the channel height. However, considering the 
higher sensitivity of the experiments involving piers and the need for more accuracy, finer 
meshes had been used so that the 3D velocity profile occurred in 13 cross-sections along 
Figure 4. Channel transverse grid for determining the position of the collected points in the experiment with 
no piers present (the figure has no scales)
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Numerical Model
SSIIM Software. SSIIM (Sediment Simulation in Intakes with Multiblock option) is 
considered as one of the best CFD software programs. It is used for numerical analysis 
of scour and flow patterns in channels and rivers and generally the issues about river 
engineering and hydraulics. This software solves Navier-Stokes equations with the standard 
K-ɛ turbulence model on a 3D network. The Finite Volume Method had also been used with 
the power algorithm and the second-order directional algorithm for discretization. Further, 
the SIMPLE method was used for the relationship between the pressure and the velocity 
terms. By using an implicit solution, the velocity field was calculated in the geometry, and 
by using the calculated velocity field and solving the continuity equation of the sediment, 
the bed variations were calculated.
Governing Equations of Flow. The Navier-Stokes equations are the equations governing 
the flow in this software, and the turbulence model is used for solving them. SSIIM 
numerical model is capable of employing different turbulence models. After considering 
the previous studies conducted by other researchers (Vaghefi et al., 2016c; Vaghefi et al., 
2017) and different turbulence models, the K-ɛ model was selected as the turbulence model. 
Navier-Stokes equations for incompressible fluids with a constant density in a vector are 
as follows (Equation 1):
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where
x1, x2, and x3 are distances in three directions; U1, U2, and U3 denote velocity in three 
directions; P is the total pressure; and δij is Kronecker delta, which is unity if i=j, and null 
otherwise. 
Table 1
The number and order of flow pattern experiments
Experiment No. Experiment Name Structure Type (Channel Bed Conditions)
1 Test 1 Bed without piers
2 Test 2 Bed with a damaged pier
3 Test 3 Bed with an intact pier
4 Test 4 Bed with both piers
the channel and 7 levels of depth, and 20 points were collected in every transverse axis. 
Considering the aims of this study, the number and order of the specified experiments are 
presented in Table 1.
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The first term on the left in the above equation is the transient term (temporal 
variations), and the next term is the displacement term. The first term on the right is the 
pressure term, and the next term pertains to the Reynolds stress. Evaluation of the latter 
requires a turbulence model. Boussinesq proposed Equation 2 to state the Reynolds stress 
term for k-ɛ turbulence stress:
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k (the flow kinetic energy), Pk, and ɛ (the kinetic energy loss) are modeled as Equations 4 - 6:
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In the k-ɛ turbulence model in the above equations, the constant values are as follows:
09.0c =µ     44.1C 1 =ε     92.1C 2 =ε     0.1=κσ     3.1=εσ
Water Surface Profile. The free surface was computed using a fixed-lid approach with 
zero gradients for all variables. The location of the fixed lid and its movement as a function 
of time and the water flow field were computed by pressure and the Bernoulli algorithm: It 
uses the Bernoulli equation along the water surface to compute the water surface location 
based on one fixed point that does not move. Considering two consecutive cross-sections 
“j” and “j+1”, we can use the extended Bernoulli equation to write Equation 7:  
r
2
jjj
2
1j1j1j hg2/V.aWg2/V.aW ++=+ +++  (7)
where Wj denotes the water surface elevation above water level (or a reference surface), 
Vj is the average velocity in a cross-section, the coefficient ɑj is equal to unity, and hr is 
the friction loss due to the influence of roughness (Equation 8):
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x.Jh er ∆=       (8)
where Je denotes the energy gradient and Δx is the horizontal distance between cross 
sections “j“ and “ j+1”. The energy gradient Je can be quantified by making use of the 
Gauckler-Manning-Strickler equation to yield Equation 9:
2
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ste V).R.k/(1J =     (9)
where kSt is the Strickler coefficient, and Vm and Rh,m are the mean average velocity 
and the mean hydraulic radius of the two consecutive cross-sections (Vaghefi et al., 2016c). 
Grid System. The sizes of mesh near the bridge piers were smaller than those upstream and 
downstream of the piers so that better results might be achieved. A structured grid was used 
in SSIIM-1 (Olsen, 2003). Figure 5 illustrates the mesh grid considered for longitudinal 
and cross sections, and in fact the computational domain intended for this study. With 
the aim of sensitivity analysis for the mesh grid of the model, three different grids (fine, 
medium, and coarse) were used with respective dimensions of 3067894, 1073226, and 
500769. Based on these mesh grids, the best model had been analyzed on the number of 
cells and efficiency. Table 2 provides the values of the comparison of the numerical model 
with the experimental results for the case without piers. Comparisons presented in this 
table are given for the longitudinal velocity at a distance of 4 meters from the channel 
upstreamside. In this table, R2 is the coefficient of determination and RMSE stands for 
Root Mean Square Error. According to this table, it may be observed that the appropriate 
mesh grid of the numerical model with the most similar results to the experimental model 
has 1073226 cells. Moreover, the appropriate time required for the software to carry out 
computations for the finer mesh has been several times greater than that required for the 
average mesh. Therefore, the average mesh has the most efficiency and the best evaluation 
Figure 5. An illustration of the mesh grid and the computational domain considered for longitudinal and cross 
sections
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and has been selected as the optimum mesh for numerical modeling. The grid systems in 
the vertical, lateral and longitudinal directions (stream wise) respectively have 21, 101, 
and 506 lines, and in total they have 1073226 cells. 
Table 2
The results of evaluating the efficiency of the cells’ size and sensitivity analysis of the mesh for the longitudinal 
velocity at a distance of 4 meters upstream
Mesh Size R2 RMSE
Coarse mesh 0.9383 0.0195
Medium mesh 0.9823 0.0107
Fine mesh 0.9771 0.0478
Boundary Conditions. The discharge value must be defined as the input boundary 
condition. The gradient of all the parameters at the output boundary equals zero. Besides, 
the discharge at the downstream side must also be defined as the output boundary condition. 
The ε gradient (the kinetic energy loss) and also the value of k (the kinetic energy) are 
assumed to be zero at the water surface. The flux passing through the bed and wall is null, 
and the law of the wall proposed by Schlichting (1979) is used as in Equation (10), where 
U is velocity, U* denotes shear velocity, K represents a constant coefficient equal to 0.4, 
y is the distance of the wall from the center of the cell, and Ks is roughness equal to d90 in 
the soil gradation curve (Olsen, 1999; Olsen, 2001; Olsen, 2003):
U
U∗
= 1
K
Ln(30y/Ks)      (10)
The analysis was made under clear water conditions, for the maximum scour depth 
occurs under such conditions (assuming a non-rigid bed). The input discharge at the 
upstream side of the channel equaled 60 liters per second. The water depth and the Froude 
number at the channel’s entrance were 20 cm and 0.34, respectively. Also, the channel 
walls and the bed had been assumed rigid.
Initial Conditions.  The input discharge at the upstream side of the channel equaled 60 
liters per second. The water depth and the Froude number at the channel’s entrance were 
20 cm and 0.34, respectively. Also, the channel walls and the bed had been assumed rigid.
RESULTS AND DISCUSSION 
The open-channel flow has a thoroughly three-dimensional structure and is turbulent due 
to the dominant boundary conditions (the input flow intensity as well as bed and wall 
conditions). It is naturally vital to gain sufficient knowledge of hydrodynamic phenomena 
in open-channel flows with no obstacles before investigation of complex flow patterns and 
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the structure of turbulent flows resulting from construction of intact and damaged bridge 
piers. Hence, in every section related to the results of this study, every parameter calculated 
and analyzed in four cases, without the piers, with a damaged pier, with an intact pier, and 
with both intact and damaged piers, has been provided following these results. 
Verification 
First, to validate the results obtained from the numerical model made by SSIIM software, 
they were compared and validated with the experimental results collected by using 
ADV under the same conditions. Figure 6 depicts experimental and numerical results of 
longitudinal velocity components at a cross-section at a distance of 5 m from the upstream 
side of the channel and at mid-channel in four cases (without piers, with a damaged pier, 
with an intact pier, and with both intact and damaged piers). As is observed in these figures, 
in every case, the flow velocity is the minimum near the bed but increases towards the water 
surface where the boundary layer fades. It may be observed in Figure 6 that the highest 
difference between numerical and experimental data is at the layers near the bed. This 
has also been reported in studies of other researchers who have compared ADV collected 
data with those of CFD software programs (Vaghefi et al., 2016c; Vaghefi et al., 2019c; 
Asadollahi et al., 2019). 
(a) (b)
(c) (d)
Figure 6. Comparison of numerical and experimental data for a) Test 1, b) Test 2, c) Test 3, and d) Test 4
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In every case presented in Figure 6, ADV has provided higher values than SSIIM output 
data. Moreover, in Test 1, there is less flow turbulence due to the absence of structures 
on the flow path, and there is a higher correspondence observed between numerical and 
experimental data. Lack of a total correspondence between numerical and experimental 
results in other cases is due to the difference in the nature of the numerical and experimental 
studies. On the other hand, the high sensitivity present in the experimental research due to 
the difficulty of data collection in sensitive areas such as the vicinity of the pier and also 
the contacts between the velocimeter probes and the pier could reduce the accuracy of the 
collected data and lead to differences between numerical and experimental results. Also, 
simplifications made in solving the equations through numerical calculations contribute 
another factor reducing the complete validity of the numerical results. Nevertheless, the 
average error present in every case is less than 5% and it indicates similarity of the results 
obtained through SSIIM software and the experimental results, which is, in fact, indicative 
of data analysis validity. 
Comparison between ADV and PIV Data 
Figure 7 presents longitudinal velocity components at a cross-section at a distance of 5 
m from the upstream sections and at mid-channel for all four cases to compare PIV and 
ADV data. As is clear in the figure, PIV data enjoy a higher unity and number because 
they are collected in-depth and at a specific level. This entails a clearer observation of 
flow variations and higher accuracy in measurements; it is not possible to collect data up 
to the vicinity of the water surface by ADV because the data are collected at a distance of 
5 cm from the probe. As is observed in Figure 7, the values collected by ADV are higher 
than PIV velocity values. Furthermore, again, the difference in these data is evident in the 
values collected near the bed, the issue previously reported by other researchers comparing 
ADV and PIV data (Kara et al., 2012; Tominaga & Nezu, 1991; Nabipour et al., 2018). 
As previously stated, the main advantage of PIV over ADV is the fact that no local 
turbulence and streamline variations occur due to the absence of probes on the flow path 
when measuring velocity, and the accuracy of data measurement is enhanced. Recent years 
have seen numerous studies conducted on 3D velocity components collected using ADV 
by researchers including Goring and Nikora (2002), Shinneeb et al. (2004), Westerweel 
and Scarano (2005), Mori et al. (2007), Duncan et al. (2011), Razaz and Kawanisi (2011), 
Razaz et al. (2013), Islam and Zhu (2013), Yafei (2015), Vaghefi et al. (2017), Vaghefi 
et al. (2019a), and Vaghefi et al. (2019b). There have been studies addressing spike 
data, and proposing an algorithm for removing such data, and they have also proved the 
presence of data inconsistent with the pattern of other data. Nevertheless, the difference 
between the average flow longitudinal velocity data for the conducted experiments has 
been approximately 4% (3.9%), which is negligible, for the same 4% error has also been 
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reported in previous studies (Lemmin & Rolland, 1997); whereas, the error is much bigger 
in transverse and vertical velocity components as well as in turbulence components (Kara 
et al., 2012; Tominaga & Nezu, 1991). 
(a) (b)
(c) (d)
Figure 7. Comparison of ADV and PIV experimental data in a) Test 1, b) Test 2, c) Test 3, and d) Test 4 
Streamlines 
This section investigates streamlines at the cross section and longitudinal section, and 
plans to study the flow pattern under the influence of intact and damaged piers in a channel 
with or without piers.
Streamlines at Cross Sections. Figure 8 depicts an instance of streamlines at a cross-
section at a distance of 5 m from the upstream side of the channel in four different cases. 
As is seen in this figure, the effect of present damaged and intact piers on flow pattern 
variations in the river path is evident, for the streamlines create return flows after colliding 
with the intact pier; whereas, in the case of the damaged pier, the flow passes over the pier 
due to its submergence. The combined effect of damaged and intact piers creates downflow 
streams in the area of the piers, the fact which has resulted in bed shear stress increase; 
therefore, assuming mobile bed conditions, it causes scour in the vicinity of the bridge 
piers. Presence of these downflow streams has also been reported in the studies of other 
researchers including Vaghefi et al. (2018a), where they employed protective structures 
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along with spur dikes, as well as the research where they additionally used submerged, 
short spur dikes (Vaghefi et al., 2016a). Further, a tranquil and semi-stagnant area has been 
formed between the two piers due to the creation of low-velocity streams. This phenomenon 
occurs under the influence of the intact pier located near the inner wall of the channel as 
an obstacle to high-velocity streams.
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Figure 8. An instance of streamlines at cross-section at a distance of 5 m upstream in a) Test 1, b) Test 2, c) 
Test 3, and d) Test 4
Streamlines at Longitudinal Sections. To study the streamlines at longitudinal sections, 
Figure 9 illustrates the results of analysis of these streamlines at mid-channel in four 
different cases. As is observed, when there are no structures on the flow path, the streamlines 
have stretched along the path; whereas, with the installation of the 5 cm-high damaged 
pier, the streamlines at this area shift path into upflow after collision with the pier, and then 
appear downflow after passing over the pier. Downflow streamlines indicate the destructive 
streamlines and suggest the possibility of scour at the downstream side of the pier (Vaghefi 
et al., 2016c); therefore, the flow velocity is expected to decrease in this area. However, it is 
different for the intact pier because it is not submerged, and the downflow streamlines have 
appeared at the upstream side of this intact pier. The effects entailing creation of upflow 
and downflow streams in the vicinity of the pier may be observed on water level variations.
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Streamlines in Plan Views. To observe the influence of the piers in the channel, the study 
of the streamlines in plan is highly critical. As the magnifications of streamlines near the 
water surface in Figure 10 demonstrate, due to submergence of the damaged pier, no 
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Figure 9. An instance of streamlines at longitudinal section at mid-channel in a) Test 1, b) Test 2, c) Test 3, 
and d) Test 4
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significant effects have been observed in streamline variations at the water surface compared 
to the case with no piers installed. Although the streamline density due to presence of the 
pier is observable, the streamline variations are more significant where the intact pier is 
installed. Alteration and collision of the flow with the pier and increase in its density where 
both piers are installed are the combined effects resulting in velocity increase in this case. 
Water Level Variations 
Water level variations along the channel have been depicted in Figure 11 in different 
cases in the presence or absence of piers. As is observed in this figure, the water level is 
significantly influenced by presence of the intact pier, and its variations compared to the 
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Figure 11. Water level variations in a) Test 1, b) Test 2, c) Test 3, and d) Test 4
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installation of the damaged pier are evident. According to this figure, the water level is 
lowered at the downstream side of the intact pier due to the presence of downflow streams, 
and it is raised at the upstream side due to presence of upflow streams. However, this is 
intensified with installation of both piers so that it influences a wider range at mid-channel. 
Bed Shear Stress Variations 
Shear stress is a parameter of high significance. Through knowledge of this parameter, 
assessment of scouring or sedimentation at different points of bed is made viable (Abdi 
Chooplou & Vaghefi, 2019). Therefore, Figure 12 illustrates bed shear stress variations in 
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different cases. Variations in position and the maximum value of bed shear stress affected 
by installation of the pier may be observed in this figure. As seen in Figure 12, installation 
of the piers has moved the maximum bed shear stress from the last one-third of the channel 
to mid-channel, in the vicinity of the piers. It is also observed that in the vicinity of the 
piers, the areas demonstrate less stress as a result of the present tranquil flow; however, at 
the upstream and downstream sides of the piers, the maximum stress occurs. Therefore, 
a 72% increase in the maximum bed shear stress occurs in the case of both piers installed 
as compared to the case with no piers. 
CONCLUSIONS
This study has examined the flow pattern around intact and damaged bridge piers using 
experimental and numerical methods. To this aim, ADV and PIV had been utilized to 
conduct flow pattern experiments. Also, SSIIM was the numerical model used in this study. 
A summary of the most important conclusions obtained from this work is indicated below:
•  A comparison between ADV and SSIIM data indicates the validity of the numerical 
model data and capability of this software to simulate the flow pattern around intact 
and damaged bridge piers.
•  The maximum difference between numerical and experimental data is at layers 
near the bed; however, the total average of the errors in all four cases is 5% and 
acceptable. 
•  The difference between the average flow longitudinal velocities collected using 
ADV and PIV has been approximately 4%, which is negligible.
•  The combined effect of damaged and intact piers creates downflow streams in the 
area of the piers.
•  A tranquil and semi-stagnant area has been formed between the two piers due to 
the creation of low-velocity streams.
•  The maximum water level variations occur in the case with both intact and damaged 
piers installed due to presence of upflow and downflow streams at the downstream 
and upstream sides of the piers. 
•  Installation of damaged and intact piers has moved the position of the maximum 
bed shear stress from the last one-third of the channel to mid-channel. 
•  The maximum bed shear stress has increased by 72% in comparison to the case 
with no piers installed.
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ABSTRACT
Maximum k Satisfiability logical rule (MAX-kSAT) is a language that bridges real life 
application to neural network optimization. MAX-kSAT is an interesting paradigm because 
the outcome of this logical rule is always negative/false. Hopfield Neural Network (HNN) 
is a type of neural network that finds the solution based on energy minimization. Interesting 
intelligent behavior has been observed when the logical rule is embedded in HNN. 
Increasing the storage capacity during the learning phase of HNN has been a challenging 
problem for most neural network researchers. Development of Metaheuristics algorithms 
has been crucial in optimizing the learning phase of Neural Network. The most celebrated 
metaheuristics model is Genetic Algorithm (GA). GA consists of several important operators 
that emphasize on solution improvement. Although GA has been reported to optimize logic 
programming in HNN, the learning complexity increases as the number of clauses increases. 
GA is more likely to be trapped in suboptimal fitness as the number of clauses increases. In 
this paper, metaheuristic algorithm namely Artificial Bee Colony (ABC) were proposed in 
learning MAX-kSAT programming. ABC is swarm-based metaheuristics that capitalized 
the capability of Employed Bee, Onlooker Bee, and Scout Bee. To this end, all the learning 
models were tested in a new restricted learning environment. Experimental results obtained 
from the computer simulation demonstrate 
the effectiveness of ABC in modelling 
MAX-kSAT.
Keywords: Artificial bee colony, exhaustive search 
method, genetic algorithm, Hopfield neural network, 
maximum k satisfiability
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INTRODUCTION
In the past decades, Boolean Satisfiability (SAT) has become a popular subject in artificial 
intelligence (AI) that attracted researchers from various field of studies. There are 
basically two reasons. First, the SAT is a direct transformation from real life application 
to mathematical formulation. In that sense, SAT serves as a foundation for more real-life 
applications such as Very Large Scale Integrated (VLSI) system (Mansor et al., 2016a), 
neural network (Kasihmuddin et al., 2018a), pattern recognition, logic mining and 
knowledge based paradigm. Second, SAT is a foundation to the various algorithm because 
interestingly, there are no efficient algorithms to comply with NP problem compared to 
P problem (Rojas, 2013). Hence, researchers in this field always find the approximation 
algorithm to comprehend SAT problem without the need of mathematical complexity. The 
mentioned reasons motivate the researcher (Kasihmuddin et al., 2017) to incorporate SAT 
with other AI applications. Applications pertaining to the hybrid SAT structure can be used 
to solve various on-demand applications such as scheduling and optimization problem. 
Such realization leads to the creation of a more effective algorithm to satisfy more variant 
of SAT program (Asirelli et al., 1985). Inspired by the extended version of Boolean SAT, 
Maximum k satisfiability (MAX-kSAT) starts to gain popularity in the heart of researcher 
because MAX-kSAT utilized false/negative output compared to other SAT representation 
(Poloczek et al., 2017). MAX-kSAT is commonly known as a logical rule that allocates 
symbolic binary/bipolar value to a Boolean variable with k literals for each neuron that 
satisfies the maximum number of clauses (Lynce et al., 2018).
Execution of the Artificial neural network (ANN) in AI is to acquire knowledge and 
use that information to model the intelligent system that can solve important problems. 
Hopfield Neural Network (HNN) is a dynamical neural system which possesses a memory 
that is associative and consists of interconnected neurons (Layeb, 2012). All neurons in 
HNN work in a dynamical manner with pre-defined threshold to mimic the actual human 
brain mechanism (Hopfield, 1982). The vital characteristics of HNN are the energy 
minimization via Lyapunov energy. Several NP problems such as travelling salesman 
problem (Mérida-Casermeiro et al., 2001), scheduling problem (Liang & Hsu, 1996), N 
Queen (Ohta, 2002) represent the state of a neuron as a possible optimal solution. In this 
case, the neuron state will be “excited” via pre-determined local field and synaptic weight 
will be updated via Hebbian learning. Interestingly, the neurons will iterate until HNN 
converges to minimum energy (possible desired solution). Abdullah (1992) and Sathasivam 
(2006) introduced the merger between two different disciplines by implementing HornSAT 
in HNN. In these studies, HornSAT was converted to Boolean Algebra and the synaptic 
weight of the network was obtained by comparing cost function and Lypunov energy 
function. The most interesting insight from these mergers was, there was a fixed energy 
value for every satisfied clause. This is due to the property of HornSAT that is always 
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satisfiable. More specifically, the sum of all Lyapunov energy value becomes the absolute 
minimum energy for logic programming in HNN. Based on this paradigm, several 
researchers extend the usage of logic programming in the neural network. Hamadneh et al. 
(2012) proposed logic programming in Radial Basis Function Neural Network (RBFNN). 
The proposed network utilized HornSAT and satisfiable clauses in RBFNN. The usage 
of different SAT representation had been extended to kSAT (Mansor et al., 2016b). The 
primary motivation of this extension is the number of variables inside any clause is always 
3k ≤  (Kullmann, 1999). After the introduction of kSAT, this representation has been a 
prominent logical rule in HNN. Several recent studies indicate that kSAT is compatible in 
doing pattern Satisfiability (Mansor et al., 2016a), and very large-scale integration circuit 
modelling (Mansor et al, 2018). The usage of kSAT in HNN also has been extended to 
another hybrid HNN model such as kernel HNN (Alzaeemi & Sathasivam, 2018). All the 
mentioned HNN-kSAT model only focus on satisfiable logic programming. Recently, the 
first attempt in representing non-satisfiable logic programming in HNN has been studied 
by Kasihmuddin et al. (2018b). The proposed model utilized Maximum k Satisfiability in 
doing HNN. The proposed merger created a new horizon in finding the global minimum 
solution although the final logical outcome was negative. 
In another development, a variant of logic programming in HNN has been explored 
by several paradigms such as pattern reconstruction and circuit verifications. This suggests 
an obvious question: could learning phase of HNN be a learning environment with 
predetermined constraints, so that, under suitable condition, the learning model of HNN 
must fulfill the certain learning constraints? This question has been positively discussed 
when Sathasivam and Ng (2013) proposed agent-based modelling (ABM) to simulate 
the environment of logic programming in HNN. Each factor that affects the interaction 
among “agents” is examined by using ABM. Mansor et al. (2016b) proposed VLSI circuit 
configuration by using kSAT in HNN. The proposed method created SAT environment 
based on the circuit configuration which consisted of millions of transistors. Mansor 
et al. (2016a) proposed pattern SAT by embedding kSAT inside some square matrices. 
This finding led to a solid foundation for pattern recognition via kSAT. By introducing 
environmental constraints, the various model could be constructed or tested during the 
learning phase of HNN.
Artificial bee colony (ABC) has been increasingly viewed as an optimization 
technique for continuous problem (Karaboga, 2005). Karaboga and Basturk (2007) 
conducted a comprehensive study to compare the effectiveness of ABC with other existing 
metaheuristics algorithm such as Genetic Algorithm (GA), Particle Swarm optimization 
(PSO) and Differential Evolution (DE). The simulation results illustrated that ABC had the 
best performance compared to other metaheuristic algorithms. Several advancements were 
implemented to improve the accuracy of ABC (Karaboga, 2009; Banitalebi et al., 2015). In 
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another perspective, the usage of binary ABC has been prominent in solving the constraint 
optimization problem. Ozturk et al. (2015) proposed binary ABC for solving 0-1 knapsack 
problem by intelligently adopting genetic operators. Kashan et al. (2012) proposed a binary 
ABC by replacing vector subtraction operator from original ABC algorithm with differential 
expression (Pampará & Engelbrecht, 2011). The proposed expression employed a measure 
of dissimilarity between binary vectors. Another important study in binary ABC was done 
by Jia et al. (2014). This study capitalized bitwise operation to portray the movement 
of employed bee and onlooker bee. The proposed ABC algorithm has been extended to 
HNN-kSAT (Kasihmuddin et al., 2016) where the hybrid network was able to achieve more 
than 95% of global minima ratio with reasonable computation time. Unfortunately, global 
minimum ratio and computational time show very little, the effectiveness of ABC in HNN-
kSAT. In this study, ABC was a learning model for clausal checking in HNN-MAXkSAT 
in a new simulated learning environment. The results showed that ABC displayed the best 
performance for all performance metric in the restricted learning environment. 
MATERIALS AND METHOD
Maximum k Satisfiability
Karp (1972) had elaborated the concept of MAX-kSAT as the generalized variant of 
Boolean satisfiability logical rule structure as compared to the satisfiable logic, namely k 
Satisfiability (kSAT). According to Chu et al. (2019), MAX-kSAT is a complex and well-
known variant of NP-hard problem, commonly being leveraged in various applications 
such as in digital circuit fault detection and encoding various engineering problems. Thus, 
MAX-kSAT has diversified the propositional Boolean Satisfiability logic variant in term 
of finding the optimal interpretation that contributes into negative outcome (Mansor et al., 
2017). Therefore, the general definition of MAX-kSAT is given as follows:
Definition 1.1 (Maximum k Satisfiability)
Given a Boolean conjunctive normal form (CNF), the Maximum k Satisfiability problem 
can be demarcated as searching the interpretation that maximizes the number of satisfied 
unit of clauses for a particular Boolean MAX-kSAT formula.
Similarly, the MAX-kSAT is constructed as a logical rule in CNF with n clauses and 
k variable each. Zhang et al. (2003) had defined the structure of MAX-kSAT as a pair 
of 𝜂, 𝛼  given 𝜂, 𝛼 is the combination of the possible bipolar interpretation, {1, –1}n. In 
addition, 𝜂, 𝛼 is a mapping 𝜂 → Z  which refers to the score of the interpretations where Z  
is scored depending on a particular satisfied clauses. Hence, MAX-kSAT representation 
comprises identifying the best bipolar string assignments in PMAX-kSAT that at the same 
time satisfied at least h  clauses out of m clauses. In the case of MAX-kSAT, the condition 
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will be strictly h < m. The modified MAX-kSAT formula for k = 2 has been coined by 
Kasihmuddin et al. (2018a): 
𝑃𝑀𝐴𝑋−𝑘𝑆𝐴𝑇 = 𝐴 ∨ 𝐵 ∧ 𝐴 ∨¬𝐵 ∧ ¬𝐴 ∨ 𝐵 ∧ ¬𝐴 ∨¬𝐵 ∧ 𝐶 ∨ 𝐷  (1)
where k = 2 denotes the number of literals strictly in a particular clause. 
According to Zhang et al. (2003), there are 2n possible bipolar interpretations for a 
particular MAX-kSAT problem, whereby n  denotes the number of literals. Specifically, 
Equation (1) has no complete interpretation that make PMAX-kSAT to become true or fully 
satisfiable. The computation of the fitness for PMAX-kSAT can be done by using Equation (2).
𝑓𝑃𝑀𝐴𝑋−𝑘𝑆𝐴𝑇 = �𝐶𝑖𝑁𝐶
𝑖=1
       (2)
where NC denotes the number of the clause and Ci  is the number of satisfied MAX-
kSAT clause. A point to ponder for PMAX-kSAT is the fitness value that will never attain the 
maximum number of the clause due to existence of the falsified clauses. Henceforth, MAX-
kSAT will consider the minimum number of falsified clauses in a complete interpretation. 
In this paper, the MAX-kSAT logic programming is carried out in restricted learning in 
HNN. Since, the MAX-kSAT works exceptionally well with the conventional learning in 
HNN (Kasihmuddin et al., 2018b), the impact of restricted learning will be investigated 
extensively in this work. In fact, the MAX-kSAT logic programming is chosen due to the 
negative outcome produced as compared with the kSAT programming. Therefore, the real-
life problem involving the negative outcomes can be encoded in the form of MAX-kSAT 
to be further extracted by the data mining algorithm. 
Hopfield Neural Network
HNN is broadly employed to store and process the patterns due to the capability of its 
content addressable memory (CAM). In particular, HNN is a class of dynamic recurrent 
network with symmetrical connected weight corresponds to the interconnected units 
emulated the biological human brain. The HNN is considered due to a few edges over the 
other variant of recurrent or feedforward neural network. It comprises good characteristics 
namely parallel computation, fast convergence and acceptable capacity of the CAM 
(Hopfield, 1982). Based on the architecture of HNN standpoint, HNN comprises 
nterconnected units called neurons. Hence, the neuron state in HNN is denoted as 
Si (t)
 
where i = 1, 2,......N . Consequently, the bipolar neuron combinations in HNN 
is well represented as 𝑆𝑖 ∈ −1,1 . In this work, the state will updated asynchronously 
per execution. 
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The excitation of the neuron in HNN can be represented mathematically as in Si.
𝑆𝑖 = � 1          𝑖𝑓  �𝑊𝑖𝑗𝑆𝑗 > 𝜉𝑗 −1            𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     (3)
where Wij  is the weight for unit j to i and 𝜉  refers to the threshold of the HNN. The 
implementation of MAX-kSAT in HNN is denoted as HNN-MAXkSAT. In this case, HNN-
MAXkSAT will consider the k neurons per clause. The local field is prominent to properly 
squash the retrieved output before generating the final state. Moreover, the local field 
formulation for k = 3 is shown in Equation (4), whereas for k = 2 is given in Equation 
(5) (Sathasivam et al., 2011). 
ℎ𝑖 = � 𝑊𝑖𝑗𝑘3 𝑆𝑗𝑆𝑘𝑁
𝑘=1,𝑖≠𝑗≠𝑘 + � 𝑊𝑖𝑗2 𝑆𝑗
𝑁
𝑗=1,𝑖≠𝑗≠𝑘 + 𝑊𝑖 1 ,𝑘 = 3     ℎ𝑖 = � 𝑊𝑖𝑗𝑘3 𝑆𝑗𝑆𝑘
𝑁
𝑘=1,𝑖≠𝑗≠𝑘 + � 𝑊𝑖𝑗2 𝑆𝑗
𝑁
𝑗=1,𝑖≠𝑗≠𝑘 + 𝑊𝑖 1 ,𝑘 = 3   (4)
ℎ𝑖 = � 𝑊𝑖𝑗2 𝑆𝑗𝑁
𝑗=1,𝑖≠𝑗≠𝑘 +𝑊𝑖 1 ,𝑘 = 2     ℎ𝑖 = � 𝑊𝑖𝑗2 𝑆𝑗𝑁𝑗=1,𝑖≠𝑗≠𝑘 +𝑊𝑖 1 ,𝑘 = 2     (5)
where i and j are corresponded to neurons N. These local fields determine the effectiveness 
and variability of the final states obtained by HNN. Thus, the generated final interpretation 
classifies whether the solution is overfit or not. Precisely, the updating rule is given as
𝑆𝑖 𝑡+ 1 = 𝑠𝑔𝑛[ℎ𝑖 𝑡 ]      (6) 
The relation is limited to be symmetric and zero diagonal 𝑊𝑖𝑗
2 = 𝑊𝑗𝑖2 ,  
𝑊𝑖𝑖
2 = 𝑊𝑗𝑗2 = 𝑊𝑘𝑘2 = 𝑊𝑖𝑖𝑖3 = 𝑊𝑗𝑗𝑗3 = 𝑊𝑘𝑘𝑘3 = 0  which further derive and formulate 
the final energy of respective variant of HNN-MAXkSAT as given: 
𝐻𝑃𝑀𝐴𝑋2𝑆𝐴𝑇 = −12 � � 𝑊𝑖𝑗2𝑁
𝑗=1,𝑖≠𝑗 𝑆𝑖𝑆𝑗
𝑁
𝑖=1,𝑖≠𝑗 −�𝑊𝑖 1
𝑁
𝑖=1
𝑆𝑗,𝑘 = 2
     
𝐻𝑃𝑀𝐴𝑋2𝑆𝐴𝑇 = −12 � � 𝑊𝑖𝑗2𝑁
𝑗=1,𝑖≠𝑗 𝑆𝑖𝑆𝑗
𝑁
𝑖=1,𝑖≠𝑗 −�𝑊𝑖 1
𝑁
𝑖=1
𝑆𝑗,𝑘 = 2
 
(7)
𝐻𝑃𝑀𝐴𝑋3𝑆𝐴𝑇 = −13 � � � 𝑊𝑖𝑗𝑘3 𝑆𝑖𝑆𝑗𝑆𝑘𝑁
𝑘=1,𝑖≠𝑗≠𝑘
𝑁
𝑗=1,𝑖≠𝑗≠𝑘
𝑁
𝑖=1,𝑖≠𝑗≠𝑘  
     −
12 � � 𝑊𝑖𝑗2 𝑆𝑖𝑆𝑗𝑁
𝑗=1,𝑖≠𝑗
𝑁
𝑖=1,𝑖≠𝑗 −�𝑊 𝑖=11 𝑆𝑗
𝑁
𝑖=1
,𝑘 = 3    − 12 � � 𝑊𝑖𝑗2 𝑆𝑖𝑆𝑗𝑁
𝑗=1,𝑖≠𝑗
𝑁
𝑖=1,𝑖≠𝑗 −�𝑊 𝑖=11 𝑆𝑗
𝑁
𝑖=1
,𝑘 = 3 (8)
≥
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Therefore, for the cumulative cases, all permutations that involves i , j, and k for 
MAXkSAT clauses are considered. Ultimately, the final energy recorded by HNN-
MAXkSAT is always stable (Zhang et al., 2016) and reduces with the dynamics 
(Sathasivam, 2008). 
Restricted Learning in HNN-MAXkSAT
The ability of HNN-MAXkSAT to adapt to change in its environment provide vital insight 
into the effectiveness of the learning model. In this section, restricted learning paradigm 
was implemented to HNN-MAXkSAT for the first time.  During learning phase, the initial 
neuron state of iS  that represents the variable in MAXkSAT is given by
𝑆𝑖 = 𝑆1,𝑆2,𝑆3,𝑆4, … ,𝑆𝑁      (9)
By examining the inconsistencies of the MAX-kSAT logical rule, the learned neuron 
assignment must minimize the cost function 
MAXkSATP
E  .
𝑚𝑖𝑛 𝐸𝑃𝑀𝐴𝑋𝑘𝑆𝐴𝑇        (10)
where 0
MAXkSATP
E ≠  for all MAX-kSAT clauses. The neuron state will be updated based 
on the following condition
𝑆𝑖 = � 𝑆𝑖 ∶ 𝑆𝑖 ∈ −1,1  , 𝑖 ∈ 𝐼},  𝑁𝐻 ≤ 𝛺 𝑆𝑖𝑛𝑒𝑤  , 𝑁𝐻 > 𝛺    (11) 
where I  is an index set and NH, Ω𝜖 I . NH and Ω are defined as learning iteration and 
maximum iteration reprectively (Xu et al., 2019). In other words, the proposed HNN-
MAXkSAT models will search the correct interpretation until NH > Ω . The new state of 
new
iS  emerges and proceeds to retrieval phase of HNN. This simulated learning environment 
is completely different than HNN proposed in Sathasivam (2010) and Mansor et al. (2017). 
The learning iteration of HNN in the mentioned work is increased indefnitely Ω→∞until 
MAXkSATP
E  reached the desired minimum value. The restricted learning paradigm of HNN-
MAXkSAT is defined as RHNN-MAXkSAT models. Figure 1 shows the implementation 
of kSAT programming in HNN in restricted learning environment. 
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Genetic Algorithm
Genetic algorithm (GA) is popular state of the art metaheuristic algorithm that reduce the 
burden of the computation in optimization problem without usage of complex Mathematical 
equation. It started with Golberg and Holland (1988) that had meticulously proven the 
idea of solution improvement in every iteration. Kasihmuddin et al. (2016) proposed an 
HNN embedded with kSAT system integrated with GA during the learning phase. The 
implementation of GA during learning phase of HNN-MAXkSAT is defined as RHNN-
MAXkSATGA. Bipolar strings in this particular case is representing the possible satisfied 
assignments of RHNN-MAXkSATGA. The stages involved in RHNN-MAXkSATGA are 
as follows: 
Stage 1: Initialization. 100 bipolar string will be generated where each element of 
{1, –1} is denoted by True and False. 
Stage 2: Fitness Evaluation. Bipolar string from stage 1 will be evaluated based on 
the following equation:
𝑓𝑀𝐴𝑋−𝑘𝑆𝐴𝑇 = 𝑚𝑎𝑥 𝐶1 𝑥 + 𝐶2 𝑥 + 𝐶3 𝑥 … . . +𝐶𝑁 𝑥  (12)
where C1,C2 ,C3.....CN  are the clause verified using by GA and N represents the 
Figure 1. Restricted Learning Environment
Begin
Initial Neuron State, 𝑆𝑖
Learning Model
New Neuron State, 𝑆𝑖𝑛𝑒𝑤
𝑁𝐻 ≤ Ω 𝐸𝑃𝑀𝐴𝑋2𝑆𝐴𝑇
𝐸𝑃𝑀𝐴𝑋2𝑆𝐴𝑇 ≠ 𝐿
𝐸𝑃𝑀𝐴𝑋2𝑆𝐴𝑇 = 𝐿
End
YES
NO
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clause number depicted in the formula. The choice of fitness function in Equation 
(12) is crucial to avoid the possible local maxima due the floating number produced 
during iteration.
Stage 3: Selection. Ten (10) bipolar strings that acquire the highest number of satisfied 
clauses will be selected. The selection process will dismiss potential non-fit MAX-
kSAT solution.
Stage 4: Bipolar Crossover. The exchange of information between two sub-structure 
of bipolar string occurred randomly. The position of the crossover will be selected 
randomly. The main purpose of crossover is to diversify the potential fitness of the 
offspring.
Prior to crossover
Bipolar string X = -1 1 -1 -1 -1 -1 -1 -1
Bipolar string Y = 1 -1 -1 -1 1 1 1 -1
Post crossover
Bipolar string X = 1 1 -1 -1 -1 -1 -1 -1
Bipolar string Y = 1 -1 -1 -1 1 -1 1 -1
Stage 5: Mutation. Mutation includes state exchange from 1 to -1 or -1 to 1. As 
a general point, mutation will potentially increase the average fitness of the whole 
solution and reduce the fitness of the low fit bipolar string. Stage 1 to 5 is repeated for 
until it reaches predetermined number of generations.
Artificial Bee Colony
ABC is a well-known swarm optimization method in finding near optimal solution. Since 
inconsistencies of bipolar string can be easily described as a cost function of MAX-kSAT 
logic, the perspective of ABC shifted toward bipolar optimization (Ning et al., 2018). 
In this case, the integration of ABC during the learning phase of HNN is abbreviated 
as RHNN-MAXkSATABC. The bipolar string is represented as a food source and bees 
were entrusted to locate the optimal food source (Karaboga & Basturk, 2008). The three 
optimization layers in ABC namely employed bees, onlooker bees and scout bee will 
explore the global solution of the search space (Zhang & Zhang, 2017). During the learning 
phase, the fittest bee is the one with the highest fitness value. The main stages of ABC in 
RHNN-MAXkSATABC is as follows:
Stage 1: Initialization. 50 employed bees, 50 onlooker bees and 1 scout bee are 
initialized. Each bee carries bipolar string of MAX-kSAT which is denoted by True 
and False.
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Stage 2: Verification of Fitness. The fitness of each bee in Stage 1 (except for scout 
bee) will be evaluated based on the Equation (2). 
Stage 3: Employed Bee Stage. In this stage, employed bee will identify new food 
position for Employedijv  (bipolar string) in a given neighbourhood. The location of the 
food is given as follows
𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 = 𝑦 ∨    𝑦 ∧ 𝑦   (13)
where 
𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 = 𝑦𝑖𝑗 ∨ 𝜙𝑖𝑗     𝑦𝑖𝑗     𝑦𝑘𝑗 food source at initial stage 
𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 = 𝑦𝑖𝑗 ∨ 𝜙𝑖𝑗     𝑦𝑖𝑗     𝑦𝑘𝑗food source that is observed 
𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 = 𝑦𝑖𝑗 ∨ 𝜙𝑖𝑗     𝑦𝑖𝑗     𝑦𝑘𝑗 variables where,
𝜙𝑖𝑗 = � 1,𝑟𝑎𝑛𝑑 0,1 < 0.5 −1,𝑟𝑎𝑛𝑑(0,1) ≥ 0.5∧
⨂  is a ‘XOR’ operator 
∧
⨂
 is an ‘AND’ operator 
𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 = 𝑦𝑖𝑗 ∨ 𝜙𝑖𝑗     𝑦𝑖𝑗     𝑦𝑘𝑗 is an ‘OR’ operator
Stage 4: Onlooker Bee Stage. Onlooker bees were selected food source based on the 
fitness of the employed bees in stage 3. The new position of the food source is based 
on roulette wheel selection (RWS) (Goldberg & Deb, 1991). The probability model 
for information exchange is given as 
𝑝𝑖
𝑂𝑛𝑙𝑜𝑜𝑘𝑒𝑟 =           𝑓𝑣𝑖𝑗𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑               (14)
where �𝑓𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑
𝑆𝑁
𝑖=1
 portrays targeted RHNN-MAXkSAT fitness and SN shows the 
bee’s group count. Similar to Equation (13), onlooker bees are seeked for the closest 
food origin by using the following equation
𝑣𝑖𝑗
𝑂𝑛𝑙𝑜𝑜𝑘𝑒𝑟 = 𝑦𝑖𝑗 ∨ 𝜙𝑖𝑗      𝑦𝑖𝑗      𝑦𝑘𝑗     (15)
∧
⨂
�𝑓𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑
𝑆𝑁
𝑖=1
∧
⨂ ∧
⨂
𝑖𝑗
𝑖𝑗
𝑖𝑗𝑖𝑗 𝑘𝑗
𝑘𝑗
𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 𝑦𝑖𝑗 𝜙𝑖𝑗     𝑦𝑖𝑗     𝑦𝑘𝑗𝑖𝑗
𝑖𝑗 𝑖𝑗𝑖𝑗 𝑘𝑗𝑖𝑗
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where all the variable in Equation (15) are similar with the information given in 
Equation (13). Stage 1 until Stage 4 is repeated until the pre-determined trials.
Stage 5: Scout Bee Stage. If the position of the food for employed bees cannot be 
improved through the number of trials, scout bee abandons the current food source. 
Bipolar state in scout bee will be randomly generated. If the food source obtained 
f
vij
Onlooker = fNC or fvijEmployed = fNC , the best bipolar assignment is outputted.
Implementation RHNN-MAXkSAT Model
The robustness of the learning method is a very critical criterion of any given network. 
Worth mentioning that, the earliest celebrated optimization learning model in HNN was 
proposed by Sathasivam (2006) and Sathasivam (2010). The mentioned paper proposed 
Exhaustive Search (ES) in finding the correct HornSAT interpretation during the learning 
phase of HNN. In this case, ES is a conventional method during the learning phase of 
RHNN-MAXkSAT. The learning phase of all RHNN-MAXkSAT models is used to derive 
the optimal cost function by maximizing the number of satisfied clauses in MAXkSAT. 
Hence, the main task of the proposed network is to create a “model” that behave according 
to MAXkSAT logical rule. The following algorithm shows the implementation of RHNN-
MAXkSAT models:
1. Transform MAX-kSAT clauses to Boolean algebra (if applicable). 
2. Neurons is assigned to respective variable in MAX-kSAT clauses.
3. By defining the inconsistencies of MAX-kSAT, derive the cost function by 
assigning 𝑋 = 12 1 + 𝑆𝑋  and 𝑋� = 12 1− 𝑆𝑋 . The neuron’s state shows true if 
SX = 1 and false if SX = –1. In this case, variable inside each clause is connected 
with addition 𝑣𝑖𝑗
𝐸𝑚𝑝𝑙𝑜𝑦𝑒𝑑 = 𝑦𝑖𝑗 ∨ 𝜙𝑖𝑗     𝑦𝑖𝑗     𝑦𝑘𝑗 and the overall clause is connected by multiplication (∧
⨂
). 
4. Bipolar assignment that minimizes the cost function will be obtained via ES, GA 
and ABC. The proposed learning model will exit the learning loop if NH ≥ Ω.
5. Obtain the synaptic weight matrix of the HNN model corresponds –MAXkSAT 
logical rule. 
6. Compute the lowest minimum energy of –MAXkSAT by using Equation (7) and 
Equation (8).
7. Compute the final neuron state via Equation (4) and (5). 
8. By using Equation (6) and Equation (7), calculate the final energy of the neuron 
state in step 7. 
In order to obtain a fair comparison among all RHNN-MAXkSAT models, all source 
code is implemented via Microsoft Visual Basic C++ 2013 for Windows 10. Similar device 
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is used in every simulation to avoid the possible bad sector. Table 1 to Table 3 show all the 
parameters involved in each RHNN-MAXkSAT models. 
Table 1
List of Parameters in RHNN-MAXkSATES
Parameter Parameter value
Neuron Combination 100
Tolerance Value (Tol) 0.001
Ω 103 and 105
No_String 100
Selection_Rate 0.1
Table 2
List of Parameters in RHNN-MAXkSATGA
Parameter Parameter value
Neuron Combination 100
Tolerance Value (Tol) 0.001
Ω 103 and 105
No_Chromosomes 100
Selection_Rate 0.1
Mutation_rate 0.01
Generation 1000
Table 3
List of Parameters in RHNN-MAXkSATABC
Parameter Parameter value
Neuron Combination 100
Tolerance Value (Tol) 0.001
Ω 103 and 105
No_Employed 50
No_Onlooker 50
No_Scout 1
Trial 10
Limit 100
RESULT AND DISCUSSION
Compared to previous HNN model such as Kasihmuddin et al. (2017), this experiment 
has been proposed in a restricted learning environment. In relation with several studies 
done by Cai et al (2016), all the proposed RHNN-MAXkSAT model were tested up to 400 
variables. The learning iteration for all proposed models had been restricted to iterate up 
to Ω = 103 and Ω = 105. 
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Figure 2. Root Mean Square Error (RMSE) of RHNN-MAX2SAT models
Figure 3. Root Mean Square Error (RMSE) of RHNN-MAX3SAT models
Figure 4. Mean Absolute Error (MAE) of RHNN-MAX2SAT models
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Figure 6. Mean Absolute Percentage Error (MAPE) of RHNN-MAX2SAT models
Figure 7. Mean Absolute Percentage Error (MAPE) of RHNN-MAX2SAT models
Figure 5. Mean Absolute Error (MAE) of RHNN-MAX3SAT models
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Figure 9. Symmetric Mean Absolute Percentage Error (SMAPE) of RHNN-MAX2SAT models
Figure 8. Symmetric Mean Absolute Percentage Error (SMAPE) of RHNN-MAX2SAT models
Table 4
Zm of RHNN-MAX2SAT models
NN RHNN-MAX2SATES RHNN-MAX2SATGA RHNN-MAX2SATABC
12 1 1 1
24 0.99 1 1
36 0.9925 1 1
48 0.812 1 1
60 0.657 1 1
72 0.3158 1 1
84 0.007 1 1
96 0 1 1
108 0 1 1
120 0 1 1
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Table 5
 Zm of RHNN-MAX3SAT models
NN RHNN-MAX3SATES RHNN-MAX3SATGA RHNN-MAX3SATABC
9 0.9984 1 1
18 0.7551 1 1
27 0.6458 1 1
36 0.5626 1 1
45 0.3503 1 1
54 0.1867 1 1
63 0.1414 1 1
72 0.0322 1 1
81 0.0065 0.9999 1
90 0 0.9985 1
Figure 2, Figure 3, Figure 4, Figure 5 and Table 4 demonstrate the value of RMSE, 
MAE, MAPE, SMAPE and Zm respectively for all RHNN-MAXkSAT models. Learning 
errors (RMSE, MAE, SMAPE and Zm) are the benchmark for accuracy and Zm is a 
benchmark for the feasibility of the RHNN-MAXkSAT model. The result is very significant 
because the successful implementation of RHNN-MAXkSAT model shows the HNN system 
is adaptable to –MAXkSAT logical rule. Worth mentioning that, the final outcome of the 
network is negative and the induced final state were expected to achieve the maximum 
number of satisfied clauses. The result in Figure 2 to Figure 9 and Table 4 and Table 5 
allow the following observations:
1.  RHNN-MAXkSATABC provides the best result in terms of RMSE, MAE, MAPE, 
and SMAPE. RHNN-MAXkSATES is only capable of managing a smaller number 
of clauses.
2.  RHNN-MAXkSATGA requires more iteration to develop the fitness of bipolar 
string before effective crossover could take place. This is due to a large number 
of the non-fit bipolar string during an early stage of RHNN-MAXkSATGA. 
3.  RHNN-MAXkSATABC is reported to obtain the most consistent bipolar string 
during the learning phase. Interaction and exchange of information between 
employed bee and onlooker bee by using Equation (13) to Equation (15) reduce 
the possibility of the network to reach the scout bee phase.
4.  After NN = 20, the final neuron state in RHNN-MAXkSATES is approaching 
maximum metric error. In this case, the learning phase was trapped in trial and 
error state.
RHNN-MAXkSATABC has the best value of Zm (approaching 1) compared to the other 
learning model. It was observed (refer Table 4 and 5) that more than 95% of the final state 
of the neuron in RHNN-MAXkSATABC and RHNN-MAXkSATGA achieved the global 
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minimum solution. It is likely due to the learning rate acquired by both models increase 
the storage capacity of RHNN-MAXkSAT. The observation can be further explained in 
Sathasivam (2010) where higher relaxation time during the learning phase will increase 
the value of Zm. In another perspective, the value for the ratio of satisfied clauses (RSC) 
for RHNN-MAXkSATGA and RHNN-MAXkSATABC are consistently 0.857143 for k = 2 
and 0.9091 for k = 3 restricted learning environment. All RSC values have good agreement 
with the analytical study done by Paul et al. (2016).
CONCLUSION
In this paper, three hybrid learning models in doing –MAXkSAT were proposed. All the 
proposed hybrid networks were tested in a restricted environment where NH ≤ Ω. On 
the basis of results obtained by simulation, RHNN-MAXkSATABC is the best network 
compared to other RHNN-MAXkSAT models. On the other hand, the integrated approaches 
proposed here provide a few options that can help the neural network deal with a false 
or negative outcome. It suggests that there are countless real-life applications that give 
significance to the negative result. The proposed method is a solid foundation to other 
SAT representation such as Majority Satisfiability, Minimum Satisfiability, and Weighted 
Satisfiability.
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ABSTRACT
This study aims to evaluate a continuous flow model that involves a ramp area at kilometer 
31.6 on the highway from Shah Alam to Kuala Lumpur, to analyze the findings of numerical 
results of instantaneous speed ratios and to observe the convergence patterns for each 
section. The continuous flow model assumes traffic flow to be similar to the heat equation 
in regard to the concept of the one-dimensional viscous flow of a compressible fluid. For 
the methodology, for solving an initial value-boundary value problem, an initial condition 
together with a set of boundary conditions are required to solve the partial differential 
equation. The boundary conditions are chosen to assess the suitableness of the design of 
the entrance ramp in Malaysia, which is for right hand drive traffic. Highway traffic data 
were collected on the tapered acceleration 
lane and obtained by the videotaping 
method. The Maple programming language 
was used to write a numerical code in order 
to evaluate the instantaneous speed ratio in 
terms of a Fourier series. Our results show 
that the realistic results of instantaneous 
speed ratios on the ramp at kilometer 31.6 
from Shah Alam to Kuala Lumpur are 
acceptable when compared to the theoretical 
results. Therefore, a very minimal collision 
rate is expected due to the well-designed 
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ramp at kilometer 31.6 from Shah Alam to Kuala Lumpur. It is beneficial to study the 
mathematical model and theories of traffic flows on the merging area to enhance the 
efficiency of the traffic flowing on highways. 
Keywords: Continuous flow model, heat equation, highway operation, macroscopic model, partial differential 
equation
INTRODUCTION
Presently, highways are the main road system in the movement of traffic and goods. 
Highways have provided the motorist with a high level of service. In the 1950s, the highway 
concept appeared from the roadway concept (Adnan, 2007). Many researchers and highway 
planners in the field of highway design and traffic engineering have shown their interest 
in cars following theories and models. 
Macroscopic models of traffic flow consider the flow of traffic to be similar to the 
physical flow of fluid (Lazar et al., 2016). Traffic dynamics are described as a function of 
space and time corresponding to the partial differential equation of aggregate macroscopic 
quantities such as traffic density, traffic average flow or velocity (Lazar et al., 2017). As 
mentioned by Drew (1964), continuous flow models are realistic when applied to freeway 
traffic flow. 
The available research on highways mostly focuses on physical studies rather than 
evaluating mathematical models. In addition, the research develops car theories and models 
macroscopically for traffic that is left hand drive, for example Lighthill and Witham (1955), 
Harr and Leornads (1962) and Drew (1964). Research by Reddy (1966) based the theory 
of traffic flow on the one-dimensional movement of fluid or gas. In the past 20 years, 
most of the research undertaken focused on developing a new car theory and models, for 
instance models by Daganzo (2002), Wong and Wong (2002), Mathew (2014) and Van 
Wageningen-Kessels et al. (2015). 
This paper focuses on a continuous flow model for traffic flowing onto the merging 
area of a ramp at kilometer 31.6 on the highway from Shah Alam to Kuala Lumpur. One 
of the macroscopic models in use is the continuous flow model which originated from the 
hydrodynamic analogy of vehicle flow. This is based on the assumption that the traffic flow 
on highways operates in the same way as a one-dimensional viscous flow of compressible 
fluid. The parameters that are used in this paper are instantaneous speed ratio and easiness 
to flow F0. Both parameters are important in evaluating the continuous flow model.
Reddy (1966) took the Fourier series solution to the first iterations only. We tried to 
set the equation restricted to a number of iterations, n. We used the number of iterations 
n instead of tolerance as a stopping criteria because we wanted to see the pattern of the 
convergence for every selected easiness to flow value, F0. Reddy (1966) used the parameter 
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easiness to flow F0 as a dependent variable, which is similar to our study. This means it 
is appropriate to compare our results with the theoretical results stated by Reddy (1966). 
The motivating pressure potential P corresponds to the fluid dynamic relationship 
between flow velocity and potential velocity. Hence, the velocity of vehicles between 
two points depends on the difference in potential at these points (Harr & Leonards, 1962). 
Thus, we assume that the motivating pressure potential P is similar to the theory of one-
dimensional viscous flow of compressible fluid. 
The findings of this study will give a better understanding of the continuous flow 
model as well as methods for improving the design of the entrance ramp at kilometer 31.6 
on the highway from Shah Alam to Kuala Lumpur. The results obtained are important for 
evaluation and decision-making relating to traffic flow ramp design. 
The objectives of this paper are (a) to evaluate the continuous flow model by 
determining the instantaneous speed ratio for every selected value of the parameter easiness 
to flow F0 on a ramp area at kilometer 31.6 from Shah Alam to Kuala Lumpur,(b) to 
analyze the findings of the numerical results of the instantaneous speed ratios for every 
selected easiness to flow F0 value, and (c) to observe the pattern of the convergence for 
every selected easiness to flow F0 value.
METHODS
These notations are used throughout the paper.
P = Motivating pressure potential,
X = A specific position along the highway,
L = A particular length of highway upstream of the merging point,
V = Vehicle speed,
t = Time,
Q = Highway volume per time t,
Rw = Number of ramp vehicles merging per time t,
Rv = Number of ramp vehicles merging per length L,
𝑉(𝑋, 𝑡)
𝑉�
 = Ration of instantaneous speed at a point X, to the average of length L,
F0 = Parameter easiness to flow,
n = Number of iterations.
The general heat Equation (1) is given as:
𝜕2𝑃
𝜕𝑋2
− 𝑎2
𝜕𝑃
𝜕𝑡
= 𝐶      (1)
where a2 and C are constant.
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A set of boundary conditions is required to solve the Partial Differential Equation 
(PDE) in (1). Some of the boundary conditions are explained as in Equation (2), (3) and (4).
The driver is ignorant of the changes in the motivating pressure potential ahead on 
the highway at time t = 0.
𝑃 𝑋, 0 =  𝑃0      (2)
Pressure potential changes at the entrance ramp due to the merging of vehicles, which 
is at distance X = L from initial potential to P0 to P1,
𝑃(𝐿, 𝑡) = 𝑃1      (3)
The pressure potential is P0 and the vehicles are unaffected by the entrance ramp 
ahead at X = 0. 
𝑃(0, 𝑡) = 𝑃0      (4)
Figure 1. Illustration of the highway and entrance ramp with boundary conditions (BCs).
The mathematical model is represented in the following initial boundary value problem 
as in Equation (5), (6), (7) and (8). 
𝑃𝑋𝑋 = 𝑎2𝑃𝑡 + 𝐶 ,             0 ≤ 𝑋 ≤ 𝐿, 𝑡 > 0  (5)
𝑃 0, 𝑡 = 𝑃0,               𝑡 > 0 𝑃 0, 𝑡 = 𝑃0,               𝑡 > 0   (6)
𝑃 𝐿, 𝑡 = 𝑃1                       𝑡 > 0 𝑃 0, 𝑡 = 𝑃0,             𝑡 > 0   (7)
𝑃 𝑋, 0 =  𝑃0   𝑃 𝑋, 0 = 𝐹 𝑋            0 < 𝑋 < 𝐿  (8)
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The solution of the initial boundary value problem (IBVP), as in Equations (1), (2), (3) 
and (4), is carried out using the separation of variables (SOV) method as follows:
𝑃∞𝑛 = 𝑉 𝑋, 𝑡
𝑉
= 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋
+� 0.2𝑅𝑣𝐿 −1 𝑛
𝑄
−𝑐𝑜𝑠
𝑛𝜋 − 1
𝑛2
+ 2 −1 2𝑛−2 ⋅ 𝑒−𝑛2𝐹0 ⋅ 𝑐𝑜𝑠 𝑛𝜋𝑋
𝐿
∞
𝑛          
𝑃𝑛 = 𝑉 𝑋, 𝑡
𝑉
= 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋
+� 0.2𝑅𝑣𝐿 −1 𝑛
𝑄
−𝑐𝑜𝑠
𝑛𝜋 − 1
𝑛2
+ 2 −1 2𝑛−2 ⋅ 𝑒−𝑛2𝐹0 ⋅ 𝑐𝑜𝑠 𝑛𝜋𝑋
𝐿
∞
𝑛
0.2𝑅𝑤
𝑄
∞
𝑛=1
𝑃𝑛
𝑉 𝑋, 𝑡
𝑉
𝑅𝑤
𝑄𝐿
𝐿 𝑋
. 𝑅𝑣𝐿 𝑛
𝑄
𝑐𝑜𝑠
𝑛𝜋
𝑛2
2𝑛 2 ⋅ 𝑒 𝑛2𝐹0 ⋅ 𝑐𝑜𝑠 𝑛𝜋𝑋
𝐿𝑛
          (9)
The Fourier series of the solution as shown in Equation (9) needs to be set with the 
number of iterations n such that the infinite iteration in Equation (9) is restricted to a number 
of iterations. This is a necessity to handle the time-consuming and memory-consuming 
process of the numerical computations. 
In this step, we want to investigate the number of the iterations needed in order to get 
the convergence values of instantaneous speed ratio with an acceptable error. We can take 
the first iteration P1, the second iteration P2, third iteration P3 and so on. The equations 
after we place the number of iterations n in (9) are shown respectively as in Equation (10), 
(11), (12), (13) and (14):
𝑃1 = 𝑉 𝑋, 𝑡
𝑉
= 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0 𝑐𝑜𝑠 𝜋𝑋𝐿  (10)
𝑃2 = 𝑉 𝑋, 𝑡
𝑉
= 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0 𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0 𝑐𝑜𝑠 2𝜋𝑋𝐿
    𝑃2 = 𝑉 𝑋, 𝑡
𝑉
= 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0 𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0 𝑐𝑜𝑠 2𝜋𝑋𝐿      (11)
𝑃3 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿
    
𝑃3 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿   (12)
𝑃4 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿 + 2𝑒−16𝐹0𝑐𝑜𝑠 4𝜋𝑋𝐿
    𝑃4 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿 + 2𝑒−16𝐹0𝑐𝑜𝑠 4𝜋𝑋𝐿   (13)
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𝑃5 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿 + 2𝑒−16𝐹0𝑐𝑜𝑠 4𝜋𝑋𝐿 + 2− 0.4𝑅𝑤25𝑄 𝑒−25𝐹0𝑐𝑜𝑠 5𝜋𝑋𝐿
   𝑃5 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿 + 2𝑒−16𝐹0𝑐𝑜𝑠 4𝜋𝑋𝐿 + 2− 0.4𝑅𝑤25𝑄 𝑒−25𝐹0𝑐𝑜𝑠 5𝜋𝑋𝐿
   𝑃5 = 𝑉(𝑋, 𝑡)𝑉� = 1 + 𝑅𝑤2𝑄𝐿 𝐿 − 2𝑋 + 2− 0.4𝑅𝑤𝑄 𝑒−𝐹0𝑐𝑜𝑠 𝜋𝑋𝐿 + 2𝑒−4𝐹0𝑐𝑜𝑠 2𝜋𝑋𝐿 + 2− 0.4𝑅𝑤9𝑄 𝑒−9𝐹0𝑐𝑜𝑠 3𝜋𝑋𝐿 + 2𝑒−16𝐹0𝑐𝑜𝑠 4𝜋𝑋𝐿 + 2− 0.4𝑅𝑤25𝑄 𝑒−25𝐹0𝑐𝑜𝑠 5𝜋𝑋𝐿      (14)
Highway traffic data were provided by the Faculty of Civil Engineering, Universiti 
Teknologi Mara (UiTM) under file code 600/IRDC/ST/5/3/1102. The data were collected 
from a tapered acceleration lane using a videotaping method. This research involves a 
ramp area at kilometer 31.6 on the highway from Shah Alam to Kuala Lumpur where L 
(the length of the highway upstream of the merging area point) and X (a specific position 
along the highway) are varied in 20 m increments.  
The Maple programming language (Maple 2017) was used to write a code to evaluate 
the Fourier series with a finite number of iterations, P1, P2, P3, P4 and P5 as Equations 
(10), (11), (12), (13) and (14). All the values of P1, P2, P3, P4 and P5 are instantaneous 
speed ratios. According to Reddy (1966) the instantaneous speed ratio can be predicted if 
the accuracy of easiness to flow F0 is 1 or above. However, the theory of easiness to flow 
F0 has never been observed. Reddy (1966) suggested the easiness to flow F0 computation 
was restricted to Rw/Q being less than 5.0.
Hence, the values of the easiness to flow parameter F0 range from 0.1 to 5.0. The 
location along the highway X/L is plotted on the x-axis and instantaneous speed ratio is 
plotted on the y-axis.
RESULTS AND DISCUSSION
Instantaneous Speed Ratio and Error │Pn –Pn–1│
This section discusses the results of the numerical errors │Pn –Pn–1│ of Equation (9) that 
describe the instantaneous speed ratio on the ramp at kilometer 31.6 from Shah Alam to 
Kuala Lumpur. On this specific ramp, we have the values of the volume of traffic on the 
highway per time Q the ramp vehicles merging per time Rw and the length of section L which 
are given by 6482 vehicles per hour (vph), 774.656 vph and 170 meters, respectively. Table 
1-5 show the numerical results of Pn  and the numerical errors │Pn –Pn–1│ of Equation (9) 
where 1 ≤ n ≤ 5, n ϵ N for easiness to flow F0 = 0.50, 0.70, 1.00, 3.00 and 5.00.
The numerical results of Pn are important for us to see the pattern of instantaneous 
speed ratio along the merging area. These realistic results are necessary to compare with 
the theoretical results as mentioned in Reddy (1966) (Figure 1). The similarity of the 
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patterns for realistic and theoretical results gives the impression that the design of the 
ramp on at kilometer 31.6 from Shah Alam to Kuala Lumpur is acceptable and satisfactory. 
The calculations of errors │Pn –Pn–1│ are important to analyze how accurate and fast the 
convergence of solution Pn is for each of the easiness to flow F0 values. This is essential 
to observe whether or not the series solution in Equation (9) is a fast converging series. 
From our observations, when the easiness to flow F0 is approaching 5.00, the reading 
values of instantaneous speed ratio converge faster as shown in Tables 1-5. Note that some 
of the numerical values of the error for instantaneous speed ratio in Tables 3-5 appear as 
zero due to the limitation of up to only double precision in computing the numbers.
Instantaneous Speed Ratio–Distance Graphs
In this study, the series solution in Equation (9) is taken up to the fifth iteration P5. A 
programming code was written in the Maple programming language (Maple 2017) for the 
evaluation of the Equations (10), (11), (12), (13) and (14). The results for the instantaneous 
speed ratio on the ramp at kilometer 31.6 from Shah Alam to Kuala Lumpur will be 
elaborated upon below.
This section discusses plotted data for the first iteration P1, second iteration P2, third 
iteration P3, fourth iteration P4 and fifth iteration P5 which are presented in Figure 2-4. 
The instantaneous speed ratio for all of easiness to flow F0 values continuously decreased 
from the starting point 0 to the length L. Note that the instantaneous speed ratio is almost 
static at value 1 whenever the parameter easiness to flow F0 is approaching 5.00. Note 
also that the curves are declining with steeper slopes for lower F0.
As we can see in Figure 2, when the number of iterations n is equal to 1(n = 1), the 
graph intersects at the middle of L i.e. X = L/2. The negative values for the instantaneous 
speed ratio at specific position X at X =140 meters until X = 170 meters for easiness to flow 
F0 = 0.50 and F0 = 0.70 do not mean the vehicles were traveling in the opposite direction 
or returning back, since the first iteration P1 still does not reach the desired solution. We 
note that as the number of iterations increases (Figure 3-6), all the negative values of the 
instantaneous speed ratio trend toward values that are ≥ 0. Figure 6 shows the graph of the 
instantaneous speed ratio versus position X when we increase the number of iterations n 
to be equal to five n = 5. The values of instantaneous speed ratio do not differ much after 
n = 5 since the errors │P5 –P4│ trend toward 0 as displayed in Table 1. Therefore, Figure 
6 already gives us the converged values of the instantaneous speed ratio.
When comparing Figure 3 through Figure 6, we can notice some profound differences. 
As already mentioned while discussing Table 1, we see that the curves of lower F0 values, 
e.g. F0 = 0.50 and F0 = 0.70, converge slower than those of bigger F0 values, e.g. F0 = 1.00, 
3.00 and F0 = 5.00. Other than that, we also note that the curves for low values of easiness 
flow i.e. (F0 = 0.50 and F0 = 0.70) do not reach 1 in the middle of section length L, unlike 
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Figure 2. The instantaneous speed ratio versus 
location X/L which is plotted for the first iteration P1 
at every value of the easiness to flow parameter, F0 = 
0.50, 0.70, 1.00, 3.00 and 5.00.
Figure 3. The instantaneous speed ratio versus 
location X/L which is plotted for the second iteration 
P2 at every value of the easiness to flow parameter, F0 
= 0.50, 0.70, 1.00, 3.00 and 5.00.
Figure 4. The instantaneous speed ratio versus 
location X/L which is plotted for the third iteration P3 
at every value of the easiness to flow parameter, F0 = 
0.50, 0.70, 1.00, 3.00 and 5.00.
Figure 5. The instantaneous speed ratio versus 
location X/L which is plotted for the fourth iteration 
P4 at every value of the easiness to flow parameter, 
F0 = 0.50, 0.70, 1.00, 3.00 and 5.00.
Figure 6. The instantaneous speed ratio versus versus location X/L which is plotted for the fifth iteration P5 at 
every value of the easiness to flow parameter, F0 = 0.50, 0.70, 1.00, 3.00 and  5.00.
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the curves of bigger values of F0. Instead, the curves reach 1 for instantaneous speed ratios 
earlier when the values of F0 are small, e.g. F0 = 0.50 and F0 = 0.70. This is due to the 
necessity for drivers to slow down their vehicles for at least 1/5 of L/2 to avoid collision. 
In our numerical experiments, 1/5 of L/2 takes the value X/L = 0.4 from the starting 
point. From Figure 6, we observe that the realistic data taken on the ramp at kilometer 31.6 
from Shah Alam to Kuala Lumpur fulfills this minimum necessity to avoid collision. We 
can see that at X = 0.4, the instantaneous speed ratio is already almost 1 for all the values 
of easiness to flow F0.  
We attempted to calculate the instantaneous speed ratio to infinite iterations such that 
n = ∞ but this failed due to the limitations of our computer memory. The greatest number 
of iterations n that we could achieve in generating the results for Pn was n = 10000. 
However, the results of the instantaneous speed ratio when n = 10000 are not much different 
graphically (Figure 6) compared to when n = 5.
The x-axis of Figure 7 is the dependent variable of the ratio X/L which takes the values 
0 ≤ X/L ≤ 1. In our numerical experiments, L = 170 meters. If we compare the graph of 
our converged numerical results in Figure 6 with the theoretical results in Figure 7, we 
notice several similarities. We observe that for higher F0 values such as F0 → 5.00, the 
instantaneous speed ratio is more stable at 1. This is due to the fact that the vehicles slow 
down due to heavy traffic.
For the lower traffic flow that is when we have lower values of easiness to flow, the 
theory suggests that the vehicles to slow down to about 1/5 from the merging point at L/2. 
Therefore, the vehicles need to slow down and the instantaneous speed ratio is expected to 
reach toward 1 at X/L = 0.4. If we look at the theoretical graph in Figure 7, the instantaneous 
speed ratio is ≤ 1.4 when X/L = 0.4. From our realistic graph in Figure 6, we observe that 
the instantaneous speed ratio is ≤ 1.34 when X/L = 0.4 which is acceptable for avoiding 
collision.
Figure 7. Theoretical speed ratio–distance graph by Reddy (1966)
0.0
0.3
0.6
0.9
1.2
1.5
1.8
2.1
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
In
st
an
ta
ne
ou
s s
pe
ed
 ra
tio
Location (X/L)
F0=0.8 F0=1.0
F0=1.5 F0=2.0
F0=2.5 F0=3.0
F0=4.0 F0=5.0
Instantaneous Speed Ratio of Traffic Flowing through a Merging Area
577Pertanika J. Sci. & Technol. 28 (2): 565 - 578 (2020)
CONCLUSION
In this paper, the model that we took into consideration was the continuous flow model 
which was established on the idea that traffic flow was analogous to the flow of a one-
dimensional fluid or gas. The model is analogous to the model by Reddy (1966). Unlike 
Reddy (1966), whose model represented left hand drive traffic, the model that we solved 
here was for right hand drive traffic. We solved the model, an IBVP, and the solution was 
formed in terms of a Fourier series which was also denoted as the instantaneous speed ratio.
We evaluated the continuous flow model by measuring the instantaneous speed ratio 
on the ramp at kilometer 31.6 from Shah Alam to Kuala Lumpur. On the whole, the 
instantaneous speed ratio at lower values of the easiness to flow parameter, F0 = 0.50 and 
F0 = 0.70, shows slower convergence compared to when we have higher values of F0, i.e. 
F0 = 1.00, 3.00 and F0 = 5.00.
In a nutshell, the one-dimensional viscous flow of compressible fluid theory provides a 
good theoretical model to explain the variations of instantaneous speed ratio on the merging 
area of a highway due to the traffic conditions. Other than that, this study can help us to 
find improvements to the design of the entrance ramp. 
One of the suggestions is to provide a sufficient length for acceleration at the entrance 
ramp. It is useful to evaluate the reasonableness of the parameters and analyze their 
numerical values in order to enhance the efficiency of the traffic flowing at the merging 
area on highways.
In our studies, we deduce that the instantaneous speed ratio on the ramp at kilometer 
31.6 from Shah Alam to Kuala Lumpur is acceptable since as X/L → 0.4, the instantaneous 
speed ratio ≤ 1.34 which is less than 1.4 as suggested by Reddy (1966) as in the theoretical 
graph in Figure 7. Therefore, minimal collisions are expected due to the well-designed 
ramp at kilometer 31.6 from Shah Alam to Kuala Lumpur.
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Scale-3 Haar Wavelets and Quasilinearization based Hybrid 
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- Burgers’ Equation
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ABSTRACT
The aim of this study is to develop a hybrid method using scale 3 Haar wavelets for 
obtaining the solution of coupled space-time fractional Burgers’ equation. Scale 3 Haar 
wavelets were used to estimate the solution by series approximation. Caputo and Riemann-
Liouville definitions were used to handle the fractional derivatives and integrals in the 
problem. A quasi-linearization technique was implemented to handle the nonlinearity in 
the problems. Two examples of coupled space-time fractional Burgers’ equations were 
studied to analyze the performance of the proposed technique. 
Keywords: Caputo derivatives, fractional coupled Burgers’ Equation, Quasi-linearization, Riemann-Liouville 
integration, scale 3 Haar wavelets 
INTRODUCTION
Fractional calculus emerges as a great tool in explaining the physical and chemical 
phenomenon with alienate kinetics having microscopic complex behavior. There are 
fractional differential models which have a non-differentiable but continuous solution such 
as Weierstrass type functions (Zahle & Ziezold, 1996). These kinds of characteristics are 
not possible to explain with the help of ordinary or partial differential models. Earlier the 
field of fractional calculus was purely mathematical without any visible application but 
in these days, fractional calculus has gained 
a huge importance in the field of science 
and technology because of its application 
in the various field like theory of thermo-
elasticity (Povstenko, 2009), viscoelastic 
fluids (Tripathi et al., 2010), dynamics of 
earthquakes (Lopes et al., 2013) and fluid 
dynamics (Momani & Odibat, 2006a). It 
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has also been observed experimentally and from the real-time observation that there are 
many complex systems in the real world like relaxation in viscoelastic material, pollution 
diffusion in the surrounding, charge transport in amorphous semiconductors and many 
more which show anomalous dynamics. This capability of fractional differential equations 
of explaining the abnormal dynamic of the system with more efficiency and accuracy has 
gained huge attention from the scientific community. Many of the important classical 
differential equations with integer-order has got extensions to the generalized fraction 
differential equation with an arbitrary order for in-depth study of the corresponding 
physical model. But general analytic solution for many fractional differential equations 
which are non-homogeneous in nature are very difficult and cumbersome to achieve. 
Moreover, finding the solution of such equations becomes more challenging when there 
are nonlinearities in the equations.
Therefore, many researchers are involved in developing the various numerical and 
semi-analytic schemes for finding solutions to the different problems governed by these 
differential equations. Some of the fractional differential equations which had been recently 
studied because of their capability of explaining the real time phenomena’s were fractional 
Black-Scholes equation (Duan et al., 2017), time-fractional Klein–Gordon equations 
(Hosseini et al., 2018; Inc et al., 2018), time-fractional Fisher’s equation (Atangana, 2016; 
Zhang et al., 2014), fractional Bagley Torvik equation (Ray, 2012), time-fractional Burgers’ 
equation (Inc, 2008; Khan et al., 2012), Fitzhugh–Nagumo fractional differential equation 
(Kumar et al., 2018), fractional Ginzburg-Landau equation (Mohebbi, 2018; Shen et al., 
2018), fractional Korteweg-de Vries–Burgers’ equation ( Odibat & Momani, 2009; Wang, 
2006), nonlinear fractional order oscillatory Van der Pol system (Ray & Patra, 2013), 
fractional Poisson equation (Heydari et al., 2013), fractional Riccati differential equations 
(Momani & Shawagfeh, 2006), fractional Schrodinger equation (Bezerra et al., 2018), 
fractional Sine-Gordon equations (Karayer et al., 2018), fractional Bioheat equations (Singh 
et al., 2011), time fractional Caudrey-Dodd-Gibbon-Sawada-Kotera equation (Baleanu et 
al., 2018), Sharma–Tasso–Olver equation (Roy et al., 2018), Fokker–Planck fractional 
equation (Mahdy & Marai, 2018; Zhang et al., 2018), fractional Telegraph equation 
(Momani, 2005; Tawfik et al., 2018), time-fractional generalized Boussinesq equation 
(Lu et al., 2018), Navier–Stokes time-fractional differential equation (Momani & Odibat, 
2006b), time-fractional wave equation (Odibat & Momani, 2006) and two-dimensional 
fractional Helmholtz equations (Abuasad et al., 2019). 
Fractional coupled Burgers’ equation is also a very important equation in the field of 
fluid mechanics to study the motion of fluids concentrations under the effect of gravity. 
It is a mathematical model of time-dependent sedimentation or creaming of different 
concentrations of two kinds of particles in fluid colloids or suspensions, under the effect 
of gravity (Esipov, 1995). Burgers’ equations are the special case of Navier Stokes’ 
Wavelet-based Technique for Fractional - Burgers’ Equation
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equations and are very much important in the field of science and technology. Researchers 
are in continuous progress to study the different characteristics of the phenomenon 
governed by the fractional models by developing the different algorithms to solve time-
fractional coupled Burgers’ equation such as Fractional Variational iteration method 
(FVIM) (Prakash et al., 2015), Differential Transformation Method (DTM) (Liu & Hou, 
2011), Homotopy Perturbation Method (HPM) (Yildirim & Kelleci, 2010), Coupled 
Fractional Reduced Differential Transform Method(CFRDTM) (Ray, 2013) and Adomian 
Decomposition Method (ADM) (Chen & An, 2008). But the study of characteristics of 
different concentrations of two kinds of particles governed by fractional coupled Burgers’ 
equation has not been investigated yet by any of the scale 3 Haar wavelet-based technique 
simultaneously with space and time fraction.  
Wavelets are one of the modernistic orthonormal functions which have the capability 
of dilation and translation. Because of these properties, numerical techniques that involve 
wavelet bases are showing the qualitative improvement in contrast with other methods. In 
literature, dyadic wavelets are in preponderance. In 1995, Chui and Lian had developed 
the scale 3 Haar wavelets by using the process of multiresolution analysis. In 2018, Mittal 
and Pandit (2018a, 2018b & 2019) had used the scale 3 Haar wavelets for solving the 
various types of differential equations and found that these wavelet bases were equally 
competent in solving the various types of mathematical models governed by differential 
equations. Also, it was shown by them that the scale 3 Haar wavelet had a faster rate of 
convergence as compared to the dyadic wavelets. Moreover, investigation of characteristics 
of the solution to the fractional coupled Burgers’ equation has not been done yet by the 
Scale 3 Haar wavelet methods as far as our knowledge is concerned.  This encourages 
us to develop a new technique using scale 3 Haar wavelet for analyzing the behavior of 
systems governed by the fractional coupled Burgers’ equation. 
The prime objective of the proposed work is to provide a new numerical technique 
for obtaining the solution of space-time fractional-coupled Burgers’ equation (Equation 1) 
emerging in the field of fluid dynamics using scale 3 Haar wavelet bases
 ∂𝛼𝑢
∂𝑡𝛼
= ∂2𝑢
∂𝑥2
− 𝜂 𝑢 ∂𝛽 𝑢
∂𝑥𝛽
− 𝜇
∂ 𝑢𝑣
∂𝑥
    , 𝑥 𝜖  a , b      , 𝑡 𝜖 [0, 𝑇�
 ∂𝛾 𝑣
∂𝑡𝛾
= ∂2𝑣
∂𝑥2
− 𝜉 𝑣 ∂𝛿 𝑣
∂𝑥𝛿
− 𝜆
∂ 𝑢𝑣
∂𝑥
    , 𝑥 𝜖 a , b     , 𝑡 𝜖 [0, 𝑇�   (1)
subjected to the boundary constraints (Equation 2)
𝑢 𝑎, 𝑡 = 𝑓1 𝑡   , 𝑢 𝑏, 𝑡 = 𝑓2 𝑡   , 𝑣 𝑎, 𝑡 = 𝜑1 𝑡    , 𝑣 𝑏, 𝑡 = 𝜑2 𝑡     ∀𝑡 𝜖  [0, 𝑇]
          (2)
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and with the constraints at the initial value (Equation 3)
𝑢 𝑥 , 0 = ℎ 𝑥       , 𝑣 𝑥, 0 = 𝑝 𝑥               ∀   𝑥 ϵ a , b   (3)
where α, β, γ, δ represents the order of fractional derivatives such that 0 < α, β, γ, δ ≤ 1. 
Different variations can be observed in the solution space by giving different values to 
these four parameters α, β, γ, δ. However, on taking α = β = γ = δ =1 the fractional-coupled 
Burgers’ equation will respond like a classical coupled Burgers’ equation with integer 
order. η, ξ, μ, λ are arbitrary constants depending upon the system parameter like Peclet 
number and Reynold number.
The manuscript follows the sequence of sections as described: In section 2, explicit 
forms of scale 3 Haar wavelets with their families and procedure to find their integrals 
have been explained briefly. Representation of the solution using scale 3 Haar wavelets 
is explained in section 3. Section 4 explains the method of solution using scale 3 Haar 
wavelets. In section 5, the convergence of the method is discussed. In section 6, solutions 
of two different coupled Burgers’ fractional equations are produced using the present 
method to analyze the efficiency and performance of the present method. In section 7, the 
conclusion drawn from the results and future research ideas are given.
Scale 3 Haar Wavelets and its Integrals
The mathematical expressions for  father wavelet (Scale 3 Haar  function) and mother 
wavelets for scale 3 Haar wavelet family with dilation factor  three  (Chui & Lian, 1995; 
Mittal & Pandit, 2018a) are given in Equation 4, 5 and 6
Haar scaling function Haar sc ling function  ℎ1(𝑡)   =    �1         0 ≤ 𝑡 < 10      𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒     (4)
 ℎ𝑖 𝑡 = 𝜓1 3𝑗𝑡 − 𝑘 = 12   −1         𝛼1 𝑖 ≤ 𝑡 < 𝛼2 𝑖   2         𝛼2 𝑖 ≤ 𝑡 < 𝛼3 𝑖−1         𝛼3 𝑖 ≤ 𝑡 < 𝛼4 𝑖0                 𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 , 𝑓𝑜𝑟  𝑖 = 2,4, … 3𝑝 − 1
          (5)
 ℎ𝑖 𝑡 = 𝜓 2 3𝑗𝑡 − 𝑘 = 32   1           𝛼1(𝑖) ≤ 𝑡 < 𝛼2(𝑖)   0           𝛼2(𝑖) ≤ 𝑡 < 𝛼3(𝑖) −1           𝛼3 𝑖 ≤ 𝑡 < 𝛼4 𝑖 0                    𝑒𝑙𝑠𝑒𝑤ℎ𝑒𝑟𝑒 , 𝑓𝑜𝑟      𝑖 = 3,6, … 3𝑝
          (6)
where 𝛼1 𝑖 = 𝑘𝑝, 𝛼2 𝑖 =  3𝑘+13𝑝 , 𝛼3 𝑖 = 3𝑘+23𝑝 ,𝛼4 𝑖 = 𝑘+1𝑝 , 𝑝 = 3𝑗 ,𝑗 = 0,1,2, … ,  
𝑘 = 0,1,2, … , 𝑝 − 1.
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Here i, j, k respectively represent the wavelet number, level of resolution (dilation) and 
translation parameters of wavelet family. The values of i (for i > 1) can be calculated with 
the help of j, k by using the following relations i – 1 = 3j+ 2k for even values of i and i – 2 
= 3j+ 2k for odd values of i. By using this relation for different dilation and translations 
of h2(t), h3(t) we will get the wavelet family as h1(t), h2(t), h3(t), h4(t), h5(t), h6(t)... where 
h2(t) and h3(t) are also called mother wavelets and rest all the wavelets which we have 
obtained from mother wavelets are called daughter wavelets.
The main difference which makes the scale 3 Haar wavelets better than the dyadic 
wavelets is that only one mother wavelet is responsible for the construction of whole 
wavelet family but in case of scale 3 Haar wavelets, two mother wavelets with different 
shapes are responsible for the construction of the whole family. Because of this fact, scale 
3 Haar wavelets increase the convergence rate of the solution. The construction of scale 
3 Haar wavelet family is done by using the properties of Multi-resolution analysis which 
are described below
Now one can easily integrate the equations (Equation 4, 5 and 6) with the desired 
number of times over the interval [A, B) by using Riemann Liouville Integral formula 
(Das, 2011) as given in Equation 7
𝑞𝛽,𝑖(𝑡) = 1Γ(𝛽) �  ℎ𝑖 𝑥 (𝑡 − 𝑥)𝛽−1𝑑𝑥𝑡𝐴
∀ 0 ≤ 𝛽 ≤ 𝑚 ,      𝑚 = 1,2,3 … …   ,        𝑖 = 1,2,3, … … 3𝑝   (7)
After evaluating the above integrals for Equation 4, we get Equation 8
𝑞𝛽,𝑖 𝑡 = 𝑡𝛽Γ(𝛽+1) 𝑓𝑜𝑟 𝑖 = 1for i = 1       (8)
Using  Equation 7 on Equation 5, we get the values of qβ,i(t)’s f o r  i  = 
2 , 4 , 6 , 8 . . . , 3 p – 1  are given by Equation 9  
          (9)
Using Equation 7 on Equation 6, we get the values of qβ,i(t)’s f o r  i  = 
3 , 5 , 7 , 9 . . . , 3 p which are given by Equation 10
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          (10)
Approximation of Solution 
Using the properties of scale 3 Haar wavelets, any function 𝑥(𝑡) ∈ 𝐿2 𝑅  can be expressed 
as given in Equation 11
𝑢 𝑡 = ∑ 𝑎𝑖ℎ𝑖(𝑡)∞𝑖=0 = 𝑎1ℎ1 𝑡 + ∑ 𝑎𝑖𝜓1 3𝑗𝑡 − 𝑘 + ∑ 𝑎𝑖𝜓2 3𝑗𝑡 − 𝑘𝑜𝑑𝑑 𝑖𝑒𝑣𝑒𝑛 𝑖
          (11)
Here ai‘s are the wavelet coefficients whose values are to be determined by the proposed 
method. But for computational purpose, one can consider a finite number of terms. By 
considering the first 3p terms to approximate the function u(t) we get Equation 12
𝑢 𝑡 ≈ 𝑢3𝑝 = � 𝑎𝑖ℎ𝑖(𝑡)3𝑝
𝑖=0
     (12)
where p = 3j, j = 0 , 1 , 2 . . .
METHOD OF SOLUTION 
By applying the quasi-linearization technique to linearize the non-linear terms of Equation 
1, 2 and 3, we get the equivalent expression given by Equaion 13, 14, 15 and 16
𝑢𝑣𝑥 𝑟+1 = 𝑢𝑟+1 𝑣𝑥 𝑟 + 𝑢𝑟 𝑣𝑥 𝑟+1 − 𝑢𝑟 𝑣𝑥 𝑟
𝑣𝑢𝑥 𝑟+1 = 𝑣𝑟+1 𝑢𝑥 𝑟 + 𝑣𝑟 𝑢𝑥 𝑟+1 − 𝑣𝑟 𝑢𝑥 𝑟
𝑢𝑢𝛽 𝑟+1 = 𝑢𝑟+1 𝑢𝛽 𝑟 + 𝑢𝑟 𝑢𝛽 𝑟+1 − 𝑢𝑟 𝑢𝛽 𝑟
𝑣𝑣𝛿 𝑟+1 = 𝑣𝑟+1 𝑣𝛿 𝑟  +  𝑣𝑟 𝑣𝛿 𝑟+1  − 𝑣𝑟 𝑣𝛿 𝑟
    (13)
          (14)
          (15)
          (16)
Using Equation 13, 14, 15 and 16, non-linear coupled fractional differential Equation 
1, 2 and 3 transformed into a sequence of linear differential Equations 17 and 18
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∂𝛼𝑢
∂𝑡𝛼 𝑟+1
= 𝑢𝑥𝑥 𝑟+1 − 𝜂 𝑢𝑟+1 𝑢𝛽 𝑟 + 𝑢𝑟 𝑢𝛽 𝑟+1 − 𝑢𝑟 𝑢𝛽 𝑟
−𝜇 𝑢𝑟+1 𝑣𝑥 𝑟 + 𝑢𝑟 𝑣𝑥 𝑟+1 − 𝑢𝑟 𝑣𝑥 𝑟 + 𝑣𝑟+1 𝑢𝑥 𝑟 + 𝑣𝑟 𝑢𝑥 𝑟+1 − 𝑣𝑟 𝑢𝑥 𝑟
          (17)
∂𝛾 𝑣
∂𝑡𝛾 𝑟+1
= 𝑢𝑥𝑥 𝑟+1 − 𝜉 𝑣𝑟+1 𝑣𝛿 𝑟  + 𝑣𝑟 𝑣𝛿 𝑟+1  − 𝑣𝑟 𝑣𝛿 𝑟
−𝜆 𝑢𝑟+1 𝑣𝑥 𝑟 + 𝑢𝑟 𝑣𝑥 𝑟+1 − 𝑢𝑟 𝑣𝑥 𝑟 + 𝑣𝑟+1 𝑢𝑥 𝑟 + 𝑣𝑟 𝑢𝑥 𝑟+1 − 𝑣𝑟 𝑢𝑥 𝑟  
          (18)
subjected to the boundary constraints given by Equation 19
𝑢 𝑎, 𝑡𝑟+1 = 𝑓1 𝑡𝑟+1      , 𝑢 𝑏, 𝑡𝑟+1 = 𝑓2 𝑡𝑟+1   , 𝑣 𝑎, 𝑡𝑟+1 = 𝜑1 𝑡𝑟+1  
𝑣 𝑏, 𝑡𝑟+1 = 𝜑2 𝑡𝑟+1  (19)
and with the constraints on initial values given by Equation 20
𝑢 𝑥, 0 = ℎ 𝑥 , 𝑣 𝑥, 0 = 𝑝 𝑥 , ∀  x ϵ a , b   , 𝑡𝑟+1 𝜖 [0, 𝑇] and 𝑟 = 0,1,2 ⋯ 𝑚 − 1 (20)
here t r + 1  represents (r + 1 )th approximation for t in the process of quasilinearization.
𝑢𝑥𝑥(𝑥,̇ 𝑡) = �𝑎𝑖ℎ𝑖(𝑥)3𝑚
𝑖=1
       (21)
𝑣𝑥𝑥 (𝑥,̇ 𝑡) = �𝑏𝑖ℎ𝑖(𝑥)3𝑚
𝑖=1
       (22)
Integrating the Equation 21 and 22 with respect to t from t r  to t r + 1  to we get
𝑢𝑥𝑥 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  �𝑎𝑖ℎ𝑖(𝑥)3𝑚
𝑖=1
+ 𝑢𝑥𝑥 𝑥, 𝑡𝑟    (23)
𝑣𝑥𝑥 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  �𝑏𝑖ℎ𝑖(𝑥)3𝑚
𝑖=1
+ 𝑣𝑥𝑥 𝑥, 𝑡𝑟    (24)
Now integrating Equation 23 and 24 with respect to x within the limits 0 to x we get
𝑢𝑥 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  �𝑎𝑖𝑞𝑖,1(𝑥�3𝑚
𝑖=1
+ 𝑢𝑥 𝑥,𝑡𝑟 + 𝑢𝑥 0, 𝑡𝑟+1 − 𝑢𝑥 0,𝑡𝑟  (25)
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𝑣𝑥 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  �𝑏𝑖𝑞𝑖,1(𝑥�3𝑚
𝑖=1
+  𝑣𝑥 𝑥, 𝑡𝑟 + 𝑣𝑥 0, 𝑡𝑟+1 − 𝑣𝑥 0, 𝑡𝑟  (26)
Again, integrating the Equation 25 and 26 with respect to x within the limits 0 to x 
we get
𝑢 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  �𝑎𝑖𝑞𝑖,2(𝑥�3𝑚
𝑖=1
+  𝑢 𝑥, 𝑡𝑟 − 𝑢 0, 𝑡𝑟+𝑥 𝑢𝑥 0, 𝑡𝑟+1 − 𝑢𝑥 0,𝑡𝑟 + 𝑢 0, 𝑡𝑟+1   (27)
𝑣 𝑥 , 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  �𝑏𝑖𝑞𝑖,2(𝑥�3𝑚
𝑖=1
+  𝑣 𝑥, 𝑡𝑟 − 𝑣 0, 𝑡𝑟                         +𝑥 𝑣𝑥 0, 𝑡𝑟+1 − 𝑣𝑥 0, 𝑡𝑟 + 𝑣 0, 𝑡𝑟+1   (28)
on  subs t i tu t e  the  va lues  o f  unknown quan t i t i e s  𝑢𝑥 0, 𝑡𝑟+1 − 𝑢𝑥 0, 𝑡𝑟 , 
𝑣𝑥 0, 𝑡𝑟+1 − 𝑣𝑥 0, 𝑡𝑟  by evaluating it from the above equations using x = 1 in the 
Equation 27 and 28, we get
𝑢 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  � 𝑎𝑖(𝑞𝑖,2 𝑥 − 𝑥3𝑚
𝑖=1
𝑞𝑖,2(1)) +  𝑢 𝑥, 𝑡𝑟 − 𝑢 0, 𝑡𝑟                         +𝑥 𝑢 1, 𝑡𝑟+1 − 𝑢 0, 𝑡𝑟+1 − 𝑥 𝑢 1, 𝑡𝑟 − 𝑢 0, 𝑡𝑟 + 𝑢 0, 𝑡𝑟+1  (29)
𝑣 𝑥 , 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  � 𝑏𝑖(𝑞𝑖,2 𝑥 − 𝑥3𝑚
𝑖=1
𝑞𝑖,2(1)) +  𝑣 𝑥 , 𝑡𝑟 − 𝑣 0, 𝑡𝑟                          +𝑥 𝑣 1, 𝑡𝑟+1 − 𝑣 0, 𝑡𝑟+1 − 𝑥 𝑣 1, 𝑡𝑟 − 𝑣 0, 𝑡𝑟 + 𝑣 0, 𝑡𝑟+1  (30)
𝑢𝑥 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  � 𝑎𝑖(𝑞𝑖,1 𝑥 − 𝑞𝑖,2(1)�3𝑚
𝑖=1
+ 𝑢𝑥 𝑥, 𝑡𝑟                             + 𝑢 1, 𝑡𝑟+1 − 𝑢 0, 𝑡𝑟+1 − 𝑢 1, 𝑡𝑟 − 𝑢 0, 𝑡𝑟   (31)
𝑣𝑥 𝑥, 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  �𝑏𝑖(𝑞𝑖,1 𝑥 −3𝑚
𝑖=1
𝑞𝑖,2(1)) +  𝑣𝑥 𝑥, 𝑡𝑟+ 𝑣 1, 𝑡𝑟+1 − 𝑣 0, 𝑡𝑟+1 − 𝑣 1, 𝑡𝑟 − 𝑣 0, 𝑡𝑟  (32)
∂𝛼𝑢
∂𝑡𝛼
𝑥 , 𝑡𝑟+1 =      𝑡𝑟+1 −  𝑡𝑟  1−𝛼Γ 2 − 𝛼   � 𝑎𝑖(𝑞𝑖,2 𝑥 − 𝑥 3𝑚
𝑖=1
𝑞𝑖,2(1))                               +𝑥 ∂𝛼
∂𝑡𝛼
𝑢 1, 𝑡𝑟+1 − 𝑢 0, 𝑡𝑟+1 + ∂𝛼𝑢∂𝑡𝛼 0, 𝑡𝑟+1  (33)
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∂𝛽 𝑢
∂𝑥𝛽
𝑥 , 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  � 𝑎𝑖(𝑞𝑖,2−𝛽 𝑥 − 𝑥𝛽Γ 2 − 𝛽3𝑚
𝑖=1
𝑞𝑖,2(1))  + ∂𝛽 𝑢∂𝑥𝛽 𝑥, 𝑡𝑟  + 𝑥𝛽
Γ 2−𝛽
𝑢 1, 𝑡𝑟+1 − 𝑢 0, 𝑡𝑟+1 − 𝑢 1, 𝑡𝑟 − 𝑢 0, 𝑡𝑟  (34)
∂𝛾 𝑣
∂𝑡𝛾
𝑥, 𝑡𝑟+1 =      𝑡𝑟+1 − 𝑡𝑟  1−𝛾Γ 2 − 𝛾   � 𝑏𝑖(𝑞𝑖,2 𝑥 − 𝑥 3𝑚
𝑖=1
𝑞𝑖,2(1))                               +𝑥 ∂𝛼
∂𝑡𝛼
𝑣 1, 𝑡𝑟+1 − 𝑣 0, 𝑡𝑟+1 + ∂𝛼𝑣∂𝑡𝛼 0, 𝑡𝑟+1   (35)
∂𝛿 𝑣
∂𝑥𝛿
𝑥 , 𝑡𝑟+1 = 𝑡𝑟+1 −  𝑡𝑟  � 𝑎𝑖(𝑞𝑖,2−𝛿 𝑥 − 𝑥𝛿Γ 2 − 𝛿3𝑚
𝑖=1
𝑞𝑖,2(1)) + ∂𝛿 𝑣∂𝑥𝛿 𝑥, 𝑡𝑟                                  +  𝑥𝛿
Γ 2 − 𝛿 𝑣 1, 𝑡𝑟+1 − 𝑣 0, 𝑡𝑟+1 − 𝑣 1, 𝑡𝑟 − 𝑣 0, 𝑡𝑟  (36)
Now using the boundary constraints and discretizing the space variable as 𝑥 → 𝑥𝑙 
where 𝑥𝑙 = 2𝑙−16𝑝 , 𝑙 = 0,1,2, … … 2𝑝 in the Equation 29, 30, 31, 32, 33, 34, 35 and 36 and 
substituting  the values obtained in Equation 17 and 18 the following system of equations 
(Equation 37) are obtained  for different values of r 𝑎1×3𝑝𝐴3𝑝×3𝑝 + 𝑏1×3𝑝𝐵3𝑝×3𝑝 = 𝐶1×3𝑝   𝑏1×3𝑝 𝐷3𝑝×3𝑝 + 𝑎1×3𝑝𝐸3𝑝×3𝑝 = 𝐹1×3𝑝      �     (37)
Where the Equation 38,39,40,41,42 and 43 respectivelyb represents the values of A, 
B, C, D, E and F as
 (38)
𝐵 =  𝜇 𝑡𝑟+1 −  𝑡𝑟  𝑢𝑥 𝑟 𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙 𝑞𝑖,2 1 + 𝑢𝑟 𝑞𝑖,1 𝑥𝑙 − 𝑞𝑖,2 1
 (39)
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𝐶 = 𝑢𝑥𝑥 𝑥𝑙, 𝑡𝑟
− 𝜂 � 𝑢𝛽 𝑟  𝑢 𝑥𝑙 , 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑥𝑙 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑥𝑙 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑓1 𝑡𝑟+1
+ 𝑢𝑟  ∂𝛽 𝑢∂𝑥𝛽 𝑥𝑙 ,𝑡𝑟  +  𝑥𝑙𝛽Γ 2 − 𝛽 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 − 𝑢𝑟 𝑢𝛽 𝑟�
− 𝜇 �� 𝑣𝑥 𝑟  𝑢 𝑥𝑙 , 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑥𝑙 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑥𝑙 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑓1 𝑡𝑟+1 �+  𝑢𝑟  𝑣𝑥 𝑥𝑙 , 𝑡𝑟 + 𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟  − 𝑢𝑟 𝑣𝑥 𝑟�+ 𝑢𝑥 𝑟  𝑣 𝑥𝑙 , 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝑥𝑙 𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝑥𝑙 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1+ 𝑣𝑟  𝑢𝑥 𝑥𝑙 ,𝑡𝑟 + 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 − 𝑣𝑟 𝑢𝑥 𝑟   �
− 𝑥𝑙  ∂𝛼∂𝑡𝛼 𝑓2 𝑡 − 𝑓1 𝑡
𝑡=𝑡𝑟+1
−
∂𝛼𝑓1 𝑡
∂𝑡𝛼 𝑡=𝑡𝑟+1          (40)
𝐷 =
�
     𝑡𝑟+1 −  𝑡𝑟  1−𝛾
𝛤 2 − 𝛾 𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙 𝑞𝑖,2 1
− 𝑡𝑟+1 −  𝑡𝑟  �ℎ𝑖 𝑥𝑙 − 𝜉 𝑣𝛿 𝑟 𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙 𝑞𝑖,2 1 + 𝑣𝑟  𝑞𝑖,2−𝛿 𝑥𝑙 − 𝑥𝑙𝛿𝛤 2 − 𝛿 𝑞𝑖,2 1
− 𝜆 𝑢𝑥 𝑟 𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙 𝑞𝑖,2 1 + 𝑢𝑟 𝑞𝑖,1 𝑥𝑙 − 𝑞𝑖,2 1 ��
          (41)
𝐸 =  𝜆 𝑡𝑟+1 −  𝑡𝑟  𝑣𝑥 𝑟 𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙 𝑞𝑖,2 1 + 𝑣𝑟 𝑞𝑖,1 𝑥𝑙 − 𝑞𝑖,2 1  (42)
𝐹 = 𝑣𝑥𝑥 𝑥𝑙, 𝑡𝑟
− 𝜉 � 𝑣𝛿 𝑟  𝑣 𝑥𝑙, 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝑥𝑙 𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝑥𝑙 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1+  𝑣𝑟  ∂𝛿𝑣∂𝑥𝛿 𝑥𝑙, 𝑡𝑟  + 𝑥𝑙𝛿𝛤 2− 𝛿 𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟  − 𝑣𝑟 𝑣𝛿 𝑟�  
− 𝜆 �� 𝑣𝑥 𝑟  𝑢 𝑥𝑙,𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑥𝑙 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑥𝑙 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑓1 𝑡𝑟+1 �+ 𝑢𝑟  𝑣𝑥 𝑥𝑙, 𝑡𝑟 + 𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟  − 𝑢𝑟 𝑣𝑥 𝑟�+ 𝑢𝑥 𝑟  𝑣 𝑥𝑙,𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝑥𝑙 𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝑥𝑙 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1+ 𝑣𝑟  𝑢𝑥 𝑥𝑙, 𝑡𝑟 + 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 − 𝑣𝑟 𝑢𝑥 𝑟  �
− 𝑥𝑙  ∂𝛼∂𝑡𝛼 𝜑2 𝑡 − 𝜑1 𝑡  
𝑡=𝑡𝑟+1
−
∂𝛼𝜑1 𝑡
∂𝑡𝛼
𝑡=𝑡𝑟+1          (43)
The process of the solution starts by taking r = 0, t0 = 0 and the boundary conditions 
given in Equation 44 as
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𝑢 𝑥𝑙 , 𝑡𝑟 = 𝑢 𝑥𝑙 ,0 = ℎ 𝑥𝑙 , 𝑢𝑥 𝑥𝑙 ,𝑡𝑟 = 𝑢𝑥 𝑥𝑙 , 0 = ℎ𝑥 𝑥𝑙 , 
𝑢𝑥𝑥 𝑥𝑙, 𝑡𝑟 = 𝑢𝑥𝑥 𝑥𝑙 ,0 = ℎ𝑥𝑥 𝑥𝑙  𝑣 𝑥𝑙 ,𝑡𝑟 = 𝑣 𝑥𝑙 ,0 = 𝑝 𝑥𝑙 ,𝑣𝑥 𝑥𝑙 , 𝑡𝑟 = 𝑣𝑥 𝑥𝑙 , 0 = 𝑝𝑥 𝑥𝑙 , 
𝑣𝑥𝑥 𝑥𝑙 , 𝑡𝑟 = 𝑣𝑥𝑥 𝑥𝑙, 0 = 𝑝𝑥𝑥 (𝑥𝑙)   (44)
The values of wavelet coefficients can be calculated successively for different values 
of r = 0 , 1 , 2 . . .  by using the Equation 45 and 46
𝑎1×3𝑝 = 𝐶 − 𝐹𝐷−1𝐵 ∗ (𝐴 − 𝐸𝐷−1𝐵)     (45)
𝑏1×3𝑝 = 𝐶 − 𝐹𝐸−1𝐴 ∗ (𝐵 − 𝐷𝐸−1𝐴)     (46)
Then by putting the values of the wavelet coefficient ai‘s and bi‘s  in the Equation 
49 and 50 one can obtain numerically approximated solution successively for u (x, t)  and 
v(x, t)  for r = 0,1,2,  3… using Equation 47 and 48
𝑢 𝑥𝑙 , 𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  � 𝑎𝑖(𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙3𝑚
𝑖=1
𝑞𝑖,2(1)) + 𝑢 𝑥𝑙 ,𝑡𝑟 − 𝑓1 𝑡𝑟                           +𝑥𝑙 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑥𝑙 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑓1 𝑡𝑟+1  (47) 
𝑣 𝑥𝑙 ,𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  � 𝑏𝑖(𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙3𝑚
𝑖=1
𝑞𝑖,2(1)) + 𝑣 𝑥𝑙 ,𝑡𝑟 − 𝜑1 𝑡𝑟  +𝑥𝑙  𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝑥𝑙 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1  (48)
at various times by using successive iteration for r = 0,1,2,  3…
Convergence Analysis          
To establish the convergence of the proposed method, we considered the asymptotic 
extension of Equation 47 and 48 for a fixed value of t  = t r+1 and x = x1 as given below 
(Equation 49 and 50)
Where 𝐴 = 𝑢 𝑥𝑙 , 𝑡𝑟 +𝑓1 𝑡𝑟+1  − 𝑓1 𝑡𝑟  ,
𝐵 = 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟    (49)
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Where 𝐶 = 𝑣 𝑥𝑙, 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1  ,
𝐷 =  𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟    (50)
Now the convergence of the theorem will be proven with the help of the following 
lemma
Lemma 1:  le t  𝑢(𝑥)𝜖𝐿2(𝑅)  be any square-integrable funct ion such that 
𝑢𝑚(𝑥) ≤ 𝑀, ∀ 𝑥𝜖(0,1) and 𝐷∗𝛼𝑢 𝑥 = �𝑎𝑖ℎ𝑖(𝑥)∞
𝑖=1
. Then 𝑎𝑖 ≤
2 2 𝑀
3Γ 𝑚 − 𝛼 + 1 × 13𝑗 𝑚−𝛼+12    
Proof: Let 𝐷∗𝛼𝑢 𝑥 = �𝑎𝑖ℎ𝑖(𝑥)∞
𝑖=1
 be the exact solution and 𝐷∗𝛼𝑢3𝑝 𝑥 = �𝑎𝑖ℎ𝑖(𝑥)3𝑝
𝑖=1
 
be the approximated solution 
Now the error at the Jth level of resolution can be  represented by Equation 51 and the 
value of ai is given by Equation 52
𝐸𝑗
2 = 𝐷∗𝛼𝑢 𝑥 − 𝐷∗𝛼𝑢3𝑝 𝑥 2 = ∑ 𝑎𝑖ℎ𝑖(𝑥)∞𝑖=3𝑝+1 2 = ∑ 𝑎𝑖ℎ𝑖(𝑥)∞𝑖 =3𝑝+1   , ∑ 𝑎𝑖ℎ𝑖 𝑥  ∞𝑖=3𝑝+1
= � � � 𝑎𝑖𝑎𝑘ℎ𝑖 𝑥 ℎ𝑘 𝑥  𝑑𝑥 =  � � 𝑎𝑖𝑎𝑘 � ℎ𝑖 𝑥 ℎ𝑘 𝑥  𝑑𝑥1
0
∞
𝑘 =3𝑝+1
∞
𝑖 =3𝑝+1
∞
𝑘 =3𝑝+1
∞
𝑖 =3𝑝+1
∞
−∞= � 𝑎𝑖𝑎𝑖∞
𝑖=3𝑝+1
= � 𝑎𝑖 2∞
𝑖=3𝑝+1
 
          (51)
𝑎𝑖 = 3𝑗2 � ℎ𝑖 𝑥1
0
𝐷∗𝛼𝑢 𝑥 𝑑𝑥 = 3𝑗2 � 𝜓𝑖1(𝑥�1
0
𝐷∗𝛼𝑢 𝑥 𝑑𝑥 + � 𝜓𝑖2(𝑥�1
0
𝐷∗𝛼𝑢 𝑥 𝑑𝑥     
= 3𝑗2 ∫ −12𝛼2(𝑖)𝛼1(𝑖) 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 + ∫ 2𝛼3(𝑖)𝛼2(𝑖) 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 + ∫ −12𝛼4(𝑖)𝛼3(𝑖) 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 +
∫
3
2
𝛼2(𝑖)
𝛼1(𝑖) 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 + ∫ − 32𝛼4(𝑖)𝛼3(𝑖) 𝐷∗𝛼𝑢 𝑥 𝑑𝑥
          (52)
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By applying the mean value theorem (Sahoo & Riedel, 1998) of integralon on Equation 
52 , we get 𝜀1 ∈ 𝛼1 𝑖 , 𝛼2 𝑖  , 𝜀2 ∈ 𝛼2 𝑖 , 𝛼3 𝑖 ,𝜀3 ∈ 𝛼3 𝑖 , 𝛼4 𝑖  (Equation 53) 
such that
∫ 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 = 𝛼2 𝑖 − 𝛼1 (𝑖) 𝐷∗𝛼𝑢 𝜀1 = 13𝑝𝛼2(𝑖)𝛼1(𝑖) 𝐷∗𝛼𝑢 𝜀1
∫ 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 = 𝛼3 𝑖 − 𝛼2(𝑖) 𝐷∗𝛼𝑢 𝜀2 = 13𝑝𝛼3(𝑖)𝛼2(𝑖) 𝐷∗𝛼𝑢 𝜀2
∫ 𝐷∗𝛼𝑢 𝑥 𝑑𝑥 = 𝛼4 𝑖 − 𝛼3(𝑖) 𝐷∗𝛼𝑢 𝜀3 = 13𝑝𝛼4(𝑖)𝛼3(𝑖) 𝐷∗𝛼𝑢 𝜀3   (53)
Now using Equation 53 ,Equation 52 becomes Equation 54
𝑎𝑖 = 3𝑗23𝑝 3 − 12 𝐷∗𝛼𝑢 𝜀1 + 2𝐷∗𝛼𝑢 𝜀2 − 3 − 12 𝐷∗𝛼𝑢 𝜀3
     
= 3𝑗2
3𝑝
3−1
2
𝐷∗𝛼𝑢 𝜀1 + 2𝐷∗𝛼𝑢 𝜀2 − 3−12 𝐷∗𝛼𝑢 𝜀3
     
= 3−𝑗−22 3−1
2
𝐷∗𝛼𝑢 𝜀1 + 2𝐷∗𝛼𝑢 𝜀2 − 3−12 𝐷∗𝛼𝑢 𝜀3   (54)
Now by using the Caputo definition of fractional derivatives (Das, 2011) on Equation 
54, we get Equation 55,
𝑎𝑖= 3−𝑗−22 3−12 1Γ(𝑚−𝛼) ∫ 𝑢𝑚(𝑧)𝜀1−𝑧 𝛼−𝑚+1𝜀10 𝑑𝑧 + 2 1Γ(𝑚−𝛼) ∫ 𝑢𝑚(𝑧)𝜀2−𝑧 𝛼−𝑚+1𝜀20 𝑑𝑧
−
3−1
2
1
Γ(𝑚−𝛼) ∫ 𝑢𝑚(𝑧)𝜀3−𝑧 𝛼−𝑚+1𝜀30 𝑑𝑧
    
= 3−𝑗−22
2 Γ(𝑚−𝛼) 3 − 1 ∫ 𝑢𝑚(𝑧)𝜀1−𝑧 𝛼−𝑚+1𝜀10 𝑑𝑧 − 2 ∫ 𝑢𝑚(𝑧)𝜀2−𝑧 𝛼−𝑚+10𝜀2 𝑑𝑧− 3 − 1 ∫ 𝑢𝑚(𝑧)
𝜀3−𝑧 𝛼−𝑚+1
𝜀1
0 𝑑𝑧 + ∫ 𝑢𝑚(𝑧)𝜀3−𝑧 𝛼−𝑚+1𝜀3𝜀1 𝑑𝑧  
= 3
−𝑗−2
2
2 Γ(𝑚−𝛼) 3 − 1 ∫ 𝑢𝑚(𝑧)𝜀1−𝑧 𝛼−𝑚+1𝜀10 𝑑𝑧 − ∫ 𝑢𝑚(𝑧)𝜀3−𝑧 𝛼−𝑚+1𝜀10 𝑑𝑧− 3 − 1 ∫ 𝑢𝑚(𝑧)
𝜀3−𝑧 𝛼−𝑚+1
𝜀3
𝜀1
𝑑𝑧 − 2 ∫ 𝑢𝑚(𝑧)
𝜀2−𝑧 𝛼−𝑚+1
0
𝜀2
𝑑𝑧
 (55)
Taking modulus on both side of Equation 55 and appling the properties of modulus, 
we get  Equation 56, 57, 58, 59, 60, 61 and 62
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𝑎𝑖 = 3−𝑗−222 Γ(𝑚 − 𝛼� 3 − 1 �
𝑢𝑚(𝑧)
𝜀1 − 𝑧 𝛼−𝑚+1
𝜀1
0
𝑑𝑧 − �
𝑢𝑚(𝑧)
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀1
0
𝑑𝑧
− 3 − 1 � 𝑢𝑚(𝑧)
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀3
𝜀1
𝑑𝑧 − 2 � 𝑢𝑚(𝑧)
𝜀2 − 𝑧 𝛼−𝑚+1
0
𝜀2
𝑑𝑧
 
          (56)
𝑎𝑖 ≤
3−𝑗−222 Γ 𝑚 − 𝛼 3 − 1 �
𝑢𝑚 𝑧
𝜀1 − 𝑧 𝛼−𝑚+1
𝜀1
0
𝑑𝑧 − �
𝑢𝑚 𝑧
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀1
0
𝑑𝑧
+ 3 − 1 � 𝑢𝑚(𝑧)
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀3
𝜀1
𝑑𝑧 + 2 � 𝑢𝑚(𝑧)
𝜀2 − 𝑧 𝛼−𝑚+1
0
𝜀2
𝑑𝑧
 
          (57)
𝑎𝑖 ≤
3−𝑗−222 Γ 𝑚 − 𝛼 3 − 1 � 𝑢𝑚 𝑧
1
𝜀1 − 𝑧 𝛼−𝑚+1
−
1
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀1
0
𝑑𝑧
+ 3 − 1 � 𝑢𝑚 𝑧 1
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀3
𝜀1
𝑑𝑧 + 2 � 𝑢𝑚 𝑧 1
𝜀2 − 𝑧 𝛼−𝑚+1
0
𝜀2
𝑑𝑧
 
          (58)
𝑎𝑖 ≤
3−𝑗−22 𝑀2 Γ 𝑚 − 𝛼 3 − 1 �
1
𝜀1 − 𝑧 𝛼−𝑚+1
−
1
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀1
0
𝑑𝑧
+ 3 − 1 � 1
𝜀3 − 𝑧 𝛼−𝑚+1
𝜀3
𝜀1
𝑑𝑧 + 2 � 1
𝜀2 − 𝑧 𝛼−𝑚+1
0
𝜀2
𝑑𝑧
 
          (59)
𝑎𝑖 ≤
3−𝑗−22 𝑀2 Γ 𝑚 − 𝛼 3 − 1𝑚 − 𝛼 𝜀3 − 𝜀1 𝑚−𝛼 − 𝜀3𝑚−𝛼+𝜀1𝑚−𝛼 + 𝜀3 − 𝜀1 𝑚−𝛼 − 2𝜀2𝑚−𝛼  (60)
𝑚 − 𝛼 >  0, 𝜀1 < 𝜀3 ⇒ 𝜀1𝑚−𝛼 < 𝜀3𝑚−𝛼 ⇒ 𝜀1𝑚−𝛼 − 𝜀3𝑚−𝛼 < 0 , 𝜀2 > 0 ⇒ −2𝜀2𝑚−𝛼 < 0
⇒ 𝜀1𝑚−𝛼 − 𝜀3𝑚−𝛼 − 2𝜀2𝑚−𝛼 < 0
𝑎𝑖 ≤
3−𝑗−22 𝑀2 Γ 𝑚 − 𝛼 3 − 1𝑚 − 𝛼 2 𝜀3 − 𝜀1 𝑚−𝛼 < 4. 3−𝑗−22 𝑀2 Γ 𝑚 − 𝛼 + 1
             = 2 2 3−𝑗−22 𝑀
Γ 𝑚−𝛼+1
× 1
3𝑗(𝑚−𝛼)  (61)
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𝑎𝑖 ≤
2 2 𝑀
3Γ 𝑚 − 𝛼 + 1 × 13𝑗 𝑚−𝛼+12      (62)
Theorem 1: - If u (x, t)  represent the exact solution and u3m (x, t)  represents the Scale 3 
Haar wavelet-based approximated solution, then for a fixed value of t  =  t 1
𝐸𝑗 = 𝑢 𝑥, 𝑡 − 𝑢3𝑚 (𝑥, 𝑡) ≤ 4 2𝑀  𝐾 ∆𝑡Γ(𝑚 − 𝛼 + 1) 3−𝑗(𝑚−𝛼+12�1 − 3− 𝑚−𝛼−12
Proof. At jth level of resolution, error estimation for the solution is given by
𝐸𝑗 = 𝑢 𝑥, 𝑡 − 𝑢3𝑚 (𝑥, 𝑡) = ∆𝑡 ∗ ∑ 𝑎𝑖(𝑞𝑖,2 𝑥 − 𝑥∞𝑖=3𝑚+1 𝑞𝑖,2(1))
𝐸𝑗
2 = ∆𝑡 2 ∗ ∑ 𝑎𝑖(𝑞𝑖,2 𝑥 − 𝑥∞𝑖=3𝑚+1 𝑞𝑖,2(1)) 2 =
∫ ∑ 𝑎𝑖(𝑞𝑖,2 𝑥 − 𝑥∞𝑖=3𝑚+1 𝑞𝑖,2(1))  �  ∑ 𝑎𝑘(𝑞𝑘,2 𝑥 − 𝑥∞𝑘=3𝑚+1 𝑞𝑘,2(1))∞−∞
≤ ∆𝑡 2 ∗ ∑ ∑ ∫ 𝑎𝑖𝑎𝑘 𝑞𝑖,2 𝑥 − 𝑥𝑞𝑖,2 1 𝑞𝑘,2 𝑥 − 𝑥𝑞𝑘,2 1 𝑑𝑥10∞𝑘=3𝑚+1∞𝑖=3𝑚+1  
≤ ∆𝑡 2 ∗ 𝑎𝑖𝑎𝑘  𝑀𝑖,𝑘
Where 𝑀𝑖,𝑘 = Sup
𝑖 ,𝑘 ∫  𝑞𝑖,2 𝑥 − 𝑥𝑞𝑖,2 1 𝑞𝑘,2 𝑥 − 𝑥𝑞𝑘,2 1 𝑑𝑥10
𝐸𝑗
2
≤ ∆𝑡 2 ∗ ∑
𝑎𝑖(𝑎3𝑚𝑀𝑖,3𝑚 + 𝑎3𝑚+1𝑀𝑖,3𝑚+1 + 𝑎3𝑚+2𝑀𝑖,3𝑚+2+𝑎3𝑚+3 ,𝑀𝑖,3𝑚+3 + ⋯ )∞𝑖=3𝑚+1
≤ ∆𝑡 2 ∗ ∑ 𝑎𝑖𝑀𝑖(𝑎3𝑚 + 𝑎3𝑚+1 + 𝑎3𝑚+2 + 𝑎3𝑚+3 , + ⋯ )∞𝑖=3𝑚+1
Where 𝑀𝑖 = Sup 𝑀𝑖,𝑘
𝑖 ,𝑘
Using Lemma 1 in the equation we get
𝐸𝑗
2
≤
4 2 𝐾
Γ(𝑚−𝛼+1) ∆𝑡 23−𝑗(𝑚−𝛼+12)1−3− 𝑚−𝛼−12   ∑ 𝑎𝑖𝑀𝑖∞𝑖=3𝑚+1
Take 𝑀 = Sup 𝑀𝑖
𝑖
𝐸𝑗
2
≤. 4 2  𝐾 ∆𝑡 2
Γ(𝑚−𝛼+1) 𝑀3−𝑗(𝑚−𝛼+12�1−3− 𝑚−𝛼−12   ∑ 𝑎𝑖∞𝑖=3𝑚+1 = 4 2  𝐾 ∆𝑡 2Γ(𝑚−𝛼+1) 𝑀3−𝑗(𝑚−𝛼+12�1−3− 𝑚−𝛼−12 ∗ 4 2  𝐾Γ(𝑚−𝛼+1) 3−𝑗(𝑚−𝛼+12�1−3− 𝑚−𝛼−12
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𝐸𝑗 = 4 2𝑀  𝐾 ∆𝑡Γ(𝑚 − 𝛼 + 1) 3−𝑗(𝑚−𝛼+12�1 − 3− 𝑚−𝛼−12     (63)
It is clear from the Equation 63 that error bound is inversely proportional to the level 
of resolution which means that with the increase in the level of resolution, error bound 
decreases i.e. 𝑗 → ∞ ⇒ 𝐸𝑗 ⟶ 0. This proves the convergence of solution u (x, t). In 
a similar way, the convergence of v(x, t)  solution can be proved. It ensures the stability 
of the solutions.
RESULTS AND DISCUSSIONS FROM NUMERICAL EXPERIMENT
To describe the appropriateness of the present scheme for fractional coupled Burgers’ 
equation, solutions of two problems obtained by the present scheme had been analyzed 
and absolute errors were calculated to check the efficiency of the present scheme with the 
help of following formulas 
Absolute error = 𝑢𝑒𝑥𝑎𝑐𝑡 𝑡𝑙 − 𝑢𝑛𝑢𝑚 𝑡𝑙
where t i represents the collocation points of the domain.
Numerical Experiment No. 1: - Consider the following space-time fractional coupled 
Burgers’ Equation 64
 ∂𝛼𝑢
∂𝑡𝛼
= ∂2𝑢
∂𝑥2
+ 2 𝑢 ∂𝛽 𝑢
∂𝑥𝛽
−
∂ 𝑢𝑣
∂𝑥
    , 𝑥 𝜖  0 , 1     , 𝑡 𝜖  [0, 𝑇�
 ∂𝛾 𝑣
∂𝑡𝛾
= ∂2𝑣
∂𝑥2
+ 2 𝑣 ∂𝛿 𝑣
∂𝑥𝛿
−
∂ 𝑢𝑣
∂𝑥
    , 𝑥  𝜖 0 , 1     , 𝑡 𝜖 [0, 𝑇�
  (64)
Subjected to the boundary conditions given in Equation 65
𝑢 0, 𝑡 = 0, 𝑢 1, 𝑡 = 𝑒−𝑡 sin 1   , 𝑣 0, 𝑡 = 0, 𝑣 1, 𝑡 = 𝑒−𝑡 sin 1 ∀ 𝑡 𝜖  [0, 𝑇] (65)
and with the initial condition given in Equation 66
𝑢 𝑥 , 0 = sin 𝑥       , 𝑣 𝑥, 0 = sin 𝑥               ∀   x ϵ 0 , 1   (66)
The exact solution of the Equation 64 subjected to the conditions given in Equation 
65 and 66 for 𝛼 = 𝛽 = 𝛾 = 𝛿 = 1 is
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𝑢 𝑥, 𝑡 = 𝑒−𝑡 sin 𝑥           , 𝑣 𝑥 , 𝑡 = 𝑒−𝑡 sin𝑥,𝑢 𝑥, 𝑡 = 𝑒−𝑡 sin 𝑥      , 𝑣 𝑥 , 𝑡 = 𝑒−𝑡 sin𝑥
The numerical solution obtained by applying the given methodology for Equation 64 
subjected to the conditions given in Equation 65 and 66  is 
𝑢 𝑥𝑙 , 𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  � 𝑎𝑖(𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙3𝑚
𝑖=1
𝑞𝑖,2(1)) + 𝑢 𝑥𝑙 ,𝑡𝑟 − 𝑓1 𝑡𝑟
                          +𝑥𝑙 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑥𝑙 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑓1 𝑡𝑟+1
𝑣 𝑥𝑙 ,𝑡𝑟+1 = 𝑡𝑟+1 − 𝑡𝑟  � 𝑏𝑖(𝑞𝑖,2 𝑥𝑙 − 𝑥𝑙3𝑚
𝑖=1
𝑞𝑖,2(1)) + 𝑣 𝑥𝑙 ,𝑡𝑟 − 𝜑1 𝑡𝑟
                           +𝑥𝑙  𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝑥𝑙 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1
at the various times by using successive iteration for r  =  0 ,1 ,2 ,3 , . . .. The process 
of finding the solution in the discrete form starts by taking 𝑟 = 0, 𝑡0 = 0  and 
𝑓1 𝑡𝑟 = 0, 𝑓2 𝑡𝑟 = 𝑒−𝑡𝑟 sin 1,  𝜑1 𝑡𝑟 = 0, 𝜑2 𝑡𝑟+1 = 𝑒−𝑡𝑟 sin 1 for  𝑟 = 0, 𝑡0 = 0 
and rest all the values will be obtained using the iterative process.
Results obtained for example 1 are also reported by the way of figures and tables. It 
can be seen from Figure 1 and Figure 2 that the solution obtained by the proposed method 
for the case (when 𝛼 = 𝛽 = 𝛾 = 𝛿 = 1) is in good agreement with the analytical solution 
available in the literature. Table 1 and Figure 3 show the absolute errors in the results 
obtained at the different collocation points for the case 𝛼 = 𝛽 = 𝛾 = 𝛿 = 1  and it is of 
order 10–5 which assures the efficiency and reliability of the proposed method. In Table 
2, results obtained by the present method are compared with another method (Ray, 2013) 
available in the literature and it is found that the present method outperforms over another 
method available in the literature. Table 3 explains the absolute error in the solution for 
different values of ∆𝑡  which illustrate the direct dependence of  absolute error on meshsize 
for time variable. For better visibility contour plots and 2D-solution plots are also given 
in Figure 4 and Figure 5. Most important fact has been explained by the Figure 6 and 
Figure 7 that when we shift from one classical order derivative (integer-order 0) to another 
classical order derivative (integer-order 1) in the coupled Burgers’ equation the behavior 
of the solution does not remain the same, in fact many variations have been  observed in 
the solution space with the variation in the order of time derivative or space derivative 
which gives the better insight of microscopic behavior of  poly-dispersive sedimentation 
phenomena of two different types of particle concentration in the fluid.
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Table 3  
Maximum absolute error in numerical results u(x,t)  and v(x,t) at the  integer order α= β= γ= δ =1 with η= 
ξ = -2, μ=λ=1  for different values of Δt 
Δt 𝑬(𝒖) ∞ 𝑬(𝒗) ∞
0.0100 1.22142096728672410–4 1.22142096728672410–4
0.0010 2.218389533070741×10–6 2.218389533070741×10–6
0.0001 2.41311621795858910–8 2.41311621795858910–8
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Figure 1. 3D Graphical representation of exact and approximated solution u(x,t) of Experiment No. 1 for 
integer  order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.01
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Figure 2. 3D Graphical representation of exact and approximated solution v(x,t) of Experiment No. 1 at 
integer order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.01
Figure 3. Surface plot of absolute error in the solutions u(x,t) and v(x,t) of Experiment No. 1 for j=3 at the 
integer order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.01
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Figure 4. Contour representation of solutions u(x,t) and v(x,t) of Experiment No. 1 at the integer order α= β= 
γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.01
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Figure 5. 2D-Graphical representation of exact and approximated solutions u(x,t) and v(x,t)  of Experiment 
No. 2 for different values of t at the  integer order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.01
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Figure 6. Approximate solution of Experiment No. 1 in 3D with different values of α, β ∈ (0,1] and fixed 
values of   γ= δ =0.25 with  η= ξ = -2, μ=λ=1 and Δt = 0.001
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Figure 7. Approximate solution of Experiment No. 1 in 3D with different values of α, β, γ, δ ∈ (0,1] for which 
the solution behaves differently at η= ξ = -2, μ=λ=1 and Δt = 0.01.
Numerical Experiment No. 2: - Consider the following space-time fractional coupled 
Burgers’ Equation 67
 ∂𝛼𝑢
∂𝑡𝛼
= ∂2𝑢
∂𝑥2
+ 2 𝑢 ∂𝛽 𝑢
∂𝑥𝛽
−
∂ 𝑢𝑣
∂𝑥
    , 𝑥 𝜖  0 , 1     , 𝑡 𝜖  [0, 𝑇�
 ∂𝛾 𝑣
∂𝑡𝛾
= ∂2𝑣
∂𝑥2
+ 2 𝑣 ∂𝛿 𝑣
∂𝑥𝛿
−
∂ 𝑢𝑣
∂𝑥
    , 𝑥  𝜖 0 , 1     , 𝑡 𝜖 [0, 𝑇�   (67)
Subjected to the boundary conditions given in Equation 68
𝑢 0, 𝑡 = 0, 𝑢 1, 𝑡 = 0, 𝑣 0, 𝑡 = 0, 𝑣 1, 𝑡 = 0 ∀ 𝑡 𝜖 [0, 𝑇] (68)
and with the initial condition given in Equation 69
𝑢 𝑥 , 0 = sin 2𝜋𝑥 − 𝜋     ,  𝑣 𝑥, 0 = sin 2𝜋𝑥 − 𝜋          ∀   x ϵ 0 , 1  (69)
Analytic solution of  Equation 67 when 𝛼 = 𝛽 = 𝛾 = 𝛿 = 1  is given by Equation 
70 as
𝑢 𝑥, 𝑡 = 𝑒−4𝜋2𝑡 sin 2𝜋𝑥 − 𝜋     , 𝑣 𝑥, 𝑡 = 𝑒−4𝜋2𝑡 sin 2𝜋𝑥 − 𝜋  (70)
The numerical solution obtained by applying the given methodology is 
                        +𝑥𝑙 𝑓2 𝑡𝑟+1 − 𝑓1 𝑡𝑟+1 − 𝑥𝑙 𝑓2 𝑡𝑟 − 𝑓1 𝑡𝑟 + 𝑓1 𝑡𝑟+1
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                           +𝑥𝑙  𝜑2 𝑡𝑟+1 − 𝜑1 𝑡𝑟+1 − 𝑥𝑙 𝜑2 𝑡𝑟 − 𝜑1 𝑡𝑟 + 𝜑1 𝑡𝑟+1
at various times by using successive iteration for r  =  0 , 1 , 2 , 3 , . . . where 
𝑓1 𝑡𝑟 = 0, 𝑓2 𝑡𝑟 = 0, 𝜑1 𝑡𝑟 = 0, 𝜑2 𝑡𝑟 = 0 𝑓1 𝑡𝑟 = 0, 𝑓2 𝑡𝑟 = 0, 𝜑1 𝑡𝑟 = 0, 𝜑2 𝑡𝑟 = 0 for 𝑟 = 0, 𝑡0 = 0 and rest all the values 
will be obtained using the iterative process.
Table 4 explains the absolute errors in the results obtained by the proposed method 
for example 2 by considering the domain 𝑥 ∈ 0,1  and ∆𝑡 = 0 and it is of order 10–5 
which assures the efficiency and reliability of the proposed method. It can be seen from 
Figure 8 to Figure 14 that the solution obtained by the proposed method for the case 
(when𝛼 = 𝛽 = 𝛾 = 𝛿 = 1 is in good agreement with the analytical solution available in 
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Figure 8. 3D Graphical representation of exact and approximated solution u(x,t) of Experiment No. 2  at 
integer order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.001
-1
0.03
-0.5
1
0
v(
x,
t)
0.02 0.8
v
exact (x,t) for =1, =1, =1, =1
0.5
t
0.6
x
1
0.01 0.4
0.2
0 0
-1
0.03
-0.5
1
0
v(
x,
t)
0.02 0.8
v
Approximated
(x,t)  for =1, =1, =1, =1
0.5
t
0.6
x
1
0.01 0.4
0.2
0 0
Figure 9. 3D Graphical representation of exact and approximated solution v(x,t) of  Experiment No. 2 at 
integer order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.001
Wavelet-based Technique for Fractional - Burgers’ Equation
601Pertanika J. Sci. & Technol. 28 (2): 579 - 607 (2020)
Ta
bl
e 
4 
 
A
bs
ol
ut
e 
er
ro
r 
in
 n
um
er
ic
al
 r
es
ul
ts
 u
(x
,t)
 a
t r
an
do
m
 c
ol
lo
ca
ti
on
 p
oi
nt
s 
fo
r 
in
te
ge
r 
or
de
r 
α=
 β
=
 γ
=
 δ
 =
1 
w
it
h 
η=
 ξ
 =
 -
2,
 μ
=
λ=
1 
x
t
0.
05
55
6
0.
16
66
7
0.
27
77
8
0.
38
88
9
0.
50
00
0
0.
61
11
1
0.
72
22
2
0.
83
33
3
0.
94
44
4
0.
1
6.
67
×1
0–
5
4.
35
×1
0–
5
3.
22
×1
0–
5
2.
62
××
10
–5
2.
25
×1
0–
5
1.
99
×1
0–
5
1.
81
×1
0–
5
1.
67
×1
0–
5
1.
56
×1
0–
5
0.
2
1.
69
×1
0–
4
1.
10
×1
0–
4
8.
17
×1
0–
5
6.
64
×1
0–
5
5.
69
×1
0–
5
5.
05
×1
0–
5
4.
58
×1
0–
5
4.
23
×1
0–
5
3.
95
×1
0–
5
0.
3
1.
92
×1
0–
4
1.
25
×1
0–
4
9.
29
×1
0–
5
7.
55
×1
0–
5
6.
47
×1
0–
5
5.
74
×1
0–
5
5.
21
×1
0–
5
4.
81
×1
0–
5
4.
49
×1
0–
5
0.
4
1.
25
×1
0–
4
8.
18
×1
0–
5
6.
06
×1
0–
5
4.
93
×1
0–
5
4.
22
×1
0–
5
3.
75
×1
0–
5
3.
40
×1
0–
5
3.
14
×1
0–
5
2.
93
×1
0–
5
0.
5
2.
89
×1
0–
19
6.
44
×1
0–
19
1.
05
×1
0–
18
1.
04
×1
0–
18
9.
44
×1
0–
19
9.
33
×1
0–
19
1.
52
×1
0–
18
1.
11
×1
0–
19
9.
49
×1
0–
19
0.
6
1.
25
×1
0–
4
8.
18
×1
0–
5
6.
06
×1
0–
5
4.
93
×1
0–
5
4.
22
×1
0–
5
3.
75
×1
0–
5
3.
40
×1
0–
5
3.
14
×1
0–
5
2.
93
×1
0–
5
0.
7
1.
92
×1
0–
4
1.
25
×1
0–
4
9.
29
×1
0–
5
7.
55
×1
0–
5
6.
47
×1
0–
5
5.
74
×1
0–
5
5.
21
×1
0–
5
4.
81
×1
0–
5
4.
49
×1
0–
5
0.
8
1.
69
×1
0–
4
1.
10
×1
0–
4
8.
17
×1
0–
5
6.
64
×1
0–
5
5.
69
×1
0–
5
5.
05
×1
0–
5
4.
58
×1
0–
5
4.
23
×1
0–
5
3.
95
×1
0–
5
0.
9
6.
67
×1
0–
5
4.
35
×1
0–
5
3.
22
×1
0–
5
2.
62
×1
0–
5
2.
25
×1
0–
5
1.
99
×1
0–
5
1.
81
×1
0–
5
1.
67
×1
0–
5
1.
56
×1
0–
5
0
0.
030.
5
1
| u
exact
 (x,t) -- u
numerical
 (x,t)|
10
-5
0.
02
1
0.
8
Ab
so
lu
te
 e
rr
or
 in
 u
(x
,t)
 a
t j
=2
 fo
r 
=1
,
=1
,
=1
,
=1
t
0.
6
x
1.
5
0.
01
0.
4
0.
2
0
0
0
0.
030.
5
1
| v
exact
 (x,t) -- v
numerical
 (x,t)|
10
-5
0.
02
1
0.
8
Ab
so
lu
te
 e
rr
or
 in
 v
(x
,t)
 a
t j
=2
 fo
r 
=1
,
=1
,
=1
,
=1
t
0.
6
x
1.
5
0.
01
0.
4
0.
2
0
0
F
ig
ur
e 
10
. S
ur
fa
ce
 p
lo
t o
f a
bs
ol
ut
e 
er
ro
r i
n 
th
e 
so
lu
tio
ns
 u
(x
,t)
 a
nd
 v
(x
,t)
 o
f E
xp
er
im
en
t N
o.
 2
 fo
r j
=2
 a
t t
he
  
in
te
ge
r 
or
de
r 
α=
 β
=
 γ
=
 δ
 =
1 
w
it
h 
η=
 ξ
 =
 -
2,
 μ
=
λ=
1 
an
d 
Δ
t =
 0
.0
01
Geeta Arora, Ratesh Kumar and Harpreet Kaur
602 Pertanika J. Sci. & Technol. 28 (2): 579 - 607 (2020)
For j=3 and p=81
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
x
0.005
0.01
0.015
0.02
0.025
u(
x,
t)
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
For j=3 and p=81
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
x
0.005
0.01
0.015
0.02
0.025
v(
x,
t)
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
Figure 11. Contour representation of solutions u(x,t) and v(x,t) of Experiment No. 2 at the integer order α= β= 
γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.001
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Figure 12. 2D-Graphical representation of exact and approximated solutions u(x,t) and v(x,t)  of Experiment 
No. 2 for different values of t at the  integer order α= β= γ= δ =1 with η= ξ = -2, μ=λ=1 and Δt = 0.001
Table 5 
Maximum absolute error in numerical results u(x,t)  and v(x,t) at the  integer order α= β= γ= δ =1 with η= 
ξ = -2, μ=λ=1  for different values of  Δt 
Δt 𝑬(𝒖) ∞ 𝑬(𝒗) ∞
0.0100 2.09861158048527×10–4 2.098611580485271×10–4
0.0010 3.764653977598853×10–6 3.764653977598853×10–6
0.0001 6.090606685656975×10–8 6.090606685656975×10–8
the literature. Table 5 explains the absolute error in the solution for different values of ∆𝑡 
which illustrate the direct dependence of  absolute error on meshsize for time variable. 
It can also be observed from the Figure 13 and Figure 14 that whenever we are changing 
the values of γ and δ by fixing the values of α, β, we are getting the change in the solution 
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Figure 13. Approximate solution of Experiment No. 2 in 3D with different values of γ, δ ∈ (0,1] and fixed 
values of   α=β= 0.25 with η= ξ = -2, μ=λ=1 and Δt = 0.001
space of v(x, t)  and there is no change in the solution space of u (x, t)  and vice versa. It 
is  because of the reason that α, β are orders of the time and space fractional derivatives 
of u (x, t)  respectively  and that γ, δ are orders of the time and space fractional derivatives 
of u (x, t)  respectively  which explains the importance of fractional models in explaining 
the microscopic behavior of the phenomenon .
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Figure 14. Approximate solution of Experiment No. 2 in 3D with different values of α, β ∈ (0,1] and fixed 
values of   γ= δ =0.5 with η= ξ = -2, μ=λ=1 and Δt = 0.001
Geeta Arora, Ratesh Kumar and Harpreet Kaur
604 Pertanika J. Sci. & Technol. 28 (2): 579 - 607 (2020)
CONCLUSION
We have developed a scale 3 Haar wavelet-based collocation scheme to find the solution of 
nonlinear coupled fractional differential equations. Two examples of space-time fractional 
coupled Burgers’ equation with different boundary and initial constraints were considered to 
prove the reliability and efficiency of the proposed numerical scheme. It had been observed 
in with the help of MATLAB stimulation and computations that solution was behaving 
differentially as we varied the order of fractional derivatives in space-time fractional coupled 
Burgers’ equation and giving the accuracy of order 10–5 at integer-order derivative (i.e. 
at 𝛼 = 𝛽 = 𝛾 = 𝛿 = 1) for j=2  which demonstrated the performance of the scheme.The 
proposed method was compared with another method available in the literature and it was 
found that the proposed method was working better than the other method. Looking at 
the performance of the method for the given set of numerical experiments, the proposed 
method can be extended to explain the behavior of the different phenomenon by solving 
the system of fractional differential equations governing those phenomena. The proposed 
method provides an insight into the microscopic behavior of phenomena under study.  The 
given method is also fully supportive and compatible with the ordinary, partial, fractional 
differential equations and integral equations. 
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ABSTRACT 
Solar drier is considered to be an important product used in the internet of things (IoT). 
It is used to dry different kinds of products used in agriculture or aquaculture. There are 
many factors that have different effects on the drying of items in the solar drier. The current 
study focused on the removal of the moisture ratio in the drying process for seaweed using 
solar drier. For this purpose, a dataset containing 1924 observations was used to study 
the effect of six different independent variables on the dependent variable. Moisture ratio 
removal (%) was considered to be dependent variable with ambient temperature, chamber 
temperature, collector temperature, chamber relative humidity, ambient relative humidity 
and solar radiation as independent variables. All possible models were used in the analysis 
till fifth order interaction terms. Hybrid model of LASSO with bisquare M was proposed 
for efficient selection of the model. The procedure based on four phases was used for 
efficient model selection and a comparison was made with other existing sparse and robust 
regression techniques. The result indicates that the proposed technique is better than other 
existing techniques in terms of mean squared error (MSE) and mean absolute percentage 
error (MAPE).
Keywords: All possible models, LASSO, model selection, robust, seaweed, selection criteria 
INTRODUCTION 
In agriculture field, the items based on the 
Internet of thing (IoT) help to reduce human 
effort as a kind of narrow band model was 
proposed by Klaina et al. (2018). Using IoT, 
different factors such as humidity, air speed, 
temperature and irrigation of water were 
determined by Gondchawar & Kawitkar 
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(2016). There is a large increase in population, so there is need to produce more food to 
meet the demand of the population (Rockström et al., 2009). There are many steps involved 
in the food production process from seeding to harvesting (Yan, 2011). One of the most 
important step is the drying  (Ali et al., 2014). Seaweed is considered to be the most widely 
used product in the aquaculture or agiculture sector (Dissa et al., 2011). In agriculture, 
mathematically there are many models produced for the purposes of forecasting (Neitsch 
et al., 2011). Ordinary least square (OLS) is one of the technique used in model selection, 
but it suffers from limitations in case of certain conditions violated (Zuur et al., 2009). 
Mendelsohn and Dinar (2003) used the linear and quadratic regression analysis with the 
interaction terms of factors. Giacalone et al. (2018) had introduced Lp norm estimation 
methods. These simple methods have no model selection capability, so that Xu and Ying 
(2010) performed the selection of variables using the median regression with least absolute 
shrinkage and selection operator (LASSO) type penalty. The presence of outlier is also 
considered a major data problem because removing such observations is not always a 
good solution, so there are robust methods used to deal with these types of observations, 
as Gad and Qura (2016) reviewed different types of robust methods for outliers. According 
to Shariff and Ferdaos (2017), tikhonov regularisation (ridge regression) is considered to 
be one of the methods used in the case of multicollinearity, but its results are affected in 
the case of outliers. In robust regression, many types of estimates are available as Susanti 
et al. (2014) compared maximum likelihood type estimators (M estimators), modified M 
estimates (MM) and estimators of scale (S) of maize production data, but M estimators 
are preferred by the majority of researchers as their advantages were demonstrated by 
Sinova and Van Aelst (2018). It was based on tukey bisquare and were compared with 
hampel loss function. Another method of robust ridge regression was provided by Shariff 
and Ferdaos (2017) in case of both multicollinearity and outliers problem. For the model 
selection purpose, eight selection criteria (8SC) were used by Ali et al. (2017). From all 
possible models the 8SC was used by Zainodin et al. (2011) in model selection problem. 
It can be seen from previous research that there are different methods such as OLS, ridge 
and LASSO with robustic approach have been used, but no studies have been conducted 
using a combination of LASSO and robust with 8SC for all possible models, including 
interaction terms. Therefore, the contribution is the use of a newly-developed hybrid model 
of LASSO and robust with all possible models. The best choice of these models is made 
by means of 8SC that can be used further to choose the efficient model to forecast. 
METHODS
This study used hybrid of LASSO and robust regression.The details of the methodology 
used are discussed as follows.
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LASSO
Tibshirani (1996) proposed a new sparse estimation method called “LASSO” that 
minimised the sum of squares subject to a restriction that the sum of absolute value of the 
coefficient was less than the constant value. This kind of constraint has the capacity of 
sparsness, as some coefficients will be exactly zero, so the resulting model would have a 
better interpretation. LASSO has the property of both subset selection and ridge regression 
analysis simultaneously. It is a very general method as it can be applied in different statistical 
methods such as in extension of generalised linear model and in tree based models. 
According to Zhang et al. (2016) if there is a response vector Y  = [𝑦1, 𝑦2, ..., 𝑦𝑛]  and the 
predictors X ∈ 𝑅𝑛 ×𝐷, Then in case of without generality of data loss. LASSO, a sparse 
regression method has the ability to resolve the following problem. 
min   ⃦𝑌 − 𝑋𝛽   ⃦2
2 + λ  ⃦ 𝛽   ⃦1
Where β ∈ 𝑅𝐷 ×1  is considered as vector of regression coefficient. L1 norm 
regularization has the ability to provide as sparse solution so that the model can be easily 
interpreted. 
M Estimator
Draper and Smith (1998) stated that for finding the maximum likelihood type estimate (M 
estimate), it is required to minimize the term ∑ 𝜌(𝜀𝑖
𝑆
𝑛
𝑖=1 ), where 𝜀𝑖  is the error term of ith 
observation and s is an estimate of the scale. For this purpose, a partial differentiation is 
used with respect to each parameter p which results in a system of p equations.
∑ 𝑥𝑖𝑗
𝑛
𝑖=1 ψ(
𝑦𝑖−𝑥𝑖
𝑇𝛽
𝑠
) = ∑ 𝑥𝑖𝑗𝑛𝑖=1 ψ(
𝜀𝑖
𝑆
) = 0,    j = 1,2,…,p   (1)
Where ψ(u) = 𝜕𝜌
𝜕𝑢
 called as score function and the weight function can be defined as 
w(u) = 
𝜓(𝑢)
𝑢
 
yeilds 𝑤𝑖 = 𝜀𝑖𝑠  for i = 1, 2, …, n, with w i = 1 if εi = 0, substituting into (1) the results are 
∑ 𝑥𝑖𝑗
𝑛
𝑖=1 𝑤𝑖
𝜀𝑖
𝑆
= ∑ 𝑥𝑖𝑗𝑛𝑖=1 𝑤𝑖 (𝑦𝑖 - 𝑥𝑖𝑇β)
1
𝑆
= 0 j = 1,2,…,p
⇒ ∑ 𝑥𝑖𝑗
𝑛
𝑖=1 𝑤𝑖(𝑦𝑖 - 𝑥𝑖𝑇β)   = 0,                  j = 1,2,…,p
⇒ ∑ 𝑥𝑖𝑗
𝑛
𝑖=1 𝑤𝑖𝑥𝑖 β  =∑ 𝑥𝑖𝑗
𝑛
𝑖=1 𝑤𝑖𝑦𝑖 j = 1,2,…,p   (2)
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Since s ≠ 0, defining the weight matrix W = diag({wi: i = 1, 2, …,n}) as follows
𝑊 = 𝑤1 . 0 𝑤2  0 . 𝑤𝑛
yields the following matrix form of (2)
𝑋𝑇𝑊𝑋𝛽 = 𝑋𝑇𝑊𝑌
⇒ ?̌? = 𝑋𝑇𝑊𝑋 −1𝑋𝑇𝑊𝑌      (3)
 It is very similar to least square estimator solution, but the introduction of weight matrix 
reduce the outlier’s influence. Usually, contrasting to the least squares, (3) can not be used 
directly in calculation of M estimation from the dataset, W depends on the residuals, that 
depend on the estimation. In fact, an initial estimate and iterations are required to finally 
converge on W and an M estimation for β. An iterative procedure  called as iteratively 
reweighted least squares (IRLS)  is used to identify M regression estimates. There are three 
types of M estimators commonly used as  huber M, hampel M and tukey bisquare M with 
different weighting function (Stuart, 2011). In the present study, bisquare M is used for 
making the hybrid model with LASSO. 
All possible models are considered in this study. Efficient model selection is 
made in four phases. The purpose of the study is also to highlight the importance of 
interaction terms so the variables till fifth order interaction terms are considered. All the 
assumptions regarding the random pattern of observations, homogeneity of variances and 
autocorrelations are fulfilled.
Phase I – All Possible Models
Ali et al. (2017) stated all possible models using the formula 
𝑁 = � 𝑗  𝑘 𝐶
𝑗
𝑘
𝑗=1
     (4)
Using (4), all possible models are calculated with LASSO and with all other existing 
techniques used in this study. Total number of all possible models for six independent 
variables untill fifth order interactions can be observed as in Table 1.
̂
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Table 1
Number of all possible models
No of variables single Interact
1st 2nd 3rd 4th 5th Total
1 6 - - - - - 6
2 15 15 - - - - 30
3 20 20 20 - - - 60
4 15 15 15 15 - - 60
5 6 6 6 6 6 - 30
6 1 1 1 1 1 1 6
Total 
Models 63 57 42 22 7 1 192
Model ID M1-M63 M64-M120 M121-M163 M164-M185 M186-M191 M192
A total of 5% of the dataset is stored for forecasting purposes and the mean absolute 
percentage error (MAPE) value is used for forecasting estimates (Ali et al., 2017) in phase 
4. The MAPE is calculated using (5). 
𝑀𝐴𝑃𝐸 =   100
𝑁
(∑ |𝐴𝑖−𝐸𝑖 |𝑗𝑖=1
𝐴𝑖
) i=1,2,…,j i=1,2,…,j    (5)
Where
A  = Actual value of dependent variable (y)
E  = Expected value (𝑦�)
N  = Number of fitted points
Phase 2- Selected Models
After calculating all possible models, the next step is to obtain the selected models (Zainodin 
et al., 2011). For this purpose, bisquare M was applied to LASSO selected models at a 5% 
significance level. Significant factors had been observed. From other techniques, significant 
factors were also observed at a 5% level of significance.Only one non significant variable 
was removed at one time and the procedure rerun again. The procedure continued until all 
the variables remaining in the model were significant.
Phase 3 - The Best Model
The next step was to get the best model after a list of selected models was obtained. 8SC 
were defined for this purpose by (Zainodin et al., 2011). 8SC formula can be displayed as 
shown in Table 2. By using mentioned formulas in Table 2, Akaike information criterion 
(AIC), RICE, Final prediction error (FPE), SCHWARZ(SBC), Generalized cross validation 
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(GCV), Sigma square (SGMASQ), Hannan-Quinn information criterion (HQ) and SHIBATA 
were calculated. The efficient model was obtained on the basis of minimum value obtained 
from all mentioned  criteria.
Table 2
Formula used for 8SC
AIC:
𝑺𝑺𝑬
𝒏
𝒆
𝟐(𝒌+𝟏)
𝒏
(Akaike, 1969)
RICE:
𝑺𝑺𝑬
𝒏
𝟏 −
𝟐(𝒌 + 𝟏)
𝒏
−𝟏
(Rice, 1984)
FPE:(𝑺𝑺𝑬)𝟐
𝒏
𝒏 + (𝒌 + 𝟏)
𝒏 − (𝒌 + 𝟏)
(Akaike, 1974)
SCHWARZ:
𝑆𝑆𝐸
𝑛
𝑛(𝑘+1𝑛 )
(Schwarz, 1978)
GCV:   
𝑺𝑺𝑬
𝒏
𝟏 −
𝒌 + 𝟏
𝒏
−𝟐
(Golub et al., 1979)
SGMASQ:
𝑆𝑆𝐸
𝑛
1 − 𝑘 + 1
𝑛
−1
(Ramanathan, 2002)
HQ:
𝑺𝑺𝑬
𝒏
𝒍𝒏𝒏
𝟐 (𝒌+𝟏)
𝒏
(Hannan and Quinn, 1979)
SHIBATA:
𝑆𝑆𝐸
𝑛
(𝑛 + 2 𝑘 + 1
𝑛
)
(Shibata, 1981)
where
n = total number of observations
k +1 =  estimated parameters numbers (including constant)
SSE  = sum of square of error 
Phase 4 - Goodness of Fit 
The goodness of fit test was performed on the final models selected in phase 3 to check the 
efficiency of the selected model. 5% dataset kept in phase 1 was used for MAPE calculation 
using (5) for this purpose. Other supporting evidence, such as scatter plot, histogram and 
residual box plot, was obtained for supporting evidence. 
RESULT AND DISCUSSION
Data Collection and Procedure
The data used in this study were taken from a seaweed drier for four days using V-groove 
hybrid solar dryer. Seven variables were used in this study with moisture ratio content(%) 
as dependent variable while six independent variables include ambient temperature (x1), 
chamber temperature(x2), collector temperature (x3), chamber relative humidity (x4), 
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ambient relative humidity (x5) and solar radiation (x6). Moisture ratio content (%) was 
basically decreasing with the time passed by. So the time effect was already in study of 
the percentage decrease in moisture ratio. Significance of interaction terms had also been 
observed in this study. So, x12 represents the interaction between x1 and x2. Similarly all 
other interactions are presented in this study. The four days of data were taken from a total 
of 1924 observations where 1826 observations were made for the purposes of analysis 
and 98 observations were kept for the purpose of prediction by calculating MAPE value. 
The data for each second was collected from 8 a.m. to 5 p.m. from 16 March 2017 to 19 
March 2017. All possible models for the six independent variables were calculated from 
Table 1. On these 192 models, LASSO was applied and 183 models were obtained. Models 
with the same number of variables were stored in the same group. The tukey bisquare 
M estimator was applied to these 183 models at a 5% significance level in phase 2. As a 
result, 144 models were obtained from the application of the M estimator. Out of the 144 
selected models, an efficient selection of the models was made on the basis of 8SC in phase 
3. The minimum value for 8SC were found for model M192.27.13 meaning that M192.0.0 
was original model where 27 variables were removed in LASSO and 13 were removed 
in bisquare M, thus the final model became M192.27.13 with SSE as 64743. The results 
obtained from 8SC are observed in Table 3.
Table 3
Results for 8SC using LASSO with bisquare M 
Model number AIC FPE GCV HQ RICE SCHWARZ SGMASQ SHIBATA
M7.1.0=M9.1.0=M64.1.1 156.01 156.01 156.01 156.36 156.01 156.95 155.84 156.01
M8.1.0=M22.1.0 154.55 154.55 154.55 155.06 154.55 155.95 154.29 154.55
M10.1.0 122.73 122.73 122.73 123.14 122.73 123.84 122.52 122.73
M11.1.0=M25.1.0=M30.1.0=M68.1.0 149.71 149.71 149.71 150.21 149.71 151.07 149.46 149.71
M12.1.0=M69.1.0=M73.1.1 154.47 154.47 154.47 154.81 154.47 155.41 154.30 154.47
M13.1.0 166.42 166.42 166.42 166.79 166.42 167.43 166.24 166.42
M15.1.0=M20.1.0=M21.1.0=M36.1.0
=M37.1.0 147.52 147.52 147.52 147.84 147.52 148.41 147.35 147.52
M16.1.0=M32.1.1 151.53 151.53 151.53 152.03 151.53 152.91 151.28 151.53
M17.1.0=M33.1.1=M40.1.1=M54.1.2 123.95 123.95 123.95 124.36 123.95 125.07 123.74 123.95
M18.1.0=M34.1.0=M39.1.0=M75.1.0 151.66 151.66 151.66 152.17 151.66 153.04 151.41 151.66
M19.1.0=M41.1.1 94.35 94.35 94.35 94.66 94.35 95.20 94.19 94.34
M23.1.1=M66.1.0 153.88 153.88 153.88 154.39 153.88 155.28 153.63 153.88
M24.1.0 121.56 121.56 121.56 122.10 121.56 123.03 121.29 121.56
M26.1.0=M42.1.1=M49.1.1=M58.1.2 149.49 149.49 149.49 150.16 149.49 151.31 149.16 149.49
M27.1.0=M50.1.1 113.33 113.33 113.33 113.83 113.33 114.70 113.08 113.33
M28.1.0=M44.1.0 151.22 151.22 151.22 151.89 151.22 153.06 150.89 151.22
M29.1.0 85.01 85.01 85.01 85.39 85.01 86.04 84.83 85.01
M31.1.0 119.26 119.26 119.26 119.79 119.26 120.71 119.00 119.26
M35.1.0 77.65 77.65 77.65 78.00 77.65 78.59 77.48 77.65
M38.1.0=M56.1.0 92.06 92.06 92.06 92.47 92.06 93.17 91.85 92.05
M43.1.0=M59.1.1 111.99 111.99 111.99 112.62 111.99 113.70 111.69 111.99
M45.1.0 73.22 73.22 73.22 73.63 73.22 74.33 73.02 73.22
M46.1.1 147.40 147.40 147.40 148.06 147.40 149.19 147.08 147.40
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Table 3 (continue)
Model number AIC FPE GCV HQ RICE SCHWARZ SGMASQ SHIBATA
M47.1.0 118.40 118.40 118.40 119.06 118.40 120.20 118.08 118.40
M48.1.0=M61.1.0 87.00 87.00 87.00 87.49 87.01 88.33 86.77 87.00
M51.1.0 86.99 86.99 86.99 87.48 86.99 88.31 86.75 86.99
M52.1.0=M62.1.0 77.68 77.68 77.68 78.11 77.68 78.86 77.47 77.68
M53.1.1 149.88 149.88 149.88 150.55 149.88 151.70 149.55 149.88
M55.1.0 77.69 77.69 77.70 78.13 77.70 78.88 77.48 77.69
M57.1.0 70.96 70.96 70.97 71.44 70.97 72.26 70.73 70.96
M60.1.0 72.80 72.80 72.80 73.28 72.80 74.13 72.56 72.79
M63.1.0 71.29 71.29 71.29 71.84 71.29 72.81 71.01 71.28
M65.1.0=M83.1.2 154.53 154.53 154.53 154.87 154.53 155.46 154.36 154.53
M67.1.0=M81.1.1 122.50 122.50 122.50 122.91 122.50 123.61 122.30 122.50
M70.1.0 162.41 162.41 162.41 163.13 162.41 164.38 162.05 162.41
M71.1.0 151.27 151.27 151.27 151.95 151.27 153.11 150.94 151.27
M72.1.0 150.36 150.36 150.36 150.86 150.36 151.72 150.11 150.36
M74.1.0 121.72 121.72 121.72 122.13 121.72 122.83 121.52 121.72
M76.1.0 85.23 85.23 85.23 85.61 85.23 86.26 85.04 85.23
M77.1.0 177.37 177.37 177.37 177.96 177.37 178.98 177.08 177.37
M78.1.0 134.59 134.59 134.60 135.05 134.60 135.82 134.37 134.59
M79.1.0 151.11 151.11 151.11 151.95 151.11 153.41 150.70 151.11
M80.1.1 148.18 148.18 148.18 149.00 148.18 150.43 147.77 148.17
M82.1.0 135.42 135.42 135.42 136.48 135.42 138.31 134.90 135.42
M84.1.0 108.30 108.30 108.30 108.78 108.30 109.61 108.06 108.30
M85.1.1 128.35 128.35 128.35 129.21 128.35 130.69 127.93 128.34
M86.1.0=M128.1.0 76.47 76.47 76.47 76.90 76.47 77.63 76.26 76.47
M87.1.1 112.07 112.07 112.07 112.82 112.08 114.12 111.71 112.07
M88.1.0=M130.1.0 88.49 88.49 88.49 89.08 88.49 90.10 88.20 88.49
M89.1.1 152.41 152.41 152.41 153.09 152.41 154.26 152.08 152.41
M90.1.1 106.50 106.50 106.50 107.09 106.50 108.11 106.20 106.49
M91.1.1 124.02 124.02 124.02 124.85 124.02 126.28 123.61 124.01
M92.1.0 67.85 67.85 67.85 68.30 67.85 69.09 67.63 67.85
M93.1.0 127.73 127.73 127.73 128.58 127.73 130.06 127.31 127.72
M94.1.0 97.75 97.75 97.75 98.52 97.75 99.84 97.38 97.75
M95.1.0 74.94 74.94 74.94 75.28 74.94 75.85 74.78 74.94
M96.1.0 109.06 109.06 109.06 109.79 109.06 111.05 108.70 109.06
M97.1.0=M139.1.0 91.72 91.72 91.72 92.44 91.72 93.68 91.37 91.72
M98.1.0 62.66 62.66 62.66 63.15 62.67 64.00 62.42 62.66
M99.1.0 146.74 146.74 146.74 148.21 146.74 150.78 146.02 146.73
M100.1.0 99.99 99.99 99.99 100.66 99.99 101.82 99.66 99.99
M101.1.1 127.89 127.89 127.89 129.32 127.89 131.80 127.19 127.88
M102.1.1 62.73 62.73 62.73 63.36 62.74 64.46 62.42 62.73
M103.1.1 112.64 112.64 112.64 113.52 112.64 115.04 112.21 112.63
M104.1.0 84.49 84.49 84.49 85.06 84.49 86.04 84.22 84.49
M105.1.0 70.77 70.77 70.77 71.41 70.78 72.50 70.46 70.77
M106.1.0 104.31 104.31 104.31 105.36 104.31 107.18 103.80 104.30
M107.1.1 80.91 80.91 80.91 81.72 80.91 83.13 80.51 80.90
M108.1.1 51.05 51.05 51.05 51.45 51.06 52.14 50.86 51.05
M109.1.0 51.86 51.86 51.87 52.50 51.87 53.61 51.55 51.86
M110.1.1 107.75 107.75 107.75 108.59 107.75 110.05 107.33 107.74
M111.1.0 84.28 84.28 84.28 85.13 84.28 86.60 83.86 84.27
M112.1.0 50.86 50.86 50.86 51.37 50.86 52.26 50.61 50.85
M113.1.0 60.10 60.10 60.10 60.63 60.10 61.56 59.83 60.09
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Table 3 (continue)
Model number AIC FPE GCV HQ RICE SCHWARZ SGMASQ SHIBATA
M114.1.0 46.50 46.50 46.50 47.23 46.50 48.50 46.14 46.49
M115.1.1 103.16 103.16 103.16 104.31 103.16 106.32 102.59 103.15
M116.1.2= M118.1.3 77.95 77.95 77.96 78.56 77.96 79.62 77.66 77.95
M117.1.2 45.86 45.86 45.86 46.32 45.86 47.12 45.64 45.86
M119.1.3 47.17 47.17 47.18 47.70 47.18 48.62 46.92 47.17
M120.1.1 40.99 40.99 40.99 41.63 40.99 42.76 40.67 40.98
M121.1.1 152.90 152.90 152.91 153.59 152.91 154.76 152.57 152.90
M122.1.1 146.88 146.88 146.88 147.70 146.88 149.11 146.48 146.88
M123.1.0 125.34 125.34 125.34 126.04 125.34 127.24 125.00 125.34
M124.1.0 126.99 126.99 126.99 128.12 126.99 130.09 126.43 126.98
M125.1.0 158.61 158.61 158.61 159.49 158.61 161.02 158.17 158.61
M126.1.1 107.59 107.59 107.59 108.19 107.59 109.23 107.30 107.59
M127.1.0 124.74 124.74 124.74 125.86 124.74 127.79 124.20 124.73
M129.1.0 104.95 104.95 104.95 105.77 104.95 107.19 104.55 104.95
M130.1.1 154.50 154.50 154.50 155.36 154.50 156.84 154.07 154.49
M131.1.0 114.90 114.90 114.90 115.67 114.91 117.00 114.53 114.90
M132.1.0 118.18 118.18 118.18 119.23 118.18 121.07 117.66 118.17
M133.1.0 68.28 68.28 68.28 68.81 68.28 69.74 68.02 68.28
M134.1.0 157.02 157.02 157.03 158.25 157.03 160.38 156.42 157.02
M135.1.0= M137.1.0 94.67 94.67 94.67 95.51 94.67 96.98 94.26 94.66
M136.1.0 66.69 66.69 66.69 67.22 66.70 68.12 66.44 66.69
M138.1.0 108.23 108.23 108.24 109.20 108.24 110.88 107.76 108.23
M140.1.1 61.03 61.03 61.03 61.44 61.03 62.15 60.83 61.03
M142.1.2 135.41 135.41 135.42 136.93 135.42 139.56 134.68 135.41
M143.1.1 94.92 94.92 94.92 95.88 94.92 97.53 94.45 94.92
M144.1.0 127.21 127.21 127.21 128.35 127.21 130.32 126.65 127.20
M145.1.2 59.86 59.86 59.86 60.46 59.86 61.51 59.56 59.85
M146.1.2=M166.1.2 103.30 103.30 103.30 104.22 103.30 105.82 102.85 103.30
M147.1.0=M167.1.0 82.53 82.53 82.54 83.18 82.54 84.30 82.22 82.53
M148.1.2 47.26 47.26 47.27 47.90 47.27 49.01 46.96 47.26
M149.1.3 100.26 100.26 100.26 101.27 100.26 103.02 99.77 100.25
M150.1.0 80.22 80.22 80.22 80.94 80.23 82.18 79.87 80.22
M151.1.1 50.84 50.84 50.84 51.35 50.84 52.23 50.59 50.83
M152.1.2 50.85 50.85 50.85 51.36 50.85 52.25 50.60 50.85
M153.1.2 103.96 103.96 103.97 105.01 103.97 106.83 103.45 103.96
M154.1.1=M174.1.1 83.56 83.56 83.56 84.40 83.56 85.86 83.15 83.55
M155.1.1 50.11 50.11 50.11 50.67 50.11 51.64 49.84 50.11
M156.1.1 56.83 56.83 56.83 57.33 56.83 58.21 56.58 56.82
M157.1.3 42.07 42.07 42.07 42.83 42.08 44.15 41.71 42.07
M158.1.1 97.01 97.01 97.01 98.31 97.02 100.59 96.38 97.00
M159.1.2 67.64 67.64 67.65 69.16 67.66 71.85 66.91 67.63
M161.1.2 47.15 47.15 47.15 47.62 47.15 48.45 46.92 47.15
M162.1.2 45.63 45.63 45.63 46.24 45.63 47.31 45.33 45.62
M163.1.5 46.47 46.47 46.47 47.14 46.47 48.32 46.14 46.46
M164.1.4 40.36 40.36 40.37 40.95 40.37 41.98 40.08 40.36
M165.1.1 138.21 138.21 138.22 139.91 138.22 142.88 137.38 138.20
M168.1.1 99.96 99.96 99.96 100.86 99.97 102.40 99.53 99.96
M169.1.2 124.32 124.32 124.32 125.57 124.33 127.74 123.71 124.32
M170.1.2 59.71 59.71 59.71 60.25 59.72 61.17 59.45 59.71
M171.1.3 46.73 46.73 46.73 47.36 46.73 48.45 46.42 46.73
M172.1.1 102.12 102.12 102.12 103.26 102.13 105.25 101.56 102.11
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The minimum value for M192.1.14 represented the efficient model obtained in phase 
3. For LASSO, package glmnet was used and for bisquare M estimator, library MASS was 
used for the purpose of analysis in R software. The coefficients were obtained by means 
of the R software and can be observed as in (6). 
M192.1.13 = 𝑌� = 2.350𝑒+02-3.1975𝑒+00𝑥2 -9.921𝑒+00𝑥3 -1.005𝑒+01𝑥5
+ 1.572𝑒−01𝑥13+2.210𝑒−01𝑥15+2.453𝑒−03𝑥26+3.991𝑒−01𝑥35+2.738𝑒−02𝑥45
-2.477𝑒−02𝑥46+1.224𝑒 −02𝑥56+1.589𝑒−03𝑥123+1.150𝑒−03𝑥124-1.128𝑒−02𝑥135
+8.000𝑒−04𝑥245+1.185𝑒−04𝑥256-3.980𝑒−04𝑥346+2.162𝑒−04𝑥356+8.468𝑒−05𝑥1235
+2.203𝑒−05𝑥1246-1.642𝑒 −05𝑥1256-3.053𝑒−06𝑥12345- 6.217𝑒−08𝑥12356
+1.298𝑒−07𝑥13456        (6)
Crucial variables with their respective coefficients can be observed from the above 
model. From (6) onwards, the importance of interaction terms can be observed in the form 
of significant variables. MAPE is found with (5) and was obtained as 8.97 for this efficient 
model using the proposed hybrid model.
 Comparison with other existing sparse and robust regression techniques was carried 
out to verify the efficiency of the proposed technique. Using all other existing techniques, 
the final model was obtained in a similar way  based on four phases in this study. The 
results of mean squared error (MSE) and for MAPE were observed using the R software 
Table 3 (continue)
Model number AIC FPE GCV HQ RICE SCHWARZ SGMASQ SHIBATA
M173.1.1 74.11 74.11 74.11 75.11 74.12 76.84 73.63 74.10
M175.1.1 51.83 51.83 51.83 52.29 51.83 53.09 51.60 51.82
M176.1.1 50.43 50.43 50.43 51.16 50.44 52.45 50.07 50.42
M177.1.1 100.69 100.69 100.70 101.59 100.70 103.15 100.25 100.69
M178.1.0 55.97 55.97 55.97 56.66 55.97 57.86 55.63 55.96
M179.1.3 44.97 44.97 44.97 45.88 44.98 47.48 44.53 44.96
M180.1.1 61.03 61.03 61.03 62.06 61.04 63.85 60.53 61.02
M181.1.6 66.31 66.31 66.32 67.35 66.32 69.17 65.81 66.30
M182.1.4 42.40 42.40 42.40 43.16 42.40 44.49 42.03 42.39
M183.1.7 41.29 41.29 41.29 42.21 41.30 43.85 40.84 41.28
M184.1.7 43.37 43.37 43.37 44.15 43.38 45.51 42.99 43.36
M185.1.3 39.88 39.88 39.89 41.18 39.90 43.52 39.25 39.86
M186.1.1 47.85 47.85 47.86 48.77 47.86 50.37 47.41 47.85
M187.1.2 97.87 97.87 97.87 98.96 97.87 100.86 97.33 97.86
M188.1.3 66.66 66.66 66.67 67.94 66.67 70.17 66.05 66.65
M189.1.4 42.73 42.73 42.74 43.50 42.74 44.85 42.36 42.73
M190.1.7 41.21 41.21 41.22 42.42 41.23 44.58 40.63 41.20
M191.1.3 44.34 44.34 44.35 45.19 44.35 46.68 43.93 44.33
M192.1.14 36.61 36.61 36.62 37.60 36.62 39.36 36.13 36.60
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with the numbers of variables left in a model (k). The proposed technique was compared 
with a variety of other existing sparse and robust techniques. Least trimmed square (LTS), 
modified M estimator (MM), estimators of scale (S estimator) were applied using R 
software. Elastic net LTS (E. Net LTS), elastic net with S estimator (E. Net S)  using the 
pense package in R is applied. M step after elastic net S estimator (M ENet S) using the 
Mpense package in R software was performed by default. The purpose was to compare the 
final selected model among all possible models obtained from all techniques in phase 3.
Table 4
Comparison of proposed method with other existing methods
Selected Model Technique (k) MSE MAPE
M192.1.13 LASSO with bisquare M 23 35.46 8.968
M192.1.0 LTS 63 100766.703 72.58
M192.10.0 MM 53 37.88 9.313
M192.1.0 S 63 3627.52 70.76
M192.2.0 E.net LTS 59 44.47 10.06
M192.2.0 E.net S 57 42.84 8.994
M192.3.0 M E.net S 27 87.53 14.373
Table 4 shows the results of the different techniques used in this study. The number 
of variables can be observed in all techniques with their respective MSE and MAPE in 
Table 4. M192.2.0 in E.net LTS shows that after performing the method in two steps, all 
the variables remain in the model as significant. Similarly other models are presented in 
this way.LTS and S estimator have the highest mean square error. Because of the trimmed 
observations in LTS, LTS cannot be considered as a good method in forecasting (Alma, 
2011). The detailed behavior for the observation pattern for LTS and S estimator is analyzed 
in Figure 2 and Figure 4. Clearly, the proposed technique is better than all other techniques. 
The minimum value of MSE was found to be for LASSO with bisquare M in comparison 
with other techniques. So, on the basis of minimum MSE value, LASSO with bisquare 
M is preffered than other existing methods for forecasting. It has significant number of 
variables with minimum MSE and MAPE value as compared to other existing techniques. 
Although the number of variables in other techniques are higher than the proposed technique 
but MSE and MAPE is also high in comparison. So, the proposed technique is the best 
selection for forecasting the model as compared to others.
For the purpose of observing outliers outside the sigma limits, standardized residuals 
plots are observed for each final model.
Outliers outside 2 sigma limit can be observed from Figure 1-7. The percentage 
of outliers is obtained based on number of observations outside the 2 sigma limit. The 
percentage of outliers outside 2 sigma limit in each technique is observed in Table 5. 
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Figure 1. Standardized residual by for LASSO with bisquare M
Figure 2. Standardized residual for LTS regression
Figure 3. Standardized residual for MM estimator
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Figure 4. Standardized residual for S estimator
Figure 5. Standardized residual for E.net LTS estimator
Figure 6. Standardized residual for E.net S estimator
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Figure 7. Standardized residual for M.Enet S estimator
Table 5
Percentage of outliers outside 2 sigma limits
Selected Model Method 𝜇 ± 2𝜎
M192.1.13 LASSO with bisquare M 5.48%
M192.1.0 LTS 1.70%
M192.10.0 MM 6.08%
M192.1.0 S 3.51%
M192.2.0 E.net LTS 5.92%
M192.2.0 E. net S 6.24%
M192.3.0 M E.net S 6.24%
There are 5.48% observations as outliers in the proposed hybrid model. The outlier’s 
percentage in LTS and S estimator is lower than the proposed method. But due to high MSE 
value, LTS and S estimators cannot be considered as suitable for forecasting. In this study, 
real dataset is used so exclusion of outlier observations is not a good option. The pattern 
in the proposed technique is random, while more outliers are in a positive direction in all 
other techniques. There are fewer outliers in the LTS regression, but the MAPE for LTS is 
72.58 using (5) with a very high MSE value. The pense and Mpense packages show almost 
the same behaviour in E.net S and M E.net S estimators respectively. E.net LTS also shows 
random pattern, but taking the more observations as outliers than the proposed hybrid 
model. The MSE and MAPE are also high as compared to the proposed hybrid model. 
The estimates are not influenced from outliers in the proposed hybrid model due to the 
use of robust estimator. On the basis of minimum MSE and MAPE,  the proposed hybrid 
model is preferred than other existing methods. The model obtained from LASSO with 
bisquare is therefore ready to forecast the moisture ratio removal (%) of seaweed with 
higher efficiency. 
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CONCLUSION
The results show that LASSO with bisquare M model provides the best model as compared 
to other existing methods used in the analysis.The selection of efficient model need to deal 
with all possible models with the interaction terms. The significance of interaction terms 
highlight the importance of interactions in the real life dataset. The proposed hybrid model 
is found to be better in term of MSE and MAPE value in comparison to other existing 
methods. The pattern of observations is also found to be random in graph of standardized 
residuals. So, the proposed hybrid model of LASSO and bisquare M can therefore be used 
for the efficient selection of the model including the interaction terms in it. The model 
is prepared to predict the moisture ratio removal (%) of seaweed with its crucial factors 
involving interaction terms. For the future work, the developed procedure based on four 
phases can also be used in efficient model selection for any other field of study.
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ABSTRACT
The assessment of model fit is important in Structural Equation Modeling (SEM). Several 
goodness-of-fit (GoF) measures are affected by sample size and the number of parameters 
to be estimated. A large sample size is needed to test a complex model involving a large 
number of parameters to be estimated. One of the solutions to reduce the number of 
parameters to be estimated in a given model is by considering item parceling. The effects 
of item parceling on parameter estimates and GoF measures in a structural equation model 
was investigated via a simulation study. The simulation results indicate that the parameter 
estimates are closer to the true parameter values for the IL model whenever the distribution 
of data is normal but biased when the data is highly skewed. The parameter estimates for 
the IP model were found to be underestimated for both normal and non-normal data. The 
GoF measures were higher for the IP model. Additionally, the RMSEA was lower for the IP 
model when data were skewed. This shows that item parceling may improve GoF measures 
but the effect of exogenous on endogenous variable is underestimated. Application to a 
real data set confirmed the results of the simulation study.
Keywords: Goodness of fit, item parceling, parameter estimates, simulation, structural equation modeling
INTRODUCTION
Structural equation modeling (SEM) is a 
multivariate statistical analysis technique 
used to identify the association between 
more than one variable. SEM is a unique 
combination of multivariate techniques such 
as factor analysis and multiple regression 
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analysis. However, in SEM, the independent variable in a regression equation can be the 
dependent variable in another regression equation (Hair et al., 2015). SEM is widely used 
in psychology (Marsh et al., 1988; Mulaik et al., 1989; Bentler, 1990; Curran et al., 1996; 
Iacobucci, 2010; Little et al., 2013), marketing (Jöreskog & Sörbom, 1982; Bearden et al., 
1982; Bagozzi & Yi, 1988), management (Shah & Goldstein, 2006; Rocha & Chelladurai, 
2012; Hair et al., 2015), organizational behavior (Landis et al., 2000; Ryu, 2011), and 
business research (Sharma et al., 2005). 
One of the most intensive parts in SEM is estimating the parameter of the model. 
Maximum Likelihood (ML) is the most popular method of estimation chosen by researchers 
(Curran et al., 1996; Hall et al., 1999; Nasser & Wisenbaker, 2006; Ory & Mokhtarian, 2010; 
Sterba & MacCallum, 2010; Ryu, 2011; Hamzah et al., 2017). The estimation process in 
ML aims to yield the minimum discrepancy between the sample covariance matrix and the 
estimated covariance matrix (Byrne, 2010). ML has several  advantages such as being more 
stable, produces reliable results and is more accurate compared to other estimation methods 
(Olsson et al., 2000; Olsson et al., 2004). Besides, it is robust to moderate departures from 
normality assumption (Hair et al., 2015).  
Another important aspect of SEM is the assessment of model fit for the structural 
model. It is used to test the consistency of a proposed theoretical model with the data. 
The model is clarified as good when the estimated covariance matrix is sufficiently close 
to the observed covariance matrix (Hair et al., 2015). The most popular goodness-of-fit 
(GoF) measures used to examine model fit are chi-squared (x2), root mean square error 
of approximation (RMSEA), goodness-of-fit index (GFI), Adjusted goodness-of-fit index 
(AGFI), Normed Fit Index (NFI), Non-Normed Fit Index (NNFI) or also known as Tucker-
Lewis index (TLI) and comparative fit index (CFI). 
Several GoF measures are influenced by sample size and number of estimated 
parameters (Marsh et al., 1988; Ding et al., 1995; Hooper et al., 2008; Rocha & Chelladurai, 
2012). Parameter estimates may be biased when a construct consists of a small number of 
indicators. Thus, a minimum of three indicators per construct is recommended to produce 
unbiased parameter estimates (Ding et al., 1995; Hair et al., 2015; Iacobucci, 2010). 
However, the analysis of SEM is problematic for a model that consists of a large number of 
indicators with a small sample size (Deng et al., 2018). Hence, Hair et al. (2015) suggested 
that minimum sample sizes were defined with a complement of model complexity and 
basic measurement model characteristics. The required minimum sample size can be easily 
achieved for a simple model with a small number of indicators. Nonetheless, a larger 
sample size is required for a complex model with a large number of indicators (Rocha & 
Chelladurai, 2012; Deng et al., 2018; Hair et al., 2015). To overcome this problem, some 
studies (Hall et al., 1999; Landis et al., 2000; Bandalos, 2002; Kim & Hagtvet, 2003; Nasser 
& Wisenbaker, 2006; Rocha & Chelladurai, 2012) used item parceling when the model 
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consisted of a large number of indicators. The purpose of item parceling is to reduce the 
model complexity by summing or averaging together two or more indicators as a parcel 
rather than using individual items as indicators. A new model created by the item parceling 
technique reduces the nuisance parameters and sampling variability and increases reliability 
(Little et al., 2013), and improves model fit (Hall et al., 1999; Landis et al., 2000; Sterba 
& MacCallum, 2010).
Although the application of item parceling has received attention among researchers 
in SEM, the debates on the use of item parceling have continued and it remains a 
controversial issue. Bandalos (2002) pointed out the disadvantages of using the parceling 
technique such as the dimensionality of original measures being doubtful, resulted in 
biased parameter estimates and improvement in model fit without taking into account 
the model misspecification issue. The item parceling technique may also make the 
multidimensional constructs reflect as unidimensional when the indicators are not well 
defined in the constructs (Bandalos, 2002). Therefore, Little et al. (2002) emphasized 
the need to understand the original structure and dimension before assigning items to 
parcels. Little et al. (2013) suggested that a simulation study should be carried out to 
investigate whether the item parcel (IP) model was affected by the parameter estimates 
in SEM by comparing the results of the item-level (IL) model. Thus, this study aims to 
examine whether the parameter estimates and model fit are affected by item parceling in 
a structural equation model and compare these results with the IL model. The statistical 
analyses of this simulation study were performed using IBM SPSS Statistic 20, AMOS 
and R programming language software. 
MATERIALS AND METHODS
Review of Theoretical Framework 
Sterba and MacCallum (2010) presented the theoretical developments by MacCallum 
and Tucker (1991) on population data. Let an i subscript denotes item-level, ix  the vector 
deviation score on items in the population, and E denotes expectation operator. The 
population covariance structure of the items is given by Equation 1
2, iiiiiii xxE ΨΦΛΣ +Λ′==


 ′     [1]
where iΛ  is the common factor loading, iΦ  is the covariance of common factor 
loading and iΨ  is the diagonal of unique variances. The unique factors are assumed to be 
independent from each other and from common factors in the population. 
To illustrate, suppose we want to construct n parcels from a set of m items representing 
q factors (n = 4, m = 12 and q = 2). Let a p subscript denotes parcel-level and A  
Ainur Amira Kamaruddin, Bee Wah Yap and Sayang Mohd Deni
630 Pertanika J. Sci. & Technol. 28 (2): 627 - 647 (2020)
be an m × n selection matrix that allocates items to parcels. Given the vector of parcels, 
ip xx A= can be presented in the matrix form as
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where, 1px and 2px belong to the first factor and 3px  and 4px belong to the second 
factor. The population covariance structure of the parcels can be derived as Equation 2
( )ppp xxE ′= ,Σ       [2]
and can be rewritten as Equation 3
( ) ΑΑAΑΣ ′Σ=′′= iiip xxE     [3]
which implies Equation 4
ΑΑΨΑΛΦΑΛΣ ′+′′= 2iiiiip     [4]
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Let ip ΑΛΛ =  and 
ΑΑΨΨ ′= 2ip
2 , then (Equation 5)
2
ppipp ΨΛΦΛΣ +′=      [5]
The factor loading for a parcel will equal the average of factor loading at the item-level 
when parcels are formed by averaging items. However, these conditions will hold in the 
population when the factor model fits perfectly at the item-level.
Sterba and MacCallum (2010) considered the structure of item-level sample covariance 
matrix developed by MacCallum and Tucker (1991). The assumptions that the unique 
factors are independent from each other and also with common factors cannot hold due 
to sampling variability. Thus, the item-level sample covariance structure is denoted by 
Equation 6
iuuiiuciicuiiccii iiii
ΨCΨΛCΨΨCΛΛCΛC ′+′+′+′=  [6]
Where 
icc
C
 is the sample covariance matrix of common factors, icuC  is the sample 
covariance matrix of common and unique factors, 
iuc
C
 is the sample covariance matrix of 
unique and common factors and 
iuu
C  is the sample covariance matrix of unique factors. 
Let ip ΑΛΛ =  and iip ΑΨΑΨΨ =
′′= , then (Equation 7)
puuppucppcuppccpp iiii
ΨCΨΛCΨΨCΛΛCΛC +′++′=  [7]
The item-level sample covariance structure that represents lack of fit due to the 
sampling error, 
iSE
Δ  can be simplified as in Equation 8
ii SEiiccii
ΔΨΛCΛC ++′= 2      [8]
Hence, the parcel-level sample covariance structure can be derived as Equation 9
ΑΑΔΑΑΨΑΛCΑΛC ′+′+′′=
ii SEiiccip
2
   [9]
Let ip ΑΛΛ = , ΑΑΨΨ ′=
22
ip  and 
ΑΑΔΔ ′=
ip SESE , then (Equation 10)
pi SEppccpp
ΔΨΛCΛC ++′= 2     [10]
The effect of sampling error can be reduced when the sample size is large, item 
communalities are high (where the unique loadings iΨ  are low, hence uuiC , cuiC  and uciC
Ainur Amira Kamaruddin, Bee Wah Yap and Sayang Mohd Deni
632 Pertanika J. Sci. & Technol. 28 (2): 627 - 647 (2020)
matrices have little weight), and with smaller dimensions of uuiC , cuiC and uciC matrices 
(since more items are located in each parcel) (Bandalos, 2002; Sterba & MacCallum, 2010).
METHODS
Study 1: Simulation
To provide empirical evidence on the usefulness of item parceling, a simulation study was 
used to identify the effects of item parceling on parameter estimates and model fit based on 
different sample sizes and distribution of data by comparing the IL model and IP model. 
The simulations were carried out using the function of cfa from the lavaan package built 
in the R programming software. This study generated data for a structural equation model 
for the IL model and IP model. Sample sizes of 100, 150, 200, 250, 300, 500, 1000, 1500 
and 2000 were considered with different distribution of data which are normal (skewness 
= 0, kurtosis = 3), non-normal (skewness = 1, kurtosis = 1.5) and non-normal (skewness 
= 1.75, kurtosis = 3.75). 
The structural model was adapted from a study by Goodhue et al. (2012) which had 
twelve items for exogenous variable and three items for endogenous variable. However, 
this study only focused on the single path coefficient between exogenous and endogenous 
variables. The smallest sample size (n = 100) was considered as recommended by Hair et 
al. (2015). The method for generating non-normal data followed the work of Goodhue et al. 
(2012) by using the Fleishman method (Fleishman, 1978) which is commonly used in the 
generation of non-normal data (Orcan, 2013; Goodhue et al., 2012; Morgan et al., 2016). 
Two non-normal distributions were considered based on Orcan (2013) study to represent 
moderate skewness with low kurtosis (skewness = 1, kurtosis = 1.5) and high skewness 
with high kurtosis (skewness = 1.75, kurtosis = 3.75). 
For the IL model, twelve items for exogenous variable and three items for endogenous 
variable were generated with standardized loadings repeatedly fixed to 0.70, 0.80 and 
0.90. The higher loadings (≥0.7) were selected to reach convergence and model stability 
as suggested by Hair et al. (2015). For the IP model, the twelve items for exogenous 
variable generated in the IL model were assigned randomly to four parcels. The parcel 
scores were computed by averaging three items for each parcel. Due to identification 
reasons, one factor loading for each factor was fixed to 1 (Lyhagen & Kraus, 2013). The 
simulation process was repeated for 5000 replications for each combination (9 sample 
sizes x 3 distributions x 2 models). The mean of parameter estimates and model fit were 
calculated for each combination.
Study 2: Empirical Example
Effects on Parameter Estimates and Goodness of Fit Measures
633Pertanika J. Sci. & Technol. 28 (2): 627 - 647 (2020)
In Study 2, we used an empirical example to observe the effect of item parceling on 
parameter estimation and model fit for a real dataset. This empirical dataset was from a 
study on self-efficacy and quality of life (QoL) of mothers with autistic children conducted 
by Nasir (2015). This study involved 181 respondents. The original (IL) model consisted 
of three latent variables with two endogenous variables: health related quality of life 
(HRQOL) and parenting sense of competence scale (PSOC) and one exogenous variable: 
parenting stress index (PSI). The HRQOL was a second-order construct measured by two 
factors (physical and mental) with five and four items, respectively. The PSOC was a 
second-order construct measured by two factors (value comforting and skill knowledge) 
with four items for each factor. Finally, the PSI was a second-order construct measured 
by three factors (parental distress, parent child and difficult child) with ten, eight and six 
items, respectively. Figure 1 shows the path diagram of the empirical example.
As mentioned before, to study the effectiveness of item parceling on parameter 
estimation and model fit, three different models of item parceling were tested. For Model 
1, the items for parental distress, parent child and difficult child were parceled into five, 
four and three parcels of two items each (Figure 2). The items for value comforting, skill 
knowledge, physical and mental remained unchanged. Model 2 was similar to Model 1 
except that the items for value comforting, skill knowledge and mental were parceled to 
form two parcels of two items each (Figure 3). Meanwhile, the four items for physical 
were parceled to form two parcels of two items each and the remaining item remained 
as a single indicator. Model 3 represented the simplest model where all the items in each 
factor were parceled together. The structures of these models are summarized in Table 1. 
The data analysis was carried out using SPSS AMOS Version 22.
Figure 1. The path diagram of empirical example
Value 
Comforting
Skill 
Knowledge
PSOC
PSI QOL
Parental 
Distress
Parental 
Child
Difficult
Child
Physical
Mental
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Figure 2. Model 1: Item-level model
Figure 3. Model 2: Item-parcel model
Table 1
Summary of model structures 
IL
IP
Model 1 Model 2 Model 3
parenting 
stress index 
(PSI)
parental 
distress
B1, B3, B4, B5, B6, 
B7, B8, B9, B10, 
B12
B1B3, B4B5, 
B6B7, B8B9, 
B10B12
B1B3, B4B5, 
B6B7, B8B9, 
B10B12
Averaging 
all items
parent-
child
B14, B15, B16, B17, 
B18, B19, B20, B22
B14B15, B16B17, 
B18B19, B20B22
B14B15, B16B17, 
B18B19, B20B22
Averaging 
all items
difficult 
child
B25, B26, B27, B28, 
B29, B30
B25B26, B27B28, 
B29B30
B25B26, B27B28, 
B29B30
Averaging 
all items
arenting 
sense of 
competence 
(PSOC)
skill 
knowledge
C10, C11, C13, C15 C10, C11, C13, 
C15
C10C11, C13C15 Averaging 
all items
value 
comforting
CC9, CC12, CC16, 
C17
CC9, CC12, 
CC16, C17
CC9CC12, 
CC16C17
Averaging 
all items
health related 
quality of life 
(HRQoL)
physical D2, D3, D4, D5, 
DD8
D2, D3, D4, D5, 
DD8
D2D3, D4D5, DD8 Averaging 
all items
mental D6, D7, D11, D12 D6, D7, D11, D12 D6D7, D11D12 Averaging 
all items
Total items 41 29 21 7
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RESULTS AND DISCUSSION
Study 1: Results of Simulation Study
This section presents the results of parameter estimates, mean square error and model fit 
for the IL model and IP model for different distributions of data via a simulation in Study 
1. Table 2 displays the performance of parameter estimates for the IL model and IP model 
under different sample sizes and distributions of data. The results indicate that the parameter 
Table 2 
Parameter estimates, standard deviation and mean square error 
n
= 0.585
Model 1: IL Model 2: IP 
SD MSE SD MSE
a100 0.588 0.132 0.017 0.510 0.102 0.016
b100 0.583 0.152 0.023 0.501 0.115 0.020
c100 0.539 0.201 0.043 0.445 0.143 0.040
a150 0.592 0.109 0.012 0.514 0.085 0.012
b150 0.586 0.126 0.016 0.505 0.096 0.015
c150 0.540 0.164 0.029 0.449 0.118 0.032
a200 0.589 0.092 0.008 0.513 0.071 0.010
b200 0.582 0.105 0.011 0.504 0.080 0.013
c200 0.533 0.135 0.021 0.448 0.100 0.029
a250 0.585 0.080 0.006 0.511 0.063 0.010
b250 0.577 0.093 0.009 0.501 0.072 0.012
c250 0.529 0.120 0.018 0.445 0.090 0.028
a300 0.588 0.074 0.005 0.513 0.057 0.008
b300 0.580 0.086 0.007 0.503 0.066 0.011
c300 0.531 0.112 0.015 0.447 0.083 0.026
a500 0.585 0.056 0.003 0.512 0.045 0.007
b500 0.577 0.064 0.004 0.502 0.050 0.009
c500 0.526 0.082 0.010 0.445 0.062 0.024
a1000 0.585 0.040 0.002 0.512 0.032 0.006
b1000 0.577 0.046 0.002 0.502 0.036 0.008
c1000 0.526 0.059 0.007 0.445 0.045 0.022
a1500 0.585 0.033 0.001 0.512 0.026 0.006
b1500 0.576 0.038 0.001 0.502 0.030 0.008
c1500 0.525 0.048 0.006 0.445 0.037 0.021
a2000 0.586 0.028 0.001 0.512 0.022 0.006
b2000 0.577 0.032 0.001 0.502 0.025 0.007
c2000 0.525 0.041 0.005 0.445 0.031 0.020
Note. n is sample size. IL is item-level model. IP is item-parcel model. βˆ  is the estimated parameter. SD is the standard deviation. MSE is the mean square error. aNormal distribution (skewness=0, kurtosis=3).bNon-
normal distribution (skewness=1, kurtosis=1.5).cNon-normal distribution (skewness=1.75, kurtosis=3.75).
β
βˆ βˆ
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estimates approach  the true parameter value for the IL model under normal condition but 
biased when the data is highly skewed. The simulation results also show that the parameter 
estimates for the IP model are underestimated for both normal and non-normal data. The 
mean square error (MSE) measures the closeness of fitted βˆ  to the true value β . The 
MSE for both the IL model and IP model decreases when sample size increases. The MSE 
is the lowest for IL model and IP model when data is normal. The MSE is higher for both 
models when data is non-normal.
The box-plots in Figure 4 show that the dispersion (standard deviation) of parameter 
estimates is large for a small sample size. As expected, the dispersion of the parameter 
Figure 4. Box-plots for parameter estimates, βˆ  for item-level (IL) model and item-parcel (IP) model
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estimates decreases as the sample size increases. The box-plots also show that the median 
of the parameter estimates is lower for the IP model across all sample sizes and types of 
distribution.
Table 3 shows the value of GoF measures for the IL model and IP model for different 
distributions of data. The results indicate that the model fit for all GoF measures are likely 
to improve with a higher sample size. The IP model has higher GoF measures for both 
normal and non-normal data across all sample sizes. When the data is normal, the RMSEA 
is lower for the IL model. However, the RMSEA is slightly lower for the IP model when 
data is non-normal. Since the AGFI and NFI are formed in a similar pattern with GFI and 
due to space constraint, the box-plots for AGFI and NFI are not presented.
Table 3
GoF measure values
n Model Distribution Chi-sq GFI AGFI RMSEA NFI TLI CFI
100 IL a
b
c
96.303
114.962
141.432
0.892
0.874   
0.849
0.855
0.830   
0.797
0.026
0.050
0.075
0.924
0.908
0.869
0.993
0.974   
0.937
0.992
0.977
0.947
IP a
b
c
13.638
15.643
18.555
0.964
0.959
0.952
0.922
0.911
0.896
0.028
0.040
0.056
0.978
0.974
0.964
0.998
0.993
0.982
0.996
0.993
0.987
150 IL a
b
c
93.981
113.168
139.329
0.926
0.912
0.894
0.900
0.881
0.857
0.018
0.039
0.060
0.949
0.938
0.909
0.997
0.984   
0.959
0.995
0.986
0.965
IP a
b
c
13.510
15.534
18.401
0.976
0.972
0.967
0.947
0.940
0.929
0.022
0.031
0.045
0.985
0.983
0.975
0.999
0.995
0.988
0.997
0.996
0.992
200 IL a
b
c
92.526
112.095
138.322
0.944
0.932
0.918
0.924
0.909
0.889
0.014
0.033
0.051
0.962
0.953
0.931
0.998
0.988
0.969
0.997
0.990
0.974
IP a
b
c
13.204
15.341
18.363
0.982
0.979
0.975
0.961
0.955
0.946
0.018
0.027
0.038
0.989
0.987
0.981
0.999
0.997
0.991
0.998
0.997
0.994
250 IL a
b
c
91.776
111.263
137.066
0.954
0.945
0.933
0.939
0.926
0.910
0.012
0.029
0.045
0.970
0.962
0.944
0.999
0.991
0.976
0.998
0.992
0.980
IP a
b
c
13.357
15.548
18.385
0.985
0.983
0.980
0.968
0.963
0.956
0.016
0.024
0.035
0.991
0.989
0.985
0.999
0.997
0.993
0.999
0.997
0.995
300 IL a
b
c
91.500
111.178
137.070
0.962
0.954
0.944
0.948
0.938   
0.924
0.011
0.026
0.041
0.975
0.968
0.953
0.999
0.992   
0.980
0.998
0.993
0.983
IP a
b
c
13.097
15.338
18.317
0.988
0.986
0.980
0.974
0.969
0.964
0.014
0.022
0.031
0.993
0.991
0.988
0.999
0.998
0.994
0.999
0.998
0.997
500 IL a
b
c
90.113
110.218
136.344
0.977
0.972
0.965
0.969
0.962
0.953
0.008
0.020
0.032
0.985
0.981
0.972
0.999
0.996
0.988
0.999
0.996
0.990
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Table 3 (continue)
n Model Distribution Chi-sq GFI AGFI RMSEA NFI TLI CFI
500 IP a
b
c
13.101
15.338
18.350
0.993
0.991
0.990
0.984
0.981
0.978
0.011
0.017
0.024
0.996
0.995
0.992
0.999
0.999
0.996
0.999
0.999
0.997
1000 IL a
b
c
89.763
109.711
136.011
0.988
0.986   
0.982
0.984
0.981
0.976
0.005
0.014
0.022
0.992
0.990
0.985
0.999
0.998
0.994
0.999
0.998
0.995
IP a
b
c
13.045
15.290
18.347
0.996
0.996
0.995
0.992
0.991
0.989
0.008
0.012
0.017
0.998
0.997
0.996
0.999
0.999
0.998
0.999
0.999
0.999
1500 IL a
b
c
89.398
109.525
136.485
0.992
0.990
0.988
0.989
0.987
0.984
0.004
0.011
0.018
0.995
0.994
0.990
0.999
0.999
0.996
0.999
0.999
0.997
IP a
b
c
12.961
15.211
18.296
0.998
0.997
0.997
0.995
0.994
0.993
0.006
0.010
0.014
0.999
0.998
0.997
1.000
0.999
0.999
0.999
0.999
0.999
2000 IL a
b
c
89.347
109.559
136.773
0.994
0.993
0.991
0.992
0.990   
0.988
0.004
0.010
0.016
0.996
0.995   
0.993
0.999
0.999
0.997
0.999
0.999
0.997
IP a
b
c
13.006
15.269
18.391
0.998  
0.998
0.997
0.996
0.995
0.994
0.005
0.008
0.012
0.999
0.999
0.998
0.999
0.999
0.999
0.999
0.999
0.999
Note. n is sample size. IL is item-level model. IP is item-parcel model. aNormal (skewness=0, kurtosis=3). 
bNon-normal (skewness=1, kurtosis=1.5). cNon-normal (skewness=1.75, kurtosis=3.75). Chi-sq is the chi-
squared. GFI is the goodness-of-fit Index. AGFI is the Adjusted goodness-of-fit index. RMSEA is the root 
mean square error of approximation. NFI is the Normed Fit Index. TLI is the Tucker-Lewis index. CFI is the 
comparative fit index.
The box-plots for GFI in Figure 5 show that GFI is affected by sample size, model 
structure (IL model and IP model), and distribution of data. The GFI improves as the sample 
size increases for both models and GFI is lower when data is non-normal. This finding is 
consistent the studies of Fan et al. (1999) and DoĞan and Özdamar (2017) but contradicts 
with the studies of Jöreskog and Sörbom (1982) and Bagozzi and Yi (1988) who found 
that sample size does not affect the values of GFI and AGFI. The box-plots also show that 
the median of GFI is higher for the IP model and the medians of both models are close to 
each other when the sample size is large. The dispersion is large for small sample sizes 
(n<500) for both models under normal and non-normal conditions. 
The box-plots in Figure 6 show that RMSEA for the IL model and IP model are within 
the acceptable threshold level (RMSEA<0.06), indicating that both models fit the data 
well. RMSEA is affected by sample size, model structure (IL model and IP model) and 
distribution of data. The median of RMSEA is lowest for the IP model and it is close to 
the median of the IL model for a large sample size. The dispersion of RMSEA declines as 
the sample size increases under normal and non-normal conditions.
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Figure 5. Box-plots for GFI for item-level (IL) model and item-parcel (IP) model
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Figure 6. Box-plots for RMSEA for item-level (IL) model and item-parcel (IP) model
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The box-plots in Figure 7 show that TLI is not influenced much by sample size and this 
finding is in line with the study of Fan et al. (1999). TLI for the IL model is more affected 
when data is non-normal and sample size is small (n = 100). The TLI for both models 
exceed the acceptable threshold level (>0.95) indicating that both models fit the data well. 
The box-plots show that the median of TLI is higher for the IP model and the medians 
of both models are close to each other for a large sample size. The dispersion is large for 
small sample sizes (n<500) for both models under normal and non-normal conditions.
Figure 7. Box-plots for TLI for item-level (IL) model and item-parcel (IP) model 
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The box-plots in Figure 8 show that CFI is affected by model structure (IL model and 
IP model). The CFI also shows that the IL model and IP model have good model fit since 
the values exceed the acceptable threshold level (>0.95). The median of CFI is higher for 
the IP model compared to the IL model but for a large sample size, the medians for both 
models are close to each other. The dispersions are large for small sample sizes (n<500) 
for both models under normal and non-normal conditions.     
Figure 8. Box-plots for CFI for item-level (IL) model and item-parcel (IP) model
Effects on Parameter Estimates and Goodness of Fit Measures
643Pertanika J. Sci. & Technol. 28 (2): 627 - 647 (2020)
The simulation results and box-plots demonstrate that GoF measures improve with an 
increase in sample size and GoF measures are affected by model structure. In summary, 
based on parameter estimates and MSE, the IL model produces less biased parameter 
estimates than the IP model. However, the parameter estimates of the IL model are affected 
when data is severely non-normal. The summary of GoF measures presented in Table 4 
shows that model fit for the IP model is better than the ILvel model under normal and 
non-normal conditions except for RMSEA under normal condition.
Table 4 
Summary of GoF measures 
GFI AGFI NFI TLI CFI RMSEA
N NN N NN N NN N NN N NN N NN
Model 1: IL /
Model 2:
IP / / / / / / / / / / /
Note. N is normal. NN is non-normal. IL is item-level model. IP is item-parcel model. [ / ] represent the best 
model fit. GFI is the goodness-of-fit index. AGFI is the Adjusted goodness-of-fit index. RMSEA is the root 
mean square error of approximation. NFI is the Normed Fit Index. TLI is the Tucker-Lewis index. CFI is the 
comparative fit index.
Study 2: Results of Empirical Example
This section presents the results of parameter estimates and model fit for the IL model 
and IP model for the empirical example in Study 2. The results for parameter estimates, 
p-value and standard error for the original (IL) model and IP (Model 1, Model 2, Model 
3) models are presented in Table 5. The parameter estimates for Model 1 are closer to the 
original model followed by Model 2 and Model 3. Based on p-values, the main paths are 
significant for all models. Among the three IP models,  Model 1 has the lowest standard 
error while Model 3 has the highest standard errors for all paths.
Table 5 
Parameter estimates, p-value and standard error of empirical example
IL
IP
Model 1 Model 2 Model 3
PSOC <- PSI -0.489***
(0.101)
-0.505***
(0.090)
-0.538***
(0.095)
-0.551***
(0.106)
QoL<- PSOC 0.357**
(4.015)
0.347**
(4.049)
0.370**
(5.264)
0.286**
(6.009)
QoL<- PSI -0.390***
(2.292)
-0.393***
(2.059)
-0.412***
(2.619)
-0.491***
(3.962)
Note. ***p-value < 0.01.**p-value < 0.05. *p-value < 0.10. PSOC is parenting sense of competence. IL is 
item-level model. IP is item-parcel model. PSI is parenting stress index. HRQoL is health related quality of 
life. The value in ( ) represent standard error. 
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Table 6 shows the GoF measures of the empirical example. The results indicate that all 
the GoF measures are higher for the IP model. However, the value of RMSEA for Model 
1 is closer to the original (IL) model.
The empirical findings support the simulation results in that item parceling can improve 
model fit but it can also produce biased parameter estimates. Based on this empirical 
example, it is not advisable to average all items in a construct to form an observed 
variable (Model 3).  We recommend forming parcels for a model which consists of many 
indicators in a construct (six and above). Researchers should also consider to use at least 
three indicators per construct as suggested by Ding et al. (1995), Hair et al. (2015) and 
Iacobucci (2010).
Table 6 
GoF measures of empirical examples
Model Chi-sq(df) GFI AGFI RMSEA NFI TLI CFI
IL 1331.512 (767) 0.740 0.708 0.064 0.711 0.841 0.851
IP :
Model 1 645.831 (366) 0.808 0.771 0.065 0.804 0.892 0.903
Model 2 368.245 (180) 0.848 0.804 0.076 0.815 0.877 0.076
Model 3 48.607 (11) 0.934 0.833 0.138 0.894 0.836 0.914
Note. GFI is the goodness-of-fit index. AGFI is the Adjusted goodness-of-fit index. RMSEA is the root mean 
square error of approximation. NFI is the Normed Fit Index. TLI is the Tucker-Lewis index. CFI is the 
comparative fit index. IL is item-level model. IP is item-parcel model.
CONCLUSION
This simulation study investigated the performance of parameter estimates and model fit 
based on different sample sizes, model structures and distributions of data in SEM. The 
simulation results indicate that the IL model produced biased parameter estimates under 
non-normal distribution of data. The IP model also produced biased parameter estimates 
for both normal and non-normal data regardless of sample size. In terms of model fit, the 
IP model is better than the IL model under normal and non-normal conditions except for 
RMSEA under normal condition. The empirical example provided evidence that the IP 
model estimates were close to the ILevel model but the minimum number of indicators per 
construct must be at least three to reduce the biasness of parameter estimates. Averaging 
all items of a construct is not recommended as it will produce highly biased estimates.
Several limitations should be noted in this study because it only used a random item 
parceling technique and only a simple structural model in the simulation design. In future 
work, the simulation study could be extended to investigate how different parceling 
techniques can reduce the biasness of the parameter estimates of a structural equation 
model for a more complex model.
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ABSTRACT
Cyclic menstrual pain, one of the most common gynecologic complaints, is a crucial issue. 
Unfortunately, only limited studies have focused on how to care for the menstrual pain in 
adolescents. This paper reports on the effective treatment for menstrual pain to mitigate or 
preclude menstrual pain perception, which is non-invasive to patients, in adolescents aged 
from 13 to 15 years. The treatment was conducted by positioning the patient in a supine 
position. Each patient was guided to take 30 minutes of breathing relaxation techniques. 
The use of Visual Analogue Scale (VAS) was intended to measure the subjects’ painfulness 
level. This study included 47 respondents whose menstrual pain was monitored in 30 
minutes after the intervention. The findings of this study indicate a significant reduction 
of patients’ pain. The study suggests that further studies should focus on complementary 
treatments for overcoming menstrual pain.
Keywords: Adolescents, deep breathing, pain perception, primary dysmenorrhea
INTRODUCTION
Menstrual pain is one of the most common gynecologic complaints defined as a cyclic 
pain that occurs in association with menstruation (Bektaş et al., 2010; Tu et al., 2010). The 
menstrual disturbances as health problems among young girls affect not only reproductive, 
but also physical health and quality of 
life (Rad et al., 2018). Around 1.2 billion 
people, or 1 in 6 of the world’s population, 
are adolescents aged from 10 to 19 (World 
Health Organization, 2014). Estimates of 
the prevalence of females experiencing 
dysmenorrhea vary widely from 16.8% to 
81%. It can be severe enough to interfere 
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with daily activities as well as causing absence from school and work (Yonglitthipagon et 
al., 2017). Studies conducted in Asia and New Zealand showed that around 42% to 73% 
of women experienced moderate to severe dysmenorrhoea (Chen et al., 2015). 
Pharmacological efforts can be performed by administering analgesic drugs as pain 
relievers (Smeltzer et al., 2008). Pain management experienced by individuals can be 
through pharmacological intervention, collaborated with physicians or other primary 
care providers to the patient. The interaction that occurs in this therapy has a mutually 
synergistic effect between the two that can be mutually augmented by the therapeutic 
work without adding the ill effects of pain (Widyawati et al., 2016). This is supported by 
research that proves that there are side effects when patients take them for a long time. It 
is therefore against this background that Deep Breathing Exercises (DBE) are suggested 
as an alternative source of treatment for primary dysmenorrhea (Sosorburam et al., 2019).
Relaxation techniques provide us with excellent methods that can be practiced with 
awareness anytime at our discretion (Romas & Sharma, 2017). One specific respiratory 
maneuver in breathing is both popularly and scientifically linked to Deep Breathing 
Relaxation (Vlemincx et al., 2016). Mind-body science has now reached a stage where 
it should be accepted (Rakel, 2017). A meta-analysis of 47 actively-controlled trials with 
3,515 participants shows that participation in mindfulness instruction programming is 
effective for improving self-reported symptoms of anxiety, depression, and pain (Sibinga, 
2016). The prevalence of dysmenorrhea in adolescents in Indonesia is reported to be 55% 
(Astutik et al., 2015). In a relaxed state, human body will stop the production of adrenaline 
hormones and all the hormones that are needed during stress (Bennett, 2017; Bojorquez 
et al., 2017; Boyanova, 2017). When reducing stress, human body reduces the production 
of cortisol hormones (Navas et al., 2012), because of the need for relaxation to provide an 
opportunity for the body to produce hormones, which are important to get menstruation 
that avoids pain (Droit-Volet et al., 2015). 
Spontaneous breathing in healthy persons is characterized by substantial variability 
(Jafari et al., 2016; Mailhot-Larouche et al., 2017; Romas & Sharma, 2017; Vlemincx et 
al., 2010). First, taking a deep breath can reduce hypoxia and hypercapnia (Vlemincx et 
al., 2010). The patient is verbally coached through a modified slow vital capacity maneuver 
and brought to a reproducible deep inspiration breath-hold level. 
Lower rates (84.2%) have been reported for Asia, with 84.2% for Southeast Asia, 68.7% 
for Eastern Asia, 74.8% for the Middle East, and 54.0% for Southern Asia. Relaxation 
techniques provide us with excellent methods that can be practiced with awareness anytime 
at our discretion. Research on alternative treatments in the process of pain management to 
intensity of pain in menstrual pain will be very helpful in identifying and providing care by 
midwives (Moyer et al., 2011). The results of the study are expected to be basic data as a 
cut-off point for midwives in handling menstrual pain in patients on a non-pharmacological 
basis, thereby reducing unnecessary interventions in midwifery services.
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MATERIALS AND METHODS
Data Collection
The location of this study was Junior High School in Ciamis district. The duration of 
the research data collection was 1 month. This research began by making and modifying 
movements of deep breath relaxation exercises. Before taking the data, the researcher 
identified respondents in accordance with the criteria, then the respondents were given 
informed consent if the respondents agreed to the data collection by questionnaire. 
Informed consent was obtained from all volunteers and the study was approved by the 
local ethics committee. The respondents performed deep breathing exercises to eliminate 
menstrual pain. Exclusion criteria were as follows: any cardiac or respiratory diseases, a 
history of migraines or other (chronic) pain syndromes, or the use of pain medication or 
psychotropic drugs. 
Procedure 
All participants completed the Beck Depression Inventory (BDI) and the “Trait anxiety” 
part of the State and Trait Anxiety Inventory (STAI-X2). All subjects were instructed not to 
practice at home and were furthermore not allowed to participate in any breathing exercises 
or meditation programs during the washout period. After inclusion, all subjects received 
written handouts explaining the course of the study and an instruction manual for Deep 
Breathing Exercises (DBE), according to the recommendations from breathing literature 
(Scheibenbogen & Prieler, 2002). The use of positions of the client and movement lines 
mentioned for the basic position is in accordance with the operational standard shown in 
Figure 1. 
Figure 1. The reference position of breath relaxation technique
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Study Design and Samples 
The research design used pre-experiment, in which the factors considered were Deep 
Breathing Exercises (DBE) and pain perception in pre-test and post-test. The results of 
intervention were analyzed using Wilcoxon ranks test. The number of samples was 47 
respondents of adolescents with menstrual pain by choosing subjects whose representation 
was determined based on the inclusion criteria. Data retrieval was done after the respondents 
had agreed with breath relaxation techniques. 
Data retrieval began when respondents experienced menstrual pain with a 5-10 VAS 
pain scale, experiencing menstrual pain in the first 24 -48 hours of menstruation, then the 
intervention was carried out for 30 minutes. A baseline assessment before the intervention 
was conducted using a questionnaire to collect data on the demographics of the participants 
and their pain levels. The questionnaire included questions on pain measured using a tenth-
point scale. This instruction was provided by a trainer who was certified. 
The results of the respondent pain scale questionnaire were collected and then taken to 
be analyzed by researchers with the assistance from enumerators. Furthermore, the data is 
presented in the form of an average value distribution of the results of data retrieval. The 
data that appears is created by the trend results from the measurement results. The research 
flow chart is shown in Figure 2.
Figure 2. Flowchart measurement
Population (N = 179)
Inclusion criteria (n = 47)
Total sampling
Inform consent
Collect questionnaire
Pre-test
Breath relaxation
Post-test
Exclusion criteria (n = 132)
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RESULT AND DISCUSSION
Demographic Data of Respondents
This study shows that the average age of respondents were 13.97 ± 2.71 years while the 
age range of respondents was 13–15 years. The average respondents’ grade was 7 ± 14.69 
with a range of 7th- 8th. The average pain scale of the respondents’ Visual Analogue Scale 
(VAS) was (6.33 ± 1.63) with a range of 5-10 pain scales. Demographic data of respondents 
is shown in Table 1.
Table 1
Demographic data of respondents
Characteristics Number of Respondents (N) Percentage (%) Mean
Age 13 y.o 22 46.80
13.97 14 y.o 4 8.51
15 y.o 21 44.69
Grade 7th 24 51.06
7
8th 23 49.94
Low 0 0 0
VAS scale Mid 32 68.08
7.02
High 15  31.02
Result of Pre and Post Intervention
It indicated that the median post-test ranks, Mdn = 1.48, was statistically and significantly 
higher that the median of pre-test ranks, p < .000. Based on Table 2 above, it can be seen that 
the average frequency of menstrual pain in forty-seven respondents enrolled in this study 
was decreased in terms of pain that was equal to 9–4 after being given breath relaxation.
Table 2
Distribution and average of menstrual pain
Variable Pre Post p value
median Max-min median Max-min
Menstrual Pain 6.39 10-5 1.48 6-2 0.000
Frequency of the pain 4.45 7-2 1.02 4-1
Pretest. The results of this study indicate the frequency of menstrual pain in adolescents 
that had a tendency to vary between one and the other. The average maximum frequency 
that occurred in menstrual pain was on a scale of ten and the average minimum pain is on 
a scale of six. 
Posttest. The average maximum frequency that occurred in menstrual pain after intervention 
is on a scale of 6 and the minimum pain average is on a scale of 2. VAS scale of menstrual 
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pain had a tendency to be directly proportional to pretest of breath relaxation technique, 
moderate to heavy scale with a scale of moderate as many as 30 people (63.83%), and 
scale of heavy as many as 17 people (36.17%), with an average pain scale of 7.02. VAS 
scale for post-test proportion of breath relaxation technique was moderate to mild scale 
with a scale of moderate as many as 6 people (12.77%), scale of mild as many as 31 people 
(87.23%), with an average pain scale of 3.04. The comparison trend of VAS scale trends 
in pretest and post-test breathing exercises is shown in Figure 3.
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Figure 3. Comparison of VAS scale trends in pretest and posttest deep breathing exercises
The decrease in the intensity of menstrual pain occurs because the students practice 
breathing relaxation technique within 30 minutes, done when students feel menstrual pain. 
Previous study shows that the technique of deep breath relaxation is a form of nursing 
care in which case the health worker teaches the client how to do a deep breath, slow 
breath (hold maximum inspiration) and how to breathe slowly, in addition to reducing the 
intensity of pain (Bojorquez et al., 2017). Deep breathing relaxation techniques can also 
improve lung ventilation and increase blood oxygenation (Smeltzer et al., 2008). These 
findings corroborate previous studies showing significant decreases in acute negative effect 
in response to a breath relaxation session (Lin et al., 2014; Lindenmann et al., 2012) and 
suggest that breath relaxation can buffer against negative effect, perhaps by decreasing 
rumination and changing affective appraisals and coping with stress (Thelwall, 2017). 
Breathing exercises can boost the relaxation and allow participants to focus in mind-
body to change their thought on their pain. Based on the results of the study, there was a 
decrease in the intensity of menstrual pain in female students when practicing breathing 
relaxation techniques in approximately 30 minutes. This study still used questionnaire 
instruments in determining the results of research, so enabling the occurrence of bias. 
Further research should be developed with pain measurements using biomarkers to improve 
the objectivity of the study results.
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CONCLUSION
The decrease of menstrual pain in adolescents with primary dysmenorrhea using breath 
relaxation technique shows a more quantitative value when compared to pre-test and 
post-test. The results of this study indicate that the prevalence of menstrual pain in active 
adolescents with primary dysmenorrhea decreases from 76% to 22% of menstrual pain. 
There was a decrease in menstrual pain scores in 46.6% of respondents with moderate 
to severe criteria for pain experienced on the first day. Breathing relaxation interventions 
have a tendency to be directly proportional to the reduction in the scale of VAS pain 
experienced by patients. 
We will remind you in this paper on how observational studies regarding the perception 
of menstrual pain in respondents who are prone to various structural biases and limitations 
are. These biases lead us to be extremely cautious regarding the implementation of the 
results of this study in clinical practices, and to question the reliability of this study in 
terms of subjectivity. We recommend the use of another group in similar problem in future 
studies to get more accurate results.
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ABSTRACT
Inflammation and endothelial dysfunction are key components in atherogenesis. Should 
the status of these pro-atherogenesis factors be enhanced during prolonged confined space 
travel, specific countermeasures need to be instituted to prevent these processes to ensure 
safe outcome for astronauts during space expeditions. Six crew members were exposed 
to prolonged, confined isolation for 520 days. Standard exercise and diet regime were 
instituted throughout isolation phase. Age and gender-matched healthy, free living controls 
were recruited in parallel.  Serial serum and whole blood were analysed for biomarkers 
of inflammation (hsCRP and IL-6) and endothelial activation (sICAM-1, sVCAM-1 
and E-selectin). Flow-mediated dilatation (FMD) of the artery was performed following 
the standard protocols set by the International Brachial Artery Reactivity Task Force by 
trained personnel. There was decreased 
sVCAM-1 concentration in crew members 
compared to baseline. However, there was 
significant decrease in percentage dilatation 
from baseline in FMD of the brachial artery 
in the crew members.  Percent change 
increment was observed in hsCRP while 
percent change reduction was seen in 
sVCAM-1. The enhanced inflammation 
and reduced endothelial function could 
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possibly be attributed to the rigorous exercise instituted throughout the confinement 
period. Furthermore, possible haemoconcentration as a result of psychosocial stress and/ 
or exercise-induced physiological response could further explain elevations in hsCRP, and 
unlikely pathological. Furthermore, endothelial activation was attenuated during isolation, 
suggesting that the diet and exercise program instated throughout the period improved 
endothelial function. 
Keywords: Atherogenesis, coronary artery disease, cosmonauts, endothelial activation, endothelial function, 
inflammation, MARS500 
INTRODUCTION
It has been described that patients with illness are those who live in a normal environment 
but have abnormal physiology. In contrast, cosmonauts are humans with normal physiology 
who live in an abnormal environment. It is this abnormal environment in space that causes 
unique and significant alterations to a cosmonaut’s physiology that could have a negative 
impact on their health. The direction of research into space, the final frontier, has shifted 
from developing ways and means to get there, to currently pushing the boundaries of 
understanding neighbouring planets and discovering potential resources. The current 
approach of space programs to stretch space exploration farther away from earth, thus 
extending durations of expeditions from months to years, will challenge the current 
capabilities of space medicine.
Mars is the fourth planet from the sun and the second smallest planet in our Solar 
System. Named after the Roman god of war, it is often described as the ‘Red Planet’ due to 
the iron oxide atmosphere giving its surface a reddish appearance (Zubrin & Wagner, 2011; 
Rees, 2012). Mars is a terrestrial planet with a thin atmosphere, having surface features 
reminiscent of the craters of the moon and the volcanoes, valleys, deserts and polar ice 
caps of earth. Over the years, there have been increasing interest to further explore the 
surface of mars, The Mars-500 mission was a psychosocial isolation experiment conducted 
between 2007 and 2011 by Russia, the European Space Agency and China, in preparation 
for an unspecified future manned spaceflight to the planet. The experiment’s facility was 
located at the Russian Academy of Sciences’ Institute of Biomedical Problems (IBMP) 
Moscow, Russia (Basner et al., 2014).
The experiment was designed to allow planning of the methods and means of control 
and monitoring of the habitat during lengthy crew stays in confined and cramped conditions. 
During the program, three different crews of volunteers lived and worked in a simulated 
spacecraft. The final stage of the experiment, which intended to simulate a 520-day manned 
mission, was conducted by a crew consisting of three Russians, a Frenchman, an Italian 
and a Chinese citizen. This form of simulation training may have profound impact on the 
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psychological and physiological aspect of an individual which include decreased physical 
activity, suboptimal nutrition, sleep deprivation, fatigue and increased stress levels.
Long term confinement and microgravity environment have been suggested to induce 
inflammatory responses and modulate immune functions that may increase oxidative 
stress (Arbeille et al., 2014). Inflammation, oxidative stress and endothelial dysfunction 
are important in the pathogenesis of atherosclerosis and the biomarkers reflecting these 
processes have been associated with increased risk for developing coronary artery disease 
(CAD). It has also been established that prolonged isolation can lead to psychological 
stress which can have an impact on biomarkers of inflammation, endothelial activation and 
oxidative stress. A meta-analysis of thirty studies determining the effects of psychological 
stress on inflammatory biomarkers reported increased concentrations of C-reactive protein 
(CRP), interleukin-1 (IL-1) and interleukin-6 (IL-6) concentrations following psychological 
stress (Steptoe et al., 2007). Should the status of these pro-atherogenesis factors be 
enhanced during prolonged confinement and space travel, specific countermeasures need 
to be instituted in order to prevent these processes to ensure safe outcome for astronauts 
during their space expeditions. 
There have not been extensive studies examining the effects of long term isolation 
under either 1g facility, simulated microgravity environment or actual space travel on in 
vivo inflammation, endothelial activation and oxidative stress. Furthermore, the few human 
experimentations on prolonged isolation have never exceeded a 500 day mark.  To the 
best of our knowledge, the longest reported timeline of prolonged confinement was 438 
days (Harvey & Zakutnyaya, 2011). Therefore, the potential changes within the vascular 
system during extensive prolonged isolation of 520 days remain to be elucidated in order 
to understand the underlying cellular and metabolic consequence of confinement with 
regards to these changes in preparation for a possible manned space flight to the red planet. 
This study aimed to determine the effects of prolonged isolation under a 1g environment 
on mechanisms of atherogenesis, namely inflammation, endothelial activation, oxidative 
stress and thrombogenesis. 
METHODS
Subjects Recruitment
The MARS500 mission was conducted between 2007 and 2011 by Russia, the European 
Space Agency and China, in preparation for an unspecified future manned spaceflight to 
the planet Mars (Basner et al., 2014). The final stage of the experiment was to isolate a 
group of crew members in a confined space mimicking the size and structure of a space 
shuttle for a period of 520 days. Six male crew members consisting of three Russians, an 
Italian, a Frenchman and a Chinese citizen were recruited and subjected to confinement, 
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simulating actual estimated flight travel to Mars. The timeline took into account 250 days for 
the travel to Mars, 30 days sojourn on Mars surface and 240 days for return flight to earth. 
Simulation was performed under 1g. The crew members were carefully screened to be in 
perfect physical, mental and emotional health, having a healthy lifestyle, non-smoker and 
lean with a body mass index (BMI) below than 25 kg/m2. As for controls, six free-living, 
healthy Malaysian-based controls were recruited which consisted of four Russians and two 
Chinese males. Inclusion criteria for the controls includes normotensive blood pressure 
(BP<140/90mmHg), normoglycaemic (fasting plasma glucose <6.0 mmol/L), normal lipid 
profile [total cholesterol (TC) <5.2 mmol/L, low density lipoprotein cholesterol (LDL-c) 
<3.4 mmol/L, high density lipoprotein cholesterol (HDL-c) >1.0 mmol/L and triglyceride 
(TG) <1.7 mm0l/L] and non-smoking. This study was reviewed and approved by Universiti 
Teknologi MARA (UiTM) Research Ethics Committee prior to commencement of the study 
[ref: 600-RMI (5/1/6)] on 1 September 2010. All subjects were given written informed 
consent before participating in the study.
The developed diet regimes for the crew members used in the experiment were based 
on the content necessary for the human and complied with the accepted physiological 
norms for contingents, whose professional activity on energy inputs refers to the category 
of medium gravity. Food composition of the rations complies with the recommendations 
of the World health organization (WHO), and also agreed upon Russian-American norms 
on the food composition of food rations for the crews of ISS. The subjects were given three 
diet variations assigned as Variants 1 to 3 (Table 1). These variants were prepared to cater 
for the following: 1) Variant 1: for the time of flight from Earth to Mars, 2) Variant 2: during 
simulation of 3 crew members’ egress to the surface of the planet, 3) Variant 3: during 
return to Earth. It is also worth noting that the controls recruited were not standardized 
for diet or exercise as they were included specifically to compare between a ‘free-living’ 
state to compare with the confined living conditions and strict diet and exercise regimes 
given to the crew members as a preparatory protocol for possible manned mission to mars.
Table 1
The protein, fat, carbohydrate and calorie content of the 3 dietary variants given to the crew members during 
their isolated confinement period
Variant Diet Variant 1 Variant 2 Variant 3
Protein [g (%)] 106.9  (14) 138.2  (17) 112.9  (14.3)
Fat [g (%)] 115.8 (33.2) 126.8  (35) 110.9  (31.9)
Carbohydrate [g (%)] 402.2 (52.8) 370.8  (47) 419.5  (53.7)
Average Calorie intake (kCal) 3120 3170 3130 
The entire 520 days of the experiment, the crew members were undergoing their 
routine exercise programme. The programme was divided into several stages, during which 
different protocols of physical trainings were implemented. The crew was divided into 3 
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groups and the training regimes alternated. During the first stage, different protocols of 
trainings which included strength training, expanders and vibro training were executed. 
The second stage of training was involved efficiency assessment by way of locomotor 
trainings in active and passive regimes on the treadmill and trainings on cyclo-ergometer. 
The third and final stage of training was involved physiological and ergometric loading. 
Procedure
A week before confinement, blood was taken for baseline as indicator for pre-isolation 
period. One sample was taken at day 30 after confinement start and two-monthly for second 
half of isolation time with nine total numbers of samples was taken during intra-isolation 
period and 1 sample at post-isolation period. Blood were taken from the median cubital, 
basilica or cephalic veins by applying aseptic technique. Fasting venous blood samples 
were collected. Plasma and serum were separated from blood by centrifugation at 2000 
x g in 4oC and was stored frozen at -80oC until analysis. Samples from Moscow were 
transported back to Malaysia in dry ice box.
In order to process the blood, 2 EDTA tubes were exception from centrifugation process. 
This process was required to separate the plasma and serum for biochemical analysis. The 
remaining tubes were placed in a centrifuge at speed of four 2000 x g and spun for 10 
minutes. Then, the plasma and serum were transferred into the appropriate 1.5 ml tubes and 
labelled accordingly. One millilitre (1 ml) of Plasma-EDTA were transferred into 2 purple 
microcentrifuge tube each and 950 µl were aliquot into 2 black microcentrifuge containing 
50 µl butylated hydroxytoluene (BHT) solution that was used as primarily antioxidant 
additive. One millilitre (1 ml) from two red top plain tubes’ plasma were then transferred 
into 5 reddish orange microcentrifuge tubes each and 0.65 µl plasma-citrate which aliquot 
1:3 from the top of plasma were transferred into 2 blue colour microcentrifuge tubes.
Plasma from EDTA tube was tested for fasting serum lipid profiles and high-sensitive 
C-reactive protein (hsCRP) using automated analyzer, Cobas Integra 400, Roche 
Diagnostics, USA. Homocysteine levels also tested using the same plasma by automated 
analyzer, Immulite 1000, Siemens Immunoassay Analyzer, German. Enzyme-linked 
immunosorbent Assay (ELISA) was carried out using serum from plain tube. This assay 
was used to detect protein expression in the serum for Interleukin-6 (IL-6), Intercellular 
Adhesion Molecule-1 (ICAM-1), Vascular Cell Molecule-1 (VCAM-1), E-selectin, and 
Endothelial Nitric Oxide Synthase (eNOS). All ELISA method used the similar ‘sandwich’ 
principle and absorbance reading was done using a microplate reader (TECAN Safire 2, 
Switzerland)
Flow Mediated Dilatation of the Brachial Artery (FMD) of the brachial artery was 
measured based on the International Brachial Artery Reactivity Task Force (Corretti et 
al., 2002).  Serial FMD readings were done for the crew members on days -7, 30, 90, 150, 
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210, 270, 330, 390, 450, +7 of isolation and ground controls on days -14, -7, 30, 150, 280, 
390, 520 and +14 of isolation. Subjects were fasted at least 8 hours before the study and 
FMD measured in a quiet, temperature-controlled room.  FMD was divided into two stages 
as follows: (1) Stage 1 (Endothelium independent FMD). The subject was in a supine 
position and left arm stretched in a comfortable position, for the imaging of the brachial 
artery.  Brachial artery was imaged above the antecubital fossa in the longitudinal plane. 
A segment with clear anterior and posterior intimal surfaces between the lumen and vessel 
wall was selected for continuous 2D imaging and this was recorded as baseline resting 
image. (2) Stage 2 (Endothelium dependent FMD). A sphygmomanometric cuff was placed 
either above the antecubital fossa or the forearm to create a flow stimulus. Cuff inflation to 
suprasystolic pressure (at least 50 mmHg above systolic pressure) occluded the artery for 5 
minutes. Cuff deflation was then done to induce brief high flow state (reactive hyperaemia) 
and the vessel diameter was measured at 60 seconds post deflation. In normal individuals, 
post occlusion of the brachial artery would dilate to at least 10%. Subjects with endothelial 
dysfunction such as hyperglycaemia, hypertension, and hyperlipidaemia will cause insult 
to the endothelial function therefore will have less dilatation post occlusion.
The continuous variables were expressed as median + interquartile range.  Comparison 
between 2 groups was determined either by Mann-Whitney U tests. Wilcoxon tests were 
used to determine the effects of long term confinement of biomarkers between isolation and 
baseline. The criterion for statistical significance was p value < 0.05.  Data was analysed 
by a statistical package program (SPSS) version 20.0. 
RESULTS 
Table 2 summarizes the demographic data of the crew members and free-living normal 
controls. Both groups were non-smokers, normotensive with normal lipid profile, and 
they were matched for age, gender, smoking status, BMI and blood pressure.  It is also 
worth noting that there was no significant difference in ethnicity between crew members 
and controls.
Table 2
Demographic data of the crew members and controls 
Parameters Crew Members (n=6) Controls (n=6) p value
aAge (years) 31.8 + 4.8 34.8 ± 7.1 NS
bGender 6 Males 6 Males NS
bEthnicity (Russian/European/Chinese) 3/2/1 4/0/2 NS
bCurrent smoker (Yes/No) 0/6 0/6 NS
a BMI (kg/m2) 26.4 + 2.5 24.0 ± 2.2 NS
a  SBP (mmHg) 118.5 + 9.7 117.4 ± 8.3 NS
a DBP (mmHg) 75.5 + 9.8 74.1 ± 6.8 NS
Note. adata expressed as mean+SD; bdata expressed as proportion; NS not significant
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Figures 1(a), 1(b), 2(a), 2(b), 2(c) and 3 depict the percent change of the biomarkers in 
crew members and controls.  There was a higher percent change increment for serum hsCRP 
concentration in crew members compared to controls on day 150 isolation. There was 
significant percent change reduction in serum Soluble Vascular Cell Adhesion Molecule-1 
(sVCAM-1) concentration on days 90 and 150 and E-selectin concentration on days 150 
Figure 1. Percent change of inflammation biomarkers concentrations in crew members and controls: (a) 
hsCRP; and (b) IL-6.
(a) (b)
(a) (b)
Figure 2. Percent change of endothelial activation biomarkers concentrations in crew members and controls: 
(a) sICAM-1; (b) sVCAM-1; and (c) E-selectin. 
(c)
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and 390.  However, there was a slight percent change increment post-isolation phase but 
this did not achieve statistical significance. There were no significant within-group or 
between-group differences in percent change for serum IL-6 and Soluble intercellular 
adhesion molecule-1 (sICAM-1) concentrations. 
Table 3 summarizes the serum concentration of biomarkers of inflammation (hsCRP 
and IL-6) and endothelial activation (sICAM-1, sVCAM-1 and E-selectin).  There was 
significantly lower concentration of sVCAM-1 in cosmonauts compared to pre-isolation 
period.  There were no significant differences in hsCRP, IL-6, sICAM-1 and E-selectin 
in the crew and control groups compared to pre-isolation. None of the biomarkers were 
significantly different between groups.
Table 3 refers to the absolute percentage in arterial dilatation and Figure 3 illustrates the 
flow mediated dilatation (FMD) of the cosmonauts’ pre-isolation and during confinement. 
There were significantly lower FMD readings on days 390 and 520 in the cosmonauts’ 
group (p<0.01). There were no between group differences in FMD (p>0.05). There were 
no significant percent change differences in FMD between the crew members and normal 
controls (p>0.05) and neither was there significant difference between timelines (p>0.05).
DISCUSSION AND CONCLUSION
This is the first study to report the effects of prolonged confinement that extended well 
beyond 500 continuous days on the biomarkers of coronary risks such as hsCRP, IL-6, 
sICAM-1, sVCAM-1 and E-selectin. This study reported percent change increment in 
hsCRP amongst the crew members compared to free-living controls. The increment 
seen for hsCRP could be attributed to changes in the plasma volume where it has been 
established that acute psychological stress stimulates reductions in plasma volume leading 
Figure 3. Mean diameter of brachial artery of crew members and controls at pre, 30D, 150D, 280D, 520D 
and post confined isolation.
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to haemoconcentration (Allen & Patterson, 1995; Mischler et al., 2005). This results in the 
inability for large molecules such as cytokines and CRP to migrate passively through the 
vascular endothelium resulting in its rising concentration.  
It should be highlighted that hsCRP utilizes sensitive measurements that allows very 
reliably low detection limit of CRP where slight increases will be detectable among 
healthy subjects. There have been numerous epidemiological studies which have shown 
an association between elevated hsCRP and vascular events (Cao et al., 2003; Kuller et 
al., 1996; Liuzzo et al., 1994; Mischler et al., 2005; Ridker et al., 1997; Ridker et al., 
1998a; Ridker et al., 1998b; Ridker et al., 2001; Thompson et al., 1995) and from these 
significant findings, the American Heart Association (AHA) and the Centers for Disease 
Control and Prevention (CDC) have released a clinical practice guideline which utilizes 
hsCRP in coronary risk stratification (Pearson et al., 2003). The specific cut-offs that are 
useful in evaluating a patient’s risk for future cardiovascular events have been determined 
as <1mg/dl for low risk, 1-3mg/dl for moderate risk and >3mg/dl for high risk categories. 
In our study, among the crew members isolated in a confined space, their mean serum 
hsCRP concentration was mean+SD: 0.37+0.17mg/L which is well below the cut-off for 
low cardiovascular risk despite observations of percent change increase in the concentration 
during isolation period. These increments could be stress-related from the prolonged 
confinement as reported by Wang et al. (2014), where his team highlighted the salient 
finding of positive bias on valence rating of novel unpleasant stimulus over the prolonged 
confinement among the cosmonauts. It was observed that the positive bias evaluation on 
negative stimuli was influenced by psychological stress over time, which was consistent 
with the fluctuation of hormone levels such as cortisol, dopamine and serotonin.  The 
serum hsCRP concentration reduced post isolation well below that of pre-isolation readings 
although it did not reach statistical significance. Therefore, these changes observed could 
possibly be due to physiological adaptation rather than a pathological process.  
Various studies have shown that exercise can influence acute phase reaction (APR) 
(Istvan et al., 2006). Therefore, it can be postulated that the series of rigorous exercise 
regimes implemented throughout the confinement period could have led to the elevations in 
serum hsCRP concentration in this study.  A report by Mouridsen et al. (2014), had shown 
that hsCRP was not independently associated with CAD, and that increases in hsCRP by 
0.13mg/L (IQR 0.05-0.24mg/L) were associated with peak exercise.  Another study reported 
no change in serum hsCRP concentration but reduction in serum IL-6 following exercise 
(Kasapis & Thompson, 2005). A review on 5 prospective studies determining effects of 
exercise on inflammatory response reported exercise inducing transient increase in CRP 
with enhancement of APR being proportional to the amount of activity and muscle injury 
(Kasapis & Thompson, 2005).
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When endothelial cells of the blood vessels undergo inflammatory activation, the 
increased expression of selectins, VCAM-1 and ICAM-1 promotes monocytes adherence. 
Adhesion molecule expression is induced by pro-inflammatory cytokines such as IL-1β and 
tumor necrosis factor-α (TNF-α), by the acute-phase protein CRP that is produced by the 
liver in response to IL-6, by protease-activated receptor signaling, by oxLDL uptake via 
oxLDL receptor-1 (LOX-1), and by CD40/CD40 ligand (CD40L and CD154) interactions 
(Chen et al., 2002; Collins & Cybulsky, 2001; Kaplanski et al., 1998; Schönbeck & Libby, 
2001; Verma et al., 2002). This study interestingly denoted percent change reductions in 
endothelial activation biomarkers, sVCAM-1 and E-selectin, in the crew members when 
compared with controls. This would suggest that the environment they were in, coupled 
with aggressive lifestyle modification during the 520 days of experimentation, have 
somewhat attenuated release of adhesion molecules which would influence monocyte 
binding to endothelial cells along the vessel wall during atherogenesis. This is in keeping 
with previous studies which showed similar findings following exercise and healthy diet 
(Hamdy et al., 2003; Ziccardi et al., 2002). Furthermore, although confined to isolation for 
a prolonged period, they were not completely deprived from communication with ‘earth’. 
Communication methods with ‘ground control’ and family members, although restricted, 
were still maintained through mimickery of communication accessibility as that of space 
missions. This could have potentially attenuated forms of stress that may occur during 
confinement that would elevate these biomarkers.  
Endothelial function, measured by FMD, reduced during isolation among the 
cosmonauts when compared to pre-isolation period, as depicted by the lower percent 
dilatation of brachial artery among them during isolation compared to pre-isolation 
readings. This is contrary to the mitigation of endothelial activation biomarkers observed 
among this group. The possible reason for this discrepancy is that the endothelium has 
several functions, one of which is to maintain patency of the vessel lumen. The presence 
of atherosclerotic plaques which starts with increased adhesion molecules and selectins 
secretion which in turn will increase tunica intimal wall thickness eventually reducing 
lumen size. However, in the setting of healthy vasculature, the mechanism by which arterial 
vasodilation reduced is not in relation to the formation of lumen-narrowing atherosclerotic 
plaques. Previous studies have shown paradoxical decline in FMD following exercise 
(Birk et al., 2013; Dawson et al., 2013) which has been attributed to oxidative stress 
which occurs during workouts. There is evidence to support a biphasic response in FMD 
following exercise of which the strength and direction of this relationship is influenced by 
several factors which include duration, mode, and intensity of exercise, changes in artery 
diameter during the exercise and fitness level.  Factors that are likely to lead to a decrease 
in FMD include increased oxidative stress, exercise-induced increase in baseline diameter, 
shear-induced substrate depletion, elevated retrograde shear, and decreased sensitivity or 
reduced shear stimulus during the FMD test as a result of in-exercise increases in shear.
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The following limitations to the study are worth highlighting.  Firstly, this study only 
looked at prolonged isolation which was estimated as the time taken to travel to mars, 
dedicating 10 days there for exploratory work and travel back to earth.  However, the 
study design was unable to assess these biomarkers during high g-force rocket launch 
and subsequent microgravity environments once in space and on mars as we were unable 
to replicate these scenarios.  Secondly, this experimental design only recruited six crew 
members to best simulate the actual number of cosmonauts planned for a mission to mars. 
Therefore, the small sample size in this study may have led to the some of the results not 
being able to achieve statistical significance.  
Long term confinement in ground isolation facility up to 520 days attenuated 
endothelial activation which could be due to the exercise and diet regime given to the 
crew members during their confinement period.  However, their inflammatory status was 
enhanced possibly attributed to the influences of exercise and possibly psychological 
stress on the inflammatory response.  Nevertheless, despite there being increases in hsCRP 
concentrations among the crew members, the mean hsCRP concentration was well below 
the cut-off for low risk of cardiovascular disease.  The reduction in endothelial function 
as depicted by decreased FMD possibly denotes a more physiological response to exercise 
given throughout the isolation period, rather than a pathological process as the endothelial 
activation status appears to be attenuated during the experimentation. These findings 
suggest that instituting appropriate and effective diet and exercise regime during prolong 
confinement helps reduce stress-related increases in inflammatory biomarkers and adhesion 
molecules that are involved with atherogenesis.  Future research to identify changes in these 
biomarkers and endothelial function at zero gravity during long confinement will answer 
the question of whether or not similar findings would be observed in a more identical 
setting to a manned mission to Mars. 
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ABSTRACT
The abuse of antibiotics usage in bird industry has resulted in the emerging antibiotic 
resistant Enterococci worldwide which has posed a threat clinically to human health. 
The present study was to screen and identify the potential virulence agents in antibiotic 
resistance E. faecalis in bird industry in Borneo. Enterococcus bacteria collected from the 
birds’ faeces and indoor air inside ten birdhouses were identified to species level and their 
antibiotic resistance was checked using antibiotic susceptibility discs. Specific primers using 
PCR assay were intended for the detection of four potential virulence genes (ace, AS, efaA, 
gelE). Out of the thirty-seven Enterococci faecal bacteria, the prevailing bacteria found 
were Enterococcus qallinacum (51%), Enterococcus faecalis (35%) and Enterococcus 
harae (8%). The airborne bacteria were reported as Enterococcus faecalis (5%) and 
Enterococcus qallinacum (1%). Twenty-seven percent of isolates were reported to have 
Multiple Antibiotic Resistance (MAR) index ≥ 0.2 with 9 distinct resistance patterns formed. 
E. faecalis showed higher resistance to vancomycin. Virulence genes were successfully 
reported in the 15 E. faecalis isolates.  Sixty-seven percent of isolates were detected positive 
for four virulence genes, 27% possessed three (AS, efaA, gelE) genes and 6% possessed two 
(ace, AS) genes. Antibiotic resistance and 
virulence genes detection were significantly 
correlated. These virulence genes or 
antibiotic resistance genes were important 
in the pathogenesis of E. faecalis infections.
Keywords: Antibiotic resistance, birds, Enterococcus 
faecalis, virulence 
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INTRODUCTION
Pathogenic bacteria are defined as the bacteria which cause infection and diseases.  Most 
of the bacteria are useful in various industries and harmless to human, but some bacteria 
may cause diseases under certain condition. Bacterial pathogens commonly found in wild 
birds which triggered outbreak were documented as Enterococcus spp. (Chung et al., 
2018), Escherichia coli (Dho-Moulin & Fairbrother, 1999), Klebsiella spp. (Giorgio et al., 
2018), Pseudomoas aeruginosa (Walker et al., 2002) and Enterobacter spp. (Giorgio et al., 
2018). Bird industries have sprouted spontaneously across the whole Asia countries within 
a few years due to multimillion-dollar potential profit derived from the commercially high 
nutritious value-added lucrative bird nest for human.
Enterococci are opportunistic pathogens that cause infections among the patients with 
impaired immune system (Duprè et al., 2003), cause septicemic disease (Al-Talib et al., 
2015) in human. Enterococcus faecalis, Group D Streptococcus bacteria is a Gram- positive 
and commensal bacteria normally found inside the human or mammal’s gastrointestinal 
tracts (Ryan & Ray, 2004) and is widely distributed in the water, plants, soil and food 
by-products (Frazzon et al., 2009).  E. faecalis as a typical pathogen causing infections 
in nosocomial (Kayaoglu & Orstavik, 2004), surgical wounds, blood, urinary tract and 
enterococcal infection (Toledo-Arana et al., 2001). The number of multiple antibiotic 
resistance cases caused by E. faecalis has increased sharply leading to high mortality 
(Willems et al., 2001). Research done previously discovered that there was close interaction 
between Enterococcus and epithelial cells because of the ability to adhere or form biofilm 
on epithelial cells (Wells et al., 2000).
As a result of widespread use and misuse of antibiotics in intensive animal rearing 
and in clinical settings for the treatment of community-acquired infections, the emergence 
of multidrug-resistant strains such as vancomycin-resistant Enterococci has become a 
major concern worldwide. Antibiotic resistant Enterococci posed the ability to transfer 
their virulence agents between bacterial strains in the environment or even commensals 
in gastrointestinal tract.
E. faecalis posed four main virulence genes namely aggregation substance (AS), 
adhesion of collagen (ace), gelatinase (gelE), endocarditis antigen (efaA) which were 
commonly investigated. The virulence features of E. faecalis involved in the adherence 
process of bacteria to the host cell layers and even to the surrounding surfaces in order to 
acquire supplements and dodge the host resistant reaction (Medeiros et al., 2014). Previous 
study explained that AS protein expressed on the E. faecalis surface played an important 
role in the adhesion process to the intestinal cells (Suβmuth et al., 2000). Besides, AS gene 
presents in the pheromone responsive plasmid (Wells et al., 2000) acted as facilitators in 
aggregation and conjugation process between donors and recipient bacteria (Güven & Dag, 
2004). The ace gene was reported to act as mediator so that E. faecalis adhered to collagen 
Antibiotic Resistant and Virulent Enterococcus faecalis
675Pertanika J. Sci. & Technol. 28 (2): 673 - 687 (2020)
and laminin successfully (Medeiros et al., 2014). Previous study displayed that this ace 
gene protein might be a factor in the transmission of Enterococci especially the endocarditis 
disease (Lebreton et al., 2011). Besides, the gelatinase (gelE), zinc metalloprotease which 
encoded in the chromosomal gene acts as hemoglobin, gelatin, casein, and other bioactive 
compounds hydrolysis process (Waters et al., 2003). Researchers had proven E. faecalis as 
a culprit in the therapy-resistant endodontic infections which further identified endocarditis 
antigen (efaA) as fundamental harmfulness components related chiefly with infective 
endocarditis (Preethee et al., 2012). Medeiros et al. (2014) had isolated E. faecalis strains 
found from the clinical and food by-products which had genes that encoded virulence agent 
in Brazil.  Previous studies indicated that the E. faecalis isolated from the seashore water and 
sand posed antibiotic resistant features which might become the potential wellbeing hazard 
for shoreline goers (Rathnayake et al., 2011). Cases of infection caused by virulent agents 
presented in antibiotic resistant Enterococcus bacteria have been increased tremendously 
over the past few years. Thus, the aim of this research was to detect and identify the potential 
virulence agents in antibiotic resistance E. faecalis in bird industry in Borneo. 
MATERIALS AND METHODS
Location of Study Areas
Sampling of the birds’ faecal and airborne bacteria were carried out since March 2015 till 
September 2016 from the ten birdhouses located in the Southern, Central and Northern 
regions of Borneo. Sampling sites chosen for the Southern Sarawak were Kota Samarahan 
(01°27’34.2’’N 110°27’25.9’’E), Kuching (01°32’56.6’’N 110°22’27.5’’E), Semarang 
(01°40’40.0’’N 111°6’5.92’’E), Maludam (01°39’14.17’’N 111°1’53.9’’E), Sepinang 
(01°40’11.8’’N 111°7’5.9’’E) and Betong (01°24’0’’N 111°31’0’’E). The sampling sites 
chosen for the Central Sarawak were Saratok (01°44’10.32’’N 111°21’10.22’’E), Sarikei 
(02°6’3.75’’N 111°30’39’’E) and Sibu (02°19’11.3’’N 111°49’50.5’’E). The sampling site 
chosen for the Northern Sarawak was Miri (04°23’39.2’’N 113°59’12.2’’E). 
Isolation and Identification of Faecal and Airborne Enterococci
Five defecation samples were collected randomly from the floor of each birdhouse in 
the sampling sites and tested separately using the method as described by Nyakundi & 
Mwangi (2011). The faecal samples were diluted in ratio 1:9 in sterile 0.85% of saline. 
The diluted sample was then placed on bile esculin agar (Merck, Germany) in duplicate 
using the spread plate method and incubated at temperature 37± 1o C for 24 hours. The 
Enterococci bacteria were further identified using biochemical tests. The species identity 
was confirmed using 16S rRNA sequencing by PCR. 
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The procedures for the collection of the indoor airborne samples were carried out 
according to Malaysia Veterinary Health 2017. The airborne bacteria were obtained using 
exposed plate count agar (Scharlau, Spain) in duplicate. The lid of the plates were lifted 
and exposed in the air for 15 seconds inside the birdhouse. The plates were then incubated 
at 37± 1oC for 24 hours. The bacterial colonies were randomly selected and cultured on 
bile esculin agar (Merck, Germany) and incubated at 37± 1o C for 24 hours. 
Antibiotic Susceptibility Test
All the isolates from the birds’ defecation and indoor air of the bird-houses was tested for 
antibiotic susceptibility test. Antibiotic susceptibility test was conducted using disc diffusion 
standard protocol (CLSI, 2017). Antibiotic discs (Oxoid, England) chosen for the testing 
represented the commonly utilized clinical antibiotics. Escherichia coli ATCC 25922 was 
applied as positive control.  Among the antibiotic discs utilized were Ampicillin (10µg), 
Chloramphenicol (30µg), Tetracycline (30µg), Erythromycin (15µg), Nitrofurantoin 
(300µg), Rifampin (5µg), Penicillin G (10U), Doxycycline (30µg), Vancomycin (30µg), 
Norflaxacin (10µg), Ciprofloxacin (5µg). The overnight bacteria suspensions were used 
to inoculate the Mueller-Hinton agar (MHA) plate evenly using a sterile cotton swap. The 
plate was then incubated at 37±1°C for 24 hours. The diameter of inhibition zone was 
estimated and the perusing was recorded as sensitive (S) or resistance (R).
The Multiple Antibiotic Resistance (MAR) index for each identified bacterium from 
the bird defecation and indoor airborne samples of the birdhouses was determined. MAR 
indexing of a single bacteria isolate was counted by the formula stated as A/B, where A 
represented the number of the antibiotics isolate was resistant to and B represented the total 
antibiotics utilized and exposed in the test. The MAR value greater than 0.2 designated 
the bacterial isolate was multiple antibiotics resistant and demonstrated its sensitivity and 
resistance of these bacteria to clinically tested antibiotics. 
Bacterial DNA Extraction
Bacterial DNA were extracted using boiling method with minor modification as described 
by Leong et al. (2013). A volume of 1.5ml bacteria culture grown for 24 hours in nutrient 
broth (Merck, Germany) was then transferred into a 2.0ml microcentrifuge tube and further 
centrifuged at 10,000rpm (8944 × g) for 5 minutes. 500µl of sterile refined water was added 
and vortexed in order to suspend the pellet. The microcentrifuge tube was then heated for 
10 minutes and immediately moved into the ice for 5 minutes. The final product in the 
microcentrifuge tube was centrifuged at 10,000rpm (8944 × g) for another 10 minutes and 
the supernatant was stored. 
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PCR Reaction for Molecular Exposure of Virulence Genes (ace, AS, efaA, gelE) in 
Enterococcus faecalis
The PCR was implemented as stated in Duprè et al. (2003). The Enterococcus faecalis 
ATCC 29212 and Escherichia coli ATCC 25922 were applied as positive and negative 
control, respectively for the detection of virulence genes. Table 1 listed down the primers 
and reaction conditions.  The PCR reactions were conducted in the reaction mixtures 
containing 1.0 µl each of 20 pmol primers (First Base, Malaysia), 2.5µl of DNA, 0.5 µl of 
10mM of deoxynucleoside triphosphate mix (Promega, USA), 5 µl of 5X Buffer solution 
(Promega, USA), 1.5 µl of 25 mM MgCl2 (Promega, USA), 0.75 µl of Taq polymerase 
(Promega, USA) and 12.75 µl of sterile refined water.  PCR was accomplished with 30 
cycles as follows: initial denaturation at 94°C for 2 minutes, denaturation at 94°C for 1 
minute, annealing for 1 minute at the temperature as shown in Table 1, primer extension at 
72°C, 1 minute and final extension at 72°C, 10 minutes. The PCR products were visualized 
in 1% agarose gel electrophoresis with ethidium bromide staining for 35 minutes at 80 volt.
Table 1 
PCR primers and reaction conditions
Primers name Primer sequences (5’-3’) Size (bp) Annealing Temperature (°C)
ACE1 AAAGTAGAATTAGATCCACAC 500 56
ACE2 TCTATCACATTCGGTTGCG
AS1 CCAGTAATCAGTCCAGAAACAACC 300 54
AS2 TAGCTTTTTTCATTCTTGTGTTTGTT
efaA1 CGTGAGAAAGAAATGGAGGA 1000 56
efaA2 CTACTAACACGTCACGAATG
gelE1 AGTTCATGTCTATTTTCTTCAC 750 56
gelE2 CTTCATTCTTTACACGTTTG
RESULTS AND DISCUSSION
Prevalence of E. faecalis
A total of 34 faecal and 3 airborne Enterococcal bacteria were isolated from the ten 
birdhouses throughout the Borneo and is shown in Table 2. There were more Enterococcus 
bacteria isolated from faeces than the indoor air inside the birdhouse mainly due to the 
differences of nutrient content available in the samples. The major components of the faeces 
are undigested carbohydrate, protein, fat and fibre remainder from the undigested dietary 
food supply (Rose et al., 2015) which support the bacteria growth. The total Enterococci 
bacterial isolates from the bird faeces were reviewed as Enterococcus qallinacum (51%), 
Enterococcus faecalis (35%) and Enterococcus harae (8%). The airborne Enterococci 
bacteria isolates of the birdhouses were reported as Enterococcus faecalis (5%) and 
Enterococcus qallinacum (1%). 
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The distribution of Enterococcus bacteria was normal among the wild birds because 
birds can transmit the bacteria by flight travel (Simpson, 2002). E. qallinacum can be 
isolated in most birdhouses except for birdhouses situated in Sibu, Maludam and Kota 
Samarahan districts. E. faecalis can be isolated in most birdhouses except Semarang, 
Sarikei and Kota Samarahan. Lastly, E. harae can only be isolated in birdhouses located 
in Maludam and Kota Samarahan. This may be due to the geographical location, acidity 
(pH), moisture content, hygienic condition inside the birdhouses and temperature effects 
during different sampling at different time of the year which may affect the bacterial 
growth. The present result was in agreement with Literak et al. (2007) and Nyakundi 
& Mwangi (2011) that Enterococcus spp. were isolated in faeces from the birds such as 
Marabou Stock (Leptoptilos crumeniferus) and rooks. Besides, previous researches had 
successfully isolated faecal E. faecalis and E. qallinacum from dogs at veterinary hospitals 
(Ghosh et al., 2012), poultry (Kwon et al., 2012), ducks and wild geese (Han et al., 2011). 
This was not surprising since Enterococcus spp. is naturally present in the gastrointestinal 
tract and able to survive in harsh environment containing bile (Saitoa et al., 2018). Thus, 
Enterococcus species are a common pathogen found in birds. 
Table 2
The 16S rRNA sequencing homology search (BLAST) results of the defecation and airborne bacterial isolates 
from the birdhouses located in Borneo
Birdhouse 
location Source
16S rRNA sequencing
Bacterial species Size(s) bp
Number of 
isolates Database
Homology 
(%)
Sepinang Faeces Enterococcus qallinacum 534 8 GenBank 99
Faeces Enterococcus faecalis 1445 2 GenBank 99
Semarang Faeces Enterococcus qallinacum 534 3 GenBank 99
Sarikei Faeces Enterococcus qallinacum 534 3 GenBank 99
Saratok Faeces Enterococcus qallinacum 534 2 GenBank 99
Faeces Enterococcus faecalis 1445 2 GenBank 99
Miri Faeces Enterococcus qallinacum 534 2 GenBank 99
Faeces Enterococcus faecalis 1445 1 GenBank 99
Kuching Faeces Enterococcus qallinacum 534 1 GenBank 99
Faeces Enterococcus faecalis 1445 3 GenBank 100
Sibu Faeces Enterococcus faecalis 1445 3 GenBank 99
Maludam Faeces Enterococcus faecalis 1445 2 GenBank 99
Faeces Enterococcus harae 1493 1 GenBank 99
Kota Samarahan Faeces Enterococcus harae 1493 2 GenBank 99
Total faecal bacteria 34
Maludam Air Enterococcus faecalis 1445 1 GenBank 100
Kota Samarahan Air Enterococcus faecalis 1445 1 GenBank 100
Sepinang Air Enterococcus qallinacum 534 1 GenBank 99
Total airborne bacteria 3
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Multiple Antibiotic Resistance (MAR) Indexing
The disc diffusion method was then used to affirm the resistant phenotypes of these 
Enterococci bacteria. Strains which are resistant to more than two antibiotics were 
considered as multiple antibiotic resistance. The MAR indexing and resistance patterns 
elucidation is shown in Table 3 and illustrated in Figure 1. Table 3 shows the antibiotic 
resistance pattern and MAR index of the E. faecalis isolates. Result revealed that only one 
E. faecalis isolate was reported with MAR at 9 distinct resistance patterns formed. Four 
E. faecalis bacteria had developed resistance to more than two antibiotics and showed an 
elevated level with MAR index ranged from 0.2 to 0.55. 
In this study, almost all of E. faecalis bacteria showed antibiotic resistance to at least 
one commonly applied clinical antibiotic (Table 3). MAR index > 0.2, indicated that they 
had emerged from high-hazard wellsprings of contamination where antibiotic agents 
were regularly utilized (Adeleke & Omafuvbe, 2011). This implies that a high nearness 
of antibiotics selective pressure, which concurs with the report by Suresh et al. (2000). 
Wang et al. (2017) indicated that Enterococcus spp. could exist as ordinary gut flora and 
they were more exposed to the antibiotics usage and became resistance more readily. The 
dispersal patterns of antibiotic resistance of Enterococcus spp. were done previously in 
livestock, companion animals (Park, 2013). Enterococcus pose the ability to transmit the 
antibiotic resistance genes to other host especially in gastrointestinal tracts of human or 
animals. The study by Chung et al. (2014) disclosed that Enterococcus were able to spread 
infection from livestock or companion animals to human.
The E. faecalis bacteria with MAR index ≥ 0.2 were isolated from the birdhouses 
located in Saratok, Miri and Kuching. Antibiotic resistance among the E. faecalis and the 
birdhouse location were significantly correlated (P = 0.038, r = 0.468, n = 15). E. faecalis 
showed a higher resistance to vancomycin, followed by tetracycline, Nitrofurantoin, 
Rifampin and Ciprofloxacin (Figure 1). E. faecalis has the ability to develop multi 
antibiotic resistance through variety of multiple mechanisms. E. faecalis showed the 
highest resistance to vancomycin. Vancomycin resistant Enterococci occurred since 1988, 
the rates of vancomycin resistance in E. faecalis had surpassed 2% (Hidron et al., 2008). 
Vancomycin is grouped under glycopeptide which adhere to the peptidoglycan precursor 
terminal d-alanine-d-alanine moiety, restraining the bacterial cross-linking of peptidoglycan 
chains and inhibiting cell wall composite. The vancomycin resistant E. faecalis may change 
the terminal penta-peptide to d-Ala-d-Lac on the peptidoglycan (Miller et al., 2014) and 
acquires vancomycin resistance genes (Saitoa et al., 2018). Similar result was obtained 
by previous researches and cases reviewed by Hayakawa et al. (2013). E. faecalis have 
served as contributors of vancomycin resistance gene groups to the surrounding pathogens. 
Besides, E. faecalis are resistant to doxycylin and tetracylin which are grouped under 
tetracycline antibiotic (Figure 1). Tetracyclines employ their antimicrobial by attaching to 
Sui Sien Leong, Samuel Lihan and Hwa Chuan Chia
680 Pertanika J. Sci. & Technol. 28 (2): 673 - 687 (2020)
ribosome and interrupting the docking of the aminoacyl-tRNA. Thus, this study showed that 
E. faecalis were able to efflux the antibiotic and protect their ribosome. This is in agreement 
with Choi & Woo (2015) who disclosed a high prevalence of tetracycline resistance genes 
in E. faecalis isolated from food products. E. faecalis also showed resistance to rifampicin 
mostly because emergence of transformation in the rpoB gene which encoded for the 
β-subunit of the Enterococci DNA-dependent RNA polymerase (Miller et al., 2014). The 
widespread of rifampicin resistant Enterococcus appeared to be over 65% in United States 
and Europe (Deshpande et al., 2007). These E. faecalis acquires various genes encoding 
antibiotic resistance through transformation or joined with a natural resistance from 
different antimicrobial determinants. Thus, E. faecalis was able to survive in an extreme 
environment (Arias & Murray, 2012).
Table 3
Antibiotic resistance pattern and MAR index of the E. faecalis from the birdhouses
Isolates Source Antibiotic resistance ¶ Pattern
MAR 
index
SWA-SAM-B6 Air VA 5 0.09
SWF-OPP-1D4 Faeces TeRDFPNorCIP 9 0.55
SWF-OPP-2A3 Faces RD 4 0.09
SWF-OPP-2C10; SWF-OPP-2D4; SWF-OPP-2D6 Faces CF 5 0.18
SWF-NEX-1E8 Faeces nil 1 0
SWF-MAL-1B2; SWF-MAL-1C3; SWA-MAL-A3 Faeces, Air VA 3 0.09
SWF-MIRI-2A6; SWF-MIRI-2A10 Faeces TeRDEDoVACIP 8 0.55
SWF-KCH-2A1 Faeces TeDoVACIP 7 0.21
SWF-SIBU-2C2 Faeces NorVA 6 0.18
SWF-SPN-2A1 Faeces Nor 2 0.05
¶ Tested against: Te: Tetracycline; Amp: Ampicillin; C: Chloramphenicol; E: Erythromycin; F: Nitrofurantoin; 
RD: Rifampin; Do: Doxycycline; P: Penicillin G; Nor: Norflaxacin; CIP: Ciprofloxacin; VA: Vancomycin; 
nil: none
0 1 2 3 4 5 6 7 8 9
Te
RD
F
P
Nor
CIP
Va
C
E
Do
Enterococcus faecalis isolates (n)
A
nt
ib
io
tic
s
Figure 1. Antibiotic resistance of the E. faecalis from the birdhouses. Antibiotic tested: Do: Doxycycline; E: 
Erythromycin; C: Chloramphenicol; VA: Vancomycin; CIP: Ciprofloxacin; Nor: Norflaxacin; P: Penicillin G; 
F: Nitrofurantoin; RD: Rifampin; Te: Tetracycline.
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Virulence Genes (AS, ace, efaA, gelE) Detection in Enterococcus faecalis
The virulence genes found in the 15 antibiotic resistant E. faecalis isolates were successfully 
detected by PCR using the specific primer. The dispersal of genotypic virulence agents 
among the E. faecalis is shown in Table 4. Agarose gel electrophoresis banding patterns 
of virulence genes (ace, AS, efaA, gelE) detection for E. faecalis is shown in Figure 
2. There were 10 out of 15 (67%) isolates of E. faecalis detected positive for the four 
virulence genes. Four out of fifteen (27%) isolates of E. faecalis possessed three of the 
virulence genes and one out of fifteen (6%) isolates of E. faecalis possessed two of the 
virulence genes. The E. faecalis isolates from Kota Samarahan, Saratok, Miri and Maludam 
confirmed the presence of the above four virulence genes.  The virulence gene (AS, efaA, 
gelE) and birdhouse location were significantly correlated (AS: P = 0.038, r = 0.468, n 
= 15; efaA: P = 0.011, r = 0.557, n = 15; gelE: P = 0.011, r = 0.557, n = 15). Besides, E. 
faecalis isolated from Betong only confirmed the presence of ace and AS genes. Lastly, 
ace gene was unable to discover from the E. faecalis isolated from Miri, Kuching, Sibu 
and Sepinang but AS, efaA and gelE genes were found present. Virulence genes detection 
were significantly correlated (ace: P = 0.039, r = 0.464, n = 15; AS: P = 0.001, r = 1.000, 
n = 15; efaA: P = 0.84, r = 0.001, n = 15; gelE: P = 0.84, r = 0.001, n = 15) with antibiotic 
resistance among the E. faecalis.
The high percentage of virulence genes detection implied that E. faecalis has a high 
risk in transmitting the pathogenic diseases through the birds’ faecal contamination. E. 
faecalis was also reported as most common pathogens in nosocomial infection, causing 
fatal outcome in patients.  Baldassarri et al. (2001) stated that cases of E. faecalis causing 
nosocomial infections was increasing especially in Italy thus causing threats to human 
health. The virulence genes which were expressed on the surface of the membrane namely 
ace, AS, efaA, gelE played a vital part in helping the E. faecalis adhere to the nosocomial 
epithelial cell lines and produced biofilms, facilitating diseases (Suβmuth et al., 2000). 
These virulence factors of E. faecalis also involved in the adherence process of bacteria to 
the host cell layers and to the surrounding surfaces in order to acquire nutrients and dodge 
the host resistant reaction (Medeiros et al., 2014).  
All E. faecalis were detected positive with AS gene (Table 4). Similar result was 
obtained by Ferguson et al. (2016) who revealed that Enterococcus virulence genes were 
detected in E. faecalis isolated from sea shore water, dogs, birds, and even humans in 
Australia. The present results showed that more than 70% of the   isolates were detected 
positive with ace gene (Table 4). Similar result was also obtained by Wei et al. (2017) where 
39.7% of the E. faecalis isolated from mineral water and spring water in China were detected 
with ace gene. Besides, the gelatinase (gelE) detection was really crucial because they are 
also a zinc metalloprotease enzyme embedded in the chromosomal gene, functioning as 
casein, gelatin, other bioactive compounds hydrolysis process in hemoglobin (Waters et al., 
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2003). The present results indicated that gelE virulence gene were detected among the E. 
faecalis bacteria isolated from the bird faecal samples.  The result is in agreement with Al-
Talib et al. (2015) who successfully detected 69.4% of gelE virulence factor in E. faecalis 
found clinically. Ahmed et al. (2012) proved that virulence genes gelE was the greatest gene 
observed in E. faecalis from various environmental surrounding. McBride et al. (2007) 
suggested that gelE was able to enhance the survivability of Enterococcus especially during 
extra intestinal surrounding. Harrington et al. (2004) explained that gelatinase producer E. 
faecalis could be isolated mostly in clinical samples. The endocarditis antigen (efaA) of 
E. faecalis was identified as one of the crucial harmfulness variables related for the most 
part with infective endocarditis. Similar result was obtained by Medeiros et al. (2014) who 
had isolated E. faecalis from clinical and food by-products which displayed efaA genes in 
Brazil. The research finding proved E. faecalis as culprit in therapy-resistant endodontic 
infections (Preethee et al., 2012). The occurrence of the virulent strains among these E. 
faecalis alone cannot confirm infection occurrence because there may be other mediators 
of pathogenicity (Kim & Marco, 2013). Pathogenicity of Enterococcus is mainly due to 
the capability of these virulent bacteria to overgrow in the infection sites which further 
spread all over the body (Fiore et al., 2019). Host factors display a vast role in the ability of 
Enterococci to establish infection (Arias & Murray, 2012). However, the existing of these 
genes in E. faecalis strains from bird warrants further investigations to survey potential 
human wellbeing dangers.
Table 4
Dispersal of genotypic virulence determinants agents among the Enterococcus faecalis
Isolates (n=15) Sources
Detection by PCR†
ace AS efaA gelE
SWF-SAM-B6 Air + + + +
SWF-OPP-1D4 Faeces + + + +
SWF-OPP-2A3 Faeces + + + +
SWF-OPP-2C10 Faeces + + + +
SWF-OPP-2D4 Faeces + + + +
SWF-OPP-2D6 Faeces + + + +
SWF-NEX-1E8 Faeces + + - -
SWF-MAL-1B2 Faeces + + + +
SWF-MAL-1C3 Faeces + + + +
SWF-MAL-A3 Air + + + +
SWF-MIRI-2A6 Faeces + + + +
SWF-MIRI-2A10 Faeces - + + +
SWF-KCH-2A1 Faeces - + + +
SWF-SIBU-2C2 Faeces - + + +
SWF-SPN-2A1 Faeces - + + +
†: Bands detected in PCR + : Present; - : absent.
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CONCLUSIONS
Enteroccus bacteria showed a high prevalence in the faecal samples. The high incidence of 
virulence genes (AS, ace, gelE, efaA) indicates that these genes were widely disseminated 
among the antibiotic resistance E. faecalis found in the birdhouses, suggesting the important 
issues in the pathogenesis of E. faecalis infection which may cause potential health risks 
to humans.
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ABSTRACT
An ideal model organism for neurotoxicology research should meet several characteristics, 
such as low cost and amenable for high throughput testing. Javanese medaka (JM) has 
been widely used in the ecotoxicological studies related to the marine and freshwater 
environment, but rarely utilized for biomedical research. Therefore, in this study, the 
applicability of using JM in the neurotoxicology research was assessed using biochemical 
comparison with an established model organism, the zebrafish. Identification of biochemical 
changes due to the neurotoxic effects of 
ethanol and endosulfan was assessed using 
Fourier Transform Infrared (FTIR) analysis. 
Treatment with ethanol affected the level of 
lipids, proteins, glycogens and nucleic acids 
in the brain of JM. Meanwhile, treatment 
with endosulfan showed alteration in the 
level of lipids and nucleic acids. For the 
zebrafish, exposure to ethanol affected 
the level of protein, fatty acid and amino 
acid, and exposure to endosulfan induced 
alteration in the fatty acids, amino acids, 
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nucleic acids and protein in the brain of zebrafish. The sensitive response of the JM toward 
chemicals exposure proved that it was a valuable model for neurotoxicology research. 
More studies need to be conducted to further develop JM as an ideal model organism for 
neurotoxicology research.       
Keywords: Biochemical changes, Fourier Transform Infrared, Javanese medaka, model organism, zebrafish
INTRODUCTION
Animal models play a fundamental role in drug discovery, biomedical, and ecotoxicology 
researches. The main goal of developing animal models is to understand biological 
phenomena in humans or a species other than the one investigated, depending on the 
questions asked by the scientist (Andersen & Winter, 2017). Traditionally, mammals have 
been used as model organisms in neurotoxicology research. However, since the use of these 
model organisms is time consuming, laborious, and expensive, they are not suitable for 
high throughput screening in which thousands of chemicals are tested in a short period of 
time. Therefore, using fish as a model organism is becoming increasingly popular among 
toxicologist as an alternative model organism, since they are relatively simple, easy to 
culture and can be maintained in the laboratory continuously (Schartl, 2014). Therefore, 
they offer a distinct cost benefit as compared to rodents, especially when dealing with high 
throughput testing. Fish have been used as models for various research disciplines such as 
engineering (Romano et al., 2017), environmental research (Cossins & Crawford, 2005), 
genetic research (Gerlai et al., 2000), toxicology (Peterson et al., 2015), pharmacology 
(Maximino et al., 2011) and diseases (Amal et al., 2019a; Amal et al., 2019b). 
Zebrafish (Danio rerio) originated from South and Southeast Asia, Northeastern India, 
Bangladesh, and Myanmar. They are gaining popularity in neurotoxicology research as 
they have been proven to share approximately 70% of the human orthologous genes that 
are highly conserved and similarly regulated in humans (Howe et al., 2013). Another small 
fish that are resilient, with mapped and malleable genomes, namely Japanese medaka 
(Oryzias latipes) are used by a small, but gradually growing community of researchers 
for various types of research (Wittbrodt et al., 2002). Japanese medaka originated from 
Asian countries such as Japan, Korea and China, whereas, a related species namely 
Javanese medaka (Oryzias javanicus) has been highlighted as a new experimental model 
for environmental research. This species is hardy and highly adaptable to a high range of 
salinity (Inoue & Takei, 2002), and are found abundant in Peninsular Malaysia, Singapore, 
Indonesia, Thailand, and Western Borneo (Yusof et al., 2012). Recently, Javanese medaka 
has been utilized as model organism to understand ecotoxicity effects of environmental 
pollutants in marine and freshwater environment (Ismail & Yusof, 2011; Yusof et al., 2014; 
Aziz et al., 2017). Also, this fish has been utilized for bacterial diseases study (Amal et al., 
2018). However, their potential as an animal model in neurotoxicology research remains 
to be explored. 
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When fish model organisms absorb a toxicant, biochemical and physiological responses 
may occur due to the toxicity mechanism (Begum, 2004). Several scientific studies shown 
that zebrafish exposed to alcohol demonstrated consistent neurotoxic effects with the 
mammal model organism and also with human (Joya et al., 2014). In addition, zebrafish also 
showed neurotoxicity effects after exposure to endosulfan (Silva et al., 2015).  However, 
the study of both neurotoxicants on Javanese medaka is still limited and not extensively 
done compared to zebrafish. Biochemical or genetic accidents caused by toxic insults 
may provoke neurodegenerative disease and neurodevelopmental abnormalities (Yuan 
& Yanker, 2000). Thereby, identification of biochemical changes due to the neurotoxic 
effects of chemicals in the biological sample is a valuable approach in determining the 
toxic effects of chemicals. FTIR spectroscopy provides qualitative biochemical information 
for the assessment of structural and functional changes of macromolecules in biological 
samples (Cakmak et al., 2006). The changes in peak positions and bandwidths exhibited 
alterations in the structural and functional groups caused by the toxicants. In addition, 
FTIR spectroscopy is an efficient and reliable tool that utilizing infrared (IR) absorption 
spectra to enable the assessment of biochemical fingerprint from a micro-volume sample 
from complex biological systems (Ami et al., 2014). In the present study, FTIR was used 
to evaluate biochemical alterations in the brain tissues of Javanese medaka after acute 
exposure to ethanol and endosulfan, while zebrafish was used as a reference model.
MATERIALS AND METHODS
Animals and Housing
Adult wildtype zebrafish were purchased from the local supplier in Kajang, Malaysia. 
Javanese medakas were collected from estuary area in Sepang River, Selangor (2.6213° 
N, 101.7122° E). They were identified by the occurrence of a pair of silvery stripes at 
the dorsal part of the body and the presence of yellow sub marginal bands on the dorsal 
and ventral portions of the caudal fin (Yusof et al., 2013). They were acclimatized for 14 
days and were kept afterwards in an aquarium (22.3 cm length × 12.2 cm width × 13.5 cm 
height), with the ratio of 3 females: 2 males. 
The fish were maintained in light cycle 14 h light: 10 h dark controlled photoperiod 
and were fed four times a day with brine shrimp (Artemia salina) (San Francisco Bay 
Brand, San Francisco, CA) and supplemented with commercial dry flake food (Sera Vipan, 
Germany). The aquarium water was prepared 24 h before used, by dechlorinating it with 
anti-chlorine (Nutrafin, Hagen, Canada), aerated to increase oxygen concentration in the 
water, and treated with ultraviolet light. In order to promote good health and stable water 
quality for the fish, the water were maintained at pH 6.8 - 7.0, and the level of ammonia 
nitrogen, nitrite and nitrate were at low reading (0-0.25 ppm). The water temperature 
was maintained at 28°C ± 1°C. The fish tanks were cleaned once a week and the fish 
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were monitored frequently to ensure that they were free from any sign of diseases and 
healthy enough for further experiments. All procedures were conducted according to the 
Institutional Animal Care and Use Committee of Universiti Putra Malaysia (IACUC/
AUP-R024/2014). 
Neurotoxicants Exposure to Adult Javanese Medaka and Zebrafish
In each treatment group (exposed to ethanol and endosulfan) and control, 15 adults of each 
species were used (n = 45 for each species of fish). The selected fishes were almost same 
size (3 - 4 cm), weight (0.6 g - 0.8 g) and only the healthy fish with no morphological 
abnormalities were selected for experiment. Ethanol (1%) was freshly prepared from 
95% ethanol by diluting it with aquarium water. Fishes were individually exposed to 1% 
ethanol in a 500 mL glass beaker containing 250 mL of 1% ethanol solution for 1 h prior 
to behavioural assessment. A 1 h ethanol exposure was chosen based on several previous 
studies on zebrafish (Kurta & Palestis, 2010; Tran et al., 2015; Tran et al., 2016). Endosulfan 
(analytical standard α and β isomers, Pestanal®, Sigma-Aldrich Laboratories, Seelze, 
Germany) was used in this study. Both fishes were exposed to 1.6 µg/L endosulfan (Jonsson 
and Toledo, 1993) for 96 h according to OECD 203 (OECD, 2013). All treatment groups 
containing five fishes and were exposed in 3 L aquarium tank in a semi-static exposure 
where the exposure solution was renewed daily due to the short half-life of endosulfan, 
approximately 24 hours (Jonsson & Toledo, 1993). Control group of 15 fishes received 
treated aquarium water in the same route of administration with the same volume as the 
treatment groups, respectively. 
Fourier Transform Infrared (FTIR) Analysis
At the end of the exposure, the fish were euthanized with ice for 10 min. Then, the brains 
were dissected, washed three times with phosphate-buffered saline (PBS) and fixed with 
4% paraformaldehyde (PFA) overnight at 4°C. Then, the brain were dried in a lyophilizer 
(VTIRTIS 6KBEL85) for 12 h at 50°C to remove water from the samples. The samples 
were then ground in an agate mortar and pestle to obtain brain powders. The brain powders 
were mixed with dried potassium bromide (100 mg) and subjected to a pressure of 5 tons 
for 5 min in an evacuated disc to produce a clear transparent KBr disc of 13 mm diameter 
and 1 mm thickness for use in the FTIR spectrometer (Palaniappan & Pramod, 2011). The 
measurements of the freeze dried samples were performed on a Thermo Nicolet Nexus, 
Smart Orbit spectrometer using the KBr disc method. The spectra were recorded over 
the themed infrared region of 500 - 4000 cm-1. For each treatment group, the brains were 
harvested from 3 to 5 fish.
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RESULTS AND DISCUSSION 
Changes in the biochemical profile of the brain in both species were assessed using Fourier 
Transform Infrared (FTIR) spectroscopy. The range frequency for all functional groups 
and their peak assignment for the FTIR are presented in Table 1. The FTIR spectra in the 
4000 - 500 cm-1 range were presented for both fishes. Comparison of FTIR spectra after 
exposure to ethanol or endosulfan in Javanese medaka is shown in Figure 1, while that of 
zebrafish is in Figure 2. The peak assignments are presented in Table 2, where the peak 
in the spectra corresponds to the functional groups of proteins, lipids, carbohydrates and 
nucleic acids (Senthamilselvan et al., 2012; Baker et al., 2014). Results showed that the 
intensities of the control versus exposed brain tissues for both fish species were different 
according to different neurotoxicant. 
For Javanese medaka, treatment with either ethanol or endosulfan induced appearance 
of a new peak at 2937 cm-1 for ethanol and 2938 cm-1 for endosulfan, and these peaks 
were not observed in the control. These peaks represent the C–H stretch from alkanes of 
lipids. As for the zebrafish, the lipid molecules were detected at the peak 2939 cm-1 for the 
control, while treatment with either ethanol or endosulfan resulted in a reduction of these 
Table 1 
General band assignments of the FTIR spectra
Frequency (cm-1) Functional group and peak assignment Components
3700 -3200 Alcohol (O-H stretch) Alcohol
2975 - 2850 Alkanes (C-H stretch) Lipid
1730 -1720 Aldehydes (C=O stretch) Lipid
1730 - 1690 Amide (C=O stretch) Protein
1640 -1630 Alkene (C=C stretch) Protein
1538 - 1529 Amide (N–H bending) Protein
1452 – 1437 Alkanes (C-H stretch) Lipid
1385 -1364 Alkanes (C-H3) Fatty acids, amino acids, lipid
1222 - 1203 Amines (C-N stretch)
Alkyl halides (C-N stretch)
Glycogen
1131 - 1123 Alkyl halides (C-F stretch)
Ethers (C-O stretch)
Amines (C-N stretch)
Glycogen
1058 - 1051 Alkyl halides (C-F stretch)
Alcohol (C-O stretch)
Amines (C-N stretch)
Glycogen
1059 - 1026 Alkyl halides (C-F stretch) Nucleic acid
968 - 953 Alkenes (C-H stretch) Nucleic acid
888 - 784 Alkyl halides (C-Cl stretch)
Aromatics (C-H stretch)
unknown
Note. The range frequency for all functional groups and their peak assignment for the FTIR spectra
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Figure 1.  FTIR spectra of the brain tissue in Javanese medaka in the region 4000 - 500 cm-1
Figure 2. FTIR spectra of the brain tissue in zebrafish in the region 4000 - 500 cm-1
peaks. Thereafter, a new peak appeared at 1727 cm-1 in the Javanese medaka brain after 
treatment with ethanol, but not in the endosulfan and control group. This peak is associated 
to the stretching of the C=O group in aldehydes of lipids. This peak was not observed in 
the zebrafish in any treatment group. In the Javanese medaka, another peak of the lipid 
component appeared at 1437 cm-1 in control, ethanol and endosulfan groups. However, for 
the zebrafish this peak was observed at higher frequency, 1442 cm-1. Treatment with ethanol 
has exhibited an increment to approximately 1452 cm-1 and treatment with endosulfan 
exhibited decrement approximately to 1437 cm-1 in the zebrafish. The appearance of the 
new peaks, disappearance of peaks, increment and decrement of the peaks in the Javanese 
medaka and zebrafish indicated disruption of the lipid molecules after treatment with 
ethanol and endosulfan. 
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The band observed at 1694 cm-1 in the control Javanese medaka corresponds to C=O 
stretching of amide functional groups in proteins. Treatment with ethanol in Javanese 
medaka has caused a disappearance of this peak. Exposure to endosulfan (1701 cm-1) had 
exhibited increment in the treated Javanese medaka. In the normal zebrafish, there was no 
peak occurrence at this band. However, these peaks could be observed when treated with 
ethanol (1701 cm-1) and endosulfan (1730 cm-1). From this, the aspect to be taken is that 
any alteration at these peaks showed that treatment with ethanol and endosulfan induced 
disruption in the protein molecules for both fishes. 
Furthermore, functional group of alkyl halides, ethers, amines and alcohol for glycogen 
due to the stretching of C-F, C-O and C-N was only detected in the control of Javanese 
medaka from 1051 cm-1 to 1123 cm-1, and not available in the zebrafish for all groups. 
Treatment with ethanol causes these peaks to disappear. Treatment with endosulfan (1131 
cm-1) caused an increment of these peaks in the Javanese medaka, as compared to the 
control. The disappearance of this peak as a result of ethanol exposure and endosulfan 
exposure caused a large shifted peak. This showed that both toxicants severely disrupted 
glycogen in the Javanese medaka.    
Additionally, the peak observed at 1026 cm-1 in the control Javanese medaka and 1059 
cm-1 in the control zebrafish corresponds to C-F stretching of alkyl halides in nucleic acids. 
In Javanese medaka, treatment with ethanol or endosulfan caused this peak to disappear. 
For zebrafish, treatment with ethanol (1056 cm-1) and endosulfan (1037 cm-1) also exhibited 
a reduction as compared to the control (1059 cm-1). Whereas, treatment with ethanol (962 
cm-1) or endosulfan (953 cm-1), showed a new appearance of these peaks in the Javanese 
medaka which also corresponded to nucleic acid. In zebrafish, this peak disappeared after 
treatment with endosulfan. 
This study revealed that untreated Javanese medaka had different macromolecules 
composition where they had lower lipids and nucleic acid in comparison to zebrafish. In 
addition, Javanese medaka also had higher protein and glycogen component in their brain 
as compared to the zebrafish. The dissimilarity may be due to the differences in rearing 
conditions in which that zebrafish may be undergone domestication, while Javanese medaka 
is from the wild habitat. Although the Javanese medaka used in this study was already being 
acclimatized in the laboratory settings condition similarly with the zebrafish for two months, 
this length of period may be not long enough for the Javanese medaka. Domestication is 
a process of adaptation to a captive environment (Price, 1999). The process of adaptation 
for wild population of animals to preadaptation for domestication may be differed among 
species depending on the ability of species members to adapt through developmental and 
evolutionary processes to a variety of husbandry conditions and the species able to exhibit 
the behavioural patterns compatible with husbandry techniques (Price, 1999). Furthermore, 
a distinct biochemical comparison observed in Javanese medaka could be explained by 
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obvious morphological characteristics in both fishes. Javanese medaka has transparent 
body, while zebrafish has black striped body. In agreement, a previous study showed that 
seven different bivalve species which had different morphological characteristics also 
showed divergent biochemical composition (Bouhlel et al., 2017). Moreover, the variance 
of biochemical composition could be determined by the natural habitat of the fishes. 
Javanese medaka is a fish that originated from marine or brackish water, while zebrafish 
from freshwater. 
In our laboratory, zebrafish has been constantly fed with artemia. Meanwhile, Javanese 
medakas were collected from the wild and were fed with brine shrimps for only two 
months during laboratory acclimatization. Owing to their differences in the composition 
of feeding materials between wild Javanese medaka and domestic zebrafish (Tasbozan & 
Gökce, 2017), we found that Javanese medaka had lower lipids component in the brain 
as compared to the zebrafish brain. In this study, as Javanese medakas were collected 
from the wild, their dietary intakes were influenced by the particular microenvironment 
and food availability. While, zebrafish were maintained in the laboratory condition and 
properly fed with brine shrimps on regular basis. This could explain the differences in their 
lipids component between the fishes, as lipid composition is dependent on the fatty acid 
composition of their feed and dietary intakes (Cahu et al., 2004). 
The present study evaluated the neurotoxic effect of acute exposure to ethanol 
and endosulfan on the biochemical contents in the brain tissues of Javanese medaka 
and zebrafish. We found that ethanol and endosulfan exposure changed transmission 
intensity, shifted peak positions, and caused disappearing or addition of new peaks in 
FTIR wavelength. This prove that ethanol and endosulfan impaired biochemical structures 
of proteins, lipids and nucleic acids in the brain. The destructive effects of ethanol and 
endosulfan on the brain are more prominent in the Javanese medaka, in comparison to the 
zebrafish. This is due to more macromolecules were affected in the Javanese medaka as 
compared to the zebrafish. The alteration of the proteins, lipids and nucleic acids structure 
in the brain will lead to neurotoxicity or neurobehavioural deficits (Zahir et al., 2006). 
Exposure to ethanol has been proven to induce oxidative stress, alteration in 
lipid components and dysfunctional membranes which lead to neurotoxicity and 
neurodegeneration (Hernández et al., 2016). Previous study also showed that exposure to 
alcohol altered protein expression and generated more reactive oxygen species (ROS) in 
the Purkinje’s cells of the brain (Oyinbo et al., 2016). Jang et al. (2016) discovered that 
Sprague-Dawley rats which were exposed to endosulfan demonstrated elevation of ROS 
and oxidative damages leading to the reduction in glutathione, lipid peroxidation and 
protein carbonylation. Additionally, the brain contains high lipid content with sufficient 
macromolecules, a prerequisite for proper central nervous system function (Carlson, 2009). 
The integrity of the cell membrane is highly dependable on the sufficiency and balance 
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amount between the lipids and proteins molecules. Any disruption of the macromolecules 
in the brain will affect the proper biological functions and mechanisms, which subsequently 
contribute to the induction of adverse toxicity effects in the fishes. 
Zebrafish has been commonly used as a model organism for alcohol researches (Sylvain 
et al., 2010; Joya et al., 2014; Tran et al., 2016). However, in this study, we found that 
Javanese medaka had higher sensitivity towards ethanol exposure, as compared to the 
zebrafish. This finding leading to a suggestion that Javanese medaka is more suitable for 
alcohol research and also can be a valuable model organism for neurotoxicology research. 
Important to note, biochemical endpoints evaluation by using FTIR alone is not sufficient 
to draw a concrete conclusion about the suitability of Javanese medaka as model organism 
for neurotoxicology research. Thus, utilization of Javanese medaka for neurotoxicology 
research requires concerted effort by scientists from various research fields to generate 
the fundamental knowledge about their genetic variations, biology and physiology.  Based 
on the history, development of model organism for research took decades of continuous 
efforts by the research community. Therefore, more studies need to be conducted to further 
develop Javanese medaka as an ideal model organism for biomedical research. These 
data can be referred as a fundamental knowledge for the adverse neurotoxic effects of 
neurotoxicants for both fishes.
CONCLUSION
As a conclusion, we found that Javanese medaka is a valuable aquatic model organism 
for neurotoxicology research, as this fish is sensitive to toxicant exposure. To fully utilize 
this fish as a model organism for neurotoxicology research, it has to be further developed 
by using different sophisticated platforms such as their genome has to be fully sequenced 
to allow further studies for genetic modifications. 
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ABSTRACT
An experimental study was conducted to assess marginal adaptation of various bulkfill 
composite materials, at cervical and occlusal margins of class II cavity preparation, applied 
by two different application techniques. Seventy-two (72) extracted premolar teeth were 
selected, prepared and filled with three different bulkfill composite materials, and inserted 
using incremental and bulk techniques. Specimens were thermocycled and bisected mesio-
distally. All specimens were observed using a confocal fluorescence imaging microscope 
at 10× magnification. The data was analyzed using the Mann-Whitney U test. P < 0.05 
was used to indicate statistically significant differences. The study results revealed that, 
no significant differences in marginal adaptation were detected among the two application 
techniques (incremental and bulkfill) at cervical margins p=1.000 and the occlusal margins 
p=0.639 with the lowest gap width formation achieved by X-trafil® bulkfill composite 
among the three different bulkfill composite filling materials, while Filtek™ Flowable 
composite material had the highest gap width. This study signifies that good marginal seal 
depends on the proper cavity preparation, 
good manipulation of filling materials 
and skill of the operator whatever is the 
application technique.
Keywords: Adaptation, application techniques, 
bulkfill composite materials, cervical margin, confocal 
microscope, occlusal margin
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INTRODUCTION
The long-standing overall performance of the restoration depends on the tight fitting of 
the restorative material to internal cavity surfaces and margins (Roulet, 1994). Despite 
outstanding advances in the field of composite restorative materials technology and its 
applications in restorative dentistry, there are many factors that may influence the stability 
of composite restoration, such as low strength, technique sensitivity, high wear rate, and 
polymerization shrinkage (Pitel, 2013). Polymerization shrinkage generates a reduction in 
volume of the material 1.7% to 5.7% (Alvarez-Gayosso et al., 2004), as a result of changing 
the material density during the polymeric network formation process. The shrinkage stress 
may lead to generating gap (10–15 μm) (Ferracane, 2005). This gap permits the escape 
of fluids as well as bacteria between the oral environment and the dentin pulp complex 
(Amaral et al., 2004), which are considered to be harmful.
Many studies have looked at methods to reduce the rate of polymerization shrinkage 
and improve marginal adaptation. These include placement of liners (Chuang et al., 2004), 
replacement of the dentin with a glass-ionomer cement in the sandwich technique (Dijken 
& Pallesen, 2012) and incremental application techniques. Most of these studies have 
been done with conventional resin based composites (RBCs), even though conventional 
RBCs have typically been placed in layers not exceeding a thickness of 2 mm, due to these 
techniques being time-consuming and complicated when used to fill large and voluminous 
cavities in posterior teeth. Additionally, many dentists prefer the use of an alternative to 
this highly sensitive multiple layering technique, the one-step insertion of a 4 mm bulkfill 
composite resins.
Bulkfill composite resins have been developed, in an effort to overcome polymerization 
shrinkage problems. Lower filler loading, lower viscosity, high flowability and a self-
leveling property of the material that adapts well to the cavity wall are the main advantages 
of the bulkfill material (Chuang et al., 2001). Placement of composite restorative material 
at thicknesses greater than 4 mm has become possible, by altering the initiator in bulkfill 
composite resins, resulting in considerably shorter chair times during the filling procedure 
(Tiba et al., 2013).
Due to inherent polymerization shrinkage and contraction stress, deboning and 
increased risk of gap formation at the tooth-composite interface could be compromised to 
posterior teeth particularly in class II restorations. Gingival Cavo-surface margins of Class 
II restorations can be an area of failure (Moffa,1989). Possible causes include insufficient 
polymerization of the RBCs at the gingival wall, the high C-Factor characteristic of the 
box shape, limited access of proximal boxes making the placement of the material more 
challenging and the adhesive bonding to the cervical tooth structure. These contribute to 
the increase in polymerization shrinkage stresses during the setting reaction of the material 
(Sabatini et al., 2010). 
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It is believed that effective marginal seal has been obtained by incremental application 
technique over the bulkfill method by decreasing the stresses generated within the tooth-
restoration system (Dijken & Pallesen, 2011; Dietschi et al., 2002). On the other hand, class 
I and class II cavities can be restored with bulkfill materials in a mono-increment technique, 
they are predictable to be capable to produce proper marginal integrity. Therefore, 
research conclusions need to be confirmed by means of experimental work that mimics 
clinical environments. Consequently, this is an experimental study conducted with the 
aim of assessing the effect of incremental and bulkfill application techniques on marginal 
adaptation of class II cavities filled with three different types of bulkfill composite resins. 
Confocal microscopy had been used for accurate and closer examination of the restoration 
margins. The null hypothesis is there is no difference in the marginal adaptation achieved 
by the examined placement techniques.
MATERIALS AND METHODS
Specimen Preparation
Seventy-two premolar teeth were stored for no more than three months after extraction for 
an orthodontic purpose. Exclusion criteria were teeth with developmental defects, caries or 
microcracks. Ethical approval was from the Research Ethics Committee of the University of 
Sciences and Technology prior to study execution (MECA NO: EAC\UST141). The teeth 
were cleaned by hand scaling and immersed in a 0.1% chloramine T solution for one week, 
followed by immersion in normal saline at room temperature during the experimental time.
Cavity Preparation 
A dental manikin with upper and lower jaws was used, the teeth were set with crowns in the 
long axis parallel to each other and in proximal contact (Sabah & Baban, 2013), and a metal 
matrix band used to adopt teeth. A standardized class II cavity preparation was prepared to 
all teeth using coarse diamond fissure points (F80710M, ӧkoDENT, Thuringia, Germany) 
with a high-speed hand piece (W&H, Bṻrmoos, Austria) under profuse water cooling 
and finished with finishing diamond points (#2203, Dentex, Taipei, Taiwan). Roundation 
and beveling were applied to the enamel margins and the inner-angles of the cavities. All 
cavities received 1 mm distance preparation below the cemento-enamel junction (CEJ). 
For every four cavities, one new bur was used to maintain the cutting efficiency (Borges et 
al., 2012). A width of 4 mm bucco-lingually and a length of 4 mm occluso-gingivally with 
a depth of 2 mm axially were prepared in the cavities as shown in Figure 1. A periodontal 
probe was used to confirm dimensions.
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Specimens Grouping
The specimens were assigned to one of two main study groups with 36 tooth in each group 
corresponding to two different application techniques (incremental and bulkfill). The 
specimens were further randomly sub-divided into three subgroups for each technique, 
with 12 teeth in each subgroup based on the different bulkfill restorative materials used 
in this study as shown in Figure 2. The characteristics of the materials used in this study 
are shown in Table 1.
a Uncontinuous arrow represents cavity 
width bucco-ligually “4 mm”
b  Continuous arrow represents cavity 
length occluso-gingivally “4 mm” 
c  Dotted arrow represents cavity depth 
axially “2 mm”
Figure 1. Schematic diagram of cavity preparation dimensions
Figure 2. Flow chart demonstrating specimens grouping
Study Sample (n = 72)
Incremental technique (n = 36) Bulkfill technique (n = 36)
Tetric® N-Ceram bulkfill (n = 12)
X-trafil® bulkfill (n = 12)
)12= n(bulkfillTMFiltek
Tetric® N-Ceram bulkfill (n = 12)
X-trafil® bulkfill (n = 12)
)12= n(bulkfillTMFiltek
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Table 1
Characteristics of the materials used in this study
Material Manufacturer Composition City\Country
Tetric® N-Ceram 
bulkfill
Ivoclar Vivadent BIS-GMA, Urethane Di methacrylate, Barium 
glass filler, Ivocerin, shrinkage stress reliever, 
Light sensitivity filter filler, Pigments
Liechtenstein, 
Germany
Filtek™ bulkfill 
Flowable 
Restorative
3M ESPE BIS-GMA, Urethane Di methacrylate, procrylat 
resin fillers are combination of Zirconia /Silica 
(.01 to 3.5 micro meter) &Ytterbium tri fluoride 
(0.1 to 5)
St. Paul, MN, 
USA
X-trafil® Voco BIS-GMA, Urethane di methacrylate, TEGDMA Cuxhaven, 
Germany
Restorative Procedure
A solution of 37% phosphoric acid gel (Ivoclar Vivadent, Liechtenstein, Germany) was 
applied to all cavities as an etching process for 30 seconds on the enamel and 15 seconds 
on the dentin, followed by 5 seconds washing with a water jet and drying with a gentle 
stream of air which left the surface moistened. Corresponding self-etch bond adhesive 
systems were applied: Adhe SE One F (Ivoclar Vivadent, Liechtenstein, Germany), Scotch 
Bond Universal (3M Espe, St. Paul, MN, USA), and Futura bond DC (Voco, Cuxhaven, 
Germany). A LED light curing unit (LY-C240 Foshan City, China) of 1200 mw\cm² light 
intensity which was monitored and checked periodically with a radiometer (Dymax, 
Torrington, USA) was used. A 10 seconds was a distance which was determined by a 
periodontal probe, where the specimens were light-cured from the occlusal and cervical 
margins with the light tip contacting the margins. Two techniques were employed in this 
study:
(a) A  4 mm single step placement of the bulkfill composites.
(b) A 2 mm thickness of bulkfill composites were used for the incremental technique. 
Both techniques were cured for 40 seconds, and all restorations were performed 
by one operator.
Thermocycling Procedure
In simulation to the temperature changes in the oral environment and development of micro-
space between the tooth margins and the restorative material, two water baths, 55°C and 
5°C, with a 30 seconds dwell time, were selected to performe 1000 cycles according to the 
International Organization for Standardization (ISO)TR 11405 (Loguercio et al., 2004).
Evaluation of Marginal Adaptation
Once the thermocycling process was completed, the specimens were dried, and two layers 
of nail polish were applied 1 mm above and below the interface between the tooth and 
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restorative material, as shown in Figure 3. Afterwards, a slow speed of 300 rpm with a 
diamond disk (D-12203 Berlin, Germany) under constant cooling (Opdam et al., 2010), 
was used to bisect the specimens mesio-distally through the midpoint of restorative material 
parallel to the occlusal surface. Rhodamine B Isothiocyanate (Aldrich Chemical Co., 
Milwaukee, WI, USA), the fluorescent material was applied to the specimen based on the 
manufacturer instruction. Then, a Confocal Fluorescence Imaging Microscope (Leica TCS-
SP5, DM6000-CFS) at 10X magnification was used to examine the specimens to determine 
marginal gaps along the restoration-cavity wall interfaces in the cervical and occlusal 
margins (Zarrati & Mahboub, 2010), the specimens were sent to Malaysia and the work 
was done in conjunction with Dr Alshawsh who is an Associate Professor at department of 
pharmacology, Faculty of Medicine, Unversiti Malaya for examination under a Confocal 
Fluorescence Imaging Microscope. Three points on the occlusal and cervical margins of 
the tooth-restorative interface were selected to facilitate the determination of the marginal 
gap width (the distance between the tooth axial wall and the restorative material), and the 
full perimeter of the restoration was bought by way of taking approximately six photos 
of each specimen (Usha et al., 2011). Image analysis software (Scope Photo 3.0 USA) 
was used to record the marginal gap width from the three points in each region. The mean 
marginal gap in micrometers (μm) for the occlusal and cervical margin was calculated. 
Confocal microscopic examination was used to be accomplished via one operator with 
experience in quantitative analysis of margin and who used to be blind to the application 
procedures. The marginal fitting surface between composite restoration and dentin used 
to be presented as a percentage of the whole margin length in the enamel and dentin. 
Figure 3. A schematic diagram to show the exact place where two layers of nail polish were applied “colored 
area” at occlusal and cervical margins: (a) occlusal view; and (b) proximal view
1 mm without nail polish 
layers from tooth-restoration 
interface
1 mm 
without nail 
polish layers 
from tooth-
restoration 
interface
(a) (b)
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Marginal qualities along the outer periphery of the restorations were classified according 
to the criteria “continuous margin”, “noncontinuous margin” and “not judgeable\artifact”. 
The percentage of “continuous margin” in relation to the individual noncontinuous margin 
was calculated as marginal integrity according to the formula:
𝑀𝑎𝑟𝑔𝑖𝑛𝑎𝑙 𝑖𝑛𝑡𝑒𝑔𝑟𝑖𝑡𝑦 = 𝑁𝑜𝑛𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑚𝑎𝑟𝑔𝑖𝑛
𝐶𝑜𝑛𝑡𝑖𝑛𝑢𝑜𝑢𝑠 𝑚𝑎𝑟𝑔𝑖𝑛 × 100
Statistical Analysis
All data were collected and statistically analyzed with the aid of SPSS version 25.0 
(Chicago, USA). The assumption of normality was not met, because the data did not 
approximate a normal distribution curve. This was further confirmed using the Shapiro-
Wilk test. All specimens of the two groups were evaluated and compared for marginal 
adaptation along with the occlusal and cervical wall using a Mann-Whitney U test. A p 
value of < 0.05 was used to indicate statistically significant differences.
RESULTS 
The quantitative assessment of marginal adaptation exposed that, no gap formation was 
executed in several regions (Figure 4), even though noncontinuous margins categorized 
as “marginal fissures” were observed in all restorations (Figure 5). The mean of three 
points that shows the largest marginal gap width of the cervical region and the point that 
represented the largest marginal gap width at the occlusal region for the three different 
bulkfill materials were recorded and the data were introduced in Table 2.
Table 3 reveals marginal adaptation scores expressed as a percentage of gap formation 
at the occlusal and cervical margins of various bulkfill composite materials inserted with 
incremental and bulkfill techniques.
Figure 4. Confocal microscope image shows 
continuous marginal adaptation (no gap formation) 
in certain restoration 
Figure 5. Confocal microscope image shows non-
continuous marginal adaptation (gap formation) in 
all restorations
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Table 2
Mean and standard deviation values for marginal gap width at occlusal and cervical regions
Application 
techniques Margins
Descriptive statistics of bulkfill materials m±St
Filtek™ Flowable
m±St
Tetric®N- Ceram
m±St
X- trafil®
m±St
Incremental Occlusal 1.77±0.718 0.75±0.754 0.3±0.00
Cervical 2±0.00 1.5±0.522 1±0.00
Bulkfill Occlusal 1.5±0.522 1.67±0.492 0.5±0.00
Cervical 2±0.00 1.5±0.522 1±0.00
Table 3
Marginal adaptation scores expressed as percentage of gap formation at occlusal and cervical margins of various bulkfill 
composite materials inserted with incremental and bulkfill techniques
Margins Marginal adaptation
Incremental application Bulkfill application
Filtek™ 
Flowable
Tetric® 
N-Ceram X-trafill®
Filtek™ 
Flowable
Tetric® 
N-Ceram X- trafil®
f (%) f (%) f (%) f (%) f (%) F (%)
Occlusal Continuous 
margin
0 0% 5 41.7% 9 75% 0 0% 2 16.7% 10 83.3%
Non-continuous 
margin
4 33.3% 5 41.7% 3 25% 6 50% 6 50% 2 16.6%
Not judgeable\
artifact
8 66.7% 2 16.7% 0 0% 6 50% 4 33.7% 0 0%
Cervical Continuous 
margin
0 0% 0 0% 0 0% 0 0% 0 0% 0 0%
Non-continuous 
margin
12 100% 6 50% 3 25% 12 100% 6 50% 3 25%
Not judgeable\
artifact
12 100% 6 50% 0 0% 12 100% 6 50% 0 0%
No significant differences in marginal fitting among the three different bulkfill 
composite materials were detected between the two application techniques at the cervical 
margins p ˃ 1.000 and occlusal p ˃ 0.639 using the Mann-Whitney U test, Table 4.
A statistically significant difference was found in the gap width analysis scores between 
the occlusal and cervical margins with p ˂  0.000 for all groups of tested materials utilizing 
the Mann-Whitney U test, Table 5.
The assessment of marginal gaps width in the cervical and occlusal regions within 
each bulkfill restorative material using the Mann-Whitney U test exposed a statistically 
significant difference among the tested margins, Tables 3 and 6. X-trafill® bulkfill 
composite showed the lowest gap width formation, while Filtek™ Flowable composite 
material had the highest gap width. 
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DISCUSSION
The quest for a good adaptation between the restoration and cavity walls remains a goal 
of many researchers (Ferrari & Garcia-Godoy, 2002). Therefore, the present in vitro study 
evaluated marginal adaptation of various bulkfill composite restorative materials applied by 
incremental and bulkfill methods at the occlusal and cervical margins in class II restoration.
Table 4
Gap formation scores comparison between incremental and bulkfill application techniques at occlusal and 
cervical margins
Margins Mann-Whitney U Z Sig Incrementalapplication method
Bulk
Application method
Occlusal margin 609.00 -0.470 0.639 35.42 37.58
Cervical margin 648.00 0.000 1.000 36.5 36.5
* No significant differences of gap formation between incremental and bulkfill application techniques at 
occlusal and cervical margins.
Table 5
Marginal adaptation comparison between occlusal and cervical margin
Marginal 
adaptation
Mann-Whitney U Z Sig Occlusal margin Cervical margin
1458.00 -4.860 0.000* 56.75 88.25
*significant differences of marginal adaptation between occlusal and cervical margins p ˂ 0.000
Table 6
Marginal gaps width among the three bulkfill composite materials filled with incremental and bulkfill techniques 
at each margin
Margins Bulkfill 
materials
Incremental application Bulkfill 
materials
Bulkfill application
Mean differences P-value Mean differences P-value
Occlusal A-B 1.47 0.000* D-E -0.17 0.000*
A-C 1.02 0.011* D-F 1 0.003*
B-C -0.45 0.000* E-F -1.17 0.000*
Cervical A-B 1 0.000* D-E 1 0.000*
A-C 0.5 0.001* D-F 0.5 0.000*
B-C -0.5 0.001* E-F -0.5 0.000*
A:  Teeth restored with Filtek™ Flowable using the incremental technique.
B: Teeth restored with X-trafil® bulkfill composite using the incremental technique.
C: Teeth restored with Tetric®N-Ceram bulkfill using the incremental technique.
D: Teeth restored with Filtek™ Flowable using the bulkfill technique.
E: Teeth restored with X-trafil® bulkfill composite using the bulkfill technique.
F: Teeth restored with Tetric®N-Ceram bulkfill using the bulkfill technique.
*
 significant differences of marginal gaps width among the different three bulkfill composite materials.
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Class II cavities were prepared on the teeth of the current study because the occlusal 
and cervical margins are often distinguished and designated for composite restorations. 
They involve both the enamel and the dentin, and therefore, the nature of adaptation of 
composite resin can be compared at both regions. To ensure standardization to all restorative 
procedures, the same degree of cure and polymerization reaction between the studied 
groups was achieved by using a single LED light curing unit. The self-etch technique was 
used for all restorations, and the adhesives used in this study combine the functions of 
both primer and adhesive components which reduced the procedure time. A thermocycling 
procedure was applied to all specimens at a specific temperature range according to (ISO)
TR11405 (Loguercio et al., 2004), with the goal of thermally accentuating the junction at 
the tooth-filling interface.
Quantitative analysis of the amount and width of gaps generated at the margins and 
marginal irregularities provided by marginal adaptation measurement had been chosen 
for this study rather than the qualitative isolated analysis provided by microleakage. To 
minimize the errors during scoring and calculation of marginal data, the number of criteria 
used to detect differences between tested groups was collapsed and narrowed down to 
the criteria of no-gap (continuous margin) against gap (noncontinuous margin), to make 
interpretation and statistical analysis of results easier. 
The present study measured adaptation using confocal microscopy at 10X magnification. 
Confocal laser scanning microscopy (CLSM) is a technique used for picturing subsurface 
tissue characteristics. An advantage of this technique is the use of lens focus which can 
focus a few microns under the observed surface, thus avoiding the spread of stain due to 
specimen sectioning and avoid polishing artifacts (Lopes et al., 2009). The six images 
taken for analysis were nonoverlapping to avoid replication of the same gap score of a 
previous image.
The hypothesis stating that there are significant differences in marginal adaptation 
between the two techniques was not supported by this study results. The use of a bulkfill 
application technique showed gaps with an amplitude similar to that of the incremental 
technique. There were no statistically significant differences between the two application 
techniques. The study results are in agreement with other studies done by Roggendorf et al. 
(2011), Campos et al. (2014) and Furness et al. (2014) comparing the different placement 
techniques (incremental and bulkfill) with different RBC systems (conventional versus 
bulkfill composites). However, the findings in the present study contrasted to a study done 
by Mullejans et al. (2003), comparing the application techniques (incremental against bulk) 
using single conventional composite resin, which exhibited that incremental application 
reduced gap formation. These results may be different from the current study because 
only the conventional composite resin was used and the types of composite resin systems 
used were different.
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 The study results exhibited satisfactory marginal adaptation to all investigated bulkfill 
materials at the occlusal margin, unlike the cervical margin. The values of continuous 
margins in the occlusal region were higher than the cervical region (Roggendorf et al., 
2011). This could be attributed to the beveling of the enamel margins in order to increase 
the surface area of the enamel to bond to the composite. The findings of the current study 
have been corroborated by a study conducted by Oskoee and colleagues, who reported that 
occlusal marginal adaptation was superior to that observed in the cervical enamel margins 
(Oskoee et al., 2012). This could be explained by that, the adhesion of the restorative 
materials to the proximal aspect at the Cavo-surface margin is greater to dentin rather 
than enamel, due to low enamel thickness at that area (Bogra et al., 2012). In addition, the 
distance of the light source from the material is lower at the occlusal surfaces compared 
to that at the proximal box base, thereby reducing the percentage of degree of conversion 
(Coutinho et al., 2013).
In this study, X-trafill® bulkfill composite material, exhibited a great significant 
reduction in the width of marginal gaps alongside the restoration-enamel interface at the 
gingival and occlusal regions after thermocycling procedure in relation to the Filtek™bulkfill 
restorative material. This ought to be accredited to an inadequate adaptation to the enamel 
walls, as a result of the high viscosity of the Filtek™bulkfill restorative material, because 
of the increase in the amount of filler particles (Radhika et al., 2010; Majeed, 2012). On 
the other hand, the better adaptation exhibited by X-trafill® restorative material was owing 
to the low viscosity of the material that facilitate plastic flow during the early phases of 
polymerization (Scotti et al., 2014). The present study results contradict the study conducted 
by Patel et al. (2018), who evaluated marginal fitting integrity of three bulkfill composite 
materials in Class II cavities, and found that Filtek™ bulkfill composite material showed 
better marginal adaptation than Tetric®N-Ceram and X-trafill® bulkfill composites. This 
could be due to their study design as stereomicroscopy was used for evaluation.
The limitations of the present study are that this study tested the cervical marginal 
adaptation underneath the level of the CEJ. However, in a practical work, it is not-indicated 
to apply composite restorations underneath the CEJ, as normally open sandwich technique 
is recommended in clinical application, where suggested modifications had been done 
in this study. As well as, the current study evaluated adaptation using only a self-etching 
system. Therefore, the results cannot be extrapolated to other systems. Future research 
should be carried out in vivo to confirm the current study results.
CONCLUSIONS
It can be concluded from the results that the marginal adaptation scores were not affected 
by the various tested application techniques. On the other hand, as anticipated, with the 
both application techniques, the marginal adaptation in the occlusal surface was higher 
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than that in the cervical surface, and among the restorative materials, X-trafill® restorative 
material exhibited the highest score of adaptation, irrespective of the filling materials 
investigated in this study.
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ABSTRACT
Skipjack tuna is a potential fish resource in the Makassar Strait, Bone Bay, and the Flores 
Sea waters, Indonesia. This fish is captured by fishermen using many kinds of fishing 
gear, and the most widely used is purse seine. The study was conducted from January to 
December 2018, aimed to compare the size structure of skipjack, productivity, and by-
catch of purse seine inside and outside of Fish Aggregation Devices (FADs) areas. Fish 
length (cm, FL), annual production and trips data were collected from 10 ship owners in 
each fishing area, The main catch and by-catch weight data were obtained through direct 
observation of 30 trips each for 10 units, both of purse seines inside  and  outside of FADs 
areas  in each study area. Comparative analysis of the catches of purse seines inside and 
outside of FADs areas included size structures using the Median Test (T test), productivity 
and by-catch using Mann-Whitney Test (T test).  The results of the study explained that 
purse seiners inside FADs areas could increase business productivity, but caused an increase 
in small-sized skipjack and by-catch while purse seines outside of FADs areas caught less 
small size skipjack, low by-catch but low productivity.  
Keywords: By-catch, FAD, productivity, size structure, skipjack purse seiner
INTRODUCTION
Indonesia divides its sea waters into eleven 
Fisheries Management Regions, and one of 
them was Indonesian Fisheries Management 
Region 713 (WPP RI 713). The WPP RI 
713 consists of the waters of the Bone Bay, 
Makassar Strait and the Flores Sea, which 
are directly adjacent to the Indian Ocean 
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waters. The WPP RI 713 waters have high potential for big pelagic fish, especially the 
skipjack tuna. These fishes are exploited by fishermen using several types of fishing gear 
including drift surface gill net, purse seine, pole and line, trolling line, hand line, vertical 
long line, traditional seine net, and boat lift net. Purse seines are most widely used by 
fishermen, where they operate both inside and outside of the Fish Aggregation Devices 
(FADs) areas. The operation of skipjack purse seines inside of the FADs areas has positive 
and negative impacts. The positive impacts include improving business performance, 
increase catch per unit effort and fishing efficiency, and reduction fishing cost (Menard et 
al., 2000; Beverly et al., 2012; Dagorn et al., 2012; Davies et al., 2014; Yusfiandayani et 
al., 2015).  In terms of negative impacts, such operation of purse seine may cause tuna fish 
stocks to be less healthy. Besides, it may also  mislead tunas to make an inappropriate habitat 
selection, the dominant small size tunas in the catch, recruitment overfishing occurrence, 
changes in school movement pattern, catches of juvenile tunas (Hallier & Gaertner, 2008; 
Morgan, 2011; Wang et al., 2012; Leroy et al., 2013; Susaniati, 2014; Scot & Lopez, 2014; 
Hare et al., 2015; Wilantara, 2016; Talakana et al., 2017; Murua et al., 2017). The negative 
impact on the environment such as disturbing delicate ecosystems, increases the amount 
of by-catch and discard catch (Amande et al., 2010; Beverly et al., 2012; Dagorn et al., 
2013; Davies et al., 2014; Scott & Lopez, 2014; Murua et al., 2017). 
Based on the description above, the question arises whether the operation of purse 
seines in the area of FADs in the waters of the Gulf of Bone, Makassar Strait, and the 
Flores Sea can increase productivity or catch per unit of effort, can lead to the capture of 
small size skipjack tuna and increase the number of by-catch. 
This study aimed to compare the size structure of skipjack tuna, productivity, and by-
catch of purse seines operated inside and outside of the FADs areas in the waters of Bone 
Bay, Makassar Strait and the Flores Sea. The results of the study are useful as baseline 
information in managing the skipjack fisheries in WPP RI 713 waters, and Indonesian 
waters specifically related to the use of the FADs in the skipjack purse seine fisheries.
MATERIALS AND METHODS
Time and Place 
The study was conducted for one year, from January to December 2018 in the WPP RI 713 
which included the waters of the Gulf of Bone, the Makassar Strait and the Flores Sea, 
South Sulawesi, Indonesia. The area of the research is presented in Figure 1. 
Material and Equipment
The materials and equipment used in this study were skipjack, small purse seiners, 
traditional FADs (“rumpon”), digital camera, measuring board, digital weight, computer, 
and software.
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Figure 1. Study area (Bone Bay, Makassar Strait and Flores Sea waters)
Data Collection
Fish Length Data. Fish length data (FL, cm) were collected on fishing vessels and fish 
landing places two to three times per month in each study area using a stratified random 
method. In this study, skipjack length data were obtained from purse seines inside and the 
outside of the FADs areas of 3852 and 5554 specimens respectively in Bone Bay waters, 
3362 and 3098 specimens respectively in Makassar Strait waters, and 4670 and 4469 
specimens respectively in the Flores Sea waters. 
Production and Number Trip Data.  Annual production and the number of trips (one day 
trip) data were obtained from the daily logbooks of 10 skipjack fishing business owners 
in each study area.
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Main Catch and By-catch Weight Data. The main catch and by-catch weight data were 
obtained through direct observation of 30 trips each for 10 units, both of purse seines 
inside and outside of the FADs areas in each study area. The weight of skipjacks tuna 
(main catch) and the by-catch were obtained by weighing directly on the sample ships. 
The kinds of the by-catch were known through identification at the genus and/or species 
level whenever possible.
Data Analysis 
To achieve the research objectives, several methods of data analysis were used as follows:
Catch Size Structure. To know the smallest size, the largest, and the dominant size of 
skipjack caught in the purse seines inside and outsides of the FADs areas, a mapping 
between the length frequency (%) and the length of the middle class was carried out and 
displayed in the form of histograms. The mean length value and standard deviation (Sparre 
et al., 1989) was calculated using the following Equation 1a and 1b:
 x� = 1n�F j L� jm
j=1
     (1a)
s2 = 1n�F(j)m
j=1
L� j − x� 2    (1b)
Where L� j  = midpoint class, F j  = frequency, x� = mean length, s2 = variance
s = √ s2
In order to know the difference in the size of skipjack fish caught inside and outside the 
FAD areas, the Median Test (Mangkuatmodjo, 2004) was used in the following Equation 2:
T =  A n� − B n�p� 1− p� 1 n1� +  1 n2�   (2)
Where A = number of samples that higher than median, B = number of samples that 
lower than median, n1 = number of samples one,n2 = number of samples twon =  n1 + n2 and p� = (A + B ) N⁄
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Productivity. The productivity of purse seines inside and outside of the FADs areas was 
calculated using the following Equation 3 (Mallawa et al., 2017):
CPUE = Cn       (3)
Where,  CPUE = Catch per Unit Effort or productivity,  C = Amounts of catch per per 
unit per year, n = Number of the trip of fishing unit per year 
By-catch. The by catch was analyzed based on the appearance of fish which were classified 
as by-catch or not target species in both technologies.  The percentage of by-catch (Mallawa 
et al., 2014) was calculated by the Equation 4 as follows:
BC= FNFT+FN × 100%     (4)
Where BC = By-catch (%), FN = weight of non-target fish, FT = weight of target fish. 
Then Mann Whitney Test was carried out to determine the difference in the productivity 
and by-catch of purse seines inside and outside of the FAD areas.  The Mann Whitney test 
formula (Mangkuatmodjo, 2004) is as in Equation 5:
T = S − n(n + 1)2     (5)               
Where S = Number of ranks from population 1, n = total population sample 1 or 
sample 2. 
RESULTS AND DISCUSSION
Fish Size Structure 
The bar graph of middle class length provides an overview of the size of the smallest 
skipjack, the largest fish, the dominant fish in the catches of purse seine inside and outside 
of the FADs areas  in the waters of Bone Bay, Makassar Strait and Flores Sea as shown in 
Figure 2, 3 and 4, and Table 1. 
Based on Figures 2, 3 and 4 and Table 1, it can explain three things. First, skipjack 
caught by purse seines outside of the FADs areas had a wider size distribution than skipjack 
caught purse seines inside of the FADs areas, second, the skipjacks which was found in 
the catch of purse seines outside of the FADs areas had a relatively larger size compared to 
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Figure 2. Size structures of skipjack captured by purse seines inside and outside of the FADs areas in Bone 
Bay waters
Figure 3. Size structures of skipjack captured by purse seines inside and outside of the FADs areas in Makassar 
Strait waters
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Figure 4. Size structures of skipjack captured by purse seine inside and outside of the   FADs areas in Flores 
Sea waters
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those caught in purse seines inside of the FADs areas, third the average length of skipjack 
caught by purse seines outside of the FADs areas was greater than that caught in purse 
seines inside of FADs area.
The results of statistical tests using the Median Test can be explained that there are 
differences significantly in the size distribution of the skipjacks captured by purse seines 
inside and the outside of the FADs areas in Bone Bay waters (T count   29.37 > z ±1.96, α 
= 0.05) and in the Makassar Strait waters (T count 13.20 > z  ±1.96, α = 0.05) and in the 
Flores Sea waters (T count 16.29 > z  ±1.96, α = 0.05). The difference in the size structure 
of skipjack caught by purse seines inside and outside of the FADs areas is thought to be 
caused by, firstly, small-sized skipjack feel comfortable in floating objects in the sea. 
The other possibility was skipjack migrated onshore and offshore depending on size or 
known as size-dependent migration where small fish tended to be in shallow waters and 
large fish tended to be in deep waters.  The case in the study area shows that the purse 
seine outside of the FADs areas was operated in deeper waters whereas purse seine inside 
of the FADs areas was operated in shallow waters where FADs are located. In the WPP 
RI 713, the FADs were generally installed in shallow waters, depths ranging from 70 
to 200 meters and few installed in deep waters (Mallawa et al., 2017).  The wider size 
distributions and relatively larger sizes of skipjack tuna caught outside the FADs areas 
than inside the FADs areas have also been previously reported by other studies, namely in 
the Makassar Strait waters (Wilantara, 2016), in the Flores Sea waters (Susaniati, 2014), 
and in the Bone Bay waters (Alamsjah et al., 2014; Mallawa, 2016). This is also supported 
by what was stated by Leroy et al. (2013) that the FADs had been shown to influence the 
behavior and movement pattern of the three species of tuna such as skipjack (Katsuwonus 
pelamis), yellowfin (Thunnus albacores)  and bigeye (T. obesus) with juveniles of each 
species occupying shallower habitat when associated with FADs. Furthermore, that the 
aggregation of tunas around drifting objects increases their vulnerability to purse seine 
gear, particularly for juvenile and small size classes. Koya et al. (2012) described that 
the different size range of skipjack in catch might be due to the change in the distribution 
Table 1 
Size structure of skipjack caught purse seines inside and outside of the FADs areas in Bone Bay, Makassar 
Strait and the Flores Sea waters
Fishing 
Areas
Purse Seine Inside FADs areas Purse seine outside FADs areas
Length 
Range
(cm)
Dominant 
Length
(cm)
Average 
Length
(cm)
Length 
Range
(cm)
Dominant 
Length
(cm)
Average 
Length
(cm)
Bone Bay 20.75-60.65 30.50-39.50 40.39±10.07 28.50-73.15 39.50-51.50 44.64±11.60
Makassar 
Strait 20.10-61.50 27.50-39.50 37.46±8.53 20.50-73.50 30.50-42.50 45.86±12.78
Flores Sea 18.10-55.90 24.50-36.50 32.74±7.83 17.90-72.90 24.50-39.50 38.33±11.90
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pattern of fishes in a different area, the fishing gear or fishing technology employed and 
another environment parameter. Others study results also showed differences in the size 
structure and the average length of skipjack caught by purse seines inside and outside of 
the FAD areas is presented in Table 2. 
Table 2
Size structure of skipjack captured by purse seines inside and the outside of FADs areas in several fishing 
areas in the world
Fishing Area
Purse Seine Inside FAD area Purse Seine Outside FAD area 
ReferencesLength 
Range
(cm, FL)
Average  
Length
(cm, FL)
Length 
Range
(cm, FL)
Average 
Length
(cm, FL)
Moro Gulf 19.0-52.0 25.0 14.0-66.0 25.0 Barbaran (2006)
Flores Sea 13.0-63.0 26.3±4.9 18.0-73.0 52.4±8.8 Susaniati (2014) 
Makassar Strait 16.0-26.0 19.6 ±2.43 34.0-49.o 42.7±3.11 Wilantara (2016)
Indian Ocean 26.6-62.0 40.0±5.0 nd Nd Nurdin and Panjaitan (2017)
Western & Central 
Pacific Ocean
26.4-73.3 43.37±7.59 33.1-74.8 51.09±6.87 Wang et al. (2012)
Pacific Ocean nd 49.6 nd 54.6 Hare et al. (2015)
Western & Central 
Pacific Ocean
26.4-73.3 37.0±7.59 33.1-74.0 51.09±6.87 Leroy et al. (2013)
nd = data not available
Purse Seine Productivity
Productivity or Catch Per Unit Effort (CPUE) of purse seines inside and the outside of 
FADs areas  were analyzed using annual production or annual yield and annual efforts 
or number of trip per year data from the records of ship owners of each study areas as 
presented in Tables 3, 4 and 5. 
Test results using the Mann-Whitney method showed that the productivity of purse 
seines inside and the outsides of FADs areas in Bone Bay waters was significantly different 
(T count 79 > W1-α 77, α = 0.05), as well as in the Makassar Strait waters (T count 78 > W1- α 
77, α = 0.05) and in the Flores Sea waters (T count 88 > W1-α 77, α = 0.05). Apart from that, 
it can also be explained that the productivity of purse seines inside and outside of the FADs 
areas varied within the same location and among different locations. The high productivity 
of purse seines inside FADs areas in this study might be due to, the first, the availability of 
fish in FADs at any time, second, the greater number of FADs installed had resulted in a 
reduction in the number of fish school outside the FADs areas or free-swimming fish school, 
third, differences in environmental parameters as a result of differences in the depth of the 
fishing area. The high productivity of purse seines inside FADs areas waters also reported 
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Table 3
The yield, effort and productivity (CPUE) of purse seiners inside and outside of the FADs areas in the Bone 
Bay waters
Boat 
sample
Purse seine inside FAD Purse seine outside FAD 
Yield
(ton/year)
Effort  (trip/
year)
CPUE
(ton/trip)
Yield  (ton/
year)
Effort (trip/
year)
CPUE (ton/
trip)
I 252.16 128 1.97 148.50 110 1.35
II 243.75 125 1.95 102.00 120 0.85
III 192.00 128 1.50 186.50 115 1.01
IV 181.25 125 1,45 187.50 123 1.52
V 192.50 125 1.54 220.50 110 2.01
VI 239.36 128 1.87 133.65 110 1.21
VII 318.72 128 2.49 155.00 115 1.35
VIII 210.50 128 1.64 201.50 115 1.75
IX 198.50 124 1.60 110.00 110 1.00
X 208.75 125 1.67 115.50 110 1.05
Average 223.75 126.4 1.77 156.07 156.07 1.12
SD ±41.23 ±1,71 ±0,31 ±41.38 ±4.71 ±0.37
Table 4
The yield, effort and productivity (CPUE) of purse seiners inside and outside of the FAD in the Makassar 
Strait waters
Fishing 
Boat 
Sample
Purse seine inside FAD Purse seine outside FAD
Yield
(ton/year)
Effort  (trip/
year)
CPUE
(ton/trip)
Yield  (ton/
year)
Effort (trip/
year)
CPUE (ton/
trip)
I 212.40 120 1.77 148.50 110 1.35
II 218.75 125 1.75 102.00 120 0.85
III 194.56 128 1.52 196.15 115 1.71
IV 195.00 125 1.56 195.60 113 1.73
V 188.16 128 1.47 144.50 120 1.21
VI 248.75 125 1.99 110.75 115 0.96
VII 199.08 126 1.58 115.65 110 1.05
VIII 192.78 126 1.53 193.55 110 1.76
IX 194.40 120 1.62 119.75 115 1.04
X 209.92 128 1.64 138.50 115 1.18
Average 205.38 125.10 1.64 146.50 114.30 1.28
SD ±18.17 ±1.71 ±0.16 ±36.65 ±3.71 ±0.34
by others study.  Olii and Iwan (2018) reported that the productivity of the skipjack purse 
seines associated FADs in Tomini Bay waters in 2011-2015 ranged from 1.5 to 9.83 tons 
per trip and an average of 3.694 tons per trip.  In Sulawesi Sea, the productivity of purse 
seines inside FADs areas ranged from 0.967 to 5.761 tons per trip with an average value 
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of 2.925 tons per trip (Prasetyo et al., 2018). The productivity of purse seines inside FADs 
areas that landed their catch at the Fishery Port of Lampulo Beach, Banda Aceh, Sumatra 
Island ranged from 0.405 to 2,368 tons per trip (Affan, 2015). Scott and Lopez (2014) 
described that across the oceans, floating object purse seine fishing was about 50% more 
productive (in ton per set) than free-school fishing for tropical tunas in combination and 
about twice as effective for skipjack.
Factors that cause higher productivity of purse seines operating inside than outside of 
the FADs areas are explained by several previous studies.  Cabral et al. (2014) explained 
that in using FADs enhanced catch per boat when total fishing pressure was low but 
could exacerbate fishery collapse when the fishing effort was high.  In Indian Ocean, the 
productivity of purse seines inside of the FADs areas was higher than that of purse seines 
outside of the FAD areas where this phenomenon was caused by a decrease in skipjack 
free-swimming school as a result of an increase in the number of FADs installed in the 
waters (Fonteneau et al., 2015).   The decrease in the number of catches per unit effort in 
purse seines outside FADs areas in the Eastern Atlantic Sea and Western Indian Ocean due 
to the increasing number of FADs installed in the area (Fonteneau, 2015).  In the Bone 
Bay waters, the productivity of purse seines inside FADs areas could be different due 
to differences in the depth of location of the FADs where the fishermen who carried out 
fishing in deeper waters FADs provided higher yields compared to shallow water FADs 
(Nurwahidin et al., 2016).  
Table 5
The yield, effort and productivity (CPUE) of purse seiners inside and outside of the FADs areas in the Flores 
Sea waters
Fishing 
Boat 
Sample
Purse seine inside FAD Purse seine outside FAD
Yield
(ton/year)
Effort  (trip/
year)
CPUE
(ton/trip)
Yield  (ton/
year)
Effort (trip/
year)
CPUE (ton/
trip)
I 177.50 125 1.42 138.50 110 1.26
II 248.75 125 1.99 112.00 120 0.93
III 192.00 128 1.50 126.15 115 1.10
IV 161.25 125 1.29 168.50 123 1.11
V 169.20 120 1.41 171.50 115 1.37
VI 218.75 125 1.75 126.75 115 1.10
VII 186.00 128 1.45 118.50 118 1.00
VIII 188.50 128 1.47 134.50 118 1.14
IX 219.60 120 1.83 133.50 115 1.16
X 192.00 128 1.50 201.50 115 1.03
Average 195.36 125.20 1.56 143.14 116.4 1.23
SD ±26.47 ±3.08 ±0.22 ±28.24 ±3.53 ±0.25
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Types and Percentage of By-Catch 
The results of this study show that, firstly, the kinds of by-catch in purse seines operated 
inside FADs areas included sharks, dolphins, turtles, ray, and kinds of small-sized fish such 
as anchovy (Stelophorus spp), sardine (Sardinella spp), Indian mackerel (Rastrelliger sp), 
juvenile of yellowfin tuna (Thunnus labacares), and frigate tuna (Thunnus alexis) while 
in purse seines operated the outside of FADs areas included dolphins, sharks and kinds of 
small pelagic fishes. Secondly, both in purse seines inside and outside of the FADs areas, 
the by-catch was dominated by small pelagic fish, which ranged from 58.4 to 75.03% of 
total by-catch in purse seines inside FADs areas and 59.7 to 73.22% in purse seines outside 
FADs areas. The third, the percentage of mammals, turtles, stingrays and sharks in the purse 
seines inside FADs areas were higher compared to the purse seines outside the FADs areas, 
this is due to the large number of small pelagic fish in the FADs as food of these organisms 
(Figure 5), and forth, in plain view, the percentage of by-catch on the purse seines inside 
the FADs areas was higher than the purse seines outside the FADs areas (Table 6).
The types of by-catch of the present study were found to be not difference with other 
studies.   Hartaty et al. (2012) reported that purse seines operated in the FADs areas, besides 
catching skipjack tuna as the main catch also caught juvenile both of yellowfin tuna and 
bigeye tuna, and the other fishes.  Romanov (2008) reported that the types of by-catch from 
purse seine associated FAD in North Equatorial Area of the western Indian Ocean consists 
of tuna by-catch  which included juvenile bigeye tuna (Thunnus obesus), albacore (Thunnus 
alalunga), frigate tuna (Auxis thazard) and bullet tuna (Auxis rohei), and non-tuna by-catch 
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Figure 5.  By-catch of purse seines inside and outside of the FADs areas in Bone Bay, Makassar Strait and 
the Flores Sea waters
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including sharks (Carcharhinus spp and Sphyrna spp), rays (Dasyatis spp and Mobula 
spp), marlin (Makaira spp), sword fish (Xiphias gladius), sea turtles (Cheloniidae) and 
others. For purse seiners, by-catch species are usually divided in to six categories such as 
tunas other than target species, miscellaneous bony fishes, billfishes, sharks, rays and sea 
turtles (Dagorn et al., 2013).  The major species associated to FADs are skipjack, young 
bigeye tuna, young yellowfin tuna, bullet tuna, wahoo (Acanthocybium solandri), dolphin 
fish or mahi-mahi (Coryphaena hippurus), sharks, billfishes, some small pelagic fishes, 
and carangids (Fonteneau et al., 2015). In Atlantic Ocean waters, the by-catch of skipjack 
tuna purse seines consists of marine mammals, sea turtles, coastal sharks, pelagic sharks, 
skates and rays, Scombridae and billfish, and other teleosts as by-products (Gaertner et al., 
2015). Indian Ocean Tuna Commission (2018) reported that purse seines operated inside 
FADs areas besides catching kinds of tuna also sea mammalian, turtles and sharks. The 
by-catch on purse seine could include several species of sharks, rays, marine mammals, 
marine turtles and bony fishes but can differ according to the fishing areas (Garcia & Herera, 
2018). The by-catch of purse seines inside FADs areas in the eastern tropical Atlantic waters 
consisted of discarding tunas such as frigates and little tuna and other fish dominated by 
wahoo, billfish, triggerfish, sharks and dolphin fish (Menard et al., 2000).  In West Central 
Pacific Ocean, by-catch in FAD-associated consists of small tuna (98%), sharks (0.20%), 
billfish (0.06%), tuna-like (0.13%), other fish (1.13%) while in FAD-unassociated consists 
of small tuna fish (99.86%), sharks (0.05%), tuna-like (0.03%) and other fish (0.08%) 
(Morgan, 2011).  Murua et al. (2017) explained that the tropical purse seines that operated 
in the FADs areas caused an increase in the number of sharks caught.  
Table 6
By-catch (%) of purse seiners inside and the outside of FADs areas in the waters of Bone Bay, Makassar Strait 
and the Flores Sea
Fishing 
Boat 
Samples
Bone Bay Makassar Strait Flores Sea
 Inside FAD  Outside FAD  Inside FAD  Outside  FAD Inside FAD  Outside FAD
I 6.50 3.54 7.50 2.50 6.50 4.75
II 4.54 5.88 5.55 5.55 4.85 1.50
III 5.58 1.59 5.50 1.50 6.10 3.50
IV 5.52 6.28 5.50 1.50 4.56 5.65
V 5.73 2.65 4.50 5.20 4.45 1.35
VI 5.49 1.00 5.30 6.95 4.50 1.60
VII 5.94 1.01 6.50 1.25 4.15 5.56
VIII 4.98 5.40 7.50 0.89 6.95 1.10
IX 5.46 5.50 7.85 4.11 5.65 0.50
X      6.76 1.36 5.54 6.15 4.45 4.75
Average 4.59 3.42 5.68 3.56 4.52 3.03
SD ±1.41 ±2.17 ±1.27 ±2.29 ±1.05 ±2.02
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Based on Table 6, the by-catch of purse seine operated inside FADs areas are higher 
than purse seines operated outside of the FADs areas.  The test results using the Mann-
Whitney method show that the by-catch of purse seines inside and the outsides of FADs 
areas in Bone Bay waters was significantly different (T count 79 > W1-α 77, α = 0.05), as 
well as in the Makassar Strait waters (T count 81 > W1- α 77, α = 0.05) and in the Flores 
Sea waters (T count 77.5 > W1-α 77, α = 0.05).  
The high percentage of by-catch in purse seines operated inside FADs areas in this 
study is due to firstly, the large number of marine organisms associated with FADs, and 
secondly, because many prey fish, especially small pelagic fish can stimulate predatory 
organisms such as sharks, dolphins, sea turtles to find food in FADs. The high percentage 
of by-catch in purse seine operating in the FAD area has also been reported by several 
previous studies. The by-catch of purse seine associated FADs school in the western 
Indian ocean was 9.68 ± 4.8% consisting of by-catch tuna of 5.07 ± 4.38% and by-catch 
non tunas of 4.61 ± 2,18% (Romanov, 2008).  Dagorn et al. (2012) described that fishing 
on free swimming schools was comparatively more selective, with by-catch 2.8 – 6.7 
times lower than set on floating objects. Furthermore, Dagorn et al. (2013) explained that 
the ratio of by-catch purse seines inside and outside of the FADs areas varied according 
to the waters, namely in the western Pacific Ocean 1.7% and 0.3%, in the eastern Pacific 
Ocean 2.4% and 0.8%, in the Indian Ocean 3.6% and 0.8%, in the Atlantic Ocean 8.9% 
and 2.8%.  Hall and Roman (2013) reported that in skipjack tuna purse seine fisheries in 
the Eastern Pacific Ocean the percentage of by-catch of floating object sets (11.7%) was 
higher than in free school sets (3.8%) and dolphin sets (3.9%). The by-catch value of purse 
seine inside FADs in eastern tropical Pacific was 9.9% of total catch (Menard et al., 2000). 
The by-catch of tuna purse seines inside and outside of the FADs areas in the Atlantic 
Ocean was 15.03% and 2.84% respectively (Amande et al., 2010).  Bourjea et al. (2014) 
based on observations from 2003 to 2011 explained that in the Atlantic Ocean as many as 
415 sea turtles was a purse seine by-catch, 201 turtles (48.4%) caught on DFAD and 214 
turtles (51.6%) on free swimming school, on the contrary in the Indian Ocean as many 
as 182 turtles as by-catch, 148 turtles (81.3%) were caught in the DFAD and 34 turtles 
(18.7%) in the free swimming school. Escalle et al. (2016) described that the reduction in 
the number of FAD used could reduce the number of small tunas in purse seine catches in 
the Indian Ocean and Atlantic Ocean waters and could reduce the number of by-catches 
of purse seines in the Indian Ocean waters.       
CONCLUSION
Based on the results of the study, it can be concluded that the length distribution of skipjack 
caught by purse seine outside of the FADs areas was wider than those caught inside FADs, 
and the average length of skipjack caught outside of the FADs was greater than those caught 
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inside FADs. The operation of purse seine in FADs areas has a positive impact through 
increasing fishing gear productivity but has a negative impact such as an increase in the 
number of by-catches and protected marine organisms.
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ABSTRACT
Vertical greenery system (VGS) is a subset of urban green infrastructure that ameliorates 
thermal performance, potential energy savings, and urban heat island. Plants provide 
shadow effects through the absorption or filtration of the heat radiant, which respond 
to these issues. The frequent variable used to indicate the leaf mass of a plant is the leaf 
area index (LAI). There are two methods to measure LAI: direct and indirect methods. 
However, little attention was given to calculating the LAI using direct measurement in 
VGS. This study was undertaken to distinguish the LAI value from four plant species, 
i.e., Philodendron burle-marxii, Phyllanthus cochinchinensis, Nephrolepis exaltata, and 
Cordyline fructicosa ‘Miniature’ in the industrial city of Pasir Gudang. An image analysis 
tool was used to facilitate the measurement. The results showed the LAI values are highly 
dependent on the number of leaves. It also found plants that keep growing have the highest 
LAI value. Importantly, the characteristics of a plant need to be considered before planting 
in a shrub bed. 
Keywords: Experimental study, leaf area index (LAI), 
plant species, vertical greenery system (VGS)
INTRODUCTION
The two major vertical greenery systems 
(VGS) are green façade system and 
living wall system (Azkorra et al., 2015; 
Abd-Ghafar et al., 2018; Bustami et al., 
2019). These two systems have different 
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fundamentals and use different planting materials. Green façades are climbing plants 
that directly or indirectly grow on an additional structure attached to the wall, while 
living walls are plants that are planted in modular pots or felt-pocket systems. Notably, 
VGS provides benefits in thermal performance on building façades. It provides shade to 
reduce the temperature of the façades and cool the environment through the process of 
evapotranspiration (Tan et al., 2014). As the temperature of the building decreases, the 
energy consumption of the building also reduces. 
As studied by Jaafar et al. (2013) and Safikhani and Baharvand (2017), in the tropical 
climate of Malaysia, the living wall system has a better thermal performance compared to 
the green façade system. In line with Charoenkit and Yiemwattana (2017), plant selection 
is influential in maximising the performance of a living wall in reducing the temperature. 
From another study, Pérez et al., (2017) demonstrated leaf area index (LAI) had a direct 
influence on foliage density, which was related to the estimated amount of thermal reduction 
in VGS. 
In Malaysia, the study on plant species of living walls is still limited. Only a few studies 
explored the comparison of the LAI value of each plant species. Apart from benefitting 
thermal reduction, VGS also improves human health (Ghazalli et al., 2018), and enhances 
aesthetics for visual pleasing (Razzaghmanesh & Razzaghmanesh, 2017) to increase the 
property values (Timur & Karaca, 2013). Many empirical studies have shown that leaf area 
index has affected thermal performances (Taib et al., 2019; Charoenkit & Yiemwattana, 
2016). It also has great potential for removing particulate matter pollutants from the 
atmosphere (Dzierżanowski et al., 2011; Song et al., 2015). Previous studies have revealed 
vegetation has a strong relationship between shadow effect and particulate trap with the 
foliage thickness. Hence, the most popular method used to characterise foliage thickness 
is through the measurement of LAI.
Leaf area index (LAI) was defined by Pérez et al., (2017) as the total leaf area of all 
leaves of a plant per unit ground surface area. However, for shrubs, LAI is divided over 
the planted area of the shrub bed (Tan & Sia, 2010). LAI is an important parameter in 
plant ecology and plant physiology because it shows how much leaves there are in one 
tree. In the context of this study, it shows the growth of a plant in a pot. LAI also measures 
the photosynthetically active area, and the area subjected to transpiration. It becomes an 
indicator of how much light is passing through the canopy. For example, in the case of a 
multi-layer canopy, the LAI of an upper layer is important to determine the light received 
by the lower layer.
There are two methods to measure LAI: direct and indirect methods (Jonckheere et al., 
2004). The direct LAI method has been widely used for crops and adapted for vegetation in 
small-scale studies (Bréda, 2003; Pérez et al., 2017). This method is useful in agriculture 
and ecological studies by harvesting the plant (Klingberg et al., 2017) to get the leaf area. 
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However, recent researchers collected only ten samples of leaves instead of harvesting all 
leaves from potted plants. Plant Canopy Analyser LAI-2200 (LI-COR Biosciences, Lincoln, 
USA) is an example of indirect method of LAI. It is a practical and expensive tool. Due to 
that, the direct LAI method was emphasised in this study. According to Weerakkody et al. 
(2018), the ImageJ software measures the individual leaf area as it is a part of the variable 
in the LAI equation. This process is elaborated in the section “Analyse the Measurement 
of Leaf Area”. Image analysis is a technique used to facilitate the LAI measurement. The 
development of image analysis has been practiced in many research disciplines, including in 
Sciences of Total Environment and also Urban Forestry and Urban Greening. The National 
Institutes of Health has introduced ImageJ as one of the tools of scientific multidimensional 
images (Schneider et al., 2017). It is made accessible for public programming software, 
and is a free operational tool for non-commercial purposes (Drienovsky et al., 2017; 
Stawarczyk et al., 2015). 
From the literature, LAI is an important factor in representing green features. Therefore, 
this study aimed to investigate the potential of selected tropical shrubs in establishing 
foliage density through direct LAI method on a living wall system. This is an initiative 
to establish fundamental information of the tropical plants used. Four plant species are 
included: Philodendron burle-marxii, Phyllanthus cochinchinensis, Nephrolepis exaltata, 
and Cordyline fructicosa ‘Miniature’.
MATERIAL AND METHODS
Pasir Gudang is an industrial city in Southern Johor, Malysia. High temperature, high 
humidity, and abundance of airborne particles are among the climatic attributes of the 
city. A living wall system has been installed at a 10km radius within the industrial zone. 
It was modular typed at the outdoor building of the Urban Transformation Centre (UTC) 
Pasir Gudang, Johor, Malaysia. The LAI measurement was conducted for each month from 
January to March 2019. Pasir Gudang experiences tropical climate with two seasons, a wet 
season and a dry season. Pasir Gudang is further categorised as an industrial town occupied 
by heavy industries, such as petrochemical, transportation and logistics, shipbuilding, 
and oil palm storage and distribution (Iskandar Regional Development Authority, 2013). 
The experimentation was constructed in size of 4-meter x 1-meter. This study has adapted 
the experimental scale of 1m2 for each plant species. The small-scale experimentation 
was also used by Sulaiman et al. (2018) and Charoenkit and Yiemwattana (2017) in the 
tropical climate of Malaysia and Thailand, and in Japan (Koyama et al., 2013). This type 
of modular living wall called the Advance Hook-on Green Module System, as shown in 
Figure 1, was suitable for low height installation. These modular living walls were hooked 
onto the wire-mesh base to allow for easy installation and maintenance. 
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Plant Selection 
The plants were purchased from Chop Ching Hin Nursery, Johor Bahru, Malaysia, that 
pre-grows vertical plants with a minimum 85% maturity. Plant selection for this field study 
was made according to these three criteria:  availability of plant species in local supplier’s 
nursery, and suitability to tropical conditions (Charoenkit & Yiemwattana, 2017). These 
plant species were also chosen based on the common species of VGS used in Malaysia. 
All the species planted in the field study had a high demand from the market.  Phyllanthus 
cochinchinensis, and Cordyline fructicosa ‘Miniature’ were both full sun and hardy plants. 
The other two, Philodendron burle-marxii and Nephrolepis exaltata, were semi-shade plants 
that needed more water. This study took three times of watering per day through the auto-
irrigation system. This is because plants in small pots need regular watering (Bustami et al., 
2019) due to the pots providing a limited area for root growth. In this case, an automatic 
irrigation system was installed to ensure good plant growth (Kmieć, 2015) 
Direct Method of Leaf Area Index 
This study carried out a repeated measurement of four plant species. These four plant 
species were Philodendron burle-marxii, Phyllanthus cochinchinensis, Nephrolepis 
exaltata and Cordyline fructicosa ‘Miniature’ (Figure 2). Consequently, this research 
explained the direct measurement thoroughly to obtain LAI, where direct measurement 
is the estimated measurement of leaf area from harvested leaves. This sampling method 
can be time-consuming; however, a variety of computerised image analysis software is 
available and accurate in a short time. Direct measurement and the application of ImageJ 
software in this study are suitable only for small plants. This study gave an example of 
the measurement of the Nephrolepis exaltata (Boston Fern). However, the results of LAI 
Module with wire mesh
Module Wire mesh Concrete wall
Figure 1. Construction of the modular living wall system (GWS Living Art, 2018) 
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Harvested Leaves. The leaves were collected in the early month of the monitoring study. 
Samples similar in  height and size were randomly harvested. The sampled plants were in 
good condition with no wilted leaves and disease. This direct method involves physical 
calculation. Therefore, it is necessary for the individual leaves that were picked from a plant 
Figure 2. (a) Philodendron burle-marxii; (b) Phyllanthus cochinchinensis; (c) Nephrolepis exaltata; and (d) 
Cordyline fructicosa ‘Miniature’ were used at the field study of Pasir Gudang
(a) (b)
(c) (d)
Figure 3. Flowchart of measurement of leaf area index in a modular living wall
Harvested ten 
random of leaves
Scanned the leaves 
using printer Canon 
E410
Calculated leaf area 
using ImageJ
Calculated number 
of leaves per pot
Measured the 
ground area (cm2)Leaf Area Index
values for all species were calculated and shown in the section “Results and Discussion”. 
This field study had applied the standard equation in a small structure (Blanco & Folegatti, 
2003) to calculate the estimated value of LAI. Hence, Figure 3 illustrates the flowchart to 
measure LAI from the harvesting process until the LAI value was obtained.
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to be wet and green (Ong, 2003) to get an accurate reading of leaf area (cm2). In accordance 
with Weerakkody et al. (2018), ten random leaves per species were used to calculate the 
mean leaf size. Individual leaf sizes were then measured using the ImageJ software.
Flat Image - Using Scanner. Figure 4 illustrates ten random leaf images scanned using 
the A4 flat scanner (Stawarczyk et al., 2015) Canon E410. These prepared samples were 
attached into a drawing block with double-sided adhesive tape to ensure proper images are 
produced. The Adobe Photoshop CS6 functioned to combine all the leaves in one file. This 
accommodates the user when importing the leaf file in the ImageJ software afterward. The 
imported file uploaded has to be in the same quality to assure all leaves are of a similar 
pixel. A scale ruler was placed next to the leaves during the scanning process to help draw 
a linear segment in the scale calibration process.
Figure 4. Ten random leaves harvested from the study site 
ImageJ. The common instruments to measure leaf area are leaf area meter and Delta-T 
Image Analysis System (DIAS) (Pérez et al., 2017) . Hence, this study analysed the leaf 
area using an image analyser, the ImageJ (Weerakkody et al., 2017), after the scanning 
procedure. Although the scanning process was not stated in detail, a flat image is required 
to apply the ImageJ software. Therefore, the leaves need to be scanned before being 
imported into the software. ImageJ is a public domain Java image processing programme 
inspired by NIH Image.
Scale Calibration. A reference size like a scale ruler image is necessary for the scale 
calibration process, to optimise the accuracy of the calibration. Then, the scale ruler image 
was imported beside the leaf images (Figure 2). In sum, the scale ruler image was enlarged 
via the magnifying glass tool to acquire the exact measurement. After that, the straight-line 
tool was used to draw a line between two points on the ruler image. For example, a line 
was drawn over a 4-cm section of the ruler, then the Analyse button was clicked and a set 
scale was selected. After that, the four-digit number is keyed into the Known Distance 
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box, the unit of measurement was changed to cm, and the Global function was selected. A 
standard metric measurement in ImageJ is cm, however, a user can manually change this 
unit of  measurement . The scale must be reset each time the software reboots.
Analyse the Measurement of Leaf Area. As researchers, a variety of image analysis is 
used to acquire and analyse data. The image analysis is also called leaf measurement. 
Additionally, this study had imported ten replicates of the Boston fern in the ImageJ 
software to analyse the mean of leaf area. However, the area of measurement process 
requires an 8-bit colour or grey image to form a binary image.
As shown in Figure 5, the leaves’ colour has changed from green to grayscale. This 
software suggested using a white background for the sampling to facilitate the leaf area 
calculation. The threshold process turned the dark parts into a black image, while the light 
parts converted into a white image, resulting in a binary image (Figure 6). This image only 
produced two colours, black and white, or other preferable two colours to distinguish the 
measurement area. The accuracy of the calculation area depended on the photograph pixels. 
To arrive at this stage, the wand (tracing) tool from the ImageJ software was selected, and 
the leaf shape is selected to produce the yellow outline around the leaf. It was automatically 
highlighted as demonstrated in Figure 7.
The automatic selection sometimes uncovered the entire leaf calculation. However, 
ImageJ provided modes to adjust the perimeter of the leaf that influenced the value of leaf 
area. This tool allowed the modification of the shape area through a circular brush. The 
circle boundary in Figure 7 (a) was the image before the adjustment was made which shows 
the irregularities of the yellow outlines formed. The step involved selecting the inside of 
the leaf image and dragging the yellow line along the border of the leaf to expand the area. 
Inversely, this step was repeated from the outside of the boundary to minimise the image. 
The differences could be seen in Figure 7 (b) that shows after the alteration process, the 
yellow line had formed the toothed leaf.
The results tabulated in Table 1 show the ten Boston Fern leaves (Figure 4) and the mean 
leaf area (cm2). This table contains only one-month measurement, calculated repeatedly 
for three months. The last column depicts the mean leaf area from ten leaves.
Figure 5. Grayscale image of the Boston Fern Figure 6. Binary image of the Boston Fern
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Number of Leaves and Ground Area. The number of leaves (N) represents the leaves in 
one potted plant. This study took three potted plants to procure an average of N. In vertical 
planting, the concept of the ground area referred to the area according to the modular size 
(Charoenkit & Yiemwattana, 2017). This measurement was taken manually using a scale 
ruler. The concept is that light absorption is based on the density of the leaves covering 
the ground area where the plant grows (Burstall & Harris, 1983).
Leaf Area Index (LAI). In this study, LAI was directly evaluated from harvested leaves at 
the field study of Pasir Gudang. According to Sonnentag et al. (2007), this method is more 
accurate for short-stature ecosystems. Leaf Area Index (LAI) for shrubs is different from 
other plant categories in which it measures the ratio of the total leaf area to the planted area 
of the shrub bed (Tan & Sia, 2010). LAI is considered as the main factor in determining 
the shading effect of VGS due to its cooling ability in buildings and the environment, 
as reviewed by Charoenkit and Yiemwattana (2016). Thus, the Leaf Area Index (LAI) 
is measured by dividing the total leaf area of a plant pot by the plant pot area (Blanco & 
Folegatti, 2003).  All steps were mentioned in detail in the previous section. 
𝐿𝐴𝐼 =  𝐿𝑒𝑎𝑓 𝑎𝑟𝑒𝑎 (𝑐𝑚2) × 𝑁
𝐺𝑟𝑜𝑢𝑛𝑑 𝑎𝑟𝑒𝑎 (𝑐𝑚2)
The equation shows the leaf area portrays the average of ten random leaf area. 
Afterward, it was analysed using the ImageJ software, where N represents the number of 
leaves per plant. The mean LAI of three measurements were extrapolated to 1m2 as the 
LAI of each plant species (Charoenkit & Yiemwattana, 2017). Commonly the LAI value 
Figure 7. Adjustment of the calculation area: (a) 
before; and (b) after
(a) (b)
Table 1
Results of the leaves area from ImageJ measurement
Label Area (cm2)
1 Leave 1 73.78
2 Leave 2 83.40
3 Leave 3 64.19
4 Leave 4 103.09
5 Leave 5 91.07
6 Leave 6 76.12
7 Leave 7 58.76
8 Leave 8 89.25
9 Leave 9 49.32
10 Leave 10 52.94
11 Mean 74.19
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ranges from 3.5 to 4.5 based on the generic values (Tan & Sia, 2010) for shrubs. Of late, 
the monthly measurement of the LAI value keeps changing due to the growth rate of each 
species.  
RESULTS AND DISCUSSION
The LAI values of four plant species at UTC Pasir Gudang are tabulated in Table 2. 
Phyllanthus cochinchinensis recorded the highest LAI in January (LAI 5.02) followed 
by Philodendron burle-marxii (LAI 4.45), Cordyline fructicosa ‘Miniature’ (LAI 3.94), 
and Nephrolepis exaltata (LAI 3.75). A study by Tan et al. (2015) found the LAI value 
of a similar plant species, Phyllanthus cochinchinensis, measured in a horizontal, green 
roof medium was 2.78, making the results parallel. From the observation, this study has 
a smaller ground area compared to the study by Tan et al. (2015). The smaller ground 
area of shrub bed produces a larger LAI value. It contradicts Ong (2003), who showed 
Phyllanthus cochinchinensis had the average LAI value of up to 7. Shrubs provide higher 
LAI value than palm and tree species. It reveals shrubs have denser leaves due to lack 
of lighting that penetrates behind the shrubs. It means that different plant species have 
a varied cooling capacity based on the evapotranspiration of each plant. The maturity of 
plants was also influenced by the shading effect through the heat absorption of plants (Taib 
et al., 2019). Thus, the selection of plants must consider the plant character to maximise 
the cooling effect of VGS. 
In February, the LAI value of each species increased except for Cordyline fructicosa 
‘Miniature’ with the lowest LAI value of 3.58. The value decreased as much as 0.4 
compared the value from January. It statistically demonstrated the mean leaf area and the 
number of leaves per pot have reduced.  However, the the LAI value of the plant species 
Nephrolepis exaltata drastically increased (LAI 5.82). This is followed by Philodendron 
burle-marxii (LAI 5.20) and Phyllanthus cochinchinensis (LAI 5.04). The LAI values 
steadily increased in March; Nephrolepis exaltata (LAI 6.55), Philodendron burle-marxi 
(LAI 5.84), Phyllanthus cochinchinensis (LAI 5.48), and Cordyline fructicosa ‘Miniature’ 
(LAI 3.61).
This is due to the increase in the number of leave per pot for each species. Figure 4 
illustrates the changes in LAI values according to monthly reading from January until March 
2019. In a similar vein with Wong et al. (2009), the plant used in VGS was Nephrolepis 
exaltata with an LAI of 6.76. The result of the simulated study from Singapore was 
consistent with this study, where the Boston fern had an LAI of 6.55. It was found that 
Nephrolepis exaltata has the highest leaf area index due to the dense canopy, allowing for 
multiple layers of shading. Previous studies did not have the LAI for Cordyline fructicosa 
‘Miniature’ and Philodendron burle-marxii in any of the landscape settings.
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The Philodendron burle-marxii’ is an epiphytic, herbaceous vine. It climbs through its 
roots. It also needs frequent maintenance due to its semi-shade plant type, with moderate 
watering needs. The mean leaf area of this plant was about 87.3-88.3 cm2. The leaves often 
grow as they dry. Therefore, this plant is considered to have a good growth rate, as the LAI 
values have increased every month (Figure 8). Cordyline fructicosa ‘Miniature’ is hardy, 
which only preferred moderate water. The mean leaf area measured around 18.03-19.13 cm2. 
More importantly, the LAI value decreased because the plant’s leaves grew inconsistently 
as the plant withered to an unappealing brown. The trunk height then increased, and the 
plant lost its density compared to the first month of measurement. 
Phyllanthus cochinchinensis is a woody shrub. It is a drought-tolerant plant that prefers 
dry soil conditions, and survive under full sunlight. It is able to grow up to 3 m tall (NParks, 
2013b); nonetheless, it has a slow height growth. The mean leaf area measured in this study 
was approximately 1.96-1.99 cm2. The leaves were spirally aligned on short branches, 
however, the multiple layers of its leaves increased and the branches were longer. Good 
plant growth increases the value of LAI from January to March, as shown in Table 2. The 
Nephrolepis exaltata or Boston fern is a semi-shade plant but the most tolerant to drought 
among the common cultivated ferns. The plant needs only moderate water but requires 
moist soil. The leaves have slightly toothed dagger-shaped fronds (NParks, 2013a) with a 
mean leaf area of about 65.3-75.2 cm2. 
The number of leaves in this study represents the density of leaves. On this note, the 
number of leaves from three species, namely Philodendron burle-marxii, Phyllanthus 
cochinchinensis, and Nephrolepis exaltata have increased. A study by Taib et al. (2019) 
Philodendron burle-
marxii
Phyllanthus
cochinchinensis Nephrolepis exaltata
Cordyline fructicosa 
‘Miniature’
January 4.35 4.79 3.79 3.98
February 5.2 5.04 5.82 3.58
March 5.84 5.48 6.55 3.61
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Figure 8. Specific mean LAI from January to March
Leaf Area Index
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proved trees that had multiple layers of leaves were more effective at absorbing solar 
radiation. The multiple layers of leaves of the Cordyline fructicosa ‘Miniature’ had 
fluctuated according to monthly measurement, thus providing a low density of leaves. 
Figure 8 shows the LAI values of four different plant species from January until March. 
It shows that multiple layers of leaves, the density of leaves, and the average leaf area 
contributed to a higher mean value of the leaf area index. 
CONCLUSION
The significance of this study demonstrates the direct measurement of LAI in VGS. Step 
by step measurement was successfully shown in this study. The current phenomenon is 
the application of the ImageJ software to help accelerate the calculation of leaf area. In 
summary, the field measurement in this study showed the observation of growth for each 
plant species.  It revealed the rate of plant growth and its physical characteristics affected the 
calculation process of LAI. Plant growth can be represented by the increase in the number 
of leaves upon monthly measurement. This method can be applied for shrubs in vertical 
planting. Appropriate plant selection has a better tolerance of environmental issues such 
as thermal performance and air pollution. This due to each of plant species has different 
ability in producing shade and trapping particulate through VGS. Therefore, other plant 
species and their characteristics are also vital to be studied. 
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Congestion Control in Implementing Multi Coding Schemes for 
Energy Optimisation in Wireless Sensor Networks
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ABSTRACT 
Hybrid ARQ (HARQ) has been identified as one of the most common optimal error control 
protocols. However, due to the complexity of the existing error codes, the use of HARQ 
in WSN can be viewed as energy-consuming, if it were not implemented properly. Multi 
coding as an extension to the HARQ protocol can be a promising method for improving 
a network plagued by high error rates. However, in implementing the error correcting 
codes for the better error rates, one may increase the overhead in terms of computational 
redundancies added to the transmitted bits, especially in a highly condensed network. This 
can lead to further degradation of the remaining energy and fluctuations in the Bit Error 
Rates (BER). Based on a previous study, other aspects must be considered to indicate 
the congestions present, rather than solely be dependent on the Signal to Noise Ratio 
(SNR). This paper proposes a congestion control based on the node density variation to 
control the congestion caused by different levels of numbers of nodes deployed, as well 
as the complexity of error correcting codes which were used in the network. We collected 
the BER values, as well as the remaining energy and latency, to study the optimal error 
correcting codes which varied with the codeword length, and the respective error correcting 
capabilities which suited the defined congested environments. Based on our results, our 
proposed multi coding assignment can adapt to the sudden changes in the channel condition, 
as well as improve the performance in 
terms of optimising the error rates, and the 
remaining energy across different types of 
channel conditions.
Keywords: Channel adaptation, channel estimation, 
error control protocol, multi coding scheme, wireless 
sensor networks 
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INTRODUCTION
The technology of Wireless Sensor Network (WSN) has evolved from transmitting smaller 
data, to massive data, and has progressively moved to highly condensed traffic. The existing 
architecture of WSN may not be able to tolerate the advancement of this technology, which 
will lead to intolerable higher error rates in a congested area. Multi-coding schemes are 
seen to be able to increase energy-efficiency (Ali et al., 2012), and reduce the overhead 
associated with single-coding schemes, by assigning different error correcting codes 
having its optimal performances corresponding to the specific channel condition (Razali 
et al., 2017). Compared to the single-coding schemes, these error correction schemes do 
not adapt to the changes in channel conditions. 
Theoretically, in low Signal-to-Noise Ratio (SNR), the Bit Error Rate (BER) will 
be high. As the SNR increases, the BER will drop significantly. On the other hand, 
implementing single-coding schemes with high error correcting capabilities during high 
SNR would be a waste of energy when the low error correcting capability codes is sufficient 
to address errors. The high usage of error correcting capability, t, of the desired error 
correcting codes, can degrade the lifetime due to the high decoding energy, and the increase 
in the transmitted bits, especially when the WSN is highly resource-constrained (Kavitha & 
Sridharan, 2013). Implementing single-coding schemes with low error correcting capability 
codes during low SNR may not be enough to correct high levels of BER errors. 
In a uniform node distribution, there may be negligible node interferences, as nodes 
are localised uniformly with one another. However, implementing non-uniform node 
distributions may lead to a rise in different levels of node interferences. This interference 
rises due to the different levels of node densities (Celaya-Echarri et al., 2018)  which is 
caused by the high number of nodes localised in a particularly small area. These nodes may 
be located too close with one another, in a manner which allows many nodes to interfere 
with the transmission range of other nodes. This will lead to significant interferences. 
In addition, such interferences can cause intolerably high BER, high packet drops, and 
collisions. If the multi-coding schemes are wrongly assigned in this high node density 
condition, it will further push the network to accumulate much higher unacceptable BER.
RELATED WORKS
In the paper by Datta and Kundu (2014), the authors implemented a Hybrid Automatic 
Repeat Request (HARQ) with the Bose, Chaudhuri, and Hocquenghem (BCH) code. The 
authors also tested the HARQ-BCH across different node densities and message lengths. 
They stated that the BER was high in low hop count conditions. Previous works have also 
demonstrated the high usage of error correcting capabilities of the error correcting codes 
using more energy as the appended bits increased with the increase in error correcting 
capability. Theoretically, in the low SNR condition, the BER is considered high, due to the 
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lower boost of signal power compared to a network with much higher SNR. Thus, there is a 
need to use higher error correcting capabilities with adequate codeword lengths. However, 
in a condition where the SNR is high, the use of high error correcting capabilities may 
not be as efficient, because the BER is already low. Considering the non-uniform node 
deployment of practical WSN, there is a need to design a method which can adapt to these 
changing channel conditions, and as well as the changing in node deployment. 
The work from Ali et al. (2012) proposed the multi-coding schemes in the network 
with Network Master (NM) sensors and sinks. They applied BCH codes with two different 
rates between the sensor and the NM, and between the NM and the sink. Based on their 
results, multi-coding schemes have a good effect on the network’s lifetime when the low 
rate BCH codes such as (511, 148) are used at the sensor node, and the high rate BCH such 
as the (511, 484), is used at the NM. These findings can be seen as proof that multi-coding 
can be more energy-efficient as compared to single-coding schemes.  
Our previous research implemented the use of low overhead error corrections based 
on the HARQ process, in which we incorporated the use of SNR classifications to classify 
the link quality which denoted the network condition of our predefined Coded Division 
Multiple Access (CDMA) WSN architecture. The SNR classification was proposed to 
support the network condition, which would always change over time, considering aspects 
such as mobility and traffic loads. The reflection, refraction and noise link conditions can 
be concerning matters which contribute to the non-constant SNR. Based on our previous 
research, we proposed the implementation of different error correcting capabilities, as 
well as variations in the codeword length for different SNR ranges, and denoted that the 
SNR range should be between 5 dB to 50 dB. We highlighted a method to enhance the 
performance of the CDMA WSN using the modified HARQ process, in which we enabled 
the module to transmit power and multi coding schemes to comply with the changes in the 
network conditions. The changing of the network conditions denotes the changes in the 
SNR values, in which, the network might migrate from a good reception towards a bad 
reception, or vice versa, due to fading effects. For instance, our research selected a range 
of error correcting capability, t, between 2 to 7, with the codeword length, n, in the range 
of 31 to 127 bits. This is meant to support the fact that, by using higher error correcting 
capabilities and codeword lengths, it would be impractical for WSN functionality due to 
the increase in complexity and appended bits. 
This research studied the effects of error correcting codes on the performance of the 
proposed SNR classification algorithm (Razali et al., 2017) towards congestion control 
by implementing the aspects of node density. This research also proposed an extension of 
the SNR classification algorithm to detect the changes in the node density levels, provided 
that the node density was able to indicate the congestion levels, as the number of nodes 
increased due to scalability, or changes in the position of the nodes. This paper presents 
simulation results of the listed BCH and Reed Solomon (RS) error correcting codes and 
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assigns the most optimal error correcting codes with its respective error correcting capability 
for the defined type of congestion. Last but not least, this paper also presents the results 
of the proposed method compared to existing processes without the adaptation of channel 
conditions and congestion control. 
METHODS
Overview of Node Density-based Congestion Control 
Figure 1 shows the process flow of the proposed congestion control for a previous SNR 
classification system. Compared to the existing method utilising HARQ, the data was 
encoded with an error detection scheme, for example, Cyclic Redundancy Check (CRC), 
and subsequently encoded further with error correcting codes such as BCH or RS. The 
Figure 1. The process flow of the proposed Congestion Control for SNR classification
Proposed SNR Classification with Congestion Control (Extension MEC)
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existing process uses single coding schemes regardless of the changes in the channel 
conditions or the congestions present. Based on other previous studies, SNR was not able 
to accurately determine the network conditions or link these congestions (Qin et al., 2013). 
Thus, there is a need to add other aspects to determine these congestions as the number 
of nodes starts to increase. According to the work by Chitlange and Deshpande (2015), 
when the number of nodes increases at a certain point above the acceptable threshold of 
the network, the throughputs seem to degrade due to fact that the network has started to 
congest. They also observed that there was a slight increase in the throughput when the 
node density increased initially, because of the increase in the routing performance. For 
instance, as the node density reached 45, the Packet Delivery Ratio (PDR) and throughputs 
started to decrease, which indicated congestion. In a small monitoring area, a large number 
of nodes deployed in a non-random distribution could lead to a rise in different levels of 
node densities in one monitoring area. Condensed networks are caused by the placement 
of nodes which are too close to each other, which can lead to performance degradation. 
The length of the codewords is equally substantial when it comes to the error correcting 
capability. It adds to the congestion control, to ensure that the errors are not being increased 
by the implementation of long codewords when there is no need for it. From the Figure 
2, high codewords are denoted by longer codeword lengths of 127, or more. Medium 
codeword lengths are denoted by the shorter codeword length of 63 and below. The idea of 
implementing different error correction schemes has been adapted to the channel conditions, 
as well as different levels of node densities to optimise the energy efficiency of the sensors 
with the error rates in the network. Both factors are equally essential, as a degradation of 
any one of them, would degrade the performance of the other.  
Our multi-coding scheme was previously proposed (Razali et al., 2016; Razali et al., 
2017) and comprised SNR classification classes to a different assignment of error correction 
schemes. We used BCH and RS codes that varied in codeword length, n, and error correcting 
capability, t. The error correction schemes assigned to each of these classes were based on 
their optimal performance obtained through means of simulation. The SNR classification 
also aided with SNR estimation using a Kalman Filter, to estimate the benchmark SNR 
for the error correcting module. This helped to encode the proper error correcting codes to 
the un-coded binary data. In this research, we studied the effects of adding the congestion 
control based on node density variation as an  extension to the proposed multi-coding 
scheme mentioned above. 
Problem Formulation
We tested the network with node increments of 4, 16, 32, 48, 64 and 80. The expression 
of the node density was calculated from the predefined number of nodes denoted by the 
Equation 1 as follows:
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𝑁𝑜𝑑𝑒 𝐷𝑒𝑛𝑠𝑖𝑡𝑦= 𝑁 ∗ 𝜋 ∗  𝑅2
𝐴
    (1)
Where, N is defined as the number of nodes, R is the transmission range, and A is the 
area of minoring. We classified the node density, which is denoted as Nd, in the variation of 
three different levels of congestion, such that EC denoted a condition which had extremely 
high congestion (Nd of more than 27.9253). MC denoted a medium congestion condition 
(16.7552 ≤ Nd ≤ 22.3402), and NC denoted a non-congested network (Nd less than 
11.1701). For this paper, we managed to test two types of node density-based congestions, 
between 5.4851 and 22.3402. We considered the use of a low error correcting capability, t, 
such that 1 ≤ t ≤ 5, as a much higher error correcting capability appended a higher number 
of redundancies in the transmitted bits. The codeword length was kept between n=63 and 
n=127 to suit the low overhead CDMA WSN environment. 
Formula Derivation for Performance Analysis
In this paper, we present several equations which have been used, or derived for 
measurements throughout the experiments. The measurement models comprise formula 
to calculate Bit Error Rates, the network’s remaining energy, and latency. 
The expression of BER for BPSK in Rayleigh Fading is illustrated in Equation 2 
below (Weber et al., 2007). The Rayleigh Fading was considered to address the multipath 
environment of urban areas. Radio systems in established urban outdoor locations are 
subject to these fadings, due to the attenuation of signals when there is no line of sight 
(Bensky, 2019).
𝐵𝐸𝑅 =   ½  1 − 𝐸𝑏𝑁0𝐸𝑏
𝑁0
+ 1     (2) 
Eb/N0 is defined as the Energy per bit to noise power spectral density ratio. Eb/N0 
is also known as the normalized SNR. In relation to the SNR, Eb/N0 can be explained by 
the following Equation 3:
SNR = (𝐸𝑏 ∗ 𝑏𝑟 ) (⁄ N0 ∗ 𝐵)    (3)
Eb is the received energy per bit, NO is the noise power, br is the Bit Rate, and B is 
denoted as the bandwidth (Viswanathan & Mathuranathan, 2017). We also derived the 
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received signal power that followed the free space path loss, collaborating the path loss 
exponent and the distance between the transmitter and the receiver. The equation for the 
received signal power was also aided with the Additive White Gaussian Noise (AWGN). 
We also took the Rayleigh Fading into consideration as shown in Equation 4.
𝑌 = ℎ 𝑥 + 𝑛        (4)
Where, h denotes the channel gain, while x is the transmitted data, and n is the noise. 
Channel gain, h captured the effects of the Rayleigh fading, in which the channel gain, h 
can be formulated again as shown in Equation 5:
𝑌 = ℎ [𝑑^(−𝛼2 )�       (5)
Where, α, is the path loss exponent denoted as 2 ≤ α ≤6. The value of the path loss 
exponent corresponds to the urban area cellular radio, which has a value of 3.5 (Miranda 
et al., 2013), while, d was defined as the distance between the transmitter and the receiver 
(in meters). The minimum energy was expressed as E as shown in Equation 6, in which 
each transmitted bit consumed 1 unit of energy, and received bit consumed 0.75 units of 
energy according to (Kleinschmidt et al., 2005; Kleinschmidt et al., 2009):
𝐸 = 𝐻 (𝑁_𝑝𝑎𝑐𝑘𝑒𝑡  )(𝑁_𝑏𝑖𝑡𝑠+  𝑁_𝑏𝑖𝑡𝑠  (0.75))   (6)
Where, H is the number of hops, N_packet is the number of packets, and N_bits is the 
total number of bits, which includes the header and payload. Thus, the equation for energy 
consumed in the transmission for CRC-32 and Error correcting codes can be rewritten as 
shown in Equation 7 below:
𝐸_𝐸𝐶𝐶 = (𝐻)(𝑁_𝑝𝑎𝑐𝑘𝑒𝑡) [𝑁_𝑏𝑖𝑡𝑠 + (𝑁_𝑏𝑖𝑡𝑠 )(0.75)] +  𝐸_𝐷𝐸𝐶  (7)
The decoding process imitated both the RS and BCH decoding processes with the 
narrow-sense generator polynomial. The decoding energy can be calculated as shown in 
Equation 8:
𝐸_𝐷𝐸𝐶 = (2𝑛𝑡 + 2𝑡^2 )(𝐸_𝑎𝑑𝑑𝑖𝑡𝑖𝑜𝑛+  𝐸_𝑚𝑢𝑙𝑡𝑖𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 ) (8)
Where, n is the block length for the corresponding error correcting codes, and t is the 
error correcting capability. In addition to that, E_addition + E_multiplication corresponds 
to the energy consumed in the addition and multiplication of error correcting codes. The 
network latency, d_network is measured according to Equation 9 shown as follows:
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𝑑_𝑛𝑒𝑡𝑤𝑜𝑟𝑘 = 𝑑_𝑝𝑟𝑜𝑐 +  𝑑_𝑞𝑢𝑒𝑢𝑒+  𝑑_𝑡𝑟𝑎𝑛𝑠+  𝑑_𝑝𝑟𝑜𝑝  (9)
Where, d_proc is the processing time which is usually negligible (Ross & Kurose, 
2000). d_queue is the queuing time, which is denoted in Equation 10, d_trans is the 
transmission time, which is denoted in Equation 11 and d_prop is the propagation time, 
denoted in Equation 12. The queuing time, d_queue is defined as time that a packet spends 
in a queue at a node, while waiting for other packets to be transmitted, and is calculated 
as follows:
𝑑_𝑞𝑢𝑒𝑢𝑒 = (𝑑_𝑡𝑟𝑎𝑛𝑠)(𝑙_𝑞𝑢𝑒𝑢𝑒)     (10)
Where, d_trans is the transmission time and l_queue is the length of the queue. The 
equation below shows illustrates a means to measure the transmission delay, which is 
defined as the time required to put an entire packet into a communication media.
𝑑_𝑡𝑟𝑎𝑛𝑠 = 𝑙_𝑏𝑖𝑡𝑠  ⁄ 𝑅_𝑡𝑟𝑎𝑛𝑠      (11)
Where, l_bits is the length of bits, and R_trans is the transmission rate in the unit of 
bits per time. The following equation denotes the propagation delay, d_prop:
𝑑_𝑝𝑟𝑜𝑝 = 𝐷_𝑛𝑜𝑑𝑒 𝑠⁄      (12)
Where, D_node is the distance from sender to receiver, while s is the propagation 
speed of the media. 
Simulation Parameter
Table 1 below shows the parameters defined for the simulation model and the error 
correcting codes with its defined code length, n, and the information length, k, as well as the 
error correcting capability, t. We did not test the error correcting capability which exceeded 
t>10, as the nature of the WSN was unsuited to support such high complexity of codes. 
We defined the noise as an Additive White Gaussian Noise (AWGN) with a Binary 
phase-shift keying (BPSK) modulation. The data was generated in a random binary of 
10,000 bits for every transmission. We also added the path loss exponent to the BER 
calculation as shown in the equations above. The payload bits and header bits followed 
the existing architecture, such that this culminated in 128 bits and 256 bits, respectively. 
We generated the CRC-30 polynomial after encoding the un-coded data, with either 
BCH or RS codes, corresponding to the SNR for that time period. We set the default 
number of generated bits at 10,000 bits. However, the transmitted bits varied according to 
the chosen error correcting codes, as different error correcting codes appended different 
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redundancies that resulted in a different number of transmitted bits per given time. The 
BCH and RS codeword lengths were tested as shown in Table 2.
Table 1
The parameters defined for the simulation of CDMA WSN
Parameter Value
Min. dist. between two nodes
Noise
Modulation
Monitoring area (meter2)
Path loss parameter (α) 
Payload, Header
Error Detection
Error Correction
Number of Nodes
Number of Bits (bits)
10 m
AWGN
BPSK
300 m x 300 m
3.5
128,256 bits
CRC-32
BCH and RS (from the range of codeword length from 63 to 127 and error 
correcting capability from 1 to 7) 
16,64 (Node density of 5.5851 and 22.3402)
10000
Table 2
Error Correcting Codes tested with its respective codeword length and error correcting capability
Error Correcting Codes n k Error Correcting Capabilities, t
BCH
63 57 1
63 51 2
63 45 3
63 39 4
63 36 5
63 30 6
63 24 7
127 120 1
127 113 2
127 106 3
127 99 4
127 92 5
127 85 6
127 78 7
RS
63 59 2
63 57 3
63 55 4
63 53 5
63 51 6
63 49 7
127 123 2
127 121 3
127 119 4
127 117 5
127 115 6
127 113 7
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RESULTS AND DISCUSSION
Pilot Study Results 
In this study, we have tabulated the tested error correction codes in Table 2, that would 
optimise the BER and remaining energy across two different node density variations. 
From the table, we assumed that the number of nodes below 32 nodes (Nd < 11.1701) 
was denoted as node densities less than 11.1701, which indicated that the network was 
not congested. Thus, for the network which has 16 nodes, the calculated node density was 
5.5851, and denoted that the network was not congested. For this type of node density, 
we used a low error correcting capability and low redundancy code to optimise between 
BER and the remaining energy. 
Table 3
The proposed optimal error correcting codes with its defined (n, k) and error correcting capability for 16 nodes
No. of 
Nodes
Node 
Density SNR Range ECC n k
Total transmitted bits 
for one node
16 5.5851 48.512~52.512 RS t=3 127 121 10545
43.512~47.512 RS t=5 127 117 10926
38.512~42.512 BCH t=3 127 106 12069
33.514~37.512 BCH t=4 127 99 12958
28.512~32.512 BCH t=5 127 92 13847
As the SNR increased, a much lower error correcting capability was used to lower the 
amount of the appended bits transmitted through the channel (Table 3). This is because, 
theoretically, as SNR increases, the BER will drop, indicating that the link’s quality has 
improved. 
Thus, there is no need for higher error correcting capability codes if the medium 
capability is enough to reduce the BER. The network is assumed to start getting congested 
when there are more than 32 nodes in one given area, which is based on an experiment by 
(Chitlange & Deshpande, 2015). For extremely congested conditions, we have chosen the 
codeword length of 63 which denotes that the node density is 22.3402 for the moderate, 
to the highest error correction mode, as the codeword length of 63 for the BCH codes 
appended much higher redundancies as compared to the codeword length of 127. 
However, the increase in the codeword length also increased the energy consumption. 
Even though it was seen that the higher codeword length of 127 appended lower 
redundancies, as the total number of transmitted bits was slightly less than the codeword 
length of 63, the results from previous studies showed than higher codeword length uses 
higher energy. Thus, we suggest that for the CDMA WSN, the use of the codeword length 
from 63 to 127 is preferable, as opposed to higher codeword lengths of more than 255 bits. 
This is because it increases the complexity, and adds more encoding and decoding overhead. 
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Table 4
The proposed optimal error correcting codes with its defined (n, k) and error correcting capability for 64 nodes
No. of 
Nodes
Node 
Density SNR Range ECC n k
Total transmitted 
bits for one node
64 22.3402 27.440~31.440 BCH t=1 127 120 10672
22.440~26.440 BCH t=2 127 113 11307
17.440~21.440 BCH t=3 63 45 14053
12.440~16.440 BCH t=4 63 39 16195
7.440~11.440 BCH t=5 63 36 17518
Table 4 and Table 5 show the remaining energy and latencies obtained from the 
simulation of CDMA WSN using the parameters in Table 1, and the predefined (n, k) 
with error correcting capabilities as stated in Table 2. By implementing higher codeword 
lengths, the energy consumption might increase beyond the limits of the WSN usage. Based 
on our tests, the codes which used n=127 had lower appended bits than the codes which 
used n=63. Despite the fact that the codes which used n=127 had lower redundancies, the 
remaining energy was much lower than the codes which used n=63. As seen in Table 4, the 
use of codes n=127 might not be necessary when the node density was sufficiently high. 
Table 5
Remaining Energy and Latency for 16 nodes network
No. of 
Nodes
Node 
Density
Error Correcting 
Codes n k
Total 
transmitted bits
Remaining 
Energy (µJ)
Latency 
(s)
16 5.5851
BCH
63 57 11092 52693 0.4622
127 120 10672 18079 0.4447
63 51 12415 52547 0.5173
127 113 11307 17735 0.4711
63 45 14053 52402 0.5855
127 106 12069 17392 0.5029
63 39 16195 52256 0.6748
127 99 12958 17049 0.5399
63 36 17518 52110 0.7299
127 92 13847 16706 0.5770
RS
63 61 10336 52693 0.4307
63 59 10714 52547 0.4464
127 123 10418 17735 0.4341
63 57 11092 52402 0.4622
127 121 10545 17392 0.4394
63 55 11470 52256 0.4779
127 119 10799 17049 0.4500
63 53 11911 52110 0.4963
127 117 10926 16706 0.4553
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The use of codes n=63 might be able to maintain higher remaining energy, but the 
error correction might not be able to perform as is intended, compared to that of codes 
which used n=27. The latency of the network also increased when applying BCH instead 
of RS codes. The higher the error correcting capability of the codes, the higher the latency 
was. The high redundancies added to the generated bits might be attributed to the higher 
number defined bits used for our architecture.
A higher codeword length is preferable for a large number of generated bits, such as 
10,000 bits. We observed that for the default generated binary bits of 10,000, the higher 
codeword length embedded much smaller redundancies compared to the lower codeword 
lengths. Codeword length of 255 and 511 had reduced redundancies added to the data. 
However, we also observed that higher degradation of energy cannot be tolerated. Thus, 
based on the number of appended bits embedded to the transmitted bits, we concluded that 
the optimal codeword length for 10,000 bits was around 63 to 127 bits.
Figure 2 shows the plot for BER against SNR, with BCH codes that were implemented 
with increasing correcting capabilities for codeword lengths of 127 bits. From the data 
collected from the existing schemes, it was seen that the value of BER was already very 
high during lower SNR and still considered as high even when the SNR increased to 20 
dB.  Such values were recorded when the distance of 10m between the sender and receiver 
and the path loss exponent of 3.5 was added to the simulation. 
It was observed that BCH codes with 127 bits seemed to be among the optimal 
codeword lengths with medium added redundancies. BCH (127, 92) recorded the lowest 
BER for the codeword length of 127 using a higher SNR. The medium SNR was around 
11 dB to 15 dB, and BCH (127,113), with a t=2. It recorded the lowest BER. BCH (127, 
Figure 2. Graph of BER against SNR for the codeword length of 127 with error correcting capabilities from 
t=2 to t=9
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71) had a t=9, and had the lowest BER with the lowest SNR. It was concluded that during 
the low SNR, it was best to use high error correcting capabilities, but less complex codes. 
The BCH with a codeword length of 127 was among the optimal codes used during 
the non-congested condition. The lower complex codes, or lower codeword lengths with 
higher redundancies are suggested to be used in a low congested network with low SNRs. 
The  higher codeword lengths with medium or lower redundancies are suggested to be 
used in a congested network with higher SNRs. 
The data was collected using the proposed low error correction schemes (Lowest MEC) 
and high error correction schemes (Highest MEC), with BCH and RS values obtained 
from the different error correcting capabilities. The graph in Figure 3 shows the remaining 
energy corresponding to the number of nodes. We tested a BCH of t=5 (127,92), BCH t=4 
(127,99), RS t=5 (127,117) and RS t=4 (127,119) with our optimal Lowest error correction 
scheme, such that RS T=3 (127,121) and in the Highest error correction scheme BCH T=4 
(127,99). The existing error correction BCH t=5, BCH t=4, RS t=5 and RS t=4 had the 
lowest remaining energy compared to our proposed optimal solution. Our proposed optimal 
error correction scheme for the Lowest Error Correction Mode for MEC had reached the 
highest remaining energy of 0.01739 J. 
This is because we implemented the moderate error correction scheme as the network 
does not have high congestion in deploying only 16 nodes. The low congestion network 
was seen to have lower error rates compared to the higher congested network, which 
corresponded to the node’s interferences. Too powerful an error code, or higher error 
correcting capabilities might not be necessary to be applied, as the lower error correcting 
Figure 3. Plot for the remaining energy vs. number of nodes
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capability was enough to correct these errors. Too high an error correcting capability, such 
that t≥10, or codeword lengths, such that n=225 or n=511 (for BCH code) can append high 
redundancy bits which can degrade the remaining energy of the sensors and render the 
network inoperative. We can conclude that from this graph, the proposed optimal error 
correcting schemes had remained at the highest remaining energy values, as compared to 
other schemes in the increasing network congestion (increasing number of nodes) and can 
be a promising approach to further maximizing the remaining energy. 
The graph in Figure 4 shows the BER against SNR. The network is considered to have 
low congestion due to the node density value of 5.5851 with 16 nodes. For our Lowest error 
correction schemes in the low congested network, the network reached the lowest BER 
value when the SNR increased from 9 to 20, which corresponded to 0.4166 and 0.2554 
respectively. The Highest error correction schemes sat between BCH t=5, and RS t=5. 
Our Lowest MEC for the low congested network outperformed the other error correction 
schemes, as the low error correcting capability did not append too many redundancy bits 
which might cause transmitted bits to be lengthy.
The increase in the length of the transmitted data increases the error rates also due to 
the increase in the use of energy driven by the lengthening of the encoding and decoding 
processes. Due to the usage of higher error correcting capabilities, the appended bits 
increase the BER, albeit a little. However, assigning the proper error correction schemes 
to the extension of the HARQ has a drawback in maintaining the BER with the higher 
remaining energy. Thus, we do not propose a BER that is too low as a means of achieving 
higher remaining energy. From the graph in Figure 5, the Highest error correction scheme 
Figure 4. BER vs. SNR (Low congested)
Congestion Control in Implementing Multi Coding in WSN
763Pertanika J. Sci. & Technol. 28 (2): 749 - 765 (2020)
achieved the highest remaining energy, compared to other error correction schemes. We 
conclud that the BER was optimised, as the performance of the BER from the extension 
of the HARQ and existing BER did not show too much variation. 
Figure 5 shows that the graph for BER vs. SNR in the highly congested network was 
denoted as 64 nodes. Our proposed Highest error correction mode showed that the BER was 
maintained as the SNR increased. The BER was not seen to reduce too much in relating to 
the optimized remaining energy. In order to have the remaining energy that outperformed 
the existing schemes, the medium error correction was assigned. This is to reduce the high 
energy usage from high error correcting capability so that both remaining energy and BER 
can be maintained throughout the SNR. 
From this graph, the usage of existing BCH t=5 had lowered the BER significantly, 
which outperformed the MEC in term of BER. However, considering the fact that the 
optimization of the remaining energy, it was assumed that the higher error correcting 
capability had degraded the energy performance. Even though the MEC had not 
outperformed the existing higher error correcting capability of BCH in terms of BER, the 
MEC optimised the remaining energy in which the remaining energy of MEC as mentioned 
in Figure 3 are much higher than the existing BCH. The drawbacks of BER with remaining 
energy make it impossible to boost all aspects at the same time in which these aspects 
can only be maintained regardless of the channel conditions to ensure the reliability of 
transmission. A low BER can be achieved by assigning higher error correcting capabilities, 
but, the use of high error correcting capabilities will be insignificant to the WSN, as the 
energy usage will be high.
Figure 5. BER vs. SNR (High congested)
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CONCLUSION AND FUTURE WORKS
The proper assignment of error correction in terms of the codeword lengths and error 
correcting capabilities of the error correcting codes according to different types of congestion 
is important to reduce excessive decoding and computation errors for correcting codes. 
The use of too high an error correcting capability in WSN is insignificant, as it increases 
the appended bits and complexity of the network, that leads to a much higher amount of 
energy usage. In implementing the multi-coding scheme assignment corresponding to 
the different channel conditions, the aspects of congestion presented need to be properly 
studied to avoid excessive latency and degradation of the remaining energy. Link congestion 
identification and classification can be promising to adequately reduce the energy usage 
when applying block codes in the network, thereby, optimising the BER and maintaining 
the remaining energy. For a low error correcting capability, the use of different codeword 
lengths of error correcting codes (n=127 and n=63) did not show too much impact on the 
BER, but can impact the remaining energy and latency. Our research demonstrated that 
certain error correcting codes had achieved the lowest possible BER and remaining energy, 
but, the drawback was that both aspects cannot be enhanced simultaneously. Our proposed 
multi-coding scheme seeks to aid the congestion based on our previous SNR classification, 
and can optimise the network by adapting to the changes in the SNR. For future works, the 
node deployment plays an important role to ensure that the congestion stabilizes with the 
corresponding transmission ranges. Higher transmission ranges with many nodes in one 
region can cause higher interference levels. Thus, the study of the suitable placement of 
nodes in different environments may contribute toward further lowering of the congestion, 
and expanding the energy efficiency of the network.
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