Abstract. We formulate a conjecture on slopes of overconvergent p-adic cuspforms of any p-adic weight in the Γ 0 (N )-regular case. This conjecture unifies a conjecture of Buzzard on classical slopes and more recent conjectures on slopes "at the boundary of weight space".
Introduction and statement of the conjecture
Let p be a prime number, and let N be a positive integer co-prime to p. The goal of this article is to investigate U p -slopes: the p-adic valuations of the eigenvalues of the U poperator acting on spaces of (overconvergent p-adic) cuspforms of level Γ 0 (N p). Ultimately, we formulate a conjecture which unifies currently disparate predictions for the behavior of slopes at weights "in the center" and "towards the boundary" of p-adic weight space.
Slopes of cuspforms.
The study of slopes of cuspforms began with extensive computer calculations of Gouvêa and Mazur in the 1990s [14] . Theoretical advancements of Coleman [11] led to a general theory of overconvergent p-adic cuspforms and eventually, with Mazur, to the construction of so-called eigencurves [12] . To better understand the geometry of the newly constructed eigencurves, Buzzard and his co-authors returned to explicit investigations on slopes in a series of papers [5, 7, 6, 8] .
In [5] , Buzzard produced a combinatorial algorithm ("Buzzard's algorithm") that for fixed p and N takes as input k and outputs dim S k (Γ 0 (N ))-many integers. He also defined the k − 1. Thus, one could determine the classical slopes by attempting the seemingly more difficult task of determining the overconvergent slopes.
Denote by
the Fredholm series for the U p -operator in weight κ. The series P κ is entire in the variable t and the U p -slopes in weight κ are the slopes of the segments of the Newton polygon of P κ . Coleman's proved (see [11, Appendix I] ) that κ → a i (κ) is defined by a power series with Z p -coefficients.
To be precise, we write W = ε W ε where the (disjoint) union runs over even characters ε : (Z/2pZ) × → C × p , and κ ∈ W is in W ε if and only if the restriction of κ to the torsion subgroup in Z × p is given by ε. We fix a topological generator γ for the procyclic group 1 + 2pZ p . Each W ε is then an open p-adic unit disc with coordinate w κ = κ(γ) − 1.
The meaning of Coleman's second result can now be clarified: for each ε there exists a two variable series
such that if κ ∈ W ε then P κ (t) = P (ε) (w κ , t). In particular, the slopes of overconvergent p-adic cuspforms are encoded in the Newton polygons of the evaluations of the P (ε) at p-adic weights.
1.3. The ghost conjecture. Our approach to predicting slopes is to create a faithful, explicit, model G (ε) for each Fredholm series P (ε) . We begin by writing G (ε) (w, t) = 1 + g (ε) i (w)t i for coefficients g (ε)
i (w) which we shortly determine. If decorations are not needed, we refer to g(w) as one of these coefficients. Each coefficient will be non-zero and not divisible by p. 2 In particular, w κ → v p (g(w κ )) will depend only on the relative position of w to the finitely many roots of g(w) in the open disc v p (w) > 0.
To motivate our specification of the zeros of g (ε)
i (w), we make two observations: (a) If g is often repeated in S † k (Γ 0 (N p)). In fact, any eigenform in S k (Γ 0 (N p)) which is new at p has slope k− 2 2 . So, in order to model the slopes of U p it might be reasonable to insist that g (ε) i (w) has a zero exactly at w = w k with k ∈ W ε where the i-th and (i + 1)-st slope of U p acting on S k (Γ 0 (N p)) are both k−2 2 . This leads us to seek g (ε) i such that:
(1) g (ε) i (w k ) = 0 ⇐⇒ dim S k (Γ 0 (N )) < i < dim S k (Γ 0 (N )) + dim S k (Γ 0 (N p)) p−new for k ∈ W ε . Such a g (ε) i exists because for fixed i, the right-hand side of (1) holds for at most finitely many k.
We now need to specify the multiplicities of the zeros w k . 3 An integer k ∈ W ε is a zero for g (ε) i (w) for some range of consecutive integers i = a, a + 1, . . . , b for which the right-hand side of (1) holds. Roughly, we set the order of vanishing of g (ε) a (w) and g (ε) b (w) at w = w k to be 1; for g (ε) a+1 (w) and g (ε) b−1 (w) to be 2; and so on. More formally, define the sequence s( ) by 
which we note is a finite product. Definition 1.2. The p-adic ghost series of tame level Γ 0 (N ) on the component W ε is
The naming choice and the motivation for the multiplicities defined in the next paragraph are discussed in Appendix B. We check in Proposition 2.8 that G (ε) is entire as a power series in the variable t over Z p [[w] ]. In particular, for each p-adic weight κ we get an entire series G κ ∈ C p [[t] ]. In what follows, we write NP(−) for "Newton polygon".
Conjecture 1.3 (The ghost conjecture).
If p is an odd Γ 0 (N )-regular prime or p = 2 and N = 1, then NP(G κ ) = NP(P κ ) for each κ ∈ W.
We check below that the hypotheses on p is necessary (Theorem 2.13). In Section 6, we formulate a conjecture when p = 2 is Γ 0 (N )-regular with a modified ghost series. 3 The naïve idea of having all zeros of g (ε) i be simple would not work because the ghost series defined below would not be an entire series (compare with Proposition 2.8).
1.4.
Evidence for the ghost conjecture.
1.4.1. Buzzard's conjecture versus the ghost conjecture. Buzzard's algorithm exploits many known and conjectured properties of slopes, such as their internal symmetries in classical subspaces, their (conjectural) local constancy in large families, and their interaction with Coleman's θ-operator, to recursively predict classical U p -slopes. The ghost conjecture on the other hand, simply motivated by the properties of slopes of p-newforms, predicts all overconvergent U p -slopes and one obtains classical slopes by keeping the first d k -many. These two approaches are completely different and, yet, they appear to agree. We view such agreement as compelling evidence for both conjectures.
If
] is a power series and d ≥ 1, then write G ≤d for the truncation of G in degree ≤ d. Write BA(k) for the output of Buzzard's algorithm on input k. 
We note that Buzzard made an extensive numerical verification of his conjecture which included all weights k ≤ 2048 for p = 2 and N = 1.
The careful reader will note a striking omission in the statement of Fact 1.4: the agreement between the ghost slopes and the output of Buzzard's algorithm does not seem to be limited to Γ 0 (N )-regular cases. Namely, neither the construction of the ghost series nor Buzzard's algorithm requires any a priori regularity hypotheses and the tests we ran to check Fact 1.4 were not limited to regular cases. It seems possible that someone with enough patience could even prove, without any hypothesis on p and N , that the output of Buzzard's algorithm agrees with the classical ghost slopes. Although neither conjecture is predicting U p -slopes in the irregular case, the numbers they both output could be thought of as representing the U p -slopes that "would have occurred" if not for the existence of a non-ordinary form of low weight.
1.4.2.
Comparisons with known theorems on slopes. There are a number of cases where the slopes of NP(P κ ) have been determined. In such cases that we know of, we independently verify that the ghost series determines the same list of slopes. Theorem 1.5 (Theorem 3.2, Corollary 3.4, Theorem 3.5). NP(G κ ) = NP(P κ ) in the following cases:
, κ of the form z k χ with χ conductor 25 and (e) p = 7, N = 1, κ ∈ W 0 ∪ W 2 of the form z k χ with χ conductor 49.
The determination of the U p -slopes in these cases are due to, in order, Buzzard and Calegari [7] , Buzzard and Kilford [8] , Roe [21] , Kilford [16] and Kilford and McMurdy [17] .
We also check the ghost conjecture is consistent with a conjecture of Buzzard and Calegari in [7] on 2-adic, tame level one, slopes at negative integers (Theorem 3.3) and we derive formulas for the slopes of NP(G 0 ) when p = 3, 5 and N = 1 which agree with formulas found in Loeffler's paper [20] (Proposition 3.6).
1.4.3.
The ghost spectral halo. Coleman's spectral halo, mentioned above, is concerned with p-adic weights quite far away from the integers. Specifically, let us refer to the spectral halo as the conjecture: Conjecture 1.6 (The spectral halo conjecture). There exists a v > 0 such that
On W ε , the constant value of 1 vp(wκ) NP(P κ ) is then beautifully realized as the w-adic Newton polygon NP(P ) where P is the mod p reduction of the P (ε) . The ghost series trivially satisfies this halo-like behavior. Indeed, the zeros of each coefficient g(w) lie in the region v p (w κ ) ≥ 1 (or v 2 (w κ ) ≥ 3 if p = 2). Thus, over the complement of those regions, we have v p (g(w κ )) = λ(g)v p (w κ ) where λ(g) = deg g. This proves:
, and the constant value is equal to NP(G (ε) ).
Along with the spectral halo conjecture, one also predicts that the slopes of NP(P ) are a finite union of arithmetic progressions for v p (w κ ) small (see [19, 
-many arithmetic progressions with a common difference
, except for finitely many possible exceptional slopes.
If p = 2 and N = 1 then NP(G) has slopes {1, 2, 3, . . . }.
We note that Theorem 1.7 and [3] imply that if the ghost conjecture is true then the exceptional slopes do not appear. More specifically, if the ghost conjecture is true then Theorem 1.7 implies the spectral halo exists on 0 < v p (w κ ) < 1, and if that is true then [3, Theorem 3.10] proves that the slopes in Theorem 1.8 are a finite union of arithmetic progressions without exceptions. Moreover, as evidence for the ghost conjecture, one can independently verify that the number of progressions predicted by [3, Theorem 3.10] is exactly the same number written in Theorem 1.8.
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In addition to the ghost spectral halo, we've also discovered interesting arithmetic properties of slopes over other regions of p-adic weight space. See Section 1.6 below (specifically Theorem 1.12, which is a vast generalization of Theorem 1.8).
1.5. Distribution of ghost slopes. In Theorem 4.1 below we prove an asymptotic formula for the i-th slope of NP(G k ) when k ≥ 2 is an even integer. Here we highlight two corollaries is given by
where χ is an even primitive character modulo p 2 , ω is the Teichmüller character and c 0 (N ) is the number of cusps on X 0 (N ). One can check that this is exactly
(using [9, Théorème 1] for example).
6 related to conjectures of Buzzard-Gouvêa and Gouvêa on the distribution of classical slopes. We write
with probability one as k → ∞ where a p ranges over eigenvalues for T p acting on S k (Γ 0 (N )). Buzzard asks in [5, Question 4.9] if the bound is always true when p is Γ 0 (N )-regular. 5 We prove that the ghost slopes satisfy an asymptotic version of the Buzzard-Gouvêa bound.
We believe that in fact
always, but we did not pursue this except if p = 2. We will not include details here.
In [13] , Gouvêa also considered, for a fixed k, the set
He then conjectured that the sets x k become equidistributed on [0,
] as k → ∞. We establish an analogous property for the ghost slopes. Write 
become equidistributed with respect to the unique probability measure on [0,
, 1] whose mass is
and is uniformly distributed otherwise.
The method for these investigations is to study asymptotics of the actual points underlying the construction of the Newton polygons for the ghost series. The extra flexibility of having a power series in hand allows one to establish results like Theorem 1.10 without the annoying combinatorics that would underlie proving an exact Buzzard-Gouvêa bound holds. Remark 1.11. We also explored the relationship between the ghost series and the Gouvêa-Mazur conjecture [14, Conjecture 1] . Namely, one might ask if one sees "logarithmic-sized ghost families" as suggested by Buzzard's conjecture. Indeed, we do.
In the discussion of the ghost spectral halo, we observed that all the zeros of the ghost coefficients occur at integer weights. Moreover, the set of zeros of a given coefficient is a linear function of its index. For example, if k ≥ 2 is an integer then the zeros of the coefficients g 1 (w), . . . , g d k (w) (over the component containing k) are completely contained in the list 2, 4, . .
is four-dimensional with T 2 -slopes 6, 6, 14, 14 and Figure 2 illustrates these are the lowest four ghost slopes on v 2 (w κ − w 62 ) ≥ 7 = 1 + log 2 (62) .
1.6. Halos and arithmetic progressions. We turn now towards one consequence of the ghost conjecture. For κ ∈ W, let us write α κ := sup w∈Zp v p (w κ − w). Since the zeros of the ghost coefficients are all integers, it is easy to see that if κ, κ lie on the same component and
∈ Z p , then α κ is finite and there is a small disc around w κ on which the ghost slopes are all constant.
The simplest example is to fix r ≥ 0 an integer and v a rational number r < v < r + 1. Then κ → NP(G κ ) is constant on the disc v p (w κ ) = v, and the Newton polygons scale linearly with v, forming "halos". We've illustrated the halos in Figure 1 ) Note the picture over v 2 (w κ ) < 3 illustrates the result of Buzzard-Kilford [8] . Over 3 < v < 4 you see pairs of parallel lines which hints at extra structure in the set of slopes. The following theorem explains this regularity. If r ≥ 0, write The condition α κ = 0 is equivalent to 0 < v p (w κ ) < 1 in which case α κ = v p (w κ ). Thus, Theorem 1.12 generalizes Theorem 1.8.
Note that Theorem 1.12 applies to p-adic annuli r < v p (w κ − w k 0 ) < r + 1 for any integer k 0 , and κ → NP(G κ ) is constant on each fixed radius v p (w κ − w k 0 ) = v ∈ (r, r + 1). Thus the halo behavior is stable under re-centering the coordinate w at any integral weight. We illustrate this in Figure 2 There are several interesting observations regarding Figure 2 . First, if v 2 (w κ − w 62 ) > 3 then v 2 (w κ ) = 3, so the picture in Figure 2 is nearly completely contained within the omitted regions in Figure 1 over v 2 (w κ ) = 3. Second, we've drawn some lines in Figure 2 thicker than others: the thickness of a line corresponds to the multiplicity of a slope. On v 2 (w κ −w 62 ) > 6, we see a double slope 6; on v 2 (w κ − w 62 ) > 7, we see two 14s; and so on. Compare with the example at the end of Remark 1.11. Next, the thickest line is six slope 30 families: these should correspond under the ghost conjecture to six families of p-adic eigenforms converging to the six newforms of weight 62 (which have slope 62−2 2 = 30). Finally, the lone family at the top of Figure 2 is a slope 61 family which should be thought of under the ghost conjecture as converging to the critical slope Eisenstein series of weight 62.
If the ghost conjecture is true, there are halos for U p -slopes, and the slopes of NP(P κ ) satisfy Theorem 1.12. Over the annulus 0 < v p (w κ ) < 1, one can observe this empirically by computing classical spaces of cuspforms of weight with character of large p-power conductor. However, everything is much more mysterious over a p-adic annulus r < v p (w κ ) < r + 1 once r ≥ 1: there are no locally algebraic weights in that region and thus no classical spaces of cuspforms.
1.7. Irregular cases. The basic heuristic in the ghost series construction is that the zeros of the coefficients of Fredholm series give rise to repeated slopes and that newforms provide many repeated slopes. In a separate article ( [4] ) we show that non-integral, and thus repeated, slopes always appear when p is an odd Γ 0 (N )-irregular prime. One could hope that careful predictions of where these fractional slopes appear could lead to a modification of the ghost series which would work in any case.
We examined carefully the case where p = 59 and N = 1 and came up with a way to modify infinitely many, relatively sparse, coefficients by adding a new zero. We tested our modified ghost series against the U 59 -slopes for weights k ≤ 1156 and they matched perfectly. However, computing actual slopes is computationally difficult and we feel we do not have enough data to support an actual conjecture.
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The precise indices where the zeros are added and the precise zeros which are added are determined by the list of slopes in weight two spaces with character of conductor p = 59 (some of these are fractional). It would be interesting to have a modification which works for general p and N (after computing this finite amount of data). Moreover, such a modification would hopefully be regular enough and sparse enough so that the results of Sections 4 and 5 will go through in the general case.
1.8. Organization. Section 2 is concerned with explicitly determining information about the ghost series, including proving that it is entire in the variable t. However, the reader may want to skip directly to Section 3 where we give more precise information when p = 2 and N = 1. This section also contains the bulk of the numerical evidence for the ghost conjecture. Sections 4 deals with asymptotics of ghost slopes. It relies heavily on Section 2. The same is true for Section 5, where we describe the halos and discuss the arithmetic properties of ghost slopes. Section 6 contains a modification of the ghost series when p = 2. The main theme is dealing with fractional slopes that appear in certain spaces.
1.9.
Conventions. We maintain all the notations presented in the introduction. We also make the following conventions.
is an entire series then we write NP(P ) for its Newton polygon, which is the lower convex hull of the set of points {(i, v p (a i )) : a i = 0}. The slopes of P are the slopes of NP(P ). The ∆-slopes of P are the differences v p (a i ) − v p (a i−1 ) for i = 1, 2, . . . with a i , a i−1 = 0, i.e. the slopes of the line segment connecting consecutive points before taking the Newton polygon. When P is the Fredholm series for U p we will use U p -slopes and when P is the ghost series we will say ghost slopes and ghost ∆-slopes.
If f (x), g(x) and h(x) are real-valued functions of a variable x = (x 1 , . . . , x n ) ∈ R n then we write
to mean that there exists an M ≥ 0 and a constant A > 0 such that |f (x) − g(x)| ≤ A |h(x)| whenever x ≥ M (where − is the standard norm on R n ). If h 1 (x 1 ), . . . , h n (x n ) are n functions on a single variable then we write f (x) = g(x) + O(h 1 (x 1 ), . . . , h n (x n )) to mean the above with h(x) := sup i h(x i ).
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Explicit analysis of the ghost series
We fix a prime p, a tame level N , and an even Dirichlet character ε of conductor p. We
for the coefficients of the p-adic ghost series G(w, t) = G (ε) (w, t) of tame level N over the component W ε . We have two goals in this section. First, we will prove that
Second, we will show that if the ghost conjecture is true then either p is an odd Γ 0 (N )-regular prime or p = 2 and N = 1 (see Theorem 2.13).
We begin by recalling that if
Throughout this section, we also refer to the integer k as the zero of g i when we truthfully mean the coordinate w k .
Lemma 2.1. If N > 1 or p > 3, then the zeros of g i are integers k which form a finite arithmetic progression with common difference p − 1, if p is odd, and 2 if p is even.
Proof. By (2) it suffices to show that
Thus if the first possibility fails, it must be due to the lower inequality, which is what we wanted to show. (See Proposition 3.1 and Table 1.) For each coefficient g, write HZ(g) (resp. LZ(g)) for the highest (resp. lowest) k such that w k is a zero of g. The following proposition describes these highest and lowest zeros up to constants bounded independent of i. Proposition 2.3. As functions of i,
Proof. By standard dimension formulas (see Appendix A), we have that
The proposition follows from the definition (2).
We also explicitly describe how the zeros of the coefficients and their multiplicities change as we increase indices. Write ∆ i (w) = g i (w)/g i−1 (w). The definition of the multiplicity patterns m i (−) in Section 1.3 implies that ∆ i has only simple zeros and poles at some finite
For notation, we will always write ∆ i = ∆ 
Proof. Part (a) follows from (3) and (4) Remark 2.5. In Proposition 3.1 and Table 1 , we give formulas making the above O(1)-terms precise when N = 1 and p = 2, 3, 5, and 7. The qualification for p = 2, 3 and N = 1 will be inconsequential as we move forward (see the proofs of Lemma 2.6 and Proposition 4.8, for example).
For a non-zero element ∆ ∈ Z p [[w]], we write λ(∆) for the number of zeros of ∆ in the open disc v p (w) > 0. We extend this to the field of fractions in the obvious way.
For p = 2, the same formulas hold if we replace the 12 by a 6.
Proof. For p > 2, the number of zeros of ∆
by Proposition 2.4(a,b). 8 The zeros of ∆ − i and p = 2 is done similarly.
. By Lemma 2.6, the i-th ∆-slope equals
up to a bounded constant. We return to this in Section 5.
Recall that if R is a local ring with maximal ideal m and
then F is called entire if there exists a sequence of integers c i such that r i ∈ m c i and
Proof. Every root w k of g i lies in pZ p , and so
, so (5) follows from Lemma 2.6 and the remark following it.
We now turn to showing that for the ghost conjecture to be true, either p = 2 and N = 1 or p is an odd Γ 0 (N )-regular prime. In addition to our running notation d k and d 
. 8 The O(1) term absorbs the qualification that Proposition 2.4 isn't quite true if p = 2, 3 and N = 1.
is weakly increasing with respect to n ≥ 0, so Lemma 2.9 proves
Remark 2.11. When p is odd, Lemma 2.10(b) implies that one could remove w 2 as a root of any of the coefficients of the ghost series. We actually do that in Section 5 below (see Lemma 5.5).
Proof. By Lemma 2.9 it suffices to show that g Theorem 2.13. Suppose the ghost conjecture is true.
(
Proof. Let p be odd and assume the ghost conjecture is true. To show that p is Γ 0 (N )-regular we need to show that d
Since we are assuming the ghost conjecture we have d
and thus Lemma 2.10 implies
Thus we get equality throughout, proving (a). Now let p = 2, and assume the ghost conjecture is true. First suppose that N = 1, 3, 7 and we will get a contradiction. If N = 1, 3, 7 then Lemma A.4 implies that
(the final inequality by Hida theory). But if the ghost conjecture is true then Lemma 2.12 implies
, which is a contradiction. To finish the theorem, we show in Example 2.14 below that the ghost conjecture is false when p = 2 and N = 3, 7.
Example 2.14. Let N = 3. Then the 2-adic ghost series begins
so if the the ghost conjecture is true then there is at least one ordinary form appearing in S 4 (Γ 0 (3)). This is absurd since S 4 (Γ 0 (3)) is a zero-dimensional vector space. Similarly, if N = 7 then the 2-adic ghost series begins
and so the ghost conjecture would imply that there exists a least three ordinary forms appearing in S 4 (Γ 0 (7)), which is only a one-dimensional space.
Remark 2.15. In Example 2.14, the number of ordinary forms predicted by the ghost series doesn't even match the correct dimension of a weight four space. When p = 2 and N = 23 the ghost conjecture is false, but for more subtle reasons: here the ghost series begins
and there are no more trivial terms up to t 20 at least. One could even prove d
= 5 and in this case S 4 (Γ 0 (23)) happens to be five-dimensional. But, the slopes of U 2 acting on S 4 (Γ 0 (23)) are {0, 0, 0, 1, 1} and so there are actually only three ordinary forms. 
Comparison with known or conjectured lists of slopes
This section is devoted to proving the ghost conjecture is true in every case mentioned in Theorem 1.5 (where the U p -slopes have been previously determined). We do this by determining the ghost slopes in each case. We also prove that the ghost conjecture implies a conjecture of Buzzard and Calegari on slopes of overconvergent 2-adic cuspforms, and we derive formulas for the ghost slopes at the weight κ = 0 for p = 3, 5 and N = 1.
We focus first on p = 2. So, until after the proof of Theorem 3.3 below, we write G(w, t) 
To prove (7) and (8), we work inductively. Namely, if the inequalities on either side of (7) are true for (i, k) then they are also true (i + 1, k + 12) and the if inequalities on either side of (8) are true for (i, k) then they are also true for (i + 2, k + 12). By induction on i, it is enough to prove the claim for i = 1, 2, which is done by examination of (6). (
Proof. We first prove part (a). The case of i = 0 is trivial since g 0 (w) = 1. If i ≥ 1 then Proposition 3.1(b) implies that
by induction. It follows from the ghost spectral halo (Theorem 1.7) and part (a) that if v 2 (w κ ) < 3 then NP(G κ ) is equal to the lower convex hull of the set of points (i, Let's now compare the 2-adic ghost series with actual Fredholm series at negative even integers (following Buzzard and Calegari [7] ). 
In particular, the slopes of NP(G k ) agree with the slopes predicted by Buzzard 
.
To this end, Proposition 3.1(b) implies
The · · · indicate running over only even integers. Since
as desired.
We now release our restriction to p = 2 and N = 1. Analogs of Proposition 3.1 may be carried out for other values of p and N . In Table 1 below, we list the outcome for p = 3, 5, 7 and tame level N = 1, on the weight component corresponding to k ≡ 0 mod p − 1. With the details from Table 1 available, it is easy to compute the ghost w-adic ∆-slopes (see Table  2 -we've added a few more cases there as well). Weight component 0 mod 2 0 mod 4 2 mod 4 0 mod 6 2 mod 6 4 mod 6
Theorem 3.5. Suppose that N = 1 and that G(w, t) = 1 + g i (w)t i is the ghost series on a component to be determined. Then, NP(G κ ) = NP(P κ ) if:
(a) If p = 3 and v p (w κ ) < 1. Proof. The ghost w-adic ∆-slopes in Table 2 are always weakly increasing. So, for p = 3, 5, 7 and κ ∈ W with v p (w κ ) < 1, Theorem 1.7 implies that the slopes on NP(G κ ) are given by
The proof is then complete from Table 2 once we verify these are the slopes of NP(P κ ) in cases (a), (b) and (c).
The case (a) is the main result of Roe's paper [21] . The case (b) is due to Kilford [16] . The case (c) was computed by Kilford and McMurdy in [17] .
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One may also generalize Theorem 3.3. In Table 3 below, for p = 3 and p = 5, we give expressions that allows us to compute the Newton polygon of the ghost series at negative even integers as the Newton polygon of a series whose coefficients are rational functions involving simple factorials when p = 3 and p = 5. Table 3 . Buzzard-Calegari-type expressions for NP(G k ) at negative integers k ≡ 0 mod p − 1 when p = 3 and p = 5. Table 3 we can determine the slopes of the ghost series at κ = 0 for p = 3, 5. The expressions we derive agree with those conjectured in Loeffler's paper [20, Conjecture 3.1]. Proposition 3.6. The Newton polygon NP(G 0 ) for p = 3, 5 has slopes
Proof. The sequences given are increasing with respect to i. If we show they agree with the ∆-slopes of G 0 then we will be done. The proof is similar in either case, so we just deal with the case p = 5. By Table 3 we have
But for any integer n ≥ 1 and prime p we have v p ( n/p !) = v p (n!) − n/p . Thus
Combining (10) and (11), we deduce our claim.
Remark 3.7. For p = 7 and N = 1 the i-th slope of NP(G 0 ) is
(compare with the comments of Loeffler in the final paragraph prior to Section 4 of [20] ).
Distributions of slopes
For a fixed integer k we write s 1 (k) ≤ s 2 (k) ≤ · · · for the slopes of NP(G k ). Recall our conventions for O-notation (Section 1.9). Throughout this section, functions of i and k are restricted to i ≥ 1 and k ≥ 2. The main theorem of this section is: Theorem 4.1.
Before beginning the proof of Theorem 4.1, we state two corollaries (Theorems 1.9 and 1.10 from the introduction).
Then, consider the set
k be the probability measure on [0, ∞) uniformly supported on x k . We refer to [22, Sections 1.1-1.2] for the notion of weak convergence and its relationship to equidistribution. 
and the remaining mass is uniformly distributed over [0, The rest of this section is devoted to proving Theorem 4.1. Our strategy is to prove an analoge of Theorem 4.1 for ghost ∆-slopes first and, from this, make conclusions about ghost slopes. We will need two short lemmas. Lemma 4.6. Suppose that y, λ > 0 are integers and p is a prime number. Then
Since binomial coefficients are integers we immediately get the lower bound v p (λ!) ≤ s(y).
On the other hand, we can also write
so for the upper bound it suffices to see
Since (12) is symmetric in λ and y, we may assume that v p (y) ≤ v p (λ). In that case, the classical estimate v p n k ≤ log p (n + 1) yields
This completes the proof. Now set δ be the size of the torsion subgroup in Z × p . Thus δ = p − 1 if p is odd and δ = 2 if p = 2. If k 0 ∈ Z, λ > 0 and p is a prime then we define
Thus P k 0 ,λ ∈ Z[w] has λ-many zeros, the highest zero is k 0 , and the zeros are an arithmetic progression of difference p − 1 if p is odd and 2 if p is even (compare with Proposition 2.4). Write q = p if p is odd and q = 4 if p = 2 Lemma 4.7. Assume that k ≡ k 0 mod δ and P k 0 ,λ (w k ) = 0. Then
where x = k − k 0 or x = k 0 − (λ − 1)δ − k depending on which choice makes x > 0. Note that x ≡ 0 mod δ. So, replacing x by y = x/δ, (13) becomes
where ϑ = 1 if p is odd and ϑ = 3 otherwise.
By (14) and Lemma 4.6 we see
On the left-hand side of (15) we have
and on the right-hand side (15) we have
(Here we've used the classical formula of Legendre for v p (n!).) By (15) we get
Since y = |k − k 0 | + O(λ) (and log p x = O(log x)), we're finished. Now fix W ε and write G(w, t) = 1 + g i (w)t i for the ghost series over W ε . We assume all weights k are in W ε in what follows. Recall that ∆ i = g i /g i−1 , and if ∆ i (w k ) is well-defined then v p (∆ i (w k )) is the i-th ∆-slope in weight k. We define
Since ∆ i only has simple zeros or poles, ∆ * i has no zeros or poles. Proposition 4.8. We have
+ O(log k, log i) . We note it suffices to prove the result separately for pairs (i, k) ranging over a finite number of disjoint domains. With this in mind, we will focus only on the pairs (i, k) such that w k is a zero of ∆ + i and leave the other possible pairs for the reader. We will also assume that p > 3 or N > 1 for simplicity. + O(log i).
By Proposition 2.4(a), using that either p > 3 or N > 1, we have 
Finally by Lemma 2.6 we have q p − 1 (λ
This completes the proof.
To pass from asymptotic control of ghost ∆-slopes as in Proposition 4.8 to asymptotic control of ghost slopes, we need to show that i = d k and
are asymptotically indices of points on NP(G k ) (Lemma 4.11 below). First, we give asymptotic control of the ghost slopes over "oldform" and "newform" ranges.
Proof. We check the claim (a) of the lemma as (b) is handled similarly. Note
+ A log k. 10 The proof below can easily be modified to handle p = 2, 3 and N = 1. For example, the corrected formula for ∆
for some B > 0. The lemma clearly follows now.
Proof. By Proposition 4.8, we have
, w k is a zero of ∆ i exactly as many times as it is a pole (by construction), and so
Arguing as above, using Proposition 4.8, gives (17) y
Combining (16) and (17), we deduce that
Proof. This is immediate from the two previous lemmas, and the next lemma whose proof we leave to the reader. , and set ∆ i := ∆ i−1,i . Assume that there are constants γ i such that:
and (c) γ 1 < ∆ N 1 ,N 2 < γ 2 . Then, N 1 and N 2 are indices of break points of N P (P).
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We now prove the main theorem of this section.
Proof of Theorem 4.1.
. We need to show that there exists a constant A > 0 such that
and so we may, without loss of generality, assume that k is sufficiently large. In that case, Lemma 4.11 implies that the indices d k and
are indices of break points on NP(G k ), and so Lemma 4.10 proves (i) holds for some A > 0.
For case (ii), we write
To compute an asymptotic for s i (k) it suffices to assume that (i − 1, y i−1 (k)) is a break point of the Newton polygon. In that case, by definition of Newton polygon, we know that
Now we deal with lower bounds. We may separately assume that
Thus,
The right-hand side of (19) is minimized at j = 0 and so we deduce
Finally by Lemma 4.11, except for finitely many k, and thus finitely many (19) is
for all j ≥ 0. The right-hand side of (21), as a function of j, has a unique local minimum at j = 2A/C − i and so if we suppose that i > 2A/C then the right-hand side of (21) is minimized at j = 0 on the domain j ≥ 0. The proof is now completed just as before. 23 
Halos and arithmetic progressions
The goal of this section is to prove that for weights κ with w κ / ∈ Z p , the slopes of NP(G κ ) are, except for a finite number of terms, a finite union of arithmetic progressions whose common difference can be explicitly determined. Throughout we will assume that p is odd. See Remark 5.13 for p = 2.
Fix a component W ε of p-adic weight space, and we implicitly assume all weights lie within
for the reduction modulo p of the ghost series. We write NP(G) for the Newton polygon of G(w, t) computed with respect w-adic valuation on the coefficients in
and if r ≥ 0 is an integer write C p,N,r = p r C p,N . Since p is odd, p(p − 1)(p + 1) ≡ 0 mod 24, so C p,N is an integer divisible by µ 0 (N ). Recall that if w κ / ∈ Z p then we write α κ = sup w ∈Zp v p (w κ − w ) ∈ (0, ∞).
Theorem 5.1. Assume that w κ / ∈ Z p and write r = α κ . Then, the slopes of NP(G κ ) form a finite union of C p,N,r -many arithmetic progressions with common difference
up to finitely many exceptional slopes contained within the first C p,N,r slopes.
In Theorem 5.1, the condition that r = 0 is equivalent to 0 < v p (w κ ) < 1, and in that case α κ = v p (w κ ). The conclusion is the the slopes of NP(G κ ) are, up to a finite number of exceptions, a finite union of C p,N -many arithmetic progressions of common difference
. From the ghost spectral halo (Theorem 1.7 in the introduction) we deduce:
Corollary 5.2. The slopes of NP(G) are a finite union of C p,N -many arithmetic progressions whose common difference is
up to finitely many exceptional slopes contained within the first C p,N slopes.
Remark 5.3. The exceptional slopes in NP(G) should not exist (see the comments after Theorem 1.8 in the introduction) but we have not pursued proving this stronger statement.
The remainder of the section is devoted to proving Theorem 5.1. Our method, as in Section 4, is to first verify a corresponding statement for ghost ∆-slopes, and, from this, deduce our result about ghost slopes. To this end, here is a general lemma on Newton polygons.
Lemma 5.4. Consider a collection P = {(i, y i ) : i ≥ 0} such that y i ∈ R >0 . If the ∆-slopes of P form a union of C arithmetic progressions with common difference δ, then the same holds for the slopes of NP(P) up to finitely many exceptional slopes contained within the first C slopes.
Proof. This follows immediately from observing that if x ≥ C is the index of a breakpoint of NP(P), then x − C is also the index of a breakpoint of NP(P).
To deduce Theorem 5.1 from Lemma 5.4, we need to verify that the Newton slopes of G κ are a finite union of arithmetic progressions. This is not quite true, but we will show it is true after excluding the weight w = w 2 from ever appearing as a zero of a ghost coefficient. This modification has no effect on NP(G κ ). Specifically:
−m where m = ord w=w 2 g i (w). Set G (w, t) = 1 + g i (w)t i and G as its reduction modulo p. Then, NP(G κ ) = NP(G κ ) for all κ ∈ W, and NP(G) = NP(G ).
Proof. This follows from (the equality in) Lemma 2.10(b).
Convention: for the rest of this section we replace the g i (w) by g i (w).
We now aim to show that the ∆-slopes of (the newly defined) G κ form a finite union of arithmetic progressions. Recall, ∆ i = g i /g i−1 and ∆ i = ∆ 
Proof. We prove the assertions for ∆ + i and leave part (b) for the reader (the proofs are analogous).
We recall that by (3), for each i, HZ(∆
). The previous paragraph implies that k +C ≤ k . Write k − C = k + j(p − 1) for some j ≥ 0. If j > 0 then k − C > k and so by definition of highest zero, i ≤ d k −C . But the previous paragraph then implies that i + C p,N ≤ d k , which is a contradiction to the definition of k .
Proving the formula for LZ(∆
) is slightly more tedious. Set k = LZ(∆
If p = 3 and N = 1 then k = k + 6 by Table 1 . Thus we assume that p > 3 or N > 1. In particular, Lemma A.2 then implies that since we already showed that k ≤ k + p(p − 1) we may finish by showing (23) is immediate from Lemma A.6 and the assumption in (ii).
It remains to handle case (i): 4 ≤ k ≤ p + 1. Then, k is the lowest integer weight k ≥ 4 on our fixed component and so the assumption that λ(∆
First assume p = 3. Then Lemma A.6 reduces (23) to showing
instead. But by (24) , this reduces to checking for i = d k + 1, and in that case checking
We leave this final point for the reader. Now assume that p = 3, so that our assumption now is that k = 4 is the lowest zero of ∆ + i . We have C 3,N = µ 0 (N ). By (24) it is enough to show (23) when i = d 4 + 1, and thus we need to check
which we also leave for the reader.
Proof. If p = 3 and N = 1, then this proposition follows from Table 1 . Otherwise, for each i, Proposition 2.4(a) (valid by our exclusion of p = 3 and N = 1) implies that 
This completes the proof. ii)
To see that, set x = x 0 − x i / ∈ Z p . Since x 0 ∈ Z p , by Lemma 5.9, we have
as promised.
] and the zeros of h are all in pZ p . Let w ∈ m Cp such that either
Proof. In either case, if w ∈ pZ p then v p (w − w ) = min(v p (w ), v p (w )) (see Lemma 5.9 for case (b)). From this, the statement is immediate.
The proof of one final lemma is left to the reader.
Lemma 5.12. Suppose that (k i ) is an ordered list of integers which form an arithmetic progression of length M = p e u, with (u, p) = 1, and difference δ with (δ, p) = 1. Then,
We're now in position to prove Theorem 5.1.
Proof of Theorem 5.1. Recall that we assume w κ / ∈ Z p , we write α κ = sup w∈Zp v p (w κ − w), and r = α κ . For notational ease, write C = C p,N,r = p r C p,N . Since w κ is not an integer, we then apply Lemma 5.11 to h(w + w k 0 ) and Since the k for which w k is a zero of either ∆ + i or a is an arithmetic progression, and the last terms are congruent modulo p r+1 (as we just checked), we see that the right-hand side of (26) is the same for h = a and h = ∆ and difference p − 1. Thus it follows from the previous paragraph, Lemma 5.12 and (26) that
An analogous computation shows that
Combining the previous two equations, we deduce
This shows that the ∆-slopes form a union of C arithmetic progressions whose common difference is our claimed one. Our theorem then follows from Lemma 5.4. 
The proof is analogous to the above, using Proposition 3.1 for explicit analogs of Lemma 5.6, Proposition 5.7, etc. One could also ask about N > 1. But, since the ghost series requires modification in that case (Section 6 below) we did not pursue this.
A 2-adic modification for the ghost series
In this section we construct a modification of the ghost series which we conjecture determines slopes when p = 2 is Γ 0 (N )-regular (Conjecture 6.4 below). The theme of this section is that non-integral slopes are forced to be repeated and this should be taken into account in the ghost series.
We emphasize that N is an odd positive integer in this section. Recall Our definition is equivalent to [5, Definition 1.3] by Hida theory. Also by Hida theory,
with equality if p = 2 is Γ 0 (N )-regular. We now produce non-integral slopes for U 2 acting on certain spaces with quadratic character regardless of a regularity hypothesis.
12 Write η . Hida theory implies that
(Here and below, if S is a set of cuspforms and X is a set of real numbers then we write S X for the subspace spanned by eigenforms whose slope lies in X.)
Proof. By (27) and (28), we see Since the characters η ) is two-dimensional with slope 1/2 repeated twice. On the other hand, the ghost series predicts slopes zero and one (see Example 2.14).
Our goal now is to salvage the ghost conjecture for p = 2 by including the fractional (repeated) slopes appearing in the spaces S k (Γ 0 (N ) ∩ Γ 1 (8), η Remark 6.6. One could ask about the asymptotic results in Section 4. As we will see, for each i, the total multiplicity k m
• i (k) of zeros of g • i which were not a zero of g i is bounded, and the extra zeros added are at weights κ which satisfy v 2 (w k − w κ ) = 1 for all k ∈ Z. Thus the estimates in Section 4 will only be effected by O(1) terms and so Corollary 4.2 and Corollary 4.3 should still hold with G(w, t) replaced by G
• (w, t).
The rest of this section is devoted to describing the multiplicity m
as a zero of g First, the authors believe that a version of the spectral halo will imply that k → NP(P z k η ± 8 ) is independent of k. In particular, if our modus operandi is to predict the fractional slopes appearing in S k (Γ 0 (N ) ∩ Γ 1 (8), η ± 8 ) then we should restrict to slopes between k − 2 and k − 1 (the lower slopes being correctly predicted "by induction" on k; compare with Remark 6.11). Now, when is the i-th and (i + 1)-st slope going to be more than k − 2 and not more than k − 1? First, "by the spectral halo" we should certainly have d 
