Abstract: The present paper is concerned with some representatons of linear mappings of continuous functions into locally convex vector spaces, namely This theorem is a generalization of the result from Banach spaces to locally convex vector spaces.
Introduction
The set WCS of functions x(·) of weakly compact semivariation on the real line R to a complete complex locally convex vector space X derives its importance from the fact that each function x(·) in WCS is associated in a natural way with a vector-valued measure on the ring B of bounded Borel sets, and conversely. The relationship resembles that between ordinary real and complex functions of bounded variation and real and signed measures defined on B. A precise statement will be given in Section 5.
The extension to locally convex vector space is very useful because it makes possible to include also many important spaces, which are not normable, e. g., nuclear locally convex vector spaces often appearing in applications.
Functions with Bounded Semivariation
Let X be a locally convex vector space and x(·) a function on an interval [a, b] with values in X. We denote by X ′ the topological dual of X.
We recall now some definitions and facts, see [7] . Definition 1. We will say that x(·) has bounded semi-variation if the set
is bounded in X.
Equivalently, x(·) has bounded semi-variation if and only if p(V x(·) ) is a bounded set of real numbers for each p ∈ Q, where Q is the set of seminorms determining the topology of X.
The following two theorems are proved, e. g., in [4] .
Theorem 2.
A function x(·) has bounded semi-variation if and only if elements of the set {x ′ • x | x ′ ∈ X ′ } have uniformly bounded variations.
Recall that if
x ∈ A} is a seminorm on X ′ (see [9] , p.45). 
Functions with Weakly Compact Semivariation
Let us consider a function
We shall say that the function x(·) : R → X has a weakly compact semivariation if the set E(a, b) is relatively weakly compact. It can be proved , Edwards, [6] , or Studenǎ, [11] . 
Riemann-Stieltjes Integral in Locally Convex Space
The notion of Riemann-Stieltjes integral can be extended to vector valued functions with values in locally convex vector space in two directions.[ For the case of Banach space we refer to Hille [7] )]. The values in locally convex vector space X can take either the integrated function or the integrand.
Let further
Similarly as for scalar functions we may define two kinds of integrals.
If there exists lim d→0 S d as an element of the space X, we denote it
If there exists lim d→0 s d as an element of the space X, we denote it
In an integral calculus the important place has the theorem on integration "per partes". In this way defined integral has the property that for it is possible to generalize a theorem on integration per partes. 
Proof. (cf. Hille [7] ) It is clear, after some elementary steps, that it holds Then the integrals
exist in the topology of the space X.
Proof. 1) Let x(·) : [a, b] → X be a continuous function and g(·) be a scalar valued function on [a, b] with bounded variation. Since x(·) is uniformly continuous, for all p ∈ P , for arbitrary ǫ > 0 there exists δ > 0 such that for all s 1 , s 2 such that |s 1 − s 2 | < δ there holds
which implies the existence of the integral b a x(t)dg(t) in the completion of the space X. But since the set of elements
belongs to the quasicompletion of the space X, too. But since the value of the integral does not depend of the choice of generalized sequence of partial sums, we may express the integral as the limit of a sequence of partial sums and since X is sequentially complete, the integral belongs to X, too.
2) Let g(·) be continuous on [a, b] and let x(·) have the bounded p-semivariation on [a, b] by a number K p (a, b) < ∞, for all p ∈ P . Since the function g(·) is uniformly continuous, for arbitrary ǫ > 0, there exists δ > 0 such that for all s 1 , s 2 for which |s 1 − s 2 | < δ there holds
Considering divisions such that d 1 , d 2 < δ/2 and arbitrary p ∈ P it holds
From the similar reasons as in the first part of the proof it follows that there exists the integral
Corollary 9. Since in the assumptions of Theorem 3 the space X is sequentially complete, the Theorem 3 is valid in the part 2, if x(·) has weakly compact semivariation on [a, b].
Weakly Compact Mappings in Locally Convex Vector Spaces
In this section we study a general form of weakly compact mapping of continuous functions into a locally convex vector space by means of above defined integral.
Definition 10. A mapping T from locally convex vector space X into locally convex vector space Y is called weakly compact if there exists a neighborhood U of zero in X and weakly compact set K in Y such that there holds T (U ) ⊂ K.
Theorem 11. (Sirvint, Edwards)
. If X is a complete locally convex vector space, then a general form of weakly compact linear mapping
is given by
where the function x(·) has a weakly compact semivariation on
This theorem is a generalization, of the results proved for Banach spaces by Sirvint ( [10] ) and also by Edwards ([6]), to locally convex spaces by means of results of (Tweddle [12] , Lewis, [8] , Deb, [2] ).
Proof. The existence of the integral follows from the following. Let x(·) have a weakly compact semivariation on [a, b] . Consider first the case that the function g(·) is real valued and that 0 ≤ g(t) ≤ 1, where a ≤ t ≤ b. Then
where
Moreover there holds
and
it is evident that y and so also T g as limit belongs to the closure of absolute convex hull, F , of the set E(a, b) ∪ {0}. But E(a, b), and therefore E(a, b) ∪ {0} is conditionally weakly compact, and hence , by theorem of Krein in locally convex spaces (Rob [9] p. 18), also Tweddle [12] ) F is weakly compact. Since
it follows, by application of Eberlein's theorem in lcs (Rob [9] or Tweddle [12] ) that T is a weakly compact mapping. Indeed, take now a function g(·) such that g| ≤ 1. The function g(·) can be written in the form
where g i (t) are nonnegative real valued functions such that
Since
where T g i , i = 0, 1, 2, 3, belongs to the weakly compact set F , the mapping T maps the unit sphere in C[a, b] into the weakly compact set in X, i.e.,the mapping T is weakly compact. Conversely, if T : C[a, b] → X is weakly compact mapping, then there exists a vector measure m : B ∩ [a, b] → X such that for x ′ ∈ X ′ , there holds
y(a) = 0, then y(·) ∈ WCS(a, b) and
as required.
Denote by WCS 0 the class of all functions in WCS which are (strongly) continuous to the right.
If now x(·) ∈ WCS 0 is given, then the mapping T : C(a, b) → X defined by 
