ABSTRACT Intent classification and slot filling are two essential tasks for spoken language understanding. Recently, joint learning has been shown to be effective for the two tasks. However, most joint learning methods only consider joint learning using shared parameters on the surface level rather than the semantic level, and these methods suffer from small-scale human-labeled training data, resulting in poor generalization capabilities, especially for rare words. In this paper, we propose a novel encoder-decoder framework based multi-task learning model, which conducts joint training for intent classification and slot filling tasks. For the encoder of our model, we encode the input sequence as context representations using bidirectional encoder representation from transformers (BERT). For the decoder, we implement two-stage decoder process in our model. In the first stage, we use an intent classification decoder to detect the user's intent. In the second stage, we leverage the intent contextual information into the slot filling decoder to predict the semantic concept tags for each word. We conduct experiments on three popular benchmark datasets: ATIS, Snips and Facebook multilingual task-oriented datasets. The experimental results show that our proposed model outperforms the state-of-the-art approaches and achieves new state-of-the-art results on both three datasets.
I. INTRODUCTION
Building an intelligent human-machine dialogue system is one long-term goal in the artificial intelligence field. In recent years, a variety of smart personal assistants have been developed and have achieved great success; these smart personal assistants include Google Assistant and Amazon Echo, which facilitate goal-oriented dialogues and help users to accomplish their tasks. Natural language understanding (NLU) is a core component of the dialogue system, and is an important prerequisite for building an excellent dialogue system. NLU typically involves two tasks: intent classification and slot filling [1] . Intent classification focuses on automatically detecting a user's intent from an utterance, which can be treated as a sentence classification problem that predicts the intent category y intent for an utterance. Meanwhile semantic slot filling extracts the relevant semantic concepts from an utterance towards achieving a goal or finish specific tasks,
The associate editor coordinating the review of this manuscript and approving it for publication was Chao Wang . which can be treated as a sequence labeling task that maps an input word sequence x = (x 1 , x 2 , · · · , x T ) onto the corresponding slot tags sequence y slot = y s 1 , y s 2 , · · · , y s T . Figure 1 shows an example utterance from the Snips dataset, ''Find a novel called industry'', with a Begin/In/Out (BIO) representation.
Intent classification and slot filling tasks are usually processed separately. There have been some separate modeling VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ methods for the two tasks [2] - [10] . However, these separated modeling methods does not consider the association and influence between intent and slots. If intent classification and slot filling are modeled separately, all supervised information and semantic information will not be fully utilized and shared, and the information of one task can not be utilized in the other task to promote each other. Therefore, several joint learning methods were proposed to model the dependencies between intent classification and slot filling [11] - [20] . Goo et al. [17] introduced a slot gate to learn the relationships between intent and slots and obtains better semantic frame results using global optimization. Li et al. [18] proposed a novel self-attentive [21] model with a gate mechanism to fully utilize the semantic correlations between slots and intents and achieves state-of-the-art performance. However, we argue that there still remains some problems that should be addressed. 1) Prior works on joint learning only consider joint learning by sharing parameters on the surface level rather than the semantic level. 2) These methods use the left-context-only decoder and thus do not have complete context when predicting each slot tag.
3) The lack of humanlabeled data for the SLU task results in poor generalization capabilities.
Recently, language model pre-training has been shown to be very effective for learning universal language representations by leveraging large amounts of unlabeled data. Bidirectional encoder representation from transformers (BERT) [22] has been successfully used in various natural language processing tasks, such as textual entailment, name entity recognition and machine reading comprehension. Inspired by BERT and transfer learning techniques, we consider incorporating unsupervised knowledge into this conventional pretraining framework to find a better initialization for the target task.
In this paper, we propose a multi-task learning approach based on the BERT model for joint intent classification and slot filling tasks. In our proposed model, we design a twostage training framework for joint intent classification and slot filling. In the first stage, we detect the intent using an intent classification decoder. In the second stage, we leverage the previous intent contextual information to predict semantic slot tags in slot filling decoder.
In summary, the contributions of this paper are as follows: 1) We design a two-stage decoder process based on encoder-decoder framework for joint intent classification and slot filling. We make good use of the pre-trained language model to address the poor generalization capability of NLU, and the model can be trained end-to-end without handcrafted features. 2) We introduced self-attention mechanism in our model to improve the accuracy of the intent classification task, and we proposed an explicit intent-augmented mechanism to build and utilize the semantic correlation between intents and slots. 3) We conduct experiments using three different widely used benchmark datasets, ATIS, Snips and Facebook multilingual task-oriented datasets. The experimental results demonstrate that our proposed model significantly outperforms the previous state-of-the-art models and achieves new state-of-the-art results.
The rest of our paper is structured as follows: Section II discusses related work, Section III gives a detailed description of our model, Section IV presents experimental results and analysis, and Section VI summarizes this work and the future direction.
II. RELATED WORK A. INTENT CLASSIFICATION AND SLOT FILLING
The first methods for the intent classification task were based on the feature space and relied on hand-crafted features (such as one-hot representation) [2] , [3] . Recently, neural networkbased approaches have performed well on this task. For example, deep belief networks (DBNs) were first used in call routing classification [23] . In the most recent studies, convolution neural networks (CNNs) and long short-term memory (LSTM) networks have been widely used in intent classification task [6] , [24] .
The traditional approaches for the slot filling task are based on conditional random fields (CRFs), which are performed well for sequence labeling [25] . Recently, deep learning based models, especially the RNN and its extensions, have shown excellent performance on the slot filling task and outperformed traditional CRF models. For example, Yao et al. [5] proposed using words as inputs in a standard RNN language model and then predicting slot labels rather than words as the output. Peng et al. [7] proposed using an external memory to improve the memorization capability of RNNs. Yao et al. [26] introduced the LSTM architecture for this task and obtained a marginal improvement over the RNN. Yao et al. [27] improved RNNs by using transition features and the sequence-level optimization criterion of CRFs to explicitly model the dependencies of output labels. However, these approaches are constrained, since the number of slot tags that are generated should be the same as the number of the words in an utterance. To overcome this limitation, another method uses an encoder-decoder model containing two RNN models as an encoder for the input and a decoder for the output [16] . The advantage of this method is that this is no need to align between an input utterance and output slot tags. In addition, following the wide application of attention mechanisms in NLP, Simonnet et al. [28] proposed incorporating an attention mechanism and using LSTM network in the encoder-decoder model for the slot filling task. Zhao et al. presented a method that incorporates a pointer network and attention mechanism to improve slot filling [29] .
Recently, joint intent classification and slot filling have achieved great progress. Xu and Sarikaya [11] proposed using a CNN-based triangular conditional random filed (CRF) for joint intent classification and slot filling. Guo et al. [12] adopted recursive neural network that learns the hierarchical representations of the input text for joint intent classification and slot filling. Liu and Lane [16] proposed incorporating an attention mechanism [21] in alignment-based RNN models to provide additional information for intent classification and slot filling. Goo et al. [17] proposed a slot gate that focuses on learning the relationships between intent and slot attention vectors in order to obtain better semantic frame results using the global optimization. Li et al. [18] proposed leveraging a self-attentive mechanism and gate mechanism model for joint slot filling and intent classification and achieved the state-ofthe-art performance when the objectives of both tasks were simultaneously optimized via joint learning in an end-to-end manner.
B. PRE-TRAINED LANGUAGE MODELS
Pre-trained word vectors have been widely used in many NLP tasks and significantly improve model performance [30] - [32] . Recently, Language model pre-training has shown to be very effective for learning universal language representations by leveraging large amounts of unlabeled data. Some pre-trained language models, such as ELMO, GPT, and BERT, have achieved great success on addressing several NLP problems, such as textual entailment, semantic similarity, reading comprehension, and question answering [22] , [33] - [36] . ELMo uses a bidirectional LSTM architecture, GPT exploits a left-to-right transformer architecture, and BERT uses a bidirectional transformer architecture.
III. METHOD
In this paper, we propose a novel encoder-decoder framework for joint intent classification and slot filling. The architecture of our proposed model is illustrated in Figure 2 . The model mainly consists of three components: BERT encoder, intent classification decoder and semantic slot filling decoder. In the following sections, we will describe each part of our proposed model in detail. 
A. ENCODER
Since our model is based on the BERT model, we briefly illustrate the process here. Figure 3 represents the structure of the BERT model.
Bidirectional Transformer Encoder. BERT consists of several bidirectional transformer [37] encoder layers. In each layer, there is first a multi-head self-attention sublayer and then a linear affine sublayer with the residual connections. In each self-attention sublayer,the attention scores e ij are first calculated using Equations. (1) and (2), where d e is the output dimension, and W Q , W K , andW V are the parameter matrices. (2) Then, the output is calculated using Equation (3), which is the weighted sum of the previous outputs h that are added by the previous output h i . The last layer outputs are the context encoding of the input sequence.
BERT for Sentence Representation. We use BERT as encoder of our proposed model, and the input representation is a concatenation of WordPiece embeddings [38] , position embeddings, and segment embeddings. In particular, for single sentence classification and sequence tagging tasks, the segment embedding has no discrimination. A special classification embedding ([CLS]) is inserted as the first token and a special token ([SEP]) is added as the final token. Given an input sequence to the BERT encoder, it then computes the sentence's semantic representations(in particular, in our work, the encoder outputs are the representations of each token), which is denoted by following equation:
where H = (h 1 , . . . , h T ), and h i is each token's contextual semantic representation embedding.
B. INTENT CLASSIFICATION DECODER
Self-Attention. Inspired by the role of self-attention in machine translation and semantic role labeling, we exploit self-attention to explicitly learn the dependencies between any two characters in a sentence and capture the inner structural information of the sentence. In this paper, we adopt the multi-head self-attention mechanism. The scaled dot-product attention can be precisely described as follows:
where
the query matrix, keys matrix and value matrix, respectively. In our setting, Q = K = Q = H , and d is the dimension of the hidden units of BERT, which equals to 2d h . Multi-head attention first linearly projects the queries, keys and values h times by using different linear projections. Then, the h projections perform the scaled dot-product attention in parallel. Finally, these attention results are concatenated and once again projected to obtain the new representation. Formally, the multi-head attention can be expressed as follows:
Finally, we predict the intent label y intent based on this sentence semantic representation H as follows:
This section describes the proposed intent-augmented mechanism that is illustrated in the green part of Figure 2 . To fully utilize the semantic correlation between slots and intents, Goo [17] and Li [18] et al. proposed leveraging the intent contextual information into each word of the input sentence. However, we believe that the intent contextual information is more important for the slot words than for the other noneslot words. If the intent contextual information is leveraged into each word of the input sentence, it may lead to the nonslots being predicted as a true slots. Therefore, we propose to leveraging the intent contextual information only for the real slots.
For each input token contextual embedding in the slot filling decoder, we use the self-attention mechanism to extract and generate another context-aware representation. If the current word is a real slot, we first concatenate the intent contextual information embedding with the current word embedding and then obtaining its semantic representation embedding using a multilayer perception. If the current word is not a slot, we randomly initialize a vector of the same size as the intent contextual information and concatenate it.
where h i is the self-attention output token contextual embeddings in the intent classification decoder; h i is the concatenation results, which is consist of the BERT output token embedding h i and the intent classification decoder token embedding h ; e s i is the context-aware representation that is generated by self-attention in the slot filling decoder; and h s i is the final token semantic representation embedding in the sequence.
D. SLOT FILLING DECODER
For slot filling, we feed the slot filling decoder's hidden states h s 1 , . . . , h s T into a softmax layer to predict the slot tags. To make this procedure compatible with the WordPiece tokenization, we feed each tokenized input word into a WordPiece tokenizer and use the hidden state corresponding to the first sub-token as the input to the softmax classifier.
where h s i is the hidden state corresponding to the first subtoken of word x i . 
E. TASK LEARNING
To jointly model the intent classification and slot filling tasks, the objective is formulated as follows:
where p y S , y I |x is the conditional probability of the understanding result (slot filling and intent classification) given the input word sequence x and is maximized for SLU. The model is end-to-end fine-tuned by minimizing the cross-entropy loss.
IV. EXPERIMENTS A. DATASETS
To evaluate the efficiency of our proposed model, we conduct experiments using three publicly task-oriented dialogue system datasets. The statistics of the datasets are summarized in Table 1 .
The ATIS dataset [39] includes audio recordings of people making flight reservations. The training set contains 4,978 utterances from the ATIS-2 and ATIS-3 corpus, and the test set contains 893 utterances from the ATIS-3 Nov93 and Dec94 datasets. We follow [17] , [18] and extract 500 utterances from the training set as the development set. There are 120 slot labels and 21 intent types in the training set.
The Snips dataset [40] is collected from the Snips personal voice assistant, and the number of samples for each intent is approximately the same. The training, development and test sets contain 13,084, 700 and 700 utterances, respectively. There are 72 slot labels and 7 intent types. The Facebook's multilingual dataset [41] is a new dataset of 57k annotated utterances in English (43k), Spanish (8.6k) and Thai (5k) across the domains weather, alarm, and reminder. There are 11 slot labels and 12 intent types in the training set.
B. EVALUATION METRICS
We use three evaluation metrics to evaluate our model. For the slot filling task, the F1-score is applied. For the intent classification task, the accuracy is utilized. In addition, the sentencelevel semantic frame accuracy (sentence accuracy) is used to represent the general performance of both tasks, which refers to the proportion of the sentence whose slots and intents are both correctly predicted in the whole corpus.
C. BASELINES
We compare our model with the existing baselines, including the following:
• Joint Seq: Hakkani-Tur et al. [14] adopted an RNN for slot filling and used the last hidden state of the RNN is used to predict the utterance intent.
• Attention BiRNN: Liu and Lane [16] further introduced an RNN-based encoder-decoder model for joint slot filling and intent detection. An attention weighted sum of all encoded hidden states is used to predict the utterance intent.
• Slot-Gated Full Attention: Goo et al. [17] utilized a slot-gated mechanism as a special gate function in LSTM to improve slot filling by using the learned intent context vector. The intent context vector is used for intent detection.
• Capsule-NLU: Zhang et al. [20] proposed a capsulebased neural network model to exploit the semantic hierarchy for effective modeling, and it accomplishes slot filling and intent detection by using a dynamic routing-by-agreement schema. They proposed a re-routing schema to further synergize the slot filling performance using the inferred intent representation.
• Joint BERT: Chen et al. [43] proposed a joint intent classification and slot filling model based on BERT that adopts only the output layer of BERT for joint intent classification and slot filling, but no other neural network structure is used.
• SF-ID Network: Haihong et al. [42] introduced an SF-ID network to establish direct connections for the slot filling and intent detection to help them promote each other mutually.
D. IMPLEMENTATION DETAILS
In this work, our model is implemented using the TensorFlow framework [44] . All of our models are built on pre-trained BERT models, which include two versions: BERT BASE and BERT LARGE . The models are pre-trained using the BooksCorpus (800M words) [45] For fine-tuning, all hyper-parameters are tuned on the development set. The maximum length of an utterance is 50. The other parameters we follow BERT papers [22] .
V. RESULTS AND ANALYSIS
There are several pre-trained BERT models that are available on the Google's GitHub page. 1 We first conduct several comparative experiments on the ATIS and Snips datasets to study the effectiveness of different BERT versions. The results are shown in Table 2 . We find that the two multilingual models perform much worse than the monolingual models. An uncased BERT LARGE performs better than the cased BERT BASE , but a cased BERT LARGE is better than the uncased BERT LARGE . The reasons are that the multilingual BERT model does not improve the performance on the monolingual ATIS and Snips English datasets, and, unlike the BERT BASE model, the BERT LARGE model can handle a larger cased vocabulary with substantially more parameters. In the following experiments, BERT BASE refers to the uncased monolingual version of the BERT BASE model, and BERT LARGE refers to the uncased monolingual version of the BERT LARGE model. Table 3 and Table 4 compare the experimental results of the proposed models on both datasets. The first group models are the baselines, and it consists of the state-of-the-art joint learning models. The second group models are our proposed models.
A. OVERALL RESULTS
1 https://github.com/google-research/bert From the Table 3 and Table 4 , we can see that our model significantly outperforms all the baselines by a large margin and achieves state-of-the-art performance on both three publicly datasets. On the Snips dataset, the BERT-SLU model achieves an intent classification accuracy of 98.96% (from 98.6%), a slot filling F1-score of 98.78% (from 97.0%), and a sentence-level semantic frame accuracy of 96.77% (from 92.8%). On the ATIS dataset, the BERT-SLU model achieves an intent classification accuracy of 99.76% (from 97.5%), a slot filling F1-score of 98.75% (from 96.1%), and a sentence-level semantic frame accuracy of 93.89% (from 88.2%).
In particular, to evaluate the generalization capabilities of our proposed model, we also experimented on Facebook's multilingual task-oriented dialogue system dataset. Since the dataset was proposed just this year, there has been less work on it, so we designed some experiments to compare the performance of our proposed models. We can see it that our proposed joint learning model significantly outperforms other methods and achieve the best results on the dataset. especially, our proposed model achieved the best results in English dataset than in Spanish and Thai datasets. We believe that pre-training on large-scale English corpus improves the performance of English natural language understanding.
We attribute the improvement of our proposed model to the following reasons. 1) We use a pre-trained language model in our proposed model, which can obtain general language knowledge from pre-training. 2) The joint learning and intentaugmented mechanism makes the two tasks highly correlated, and each boosts the performance of the other. 3) We leverage a self-attention mechanism to capture the global dependencies of the whole sentence and learn the inner structural features of sentences in the intent classification decoder.
B. ABLATION ANALYSIS
In the last section, we have been witnessed significant improvements among all three metrics on both datasets. However, we would like to know the reasons for the improvement. To explore the contributions of each part of our proposed model for the SLU task, we present a detailed ablation analysis in this section. Since our method comprises one encoder and two decoders, we perform an analysis of each component separately. First, we explore the effect of BERT, and then we analyze the effect of the self-attention mechanism and intentaugmented mechanism. Finally, we study the effect of tokenlevel embedding. (Note: every method of Tables 5-Table 8 has 3 experimental results, the first line is the intent classification accuracy, the second line is the slot filling F1-score, and the third line is the sentence semantic frame accuracy.)
1) EFFECT OF BERT
In this part, we study the effect of the proposed BERT encoder. We replaced the BERT encoder with the CNN + BiLSTM model and kept the other components the same as ours. CNN can obtain the local semantic representation of the input sentence and BiLSTM can obtain the global structural representation of the input sentence. Table 5 shows the comparison results of the BERT and CNN+BiLSTM encoders on three datasets.
From Table 5 , we can see that the BERT model performs remarkably well on both datasets and achieves a new state-of-the-art performance, which indicates the effectiveness of a strong pre-trained model in SLU tasks. We attribute this to the fact that pre-trained models can provide rich semantic features and external language knowledge, which can help to improve the performance on SLU tasks. In addition, our proposed model with BERT significantly outperforms Chen et al. proposed [43] a BERT model in which there is no explicit interaction between intent detection and slot filling in two datasets in the overall acc metric. This result demonstrates that our framework is effective with BERT.
2) EFFECT OF THE SELF-ATTENTION MECHANISM
In this section, we discuss the effect of the proposed intent classification with the following conditions:
• We conduct experiments to perform intent classification using the BERT's [CLS] contextual representations. We denote this method as CLS in Table 6 .
• We experimented on the token-level intent context representation model, in which we first merge the context VOLUME 7, 2019 representation of each token into a sentence-level contextual representation and then implement the intent classification. We refer to this method as Token-CLS.
• We leverage a self-attention mechanism to capture the contextual information for each token and then perform the intent classification using the Token-CLS method. We call this method as Token-CLSA. Table 6 shows the experimental results using three different intent classification methods. We can see that using tokenlevel context information for intent classification produces better classification results than using sentence-level context information intent classification. We believe that the reason is that token-level context information provides more granular semantic information and improves the semantic representation of intent context information.
In addition, we observe that the model with a self-attention mechanism achieves the best results. This indicates that it is effective to use the self-attention mechanism at the token level context information. We believe that the self-attention mechanism separately calculates the context representation of each token and enhances the functionality of the same aspect of the interaction. We use the self-attention mechanism to construct the semantic representations for intent classification to learn to dynamically control the focus at each word position and improve the encoding quality of the input sentence. We visualize the input sentence state vector after using self-attention as shown in Figure 4 , which can prove once again that using self-attention at the token level is effective.
3) EFFECT OF THE INTENT-AUGMENTED MECHANISM
To verify the effectiveness of the intent-augmented mechanism, we conduct experiments with the following conditions:
• We conduct experiments to incorporate intent information by using slot-gated mechanism which is similar to Goo et al [17] , providing intent information by interacting with the slot filling decoder by gate function.
• Unlike the above method, we only incorporate the intent contextual information into the real slot in the slot filling decoder instead of all the slots in the sentence. Table 7 shows the results of different intent mechanisms on three datasets. We can observe that our proposed intentaugmented mechanism achieves noticeable improvements over the previous results on both datasets. Without the intent-augmented mechanism, the performance significantly decreases on both datasets, especially on the slot filling and sentence-level semantic frame analysis tasks. We believe that the main reason for the performance degradation is the lack of information interaction between intents and slots, which results in the intent context information not effectively guiding and affecting the slot filling task. The semantic information interactions between intents and slots can improve the representation quality of the sentence or word semantic feature space and provide a new perspective on interpreting joint training. From the experimental results, we can see that our proposed intent-augmented mechanism is effective for the spoken language understanding.
4) EFFECT OF INTERACTIONAL TOKEN EMBEDDING
Semantic representation learning is a foundation for processing many natural language processing tasks. Text semantic representation quality impacts natural language understanding research, especially in task-oriented dialogue systems. In this experiment, we incorporate the token-level embedding in the intent decoder into the decoding stage of the slot filling decoder to enrich the semantic representation of the input sentence and improve the semantic representation of the sentence (blue line data stream in Figure 2 ). Table 8 presents the experiments results.
We can see it from the experimental results that the model incorporating the token-level embedding is significantly better than the model without the token-level embedding on the sentence semantic framework accuracy. In addition, we have found that this method makes a positive improvement in the slot filling performance on three datasets. This result proves that this method is effective in improving the spoken dialogue understanding.
C. CASE STUDY
Language knowledge guidance plays an important role in natural language understanding, especially in intent classification and semantic slot filling tasks in a task-oriented dialogue system. We take an utterance from the Snips dataset as an example to illustrate the effectiveness of our proposed model, and the results are shown in Table 9 . In this case, the intent and slot of the utterance ''find on on dress parade'' is predicted by the capsule neural networks as SearchCreativeWork and the object name. ''Dress parade'' is recognized as an object name, while the ''find'' and ''on'' are not semantic slots. Obviously, these predicted results are wrong. As we all know, the ''on dress parade'' was a movie that was directed by William Clemens in 1939. Therefore, the semantic slot tag of ''on dress parade'' should be ''moive name'' instead of ''object name''. Table 9 shows that the BERT-SLU model correctly predicts the slot tags and intent. We attribute this to the BERT model being partly pre-trained using Wikipedia, and it possibly learned the information for this rare phrase, since ''On Dress Parade'' is just one of many movies in the Wikipedia database.
D. ERROR ANALYSIS
Our proposed model significantly outperforms previous stateof-the-art models and achieves new state-of-the-art results on three datasets. However, the overall sentence-level semantic framework is relatively inaccurate and still cannot reach 100%. There are three possible reasons for this issue. The first reason is that the scale of dataset is small and the category distribution is imbalanced (especially the ATIS dataset). The second reason is annotation errors. There are some utterances that were assigned the wrong intent category and semantic slot tags during manual annotation. Another reason is that some utterances contain multiple intents in an utterance and we only study the single intent classification does not multiple intents classification in this study, which affecting the evaluation of our performance.
VI. CONCLUSION
In this paper, we proposed a joint learning approach based on the BERT architecture for intent classification and slot filling tasks. In our model, pre-trained language model is introduced to better represent the semantics of utterances, and an intent-augmented mechanism is introduced to make full use of the semantic correlation between intents and slots. The experimental results on the three publicly datasets have shown the efficiency of our model and that it outperforms the state-of-the-art approach on both tasks. In future work, we plan to incorporate supervised pre-training into our model to improve the performance of the intent classification and slot filling tasks. In addition, we plan to study multiple intent classification in a task-oriented dialogue system.
