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Abstract
We define the reduced Khovanov homology of an open book (S,φ), and identify a distinguished “contact
element” in this group which may be used to establish the tightness or non-fillability of contact structures
compatible with (S,φ). Our construction generalizes the relationship between the reduced Khovanov ho-
mology of a link and the Heegaard Floer homology of its branched double cover. As an application, we give
combinatorial proofs of tightness for several contact structures which are not Stein-fillable. Lastly, we in-
vestigate a comultiplication structure on the reduced Khovanov homology of an open book which parallels
the comultiplication on Heegaard Floer homology defined in Baldwin (2008) [4].
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
The goal of this paper is to demonstrate how Khovanov homology and related ideas may
be used to combinatorially establish the tightness or non-fillability of certain contact structures.
Let S be a compact, oriented surface with boundary, and let φ be a composition of Dehn twists
around homotopically non-trivial curves in S. The abstract open book (S,φ) corresponds to
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a contact 3-manifold, which we denote by (MS,φ, ξS,φ) [11,38]. Given a factorization of φ as a
product of Dehn twists, we use the link surgeries spectral sequence machinery of Ozsváth and
Szabó [31] to define a filtered chain complex (C(S,φ),D) whose homology is isomorphic to
ĤF(−MS,φ) (we work with Z2 coefficients throughout). We then define the reduced Khovanov
homology K˜h(S,φ) of the given factorization to be the E2 term of the spectral sequence asso-
ciated to this filtered complex. (Although our notation does not reflect this, we always assume
that a factorization of φ is fixed; K˜h(S,φ) does not remain invariant if we use a different factor-
ization for φ, see Remark 5.3.) Next, we consider the contact structure associated to (S,φ), and
identify an element ψ(S,φ) ∈ K˜h(S,φ) which is related to the Ozsváth–Szabó contact invariant
c(S,φ) ∈ ĤF(−MS,φ) via this spectral sequence.
Let Sk,r denote the genus k surface with r boundary components. By Giroux’s correspon-
dence [11], every contact 3-manifold is compatible with an open book of the form (Sk,1, φ).
Moreover, any boundary-fixing diffeomorphism of Sk,1 is isotopic (rel. ∂Sk,1) to a composition
of Dehn twists around the curves α0, . . . , α2k depicted in Fig. 1 [16]. We show that K˜h(Sk,1, φ)
and ψ(Sk,1, φ) are combinatorially computable when φ is such a composition.
When the contact manifold (MS,φ, ξS,φ) is the branched double cover of a transverse link,
our construction specializes to the setup of [33]. Indeed, let w = w(σ1, σ−11 , . . . , σ2k, σ−12k ) be a
word in the elementary generators (and their inverses) of the braid group on 2k + 1 strands, and
let Lw denote the closure of the braid specified by w. We may think of Lw as a transverse link
in standard contact structure ξst on S3, and lift ξst to a contact structure ξLw on the double cover
Σ(Lw) of S3 branched along Lw . The contact structure ξLw is compatible with a natural open
book decomposition (Sk,1, φw) of Σ(Lw), where φw = w(Dα1,D−1α1 , . . . ,Dα2k ,D−1α2k ) (here, Dγ
stands for the right-handed Dehn twist around the curve γ ). According to [31], the Heegaard
Floer homology ĤF(−Σ(Lw)) can be computed via a link surgeries spectral sequence whose
E2 term is isomorphic to the reduced Khovanov homology of Lw . In this case, K˜h(Sk,1, φw) is
the same as K˜h(Lw), and the element ψ(Sk,1, φw) coincides with the transverse link invariant
ψ(Lw) introduced by the second author in [33]. As shown by L. Roberts in [36], ψ(Lw) “cor-
responds” (in a sense to be made precise) to the contact invariant c(ξLw) ∈ ĤF(−Σ(Lw)). Our
construction generalizes this result.
The vector space K˜h(S,φ) inherits a grading from the filtration of (C(S,φ),D), which we
refer to as the “homological grading” (and also as the “I -grading”) since it agrees with the ho-
mological grading on reduced Khovanov homology under the specialization described in the
previous paragraph. The element ψ(S,φ) is contained in homological grading 0. Although
K˜h(S,φ) depends on the precise way that φ is written as a composition of Dehn twists, it pos-
sesses some invariance properties. In Section 3 we show that the graded vector space K˜h(S,φ)
2546 J.A. Baldwin, O. Plamenevskaya / Advances in Mathematics 224 (2010) 2544–2582is invariant under stabilization of the open book. The element ψ(S,φ) ∈ K˜h(S,φ) is invariant
under positive stabilization, and is killed by negative stabilization.
Even though the element ψ(S,φ) is not an invariant of the contact structure, it may sometimes
be used, per the following theorem, to determine whether the contact structure ξS,φ is tight.
Theorem 1.1. If the spectral sequence from K˜h(S,φ) to ĤF(−MS,φ) collapses at the E2 term
then ψ(S,φ) = 0 implies that c(S,φ) = 0, and, hence, that ξS,φ is tight.
Observe that this spectral sequence collapses at the E2 term whenever
rk
(
K˜h(S,φ)
)= ∣∣H1(MS,φ;Z)∣∣,
since rk(ĤF(−MS,φ))  |H1(MS,φ;Z)| (see [28]). Thus, in favorable cases, the collapsing
condition is easy to verify (we use the computer programs Kh and Trans [7] to compute
rk(K˜h(S,φ)) and to determine whether ψ(S,φ) = 0). In the special case of branched dou-
ble covers, we can often do without a computer since the spectral sequence from K˜h(L) to
ĤF(−Σ(L)) collapses at the E2 term as long as L is a quasi-alternating link [31]. In particu-
lar, if the transverse knot K belongs to a quasi-alternating knot type, then Theorem 1.1 implies
that c(ξK) = 0 whenever ψ(K) = 0, a result conjectured in [33]. The following theorem gives a
simple sufficient condition for ψ(K) to be non-zero.
Theorem 1.2. If K is a transverse knot for which sl(K) = s(K)−1 then ψ(K) = 0. The converse
is also true if K belongs to a quasi-alternating (or any K˜h-thin3) knot type. Here, sl(K) is the
self-linking number of the transverse knot, and s(K) is Rasmussen’s invariant [35].
Corollary 1.3. If K is a transverse representative of a quasi-alternating knot and sl(K) =
σ(K) − 1 then c(ξK) = 0, and, hence, ξK is tight. Here, σ is the knot signature.
Note that sl(K)  s(K) − 1 for any transverse knot K [32,37]. Therefore, the hypothesis
in Theorem 1.2 is equivalent to the sharpness of this upper bound for the self-linking number.
In [23], Ng tabulates the maximal self-linking numbers for knots with at most 10 crossings.
Combining those values with the results above, we can, in certain cases, establish the existence
of a tight contact structure on the branched double cover of a given knot.
In Section 7.1, we provide several examples which demonstrate the use and efficiency of our
Khovanov-homological machinery for proving tightness. In particular, we show that ξK is tight
but not Stein-fillable (our tightness result is therefore non-trivial) for several infinite families of
transverse knots K which satisfy the hypotheses of Corollary 1.3. Some of the knots we consider
are transverse 3-braids. When K is a transverse 3-braid, the contact structure ξK is compatible
with a genus one, one boundary component open book, and the question of whether ξK is tight
or overtwisted is resolved in [3,14]. However, in contrast to the techniques used in [3,14], our
methods apply to transverse braids of arbitrary braid index, require no explicit calculation of the
Heegaard Floer contact invariant, and are completely combinatorial.
3 A knot is said to be “K˜h-thin” if its reduced Khovanov homology is supported in bi-gradings (i, j), where j − 2i is
some fixed constant (see [22], for example).
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strongly symplectically fillable (but not necessarily overtwisted) [26]. Thus, our construction
may also be used to combinatorially prove that certain contact structures are not fillable.
Proposition 1.4. If K˜h(S,φ) is supported in non-positive homological gradings and
ψ(S,φ) = 0, then c(S,φ) = 0, and, hence, ξS,φ is not strongly symplectically fillable.
In contrast, if φ is composed solely of right-handed Dehn twists, then K˜h(S,φ) is supported
in non-negative homological gradings and ψ(S,φ) = 0. Recall that if L is a transverse link in S3,
then the element ψ(L) ∈ K˜h(L) is contained in the bi-grading (0, sl(L) + 1) [33].
Corollary 1.5. If L is a transverse link for which K˜h(L) is supported in non-positive homo-
logical gradings and K˜h(L) vanishes in the bi-grading (0, sl(L) + 1), then ξL is not strongly
symplectically fillable.
In Section 7.3, we give examples which demonstrate the use of Proposition 1.4 and Corol-
lary 1.5 in proving that certain contact structures are not strongly symplectically fillable. We
conclude with an investigation of some additional structure on the reduced Khovanov homology
of an open book. Specifically, we show that ψ(S,φ) behaves naturally with respect to a comul-
tiplication map on K˜h(S,φ). This closely parallels the behavior of the Ozsváth–Szabó contact
invariant under a similar comultiplication defined on Heegaard Floer homology in [4].
In this paper, we focus on the E2-term of the link surgeries spectral sequence. Higher terms of
this spectral sequence also seem to be interesting. In [6], the first author shows that these higher
terms of the spectral sequence from K˜h(L) to ĤF(−Σ(L)) are invariants of the link L. This
suggests that there is perhaps a nice combinatorial description of the higher terms. If so, then
a combinatorial description of the higher terms in the spectral sequence from K˜h(Sk,1, φ) to
ĤF(−MSk,1,φ) would almost surely follow, whenever φ is a composition of Dehn twists around
the curves α0, . . . , α2k . This would provide a new algorithm for computing the rank of ĤF(M)
for any 3-manifold M , since all 3-manifolds are of the form MSk,1,φ .
The paper is organized as follows. In Section 2, we construct Khovanov homology for an open
book factorization. In Section 3, we prove its invariance under stabilization of the open book. In
Section 4, we define the contact element ψ(S,φ), discuss its behaviour under positive and neg-
ative stabilizations, establish its relation to c(S,φ), and prove Theorem 1.1 and Proposition 1.4.
In Section 5, we prove that K˜h(S,φ) and ψ(S,φ) are combinatorially computable. In Section 6,
we return to the case where the contact manifold is the branched double cover of a transverse
knot K , so that ψ(S,φ) = ψ(K), and establish non-vanishing properties of ψ(K), proving The-
orem 1.2 and Corollary 1.3. Section 7 is devoted to applications: we use our constructions to
prove tightness and non-fillability of some contact structures. Finally, in Section 8 we discuss
comultiplicativity of ψ(S,φ).
2. The reduced Khovanov homology of an open book factorization
Let S be a compact, oriented surface with boundary (we will use the notation Sk,r when we
wish to emphasize that S has genus k and r boundary components). Recall that the 3-manifold
MS,φ is defined to be S × [0,1]/ ∼, where ∼ is the identification given by
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fiber is the binding B of the open book (Sk,r , id). The arrow indicates the direction of increasing t values (that is, the S1
direction of the fibration). At the bottom is a surgery diagram for −M
S2,1,Dα1Dα2Dα4D
−1
α0 Dα4D
−1
α1 Dα3
.
(x,1) ∼ (φ(x),0), x ∈ S,
(x, t) ∼ (x, s), x ∈ ∂S, t, s ∈ [0,1].
Suppose that φ is a composition of Dehn twists, φ = D
1γ1 · · ·D
nγn with 
j ∈ {−1,1} (writing
monodromy as composition φ = hg, we assume that h is performed first). Choose points 0 =
t1 < · · · < tn = 1 in the interval [0,1]. Because each Dehn twist can be interpreted as a surgery
on the corresponding curve in the 3-manifold, −MS,φ is obtained from −MS,id by performing

j -surgery on γj × {tj }, relative to the framing induced by S, for each j = 1, . . . , n. See Fig. 2
for an example; note that 0-framed surgeries on thicker curves represent −MS,id .
For each vector i = (i1, . . . , in) ∈ {0,1}n we define the “complete resolution” (S,φ)i to be
the 3-manifold obtained from −MS,id by performing m(
j , ij )-surgery on γj × {tj } for each
j = 1, . . . , n, where
m(
j , ij ) =
{0, if (
j , ij ) = (1,1) or (−1,0),
∞, if (
j , ij ) = (1,0) or (−1,1).
Said differently, in taking a complete resolution, we replace each 
j -surgery in −MS,φ with a
0- or ∞-surgery as prescribed above (see Fig. 3 for an example). This is analogous to replacing
each crossing in a planar link diagram with one of its two resolutions. We make this analogy
more precise in Remark 2.3.
Following Ozsváth and Szabó [31], we construct a Heegaard multi-diagram compatible
with all possible combinations of 
j -, 0- and ∞-surgeries on the components of the link
L =⋃nj=1 γj × {tj }, and we use this to build a chain complex (C(S,φ),D) whose differential
counts holomorphic polygons in a symmetric product of this multi-diagram. As a vector space,
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C(S,φ) =
⊕
i∈{0,1}n
ĈF
(
(S,φ)i
)
,
and D is the sum of maps
Di,i′ : ĈF
(
(S,φ)i
)→ ĈF((S,φ)i′),
over all pairs i, i′ for which i  i′ (we say that i  i′ if ij  i′j for all j = 1, . . . , n).
Theorem 2.1. (See [31, Theorem 4.1].) The homology H∗(C(S,φ),D) is isomorphic to
ĤF(−MS,φ).
There is a grading on C(S,φ) defined, for x ∈ ĈF(−Σ(Li)), by I (x) = |i| − n−(φ), where
|i| = i1 +· · ·+ in, and n−(φ) is the number of left-handed Dehn twists in the composition φ. We
refer to this as the “I -grading” or the “homological grading” on C(S,φ). This grading induces
an “I -filtration” of the complex (C(S,φ),D), which, in turn, gives rise to a spectral sequence.
Let (EkI (S,φ),D
k
I ) denote the (Ek,Dk) term of this spectral sequence. The differential D
0
I on
the associated graded object E0I (S,φ) is the sum of the standard Heegaard Floer boundary maps
Di,i : ĈF
(
(S,φ)i
)→ ĈF((S,φ)i).
Therefore, E1I (S,φ) is isomorphic to ⊕
i∈{0,1}n
ĤF
(
(S,φ)i
)
.
The vector i′ ∈ {0,1}n is said to be an “immediate successor” of i if i′k > ik for some k and
i′ = ij for all j = k. If i′ is an immediate successor of i, then (S,φ)i′ is obtained from (S,φ)ij
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resolution on the left is the 1-resolution, the one on the right is the 0-resolution.
Fig. 5. The curves α1, . . . , α2k+1 on the surface Sk,2.
by changing the surgery coefficient on the component γk × {tk} from ∞ to 0 or from 0 to ∞. In
the first case,
(Di,i′)∗ : ĤF
(
(S,φ)i
)→ ĤF((S,φ)i′)
is the map induced by the 2-handle cobordism corresponding to 0-surgery on γk × {tk}. In the
second case, (Di,i′)∗ is the map induced by the 2-handle cobordism corresponding to 0-surgery
on a meridian of γk × {tk}. By construction, the differential D1I on
⊕
i∈{0,1}n ĤF((S,φ)i) is the
sum of the maps (Di,i′)∗, over all pairs i, i′ for which i′ is an immediate successor of i.
Definition 2.2. The reduced Khovanov homology of the given factorization of the open book
(S,φ) is defined to be the graded vector space E2I (S,φ); it is denoted by K˜h(S,φ).
To avoid cumbersome formulas, we drop the particular factorization of φ from our notation,
but we will always assume that φ stands for a fixed composition of Dehn twists.
Remark 2.3. The reduced Khovanov homology of a link is a special case of our construction.
Suppose that w = σ 
1l1 · · ·σ

n
ln
is a word in the generators of the braid group on m strands, with

j ∈ {−1,1}. For i ∈ {0,1}n, let (Lw)i denote the link obtained from Lw by taking the ij -
resolution (see Fig. 4) of the crossing corresponding to σ 
jlj for each j = 1, . . . , n. If m = 2k + 1,
then Σ(Lw) has an open book decomposition given by (Sk,1, φw), where φw = D
1αl1 · · ·D

n
αln
.
By design, the complete resolution (Sk,1, φw)i is diffeomorphic to −Σ((Lw)i), and our entire
construction of K˜h(Sk,1, φw) is identical to the construction of K˜h(Lw) by Ozsváth and Sz-
abó in [31]. Moreover, the homological grading on K˜h(Sk,1, φw) agrees with the homological
grading on K˜h(Lw).
Similar statement is true for m = 2k + 2, except that now Σ(Lw) has an open book de-
composition given by (Sk,2, φw), where the page Sk,2 has two boundary components, and
φw = D
1αl1 · · ·D

n
αln
is a composition of Dehn twists around the curves α1, . . . , α2k+1 depicted
in Fig. 5.
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Recall that a positive (resp. negative) stabilization of the open book (S,φ) is an open book
(S′, φ′), where S′ is the union of S with a 1-handle, and φ′ is the composition of φ with a right-
handed (resp. left-handed) Dehn twist around a curve in S′ which intersects the co-core of the
1-handle exactly once.
Theorem 3.1. If (S′, φ′) is a stabilization of (S,φ), then K˜h(S,φ) ∼= K˜h(S′, φ′) as graded vector
spaces.
For the proof of Theorem 3.1, we need the following technical result from [31]. Recall that
for any 3-manifold Y , ĤF(Y ) is a module over the algebra
∧∗
H1(Y )/Tors [29]. When Y =
# l (S1 × S2), this module structure is particularly simple. In the following proposition, Y0(K)
denotes the result of the 0-surgery on a knot K ⊂ Y .
Proposition 3.2. (See [31, Proposition 6.1].) If Y = # l (S1 × S2), then ĤF(Y ) can be identified
with
∧∗
H1(Y ) as an
∧∗
H1(Y )-module. If the knot K represents a circle in one of the S1 × S2
summands of Y , then Y ′ = Y0(K) is diffeomorphic to # l−1(S1 × S2), and there is a natural
identification
π : H1(Y )/[K] → H1
(
Y ′
)
.
If W is the corresponding 2-handle cobordism from Y to Y ′, then the associated map
FW : ĤF(Y ) → ĤF
(
Y ′
)
is induced by π . Dually, if K ⊂ Y is an unknot, then Y ′′ = Y0(K) is diffeomorphic to
# l+1(S1 × S2), and there is a natural inclusion
i : H1(Y ) → H1
(
Y ′′
)
.
If W ′ is the corresponding 2-handle cobordism from Y to Y ′′, then the induced map
FW ′ : ĤF(Y ) → ĤF
(
Y ′′
)
is specified by FW ′(ξ) = i(ξ) ∧ [K ′′] where [K ′′] ∈ H1(Y ′′) generates the kernel of the map
H1(Y ′′) → H1(W ′).
Our proof of Theorem 3.1 is similar in spirit to the proof that the reduced Khovanov homology
of a link is invariant under the first Reidemeister move [18].
Proof of Theorem 3.1. Let φ = D
1γ1 · · ·D
nγn . Suppose that (S′, φ′) is obtained from (S,φ) via
stabilization, so that φ′ = φ ◦ τc, where τc is a Dehn twist around a curve c which intersects the
co-core of the new 1-handle exactly once. Let
L =
n⋃
γj × {tj } ∪ c × {tn+1}
j=1
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−1
α0 Dα4D
−1
α1 Dα3 ◦Dc), where
c is the curve α5 ⊂ S2,2. The non-solid curves in this diagram represent the link L in −MS2,2,id corresponding to this
stabilization. The component c × {tn+1} is dotted and the sublink L′ is dashed. The bottom figure is obtained from the
top figure via handleslides, and represents the decomposition of −MS2,2,id into −MS2,1,id # (S1 × S2). When “sliding”
a link component over a 0-surgery curve, we are simply taking the connected sum of the component with a (0-framed)
longitude of the surgery curve. This longitude is an unknot, so the framed link is unchanged by the slide.
be the framed link in −MS′,id corresponding to the open book (S′, φ′). Write
L′ =
n⋃
j=1
γj × {tj },
so that L = L′ ∪ c × {tn+1}.
There is a decomposition
−MS′,id ∼= −MS,id #
(
S1 × S2)
in which the sublink L′ is contained in the −MS,id summand, while the component c × {tn+1}
represents a circle in the S1 × S2 summand (c × {tn+1} does not link L′). See Fig. 6 for an
example.
Suppose that (S′, φ′) is a negative stabilization of (S,φ). Let Y0 ∼= S3 and Y1 ∼= S1 × S2
be the 3-manifolds obtained by performing 0- and ∞-surgeries, respectively, on the component
c × {tn+1} ⊂ S1 × S2. Note that Y1 is obtained from Y0 by performing 0-surgery on a meridian
mc of c × {tn+1}. Let
C− = ĤF(Y0)⊕ ĤF(Y1)
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d : ĤF(Y0) → ĤF(Y1)
is the map induced by the 2-handle cobordism corresponding to 0-surgery on mc.
Observe that L′ ⊂ −MS,id is the link associated to the open book (S,φ). For i ∈ {0,1}n+1, let
i be the vector in {0,1}n defined by i = (i1, . . . , in). Then,(
S′, φ′
)
i
∼= (S,φ)i # Yin
for all i ∈ {0,1}n+1, and the complex E1I (S′, φ′) decomposes as a tensor product,
E1I
(
S′, φ′
)∼= E1I (S,φ)⊗Z2 C−.
Therefore,
K˜h
(
S′, φ′
)∼= K˜h(S,φ)⊗Z2 H∗(C−, d) (1)
as a vector space. Using the identification in Proposition 3.2,
C− ∼=
∧∗
H1
(
S3
)⊕∧∗H1(S1 × S2),
and the differential
d :
∧∗
H1
(
S3
)→∧∗H1(S1 × S2)
sends 1 to a generator of
∧1
H1(S1 × S2), since mc is an unknot in Y0. Therefore, H∗(C−, d) is
generated by
∧0
H1(S1 × S2) ∼= Z2. By Eq. (1), K˜h(S′, φ′) ∼= K˜h(S,φ) as vector spaces, and it
is clear that this isomorphism preserves the grading.
Now suppose that (S′, φ′) is a positive stabilization of (S,φ). In this case, Y0 ∼= S1 × S1 and
Y1 ∼= S3 are the 3-manifolds obtained via ∞- and 0-surgeries on c × {tn+1} ⊂ S1 × S2. Let
C+ = ĤF(Y0)⊕ ĤF(Y1)
be the complex whose differential
d : ĤF(Y0) → ĤF(Y1)
is the map induced by the 2-handle cobordism corresponding to 0-surgery on c × {tn+1}. As
before,
(
S′, φ′
)
i
∼= (S,φ)i # Yin
for all i ∈ {0,1}n+1, and the complex E1I (S′, φ′) decomposes as a tensor product,
E1
(
S′, φ′
)∼= E1(S,φ)⊗Z C+.I I 2
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C+ ∼=
∧∗
H1
(
S1 × S2)⊕∧∗H1(S3),
and the differential
d :
∧∗
H1
(
S1 × S2)→∧∗H1(S3)
sends 1-to-1, and kills
∧1
H1(S1 × S2), since c × {tn+1} is a circle in Y0 ∼= S1 × S2. Therefore,
H∗(C+, d) is generated by
∧1
H1(S1 ×S2) ∼= Z2, and K˜h(S′, φ′) ∼= K˜h(S,φ) as in the previous
case. Let ξ be a generator of
∧1
H1(S1 × S2). The chain map
ρ : E1I (S,φ) → E1I (S,φ)⊗Z2 C+
defined by sending x to x ⊗ ξ induces this isomorphism since K˜h(S′, φ′) is generated by
E1I (S,φ)⊗
∧1
H1(S1 × S2). 
4. The element ψ(S,φ) and its relationship with c(S,φ)
Suppose that φ = D
1γ1 · · ·D
nγn , and recall that
E1I (S,φ)
∼=
⊕
i∈{0,1}n
ĤF
(
(S,φ)i
)
.
Let io be the vector in {0,1}n defined by
(io)j =
{0, if 
j = 1,
1, if 
j = −1.
Then (S,φ)io is the complete resolution obtained by performing ∞-surgery on each curve
γj × {tj } in −MS,id. If S = Sk,r then (S,φ)io ∼= #2k+r−1(S1 × S2). Therefore, we may identify
ĤF((S,φ)io ) with
∧∗
H1((S,φ)io ), by Proposition 3.2. Note that
∧2k+r−1
H1((S,φ)io )
∼= Z2.
Definition 4.1. ψ˜(S,φ) ∈ E1I (S,φ) is defined to be the generator of
∧2k+r−1
H1((S,φ)io ).
It is not hard to show directly that ψ˜(S,φ) is closed in (E1I (S,φ),D
1
I ). It is useful, however,
to take a slightly more roundabout approach.
Lemma 4.2. If (S′, φ′) is a positive stabilization of (S,φ), then the chain map
ρ : E1I (S,φ) → E1I
(
S′, φ′
)
defined in the proof of Theorem 3.1 sends ψ˜(S,φ) to ψ˜(S′, φ′). Recall that ρ induces an isomor-
phism from K˜h(S,φ) to K˜h(S′, φ′).
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if ψ˜(S′, φ′) is closed since the map ρ is injective.
Proof of Lemma 4.2. For i ∈ {0,1}n, let i be the vector in {0,1}n+1 defined by i =
(i1, . . . , in,0). Recall that
C+ ∼=
∧∗
H1
(
S1 × S2)⊕∧∗H1(S3).
Restricted to the summand ĤF((S,φ)io ),
ρ : ĤF((S,φ)io)→ ĤF((S,φ)io)⊗Z2 C+
sends ψ˜(S,φ) to ψ˜(S,φ) ⊗ ξ , where ξ is a generator of ∧1H1(S1 × S2). And, with respect to
the identification
ĤF
(
(S,φ)io
)⊗Z2 ∧∗H1(S1 × S2)∼= ĤF((S′, φ′)i¯o),
ψ˜(S,φ) ⊗ ξ corresponds to ψ˜(S′, φ′). 
For the rest of this section, we will assume that S has connected boundary unless other-
wise specified. Roberts’ main observation in [36], transplanted to our more general setting, is
that the binding B of the open book (S,φ) gives rise to an additional filtration of the com-
plex (C(S,φ),D). More precisely, B may be incorporated into the Heegaard multi-diagram
mentioned in Section 2 so that the intersection points in the multi-diagram which generate the
summands ĈF((S,φ)i) of C(S,φ) are each assigned an Alexander grading (as B gives rise to a
null-homologous knot Bi in each (S,φ)i ). These Alexander gradings (or “A-gradings” for short)
induce a filtration of the group C(S,φ), which we call the “A-filtration”. The differential D is
a filtered map with respect to the A-filtration since none of the curves γj × {tj } algebraically
link B [27, Section 8].
If C is a filtered group with filtration
{0} =Fj−l ⊂ · · · ⊂Fj−1 ⊂Fj = C,
then we refer to Fk as “filtration level k”. If d is a differential on C which respects this filtration,
then there is an induced filtration of homology,
{0} =F ′j−l ⊂ · · · ⊂F ′j−1 ⊂F ′j = H∗(C,d),
where F ′k is the set of homology classes which can be represented by cycles in Fk .
The A-filtration of (C(S,φ),D) gives rise to an obvious filtration of E0I (S,φ), which, in turn,
induces an A-filtration of each term EnI (S,φ).
Lemma 4.3. ψ˜(S,φ) is the unique non-zero element of E1I (S,φ) in filtration level −g(S). More-
over, ψ˜(S,φ) is closed in (E1(S,φ),D1).I I
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quence of positive stabilizations. Therefore, Lemmas 4.2 and 4.3 imply that ψ˜(S,φ) is closed
for any S.
Proof of Lemma 4.3. Let S = Sk,1. Then, ψ˜(S,φ) is the generator of ∧2kH1((S,φ)io ). The
natural isomorphism between ĤF((S,φ)io ) and ĤFK((S,φ)io ,Bio) gives an identification of
ĤFK((S,φ)io ,Bio , j) with the group
∧k−j
H1((S,φ)io ) [27]. As a result, ψ˜(S,φ) corresponds
to the generator of ĤFK((S,φ)io ,Bio ,−k), and is therefore a non-zero element of E1I (S,φ) in
filtration level −k = −g(S).
If i = io then (S,φ)i is obtained from MS,id by performing 0-surgery on at least one of
the curves γj × {tj }. Therefore, g(Bi) < g(S), and, hence, ĤFK((S,φ)i,Bi, j) vanishes for
j −g(S). As a result, there is no non-zero element of ĤF((S,φ)i) in A-filtration level −g(S).
Since the differential D1I is a filtered map with respect to the A-filtration of E1I (S,φ), it follows
that D1I (ψ˜(S,φ)) = 0. 
Definition 4.4. For any open book (S,φ), we define ψ(S,φ) to be the image of ψ˜(S,φ) in
E2I (S,φ) = K˜h(S,φ).
Note that ψ(S,φ) is contained in homological grading 0. Below, we show that ψ vanishes for
negative stabilizations.
Lemma 4.5. Let (S,φ) be any open book, and suppose that (S′, φ′) is a negative stabilization
of (S,φ). Then ψ(S′, φ′) = 0.
Proof of Lemma 4.5. As in the proof of Theorem 3.1,
E1I
(
S′, φ′
)∼= E1I (S,φ)⊗Z2 C−,
where C− is the complex
C− ∼=
∧∗
H1
(
S3
)⊕∧∗H1(S1 × S2),
whose differential
d :
∧∗
H1
(
S3
)→∧∗H1(S1 × S2)
sends 1 to a generator ξ of
∧1
H1(S1 ×S2). Under this identification, the summand ĤF ((S′,φ′)io )
is identified with
ĤF
(
(S,φ)io
)⊗Z2 ∧∗H1(S1 × S2),
and ψ˜(S′, φ′) corresponds to ψ˜(S,φ) ⊗ ξ . Since ψ˜(S,φ) is closed in E1I (S,φ), ψ˜(S,φ) ⊗ ξ is
the boundary of ψ˜(S,φ) ⊗ 1 in this complex. Therefore, ψ(S′, φ′) = 0. 
Remark 4.6. By Theorem 3.1 and Lemma 4.2, it is enough to prove Theorem 1.1 for open books
with connected binding.
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defined by the second author in [33] is precisely the class ψ(Sk,1, φw) in K˜h(Sk,φw) ∼= K˜h(Lw).
This also follows from Lemma 4.3 combined with Roberts’ characterization of ψ(Lw) in [36].
Let us denote by EnA(S,φ) the En term of the spectral sequence associated to the A-filtration
of (C(S,φ),D). In [36], Roberts (effectively) proves that, for n  1, EnA(S,φ) is isomorphic
as a graded group to the En term of the spectral sequence associated to the Alexander filtra-
tion of ĈF(−MS,φ) induced by B [36, Lemma 7]. We may therefore view the contact invariant
c(S,φ) as the unique generator of E∞A (S,φ) in A-grading −g(S) [30]. Equivalently, c(S,φ) is
the generator of the A = −g(S) filtration level of H∗(C(S,φ),D).
In order to make the relationship between ψ(S,φ) and c(S,φ) more transparent, we provide
a short review of the “cancellation lemma”, and describe how it is used to compute spectral
sequences.
Lemma 4.8. (See [34, Lemma 5.1].) Suppose that (C,d) is a complex over Z2, freely generated
by elements xi, and let d(xi, xj ) be the coefficient of xj in d(xi). If d(xk, xl) = 1, then the
complex (C′, d ′) with generators {xi | i = k, l} and differential
d ′(xi) = d(xi)+ d(xi, xl)d(xk)
is chain homotopy equivalent to (C,d). The chain homotopy equivalence is induced by the pro-
jection π : C → C′, while the equivalence ι : C′ → C is given by ι(xi) = xi + d(xi, xl)xk .
We say that (C′, d ′) is obtained from (C,d) by “canceling” the component of the differential
d from xk to xl . Lemma 4.8 admits a refinement for filtered complexes. In particular, suppose
that there is a grading on C which induces a filtration of the complex (C,d), and let the elements
xi be homogeneous generators of C. If d(xk, xl) = 1, and xk and xl have the same grading, then
the complex obtained by canceling the component of d from xk to xl is filtered chain homotopy
equivalent to (C,d) since both π and ι are filtered maps in this case.
Computing the spectral sequence associated to such a filtration is the process of performing
cancellation in a series of stages until we arrive at a complex in which the differential is zero
(the E∞ term). The En term records the result of this cancellation after the nth stage. Specif-
ically, the E0 term is simply the graded vector space C =⊕Ci . The E1 term is the graded
vector space C(1), where (C(1), d(1)) is obtained from (C,d) by canceling the components of d
which do not shift the grading. For n > 1, the En term is the graded vector space C(n), where
(C(n), d(n)) is obtained from (C(n−1), d(n−1)) by canceling the components of d(n−1) which shift
the grading by n− 1. See Fig. 7 for an illustration of this process (in this diagram, the generators
are represented by dots and the components of the differential are represented by arrows).
Let us now apply the cancellation lemma to the complex (C(S,φ),D). As mentioned above,
(C(S,φ),D) is generated by the intersection points of the Heegaard multi-diagram from Sec-
tion 2. These generators are homogeneous with respect to both the I -grading and the A-
grading on C(S,φ). Canceling all components of D between generators in the same (I,A)-bi-
grading, we obtain a complex (C(S,φ)′,D′) which is bi-filtered chain homotopy equivalent to
(C(S,φ),D) (since π and ι are both bi-filtered maps). Let us denote by EnI (S,φ)′ and EnA(S,φ)′
the En terms of the spectral sequences associated to the I - and A-filtrations of (C(S,φ)′,D′)
(these terms are isomorphic as graded groups to En(S,φ) and En(S,φ)).I A
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This grading induces a filtration F−1 ⊂ F0 ⊂ F1 = C. The complex in b) is obtained from that in a) by canceling the
component x of the differential. The complex in c) is obtained from that in b) by canceling y. This graded vector space
represents the E1 term of the spectral sequence associated to the filtration of C. The complex in d) is obtained from that
in c) by canceling z, and it represents the E2 term of the spectral sequence. The E3 = E∞ term of the spectral sequence
is trivial, and is obtained from the complex in d) by canceling w.
As a bi-filtered group, C(S,φ)′ is clearly isomorphic to
⊕
i∈{0,1}n
ĤFK
(
(S,φ)i,Bi
)
.
Consequently, the generator c of ĤFK((S,φ)io ,Bio ,−g(S)) is the unique non-zero element of
C(S,φ)′ in A-filtration level −g(S) (see the proof of Lemma 4.3). Thus, according to Defi-
nition 4.4, the element ψ(S,φ) may be viewed as the image of c in E2I (S,φ)′ ∼= K˜h(S,φ).
Similarly, the contact invariant c(S,φ) may be viewed as the image of c in H∗(C(S,φ)′,D′) ∼=
ĤF(−MS,φ). This is the true sense in which ψ(S,φ) “corresponds” to c(S,φ).
In this context, Theorem 1.1 boils down to the statement that if the spectral sequence associ-
ated to the I -filtration of (C(S,φ)′,D′) collapses at E2I (S,φ)′ and the image of c in E2I (S,φ)′
is non-zero, then the image of c in H∗(C(S,φ)′,D′) is non-zero.
Proof of Theorem 1.1. Let us assume that the spectral sequence associated to the I -filtration
of (C(S,φ)′,D′) collapses at E2I (S,φ)′, and suppose that c is exact in (C(S,φ)′,D′). Can-
cel all components of D′ between generators in the same I -grading to obtain a new complex
(C(S,φ)′′,D′′), where C(S,φ)′′ = E1I (S,φ)′. Note that there is no component of D′ between
two generators of ĤFK((S,φ)io ,Bio ) since this group is isomorphic to ĤF((S,φ)io ). Therefore,
c represents an exact element of (C(S,φ)′′,D′′).
Now, cancel all components of D′′ from generators xk to xl , where xl = c and I (xl) =
I (xk)+ 1. The element c remains exact in the resulting complex (C(S,φ)′′′,D′′′), and any com-
ponent of D′′′ which shifts the I -grading by 1 must map to c. If such a component exists, then
the image of c is zero in the group E2I (S,φ)
′ (which is obtained from C(S,φ)′′′ by canceling this
component), and we are done. If no such component exists, then C(S,φ)′′′ = E2I (S,φ)′, which
implies that D′′′ is trivial since we are assuming that the spectral sequence collapses at E2I (S,φ)′.
But this contradicts the fact that c is exact in (C(S,φ)′′′,D′′′). 
Remark 4.9. One should not read too much into the “correspondence” between ψ(S,φ)
and c(S,φ). For instance, it is possible that ψ(S,φ) = 0 while c(S,φ) = 0, perhaps even when
the spectral sequence associated to the I -filtration of (C(S,φ)′,D′) collapses at E2I (S,φ)′. An
example of this sort of phenomenon is given by the model complex (C,d) generated by the
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three elements x0,0, y1,−2, z2,−1, with dx = y + z (here, the subscripts indicate the (I,A)-bi-
grading). The element y in the lowest A-grading plays the role of c. The E1 term of the spectral
sequence associated to the I -filtration of (C,d) is generated by the elements x, y, z as well, and
d1(x) = y (think ψ(S,φ) = 0). Yet, y is not a boundary in (C,d) (think c(S,φ) = 0). Moreover,
this spectral sequence collapses at the E2 term.
The hypotheses in Proposition 1.4 are designed to avoid the type of phenomenon described in
Remark 4.9. Applied to the complex (C(S,φ)′,D′), Proposition 1.4 says that if the image of c
in E2I (S,φ)
′ is zero and E2I (S,φ)′ is supported in non-positive I -gradings, then the image of c
in H∗(C(S,φ)′,D′) is zero.
Proof of Proposition 1.4. Suppose that φ = D
1γ1 · · ·D
nγn , and let K = n − n−(φ). If Fj is the
subset of C(S,φ)′ generated by homogeneous elements with I -gradings  j , then
{0} =FK+1 ⊂FK ⊂ · · · ⊂F−n−(φ) = C(S,φ)′.
Let us assume that E2I (S,φ)
′ is supported in non-positive I -gradings. If the image of c in
E2I (S,φ)
′ is zero, then there must exist some y with I (y) = −1 such that D′(y) = c + x, where
x ∈ F1. Let k be the greatest integer for which there exists some y′ such that D′(y′) = c + x′,
where x′ ∈ Fk . We will show that k = K + 1, which implies that x′ = 0, and, hence, that c is a
boundary in (C(S,φ)′,D′).
Suppose, for a contradiction, that k < K + 1. Write x′ = xk + x′′, where I (xk) = k, and
x′′ ∈ Fk+1. Note that D′(xk + x′′) = 0 as x′ = xk + x′′ is homologous to c. Since every com-
ponent of D′ shifts the I -grading by at least 1, it follows that D′(x′′) ∈ Fk+2. But this im-
plies that D′(xk) ∈ Fk+2 as well, since D′(xk + x′′) = 0. Therefore, xk represents a cycle in
(E1I (S,φ)
′, (D′I )1). Since k  1 and E2I (S,φ)′ is supported in non-positive I -gradings, it must
be that xk is also a boundary in (E1I (S,φ)′, (D′I )1). That is, there is some y′′ with I (y′′) = k − 1
such that D′(y′′) = xk + x′′′, where x′′′ ∈ Fk+1. But then, D′(y′ + y′′) = c + (x′′ + x′′′), and
the fact that x′′ + x′′′ is contained in Fk+1 contradicts our earlier assumption on the maximality
of k. 
5. The computability of ˜Kh(S,φ) and ψ(S,φ)
As was mentioned in the introduction, the mapping class group of Sk,1 is generated by Dehn
twists around the curves α0, . . . , α2k depicted in Fig. 1. In this section, we show that K˜h(Sk,1, φ)
and ψ(Sk,1, φ) are combinatorially computable when φ is a composition of Dehn twists around
the curves shown in Fig. 8, which include α0, . . . , α2k .
According to Proposition 3.2, if Y = # l (S1 × S2), then the map on Heegaard Floer homol-
ogy induced by a 2-handle cobordism corresponding to 0-surgery on an unknot in Y or on a
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the surgery coefficients, it is understood that they are all 0. The thicker circles are the surgery curves for −MS4,1,id . The
bottom picture is shorthand for the surgery diagram at the top.
circle in an S1 × S2 summand of Y depends only on homological data. The combinatoriality of
K˜h(Sk,1, φ) and ψ(Sk,1, φ) therefore follows directly from the lemma below.
Lemma 5.1. Suppose that φ is a composition of Dehn twists around the curves depicted in Fig. 8.
Then, each (Sk,1, φ)i is diffeomorphic to # l (S1 × S2) for some l. Moreover, if i′ is an immediate
successor of i, then the map
(Di,i′)∗ : ĤF
(
(Sk,1, φ)i
)→ ĤF((Sk,1, φ)i′)
is induced by a 2-handle cobordism corresponding to 0-surgery on either an unknot in (Sk,1, φ)i
or on a circle in one of the S1 × S2 summands of (Sk,1, φ)i .
Proof. Let φ be the composition φ = D
1γ1 · · ·D
nγn, where each γj is among the curves depicted
in Fig. 8. As described in Section 2, a surgery diagram for the complete resolution (Sk,1, φ)i is
obtained from the diagram for −MSk,1,id (depicted in Fig. 2) by performing 0-surgeries on the
curves in some subset of {γj × {tj }}nj=1.
After isotopy, such a diagram consists of several “blocks” of concentric circles, together with
“staggered” horizontal and vertical circles (see Fig. 9). Consider the slightly more general ar-
rangement of curves represented schematically in Fig. 10. In this schematic picture, the shaded
annuli represent blocks of concentric circles, the unmarked rectangles represent staggered hor-
izontal and vertical circles, and the rectangle labeled A represents a union of horizontal circles
which may be slid past one another like beads on an abacus, up and down the strands of the con-
centric circles in the rightmost block. Certainly, the curves in the surgery diagram for (Sk,1, φ)i
constitute such an arrangement.
Our proof that (Sk,1, φ)i is a connected sum of S1 × S2’s is rather inelegant. We start with a
diagram obtained by performing 0-surgery on each of the curves in an arrangement as in Fig. 10,
and perform handleslides and handle cancellations until we arrive at a diagram for 0-surgeries
on the components of an unlink.
We perform these handleslides/cancellations beginning with the rightmost block of concentric
circles. If C is the innermost of these concentric circles, then C might link some of the horizontal
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like. The key point is that you can slide any one of them past any other.
Fig. 11. In order, handleslide F over E, then E over D, then D over G, and, finally, H over D. Next, cancel C with G.
The result is the picture on the right. We can iterate this process until we have eliminated all of the concentric circles in
the rightmost block.
and vertical circles represented by the rectangles which intersect the rightmost annulus in Fig. 10.
If there is no such linking, then C is an unknot which may be pulled aside. If there is linking, then
handleslide these horizontal and vertical circles over one another until only one remains which
links C (it does not matter which circle is handleslid over which), and then cancel C with this
remaining surgery curve (see Fig. 11 for an illustration of this process). In either case, we are left
with one fewer concentric circle in our arrangement. It is not hard to see that this procedure may
be repeated until all of the concentric circles in the rightmost block have been cancelled or pulled
aside from the arrangement. Afterwards, what remains is an arrangement of surgery curves as in
Fig. 10 with one fewer block of concentric circles, together with an unlink. Repeat this process
until all of the blocks have been eliminated, and all that is left is an unlink.
As was described in Section 2, the maps
(Di,i′)∗ : ĤF
(
(S,φ)i
)→ ĤF((S,φ)i′)
are induced by 2-handle cobordisms corresponding either to 0-surgery on γk × {tk} for some k,
or on a meridian of γk × {tk}. Therefore, to finish the proof of Lemma 5.1, it suffices to show
that if K is one of the curves in the arrangement in Fig. 10, then K , thought of as a knot in the
3-manifold Y obtained by performing 0-surgery on all of the other curves in the arrangement,
is either an unknot (with the correct framing) or a circle in one of the S1 × S2 summands of Y .
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But this can be seen explicitly by keeping track of the knot K as one performs the reductive
algorithm described above. 
In order to actually compute K˜h(Sk,1, φ), where φ is a composition of Dehn twists around
the curves in Fig. 8, begin by fixing a basis for the first homology of each complete resolution.
By Proposition 3.2 and Lemma 5.1,
ĤF
(
(Sk,1, φ)i
)∼=∧∗H1((Sk,1, φ)i).
Now suppose that i′ is an immediate successor of i for which i′k > ik , and determine how the
basis for H1((Sk,1, φ)i) changes upon performing 0-surgery on either γk × {tk} or its meridian.
With this information in hand, we may use (according to Lemma 5.1) Proposition 3.2 to compute
the map
(Di,i′)∗ :
∧∗
H1
(
(S,φ)i
)→∧∗H1((S,φ)i′)
in terms of the bases that we fixed at the beginning. This is how the program Kh [7] works.
Below, we give a simple example of this procedure.
Example 5.2. On the left of Fig. 12 are surgery diagrams for the complete resolutions of the open
book (S,φ) = (S1,1,Dα2D−1α1 ). We have omitted the surgery coefficients, but it is understood that
they are all 0 (compare with Fig. 3). Instead, we have labeled the surgery curves A, B , C, and D.
Let a, b, c, and d denote the respective meridians of these curves. The right side of Fig. 12
depicts the term E1I (S,φ) ∼=
⊕
i∈{0,1}2 ĤF((S,φ)i) using the identification of ĤF((S,φ)i) with∧∗
H1((S,φ)i) described in Proposition 3.2. In addition, we have indicated the maps (Di,i′)∗
which comprise the differential D1I .
Observe that (S,φ)(0,0) ∼= S1 × S2, and its first homology is generated by [b]. Therefore,
ĤF((S,φ)(0,0)) may be identified with
∧∗〈[b]〉. Meanwhile, (S,φ)(1,0) ∼= #2(S1 × S2), and
its first homology is generated by [a] and [b]; hence, ĤF((S,φ)(0,0)) may be identified with
J.A. Baldwin, O. Plamenevskaya / Advances in Mathematics 224 (2010) 2544–2582 2563∧∗〈[a], [b]〉. Now, (S,φ)(1,0) is obtained from (S,φ)(0,0) by performing 0-surgery on the merid-
ian d. Handlesliding d over A, we see that d is an unknot in (S,φ)(0,0). If W is the 2-handle
cobordism corresponding to this 0-surgery, then the kernel of the map H1((S,φ)(1,0)) → H1(W)
is generated by [a]. Therefore, by Proposition 3.2, the map
(D(0,0),(1,0))∗ :
∧∗〈[b]〉→∧∗〈[a], [b]〉
sends x to x ∧ [a]. The other components (Di,i′)∗ are computed similarly.
It is easy to see that K˜h(S,φ) is isomorphic to Z2, and is generated by the cycle correspond-
ing to [b] ∈ ĤF((S,φ)(1,0)). Moreover, the element ψ˜(S,φ) = [a] ∧ [b] ∈ ĤF((S,φ)(1,0)) is
the boundary of [b] ∈ ĤF((S,φ)(0,0)) under the differential D1I . Therefore, ψ(S,φ) = 0. These
results are not surprising since K˜h(S,φ) is simply the reduced Khovanov homology of the
closed braid L
σ2σ
−1
1
, which is the unknot. In addition, ψ(S,φ) is Plamenevskaya’s transverse
link invariant, ψ(L
σ2σ
−1
1
), which is known to vanish [33, Proposition 3]. (Of course, vanishing
of ψ(S,φ) = 0 also follows from Lemma 4.5, since the open book (S,φ) can be obtained by
negative stabilization.)
Remark 5.3. Our generalization of reduced Khovanov homology was motivated, in part, by
a conjecture of Ozsváth which suggests that rk(K˜h(K1)) = rk(K˜h(K2)) whenever Σ(K1) ∼=
Σ(K2).4 This conjecture would follow from our construction if K˜h(S,φ) were an invariant of
the 3-manifold MS,φ . Although K˜h(S,φ) is invariant under stabilization, K˜h(S,φ) is not an
invariant of the isotopy class of φ. This can be shown using the program Kh.
According to [16] (see also [25]), the mapping class group of Sk,1 has a presentation
〈Dα0 , . . . ,Dα2k | b0, c1, . . . , c2k−1, r1, r2〉,
where b0 is the relation
(Dα4Dα0Dα4)(Dα0Dα4Dα0)
−1,
cj is the relation
(DαjDαj+1Dαj )(Dαj+1DαjDαj+1)
−1,
and r1 is the relation φ1φ−12 , where
φ1 = (Dα1Dα2Dα3)4D−1α4 D−1α3 D−1α2 ,
and
φ2 = Dα0D−1α4 D−1α3 D−1α2 D−1α1 Dα0D−1α1 Dα4D−1α2 Dα3Dα2D−1α4 Dα1D−1α0 Dα1 .
4 Liam Watson has recently found an infinite family of counterexamples [40].
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under composition with the relations b0 and cj , but not with r1, since K˜h(S2,1, φ1) ∼= Z62, while
K˜h(S2,1, φ2) ∼= Z252 .
For a while, we had hoped that the vanishing of ψ(S,φ) was an invariant of the con-
tact structure ξS,φ . We now know this to be false. Assume, for a contradiction, that it is
true. Then ψ(S,φ) = 0 whenever ξS,φ is overtwisted. For, if ξS,φ is overtwisted, then ξS,φ is
compatible with an open book (S,φ′) which is a negative stabilization of some other open
book (see [25]). By Lemma 4.5, ψ(S,φ′) = 0. On the other hand, the open book (S,φ) =
(S2,1,Dα1Dα2Dα3Dα5(Dα3)
−5Dα4Dα0) in Example 7.9 below corresponds to an overtwisted
contact structure, while the program Trans [7] shows that ψ(S,φ) = 0.
6. Transverse links
In this section, we prove Theorem 1.2 and Corollary 1.3. In Section 7, we will use these two
results in conjunction with Theorem 1.1 to show that the contact structure ξK is tight for several
classes of transverse knots K ⊂ S3.
Proof of Theorem 1.2. Suppose that K is a transverse knot with sl(K) = s(K) − 1. Though
we are interested in reduced Khovanov homology with coefficients in Z2, it is instructive to first
consider the case of non-reduced homology with rational coefficients. In [19], Lee introduces
a differential d ′ = d + Φ on the Khovanov chain complex CKh(K), where d is Khovanov’s
original differential [18], and Φ is a map which raises the quantum grading (or “q-grading” for
short). Recall that d ′ arises from the multiplication and comultiplication maps defined by
m(v+ ⊗ v+) = m(v− ⊗ v−) = v+, (v+) = v+ ⊗ v− + v− ⊗ v+,
m(v+ ⊗ v−) = m(v+ ⊗ v−) = v−, (v−) = v− ⊗ v− + v+ ⊗ v+
(we follow the notation of [35], in which v− and v+ are the standard generators in quantum
degrees −1 and +1).
Lee proves that Kh′(K) = H∗(CKh(K), d ′) is isomorphic to Q ⊕ Q, and is generated by
two canonical cycles which correspond to the two possible orientations of K . Represent the
transverse knot by an oriented k-braid, and let so denote the corresponding canonical cycle. The
oriented resolution of this braid is a union of k nested circles, and
so =
(
v− + (−1)rv+
)⊗ (v− + (−1)r+1v+)⊗ · · · ⊗ (v− + (−1)r+k−1v+)
is the element of CKh(K) obtained by alternately labeling these circles by v− + v+ and v− − v+
(the label on the outermost circle depends on the orientation of the knot). Recall that ψ(K) =
[ψ˜(K)] ∈ Kh(K), where
ψ˜(K) = v− ⊗ v− ⊗ · · · ⊗ v−
is the q-homogeneous part of so with the lowest q-grading [33].
In [35], Rasmussen defines a function s on Kh′(K) whose value on x ∈ Kh′(K) is the largest
n such that x can be represented by a cycle whose q-homogeneous terms all have q-gradings at
least n. The invariant s(K) is then defined so that s(K)−1 = smin = s([so]). Recall from [33] that
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If ψ(K) = 0, then ψ˜(K) = dy for some y ∈ CKh(K). Since d preserves quantum gradings,
it must be that q(y) = s(K) − 1 as well. Then so − d ′y is a cycle in (CKh(K), d ′) which is
homologous to so and whose q-homogeneous terms all have q-gradings strictly greater than
s(K) − 1. This contradicts the equality s([so]) = s(K) − 1.
To make a similar argument with Z2 coefficients, we must use Turner’s modification of Lee’s
construction (since Kh′(K) is isomorphic to Kh(K) over Z2). In [39], Turner defines a differ-
ential d ′′ on CKh(K) (now, with Z2 coefficients) using the multiplication and comultiplication
maps given by
m(v+ ⊗ v+) = v+, (v+) = v+ ⊗ v− + v− ⊗ v+ + v+ ⊗ v+,
m(v− ⊗ v−) = v−, (v−) = v− ⊗ v−,
m(v+ ⊗ v−) = m(v+ ⊗ v−) = v−.
He shows that Kh′′(K) = H∗(CKh(K), d ′′) is isomorphic to Z2 ⊕ Z2, and is generated by two
cycles corresponding to the two orientations of K . If we represent K by an oriented braid, then
the corresponding cycle so is obtained by alternately labeling the nested components of the ori-
ented resolution by v− + v+ and v− (as before, the label on the outermost circle depends on the
orientation of the knot). The transverse invariant ψ(K) is again the image in Kh(K) of the q-
homogeneous part of so with the lowest q-grading. Moreover, an analogue of the function s can
be defined in this setting, and it takes the same values as Rasmussen’s s function [21]. Therefore,
our argument from the preceding paragraph still applies.
It remains to deal with the reduced case. Mark a point on K , and let CKh−(K) denote the sub-
complex generated by elements in which the marked circle is labeled by v− in every resolution.
The reduced Khovanov chain complex is the quotient complex
C˜Kh(K) = CKh(K)/CKh−(K).
Turner’s construction works just as well for reduced Khovanov homology over Z2. In this case,
K˜h
′′
(K) = H∗(C˜Kh(K), d ′′) is isomorphic to Z2. When K is a braid, K˜h′′(K) is generated by
the element so, which is obtained by alternately labeling the nested components of the oriented
resolution of K by v− + v+ and v− so that the marked circle is labeled by v− + v+. The q-
homogeneous part of so with the lowest q-grading is the element ψ˜(K) formed by labeling the
marked circle in the oriented resolution of K by v+, and every other circle by v−. The quantum
grading is shifted by 1 in the reduced theory, so that the analogue s˜ of Rasmussen’s function s
satisfies s˜([so]) = s(K). Since q(ψ˜(K)) = sl(K) + 1 in the reduced theory, we may proceed as
before to show that sl(K) = s(K) − 1 implies that ψ(K) = 0.
To prove the converse, note that if K˜h(K) is thin, then the component K˜h0,∗(K) is non-trivial
only in the quantum grading q = s(K). Since ψ(K) ∈ K˜h0,∗(K), and q(ψ(K)) = sl(K) + 1, it
follows that if ψ(K) = 0, then sl(K) = s(K) − 1. 
Proof of Corollary 1.3. This follows immediately from Theorems 1.2 and 1.1, together with
the fact that if K is quasi-alternating, then the spectral sequence from K˜h(K) to ĤF(−Σ(K))
collapses at the E2 term and s(K) = σ(K) [22]. 
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7.1. Tightness by means of Khovanov homology
In this subsection, we give examples of contact structures whose tightness can be established
by means of Khovanov homology. We first focus on the case of double covers of transverse braids
for which Corollary 1.3 applies. When K is a quasipositive braid, the equality sl(K) = s(K)− 1
holds, but the contact structure ξK is Stein-fillable and, therefore, automatically tight. To get more
interesting examples, we look for non-quasipositive knots for which sl = s − 1. The mirrors of
10125, 10130, and 10141 are the only such knots with 10 crossings or fewer. (As was indicated to
the second author by Lenny Ng, this may be verified by contrasting the list of quasipositive knots
from [2] and the values of the maximal self-linking numbers [23].) We use each of these knots
to obtain an infinite family of tight contact structures, and we show that the contact structures in
these families are not Stein-fillable.
We also use Theorem 1.1 to give examples of tight contact 3-manifolds which do not obvi-
ously arise as branched double covers of (S3, ξst ) along transverse links. Unfortunately, we do
not have any analogues of Theorem 1.2 and Corollary 1.3 in this more general situation. In-
stead, we use the computer programs Kh and Trans [7] to check the collapsing of the spectral
sequence and non-vanishing of ψ .
It will be helpful to use contact surgery presentations for the contact structures we consider.
The idea [1,32] in the construction of such surgery diagrams is to isotope a page of the open
book and certain curves on that page so that all curves on which Dehn twists are performed
become Legendrian knots. Right-handed Dehn twists are then equivalent to Legendrian surg-
eries, and left-handed Dehn twists to (+1) contact surgeries. We can (and will) always assume
that the monodromy presentation of an open book starts with a sequence of right-handed Dehn
twists whose product yields an open book compatible with (S3, ξst ); this allows us to get rid
of 1-handles and perform all the contact surgeries on Legendrian knots in S3. More precisely,
a sequence of Dehn twists performed in a certain order corresponds to a sequence of surgeries
on push-offs of the corresponding curves. Some care is needed to determine the linking of these
push-offs; we refer the reader to [13] for details (in the case of branched covers), and only state
the answer for the more general case that we need here. The procedure of “Legendrianizing”
an open book is illustrated in Fig. 13. A page of an open book for S3 with the monodromy
given by Dα2Dα3 . . .Dαn can be visualized as the Seifert surface S of a (2, n) torus knot; the
curves α1, . . . , αn become loops around subsequent Hopf bands forming the surface S, and α0
is a somewhat more complicated curve (see top of Fig. 13). Next, the torus knot can be placed
into S3 (with the standard contact form dz − y dx) so that S becomes a page of an open book
compatible with the contact structure; the curves α0, . . . , αn are now Legendrian knots that can
be seen on this page (bottom of Fig. 13). (Some care must be taken to place two strands of α0 on
the same thin strip; this can be achieved by slightly twisting the strip.)
Considering various push-offs of these curves (shown in Fig. 14, see also [13]) step-by-step,
we can obtain surgery diagrams corresponding to arbitrary monodromies. We observe that the
curves α1, . . . , αn (and their push-offs) yield Legendrian unknots with tb = −1, so the diagrams
for branched double covers all consist of standard Legendrian unknots only; the curve α0 gives a
stabilized Legendrian unknot with tb = −2.
Example 7.1. For r  5, consider the pretzel link P(−r,3,−2) (for r = 5, this is the mirror of
the knot 10125), and let Kr be its transverse representative given by the closed braid
(σ1)
−rσ2σ 3σ2.1
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Fig. 14. The linking of Legendrian push-offs of the curves αi .
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Fig. 16. The links Kr are quasi-alternating.
We use the algorithm described above to obtain the contact surgery description for the induced
contact structure ξ on the branched double cover Σ(Kr). The resulting surgery diagram for r = 5
is shown on the right of Fig. 15 (when r > 5, we get the diagram with r (+1)-surgeries). The
unoriented surgery link is Legendrian isotopic to the one shown on the left of Fig. 15, so we
can work with the more symmetric diagram. In other examples of this section, we will similarly
change surgery links by Legendrian isotopy to make pictures more symmetric.
The underlying smooth manifold Σ(Kr) is the Seifert fibered space M(−1;2/3,1/2,1/n).
(See Fig. 17 for a sequence of Kirby calculus moves demonstrating this for n = 5.) Each link
Kr is quasi-alternating. Indeed, |det(Kr)| = |H1(M(−1;2/3,1/2,1/n))| = r + 6. On the other
hand, resolving the crossing circled in Fig. 16 in two possible ways, we obtain the link Kr−1
and the unknot. Repeating the procedure r times, we get the link K0, which is the trefoil linked
once with the unknot. Thus K0 is an alternating link with |det(K0)| = 6, and, since |det(Kr)| =
|det(Kr−1)| + |det(unknot)|, we see by induction that Kr is quasi-alternating.
We next check the hypothesis of Theorem 1.2 when r is odd (i.e. Kr is a knot). We compute
sl(K) = 2 − r . Since the knot Kr is quasi-alternating, s equals to the signature σ(Kr) = 3 − r
(we compute the signature via the Goeritz matrix of the knot [12]). When r is even, Kr is a
two-component link, so Theorem 1.2 does not apply. However, we can argue that ψ(Kr) = 0
by [33, Theorem 4], since ψ(Kr−1) = 0, and the transverse braid Kr−1 is obtained from Kr by
resolving a negative crossing.
Corollary 1.3 implies that the branched double cover of each Kr is a tight contact manifold.
We now show that none of them are Stein-fillable. Since Σ(K5) can be obtained from any of
Σ(Kr) by a sequence of Legendrian surgeries, it suffices to check that ξ = ξK5 (shown in Fig. 15)
is not Stein-fillable.
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2570 J.A. Baldwin, O. Plamenevskaya / Advances in Mathematics 224 (2010) 2544–2582First, we compute the homotopy invariants of the contact structure ξ . Recall [8] that the
three-dimensional invariant d3 of a contact structure given by a contact surgery diagram can
be computed as
d3(ξ) = c1(s)
2 − 2χ(X)− 3σ(X)+ 2
4
+m,
where X is a 4-manifold bounded by Y and obtained by adding 2-handles to B4 as dictated by
the surgery diagram, s is the corresponding Spinc structure on X, and m is the number of (+1)-
surgeries in the diagram. The Spinc structure s arises from an almost-complex structure defined
in the complement of a finite set of points in X, and the class c1(s) evaluates on each homology
generator of X corresponding to the handle attachment along an (oriented) Legendrian knot as
the rotation number of the knot. Thus, for the contact structure ξ on Y = M(−1;2/3,1/2,1/5)
defined by the surgery diagram from Fig. 15, we compute c1(s) = 0 and d3(ξ) = − 12 .
We show that ξ is not Stein-fillable, combining the ideas from [10,20]. More precisely, we
will show that Y carries no Stein-fillable contact structures with d3 = − 12 . Note that Y is an L-
space since it is the branched double cover of a quasi-alternating knot [31]. Suppose that (X,J )
is a Stein-filling for ξ , and sJ is the corresponding Spinc structure on X. Note that sJ restricts to
the Spinc structure sξ on Y , and c1(sξ ) = 0. Let ξ¯ be the contact structure on Y conjugate to ξ ;
then sξ¯ = sξ , and ξ¯ has a Stein-filling (X,−J ) with s−J = s¯J . We claim that
c1(sJ ) = 0. (2)
Indeed, otherwise the Spinc structures sJ and s−J are not isomorphic, and by [32] the contact
elements c(ξ) and c(ξ¯ ) are linearly independent elements in homology ĤF(−Y, sξ ). But Y is an
L-space, so ĤF(−Y, sξ ) has rank 1, a contradiction.
On the other hand, the fact that Y is an L-space implies [26] that b+2 (X) = 0 for any sym-
plectic filling X of a contact structure on Y . By the argument in [10], it follows that b1(X) = 0.
Now, observe that the space −Y can be represented as the boundary of the plumbing shown in
Fig. 18.
Denote by W the 4-manifold with boundary −Y given by this plumbing. If X is a symplectic
filling for ξ , then X ∪ W is an oriented negative-definite closed 4-manifold. By Donaldson’s
theorem, the intersection form on X ∪ W is standard diagonal 〈−1〉n. To get restrictions on the
intersection form of X, we consider the embeddings of the lattice given by Fig. 18 into the stan-
dard negative-definite lattice, following [20]. Let ei , i = 1,2, . . . , n, be the basis of 〈−1〉n such
that ei · ej = −δij . Let vi be the basis of H2(W) corresponding to the vertices of the plumbing
graph of Fig. 18. Up to permutations and sign reversals of ei (which are automorphisms of the
lattice 〈−1〉n), we have
v3 → e1 + e2, v2 → −e1 + e3, v1 → −e1 − e3 + e5,
v4 → −e2 + e4, v5 → −e4 + e6, v6 → −e6 + e7,
v7 → −e7 + e8.
(Another possibility would be for the first four vectors to embed as
v3 → e1 + e2, v2 → −e1 + e3, v1 → −e2 + e4 + e5,
v4 → −e1 − e3 or −e2 − e4;
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the first case for v4 leads to a contradiction when we try to embed v5, the second implies that
v5 → e4 − e5 and leads to a contradiction at v6.)
The orthogonal complement L of the image of the lattice generated by images of vi ’s in 〈−1〉n
is then spanned by the vectors
−e1 + e2 − e3 + e4 − 2e5 + e6 + e7 + e8, e9, . . . , en,
and the intersection form on L is the diagonal form 〈−11〉 ⊕ 〈−1〉n−8. Because H1(Y ) =
Z/11 (indeed, |H1(Y )| = det(10125) = 11), and both H2(X), H2(W) are torsion-free, we
have
0 → H2(X)⊕H2(W) → H2(X ∪W) → Z/11 → 0,
and thus H2(X,Z) is a subgroup of L = Zn−7 of index 11. Set m = n − 7 = b2(X), and let
{u1, u2, . . . , um} be basis of L in which the form is diagonal, and u1 · u1 = −11. The vectors
11u1,11u2, . . . ,11um lie in H2(X,Z), and generate H2(X,Q) over Q.
It follows that c1(sJ ) must evaluate as an odd integer on each vector 11u1,11u2, . . . ,11um;
but since by (2) c1(sJ ) = 0, this means that m = 0. Then d3(ξ) = 0, which contradicts the calcu-
lation d3(ξ) = − 1 .2
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Remark 7.2. The branched double cover of the knot K in the previous example is the Sefert
fibered space Y = M(−1;2/3,1/2,1/5). Tight contact structures on this space were classified
in [10]: Y carries three tight contact structures ξ1, ξ2 and Ξ given by surgery diagrams in Fig. 19.
Of these, ξ1 and ξ2 are known to be Stein-fillable; we can thus conclude that our contact structure
ξ is isotopic to Ξ .
Example 7.3. Consider the transverse representative of the mirror of the knot 10141 given by the
braid σ−41 σ2σ
3
1 σ
2
2 . We consider the family of braids
Kr = σ−r1 σ2σ 31 σ 22 .
The contact surgery description for the corresponding contact structures is given in Fig. 20; the
surgery diagrams are quite similar to those in the previous example, but have one extra compo-
nent. The Kirby calculus moves similar to those in Fig. 17 show that the branched double cover
is the Seifert fibered space M(−1;2/3,2/3,1/n).
As before, we can show that all the braids Kr are quasi-alternating. Indeed, we resolve one
of the negative crossings to obtain Kr−1 and a trefoil as two resolutions; we also observe that
K0 is the connected sum of two trefoils. Since |det(trefoil)| = 3, |det(K0)| = 9 and |det(Kr)| =
|H1(M(−1;2/3,1/2,1/n))| = 9 + 3r , each Kr is quasi-alternating by induction.
Next, we compute sl(Kr) = 3 − r , and s = σ(Kr) = 4 − r ; the hypotheses of Corollary 1.3
are therefore satisfied, and all branched covers Σ(Kr) are tight contact manifolds.
For the contact structure on the branched cover of K4, we compute d3 = 0, which provides
no obstruction to Stein-fillability. However, for the braid K6 we get d3 = − 1 . We then argue as2
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Fig. 21. A Kirby diagram for Y = Σ(K6) and the plumbing graph for −Y of Example 7.3.
in the previous example to show that the branched cover of K6 is not Stein-fillable (and thus
the branched double covers of all braids Kr with r  6 are not Stein-fillable either). Denote
Y = Σ(K6) = M(−1;2/3,1/2,1/6); then −Y is the boundary of the plumbing W given by the
graph in Fig. 21. As before, for any symplectic filling X of Y the union X ∪ W is a negative-
definite closed 4-manifold with the standard diagonal intersection form. Up to changing the signs
and the order of the vectors ei in the diagonal basis, there is a unique embedding of the lattice
given by Fig. 21 into 〈−1〉n, given by
v3 → e1 + e2, v1 → −e1 − e3 + e5, v2 → −e1 + e3 + e4, v4 → −e2 + e6,
v5 → −e6 + e7, v6 → −e7 + e8, v7 → −e8 + e9, v8 → −e9 + e10,
and thus the orthogonal complement of this lattice in 〈−1〉n is 〈−9〉 ⊕ 〈−3〉 ⊕ 〈−1〉n−10. As in
the previous example, we must have c1(X) = 0 for any Stein-filling. Since |H1(Y )| = 27, similar
parity argument shows that b2(X) = 0, and so d3 must be zero, a contradiction.
Remark 7.4. One can try to argue as in [10] to investigate symplectic fillability in Examples 7.1
and 7.3: a slightly more involved argument modulo 8 puts further restrictions on the value d3 for
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symplectic fillings (with diagonal odd intersection form). However, this gives no obstruction to
symplectic fillability of any contact structures in the above two examples.
In the opposite direction, certain tight open books with the punctured torus page and pseudo-
Anosov monodromy can be shown to be symplectically fillable as perturbations of taut folia-
tions [15]. We note that our examples are not pseudo-Anosov, so these results do not apply.
Example 7.5. A transverse representative of the mirror of 10130 with the maximal self-linking
number is given by the braid σ−31 σ2σ 21 σ 22 σ3σ
−1
2 σ3. We consider a family of transverse braids
Kr = σ−r1 σ2σ 21 σ 22 σ3σ−12 σ3.
First, we check that all the underlying links are quasi-alternating. Resolve of the negative cross-
ings among those given by σ−r1 to obtain Kr−1 as one of the resolutions and the unknot as the
other. Observe that K0 is a two-component alternating link of det = 14 (with 52 knot and the
unknot as components, linked once). Finally, compute |det(Kr)| = 14 + r (one way to see this is
to compute the size of H1 of the branched double cover of Kr which is a Seifert fibered space
shown in Fig. 22).
The hypothesis of Corollary 1.3 holds: sl(Kr) = 2 − r = σ − 1. Therefore, the branched
double covers of the transverse links Kr are all tight.
These contact structures are also Stein non-fillable for r  5; this can be seen by using the
arguments of [5, Section 7]. (Although Theorem 7.1 of [5] is stated for the case of 3-braids, its
proof carries over to our example, since the corresponding 3-manifold is an L-space, the contact
structure is self-conjugate, and its 3-dimensional invariant is negative. We leave the details to the
reader.)
Remark 7.6. In Examples 7.1 and 7.3, transverse links are 3-braids, and the contact structures
on the branched double covers can be given by open books whose page is a once-punctured
torus. Tightness of these contact structures can be established by using results of [14] or [3].
However, these results do not apply to Example 7.5 as it deals with 4-braids, and the page of the
corresponding open books is a twice-punctured torus.
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In all of the above examples, we checked explicitly that our families of links are quasi-
alternating. In fact, a more involved argument (see [5]) shows that all braids of the form
(σ1σ2)3σ1σ
−a1
2 . . . σ1σ
−an
2 (with ai  0) are quasi-alternating and have sl = σ − 1. Thus Corol-
lary 1.3 applies to many more knots; moreover, a lot of the corresponding contact manifolds are
not Stein-fillable.
We also note that a weaker condition, rk(K˜h(K)) = |det(K)| is sufficient to ensure that the
spectral sequence from K˜h to ĤF collapses at the E2 stage. This condition can be checked
(for any individual reasonably small knot) by a computer, for example using Kh program that
computes the rank of reduced Khovanov homology with Z2 coefficients. Checking the second
condition, sl(K) = s − 1, is also routine for K˜h-thin knots (alternatively, one can use the Trans
program to check ψ = 0). Proving tightness of the contact structure on the branched double cover
is thus reduced to a computer calculation.
In the next example, we prove tightness of a contact structure which does not obviously arise
as the branched cover of (S3, ξst ) along a transverse link (the corresponding open book includes
a Dehn twist around α0).
Example 7.7. Consider the contact manifold with surgery diagram shown in Fig. 23. This dia-
gram corresponds (via the procedure described in the beginning of this section together with a
Legendrian “flip” as in Example 7.1) to the open book whose page S is a genus 2 surface with one
boundary component, and the monodromy is φ = Dα1Dα2Dα3Dα4(Dα3)−5(Dα4)2Dα0 (where
Dα1 is performed first and Dα0 last). Using Trans and Kh programs, we find that ψ(S,ψ) = 0
and that rk(K˜h(S,φ)) = 9. Since rk(H1(Y )) = 9 as well (we compute it as the determinant of
the linking matrix), the spectral sequence collapses at the E2 term. Therefore, Example 7.7 rep-
resents a tight contact structure. (A few Kirby moves as above show that the underlying smooth
manifold is the Seifert fibered space Y = M(−1;2/3,1/3,1/5).)
7.2. Some limitations
The examples in this subsection illustrate some of the limitations of our method.
Example 7.8. Consider a family of (non-quasi-alternating) transverse 3-braids
Kr = σ−rσ2σ 2σ2.1 1
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Using the Trans program and [33, Theorem 4], we see that the transverse invariant ψ
vanishes for r > 2. However, the calculations of the contact invariant in [14] imply that the corre-
sponding contact structures on the branched double covers are all tight, and have c(ξ) = 0. Thus,
Khovanov homology fails to detect tightness in this case. It is interesting to take a closer look at
the corresponding contact structures: they are given by surgery diagrams on the left of Fig. 24,
and are very similar to the contact structures from Example 7.1. As the latter are obtained from
the former by Legendrian surgery on a knot, the contact structures ξKr cannot be Stein-fillable.
The underlying smooth manifold is M(−1;1/2,1/2,1/r); by [10] it carries a unique tight, Stein
non-fillable contact structure for each r (shown on the right of Fig. 24), and we conclude that
the contact structures ξKr are precisely those considered in [10]. By [10], most of these contact
structures are not symplectically fillable, and one may wonder whether there is a relationship
between the vanishing of ψ and symplectic non-fillability which goes beyond Proposition 1.4
(although such a relationship seems quite improbable).
Example 7.9. We find it instructive to give an example where a non-vanishing element
ψ ∈ K˜h(S,φ) dies in the spectral sequence, so that c(ξ) = 0. Consider the open book with
once-punctured genus two page S, and the monodromy φ = Dα1Dα2Dα3Dα4(Dα3)−5Dα4Dα0 ;
the corresponding contact manifold is given by the surgery diagram in Fig. 25. By Kirby calcu-
lus similar to Figs. 17, 18, the underlying manifold is the boundary of the E8 plumbing, i.e. the
Poincaré homology sphere −Σ(2,3,5) with orientation reversed; by [9], it carries no tight con-
tact structures, therefore c(ξ) = 0. However, Trans tells us that ψ(S,φ) = 0. (In this case we
have rk(ĤF) = 1, while the E2 term of the spectral sequence is of course bigger: Kh computes
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rk(K˜h(S,φ)) = 7.) This example shows that the vanishing of ψ(S,φ) is not an invariant of ξS,φ ,
as discussed at the end of Section 5.
7.3. Non-fillability by means of Khovanov homology
In this section, we give two examples which illustrate the use of Proposition 1.4 in proving
that a contact structure is not strongly symplectically fillable.
Example 7.10. Consider the knot 10132. The Poincaré polynomial for the reduced Khovanov
homology of this knot is
t−7q−14 + t−6q−12 + t−5q−10 + 2t−4q−8 + t−3q−8 + t−3q−6 + t−2q−6
+ t−2q−4 + t−1q−2 + t0q−2.
(Here, the exponent of t keeps track of the homological grading, while the exponent of q keeps
track of the quantum grading.) Note that the reduced Khovanov homology is supported in non-
positive homological gradings. Therefore, Corollary 1.5 implies that if K is any transverse knot
which is smoothly isotopic to 10132, and sl(K) + 1 = −2, then c(ξK) = 0, and, hence, ξK is
not strongly symplectically fillable (or weakly symplectically fillable, since Σ(K) is a rational
homology 3-sphere).5 For example, the 4-braid
5 Strong symplectic fillability of (M, ξ) is equivalent to weak symplectic fillability when M is a rational homology
3-sphere [24].
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corresponds to a transverse representative K of m(10132) (this braid representative) with
sl(K) + 1 = −6; hence, c(ξK) = 0. (This braid representative, or rather its mirror, comes
from [17].)
Remark 7.11. It is not hard to find transverse knots which satisfy the hypotheses of Corollary 1.5.
For instance, of the 49 prime knots with 9 crossings, the knots (or their mirrors) in the set below
have reduced Khovanov homologies supported in non-positive homological gradings:
{91,92,93,94,95,96,97,99,910,913,916,918,923,935,938,945,946,949}.
In the next example, we prove non-fillability of a contact structure which does not obviously
arise as the branched cover of (S3, ξst ) along a transverse link (the corresponding open book
includes a Dehn twist around α0).
Example 7.12. Let (S,φ) be the abstract open book
(
S2,1,D
2
α1D
−1
α2 D
−1
α3 D
−1
α4 Dα0D
−1
α4 D
−1
α3 D
−1
α2 D
−1
α1 Dα3Dα4Dα2
)
.
Using the program Kh, we find that the Poincaré polynomial for K˜h(S,φ) is
t−6 + 2t−5 + t−4 + t−3 + 2t−2 + 2t−1.
(Here, the exponent of t keeps track of the homological grading.) Note that K˜h(S,φ) is supported
in negative homological gradings. Since the homological grading of ψ(S,φ) is zero, it follows
at once that ψ(S,φ) vanishes. Therefore, Proposition 1.4 implies that c(S,φ) = 0, and, hence,
that ξS,φ is not strongly symplectically fillable.
8. Comultiplication
In [4], the first author shows that the contact invariant c(S,φ) satisfies the following naturality
property with respect to a comultiplication map on Heegaard Floer homology.
Theorem 8.1. (See [4, Theorem 1.4].) If h and g are two boundary-fixing diffeomorphisms of S,
then there is a comultiplication map
μ : ĤF(−MS,hg) → ĤF(−MS,h)⊗Z2 ĤF(−MS,g)
which sends c(S,hg) to c(S,h) ⊗ c(S, g).
In this section, we use comultiplication to strengthen the relationship between ψ(S,φ) and
c(S,φ). Our main result is the following.
Theorem 8.2. If h and g are two compositions of Dehn twists around curves in S, then there is a
comultiplication map
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μ : K˜h(S,hg) → K˜h(S,h) ⊗Z2 K˜h(S,g)
which sends ψ(S,hg) to ψ(S,h)⊗ψ(S,g).
Proof of Theorem 8.2. Suppose that h = D
1γ1 · · ·D
pγp and g = D
p+1γp+1 · · ·D
nγn , and let
L1 =
p⋃
j=1
γj × {tj } and L2 =
n⋃
j=p+1
γj × {tj }
be the corresponding links in −MS,id . Recall that −MS,hg is obtained from −MS,id by perform-
ing 
j -surgery on each γj ×{tj }. Let b1, . . . , b2k+r−1 be the arcs on S = Sk,r indicated in Fig. 26.
Choose two points, 0 < TA < t1 and tp < TB < tp+1, and let βj be the knot in −MS,id defined
by
βj = bj × {TA} ∪ bj × {TB}.
Denote by Y the 3-manifold obtained from −MS,id by performing 0-surgery on each βj , and
let L3 ⊂ Y be the induced link
L3 =
n⋃
j=1
γj × {tj }.
Let (C(S,hg)0,D0) be the complex associated to the multi-diagram compatible with all possible
combinations of 
j -, 0-, and ∞-surgeries on the components of L3. If (S,hg)i,0 is the result of
0-surgery on each induced βj in (S,hg)i , then
C(S,hg)0 =
⊕
i∈{0,1}n
ĈF
(
(S,hg)i,0
)
.
We define the I -grading on C(S,hg)0 by I (x) = |i| for x ∈ ĈF((S,hg)i,0). By the construction
in [31], there is an I -filtered chain map
F : C(S,hg) → C(S,hg)0,
which is a sum of maps
2580 J.A. Baldwin, O. Plamenevskaya / Advances in Mathematics 224 (2010) 2544–2582Fig. 27. In this example, S = S1,1, h = Dα1D−2α2 D−1α1 , and g = Dα2D2α1 . We begin with the diagram in a). Though we
have not written them down, the surgery coefficients on A and B are both 0. The dotted curves comprise the link L1
corresponding to the diffeomorphism h, and the solid curves C, D, and E comprise the link L2 corresponding to g. L3
is the union of L1 with L2, viewed as a link in the 3-manifold Y obtained by performing 0-surgeries on β1 and β2. In Y ,
slide B over β2 so that B no longer links the components of L1. Next, slide A, D, and E over β1 so that they no longer
link the components of L1. We arrive at the diagram in b), which is isotopic to the diagram in c). Note that L1 and L2
are unlinked in Y .
Fi,i′ : ĈF
(
(S,hg)i
)→ ĈF((S,hg)i,0),
over all pairs i, i′ for which i  i′.
Observe that Y is diffeomorphic to −MS,id # −MS,id . If we think of the links L1 and L2 as
being contained in the first and second −MS,id summands of Y , respectively (so that there is no
linking between L1 and L2), then L3 is simply the union L1 ∪ L2. This becomes evident after a
sequence of handleslides (see Fig. 27 for an example). In particular,
(S,hg)i,0 ∼= (S,h)iH # (S, g)iG,
where iH = (i1, . . . , ip) and iG = (ip+1, . . . , in). Therefore, the complex E1I (S,hg)0 decom-
poses as a tensor product,
E1(S,hg)0 ∼= E1(S,h) ⊗Z E1(S, g). (3)I I 2 I
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F 1 : E1I (S,hg) → E1I (S,hg)0
which is the sum of the maps
(Fi,i)∗ : ĤF
(
(S,hg)i
)→ ĤF((S,hg)i,0),
over all i ∈ {0,1}n. Each (Fi,i)∗ is induced by the 2-handle cobordism corresponding to the
0-surgeries on the induced knots βj ⊂ (S,hg)i . Note that
(S,hg)io
∼= #2k+r−1(S1 × S2),
and the element ψ˜(S,hg) is the generator of
∧2k+r−1
H1((S,hg)io )
∼= Z2 under the identification
of ĤF((S,hg)io ) with
∧∗
H1((S,hg)io ). Similarly,
(S,hg)io,0
∼= #4k+2r−2(S1 × S2),
so ĤF((S,hg)io,0) may be identified with
∧∗
H1((S,hg)io,0). Since the induced knots βj ⊂
(S,hg)io are unknots, (Fio,io )∗ sends ψ˜(S,hg) to the generator of
∧4k+2r−2
H1((S,hg)io,0), by
Proposition 3.2. Under the isomorphism in Eq. (3), this generator corresponds to
ψ˜(S,h) ⊗ ψ˜(S, g) ∈ ĈF((S,h)(io)H )⊗ ĈF((S, g)(io)G).
The map μ induced on E2I therefore takes ψ(S,hg) to ψ(S,h)⊗ψ(S,g). 
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