The solubility of recombinant protein expressed in Escherichia coli often represents the production yield. However, up-to-date, instances of successful production of soluble recombinant proteins in E. coli expression system with high yield remain scarce. This is mainly due to the difficulties in improving the overall production capacity, as most of the well-established strategies usually involve a series of trial and error steps with unguaranteed success. One way to concurrently improve the production yield and minimize the production cost would be incorporating the potency of bioinformatics tools to conduct in silico studies, which forecasts the outcome before actual experimental work. In this article, we review and compare seven prediction tools available, which predict the solubility of protein expressed in E. coli, using the following criteria: prediction performance, usability, utility, prediction tool development and validation methodologies. This comprehensive review will be a valuable resource for researchers with limited prior experience in bioinformatics tools. As such, this will facilitate their choice of appropriate tools for studies related to enhancement of intracellular recombinant protein production in E. coli.
INTRODUCTION
Heterologous expression in standard host cells such as Escherichia coli often results in insoluble proteins. However, the exploration of structural and functional proteomics requires proteins to be produced in soluble form [1] . Besides, expression of recombinant proteins in soluble form is favored, as the corresponding cost and time consumption associated with the downstream processing procedures can be avoided [2] . To obtain soluble proteins from insoluble forms, a series of downstream processing steps involving resolubilization using strong denaturants followed by refolding is inevitable [2] . Nevertheless, these additional downstream processing steps do not ensure the production of soluble and functional proteins [3, 4] . From the first observation on the 'solubilizing characteristics' of soluble proteins [5] , which later advances to the deduction that amino acid sequence is the major determinant of protein solubility in different studies [6, 7] , a number of bioinformatics tools have been developed based on this deduction to date [3, 4, 6, [8] [9] [10] [11] . This exciting finding has revealed the possibility of enhancing the recombinant protein production through in silico experimentation using bioinformatics tools. By using protein solubility prediction tools, one can omit the tedious yet non-promising trial and error procedures involved in the in situ experiments. Subsequently, one can focus on carrying out in situ experiments with those promising candidates of vector-gene pairings, which are predicted to yield high solubility when overexpressed in E. coli.
Although most of these tools apply similar algorithms in the development procedure, they differ greatly in terms of performance, usability and utility, which subsequently affect the analysis outcome. Non-bioinformaticians, in particular, are often unaware of these issues, as their familiarity and fundamental understanding of bioinformatics tools are limited. To the best of our knowledge, there is currently no review performed on the existing protein solubility prediction tools, which can be used to facilitate the improvement of soluble recombinant protein production on overexpression in E. coli. The ability of conducting theoretical prediction of protein solubility with high accuracy will certainly contribute to the development of large-scale proteomics studies [10] . Rational target selection of the most promising candidates of vector-gene-host combination will be important to various biophysical and proteomics studies [4, 10] .
This review presents a comprehensive comparison of seven bioinformatics tools for protein solubility prediction. The usability and utility of these tools, the algorithm adopted in the development stage as well as their predictive performances, are critically reviewed to assist researchers, exclusively non-bioinformaticians, to select the most appropriate prediction tool for a given type of study or analysis.
Existing protein solubility prediction tools
The comparison between the tools currently available for protein solubility prediction is summarized in Table 1 . The protein solubility prediction tools reviewed include PROSO II [8] , CCSOL [9] , SOLpro [4] , PROSO [10] , support vector machine (SVM)-based [6] , SI-based [3] and Recombinant Protein Solubility Prediction [11] . The criteria used in the comparison will be discussed in depth in the following sections.
Prediction tool development method
The development of a protein solubility prediction tool can be performed with varying machinelearning methods including k-nearest neighbors, neural networks, logistic regression, Bayesian classifiers, discriminant analysis, classification trees and SVM [18] . For most of the aforementioned methods, a classifier is often used to conduct the classification task. A classifier is capable of computing a mapping function to relate the features derived from input to a class membership. This allows subsequent assignment of new instances into respective classes according to the predicted output value [18] [19] [20] . A classifier is generally evaluated using different evaluation strategies in combination with statistical analysis to generate performance measures such as misclassification error, sensitivity and specificity [20] .
Among the diverse machine-learning algorithms available, four of seven bioinformatics tools discussed adopted SVM as the machine-learning algorithms. This is in view of the increasing popularity of SVM compared with other machine-learning methods owing to the excellent ability of SVM to handle and process huge amounts of biological data [21] [22] [23] , and at the same time, it has a strong generalization capability on unseen data [6, 24, 25] . In addition to these, the application of kernel function in SVM makes possible the conversion of nonnumerical attributes in DNA or protein sequences to numerical attributes, which subsequently leads to the applicability of SVM in biological applications [24, 26] . Moreover, choosing the most suitable kernel function helps to achieve good data separation in the feature space as well as effectively filters in or out particular characteristics of the input without requiring any extra procedures [25] . Naïve Bayes classifier, on the other hand, is the simplest Bayesian classifier that functions by assuming conditional independence of the predictive variables for a given class [18] . The combined application of multiple classifiers in the development of PROSO II, SOLpro and PROSO prediction tools is intended to seek for more flexible decision surfaces and predicted output with higher accuracy at the expense of intensified complexity Output precision 3 dp 2 dp 6 dp 3 dp n/a 3 dp 3 dp
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during the training stage [18] . The strategy adopted to combine multiple classifiers in the aforementioned tools is known as stacked generalization, which uses the classification output and database from the first classifier as the input to the succeeding classifier [18] . This strategy functions as a scheme capable of minimizing the error rate of multiple classifiers [27] while managing the classifiers to be less susceptible to overfitting [10] . The selection of features is crucial for determining the corresponding performance of the respective bioinformatics tools. The features that are considered irrelevant or redundant in the determination of protein solubility will lower the prediction efficiency owing to consumption of longer computational time [4, 15] . Therefore, it is usually a common practice to perform feature selection to select a smaller subset of most relevant and contributive features to improve the prediction performance of machinelearning classifiers. Unbalanced correlation score, which is adopted in SVM-based prediction tool, can avoid overfitting owing to its unsophisticated nature and work well with unbalanced training data set [17] . PROSO II, SOLpro and PROSO apply the wrapper method, which assists in reducing the dimensionality by conducting feature subset selection. The adopted wrapper method subsequently reduces the cost of data acquisition and improves both accuracy and efficiency of the classifier [18] . Following the features selection and classification steps, the majority of the prediction tools reviewed compute a solubility propensity score or probability score for the class assigned to an instance. SVMbased prediction tool, however, is the only exception, as it does not provide further quantitative evaluation on the classification task.
Training data set and test data set
The data set used to learn the pattern recognition for any machine-learning algorithm plays an extremely important role in assessing the reliability and performance of the prediction tool. First and foremost, it is advantageous to include as many data as possible into the prediction tool because better coverage of the protein universe is believed to provide higher reliability and better generalization capabilities when applied to a newly discovered protein sequence [4, 8] . This is also considered as a reasonably good measure to handle the ever-growing protein sequence data as a result of the incalculable efforts placed on genome sequencing [8] . Although training data sets of larger size are beneficial for developing prediction tool with better performance as well as avoiding biased estimation of the prediction accuracy [28] , the issue of data redundancy should not be overlooked. Training data sets and independent test data sets should have minimum overlap, as an overlap between these data sets will likey result in overestimation of the performance and biased prediction outcome [4] . In practice, sequence redundancy of the data set is often reduced by homology clustering at different sequence identity level, followed by further removal of overlapping homologous sequences from the data set. In this respect, PROSO II, SOLpro and PROSO are the three prediction tools that have explicitly specified the usage of redundancy reduced data set in the course of machinelearning stage. However, insufficient reduction of the sequence redundancy with only an adaptation of 50% sequence identity level is encountered in the case of PROSO [10] . In this regard, previous study has indicated that 25-30% of sequence identity level should be practiced to sufficiently reduce the bias introduced by the sequence homology of both training and test data sets [29] .
A training data set featured by an unbalanced distribution could consequently give rise to a model with poor performance [24, 25] . In addition, an unbalanced training data set with negative sequences outnumbering the positive sequences is viewed unfavorably. Outstripped negative sequences could be redundant, and the inclusion of these redundant negative sequences in the training data set is a waste of the available data source [24] . Both SOLpro and PROSO are reported to possess a balanced training data set, whereas PROSO II and SVM-based prediction tools use unbalanced test and training data sets, respectively. PROSO II used an independent test data set that resembles the real-life distribution of protein solubility, as it is believed that a well-performing prediction tool should function independent of sequence length and be applicable to real-life cases instead of the over-idealized test dataset [8] . Besides, PROSO II was developed using the largest training data set among the prediction tools reviewed. The remaining prediction tools, however, underperform by adopting an undersized training data set.
The nature of the data source has emerged as a limitation to the prediction tools developed. SOLpro and PROSO adapted the data extracted from TargetDB [30] and Protein Data Bank [31] as their training data set, only 77.2% of which the proteins deposited was clearly annotated regarding the use of E. coli as the expression host [4] . Despite claiming that the majority of the proteins expressed in other hosts would possess similar solubility properties as if the expression was carried out in E. coli [4] , the possible deviation of the prediction outcome contributed by imperfect training data sets is unpredictable and yet to be proven as negligible. PROSO II, compiled its training data set from pepcDB, a database that contains only 75% of proteins evident to be produced via heterologous expression in E. coli [8] . In addition, 5% of unknown heterologous complexes were contained in the soluble protein training data set in PROSO II [8] . These limitations of the training data set of PROSO II introduce uncertainties to the prediction tool, thereby possibly encumbering its performance.
Validation method
Validation is an important procedure to verify the validity of the developed prediction tool as well as to provide a measure of the performance of the developed method. The most frequently practiced validation method among the reviewed prediction tools is k-fold cross-validation. This method divides the data into k subsets of approximately equal size. The remaining (k-1) subsets are then combined to generate the training data set, whereas the excluded subset is used as the test data set to evaluate the performance [20] . Repeated 10-fold cross-validation, on the other hand, averages the m different errors estimated by 10-fold cross-validation for various folds. This can subsequently reduce the variance of the prediction error estimates as compared with 10-fold cross-validation [28, 32] . In comparison with 10-fold cross-validation, stratified 10-fold cross-validation, which uses subsets containing data with class distribution similar to the original data set [20] , has lower bias and variance [32, 33] . Regardless of the stratification step, the increment of k value in the k-fold cross-validation method yields both positive and negative effects. Lower bias of the prediction error estimation is expected accordingly as a higher proportion of data presents in the training data set, whereas shrinkage of the test data set results in performance with reduced precision [34] . SI-based prediction tool adopts jackknife leave-one-out cross-validation test, which is recommended for small sample size, with 50 instances, to minimize the mean squared error [28, 34] . Despite having large variance, which subsequently leads to misleadingly optimistic estimates of the prediction accuracy [19, 28, 33] , leave-one-out cross validation method is well-known for offering almost unbiased error estimation [19, 32] . However, there is no absolute answer to the question of which validation method is the best, as the relative merits of these validation methods vary depending on the sample size and type of learning algorithms used [28] . Provided that a suitable validation method is adopted, optimistic bias in the prediction process using machine-learning algorithm can be avoided and thus results in reliable performance estimation [28] .
Another possible way of objectively validating the prediction tool is through experimental verification. PROSO and SVM-based prediction tools have been examined in combination with additional experimental studies to verify their performance, especially the prediction accuracy. PROSO correctly predicted the solubility class of 27 of 31 instances, whereas the SVM-based tool obtained 22 correct predictions of the change in protein solubility due to point mutation, of 23 instances encompassed in the experimental study. The importance of experimental verification procedure should not be omitted, as this is the best representation of the applicability of a predicted tool in real-life circumstances. However, a greater number of instances are preferred in an experimental verification process to increase the representability and creditability of the performance of the evaluated tools.
Performance, usability and utility
The performance of the prediction tools reviewed were mainly assessed by measures such as prediction accuracy and the correlation coefficient between the predicted and experimentally determined solubility, particularly the Matthews Correlation Coefficient (MCC). The prediction accuracies reported were evaluated by either conducting cross-validation (Table 1) or using an independent test data set (Table 2 ). However, owing to the distinctive data sets adopted in the process of evaluating the performance of respective tools via cross-validation, a direct comparison of the reported prediction accuracies and MCCs (Table 1) is inappropriate. The classification tasks that are addressed using different machinelearning algorithms often suffer from issues such as too few positive instances, a large collection of potentially useful features and different distributions between the training and test data sets or use of a training data set that does not correspond to the reallife distribution [17] . To select the best performing prediction tool in terms of prediction accuracy and MCC, a common test data set should be engaged for the evaluation of all tools. The direct comparison of the corresponding prediction accuracy and MCC would be thereafter valid. However, the data set generation process, comprising of redundancy reduction and unwarranted bias avoidance, is a challenging task, and extraordinary effort is required to resolve these complications.
In view of this issue, we conducted a preliminary comparison of the prediction tools in this review. The test data set used was generated by merging all the accessible data made available for PROSO II, PROSO and SI-based prediction tools. Owing to the merging of data sets from multiple sources, there exists a risk of high-sequence redundancy in the data set. Therefore, CD-HIT program [35] was used to reduce the sequence redundancy of both soluble and insoluble data sets independently by homology clustering at 30% sequence identity level. A final data set containing 2000 randomized instances ( Supplementary Tables S1 and S2) , which owns a balanced distribution among soluble and insoluble instances, was generated and subjected to solubility prediction using PROSO II, CCSOL, SOLpro, PROSO and Recombinant Protein Solubility. Owing to the inaccessibility of SVMbased and unavailability of web server version of the SI-based tool, these two tools were not included in this comparison. The outcome of this empirical comparison was summarized and presented in Table 2 . Multiple performance measures such as prediction accuracy, MCC, sensitivity, selectivity and gain were evaluated. This preliminary comparative analysis was conducted such that the outcome can be used as a useful reference in providing reasonable and fair comparison of the performance of the prediction tools discussed.
With reference to the preliminary comparative analysis conducted, PROSO II yields a prediction accuracy of 64.35% and an MCC of 0.308, the highest among the tools examined (Table 2) . Besides, PROSO II outperformed other prediction tools by recording the highest selectivity and gain. Selectivity is defined as the ratio of the number of correctly classified instances to the number of all instances classified into the corresponding group. Gain, on the other hand, quantitatively signifies the extent of improvement on the decision made under the guidance from the classifier as compared with random classification of the instances [8] . Apart from the preliminary evaluation conducted in this review, researchers have previously attempted to compare the performance of a number of different prediction tools using a standardized holdout data set [6, 8, 10] . The reported performances of respective prediction tools are summarized in Supplementary Table S3 , which is provided as supplementary data.
Despite having one of the most outstanding performances based on cross-validation (Table 1) , CCSOL does not provide the baseline numerical score to guide the user on the protein solubility classification. The reported performance of CCSOL was determined by Smialowski et al. [8] , assuming a Note. a Performance of each tool was evaluated using the prediction accuracy, MCC, sensitivity, selectivity and gain, respectively. threshold value for soluble class at 50. Alteration of this threshold value affects considerably the prediction accuracy. Besides, CCSOL uses a training data set, which contains merely prokaryotic proteins without taking into account any other eukaryotic proteins that might otherwise have important medical or industrial applications [8] .
The usability of a prediction tool can be gauged by three important aspects, namely, learnability, helpfulness and memorability. Samples of input sequences provided by PROSO II and PROSO can assist the user to exploit the prediction tools without much difficulty. Pop-up window or error statement, which appears during the use of PROSO II, CCSOL, SOLpro and PROSO, serves as the bridge of communication between the tool and user, assisting the user to identify any error and subsequently rectify the mistake. These equipped features enhance the usability of the aforementioned prediction tools in terms of learnability, helpfulness and memorability.
In terms of utility, an important criterion to be considered by potential users is the availability of the prediction tool or the accessibility. For webbased prediction tool, a major drawback is the inability to use the prediction tool without Internet connection. Stand-alone prediction tool, on the other hand, allows user to conveniently access and use the prediction tool at all time, without the need to establish an Internet connection as the prerequisite. However, these types of prediction tools often require users to go through some complex yet inexplicable software installation and familiarization processes. Accordingly, web-based prediction tool is preferred, which is more straightforward and exempted from the limitations of certain stand-alone applications, such as SOLpro, which was designated to be operational under the Linux operating system only. Although the SI-based prediction tool is not a readily available stand-alone application for user to download and install, it is developed via machine-learning algorithms and has the complete information required for any user to build their own personalized bioinformatics tools using any programming software available.
The diversity of the prediction tools, including the ability to process multiple inputs at one time, is another important aspect to be considered. Prediction tools that accept inputs in plain sequence format are generally preferred as opposed to the FASTA format owing to its simplicity. The FASTA format delivers a sequence, either amino acid or nucleotide sequence, by starting with a single-line description comprising a sequence identifier and an optional description, followed by its amino acid sequence. Contrarily, the plain sequence format does not contain any header line such as those observed in the FASTA format. Only IUPAC characters and spaces are contained within a plain sequence. Despite the advantages of having simple and easily understood format, plain sequence format is not capable of presenting more than one sequence as compared with the FASTA format, which can contain multiple sequences in a single file. Nevertheless, inputs in the plain sequence format do not offer the flexibility in computing concurrent predictions for multiple inputs as opposed to those made possible by using the FASTA format. For instances, both PROSO II and PROSO can process up to 20 and 5 sequences in FASTA format at once, respectively. In addition, the processing speed and the means of output conveyance symbolize the efficiency of a particular prediction tool. PROSO II, PROSO and the Recombinant Protein Solubility Prediction are the three fastest tools, capable of returning the predicted outcome within 30 seconds and at the same time directing user to the web page, which displays the prediction outcome. Conversely, SOLpro not only necessitates the user to queue for the prediction task but also requires them to access to their email accounts to retrieve the prediction outcome which is delivered through email only.
Scope of analysis and potential application
In general, all the prediction tools discussed were developed to evaluate the probability of a particular protein to be produced in soluble form on overexpression in E. coli. CCSOL is the only prediction tool developed based on a training data set containing 70% of the E. coli proteome. Therefore, CCSOL is not specifically developed to predict the solubility of proteins that are expressed heterologously in E. coli. Heterologous expression is another crucial aspect in the selection of protein solubility prediction tool owing to the prominent adaptation of this type of expression in biotechnology industry [2] . The specification of the included and excluded scope of a bioinformatics tool is essential, as this will determine the suitability of applying a particular prediction tool in respective circumstances. A simplified comparison of the prediction tools reviewed in terms of respective advantages and disadvantages as well as the preference of various tools under different circumstances are shown in Table 3 . Depending on the intention of a particular study, the variety of prediction tools discussed in this article, ranging in performance, type of application, development method, validation method, input and output characteristics, usability and utility can be used to fulfill diverse research purposes. For instance, these bioinformatics tools can be applied to assist efforts that involve random mutagenesis studies for solubility optimization [8] . With the utilization of these bioinformatics tools, large-scale screening of proteins is now viable to identify the most promising combinations of vector-gene-host for high expression of soluble proteins [10] .
A number of research works have been conducted through the use of some of the tools reviewed [32, [36] [37] [38] [39] . As one of the most recent applications, PROSOII has been used to estimate the solubility of polyhydroxyalkanoate (PHA) synthase from different strains, which was expressed in E. coli JM109. The solubility score predicted for PHA synthase from Delftia acidovorans DS-17 (PhaC Da ) was much lower than that of PHA synthase from Ralstonia eutropha (PhaC Re ), which were reported to be 0.341 and 0.620, respectively. The prediction output from PROSOII agreed well with the observation from the repeated SDS-PAGE and western blot analyses, showing that the amount of PhaC Da in the insoluble fraction was greater than that of PhaC Re [38] . Another research work has explored the usage of the Revised Wilkinson-Harrison method [2] to predict the solubility of several deoxyxylulose phosphate pathway enzymes, targeting on the enhancement of deoxyxylulose phosphate pathway enzyme solubility for microbial isoprenoid production [40] . In addition, N utilization substance A (NusA) was discovered as a solubility-enhancing tag after being subjected to the Wilkonson-Harrison solubility predictor and subsequently produced a high-solubility score. Further experimentation has proved that linking of NusA to an insoluble protein would generally increase the solubility of the fusion protein [39] .
Current limitations and future prospects
Generally, the prediction tools discussed in this review have adopted similar bioinformatics approaches by predicting protein solubility based merely on amino acid sequence. As such, sequence-independent factors such as growth temperature and buffer composition are disregarded during the computation of respective prediction algorithm. Owing to this reason, the prediction tools reviewed in this section are not applicable to situations where a sequence-independent feature is of exceptional importance or plays a critical role as a manipulating factor in a particular study. Another limitation encountered in the majority of the prediction tools is the inapplicability to membrane proteins. Membrane proteins are often insoluble on overexpression, and the proportion of membrane proteins represented by atomic resolution structures in the Protein Data Bank is as low as 0.3% [41] . This rationalizes the exclusion of membrane proteins from the scope for most of the prediction tools reviewed. Besides, PROSO II, CCSOL and PROSO are incompetent in generating valid prediction outputs for input sequences containing ambiguous amino acid residues represented by 'X'. The presence of ambiguous residues within the input sequence will halt the prediction process in these tools. In contrast, SOLpro is capable of proceeding with the prediction even if any ambiguous residue is present in the input sequence.
Considering that most of the existing protein solubility prediction tools are developed using similar approaches, it is anticipated that dissimilar approaches will be adopted in future prediction tools and are capable of addressing the aforementioned limitations. Owing to the indisputable fact that 3D structures of proteins determine its solubility, the emergence of a new prediction tool, which provides user with an option to either adopt or disregard the effect of 3D structures, sounds inspiring and encouraging. This offers the possibility of improving the prediction accuracy by taking into account the influence of 3D structures while not compromising the usability of the tool, as it is also applicable to new protein sequences which lack defined 3D structures.
CONCLUSION
This review article can serve as a gateway to some of the most representative bioinformatics tools developed for the prediction of protein solubility. Besides, it provides an insightful categorization and comparison of the bioinformatics tools available, which can be incorporated to yield better recombinant protein production on overexpression in E. coli. The comparison conducted emphasizes on the development method, performance, usability and utility of different prediction tools, aiming to offer non-bioinformaticians a comprehensible yet easily digestible source of reference. The suitability of a prediction tool is pertinent to the type of application as well as the nature of the scenario, such as format of input sequence available and desired output. With the increasing number of prediction tools developed in the relevant field in the past decade, it is expected that more beneficial tools will be created and introduced to address the aforementioned limitations.
Key points
This review serves as a useful guide to help non-bioinformaticians to select a protein solubility prediction tool that suits best to their respective requirements. The performance, usability and utility of each tool were described and compared. The limitations associated with respective tools have been discussed to provide enlightening insights to the readers.
