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Abstract
The channel assignment problem involves assigning radio channels to transmitters, using a
small span of channels but without causing excessive interference. We consider a standard model
for channel assignment, the constraint matrix model, which extends ideas of graph colouring.
Given a graph G = (V; E) and a length l(uv) for each edge uv of G, we call an assignment
 : V → {1; : : : ; t} feasible if |(u)−(v)|¿ l(uv) for each edge uv. The least t for which there
is a feasible assignment is the span of the problem. We 3rst derive two bounds on the span, an
upper bound (from a sequential assignment method) and a lower bound. We then see that an
extension of the Gallai-Roy theorem on chromatic number and orientations shows that the span
can be calculated in O(n!) steps for a graph with n nodes, neglecting a polynomial factor. We
prove that, if the edge-lengths are bounded, then we may calculate the span in exponential time,
that is, in time O(cn) for a constant c. Finally we consider counting feasible assignments and
related quantities.
c© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction
The channel assignment problem involves assigning radio channels to transmit-
ters, using a limited range of channels but without causing interference. We consider
a standard model for channel assignment, the constraint matrix or weighted graph
model, which extends ideas of graph colouring, see for example [3,4,9]. Given a graph
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G=(V; E) and a positive integral weight or length l(uv) for each edge uv of G, we call
an assignment  : V → {1; : : : ; t} feasible if |(u) − (v)|¿ l(uv) for each edge uv.
The nodes correspond to transmitters, and the lengths l(uv) specify minimum channel
separations to avoid interference. (Thus if u and v correspond to transmitters that are
“close together” in some sense then l(uv) will be large.) The least t for which there
is a feasible assignment is the span of the problem, which we denote by span(G; l).
When each edge length is 1 this is just the chromatic number (G).
We 3rst discuss bounds on the span. In particular, we consider sequential methods
for assigning channels, and see that the span is at most l(G)+1, where the “weighted
maximum degree” l(G) is the maximum over all nodes v of the sum of the weights
of the edges incident with v. This upper bound of course corresponds to the bound
(G)6(G)+1. We give also a lower bound on the span, extending a result of Smith
and Hurley [11], which corresponds to the bound (G)¿ |V |=(G). Here (G) is the
stability (or independence) number of G.
We next describe an extension of the Gallai-Roy theorem on chromatic number and
orientations, following a result of Barasi and van den Heuvel [1]. This result shows
that the span can be calculated in O(n!) steps, neglecting a polynomial factor. We
then consider the problem of calculating the span when the maximum edge-length is
bounded. We give a recurrence which shows how to do this in exponential time, that
is, in time O(cn) for a constant c, following an idea of Lawler [5] for the chromatic
number. In particular we see that, if each edge-length is at most m, then we may
calculate the span in O((2m+ 1)n) steps, neglecting a polynomial factor.
Finally we consider counting feasible assignments and related quantities. We see
in particular that the number of feasible assignments agrees with a polynomial for
suJciently large numbers of available channels. See [13] for a discussion of such
results.
2. Sequential assignment methods
Suppose that we want to colour the nodes of a graph with colours 1; 2; : : :, and
we have a given ordering on the nodes. Let us consider two variants of the greedy
colouring algorithm. In the “one-pass” method, we run through the nodes in order
and always assign the smallest available colour. In the “many-passes” method, we run
through the nodes assigning colour 1 whenever possible, then repeat with colour 2 and
so on. Both methods yield exactly the same colouring, and show that
(G)6(G) + 1; (1)
since at most (G) colours are ever denied to a node.
Now consider a constraint matrix problem (G; l). De3ne the weighted degree of a
node v by degl(v) =
∑{l(uv): uv∈E}, and de3ne the maximum weighted degree by
l(G) = maxvdegl(v): The above greedy methods generalise immediately.
Example. Let G be the 4-cycle C4, with nodes a; b; c; d and edge lengths l(ab) = 1
and l(bc)= l(cd)= l(ad)=2. Note that l=4. The one-pass method assigns channels
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1,2,4,6 to the nodes a; b; c; d respectively, with span 6. The many-passes method assigns
channel 1 to nodes a and c, channel 2 to none of the nodes, and channel 3 to nodes
b and d, with span 3.
In fact the many passes method always uses at most the channels 1; : : : ; l + 1, and
so we may extend the inequality (1) as follows.
Proposition 2.1.
span(G; l)6l(G) + 1:
Proof. In order to show that the many passes method needs a span of at most the
above size, suppose that it is about to assign channel c to node v. Let A be the set of
neighbours u of v to which it has already assigned a channel (u). For each channel
j∈{1; : : : ; c− 1} there must be a node u∈A with (u)6 j and (u) + l(uv)¿ j+ 1.
Hence the intervals {(u); : : : ; (u) + l(uv)− 1} for u∈A cover {1; : : : ; c − 1}. Thus
c − 16
∑
u∈A
l(uv)6 degl(v)6l(G);
and this completes the proof.
There is a straightforward extension of (1), involving the “degeneracy” of a graph—
see for example [12]. Given an ordering  = (v1; : : : ; vn) of the nodes, let g() be the
maximum over 1¡j6 n of the degree of node j in the subgraph induced by nodes
1; : : : ; j. We call the minimum value of g() over all such orderings  the degeneracy
of G, and denote it by ∗(G). We can compute ∗(G) as follows. Find a node v of
minimum degree, delete it and put it at the end of the order, and repeat. This shows
that ∗(G) equals the maximum over all induced subgraphs of the minimum degree,
and that we can compute it and 3nd a corresponding order in O(n2) steps.
If we colour the nodes of G in an order yielding the minimum above, then at each
stage at most ∗(G) colours are denied to a node. Hence
(G)6 ∗(G) + 1; (2)
and further we can 3nd a corresponding colouring quickly. (The quantity ∗(G)+ 1 is
sometimes called the colouring number of G.)
The inequality (2) does not extend to span(G; l). For, consider 3rst the example
where G consists of a triangle with one edge of length 2 and two of length 1 adjacent
to a node v, and one pendant edge of length 2 attached to this node v: the span is 4, but
in each induced subgraph there is a node with weighted degree at most 2. However,
the inequality (2) does extend if we replace the degree of each node v not by its
weighted degree degl(v) but by the sum of the values 2l(uv) − 1 over all the nodes
u = v with l(uv)¿ 1. For, observe that if we have a feasible assignment for the graph
without v and we wish to extend it to v, then the above sum bounds the number of
channels denied to v—see Proposition 6 of [11].
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3. Lower bounds
Consider the elementary lower bound on (G),
(G)¿ |V |=(G): (3)
Here the stability number (or independence number) (G) is the maximum size of a
stable set in G. As is well known, this inequality can be extended as follows. For each
node v let v denote the maximum size of a stable set containing v. Then
(G)¿
∑
v
1=v: (4)
For, given any proper t-colouring of G, with colour sets S1; : : : ; St , we have v¿ |Si|
if v∈ Si, and so∑
v
1=v =
t∑
i=1
∑
v∈Si
1=v6
t∑
i=1
∑
v∈Si
1=|Si|= t:
There are lower bounds for the span extending these ideas. Let r be a positive integer,
and let us keep r 3xed throughout. Consider an instance (G; l) of the constraint matrix
problem. Call a subset U of nodes r-assignable if the corresponding subproblem has
span at most r. Let (r) denote the maximum size of an r-assignable set. Similarly,
for each node v let (r)v denote the maximum size of an r-assignable set containing v.
Then
span(G; l)¿ r|V |=(r) − (r − 1); (5)
and indeed [11]
span(G; l)¿ r
∑
v
1=(r)v − (r − 1): (6)
Observe that (5) reduces to (3) and (6) reduces to (4) when r=1. The basic inequal-
ity (5) is crucial for example in [8]. The following result is a further natural slight
extension of (6).
Let the index i always run through 1; : : : ; r. For each node v and each i, let (r)vi
denote the maximum size of an r-assignable set U containing v, such that there is a
feasible assignment  : U → {1; : : : ; r} with (v) = i. For example, if G is the path
with three nodes a; b; c (b in the middle) and both edges of length 2, then
(3)b = 
(3)
b1 = 
(3)
b3 = 3 and 
(3)
b2 = 1:
Proposition 3.1.
span(G; l)¿
∑
v
∑
i
1=(r)vi − (r − 1): (7)
Further, if
(r)v1 ¿v for each node v (8)
then this inequality is strict.
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We make three comments before proving this result.
(i) Observe that (r)vi 6 
(r)
v ; and so the bound (7) is always at least as good as (6).
It reduces to (6) when r is 1 or 2.
(ii) The condition (8) must hold if G has at least one edge and each edge length is
at most r − 1. For, let S be a stable set containing v of size v: then there is a node
w∈V \ S, and S ∪ {w} is r-assignable.
(iii) Consider the example introduced immediately before the Proposition, with span
3. For the purpose of illustration, let us take r = 3. Then the lower bound in (7) is 2.
But by (ii) above, the condition (8) holds, and so we may deduce from Proposition
3.1 with r = 3 that the span is at least 3. (It is much simpler with r = 2.)
Proof. Let t = span(G; l), and 3x a feasible assignment  : V → {1; : : : ; t}. For
each set I of integers let Iˆ denote −1(I). For each v and i let Ivi denote the set
{(v)− i+ 1; : : : ; (v) + r − i} of r consecutive integers, and let 'vi = |Îvi|. Then 16
'vi6 
(r)
vi : Let I denote the collection of sets I = {j; : : : ; j + r − 1} of r consecutive
integers such that Iˆ = ∅. Then |I|6 t + r − 1: Hence∑
v
∑
i
1=(r)vi 6
∑
v
∑
i
1='vi
=
∑
v
∑
i
∑
I∈I
1(I=Ivi)(1=|Iˆ |)
=
∑
I∈I
(1=|Iˆ |)
∑
v∈Iˆ
∑
i
1(I=Ivi):
But for each v∈ Iˆ we have ∑i 1(I=Ivi) = 1, and so the last quantity above equals∑
I∈I
(1=|Iˆ |)
∑
v∈Iˆ
1 =
∑
I∈I
1 = |I|6 t + r − 1:
Finally, suppose that the condition (8) holds. There is a node v0 with (v0) = 1. Then
Iˆ v0r = {v: (v) = 1}, so
'v0r = |Iˆ v0r|6 v0 ¡(r)v01 = (r)v0r :
Hence the 3rst inequality displayed above is strict.
4. Span and orientations
The Gallai-Roy Theorem (see for example [12]) relates the chromatic number (G)
to the maximum length of a path (with no repeated nodes allowed) in an orientation
of G. The theorem states that if D is an orientation of G with maximum directed path
length )(D), then
(G)6 1 + )(D);
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and further, equality holds for some acyclic orientation D. This theorem extends directly
to the weighted graph case, that is to constraint matrix problems. The paper [1] focusses
on the acyclic case, and discusses related algorithms: see also the survey [9], which
gives a proof of the proposition below. We shall use the acyclic case in the next
section. As usual, we let the length of a path be the sum of the lengths or weights of
the edges.
Proposition 4.1. Given (G; l) and an orientation D of G, let )(D; l) denote the max-
imum length of a directed path. Then
span(G; l)6 1 + )(D; l);
and further, equality holds for some acyclic orientation D.
5. Computing the span
How quickly can we compute the span?
The problem is trivially solvable on bipartite graphs, since the span is just the
maximum edge-length plus 1, see for example [10]. On the other hand, it is shown
in [10] that unless P = NP, we cannot in polynomial time obtain a solution within a
factor 43 of the optimal in graphs which can be made bipartite by deleting a single
node, even if the edge-lengths are restricted to 1 and 2.
Bipartite and “near-bipartite” graphs as above are rather special, so let us consider
general n-node graphs. Since the problem is a generalization of graph colouring, un-
less P = NP we cannot in polynomial time obtain a solution within a factor n1=7−,
of optimal for any ,¿ 0, see [2]. One might hope that the problem would be easy
for graphs of bounded tree-width, but this is not true. It is shown in [10] that it is
NP-hard to compute the span, even for graphs with treewidth at most 3, as long as
we allow large edge-lengths. In contrast, for each 3xed k, there is a fully polynomial
time approximation scheme for 3nding the span on graphs of treewidth at most k.
Let us focus here on how quickly we can compute the span, when there is no
restriction on the graph G. There are two natural cases to consider concerning the
edge-lengths; namely when the maximum edge length is “small”, and the most gen-
eral case when it is not restricted. In practical problems we would not expect large
edge-lengths.
In the latter case, when edge-lengths are not restricted, the best bound seems to
come from Proposition 4.1. We may determine span(G; l) as follows. For an n-node
graph G, we may run through all n! linear orders on the nodes, and 3nd the maximum
path length )(D; l) in the corresponding acyclic orientation D, in O(n2) arithmetic
operations per linear order.
When the maximum edge length is small we may hope to do better than n! steps.
For consider graph colouring. By repeatedly running through all stable sets in G, we
may determine (G) in O(3n) steps (ignoring small polynomial factors); and further, as
was pointed out by Lawler [5], if we consider only maximal stable sets, we need use
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only O((1+ 31=3)n) steps. (This beats branch-and-bound methods based on contraction
and deletion, see [6].) The general approach can be extended to determine the span.
Proposition 5.1. Given (G; l) with maximum edge-length m, we can compute
span(G; l) in O(n2(2m+ 1)n) steps.
The case m= 1 corresponds to 3nding (G) in O(3n) steps: we do not seem to be
able to take advantage of “maximality” here.
Let us describe the method. Let V denote the set of nodes of G. For each S ⊆ V
let
@iS = {v∈V\S: ∃ an edge uv with u∈ S and l(uv)¿ i}:
For each nested family A ⊇ B1 ⊇ · · · ⊇ Bm−1 of m subsets of V and each non-negative
integer t, let F(A;B1; : : : ; Bm−1; t) be the set of all feasible assignments  : A →
{1; : : : ; t} for the subproblem on A such that (v)6 t − i whenever v∈Bi, for each
i=1; : : : ; m− 1. Let f(A;B1; : : : ; Bm−1) be the least t such that F(A;B1; : : : ; Bm−1; t) is
non-empty. Thus the span is f(V ; ∅; : : : ; ∅). By de3nition, if A = ∅ then F = {∅} and
f = 0.
Claim. For each non-empty A ⊆ V
f(A;B1; : : : ; Bm−1) = 1 + min
S
f(A\S;B′1; : : : ; B′m−1); (9)
where S runs over all stable subsets of A\B1; B′i−1 = Bi ∪ (A ∩ @iS) for each
i = 2; : : : ; m − 1; and B′m−1 = A ∩ @mS. [Note that A\S ⊇ B′1 ⊇ · · · ⊇ B′m−1; as
required for the domain of f.]
The method to calculate the span is brutal: we use the claim to tabulate all the values
f(A;B1; : : : ; Bm−1) in increasing order of the size of A. Note that for a given set A of
size a, there are ma points in the domain of f. The additional time to compute f for
a given point with set A of size a is at most cn22a for a constant c¿ 0. Hence the
total time taken is at most
cn2
n∑
a=0
(
n
a
)
ma2a = cn2(2m+ 1)n:
It remains only to prove the claim.
Proof of Claim. We show 3rst that the left side is at most the right. Let S be a
stable subset of A \ B1, and let f(A \ S;B′1; : : : ; B′m−1) = t − 1: We want to show that
f(A;B1; : : : ; Bm−1)6 t: Let ∈F(A \ S;B′1; : : : ; B′m−1; t − 1); and extend  to ˆ : A→
{1; : : : ; t} by setting ˆ(v) = (v) for each v∈A \ S and ˆ(v) = t for each v∈ S. We
must check that
ˆ∈F(A;B1; : : : ; Bm−1; t): (10)
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Let uv be an edge with u∈ S and v∈A \ S. Thus ˆ(u) = t and ˆ(v)6 t − 1. If
l(uv)= i∈{2; : : : ; m}, then v∈ @iS ⊆ B′i−1, and so ˆ(v)=(v)6 (t−1)− (i−1)= t− i:
Thus in each case ˆ(u) − ˆ(v)¿ l(uv). Since S is stable and  is feasible for the
subproblem on A \ S, it now follows easily that ˆ is feasible for the subproblem
on A. If v∈B1 then ˆ(v) = (v)6 t − 1 since S ⊆ A \ B1; and if v∈Bi for some
i∈{2; : : : ; m − 1} then v∈B′i−1 and so ˆ(v) = (v)6 t − i by our choice of . Now
we see that indeed (10) holds.
Conversely, let us show that the right side is at most the left. Let f(A;B1; : : : ; Bm−1)=
t. Let ∈F(A;B1; : : : ; Bm−1; t): Let S be the stable set −1({t}). Then S must be
non-empty by the minimality of t, and S ⊆ A \ B1 since (v)6 t − 1 for each v∈B1.
If t=1 then S=A and the result holds, so let us assume that t¿ 2. De3ne ′ : A\S →
{1; : : : ; t− 1} by setting ′(v)=(v) for each v∈A \ S. It suJces for us to check that
′ ∈F(A \ S;B′1; : : : ; B′m−1; t − 1): (11)
Clearly ′ is feasible for the subproblem on A \ S. Let i∈{2; : : : ; m − 1} and let
v∈B′i−1 = Bi ∪ (A ∩ @iS). If v∈Bi then ′(v) = (v)6 t − i= (t − 1)− (i− 1) by the
condition on , and if v∈ @iS then the same inequality holds, since S is non-empty and
 is feasible for A. Finally, if v∈B′m−1 = A ∩ @mS, then as before ′(v) = (v)6 t −
m= (t − 1)− (m− 1). Thus (11) holds, which completes the proof.
6. Counting assignments
Given a graph G, for each positive integer t let f(t) be the number of (proper)
t-colourings of G. Thus for example if G consists of two adjacent nodes then f(t) =
t(t − 1). It is well known and easy to see that there is a unique polynomial p(x)
de3ned for all real x which agrees with f on the positive integers: this is the chromatic
polynomial of G.
Does this result extend to the constraint matrix problem? Let G be a graph with n
nodes, and with edge lengths l as usual. For each positive integer t let f(t) be the
number of feasible assignments from V to {1; : : : ; t}. If each edge-length is 1 then this
is the just the chromatic polynomial of the graph G.
For example, let G consist of two adjacent nodes u and v with l(uv)= 3. Then it is
easy to check that f(t) agrees with the polynomial p(t)=(t−2)(t−3) for each t¿ 2,
but f(1)=0 and p(1)=2. Thus there is no “feasible assignment counting polynomial”.
However, there is nearly one.
Proposition 6.1. Given (G; l) where G has n nodes, there is a monic polynomial p(x)
of degree n such that f(t) = p(t) for all su8ciently large integers t.
This result was shown independently in [13] by methods based on counting hyper-
plane arrangements, and in the unpublished manuscript [7] by elementary methods. Let
us use the methods in [7] to extend the above result.
Consider a graph G = (V; E) with length vector l. The defect of an assignment 
on the edge e = uv is the larger of 0 and l(uv) − |(u) − (v)|. The defect vector
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defect() of  is the vector of these defects indexed by the edges of G. Thus  is
feasible if and only if its defect vector is 0.
Suppose that the maximum edge-length is m. Let D = D(G; l) denote the set
{0; 1; : : : ; m}E , which contains all possible defect vectors. For each d∈D and positive
integer t, let fd(t) be the number of assignments ∈{1; : : : ; t}V with defect() = d.
We are interested in particular in the behaviour of f0(t), the number of feasible
assignments.
Proposition 6.2. Given (G; l) where G has n nodes, there is a monic polynomial p0(x)
of degree n such that the number f0(t) of feasible assignments with t available
channels agrees with p0(t) for all su8ciently large integers t.
Indeed, suppose that the maximum edge-length is m. Then for any possible
defect vector d∈D, there is a polynomial pd(t) such that the number fd(t) of as-
signments ∈{1; : : : ; t}V with defect() = d satis:es fd(t) = pd(t) for all integers
t¿ (m− 1)(n− 1). The polynomial pd(t) has degree at most n, with equality if and
only if d = 0.
It follows for example from this result, that for any non-negative integer b, the
number of assignments with exactly b violated constraints agrees with a polynomial
when the number t of available channels is suJciently large; namely the polynomial
which is the sum of the polynomials pd(t) over all d∈D with exactly b strictly positive
entries. See also [13].
Proof. For each 16 k6 n, let 3k denote the set of ordered partitions of V into
k non-empty blocks, and let Gk denote the set of all functions from {1; : : : ; k − 1}
to {1; : : : ; m}. For each 16 k6 n; 4∈3k; g∈Gk and positive integer t, we let
A(4; g; t) denote the set of all assignments ∈{1; : : : ; t}V such that there exist integers
ci (i = 1; : : : ; k) satisfying the following three conditions:
• for each i = 1; : : : ; k; (v) = ci for each v in block i of 4,
• 16 c1¡c2¡ · · ·¡ck6 t,
• for each i = 1; : : : ; k − 1,
ci+1 − ci = g(i) if g(i)¡m
• and
ci+1 − ci¿m if g(i) = m:
Observe that, given 4 and g as above, there is a vector d∈D with the property that
defect()= d for each ∈A(4; g; t) (and each t such that A(4; g; t) is non-empty). Let
us denote this vector by defect(4; g).
We may write fd(t) as
n∑
k=1
∑
4∈3k
∑
g∈Gk
1defect(4;g)=d|A(4; g; t)|:
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The three sums above are each over sets which do not depend on t. Let 16 k6 n;
4∈3k and g∈Gk : we shall investigate |A(4; g; t)|.
Suppose that there are r=r(g) indices i such that g(i)=m, and let the sum of the other
values g(i) be s= s(g). To obtain numbers ci as above, we must choose non-negative
integers b1; : : : ; br and set the “big gaps” to m + b1; : : : ; m + br , and we must choose
an initial gap b0 and a terminal gap br+1 : thus we choose r+2 non-negative integers
b0; b1; : : : ; br ; br+1 such that
t − 1 = s+ b0 + (m+ b1) + · · ·+ (m+ br) + br+1;
that is
b0 + · · ·+ br+1 = t − 1− s− mr = t − 6;
where 6 = 6(g) is de3ned by 6 = s + mr + 1. Hence A(4; g; t) is non-empty if and
only if t¿ 6; and if t¿ 6 then |A(4; g; t)| is the number of ways of choosing r + 2
non-negative integers summing to t − 6, and this equals(
t − 6+ r + 1
r + 1
)
=
(t − 6+ r + 1)(r+1)
(r + 1)!
;
a polynomial in t of degree r + 1. Thus we obtain
fd(t) =
n∑
k=1
∑
4∈3k
∑
g∈Gk
1defect(4;g)=d1t¿6
(t − 6+ r + 1)(r+1)
(r + 1)!
:
Let pd(x) be the polynomial
pd(x) =
n∑
k=1
∑
4∈3k
∑
g∈Gk
1defect(4;g)=d
(x − 6+ r + 1)(r+1)
(r + 1)!
:
We shall show that
1t¿6(t − 6+ r + 1)(r+1) = (t − 6+ r + 1)(r+1) (12)
for all integers t¿ (m− 1)(n− 1). This will show that fd(t) = pd(t) for all integers
t¿ (m− 1)(n− 1), as we wished to show.
Let us then prove (12). It is certainly true if t¿ 6. Further, both sides equal 0 if
t = 6− 1; 6− 2; : : : ; 6− r − 1. Thus (12) holds for each integer t¿ 6− r − 1. But
6 = s+ mr + 1
6 (m− 1)(k − 1− r) + mr + 1
= (m− 1)(k − 1) + r + 1
6 (m− 1)(n− 1) + r + 1:
Thus (12) holds for all integers t¿ (m− 1)(n− 1), as required.
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To complete the proof, note that always r6 n−1, and if r=n−1 then defect(4; g)=0.
Hence the degree of pd(x) is at most n, and is at most n − 1 unless d = 0. Further,
we get a contribution of a polynomial of degree n with leading coeJcient 1=n! when
4 is one of the n! trivial ordered partitions of V into singletons and r = n− 1. Hence
p0 is monic of degree n.
The lower bound (m− 1)(n− 1) for t in the above proposition cannot be improved
(in terms of m and n). For consider the complete graph Kn with n nodes, with each
edge-length m. Let p(x) be the polynomial
p(x) = (x − (m− 1)(n− 1))(n)
of degree n. From the proof above, f0(t) = p(t) for integral t¿ (m − 1)(n − 1), but
for integral t ¡ (m− 1)(n− 1) we have f0(t) = 0 and p(t) = 0.
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