T of a C * -correspondence E extends to a C * -representation of the Toeplitz algebra of E if and only if T is isometric. This paper is mainly concerned with finding conditions for a covariant representation of a subproduct system to extend to a C * -representation of the Toeplitz algebra. This framework is much more general than the former. We are able to find sufficient conditions, and show that in important special cases, they are also necessary. Further results include the universality of the tensor algebra, dilations of completely contractive covariant representations, Wold decompositions and von Neumann inequalities.
Introduction
This paper treats the interplay between operator algebras and covariant representations associated with subproduct systems, introduced and studied recently in [40] . This topic is the intersection of two, not completely disjoint, paths of research. The first is the investigation of operator algebras corresponding to product systems. The second concerns with special classes of row contractions, such as commuting or q-commuting or, more generally, "constrained" row contractions. Both paths, briefly q-commuting ( [3, 6, 12] ) operators were examined. The general case of constrained row contractions followed ( [36, 37] ), and proved to have many applications.
Subproduct systems provide the means to unify these two theories. Assume that X = (X(n)) n∈Z + is a family of Hilbert modules over M = X(0) such that X(n + m) is an orthogonally complementable sub-bimodule of X(n) ⊗ X(m) for all n, m ∈ Z + . This is a subproduct system in the "standard" form. Setting E := X(1) we have X(n) ⊆ E ⊗n for all n. Letting p n denote the orthogonal projection of E ⊗n onto X(n), the X-shifts are defined over the X-Fock space F X := M ⊕ E ⊕ X(2) ⊕ X(3) ⊕ . . . ⊆ F (E) by S X n (ζ)η := p n+m (ζ ⊗ η) for ζ ∈ X(n), η ∈ X(m). The Toeplitz algebra T (X) and the tensor algebra T + (X) are now defined to be the C * -and non-selfadjoint algebras, respectively, generated by the X-shifts in L(F X ). Covariant representations T = (T n ) n∈Z + of X on H are defined is a suitable manner where T n : X(n) → B(H) for all n. Now, for instance, [28, 20] correspond to product systems (X(n) = E ⊗n , so that actually X(n+m) = X(n)⊗X(m) for all n, m); and there is a bijection between row contractions of d commuting operators and completely contractive, covariant representations of the symmetric subproduct system defined by X(n) :
The main goal of this paper is to generalize the above-mentioned theorem of Pimsner to this setting. That is, if T is a covariant representation of a subproduct system X on H, when is there a C * -representation of T (X) on H mapping S X n (ζ) to T n (ζ)? If this holds, T is said to extend to a C * -representation. The difficulty starts with the fact that the X-shifts and their adjoints do not satisfy any "isometricity" relation in the spirit of (0.1) (as seen even in the simple example of the symmetric subproduct system). An essential step in the proof of [28, Theorem 3.4 ] employs (0.1) to reduce every composition of shifts and their adjoints to an operator of the form S ζ 1 · · · S ζn S (∀ζ 1 , ζ 2 ∈ E, η 1 , η 2 ∈ F ) ζ 1 ⊗ η 1 , ζ 2 ⊗ η 2 E⊗σF := η 1 , σ( ζ 1 , ζ 2 )η 2 F .
Two special cases are worth mentioning. First, if F = H is a Hilbert space, i.e. N = C, then E ⊗ σ H is also a Hilbert space. Second, if E, F are C * -correspondences over the same algebra M (and ϕ F implements the left action of M on F ), so is E ⊗ F := E ⊗ ϕ F F .
Assume that E 1 , E 2 are Hilbert C * -modules over M and F 1 , F 2 are Hilbert C * -modules over N . Suppose also that σ j : M → L(F j ), j = 1, 2, are *-homomorphisms. If T ∈ L(E 1 , E 2 ), S ∈ L(F 1 , F 2 ) and S is an M -module map, that is, Sσ 1 (a) = σ 2 (a)S, then there exists a unique operator T ⊗ S ∈ L(E 1 ⊗ σ 1 F 1 , E 2 ⊗ σ 2 F 2 ) satisfying (T ⊗ S)(ζ ⊗ η) = (T ζ) ⊗ (Sη) for ζ ∈ E 1 , η ∈ F 1 . Moreover, T ⊗ S ≤ T · S .
Tensor products of Hilbert W * -modules are discussed more thoroughly in Remark 1.8. For a general (not necessarily selfadjoint) operator algebra A , denote by A 1 its trivial unitization A ⊕ CI if it is not already unital (otherwise, set A 1 := A ). It should be emphasized that the C * -algebras we consider are not necessarily unital.
However, all operator algebra representations, and particularly C * -algebra representations, are assumed nondegenerate by convention. The majority of the theory developed in this paper is valid in both the C * -algebra setting and the W * (von Neumann)-algebra setting. To avoid burdensome repetitions in statements, we shall use the letter A where either C or W may be used, yielding, e.g., an A * -algebra, a Hilbert A * -module, etc. Unless specifically told otherwise, all definitions, propositions, etc. are valid in both contexts.
Covariant representations of Hilbert modules.
Fix an A * -correspondence E over an A * -algebra M .
Definition 1.1 ([20, Definition 2.11], [23, Definition 2.15]). A pair (T, σ) is called a covariant representation of E on H if:
(1) σ is a C * -representation of M on H.
(2) T is a linear mapping from E to B(H).
(3) T is a bimodule map with respect to σ, i.e., T (ζa) = T (ζ)σ(a) and T (aζ) = σ(a)T (ζ) for all ζ ∈ E and a ∈ M .
In the W * -setting we require, in addition, that σ be normal and that T be continuous with respect to the σ-topology of E and the ultraweak topology on B(H) (see [5, pp. 201-202] ). A covariant representation (T, σ) is said to be completely contractive if T is a completely contractive map, when E is viewed as a subspace of the "linking algebra" of M and E (see [20, pp. 398-399] ). It is said to be isometric when T (ζ) * T (η) = σ( ζ, η )
for all ζ, η ∈ E. An isometric, covariant representation is necessarily completely contractive.
Given a completely contractive, covariant representation (T, σ) of E on H, define an operator T : E ⊗ σ H → H by T (ζ ⊗ h) := T (ζ)h (1.1)
for ζ ∈ E, h ∈ H. It turns out that T is a well-defined contraction, and that if the left action of M on E is given by the mapping ϕ : M → L(E), then
Moreover, we have the following useful lemma, for which we assume that σ is a fixed (normal, in the W * -setting) representation of M on H. It is a consequence of the lemma that, in the W * -setting, the ultraweak continuity of T is automatic when σ is normal.
1.3. General subproduct systems. In this subsection we let S denote a general Abelian monoid (a semigroup with identity element 0). (1) X(0) = M .
(2) For all s, t ∈ S there exists a coisometric, adjointable bimodule mapping U s,t : X(s) ⊗ X(t) → X(s + t), so that: a. The maps U s,0 and U 0,s are given by the right and left actions of M on X(s), respectively; that is, U s,0 (ζ ⊗ a) = ζa and U 0,s (a ⊗ ζ) = aζ for all a ∈ M , ζ ∈ X(s). b. The following associativity condition holds for all s, t, r ∈ S:
. Equality holds if and only if E is essential as a left M -module, that is, the *-homomorphism ϕ implementing the left multiplication is nondegenerate: ϕ(M )E is dense in E. If M is unital (e.g. in the W * -setting), this is equivalent to having ϕ(I M ) = I L(E) . Definition 1.4 implies that X(t) is essential for all t ∈ S. Example 1.6. A product system is a subproduct system for which all mappings U s,t are unitary. Example 1.7 (Subproduct system of Hilbert spaces). Suppose that M = C and X(s) is a Hilbert space for all s ∈ S. This important special case has been recently studied in [8] .
We refer the reader to [40] for many other examples of subproduct systems. We mention some results that demonstrate the connection between X and X ′ .
Firstly, for an arbitrary Hilbert C * -module X over M , let the s-topology of X (see [5, p. 202] ) be defined by the family of semi-norms Suppose that E, F are W * -correspondences over M . By the "tensor product" E⊗F we do not mean the usual interior tensor product of [18, Ch. 4] (which is denoted by E ⊗ C * F for the moment), but rather its self-dual completion. There are hence several essential subtleties that one has to pay attention to. For example, the subspace E ⊗ alg F := span {ζ ⊗ η : ζ ∈ E, η ∈ F } is not necessarily norm-dense in E ⊗ F , but rather s-dense there. This "problem" is circumvented when defining bounded operators from E ⊗ F to another Hilbert W * -module G by the unique extension property mentioned above. As to comparison of operators, if
by virtue of the uniqueness of the extension of the operators
If X is a Hilbert C * -module over M , H is a Hilbert space and σ is a normal representation of M on H, then we may form the Hilbert space X ′ ⊗ σ H in the usual way. Thus, using the definition of the s-topology and the normality of σ, the subspace X ⊗ alg H := span {ζ ⊗ h : ζ ∈ X, h ∈ H} is readily seen to be weakly dense in X ′ ⊗ σ H. Since a linear subspace is convex, X ⊗ alg H is actually norm-dense in (1) For each s ∈ S, the pair (T s , σ) is a completely contractive, covariant representation of the A * -correspondence X(s) on H in the sense of Definition 1.1. (2) For each s, t ∈ S, ζ ∈ X(s) and η ∈ X(t),
An alternative formulation of Condition (2) is obtained by using the bijection described in Lemma 1.2. For s ∈ S we define the contractions T s :
Operator tensor products of this form will be frequently used throughout.
Lemma 1.10. Under the assumptions of Definition 1.9, the operator
Proof. That T 0 is an isometry is a matter of straightforward calculation. It is onto since σ is nondegenerate by Definition 1.9, (1).
Let a subproduct system X = (X(s)) s∈S be given. We describe next the most natural example of a completely contractive, covariant "representation" of X. The X-Fock space is the A * -correspondence over M defined to be the (ultraweak, in the W * -setting) direct sum of A * -correspondences
for all t ∈ S, η ∈ X(t). The operators S X s , s = 0, are called the creation operators of F X , and the family S X := (S X s ) s∈S is called the X-shift. When there is no ambiguity we write S instead of S X .
The X-Fock space F X being an A * -correspondence but not necessarily a Hilbert space, the X-shift may not be a covariant representation as is; this is overcome by composing the mappings S X s with a faithful representation of L(F X ) on some Hilbert space. The requirements of Definition 1.9 are satisfied, so the X-shift S X is indeed a completely contractive, covariant "representation" of F X .
From (1) and (2)a. of Definition 1.4 we infer that
. Assuming the W * -setting, we claim that the "representation" map ϕ ∞ is normal, that is, continuous with respect to the ultraweak topologies of M and
X(n) ⊆ F X (see the proof of Proposition 3.10 and the preceding paragraph in [26] and Remark 1.8). But ω( ζ, ϕ ∞ (a i )η ) = k n=0 ω( ζ n , a i · η n ), and since, for n ∈ Z + , X(n) is a W * -correspondence, the action of left multiplication M → L(X(n)) is normal, and
Lemma 1.11. In the W * -setting, the image ϕ ∞ (M ) is a von Neumann algebra, and ϕ ∞ is a homeomorphism of M onto ϕ ∞ (M ), both endowed with their ultraweak topologies.
Proof. We have just seen that ϕ ∞ : M → L(F X ) is normal. Since it is visibly also faithful, all we need is to apply Proposition 7.1.15 and Corollary 7.1.16 of [17] .
The Poisson kernel, representations of the tensor algebra and dilations
Henceforth we focus on subproduct systems relative to the monoid Z + . This section is dedicated to adapting two theorems to the framework of subproduct systems. The first, Theorem 2.15, implies that every completely contractive, covariant representation extends to a representation of the tensor algebra. It is a direct generalization of, e.g., [40, §8] . The second, Theorem 2.22, is a dilation theorem for completely contractive, covariant representations based on [36, Theorem 2.1].
The following is an adaptation of [40, Definition 6.2 ] to the C * -setting as well.
M is a standard subproduct system if X(0) = M and for all n, m ∈ Z + , X(n + m) is an orthogonally complementable sub-bimodule of X(n) ⊗ X(m). Setting E := X(1),
stand for the orthogonal projection of E ⊗n onto X(n), and define P to be n∈Z + p n , the orthogonal projection of F (E) onto F X .
The definition implies that the projections (p n ) n∈Z + are bimodule maps, and
Every standard subproduct system is a subproduct system over M -simply define Remark 2.2. The identifications of (X(n)⊗X(m))⊗X(k) with X(n)⊗(X(m)⊗X(k)) and of X(n)⊗M and M ⊗X(n) with X(n) (cf. Remark 1.5) are implicitly employed in the preceding definition.
Here E may be an arbitrary C * -correspondence that is essential as a left M -module.
In the C * -setting, T → T 1 is a bijection between the completely contractive, covariant representations of X E and the completely contractive, covariant representations of E.
Note that if X is a standard subproduct system and P is as above, then S
Example 2.4. Subproduct systems of finite dimensional Hilbert spaces constitute a very important special case. They were studied thoroughly in [3, 36, 37] , mainly in the context of the non-commutative analytic Toeplitz algebra, which is the weak closure of our tensor algebra (see Definition 2.13), called there the non-commutative disc algebra. Nevertheless, in many respects, the results of the present section can be viewed as generalizing parts of [3] and [36, §2] . Particular examples were explored in [40, 42, 43] .
Assume that X = (X(n)) n∈Z + is a standard subproduct system, and T is a completely contractive, covariant representation of X. Then (1.3) takes the form
and (1.4) is now
Taking adjoints in (2.2) we hence obtain
(formally, in the left side of (2.3) we should have composed T * n+m with the embedding of X(n + m) ⊗ σ H in X(n) ⊗ X(m) ⊗ σ H, but we omit it for the sake of convenience). In particular,
Iterating (2.3) yields the formula
Remark 2.5. Equation (2.4) implies that T n T * n n∈Z + is a decreasing sequence of positive contractions, hence s-lim n→∞ T n T * n exists (where s-lim stands for limit in the strong operator topology). 
Definition 2.8. Let X = (X(n)) n∈Z + be a standard subproduct system, and let T be a completely contractive, covariant representation of X. Define
Then ∆ * (T ) is clearly a positive contraction, and it is invertible in case T 1 < 1. When the context is understood, we drop the T and simply write ∆ * .
Proposition 2.9. Let X = (X(n)) n∈Z + be a standard subproduct system, and let T be a completely contractive, covariant representation of
Proof. It is enough to prove that T 1 T * 1 belongs to σ(M ) ′ . Since T 1 is a completely contractive, covariant representation of E = X(1), this equality is a result of [20, Lemma 3.6] .
By the last proposition, we may consider the bounded operator I X(n) ⊗ ∆ * (T ) ∈ B(X(n) ⊗ σ H), and, in a similar fashion, the operator
Furthermore, D reduces σ(a) for all a ∈ M . Upon denoting by σ ′ the reduced representation, one can form the tensor product Hilbert space
For the sake of simplicity, we write σ instead of σ ′ .
The operator-related Poisson kernel has played an important role since its introduction (see [44, 4, 35] ). The following definition should come as no surprise in light of the corresponding ones in [36, 25] . Definition 2.10. Let X = (X(n)) n∈Z + be a standard subproduct system, and let T be a completely contractive, covariant representation of
for all h ∈ H. It is established in the following proposition that K(T ) is well-defined as an element of B(H, F X ⊗ σ D).
Proposition 2.11. Under the assumptions of Definition 2.10, K(T ) is a contraction. It is an isometry if and only if T is pure.
Proof. Given n ∈ Z + and h ∈ H, we compute
where the last equality is deduced from (2.2) and (2.4). Thus
( T 0 T * 0 = I H by Lemma 1.10), and we conclude that K(T ) is a well-defined contraction.
From (2.6) and the boundedness of K(T ) one infers that if
For h ∈ H we hence have
Therefore K(T ) * K(T ) = I H if and only if T is pure (Definition 2.6).
Proposition 2.12. Let X = (X(n)) n∈Z + be a standard subproduct system, and let T be a completely contractive, covariant representation of X. The following equality holds for all n ∈ Z + and ζ ∈ X(n):
Proof. We may consider only vectors of the form η ⊗ h when η ∈ X(m) for some m ∈ Z + and h ∈ D. Indeed we have, owing to (2.2) and (2.8),
Definition 2.13. Let X = (X(n)) n∈Z + be a standard subproduct system. We define the tensor algebra T + (X) of X to be the (non-selfadjoint, norm closed) subalgebra of L(F X ) generated by {S n (ζ) : n ∈ Z + , ζ ∈ X(n)}. The Toeplitz algebra T (X) of X is the C * -subalgebra of L(F X ) generated by these operators. We also define E(X) to be the operator system span(T + (X) 1 T + (X) 1 * ), the closure being taken in the norm operator topology.
Remark 2.14. Since the X-shift is a completely contractive, covariant "representation", we deduce from (2.1) that actually T + (X) = span {S n (ζ) : n ∈ Z + , ζ ∈ X(n)}.
The next result implies that T + (X) is the universal operator algebra generated by a completely contractive, covariant representation of X. 
and
Proof. We begin by handling the "strict" case in which
for all a ∈ L(F X ). Ψ is plainly completely contractive and completely positive. Since T is pure, K(T ) is isometric by Proposition 2.11. Therefore Ψ is unital, and the rest of the stated features are a consequence of Proposition 2.12. Indeed,
for all n, m ∈ Z + , ζ ∈ X(n) and η ∈ X(m) (and the proof of (2.10) is similar). This, the norm continuity of Ψ(·) and Remark 2.14 yield that (2.11) is satisfied as stated.
We proceed to the general case. Let T be a completely contractive, covariant representation of X. Given 0 < r < 1, define a completely contractive, covariant representation r T of X (on the same Hilbert space H) by r T n := r n T n for all n ∈ Z + .
Then r T 1 ≤ r, so we can associate with r T a function r Ψ as above. By (2.12) we now have
for all n, m ∈ Z + , ζ ∈ X(n), η ∈ X(m), the limit being taken in the norm operator topology. Similarly, r Ψ(
Remark 2.14, we conclude that lim r→1 − ( r Ψ(a)) exists for all a in a dense subspace of E(X). The family { r Ψ : 0 < r < 1}, which consists of completely contractive linear maps, is uniformly bounded by 1. Hence, the limit Ψ(a) := lim r→1 − ( r Ψ(a)) exists for all a ∈ E(X), forming a linear operator Ψ : E(X) → B(H), which is obviously unital, completely contractive and completely positive, and satisfies (2.10) and (2.11) (from which it follows that Ψ is unique).
Restricting Ψ to T + (X) we get a completely contractive representation of the operator algebra T + (X). The next corollary asserts that by this we obtain a bijection. It generalizes the analogous results for product systems, [20 
for all n ∈ Z + and ζ ∈ X(n). Additionally, each such representation is completely positive, and it extends to a unital, completely positive, completely contractive linear map over E(X) satisfying (2.10) and (2.11).
Proof. By Theorem 2.15, there exists a mapping T → ρ of a completely contractive, covariant representation T of X to a completely contractive representation ρ of T + (X) that satisfies (2.13). The restriction of ρ to
for all a ∈ M , and therefore it is normal in the W * -setting by virtue of the normality of σ and Lemma 1.11. The last part in the statement of the corollary is also clear from the theorem. This map is injective by (2.13).
On the other hand, given a completely contractive representation ρ of T + (X) on a Hilbert space H whose restriction to ϕ ∞ (M ) is normal in the W * -setting, define
for all n ∈ Z + and ζ ∈ X(n). Since the X-shift is a completely contractive, covariant "representation" of X, one can verify that the conditions of Definition 1.9 are fulfilled, thus obtaining a completely contractive, covariant representation T of X on H (see, in particular, Lemma 1.11 and Remark 1.3, and notice that σ := T 0 is nondegenerate by Remark 1.5 because ρ is nondegenerate). Consequently, our mapping T → ρ is also a surjection, and the proof is complete.
Our next conclusion is an adaptation of von Neumann's inequality to our setting. For this we require the notion of a polynomial.
Definition 2.17. Let X = (X(n)) n∈Z + be a standard subproduct system. A polynomial over X is a tuple (α, ζ 0 , ζ 1 , . . . , ζ M ) with α ∈ C, M ∈ Z + and ζ n ∈ X(n) for all 0 ≤ n ≤ M. If T is a completely contractive, covariant representation of X on 
Proof. The corollary follows from Theorem 2.15 due to Ψ being contractive.
We move on to our dilation theorem, beginning with several preliminaries. Definition 2.19. Let X = (X(n)) n∈Z + be a standard subproduct system, and let T, V be completely contractive, covariant representations of X on the Hilbert spaces H, K respectively, where H is a subspace of K. We say that V is a dilation of T if for all n ∈ Z + and ζ ∈ X(n), V n (ζ) leaves
This definition is consistent with [ Definition 2.20. Let X = (X(n)) n∈Z + be a standard subproduct system. A completely contractive, covariant representation T of X on H is said to be isometric or fully coisometric if T n is isometric or coisometric, respectively, for all n ∈ Z + .
In both cases, it is enough to check for n = 1 (see (2.2), (2.3) and Lemma 1.10). If X is a product system, then by Lemma 1.2, T is isometric if and only if (T 1 , σ) is isometric as a covariant representation of E.
As an introduction to Theorem 2.22 and the next sections, we summarize several results on product systems. . Let X = (X(n)) n∈Z + be a standard product system and let V be a covariant representation of X on H. Then: 
There exists a completely contractive, fully coisometric, covariant represen-
Moreover, U = {0} if and only if T is pure.
Proof. Let Q := s-lim n→∞ T n T * n (see Remark 2.5). From (2.2) and (2.3) we obtain
(note: Remark 2.5 implies that I X(n) ⊗Q = s-lim
σ U is normal. Given n ∈ Z + , form the Hilbert space X(n) ⊗ σ U U, which may be viewed as a closed subspace of X(n) ⊗ σ H in the natural way. Fix n ∈ Z + , and define a linear operator
for all h ∈ H. To see that this is a legitimate definition of a contraction, note first that Q 1 2 ∈ σ(M ) ′ , so that I X(n) ⊗ Y makes sense as a bounded operator from X(n) ⊗ σ H to X(n) ⊗ σ U U; and for h ∈ H, we obtain from (2.14) that
It follows that Λ n extends to a bounded operator from U to X(n) ⊗ σ U U, which we also denote by Λ n . From (2.15) we deduce that (2.14) ), and therefore
whence we conclude that Z n Z * n = I U . In addition, for ζ ∈ X(n), a ∈ M and h ∈ U, we get
(for the last equality, note that Y σ(a) = σ U (a)Y due to the commutativity of Q and σ(a); then take adjoints). Since Y * is injective, we infer that
. That is, (1.2) holds with Z n in place of T . By virtue of Lemma 1.2 there exists a completely contractive, covariant representation (Z n , σ U ) of the A * -correspondence X(n) on U that is related to Z n in the usual sense of (1.1).
In a similar fashion we have (from (2.16)), for n, m ∈ Z + ,
by the injectivity of Y * . This is precisely (2.2) with Z replacing T . Moreover,
The requirements of Definition 1.9 are therefore satisfied, making Z = (Z n ) n∈Z + a completely contractive, covariant representation of X on U.
Then for h ∈ H we have from (2.9)
that is, W is an isometry. Define the sequence V = (V n ) n∈Z + of linear maps V n :
for n ∈ Z + , ζ ∈ X(n). Since both the induced representation S ⊗ I D and Z are completely contractive, covariant representations of X, the family V is a completely contractive, covariant representation of X on K.
From (2.16) one may infer by direct calculation that
we deduce from Proposition 2.12 that
that is, upon identifying H with its image under W we have T n (ζ)
The family V is, in conclusion, a dilation of T to K, and the proof is complete. 
Pure and relatively isometric covariant representations
We have seen that every completely contractive, covariant representation of a subproduct system may be "extended" to a completely contractive representation of the tensor algebra (Theorem 2.15). Our goal in this section and the next one is to investigate when it is possible to further extend it to a C * -representation of the Toeplitz algebra in the sense of the following definition.
Definition 3.1. Let X = (X(n)) n∈Z + be a standard subproduct system. We shall say that a completely contractive, covariant representation T of X on H extends to a C * -representation if there exists a C * -representation π of T (X) on H such that π(S n (ζ)) = T n (ζ) for all n ∈ Z + , ζ ∈ X(n).
As indicated in the introduction, we split the problem into two. In the present section, we consider chiefly pure covariant representations. A sufficient condition is established in Theorem 3.8, and it is shown that, in some important special cases, this condition is also necessary (Proposition 3.4 and Corollary 3.10).
If n ∈ Z + , the definition of
, and that S n S * n ∈ L(F X ) is the projection on X(n) ⊕ X(n + 1) ⊕ X(n + 2) ⊕ · · · (considered as a subspace of F X ). The product system case (Theorem 2.21) provides further motivation for what follows. Notice that an operator R : H 1 → H 2 is an isometry if and only if it is a partial isometry, and R * is surjective.
Lemma 3.2. Let X = (X(n)) n∈Z + be a standard subproduct system, and let T be a completely contractive, covariant representation of X on H. If the maps T n , n ∈ Z + , are all partial isometries, then the following conditions are equivalent:
(2) For all n ∈ Z + and ζ ∈ X(n),
Observe the resemblance and difference between (3.2) and (0.1).
Proof. Since T 1 T * 1 is a projection, so is ∆ * . Fix n ∈ Z + . Condition (3.1) holds if and
Definition 3.3. Let X = (X(n)) n∈Z + be a standard subproduct system. A completely contractive, covariant representation T of X is relatively isometric if the maps T n , n ∈ Z + , are all partial isometries, and one (hence both) of the conditions presented in Lemma 3.2 is fulfilled.
To justify this definition, we offer (apart from Theorem 3.7) the following proposition, as well as Corollary 3.10 to follow. Unless specifically told otherwise, we use the notation Q for s-lim n→∞ T n T * n when T is fixed. Proof. Necessity is clear. Sufficiency. We will use repeatedly the fact that the maps T n , n ∈ Z + , are partial isometries, without mentioning it explicitly. Since T is pure, we need to demonstrate that
, so it is enough to show that
for all ζ ∈ E, η ∈ E ⊗n and h ∈ H. The equality T 1 (I E ⊗ T n ) = T n+1 holds as X is a product system, and by (3.1), the left side of (3.3) equals ζ ⊗ η ⊗ ∆ * h , and is thus greater or equal to the right side because I E ⊗ T n is a contraction. As the reverse inequality is obvious, we are done.
Lemma 3.5. Let X = (X(n)) n∈Z + be a standard subproduct system such that E = X(1) is a Hilbert space (thus so are all the spaces X(n), n ∈ N). Assume that T is a completely contractive, covariant representation of X on H. Then for n ∈ Z + and a fixed orthonormal base (ζ i ) I of X(n) we have T n = (T n (ζ i )) i∈I as a row vector and T * n = (T n (ζ i ) * ) i∈I as a column vector, (3.4) and consequently
where in (3.4) and (3.5) the convergence is in the strong operator topology.
Proof. If i, j ∈ I and h, k ∈ H, then
We conclude that X(n) ⊗ σ H = i∈I ζ i ⊗ H and ζ i ⊗ H ∼ = H for all i ∈ I. The first part of (3.4) is therefore an immediate result of the definition of T n , and the second part follows from the first. The rest of the lemma is an easy consequence.
Proposition 3.6. Let X = (X(n)) n∈Z + be a standard subproduct system such that E = X(1) is a finite dimensional Hilbert space, and suppose that T is a completely contractive, covariant representation of X on H. If T extends to a C * -representation then it is relatively isometric.
Proof. Let π : T (X) → B(H) be a C * -representation as in Definition 3.1. We first demonstrate that T n is a partial isometry for n ∈ Z + . This is equivalent to T n T * n ∈ B(H) being a projection. Indeed, for a fixed orthonormal base (ζ i ) I of X(n), we have from (3.5)
(the last equality holds since all sums are finite). But i∈I S n (ζ i )S n (ζ i ) * = S n S * n , which is a projection, as indicated above. Hence T n T * n is also a projection. Let (η j ) J denote an orthonormal base of E. From Definition 2.8 and the foregoing we deduce that ∆ * = I H − j∈J T 1 (η j )T 1 (η j ) * . Fix n ∈ Z + and ζ ∈ X(n). To establish (3.2) we must verify that
Since π is a representation of T (X), one has ∆ * = π(∆ X * ), and it is therefore enough to ascertain that ∆
X * , and the proof is complete.
We now present a Wold decomposition for relatively isometric covariant representations.
Theorem 3.7. Let X = (X(n)) n∈Z + be a standard subproduct system, and suppose that T is a completely contractive, covariant representation of X on H. Then the following are equivalent:
(1) T is relatively isometric. 
Moreover, U may be chosen to be {0} if and only if T is pure.
Proof. (1) ⇒ (2).
We examine the influence of the assumption that T is relatively isometric on several parts of the proof of Theorem 2.22, commencing by claiming
) n∈Z + is an orthogonal sequence of projections in B(H), whose sum is I − Q. Since T 1 T * 1 is a projection, we have ∆ * (T ) = I H − T 1 T * 1 (which is also a projection). Moreover, from (2.7) we learn that ker (
Hence its range is closed, thus it equals
The operator Q is a projection, so that U = Im Q and Y : H → U is the coisometry mapping h ∈ H to Qh.
In conclusion, W is unitary, so we can read our desired formula for W T n (ζ)W −1 from (2.17).
(2) ⇒ (1). For n ∈ Z + , the map T n is a partial isometry because it equals
, both S n and Z n are partial isometries and W is unitary. Moreover, as Z is fully coisometric, we obtain
Hence, using the fact that σ(·)
proving that T is relatively isometric.
Remark. In the proof of (2) ⇒ (1) we employed the operator I X(n) ⊗ W . That it is a well-defined, bounded operator is a consequence of the hypotheses.
Theorem 3.8. Let X = (X(n)) n∈Z + be a standard subproduct system, and suppose that T is a completely contractive, covariant representation of X. If T is pure and relatively isometric, then it is induced, and it extends to a C * -representation.
Proof. T being pure is equivalent to being able to choose U = {0}. When this is the case, T n (ζ) = W −1 (S n (ζ) ⊗ I D )W for all n ∈ Z + , ζ ∈ X(n), i.e., T is (unitarily equivalent to) an induced representation. It therefore extends to a C * -representation in the natural fashion.
Corollary 3.9. Let X = (X(n)) n∈Z + be a standard subproduct system such that X(n 0 ) = {0} for some n 0 ∈ N. Then every completely contractive, covariant representation of X that is relatively isometric extends to a C * -representation.
Proof. Every such covariant representation is pure by Definition 2.6 because X(n) = {0} for all n ≥ n 0 .
Combining Theorem 3.8 and Proposition 3.6 we infer the following.
Corollary 3.10. Let X = (X(n)) n∈Z + be a standard subproduct system such that
) is a finite dimensional Hilbert space (see Example 2.4), and suppose that T is a completely contractive, covariant representation of X. If T is pure, then the following conditions are equivalent:
(1) T extends to a C * -representation.
(2) T is relatively isometric.
We wish to emphasize the novelty of this corollary even in the well-studied case of Arveson's symmetric subproduct system SSP d ( [4] ; see also Example 4.10). Indeed, while it has already been known that a pure, completely contractive, covariant representation of SSP d extends to a C * -representation if and only if it is an induced representation of the SSP d -shifts-the latter is not a "checkable" condition. On the other hand, our condition of being relatively isometric is very concrete for the subproduct systems considered in the last corollary (and particularly SSP d ) owing to Lemma 3.5, or the following observation: if d = dim E and {e 1 , . . . , e d } is some orthonormal base of E, define
. . , a n ) ∈ {1, . . . , d} n , set
for all n ∈ N. In conclusion, the conditions in Definition 3.3 can be easily written in terms of the operators T 1 , . . . , T d .
Fully coisometric covariant representations
A fully coisometric, covariant representation of a subproduct system X such that E = X(1) is a finite dimensional Hilbert space possesses a dilation to a fully coisometric, covariant representation of X that extends to a C * -representation. This is The proof uses the pair Arveson's extension theorem + Stinespring's dilation theorem, as well as properties of the Toeplitz algebra T (X), which depend on E being a finite dimensional Hilbert space. Additionally, as Arveson's extension theorem does not supply a concrete construction for the extension, applying the same techniques to covariant representations of general subproduct systems, one encounters troubles when trying to prove the W * -setting continuity condition mentioned in Definition 1.1. For these reasons, using the same lines to prove a generalization of the aforementioned dilation theorem seems impossible. This section is devoted to dilations and C * -extendability of fully coisometric, covariant representations, complementing the developments of the previous section. Suppose that T is a completely contractive, covariant representation of a subproduct system X. It is a special case of Theorem 2.15 that
* for n, m ∈ Z + , ζ ∈ X(n), ξ ∈ X(m). Assume now that T extends to a C * -representation. Since this representation maps every "polynomial" of elements of the form S n (ζ) and their adjoints to the same polynomial with T replacing S, the norm of the latter is less that or equal to the norm of the former. Particularly,
. In Theorem 4.1 it is established that every fully coisometric, covariant representation admits a dilation that satisfies the last inequality. In Theorem 4.3 we present sufficient conditions for a fully coisometric, covariant representation to extend to a C * -representation in the C * -setting.
Theorem 4.1. Let X = (X(n)) n∈Z + be a standard subproduct system, and suppose that T is a fully coisometric, covariant representation of X. Then T admits a dilation to a completely contractive, covariant representation V of X, for which the inequality
holds for all n, m ∈ Z + , ζ ∈ X(n), ξ ∈ X(m).
The motivation for using inductive limits in the following proof was [23, Theorem 3.7] , where this technique was used for product systems with a positive real parameter instead of the usual Schäffer matrix construction (cf. [23, Theorem 2.18 
]).
Proof. We divide the proof into a few steps.
Definition of K. For n, m ∈ Z + , n ≤ m, define an operator u n,m :
(the passage from the second line to the third was done by virtue of (2.3)). Therefore
is an inductive system of Hilbert spaces that are also M -modules. We define K to be its inductive limit, and denote by u n : X(n) ⊗ σ H → K the canonical contractive M -module maps satisfying u m u n,m = u n for all n ≤ m. Upon identifying X(0) ⊗ σ H = M ⊗ σ H with H in the usual sense, we see that u 0,n = T * n . Since T is fully coisometric, the map u 0,n is an isometry for each n ∈ Z + . This implies that u 0 : H → K is an isometry.
In the course of the proof we shall use repeatedly the following two analytic ("universality") properties of the inductive limit:
• The union n≥n 0 Im u n is dense in K for all n 0 ∈ Z + .
• If n, m ∈ Z + , x ∈ X(n) ⊗ σ H and y ∈ X(m) ⊗ σ H, then
Definition of the operators V n (ζ). Given n ∈ Z + and ζ ∈ X(n), we define an operator V n (ζ) ∈ B(K) by first setting
for m ∈ Z + , η ∈ X(m) and h ∈ H. We observe that if ℓ ≥ n + m, then
By the fact that S n (ζ) ⊗ I H B(F X ⊗σH) ≤ ζ , we have
Since the union of the ranges of the maps u m is dense in K, the mapping V n (ζ) is well-defined, and it extends to a bounded operator in B(K), also denoted by V n (ζ).
It is important to notice that the (left) module action of M on K is the one implemented by V 0 (to see this, simply take n = 0 in (4.2)). V = (V n ) n∈Z + is a completely contractive, covariant representation of X. The facts that V 0 is a representation of M and that the V n , n ∈ N, are bimodule maps with respect to V 0 are inferred directly from (4.2). To establish that the representation V 0 is normal in the W * -setting, fix m, k ∈ Z + , η ∈ X(m), ξ ∈ X(k) and h, h ′ ∈ H.
Since both σ and the homomorphism that implements the left multiplication on X(m) are normal, the mapping a → a·η ⊗h is continuous when M is equipped with the ultraweak topology and X(m) ⊗ σ H is equipped with the weak topology. On the other hand, the linear mapping u m : X(m) ⊗ σ H → K, being bounded, is continuous when both Hilbert spaces are equipped with their weak topologies.
is continuous in the ultraweak topology of M . This is enough to guarantee that V 0 is normal. If n, m, k ∈ Z + , ζ ∈ X(n), ξ ∈ X(m), η ∈ X(k) and h ∈ H, then
where ζ, m, η, h are as usual. If ζ 1 , . . . , ζ p ∈ X(n), m 1 , . . . , m p ∈ Z + , h 1 , . . . h p ∈ H and η i ∈ X(m i ) for 1 ≤ i ≤ p, then on account of (4.2), (4.3) and the fact that S n is contractive, we obtain
So V n is well-defined and contractive on its domain, and it therefore extends to a contraction with domain X(n) ⊗ V 0 K. From Lemma 1.2, V n is a completely contractive, covariant representation of X(n) on K. In particular, the maps V n (·) satisfy the continuity property mentioned in Definition 1.1 in the W * -setting (see Remark 1.3).
V is a dilation of T . Let n ∈ Z + , ζ ∈ X(n) be given. Then for h ∈ H one has
2)) and T is fully coisometric, so we conclude that (u *
If, moreover, m ∈ Z + , η ∈ X(m) and h ∈ H, then by repeated usage of the foregoing,
because u 0 u * 0 is a projection. In conclusion, V is a dilation of T . Proof of (4.1). Fix n, m ∈ Z + , ζ ∈ X(n), ξ ∈ X(m). Given p, q, t ∈ Z + , µ 1 , . . . , µ t ∈ X(p), ν 1 , . . . , ν t ∈ X(q) and h 1 , . . . , h t , h
Then from (4.2) and (4.3) we obtain
Since x, y are arbitrary elements of a dense subset of K, inequality (4.1) follows.
Remark 4.2. We do not know whether the dilation V constructed in the theorem is automatically fully coisometric. Nevertheless, we do know from (4.2) that V n has dense range for all n.
Theorem 4.3. Let X = (X(n)) n∈Z + be a standard subproduct system in the C * -setting, and suppose that T is a fully coisometric, covariant representation of X on H, satisfying
for all m ∈ N, η ∈ X(m) and h ∈ H. Then T extends to a C * -representation. 
In conclusion, the limit on the left side of (4.4) always exists, and is greater than or equal to the right side. Moreover, (4.4) is equivalent to
Before proving the theorem we turn our attention to condition (4.4) , showing that in the case of product systems, it is equivalent to T being isometric. This is the analogue of Proposition 3.4 to the fully coisometric case. The condition is further discussed in Example 4.10.
Proposition 4.5. Let X = (X(n)) n∈Z + be a standard product system, and suppose that T is a fully coisometric, covariant representation of X. Then T is isometric (in the C * -setting this is equivalent to T extending to a C * -representation) if and only if T satisfies (4.4).
Proof. Since p ℓ = I E ⊗ℓ and the operators I X(m) ⊗ T * ℓ−m are isometric for every ℓ ≥ m, (4.4) is equivalent to the equality η ⊗ h = T m (η ⊗ h) . This is true for all m, η, h if and only if T is isometric.
We now return to Theorem 4.3 and its proof. Definition 4.6. Let X = (X(n)) n∈Z + be a standard subproduct system. An Smonomial is a composition of finitely many of the operators S n (ζ) (n ∈ Z + , ζ ∈ X(n)) and their adjoints. Every such operator can be written as
is not unital, it may be implicitly replaced by M 1 where necessary, letting S 0 (I) := I F X ). An S-monomial of this form is said to be of degree
to be the closed linear span of all S-monomials of degree k. Evidently, T k (X) is an operator space contained in T (X). In the special case k = 0, T 0 (X) is a C * -subalgebra of T (X).
Lemma 4.7. Under the assumptions of Theorem 4.3 there exists, to each
Proof. Returning to the proof of Theorem 4.1, we claim that (4.4) yields that K = u 0 H. Indeed, let m ∈ N, η ∈ X(m) and h ∈ H be given, and write g := T m (η)h ∈ H. Then from (4.5) we deduce that
As a result, u m (η ⊗ h) = u m u 0,m g = u 0 g ∈ u 0 H, and we conclude that K = u 0 H. Since u 0 is isometric it is, in fact, unitary. In Theorem 4.1 we have established the existence of a dilation V of T , satisfying
for n ∈ Z + and ζ ∈ X(n). Consequently, under current circumstances, the operator V n (ζ) is unitarily equivalent to T n (ζ).
If n ∈ Z + , ζ ∈ X(n) and h ∈ H, then V n (ζ)u 0 h = u n (ζ ⊗ h), and from (4.3) (or simply the definition of u n,ℓ ) we have u n,ℓ (ζ ⊗ h) = (S n (ζ) ⊗ I H )u 0,ℓ−n h. On the other hand, u n (ζ ⊗ h) = u 0 x for some x ∈ H, hence u n (ζ ⊗ h − u 0,n x) = 0. This is equivalent to lim ℓ→∞ u n,ℓ (ζ ⊗ h − u 0,n x) = 0, i.e.,
We now demonstrate a similar relation between V n (ζ) * and S n (ζ) * ⊗ I H . Given n ∈ Z + , ζ ∈ X(n) and h ∈ H, consider y := (S n (ζ)
Equality (#) holds because the vector on which p ℓ ⊗ I H acts already belongs to (M ⊗ X(ℓ) ⊗ σ H, which we identify with) X(ℓ) ⊗ σ H. This implies that
In conclusion,
Let us prove that
for every t ∈ N and n i , m i ∈ Z + , ζ i ∈ X(n i ), ξ i ∈ X(m i ) (1 ≤ i ≤ t). Till the end of the proof, the symbol will stand for multiplication in reverse order, for the sake of convenience. From (4.6) and u 0 being unitary, (4.9) is equivalent to the inequality
Fix t and n i , m i , ζ i , ξ i (1 ≤ i ≤ t) as needed, and let h ∈ H. We prove inductively that for all 0 ≤ p ≤ t there exists y p ∈ H such that
(4.10)
For p = 0 choose y 0 := h, for which (4.10) surely holds. Assuming the existence of y p has been exhibited, let x p+1 ∈ H be the unique vector such that
Consequently, from (4.10) and the boundedness of S n p+1 (ζ p+1 ) ⊗ I H ,
The operator S m p+1 (ξ p+1 ) * ⊗ I H being bounded, we conclude in light of (4.11) that
So by induction, (4.10) holds with p = t. Therefore 12) proving (4.9). If k ∈ Z, the existence of the mapping π k is shown similarly. Assume that
is a finite family of S-monomials of degree k, and fix h ∈ H. Using (4.10) q times, we furnish the existence of y ∈ H such that
Consequently, just as in (4.12), we have
In conclusion, the canonical linear mapping from the span of all S-monomials of degree k to B(H), mapping
, is a welldefined contraction, which is a multiplicative * -mapping when k = 0. It therefore extends to a contraction . The norm in B 1 as a bimodule is the same as its natural one. If now α is semi-saturated, i.e., B is generated as a CHence, the formula α λ (A) := W λ AW * λ defines an automorphism of T (X), and λ → α λ is an action of T on T (X) (in particular, for A ∈ T (X), the function λ → α λ (A) is norm-continuous). Moreover, from (4.13) and [14, Definition 2.4], the kth spectral subspace for α is T k (X). Hence the gauge action α is semi-saturated, because S 0 (M ) = ϕ ∞ (M ) and S 1 (X(1)) are enough to generate T (X) as a C * -algebra (there is a subtlety here-see Remark 4.9). Consequently, by [1, Theorem 3.1],
To elaborate, if this isomorphism is implemented by φ and ι 0 , ι 1 are the crossed product maps from T 0 (X), T 1 (X), respectively, to T 0 (X) ⋊ T 1 (X) Z, then the following diagram commutes:
From Lemma 4.7 the pair of mappings (π 0 , π 1 ) is a covariant representation of (T 0 (X), T 1 (X)) on H in the sense of [1, Definition 2.1] (properties (i)-(iv) therein are proved by considering first only vectors in the total subsets of T 0 (X), T 1 (X) consisting of the S-monomials of degree 0, 1 respectively, and then using linearity and continuity; notice that π A (·) is missing from (iii) and (iv)). As a result, the universality property of the crossed product implies that there is a C * -representation θ : T 0 (X) ⋊ T 1 (X) Z → B(H) such that the following diagram commutes:
Since the diagram (4.14) commutes, one infers that π(A) = π k (A)
for A ∈ T k (X) (k = 0, 1). The proof is now complete because, as already mentioned, T 0 (X) and T 1 (X) generate T (X) as a C * -algebra.
, and as the span of the set of "simple tensors" is norm-dense in X(1) ⊗ X(1) in the C * -setting, the C * -algebra generated by T 0 (X) and T 1 (X) contains S 2 (X(2)), and similarly S k (X(k)) for every k ∈ Z + . Nonetheless, in the W * -setting, this set of vectors is guaranteed only to be s-dense in the tensor product (see Remark 1.8). Consequently, the C * -algebra generated by T 0 (X) and T 1 (X) is ultraweakly dense in T (X), but there is no reason to expect an equality to hold generally. We consider this limitation quite reasonable, as the W * -setting is more naturally suitable for ultraweakly continuous representations of ultraweakly closed algebras.
By Theorem 4.3, condition (4.4) implies C * -extendability. While we would like to establish the inverse implication-at least for subproduct systems with E a finite dimensional Hilbert space (analogously to Corollary 3.10)-the fully coisometric case is more involved than the pure case. In fact, to our knowledge, no general criterion for C * -extendability has yet been found even in this fundamental case. However, we will prove that condition (4.4) is indeed equivalent to C * -extendability in the most well-known subproduct system: the symmetric one. 
for all f 1 , . . . , f n ∈ E, the sum being taken over all permutations π of {1, . . . , n}. Set E n := p n E ⊗n (the n-fold symmetric tensor product of E) and
There is a bijection between all completely contractive, covariant representations of SSP d on H and all commuting row contractions over H (of length d) implemented by T → (T 1 , . . . , T d ), and we shall identify these two types of objects.
A commuting row contraction T is called spherical if T i is normal for all i = 1, . . . , d and
A spherical row contraction is evidently fully coisometric. It was proved in [4, §8] that a fully coisometric, commuting row contraction T extends to a C * -representation if and only if T is spherical.
Theorem. Let T be a fully coisometric, commuting row contraction. Then T is spherical if and only if condition (4.4) holds.
Sufficiency is a direct byproduct of Theorem 4.3, but the proof will not require this fact.
Proof. Fix a fully coisometric, commuting row contraction T over H. If m ∈ N, η ∈ E m and h ∈ H, we will show that 
We introduce some notations. Given ℓ ∈ N, define an equivalence relation over [d] ℓ by saying that two ℓ-tuples are equivalent if each is a rearrangement of the other. Let A ℓ be a subset of [d] ℓ that contains exactly one element of each equivalence
. . , i ℓ ) for the number of appearances of k in the series i 1 , . . . , i ℓ . Denote the equivalence class
(this is possible only by virtue of the commutativity of T 1 , . . . , T d ). As a result, 
is exactly the number of times each summand is repeated in (4.15)). Since Z m (η)Y h = T m (η)Qh, we infer from (5.1) that Z satisfies the conditions of Theorem 4.3. This completes the proof.
Example 5.2 (Homogeneous ideals)
. We extend results of [22, §2] , showing that most of their hypothesis (H1) is superfluous (also cf. [39] , [11, §2] , [3, §1] and [40, §7] ). Throughout this example we shall be working in the C * -setting. Let E be a C * -correspondence that is essential as a left M -module. Write S = (S n ) n∈Z + for the shift in F (E). Given a two-sided, norm closed ideal I T + (E), define I (n) := I ∩ {S n (ζ) : ζ ∈ E ⊗n } for n ∈ Z + . We call I homogeneous if I = span n∈Z + I (n) (equivalently: I is invariant under the gauge action on T + (E)). Our standing hypotheses are:
(1) The ideal I T + (E) is homogeneous.
(2) The submodule Y (n) := {ζ ∈ E ⊗n : S n (ζ) ∈ I} is orthogonally complementable in E ⊗n for all n and Y (0) = {0}.
Given n ∈ Z + , define X(n) to be the orthogonal complement of Y (n) in E ⊗n , and let p n denote the orthogonal projection of E ⊗n on X(n). If n, m ∈ Z + , then since I is an ideal we obtain Y (n) ⊗ E ⊗m ⊆ Y (n + m) and E ⊗n ⊗ Y (m) ⊆ Y (n + m), that is, p n+m ≤ p n ⊗ I E ⊗m and p n+m ≤ I E ⊗n ⊗ p m . Therefore, since p n ⊗ I E ⊗m and I E ⊗n ⊗ p m commute, X(n) ⊗ X(m) = Im(p n ⊗ p m ) = Im(p n ⊗ I E ⊗m ) ∩ Im(I E ⊗n ⊗ p m ) ⊇ Im p n+m = X(n + m). In conclusion, X = (X(n)) n∈Z + is a subproduct system with X(0) = M . Moreover, (1) yields that Let P := n∈Z + p n be the projection of F (E) on F X . The relation between T + (E) and T + (X) is illuminated in the following result.
Theorem. T + (X) ∼ = T + (E)/I in the sense that the operator algebras are (canonically) completely isometrically isomorphic.
Proof. Write S X = (S X n ) n∈Z + for the X-shift. Define κ : T + (E)/I → T + (X) by T +I → P T |F X for T ∈ T + (E). The mapping κ is well-defined by (5.2) and κ(S n (ζ)+ I) = S X n (ζ) for all n ∈ Z + , ζ ∈ X(n). It is contractive since if T ∈ T + (E) and Z ∈ I, then from (5.2), P T |F X = P T P = P (T + Z)P ≤ T + Z , and so P T |F X ≤ inf Z∈I T +Z = T +I . Using the identification of M n (T + (E)/ I) with M n (T + (E))/M n (I), one proves in a similar fashion that κ is actually completely contractive.
Let π be a nondegenerate completely isometric representation of T + (E)/I on some Hilbert space H so that M ∋ a → π(ϕ ∞ (a) + I) is a (nondegenerate, because E is essential) C * -representation of M . Define a completely contractive, covariant representation T of X on H by T n (ζ) := π(S n (ζ) + I) (n ∈ Z + , ζ ∈ X(n)). Indeed, if n, m ∈ Z + , ζ ∈ X(n) and η ∈ X(m), we obtain T n (ζ)T m (η) = π(S n (ζ)S m (η) + I) = π(S n+m (ζ ⊗ η) + I) = π(S n+m (p n+m (ζ ⊗ η)) + I) (as (I E ⊗(n+m) − p n+m )(ζ ⊗ η) ∈ E ⊗(n+m) ⊖ X(n + m)). Moreover, since S n (·) is completely contractive for all n, the same is true for S n (·) + I, and hence also for T n (·). Therefore, Theorem 2.15 implies that there is a completely contractive linear mapping ϑ : T + (X) → T + (E)/I satisfying ϑ(S X n (ζ)) = S n (ζ) + I for all n ∈ Z + , ζ ∈ X(n). Hence ϑ = κ −1 . Both κ and ϑ are completely contractive, thus they are completely isometric. This completes the proof.
Corollary. d(T, I) = P T P for every T ∈ T + (E). This construction is interesting in view of [40, Theorem 2.6] . Let us see when this T is relatively isometric. From (5.3), T n is a partial isometry if and only if Θ n (I) is a projection. Using the notations of [40] , we have ∆ * = I − Θ 1 (I) and T n (x) = W * Θn x for x ∈ X(n) = L M (H, M ⊗ Θn H). Consequently, (3.2) is equivalent to (∀n ∈ Z + , x ∈ X(n)) (I − Θ 1 (I))x * W Θn W * Θn x(I − Θ 1 (I)) = x * x(I − Θ 1 (I)) (σ is the identity representation of M ′ ). For instance, this condition is easily satisfied when the operators W Θn are all coisometric, which happens, e.g., when Θ is an esemigroup (this in turn implies that T is actually isometric, so that X is necessarily a product system by [40, Corollary 2.8]).
Example 5.4 (Strictly cyclic subproduct systems). Let M be a C * -algebra. A C * -correspondence F over M is called strictly cyclic ([20, p. 419]) if F = P M for some projection P in M(M ), the multiplier algebra of M (the left action of M on F is not restricted). A subproduct system X = (X(n)) n∈Z + over M is strictly cyclic if E = X(1) = M and X(n) is strictly cyclic-i.e., X(n) = P n M ⊗n -for all n ≥ 2.
When given such X, the projection p n of M ⊗n on X(n) is of a very concrete form:
it is multiplication on the left by P n , resulting in a more simplified condition (4.4). For example, define the left operation of M on E := M to be left multiplication. Then E ⊗n may be identified with M via a 1 ⊗ · · · ⊗ a n → a 1 · · · a n , and if the projections P n ∈ M(M ), n ≥ 2, commute with M and satisfy P n+m M ⊆ P n P m M for each n, m ∈ N (P 1 := I), we obtain a strictly cyclic subproduct system by setting X(n) := P n M .
