ABSTRACT The multi-scale object detection, especially small object detection, is still a challenging task. This paper proposes an improved multi-scale object detection network based on single shot multibox detector (SSD), and the network is named as SSD-MSN. The SSD-MSN can learn more rich features of small objects from the enlarged areas, which are clipped from the raw image. The extra features are contributed to improving detection performance. The SSD-MSN includes two subnets: area proposal network (APN) and multi-scale object detection network, namely SSD detector. The APN is used to select the area proposals containing one or more objects from clipped areas. The SSD detector is used to predict the classification and location of objects from raw image and area proposals. Besides, a valid dividing image strategy is introduced in this paper, which can generate 3*3 clipped areas from the raw image. The strategy not only generates more area proposals but also ensures more objects can be contained in each clipped area. It plays the role of data augmentation, which is critical to detection performance. The experiment results on PASCAL VOC and COCO show that SSD-MSN achieves state-of-the-art detection performance and improves the multi-scale object detection performance effectively.
I. INTRODUCTION
There have been tremendous changes in object detection since the deep neural networks (DNNs) are introduced. They not only improve detection precision greatly but also help to reduce detection time effectively. However, compared with the success of DNNs in image classification, much work remains to be done in object detection, especially in multiscale object detection. However, objects with variant scales are quite common in many real-world scenes, such as aerial detection, pedestrian and traffic sign detection of autonomous driving, and bird detection [1] , while existed standard solutions of object detection are hard to achieve satisfied performance. So the multi-scale object detection must be urgently addressed.
There are many literatures have paid attention to the problem. Such as some literatures [2] , [3] used improved RoI pooling [4] to solve the problem of scale variant of object. Yang et al. [2] proposed the scale-dependent pooling (SDP), which exploited different feature layers for proposals with
The associate editor coordinating the review of this manuscript and approving it for publication was Mohammad Shorif Uddin. different scales. The scale-insensitive convolutional neural network (SINet) [3] thought existed RoI pooling could destroy the structure of small objects and a single detection network can't handle the large intra-class distance for a large variance of scales. So it introduced a context-aware RoI (CARoI) pooling to protect the original structure of small objects. Besides, it introduced a multi-branch detection network to minimize the intra-class distance of features. It achieved excellent performance on the KITTI dataset. Meanwhile, some literatures [5] - [7] improved detection performance through using multiple feature layers for region proposal network (RPN) [8] . In HyperNet [5] , different sampling strategies for different convolutional layers to be compressed into a uniform space, then they were concatenated to hyper features. And the hyper features containing more semantic information instead of single layer features were used for RPN and detection network, which can improve detection performance effectively. Multi-scale deep convolutional neural network (MSCNN) [6] used multiple feature layers for APN, so that receptive fields matched different scale objects. Xiang et al. [7] used an extra subcategory information to improve region proposal generation. These above methods added extra strategies based on faster RCNN [8] , which is a two stage methods, and they can deal the multiscale object detection problem to some degree, but they can't achieve good detection efficiency. Besides, image pyramid [9] is a common method for variant scale objects. Scale normalization for image pyramid (SNIP) [10] believed that different distributions on object scales of train and test samples would have a marked impact on classification performance. To make better use of the pre-training classification model, the distribution on object scale of detection dataset should be similar to that of classification dataset. So SNIP proposed to train with multi-scale inputs, but it only selected the objects with a specified scale to train at each batch. SNIP achieved excellent mean average precision (mAP), but it needed to compute all of pixels of multi-scale inputs, which would increase computation remarkably. On this foundation, SNIPER [11] was proposed, and it only trained on some chips selected from the image pyramid instead of all pixels of the image pyramid, which can accelerate training substantially. Though image pyramid is considered as the most effective method for small scale object detection, it is almost not appeared in latest researches, because it still needs significant computation cost. The another valid strategy for this problem is feature pyramid, which uses feature pyramid to detect, such as inside outside net (ION) [12] and SSD [13] . They used multiple feature layers for detection, and the lower feature layers were used to detect smaller objects and the higher feature layers were used to detect larger objects. But experiments show that these methods still have limitations in detecting small objects, because the lower feature layers lack high-level semantic information, which is key to object classification. Subsequently some methods [14] - [20] for fusing low layer features and high layer features are appeared. Shrivastava et al. [14] designed a top-down modulation (TDM) network to combine the highlevel and low-level features. But they only used a single feature layer for detection. The recurrent rolling convolution (RRC) is proposed in [16] . It aggregated relevant contextual information among the feature maps, which was helpful for classification and localization. But it only ensured lowlevel layer could share the context information of next layer, and it could not use context information of other further layers, which would lead to a worse classification confidence. DSSD [15] and FPN [17] developed a top-down architecture with lateral connections to build high-level semantic feature maps at all scales. They improved the detection performance effectively. FSSD [18] proposed a novel and lightweight feature fusion module, which can improve the performance significantly over SSD with just a little speed drop. It concatenated features from different layers with different scales. Fusion of high-level and low-level features is valid for small object detection, but the performance of detection is far worse than that of classification. We believe the reason for that is the classification and detection datasets have different object scales, which would bring a large domain-shift when finetuning the detection network from a pre-training classification network. Absolutely, the detection model can be trained without pre-training model. However, only there are sufficient labeled samples can the detection model achieve good performance [21] . But labeled samples of detection task are hard to be acquired, because the annotation work is onerous. But the annotation work of classification task is much easier than that of detection task. So finetuning from a pre-training model on classification dataset is a common training method for detection. Also the pre-training model on classification dataset, such as ImageNet [22] , contains abundant feature information of 1000 class objects in daily life, which is helpful for reducing training time and is a valid training method for fewer sample of detection.
In order to solve the domain-shift problem of finetuning, we intuitively believe the similar distribution on object scales of detection dataset and classification dataset is valid. Indeed, the idea has been demonstrated in SNIP. Compared with SNIP dealing all pixels of image pyramid, SNIPER need only to deal the positive chips cropped from different scale images, which contain some objects completely. So SNIPER could improve training speed, but it still only processes 5 frames per second (FPS), which indicates it can't detect objects in real-time. And we think the reason of low speed is that it uses some complicated strategies to select chips and select objects with appropriate scale for training increase computation. So we proposed the SSD-MSN to eliminate the domain-shift in real-time.
As explained in SNIP literature, almost 50% objects are smaller than 1% image area in COCO, while 50% objects are smaller than 55.6% image area in ImageNet. Also, the small object is defined as being smaller than 1% image area in [10] , so there are almost 50% objects are small objects in COCO, while there are only fewer than 5% objects are small objects in ImageNet. To make the pre-training model on ImageNet suitable for detection model, we should adjust the distribution on detection object scale of detection dataset. The intuitive approach is to enlarge the small objects of detection dataset. When the small objects are enlarged to bigger objects, not only the number of small objects is reduced, but also the enlarged objects would contain more semantic information, which is helpful for detection.
Compared with other existed standard detection algorithms, SSD can achieve better detection precision while it uses less detection time. In consideration of the mAP and FPS, we choose it as the base network. However, detection of small objects is a challenge task for it [15] . Figure 1 is a scene of power line. We can see there is a very small bird in it. Figure 2 is an area containing the small bird, the area is cropped from Figure 1 . SSD can't detect the bird from Figure 1 , but SSD can detect the bird from Figure 2 . It shows that SSD can't detect small objects from the whole image, but it can detect the same object from the area cropped from the whole image, which demonstrates that enlarging the area containing small object is helpful for detection. Based on above researches, we propose the SSD-MSN model to detect multi-scale in real-time, SSD stands for SSD300 in this paper. To enhance the small object detection accuracy, the network enlarged the areas containing small object to fixed size 300 x 300 to work as the input of SSD-MSN. The areas are selected from the 3x3 grids divided from the raw image, and the areas are the grids containing one or more objects completely. The divided grid is defined as cropped area in this paper. Coincidentally, the conv10 of SSD is a 3x3 feature layer, so we can share this feature layer of raw image to predict the confidence of a cropped area containing objects. We define the network selecting the areas containing objects as area proposal network (APN). If an area is selected by APN, it should be resized to the size of network input for detection. Also because we have enlarged small objects and the conv4 feature layer of SSD is used for smallest object detection, the conv4 feature layer of SSD isn't used for detection, which will reduce the training time and testing time of SSD-MSN. Note that the raw image and the proposed areas are all used for detection, besides, the raw image is also used to generate proposed areas. The finally detection results will combine the both detection results of raw image and proposed areas. Experiments show that the proposed method can improve the detection performance effectively, especially the detection performance of small objects, and it also is a real-time methods on single GPU. It performs standout trade-off between mAP metric and FPS metric.
We summarize our contributions as follows:
• We propose SSD-MSN, an improved image pyramid detection methods based on SSD, and it achieves accurate detection result in real time on single GPU.
• We propose APN (area proposal network) to generate area proposals, which is used to reduce computation.
• The conv4 feature layer is not used for detection, because SSD-MSN has enlarged the small objects.
II. RELATED WORK
For humanity, in order to see the details of small objects clearly, it is necessary to move the object closer to our eyes, so as to increase the angle of view, which can help to form a larger real image on the retina. The above operation actually enlarges the small objects for our eyes, consequently, we can distinguish the classification of small objects accurately. However, the existed deep object detection models are different from the human visual style. Now the deep object detection models mainly include two-stage models, one-stage models and integration models. Two-stage models includes generating object proposals stage and predicting classifications and localizations of proposals stage. The standards of two-stage models mainly include RCNN [23] , spatial pyramid pooling network (SPPNet) [24] , Fast RCNN, Faster RCNN and R-FCN [25] . Compared with one-stage models, the two-stage models can achieve more accurate detection. One-stage models only have the stage of predicting classifications and localizations. The classifications and localizations of objects are learned from raw image directly. The standards of one-stage models mainly include you only look once network (YOLO) [26] , YOLO 9000 [27] , YOLO v3 [28] , SSD, DSSD and DSOD [29] . These one-stage models have higher efficiency than two-stage models. The standards of integration models are RON [19] and single-shot refinement detection (RefineDet) [20] . These integration models can take advantages of two stage and one stage models, so they can achieve higher accuracy with fewer computations. Except for RCNN, all the above mentioned models only use the one scale image for training or testing, which leads to the features of small objects being greatly weakened or even disappeared after multiple convolution and pooling layers. As a result, these models can't perform well on small object detection, whether or not they use one or multiple feature layers for detection. RCNN uses almost 2000 proposals generated by selective search method from raw image, and the proposals would be resized to same scale for training, so the small or large objects would have same useful context information for detection. Though RCNN performs well on small object detection, it needs to compute 2000 times predictions for one image, which is too slow for detection task.
After analyzing the above models, we propose the SSD-MSN algorithm. Compared with these models generating anchors, which are objects, while SSD-MSN generates area proposals, which contain objects. As a result, the number of areas is far fewer than that of anchors, so SSD-MSN will reduce much computation cost. Besides, only the areas selected by APN are used for detection, which can reduce computation in further. Also the base network of SSD-MSN is SSD, and the conv10 detection feature layers can be shared with APN, which contributes to little computation for APN. Because area proposals are enlarged, which supplies more information for small object detection, so the conv4 feature layer is not used for detection, which would reduce large amount of computation. Above all, the area proposals can be computed parallelly for detection on GPU, so the computation of all area proposals is almost equal to that of one input for SSD-MSN. Based on the above strategies, the proposed SSD-MSN is an efficient multi-scale object detection model.
III. SSD-MSN
Our multi-scale object detector is named as SSD-MSN. It includes SSD detector and area proposals generator. Generator generates the area proposals containing at least one object, and detector detects objects from raw image and area proposals. The architecture of SSD-MSN is shown in Figure 3 .
SSD is an excellent detection method, because it is not only efficient but also accurate. It firstly proposes that using multiple feature layer to detect different scale objects. The idea has a far-reaching influence on multi-scale object detection. But it doesn't perform well on small scale objects as lowlevel features lack context information. Some researchers deal this problem with fusing different level features. And we learn more context information of objects through SSD-MSN, an image pyramid method.
Compared with SSD, we can see that SSD-MSN adds the classifier of areas clipped from raw image in Figure 3 . The classifier, which is a binary classifier, is used to distinguish whether an area cropped from raw image contains some objects completely. The areas containing one or more objects completely are positive samples, while these areas that don't contain any objects completely are negative samples. Only these areas classified into positive targets by APN can be trained by SSD detector further. Therefore, the total loss of SSD-MSN includes the loss of the binary classifier of areas and the loss of SSD detector, which includes the loss of the multi-class classifier of objects and the regression loss of location of objects. Next we will introduce each part of SSD-MSN detailly. In section A, we introduce the area proposal network. In section B, we introduce the training and testing of SSD-MSN.
A. AREA PROPOSAL NETWORK (APN)
The area proposal network is used to select the areas containing at least one object completely from raw image. Then these selected areas will be enlarged to the input size of SSD for detection. There are many strategies can be used to clip the initial areas from raw image. As mentioned above, the scale of small object is smaller than 1% of scale of raw image. So we can divide the image into 10x10 areas averagely. But the clipped areas generated by this strategy are too small, maybe majority of clipped areas don't contain any objects completely, hence it will make no sense to clip image and train APN. To avoid this situation, the clipped areas should be larger, so we try to divide a raw image from PASCAL VOC [30] into 5x5 areas averagely as shown in Figure 4 . The reason for 5x5 is that we want to share the 5x5 feature layer conv9 of SSD detector to reduce extra computation for classifying cropped areas, instead of creating extra RPN feature layers for chips prediction in SNIPER. However, from Figure 4 we can see that some small objects are still not contained in clipped areas. That's because the cropped area is still too small. So we should divide the raw image into larger areas. Figure 5 shows that the 3x3 areas cropped from raw image, and we share the 3x3 feature layer conv10 of SSD detector to classify clipped areas in the situation. Some small objects are still not contained in any cropped areas, but they are located at the partition of two cropped areas. To solve the problem, we use a more complicated strategy to divide the raw image. The method divides the image into 9 areas in this paper. The number 9 should be set based on the scale of objects in datasets. The larger the scale, the smaller the number. Besides, in order to the divided areas have the same aspect ratio with raw image, the number should be the square of an integer number, which ensures objects in divided areas have no deformation. The x min , y min , x max , y max of the clipped area are computed as:
where k represents the k th areas and m is the square root of the number of clipped areas, for example, the number of clipped areas is 9 in this paper, hence m = √ 9 = 3. Respectively ws is the horizontal stride and hs is the vertical stride of clipped area. w is the width and h is the height of whole image, and they are set to 1. While wr is the width and hr is the height 
In this paper, m is 3, wr and hr are 0.6, ws and hs are 0.2. And the areas clipped from image by the complicated method are shown in Figure 6 .
If all of the 3x3 areas clipped with strategy are shown in Figure 6 , the figure would be in a mess. Therefore, Figure 6 only shows three clipped areas. From Figure 6 we can see that these areas are larger than the 3x3 areas clipped evenly, and what's more, almost all of small objects can be contained in an area, which will improve the detection precision of small objects. Besides, these 3x3 areas cover each other, so one small object may appear in different location of multiple areas, which increases the diversity of training samples and contributes to detecting small objects. In this paper we don't increase other additional complex strategies to ensure every small object can be contained in an area, because we mainly want to demonstrate the idea of APN is a good trade-off between precision and speed of multi-scale object detection. Besides, the cropped areas are large enough and intersect each other, so most of small objects are contained in one area with a high probability. If some small objects are still left, we can use the raw image to detect it.
APN utilizes the 3x3 feature layer conv10 of SSD detector to generate area proposals through an extra 3x3x2 convolutional kernel. The confidence shows that whether the area contains objects completely or not. The architecture of APN is similar to that of region proposal network (RPN) in faster RCNN, but it plays a totally different role from RPN. The RPN is used to generate region proposals based on object confidence, and the region proposal represents a pre-selected object, and the detection features of region proposals have been learned from the same input of faster RCNN. It does not change the input of faster RCNN, and the input of faster RCNN is still only one image. However, the APN is used to generate area proposals based on area confidence. If an area is proposed, the mapped area of it in raw image needs to be enlarged to input size of SSD detector to learn the detection features, which will increase the number of input samples of SSD for an image. In brief, the RPN is used to generate object proposals, while the APN is used to generate area proposals containing one or more objects. The above mentioned process of APN is shown in Figure 7 .
The red boxes in Figure 7 represent the area proposals containing objects. Then area proposals will be enlarged to the input size of SSD detector to learn detection features.
B. TRAINING AND TESTING 1) LOSS FUNCTION
As SSD-MSN includes APN and SSD detector, the loss of SSD-MSN is equal to the sum of the loss of APN and the loss of SSD detector. The classification of cropped areas is a binary classification problem. We predict a binary class labels for each area through APN. And if an area contains one or more objects completely, the area would be assigned to a positive label. If the area doesn't contain any objects completely, even though the Intersection-over-Union (IoU) of it and an object is greater than zero, the area is still assigned to a negative label. Based on above descriptions, the loss function L area of APN for a sample is defined as:
In (9), i is the index of an area and p * i is the predicted confidence of area i containing objects. If area i contains objects, the label p i of area is 1, if not, the label p i is 0. N represents the number of the clipped areas in a training batch. Such as we divide one image into 3x3 areas, and the batch size is 4, so N is equal to 36 = 3 × 3 × 4. And we use cross-entropy loss function to compute L area .
From SSD literature we can learn that the loss L det of SSD detector for an input is defined as:
In (10), N pos is the number of matched default boxes in a training batch. The confidence loss L conf (x, c) is the SoftMax loss, while the localization loss L loc (x, l, g ) is a VOLUME 7, 2019 Smooth L1 loss. α is used to adjust the weight of localization loss. And α is set to 1 by cross validation. The computation of these losses has been described clearly in SSD, so we won't introduce it again in this paper.
The total loss L of SSD-MSN is the sum of L area and L det , so it can be written as: (11) In (11), β is also set to 1 by cross validation. But the training epochs of L area and L det are different, because the APN is binary classification and the SSD is multi-classification. APN would need less training epochs to avoid over-fitting. And the training epoch of APN is set by cross validation.
2) TRAINING
SSD-MSN has a similar network architecture to SSD. It uses VGG-16 [31] as the backbone network, which has been pretrained on the ILSVRC CLS-LOC dataset [32] . Besides, the hard negative mining of SSD-MSN is also same as that of SSD. Because this paper divides the raw image into 3x3 areas, which can increase sample diversity, the data augmentation strategies of SSD is abandoned in this paper.
In the training process of SSD-MSN, the loss function and back propagation are applied end-to-end. The forward process includes two class inputs: raw image and area proposals. APN is used for raw image to generate area proposals and detector is used for it to predict detection results. After the forward process of raw image, area proposals will use detector to predict classification and localization. Then the loss including APN loss and detector losses would be computed according to the prediction. Finally, the loss is used in propagation to update network. As the number of areas cropped from raw image is only 9 = 3 * 3, which is very small, so we need to use all of initial cropped areas in training to guarantee the diversity of samples. Besides, because area proposals are cropped from raw image, the coordinates of ground truth boxes of them need to be transformed when resized.
3) TESTING
The testing process is similar to the forward process of training process. At first, the raw image is sent to SSD-MSN, which can achieve the predictions of APN and detection results of raw image. Then the area proposals are generated by APN. If the positive confidence of an area is greater than negative confidence of it, the area is the proposed area, namely area proposal. Then these area proposals are enlarged to the input of detector to predict objects. Similarly, the prediction coordinates of area proposals are needed to be transformed. Finally, we use non-maximum suppression (NMS) method to select the final boxes from predictions of raw image and area proposals.
IV. EXPERIMENTAL RESULTS
The train sets of SSD-MSN are PASCAL VOC train sets and MS COCO trainval135k set, and the test sets are PASCAL VOC test sets and MS COCO test-dev set. The batch size of training is 4, because we need to train detector almost 10 times for one sample on single Nvidia 1080Ti GPU. The backbone network VGG16 has been pre-trained on ImageNet dataset. Then we use stochastic gradient descent (SGD) with momentum 0.9 and weight decay 0.0005 to fine-tune the pretrained model. And the learning rate is decayed along with the training, and its initial value is 0.001, while its end value is 0.00001. Table 1 shows the different detection results of SSD300 and SSD-MSNs with different dividing areas strategies on PAS-CAL VOC datasets. The train datasets of all models include VOC 2007 train set and VOC 2012 train set, while the test dataset is VOC 2007 test set. Table 2 shows the different detection results of SSD300 and SSD-MSNs with different dividing areas strategies on COCO datasets. The train dataset of all models is COCO trainval135k set, while the test dataset is COCO test-dev set.
SSD-MSN3x3 in table 1 and table 2 represents raw image is divided into 3*3 areas evenly, and SSD-MSN5x5 represents raw image is divided into 5*5 areas evenly, while SSD-MSN represents raw image is divided with the strategy introduced in section III.A.
From table 1 we can learn that SSD-MSN5x5 performs worse than SSD300 on VOC datasets, though there are extra 5*5 cropped areas of an image are used for training and testing. We analyze that because the proportion of objects whose scales are smaller than 4% (1/25) of raw image is small in VOC, almost all of 5*5 cropped areas don't contain any objects. Accordingly, there are no area proposals in these cropped areas, so the method is not helpful for mAP. Besides, SSD-MSN discards the conv4 feature layer in detection. For the two reasons, the mAP of SSD-MSN5x5 is lower than that of SSD300. Because the probability of evenly divided 3*3 areas containing objects is higher than that of evenly divided 5*5 areas, the mAP of SSD-MSN3x3 is higher than that of SSD-MSN5x5. Especially, SSD-MSN3x3 performs better than SSD300, which demonstrates that enlarging areas cropped from raw image for training is helpful for detection. However, it just performs little better than SSD300. We analyze the reason is that the number of evenly divided 3*3 areas containing objects completely is still too small and most of these areas may contain part of objects, so the area proposals used for training are too small to improve performance effectively. From table 1 we can see that SSD-MSN performs better than other all models. More important, compared with the base network SSD300, its performance has been greatly improved. That's because the divided areas of SSD-MSN are larger than that of SSD-MSN5x5 and SSD-MSN3x3, the probability of containing objects is increased greatly, because the cropped areas in SSD-MSN intersect each other and their scales are larger. SSD-MSN not only increases the proportion of area proposals, but also increases the probability of objects contained in an area. So more area proposals and more enlarged objects will be used for detection in SSD-MSN, which are the key to detection performance.
From table 2 we can see that SSD-MSN5x5, SSD-MSN3x3 and SSD-MSN all perform better than SSD300 in COCO, which is a little different from the detection results in PASCAL VOC. That's because the proportion of small objects of COCO is larger than that of PASCAL VOC, so the number of area proposals of COCO is more than that of PASCAL VOC in training process. Similarly, SSD-MSN3x3 performs better than SSD-MSN5x5 and SSD-MSN performs better than SSD-MSN3x3 in COCO. It shows that if the raw image is divided into smaller areas, it may improve a certain detection performance or not, because the areas only contains few objects. To ensure the divided areas can contain more objects, we should divide the raw image into bigger areas, which increases utilization of divided areas. Also these areas should intersect each other to increase the utilization of small objects. The more area proposals and objects are used in training, the better the detection performance.
Next we compare SSD-MSN with other state-of-the-art detection models based on PASCAL VOC datasets in table From table 3 we can see that the SSD-MSN achieves stateof-the-art detection accuracy on PASCAL VOC. Compared with the RefineDet512, which achieves the best performance, the mAPs of SSD-MSN improve 0.9% and 0.7% on VOC 2007 and VOC 2012 respectively. Although the added accuracy is not obvious, but we use smaller input (300x300) of SSD-MSN to achieve higher accuracy than larger input (512x512) of RefineDet512, which demonstrates the model proposed in this paper is valid.
Next we compare SSD-MSN with other state-of-the-art detection models on COCO dataset in table 4. The train dataset is trainval135k set, and the test dataset if test-dev set.
From table 4 we can see that the SSD-MSN can improve the all APs on COCO compared with SSD markedly. The performance improvement of COCO is greater than that of VOC, because almost 50% COCO objects are small objects and SSD-MSN can improve detection performance on multiscale objects effectively. Compared with SNIPER, which is also an image pyramid method, SSD-MSN achieves lower AP, AP 50 , AP S , AP M and AP L , only AP 75 is a little higher. There are two reasons can explain this situation. At first, the backbone network of SSD-MSN is VGG-16, while the backbone network of SNIPER is ResNet101. The second reason is the SNIPER use three scales images for detection. The two strategies indeed can improve the APs, but it would need more computation cost. The experiment also shows that the APs of SNIP, SNIPER and SSD-MSN are higher than that of other models including fusing feature pyramid models obviously. That's because small objects make up a large percentage of COCO dataset, and the image pyramid strategy can adjust the distribution of object scale of COCO to be closed to that of ImageNet, which has a great influence on detection performance of small objects.
The above results demonstrate the image pyramid is a very effective strategy for multi-scale object detection, but it is not common used for detection because of its large computation cost. SNIPER can process 5 images per second on a single V100 GPU and it is faster than SNIP. The speed can't satisfy the real-time requirement. But SSD-MSN can process 41 images per second on a single 1080Ti GPU, while SSD300 can process 85 images per second on a single 1080Ti GPU. Compared SSD300, the computation time for one image of SSD-MSN is almost 2 times. Meanwhile, it is much faster than SNIPER. That's because the area proposals can be process in parallel, so the process time of all area proposals is almost equal to that of one proposal. And the conv4 is not used for detection. So SSD-MSN can achieve accurate results with fast computation speed. In Figure 8 , we show detection results of COCO with the SSD-MSN model.
V. CONCLUSIONS
This paper proposes the SSD-MSN, an improved multi-scale object detection model based on SSD. At first, the paper introduces the way of human observing small objects: only increase the angle of small object view, can small objects be seen clearly for human vision perspective. However, existing object detection models are different from this nature vision style. We think this is the reason why existed detection models are hard to detect small objects from an image. So we propose the SSD-MSN network to solve the problem. It includes two parts: APN and SSD detector. We choose SSD as the detector because of its efficiency and precision. The APN is used to select area proposals containing one or more objects from all areas, cropped from raw image, based on raw image features. And the raw image and area proposals all should be resized to the input size of SSD detector for detection. The processes of area proposals generation and redetection are similar to the process of small object observation in humanity. Experiments show that the SSD-MSN performs better than existed models on multi-scale object detection, also it can achieve 48 FPS on a single 1080ti GPU.
Though SSD-MSN can perform standout trade-off between mAP and FPS on GPU, but it need more computation time on CPU. Also, because we only use a simply strategy to generate initial 3x3 areas, which may lead to some small objects being not contained in any cropped areas. And these small objects wouldn't be enlarged for detection, SSD-MSN may can't detect them accurately. Overall, our future work will pay close attention to the above problems, so as to build a high-performance multi-scale object detection. WEI LI received the B.S. degree in software engineering from North China Electric Power University, Beijing, China, in 1987, where she is currently a Professor with the School of Control and Computer Engineering.
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