ABSTRACT
INTRODUCTION
The increase in package density as well as the clock frequency of the VLSI circuits has made noise, such as the capacitive coupling noise, one of the most challenging problems in the design and verification of modern VLSI circuits. Furthermore, the interconnect lines get thicker and narrower (and longer in case of global interconnects), which all result in the aggravation of crosstalk noise amplitude and duration, and the circuit faults caused by such noise sources. Therefore as the VLSI technology scales down the role of interconnect parasitic effects in the signal integrity becomes increasingly significant.
Another unwanted side effect of CMOS process technology scaling is the increase in process variations. Differences between identical features in a certain lithographic process are referred to as process variations. Lithography steps generate more process variations in smaller geometric feature sizes. Therefore, cell and interconnect delay characterization methods should consider the increasing impact of process variations on circuit performance and reliability. In addition to IC manufacturing process variations, environmental variations, and device/interconnect aging processes create a rather large deviation of key circuit parameters from their designed values. These phenomena in turn produce timing uncertainty and demand highly sophisticated and robust crosstalkaware analysis and optimization tools.
The conventional corner-based techniques, to handle variability of parameters will not be effective in nanometer technologies due to their highly pessimistic (and sometimes optimistic) views. Statistical analysis is viewed as an essential methodology for nanometer process technologies, which enables application of the actual statistics of the process technology parameters for the accurate calculation of design characteristics such as delay and noise [1] .
Although a great deal of research has been done on statistical static timing analysis, only a few approaches exists in literature that investigate the impact of process variations on crosstalk and inherently circuit performance.
The statistical model of [2] uses a lumped RC model to explore crosstalk-induced pulse (glitch) effect, where a single resistance is extracted to capture the effect of total self resistance of interconnect, regardless of its length. The case for self and coupling capacitances is similar. Also the correlation between the circuit parameters, such as interconnect line resistance and capacitance is assumed to be zero. The statistical model proposed in [3] is more sophisticated and uses a circuit model with higher number of nodes; however, still a single capacitance is extracted to model the total coupling effect, which makes it inappropriate for long interconnect lines. The authors of [4] apply special exponential waveform shapes to analytically study the statistics of crosstalk effect. However the exponential type waveforms cannot accurately represent noise-affected signal waveforms. Additionally, the above approaches are unable to consider the correlation between neighboring wire segments.
The goal of this paper is to study the effect of process variations on some existing crosstalk analysis techniques, resolve their shortcomings, and finally propose an efficient model to statistically calculate the crosstalk-aware delay of the interconnect victim line. More precisely, first a distributed RC-π model is used to accurately capture the statistical variations in the physical dimensions of the interconnect lines and the corresponding electrical parameters. The local effects of process variations on the coupled wire segments and the correlations among variations in neighboring segments are considered in statistical analyses. This information is then used to evaluate the correctness of the existing crosstalk analysis techniques in the presence of process variations using extensive sets of Monte Carlo simulations to calculate the actual statistical distribution of victim line timing parameters. Finally based on the observations, we propose a set of heuristic solutions for each technique to improve their applicability in statistical analysis of crosstalk effects. This paper is a major extension of our previous work on crosstalk analysis [5] where process variations were ignored.
The remainder of this paper is organized as follows. In section 2 we review the basic aspects of interconnect characterization and modeling considering process variations, their local effects and correlation between parameters. Section 3 explains the experimental setup used for simulation of coupled interconnects in presence of process variations. Sections 4 and 5 summarize the results and conclusions, respectively.
INTERCONNECT MODELING

Crosstalk Terminology
Capacitive coupling between a pair of interconnect lines can induce spurious pulses and/or cause delay effects. We refer to such effects as crosstalk-induced effects. The portion of the layout where the coupling occurs is referred to as a crosstalk site. Crosstalk-induced slowdown occurs when an aggressor line, A, and a victim line, V, make signal transitions (state changes) in opposite directions. The net effect, in theory, of the coupling between the two lines is that the transition on the aggressor line tends to slow-down the transition on the victim line, making it appear to be delayed in time. The amount of slow-down is the difference between the time the signal transition at the far-end of the victim line crosses 0.5V dd when the aggressor has made a transition in the opposite direction, and that when the aggressor remains quiet.
Slowdown is dependent on the victim and aggressor signal transition times, the skew between their signal arrival times, and the parameter values that are reflected in the capacitive and resistive model components. The uncertainty about the crosstalkinduced delay increase/decrease may be due to variations in any of the above parameters.
Coupled Interconnect Characterization/Modeling
Consider a pair of coupled interconnect lines in some metal layer, which lies in between two dielectric plates (cf. Figure 1 The two interconnect lines run in parallel and are capacitively coupled. Either line can be considered as a victim, while the other may be treated as the aggressor. The goal is to statistically analyze the slowdown of the victim line due to aggressor line activity. A distributed RC-π model (cf. Figure 1(b) ) is used to accurately model the abovementioned interconnect line configuration. In this circuit, each RC-π stage represents an interconnect segment of a predefined length, L , which is an important factor when considering spatial correlation among physical parameters as will be explained in section . The coupling between two interconnect lines along segment i is captured by the coupling capacitance C . The self capacitance and resistance of the victim interconnect in segment i are denoted by C and R , respectively. Note that although lengths of all wire segments are identical, due to process variations, parameter values for each segment are different from those for other segments.
The complexity of distributed RC-π circuit model significantly limits its application in real world designs where millions of interconnect lines and hence crosstalk sites are present. Therefore, circuit designers try to derive the electrical behavior of this complex circuit model by approximating its transfer function using different model order reduction techniques [6] - [7] .
Reference [8] analyzes the crosstalk-induced effects by using a simple lumped RC model. In this model, each resistor represents the total resistance of each line, whereas two capacitors capture the total self and coupled capacitances along the length of the interconnect line, respectively. The lumped models are highly inaccurate for global interconnects, especially at high clock frequencies. Closed-form expressions by using 2π and 4π configurations have been developed in [9] and [10] , respectively. However, the quality of their analysis and optimization tools degrades when using linear equations to model the nonlinear behavior of the drivers. In [11] distributed RC modeling has been used to obtain quantitative measures of crosstalk-induced pulse peak and width. However, the authors have not considered the case slowdown of the victim's transition, where the aggressor is changing in the opposite direction of the victim.
Generally speaking, the existing models for coupled interconnects tend to be inaccurate when significant process variations exist. On the other hand, the complexity of model order reduction techniques significantly increases when considering process variations [7] .
Interconnect Sources of Variation
The variation of physical parameters, such as width and thickness along interconnect lines is in general due to the imprecision in the IC manufacturing process. This is in turn due to effects of the neighboring interconnect lines, non-uniform metal densities, NonLinear Resistance (NLR) effect, Selective Process Bias (SPB) [12] effect, and thickness variation due to etching and CMP (Chemical Mechanical Polishing). Other sources of variation are die-to-die, wafer-to-wafer, lot-to-lot, and fab-to-fab variations.
Thickness variation modeling is highly dependent on the accuracy of local wire density calculation [13] . The resultant model is expressed in terms of the size of a density box surrounding the critical wire segment. This box typically covers any neighbor wires that can influence the thickness of the critical wire segment. However, wires farther away from the critical wire segment do not contribute to the thickness variation as much as those which are closer. So a weighting function is applied by using a rectangular prism for modeling. The following can be used to compute the effective local density, D eff : ( ) ( )
where X i is the size of the density box of segment i, w(X i ) is its weighting factor, and d(X i ) is the density of the density box of segment i. The number of boxes, i (note that the number of boxed is equal to that of wire segments.) the size of the density box, X i , and the w(X i ) are derived from silicon measurements by the semiconductor manufacturer's technology development group.
The spatial correlation among the variation of neighboring segments is quite important in the crosstalk-induced delay of the victim interconnect. For example most of the variation resulting from chemical-mechanical polishing (CMP) of the inter-layer dielectric (ILD) is based on systematic spatial effects and vanes within-die [14] .
The methodology proposed in this paper uses the spatial information to develop a systematic variation model of the coupled interconnects. The parameters corresponding to every pair of points on the interconnect line are correlated. The correlation relation is a function of distance between those two points. More precisely, for each physical parameter, p i , (e.g., thickness), the correlation between the parameter values corresponding to two points along the interconnect length at locations x 1 and x 2 is as follows:
where p i (x 1 ) and p i (x 2 ) are the values of parameter p i at locations x 1 and x 2 along the interconnect. L seg is a predefined segment length that is assumed to be given to us. It is found by a series of characterization and extraction experiments by the manufacturer.
EXPERIMENTAL SETUP
Statistical Model
To capture the effect of variations of physical parameters such as width, height, and interlayer dielectric thickness on the circuit metrics, the following two-step procedure is used for the calculation of electrical parameters of the distributed circuit model:
• Physical outline generation: Complete physical outlines of the coupled interconnect lines is generated in this step, including the information about their width, height, and interlayer dielectric thickness along their length and their correlation as described in section .
2.3
• RC-π stage parameter calculation: The generated physical outline of the coupled interconnects is used to calculate the corresponding electrical parameters for each interconnect segment. The key advantage of the proposed modeling approach is the ability to locally capture the effect of process variations on each interconnect segment. This is done by directly calculating the corresponding values of local resistance and capacitance of the RC-π model based on the exact information about the actual geometry of the interconnect lines in each segment. This is in direct contrast with previous approaches [2] - [4] , where a single sample of a given parameter is adopted from the corresponding distribution to extract the electrical parameters of the complete circuit model.
Next, each interconnect line is divided to multiple segments of length, L =100μm, and a set of parameters is randomly assigned to that segment based on the assumed distribution. To emulate the variations in the physical outline of the interconnect lines a Gaussian distribution is used for each physical parameter. The choices of distribution type, its characterizing parameters, and the correlations among physical parameters are based on the information made available from the semiconductor manufacturer as described in section . seg 2.3 In the second step, parameter extraction scheme similar to ] is used to calculate values of different electrical parameters in the RC-π model. Note that although the approach used for parameter extraction may lack absolute accuracy, it provides the required fidelity with respect to different physical dimensions. Moreover, since all of the experiments use the same extraction method, the presented results only capture the differences in the models, and are not impacted by the accuracy of the extraction procedure.
[15 Figure 2 shows the line resistance and capacitance distribution of a segment of two 100μm-long coupled interconnect lines in metal-4. Note that none of these distributions are Gaussian, since the extraction procedures which transform the physical parameters of interconnect lines to the corresponding electrical parameters are non-linear, and therefore, they tend to result in non-Gaussian distributions for the electrical parameters. This is in contrast with the Gaussian-based assumptions used typically in statistical timing analysis methodologies [12] , [16] . The best maximum-likelihood fit for these distributions are lognormal distributions, parameters of which are listed in Table 1 with confidence level of 98%. The corresponding fitted probability distribution functions (pdf) are shown by the red outlines in . Figure  2 It is mentioned in [12] that variations in electrical parameters of interconnect may be approximated as normal distributions with the exception of via and contact resistances which should be approximated as lognormal distributions. The Gaussian distribution assumption in this case is found to have and error of 3.5%. 
The Simulation Setup
To simulate the crosstalk-aware delay of interconnect lines, a distributed circuit consisting of 10 RC-π stages are used (cf. .) Figure 3 From now on, we will treat the interconnect with input V and output V as the victim line and the other as the aggressor line. The victim and aggressor lines have drivers Cell and Cell and receivers 4Cell and 4Cell , respectively. The cells are taken from a standard 130nm, 1.2V production library. To capture the variations of each physical parameter, the two step procedure described in section 3.1 is used to create a large population of samples for each physical parameter which in turn is transformed into the electrical parameters of the distributed RC-π model. Next, Hspice simulation is performed. To achieve convergence in the desired statistical properties of output variables, Monte Carlo simulation is performed. Based on normality assumption for the interconnect delay distribution, a sample size of 2500 is used i.e., the population generation and electrical parameter extraction steps are iterated 2500 times to achieve convergence in the desired statistical properties for each sample. The number of samples is then selected so that a 98% confidence level with 1ps error in the estimates of mean and variance of interconnect delay is achieved.
EXPERIMENTAL RESULTS
Statistical Comparison of Crosstalk Models
To show the necessity of a statistical approach, first the statistical model based on distributed RC-π circuit is compared against the conventional corner-based approach. As seen in Figure 4 , the corner-based "µ+3σ" value of the victim delay is equal to 435ps which shows more than 46% pessimism compared to that in our statistical model with distributed circuit modeling (µ+3σ=290).
As discussed earlier, the accuracy of the existing models for coupled interconnects can severely degrade in the existence of process variations. A goal of this work is to investigate the source of inaccuracies for some common crosstalk site models and try to resolve them. The single RC-π model, as well as the 2RC-π model of [17] are considered here as two such models.
The statistical distribution of the delay of the victim line for both approaches is illustrated in Figure 4 . The mean delay is found to be very close to the one found by the distributed model (in fact the mean error for the single and two RC-π models is 5% and 3.2%, respectively.) However, the µ+3σ value for the single RC-π and 2RC-π is 330ps and 313ps respectively, meaning there is more than 13% and 7.9% pessimism in µ+3σ calculation when single and 2RC-π are used, respectively. This error mainly exists because when the extraction tool extracts the parameters values for each segment, it extracts the same value for each segment as long as the topology of the wire does not change; subsequently, these identical values are used by a model order reduction technique to create a reduced model such as the lumped RC or RC-π model. However, in reality the local process variations can cause parameter value variations in different segments (cf. section 2.3.) 
Variation Shielding
To improve the accuracy of crosstalk models when used in a statistical analysis methodology, we propose the following heuristic algorithm. First, the interconnect line physical parameters are extracted based on conventional scheme. Next before applying the model order reduction formulas to find the capacitive or resistive value of each element in the reduced model with respect to those of each segment of the distributed model, we select the mean and variance of values in each segment as follows.
The mean values for all segments are set to the extracted value. The variances are drawn from a family of distributions where their variances decrease geometrically as we proceed towards the farend of interconnects. The reason behind this type of variance assignment is that based on extensive simulations, we have found that the variation of parameters in each segment is affected by a phenomenon that we refer to as variation shielding. By variation shielding, we mean that while moving from an interconnect driver towards the far-end of the interconnect line the effect of parameter value variations on the output delay is reduced. We model the variation shielding phenomenon for each parameter p by the following expression:
where σ p (segment i ) is the variance of a parameter p of segment i.
1≤ i ≤10 and α <1; α is set to 0.95 in our heuristic tool. Having selected the values for each segment, the model reduction is applied by using these modified values and the values of each circuit parameters in the reduced model specified. We then repeat the experiments corresponding to Figure 4 using the values found through our heuristic. The results are shown in Figure 5 . Compared to Figure 4 , the pessimism is drastically reduced (e.g., for the case of 2RC-π model from 7.9% to 4% error in µ+3σ and from 3.2% to 1.4% error in mean, if α=0.95.) The intuitive reason is that the in case of the summation of the distributed parameters to a single value, the variations tends to cancel each other and thus the pessimism of the conventional approach for the extraction of a single component is reduced. 
Analytical Crosstalk-Aware Delay Analysis
The simulation setup of 3.2 is used to derive the mean and variance of crosstalk-aware output delay of the victim vs aggressor and victim line widths. They are shown in Figure 6 and Figure 7 , respectively. Similar simulations have been performed considering different physical and electrical parameters. Each point in these figures is the result of 2500 sampled data in a Monte Carlo based environment. The large sampled data of 2500 points guarantees that the sample means have a normal distribution and that the closed form expression to model the effect of process variations on delay are accurate.
There is a tradeoff for the level of accuracy and complexity of closed-form expressions. As the number of input parameters increase, lower order models such as linear modeling of variation becomes more suitable. According to our experimental setup, we found the 2 order modeling to be the most effective for the distribution properties of crosstalk-aware output delay and transition time of the victim line: 
Sensitivity Analysis
To increase the efficiency of Equations (4.2) to (4.5.) we performed an extensive sensitivity analysis of crosstalk-affected delay to all circuit parameters to able to choose the right model (linear or higher order model) with respect to each parameter. The distributed circuit model of Figure 3 was used. Figure 8 illustrates an example of such experiments, which is the sensitivity of crosstalk-aware delay to the coupling capacitance value. The following observations were made with respect to each parameter:
P1: Both crosstalk-affected output delay and transition time of the victim line are highly sensitive to the coupling capacitance value. Furthermore, both of these quantities are well approximated by assuming a linear dependence on the coupling value.
P2: Both crosstalk-affected output delay and transition time are moderately sensitive to the wire capacitance value. The delay monotonically increases as the victim wire capacitance increases; however, it does not show a monotone behavior with respect to the aggressor wire capacitance. Also, the output transition time does not exhibit a monotone relationship with respect to the wire capacitance of the victim or the aggressor line (cf. Figure 9 .)
P3:
The crosstalk-affected output delay and transition time are weakly sensitive to the wire resistance value. In particular, they monotonically increase as the victim wire resistance increases, while monotonically decreasing as the aggressor wire resistance increases. In both cases the effect can be well approximated by linear equations. The above observations are helpful to decide whether a linear or a higher order model should be used with respect to each parameter in Equations (4.2) to (4.5). For example a linear modeling is enough for the case of resistance and coupling values, however for wire capacitance a 2 or higher order model is necessary. To evaluate the accuracy of our statistical expressions, we tested many cases of coupled interconnects from various sections of an industrial design by using Hspice. We then compared the results with those found by using our statistical expressions. Figure 11 illustrates the corresponding results. The average and maximum error magnitude for the mean calculation of crosstalkaware delay are 1.7% and 5.1% respectively. The corresponding errors for variance are 1.3% and 3.9% respectively. Performing Hspice-based study of the coupled interconnects while using the distributed RC-π model resolves the shortcomings of the previous approaches which rely on simpler, yet less accurate, circuit or waveform models. To increase the reliability of our statistical model, we had to simulate our circuit model under the whole range of physical parameters as well as variations in the input timing parameters, namely, skew and input transition times, for many coupled interconnects with different geometries. This kind of extensive simulation is required to be run only once per each process technology. The resulting statistical crosstalkaware delay expressions can subsequently be used throughout the whole design and testing stages.
CONCLUSIONS
We proposed a statistical modeling to capture the effect of process variations on crosstalk-affected delay of coupled interconnects considering the large impact of correlation. A local process variation-aware distributed RC-π circuit modeling is developed for coupled interconnect pairs. Extensive Monte Carlo based Hspice simulations were to calculate the statistical properties of crosstalk with respect to variations in physical parameters and closed-form expressions for mean and variance have been derived. These expressions are shown to have near-to-Hspice accuracy. A statistical analysis method was also presented which is based on a heuristic that is applied prior to model order reduction so as to modify the values of the parameters such that process variations are properly accounted for. The effectiveness of this heuristic algorithm is confirmed for reduced models, namely, single and two RC-π crosstalk site models.
