This is the fourth in a series of papers outlining an algorithm to consistently construct a finite quantum theory of gravity in Ashtekar variables. This paper continues essentially from where papers II and III left off, treating the kinematic constraints in greater depth and moving on to a higher level of complexity with regard to the Hamiltonian constraint of the full, unrestricted, theory. First we identify some of the traditional obstacles to the consistent quantization of four-dimensional gravity, then provide suggestions for how these obstacles may possibly be surmounted within the context of our new approach. This inevitably entails a critical analysis of the relationship of gauge transformations to diffeomorphisms, which in turn leads to the reduced phase space approach to quantization of the kinematic constraints, as well the implementation of the semiclassical-quantum correspondence. We also compute some more of the terms needed to implement the full quantum Hamiltonian constraint, focusing in this work upon its antisymmetric CDJ components. Some of the relationships among generalized Kodama states for the more general model are clearly elucidated due to the calculation of such terms.
1 Introduction: Obstructions to the consistent quantization of 3+1 dimensional gravity
In an attempt to circumvent the perturbative nonrenormalizability of quantum general relativity expressed in terms of metric pertubations, considerable effort has been devoted to the quantization of gravity in terms of connection variables. The latter approach features a dimensionless coupling constant which hopefully renders the quantum theory, assuming it can be consistently constructed, renormalizable. This is in stark contrast with the metric description, whose quantization, as first pointed out by Pauli is inherently doomed to failure due to the negative mass dimension of its coupling constant √ G. One possible connection theory of gravity is the Poincare gauge theory, ISO (3, 1) , the theory of local Lorentz transformations and translations [ ]. The gravitational variables in this theory are the tetrad e a µ and the Lorentz spin connection A a µ . The connection A a µ is the gauge field corresponding to local Lorentz symmetry while the tetrad e a µ is the gauge field corresponding to local translational symmetry. These fields can couple to their corresponding conserved Noether charges, spin and linear momentum respectively, when matter is present.
It was shown by Witten that gravitation can be treated, in three rather than in four dimensions, as a gauge theory. The main reason is, essentially, that although the tetrad and spin connection carry a representation of the Poincare group, the Einstein-Cartan action in four dimensions is invariant only under the Lorentz transformations and the diffeomorphisms, but not under the translational part of the gauge group. In three dimensions the action is invariant under the translations as well, which makes it possible to express gravity using the Chern-Simons action, which yields a topological theory that can be solved exactly as demonstrated by Witten [1] . In this famous paper, Witten showed in three dimensions the equivalence of diffeomorphisms (the symmetry group of metric general relativity whatever the number of dimensions) to gauge transformations (of precisely the same form as occur in nonabelian gauge theories such as Yang-Mills theory), thereby permitting the analysis of the Chern-Simons theory with respect to a wide variety of gauge groups and its subsequent reduction to gravitational form.
To see more clearly the relationship of gauge transformations to diffeomorphisms (or more simplistically, the relationship between general relativity and nonabelian gauge theory), let us consider the effect of both transformations on the dynamical variables of the theory. Under an infinitesimal diffeomorphism parametrized by a vector field ξ µ the connection and the tetrad transform, respectively, as 
The infinitesimal variation of a gauge field under the action of a gauge symmetry group can be encoded in a Lie-algebra valued parameter θ a and structure constants f abc . For a gauge field δ θ A µ = D µ θ (schematically, the gauge covariant derivative of the parameter of the gauge transformation). Let A a µ be transformed by parameter θ a and e a µ by parameter τ a . Then we have the following:
These gauge transformations can be made to more closely resemble diffeomorphisms by ξ ν by choosing field dependent parameters which map the spacetime manifold M to the gauge group manifold G. Let us choose θ a = ξ ν A a ν and τ a = ξ ν e a ν . The map M ←→ G can be invertible only when dim(M ) = dim(G) and the gauge fields are nondegenerate (and therefore invertible) substituting these 'transformed' diffeomorphism parameters into the expressions for the gauge transformations, we have 
Writing this more succinctly in terms of recognizable quantities, we have 
where F µν and T µν are the field strength and the torsion corresponding to the connection A a µ and the tetrad e a µ , or in other language, their respective curvatures.
If not for the presence of these curvatures the diffeomorphisms and gauge transformations could possibly be isomorphic to one another. One obvious obstruction to this isomorphism is the presence of matter sources, which introduces a nonvanishing energy-momentum (corresponding to the field strength F µν ) and a nonvanishing spin (corresponding to the torsion T µν ).
One way to include matter is to treat the matter as point particles producing a delta function source. In this approach the spacetime is still globally flat but possesses a conical singularity carrying the conserved Noether charges at the position of the particle, which is excluded from the manifold M . In three dimensions the vanishing of the curvatures F µν and T µν away from the particle is then imposed either a constraint or as a field equation of motion, both arising from a topological (loosely speaking, Chern-Simons) action. This preserves the existence of gravity as a gauge theory, at least in three dimensions. In four spacetime dimensions there appears, ostensibly, to be no such inherent mechanism arising from the action to impose these conditions.
The aforementioned mechanism is well exemplified through the following example from [2] , in which the Schwarzchild of a black hole carrying mass M , is given by
The metric is still flat except at the location of the black hole where there is a singularity, although the imprints of its existence still appear in the metric, which can be transformed locally into the Minkowski metric with an appropriate choice of coordinates. This is a condition imposed by hand via the Einsteins equations. Thus the presence of matter is incorporated, albeit as a point source, into a topological surrounding.
Let us now point out a ramification of this treatment of matter. As we have implied, there must be at least two criteria needed to enforce the equivalence of diffeomorphisms to gauge transformations. (i) Since we have required the map M ↔ G to be invertible, the gauge potential A a µ , when viewed as a dim(M ) by dim(G) matrix, must be nondegenerate. So the spacetime and the group algebra must be of the same dimension. For a four-dimensional spacetime, this would mean that the gauge algebra must be four-dimensional. This limits the set of possibilities considerably, especially when one restricts to nonabelian groups. In three dimensions, however, there are a large number of groups to choose from, for example SU (2) and its cousins. It can be argued, simply on this basis, that three dimensions could be a strong possibility.
If this were to be the case, then how does one reconcile the 3+1 dimensional spacetime of Einsteinian gravity with the 2+1 dimensional spacetime of Chern-Simons gravity? I believe that the answer lies in the process of quantization. To quantize the theory by the Dirac quantization procedure [9] , first a 3+1 decomposition must be performed on the action. A common reservation is the lack of manifest covariance of such a decomposition, on the grounds that time is somehow singled out from space and treated as special. But this is a necessary evil of the quantum mechanical treatment of any system, gravitational or not, via the Schrodinger evolution equation
Let us rid ourselves, for the time being, of this paradigm of covariance. Then the claim is we have rid ourselves of another obstacle to the gaugediffeomorphism theory equivalence, since one could then restrict oneself to spatial diffeomorphisms. In this case the dimension of the diffeomorphism group, restricted to the M − 1 dimensional submanifold, is three. This is the precise number required to match a very likely candidate for the corresponding nonabelian gauge group, SU (2).
The question then becomes, since the Poincare algebra ISO(3, 1) contains ten generators, how does one obtain a 3-dimensional gauge theoretic description of 3+1 dimensional gravity? One possibility is to restrict to a smaller-dimensional subalgebra. This can be done by expressing general relativity as a gauge theory of a left-handed SU (2) − connection, which is accomplished precisely by the Ashtekar variables. See [10] for a good review of the phase space description of Ashtekar gravity. The consistent quantization of such a theory would then be strong physical evidence in support of Einstein's 4-dimensional spacetime.
The cosmological constant Λ is a vital ingredient in the quantization of gravity vis-a-vis the generalized Kodama state. We will see that this generalizes the Witten treatment of 2+1 dimensional gravity including point particles to 3+1 dimensional gravity in which the matter are now full quantum fields upon the same footing.
(ii) So let us assume, for the time being, that we are dealing with a gauge theory of the Ashtekar connection A a i (see [14] for notations and conventions). Then A a i is an invertible 3 by 3 matrix, which removes the first obstacle. Another obstacle to the exact equivalence of gauge theory to diffeomorphisms lies in the relation
where now θ ≡ θ a is the parameter of the gauge transformation δ θ , for a = 1, 2, 3, and ξ i is the parameter of the corresponding diffeomorphism δ ξ , for i = 1, 2, 3. Note that the curvature can be written
where G a are the SU (2) generators (we will see, eventually, that the symbol G a conspires such as to signify some sort of Gauss' law generator). If F ij = 0, then by (9) one would have δ ξ = δ θ and may conclude, naively, that diffeomorpshims are identically equivalent to gauge transformations when there are no matter sources present in the theory (or, alternatively, when there is matter present in the form of point particles not mathematically part of the spacetime). However, one must be careful. A vanishing curvature F ij = 0 signifies a flat connection A a i (i.e. pure gauge). Since a pure gauge connection is gauge equivalent to the trivial connection, at least for simply connected manifolds M , then the condition (i) that the connection be invertible becomes invalidated and one would have made no further progress.
In order to make progress in the case of a flat connection A a i , one can assume that the connection falls into a gauge equivalence class not connected to the identity. In this case it is no longer trivial and one at least has a chance of progressing from the invertibility condition, since these gauge equivalence sectors are labeled by the integers. Certainly various topological theories, for example [5] and including 2+1 dimensional Chern-Simons theory, have been fully quantized on the moduli space of flat connections.
But we would like to quantize something more complicated than flat 2+1 dimensional spacetime containing point particles, namely the full theory of 3+1 dimensional quantum gravity coupled to quantum matter fields. The existence of matter fields in the universe coupled to gravity by definition imposes certain constraints upon the geometry of spacetime, according to Albert Einstein.
One interesting question to ask is the condition of the invertibility of the Riemannian curvature tensor implied by matter (or perhaps, more fundamentally, what kinds of matter) fields. Consider a 4-dimensional universe consisting of a perfect fluid of density ρ and pressure p. Then one has, in the rest frame of the fluid,
This may all seem rather heuristic, but perhaps has a deeper significance when viewed within the larger context of quantum gravity. Let us return back to the Ashtekar variables. Recall from [13] the demonstration that for detB = 0 in Ashtekar variables one can incorporate matter fields into generalized Kodama states, which amounts to a generalization of the selfduality relation between the Ashtekar electric and magnetic fields σ i a = −6( GΛ) −1 B i a to σ i a = Ψ ae B i e as required to restore a broken semiclassicalquantum correspondence.
With B i a = 0 one can see from (9) that gauge transformations and diffeomorphisms are not exactly equal in the presence of matter fields in the spacetime manifold, but that there at least exists some kind of a correspondence between them. In which sense this correspondence resembles an invertible map, is an issue we will study in further depth in future work. Nevertheless the basic notion of invertibility is definitely supported by [4] , in which Majumdar and Sharatchandra explicitly demonstrated how to find the connection
a by inverting the relation
for
. The inverse map is not one-to-one, since it amounts to the task of finding a torsion free dreibein e i a corresponding to the connection A a i , for which there was shown to exist a three-parameter family of solutions [3] . What concerns us here is not the bijectiveness of this map, but rather that a such a map exist from a given nondegenerate Ashtekar curvature B i a to a corresponding nondegenerate Ashtekar gauge field configuration A a i . Rewrite the Ashtekar curvature in the following form
where we have used the notation |A| = det(A a i ). A cursory glance at (13) reveals two main points: (i) This identity is unique to three-dimensional space due to the numerical equivalence of the Cartesian tensor ǫ ijk to the SU (2) structure constants f abc ≡ ǫ abc in three dimensions, and (ii) The Ashtekar magnetic field can be viewed as an Abelian part F i a = ǫ ijk ∂ j A a k plus a correction due to 'nonabelianity'. Here, and in what follows, we will become less rigorous as to the covariant-contravariant position of these indices and will distinguish them more by their position in the alphabet (beginning of the alphabet a, b, c, .. corresponds to SU(2) and the middle i, j, k, ... corresponds to spatial indices. We now make use of the following matrix identity
Here in (14) we have used the identity
Taking the determinant of both sides of (13) leads to the condition
where we have defined C = AF . This leads to a quadratic equation for |A| = detA which can be solved for in terms of |B| = detB. However, we can read off directly from (16) the condition that must be excluded from the domain of validity in order for the entire framework to not a priori be invalid, namely that the Ashtekar connection be degenerate (|A| = 0), which would imply
It must then be the case that (17) holds for all points x in M . We will not attempt a rigorous mathematical proof of this conjecture in this paper. However, note that it automatically excludes configurations for which the Abelian part of the curvature is zero, and therefore must be true at least for minisuperspace theories coupled to matter. Note also that A a i = 0 is as well excluded except for abelian gauge theories, which this is not.
The gravitational arena: a pot of soup
It will be useful to visualize the following picture of the arena of pure gravity in Ashtekar variables, when one attempts to quantize the matter-coupled theory via this new approach. Think of the gravitational arena as an empty soup pot endowed with a given structure. This structure excludes a background metric, but includes a spatial 3-dimensional manifold Σ, to which at each point is attached a tangent space SU (2). When the universe is in its ground state, the semiclassical-quantum correspondence is satisfied and the self-duality condition is met as in [14] . The gravitational phase space variables A a i and σ i a are perfectly adapted to the endowed structure and the arena is perfectly balanced. Now let us introduce matter fields φ into the pot, namely the universe. There is no restriction as to the type or the number of matter fields, and in fact we can arrange all of the fields into one tall column vector φ = φ A where A ranges from 1 to N , N being the dimension of the matter field representation. The matter fields φ comprise a contribution to the phase space of the arena of the form ( φ, π) where π is the momentum conjugate to φ, arranged correspondingly into a row covector of dimension N . It will be helpful to visualize the contraction of the vector φ into the covector π, to produce a matter scalar which can 'fit' into the soup pot and become integrated into its structure.
The presence of the matter fields introduces two main complications: (i) The disruption of the semiclassical-quantum correspondence. It was demonstrated in [14] that the gravitational variables can distort their relative orientation in order to restore the correspondence via the CDJ matrix Ψ ab . The end result is a distortion of the ground state, the pure Kodama state, into a new state, namely a generalized Kodama state. There are certainly sufficient degrees of freedom within the aforementioned SU (2) ⊗ Σ structure to accomodate this, we claim, into a finite and consistent quantum theory.
(ii) The other complication which we will as well focus upon in this paper, is that the matter fields appear in an N dimensional representation, perhaps even of some group. The quantization of the model, at the level of the kinematic constraints, can be interpreted as the necessity to project (or perhaps more accurately, to compress) this N-dimensional representation into the SU (2) ⊗ Σ arena. Since the SU (2) group has representations of all dimensions, it should be possible in principle to do so.
The tools to accomplish this projection are the kinematic constraints, namely the Gauss' law G a for a = 1, 2, 3 and the diffeomorphism constraint H i for i = 1, 2, 3. Thus it must be possible to construct these generators using only the matter fields via the aforementioned contraction. These generators are precisely the Noether charges corresponding to the 'gauge' transformations mentioned in the introduction. In smeared form,
for the diffeomorphisms, and
for the left-handed SU (2) − gauge transformations. Since we have suggested that there ought to be an equivalence between the diffeomorphisms and gauge transformations, at least for the gravitational connection A a i , one may surmise that the correspondence in some sense extends to the matter fields as well. To transform between the two transformations, one may envision the usual techniques of transformation between the coordinate and the tangent internal spaces via the driebein. Hence we must have objects with the index structure required to to so. The Ashtekar connection A a i , perhaps nonintuitively so but as demonstrated above when nondegenerate, indeed posseses the required structure, as well as its inverse (A −1 ) i a . Another object which as well possesses the requisite index structure, is the Ashtekar magnetic field B i a . It will be useful to think of these objects, in a certain loose sense, as acting a sort of 'intertwiner' between the two manifolds comprising the interior of the soup pot.
Another intrinsic property of the endowed structure of the soup pot is the kinematic gauge algebra. In smeared form,
This algebra, the SU (2) ⊗ Dif f algebra is a Lie algebra with a semidirect proct structure. The inclusion of the Hamiltoninan constraint enlarges the kinematic algebra into an open algebra, due to the existence of structure functions involving the phase space variables. Can the matter contribution to the Hamiltonian constraint generator be consistently incorporated as part of the inherent structure of the pot? The claim is, at least from the applicability of the semiclassical-quantum correspondence as a tool, yes. Keeping the picture of the soup pot in mind, we can now proceed. One fundamental question, of course, is the ability of the soup pot to withstand whatever is thrown into it-from this point we will dispense with the soup pot analogy and leave it up to the imagination (and not to mention, the cooking expertise) of the reader. First, as our treatment will ultimately be relevant to SU (2) representations and to gauge theories, let us now briefly touch upon a few basic facts regarding these.
Gauss' law and Yang-Mills theories
Perhaps the most intuitive way to introduce the tools of this paper is to reflect upon the canonical quantization of an example system which is similar in certain respects, but at the same time conspicuously different in many others, to quantum gravity in Ashtekar variables, namely that of Yang-Mills theory. One primary item of interest in any quantum theory is an enumeration of the the set of physical states in some representation.
The action for the Yang-Mills theory in 4-dimensional Minkowski spacetime
contains an invariance under SU (N ) gauge transformations and is an example of a constrained theory. The standard procedure to quantize such a theory is first to perform a 3+1 decomposition of the action
where θ a = A a 0 is the zeroth-component of the SU (N ) gauge potential A a µ . Then the conjugate dynamical phase space variables (E i a , A a i ) are promoted to quantum operators in the Schrodinger representation and the quantum state Ψ[A a i ], taken for convenience in the connection representation, is determined. By the Dirac method the Physical states are determined by application of the quantum version of the constraint, in this case the SU (N ) Gauss' law constraint
which is a first-order functional differential equation for the state
For Maxwell's theory the situation is considerably simplified because the U (1) Gauss' law constraint has a simple interpretation. Since the theory is invariant under U (1) transformations A µ → A µ + ∂ µ λ it is evident that any longitudinal (pure gauge) degrees of freedom in the field A µ are unphysical. Hence it is sufficient for all dependence of the physical state to reside entirely within the transverse degrees of freedom, which are projected via the transverse projector
Hence Ψ phys = Ψ[A phys ], where (A phys ) µ = (P T ) ν µ A ν . By parametrizing the state explicitly as a functional of the physical variables A phys we have bypassed the necessity to explicitly solve the U (1) Gauss' Law constraint via the Dirac procedure. This is known as reduced phase space quantization and is equivalent to the Dirac method as a result of the constraint's being linear in conjugate momenta. The determination of the physical states then amounts to finding the energy eigenvalues of the Hamiltonian operator
with the ground state given by the Gaussian [2]
For a nonabelian gauge group the procedure of reduced phase space quantization is more complicated. Jackiw demonstrated in [7] how it is possible to isolate the gauge degrees of freedom of Yang-Mills theory by a special parametrization, with the tradeoff of a complicated Hamiltonian on the reduced phase space. Other authors have accomplished a similar reduction, to a nonlocal Hamiltonian.
One goal of this paper will be to illustrate, for quantum gravity in Ashtekar variables, that the analogous phase space reduction can in principle be performed when both the diffeomorphism and the Gauss' law constraints are taken into account. Furthermore, the resulting parametrization is a component in the construction of the generalized Kodama state.
As is the case for Yang-Mills theory, the gravitational Hamiltonian becomes extremely complicated for gravity, but treatable in principle. Nevertheless, we hope to gain an intuitive feel for the manner in which the relevant properties of the physical states of the models in question, the generalized Kodama states, correlate to the presence of their respective matter fields and distinguish themselves from the pure Kodama state.
The quantities necessary to construct the generalized Kodama state for quantum gravity include the elements of the CDJ matrix. The CDJ matrix
consists of nine individual elements, each of which is a function of 9 + N independent variables, 9 variables for the Ashtekar connection A a i and N variables for the matter field φ A per point x. As this number can become unwieldy for a general combination of matter fields, it may prove useful to develop a convenient method for parametrizing the variables of interest. For the CDJ matrix Ψ ab one possible parametrization, in line with [7] , is to parametrize the individual elements in terms of its reducible components under SO(3) transformations, namely it spin 0, spin 1 and spin 2 components.
where D ab = δ ab X b is a diagonal matrix and O( θ) is an orthogonal matrix parametrized by three angles θ ≡ (φ 1 , θ, φ 2 ), with matrix elements in the spin 1 representation which may be given, for example, by the Euler angles
for (m a , m b ) = (1, 0, −1) or similar. Likewise, an analogous parametrization the Ashtekar connection A a i may be as well turn out to be convenient in the general solution of the quantum Hamiltonian constraint.
As a result of the kinematic constraints, for which the SQC can be taken for granted, not all of the elements of Ψ ab are independent of each other. As showed in [14] the diffeomorphism constraint automatically fixes the spin 1 part and the Gauss' law constraint should fix three components of the spin 2 part. We expect that upon application of the semiclassicalquantum correspondence, one should be able to in principle solve for three of the symmetric parts of the CDJ matrix in terms of the remaining three symmetric parts and the antisymmetric part.
It will be convenient, for this and for future work, to choose a decomposition of the CDJ matrix in terms of a basis projecting its antisymmetric part, three elements of the symmetric part, and he remaining three elements into orthogonal subspaces. One such example is the decomposition
where The inner product on this basis is given by
Thus if we define the respective elements of the CDJ matrix as column vectors in SU (2) space, as in ψ I ≡ (x 1 , y 1 , z 1 ), ψ alpha ≡ (x 2 , y 2 , z 2 ) and ψ d ≡ (x 3 , y 3 , z 3 ), then the CDJ matrix takes the form, modulo normalization factors,
Irrespective of the parametrization, the ultimate goal is the same: the determination of the generalized Kodama state. let us now review some basic properties of the Gauss' law constraint and its relationship to angular momentum.
Angular momentum and Gauss' law
Recall that the Gauss' law constraint generators G a satisfy the SU (2) Lie algebra. In smeared form,
We will show that the unsmeared version can be interpreted in terms of a representation of the SU (2) Lie algegra at each spatial point. The unsmeared version reads
By the interpretation of [14] we were able to isolate infinities by reducing the Hamiltonian constraint, a functional differential equation defined at each point x, to a partial differential equation which resembles minisuperspace but is still in actuality the full theory. In the case of (33), upon setting x = y we obtain
(34) is undesirable due to the presence of the Dirac delta function. But let us, in a momentary suspension of mathematical rigor, define a rescaled
Note that (35) is now the SU (2) algebra, one distinct algebra for each point x. The label x can be removed from (35) and we have simply [G a , G b ] = f abc G c which is a representation of the Lie algebra independent of position. This looks like minisuperspace but is in fact still the full theory! One may balk at the rescaling process introduced above, but perhaps one may envision a regularization of the delta function, for example by the volume V ol of the spatial manifold and note that the cancellation still occurs in the limit V ol → ∞.
The point of the above manipulation is to show that the algebra can be reduced into its minisuperspace equivalent, in this case by a rescaling of the structure constant, and that by studying representations of the rescaled algebra one can deduce a lot about the full quantum state.
Let us now recall some basic facts about angular momentum. The statement that a wavefunction is rotationally invariant, in ordinary quantum mechanics, can be expressed in the form
(36) is the direct analog of the Dirac quantization procedure. In this case the constraints are enforced by the generator of spatial rotations L i , which obey the
Let us now show the correspondence between the Dirac and the reduced phase space quantization for this system. In Cartesian coordinates r = (x, y, z) we would expect, ostensibly, for the wave function to be of the form Ψ = Ψ(x, y, z). The constraints might read
However, as is well known, upon transformation to spherical coordinates (x, z, y) → (x + , x − , x 0 ) → (r, θ, φ) in the spin 1 basis, where x ± = x ± iy, the constraints readL
Note that in these new coordinates there is no occurence of ∂/∂r, and thus r is an 'ignorable' coordinate with respect to this constraint. It is normally counter-intuitive to think of the angles (θ, φ) as physical with the radius r a gauge degree of freedom rather than the opposite. But in the context we are studying, the interpretation is that one can factor out the dependence upon the variable r to obtain
(38) has the trivial solution Y = const., which indicates that the wavefunction Ψ = R(r) is at most a function only of the radial coordinate r. Let us now move on to a more complicated system, namely the SU (2) − Gauss law constraint in Ashtekar variables. To illustrate the concept it will be more convenient to transform the wavefunction from the connection into the triad representation via the path integral functional Fourier transform
where the path integral measure is given by
In this representation the operators ( σ, A) act by multiplication and functional differentiation, respectively on functionals of the densitized triad.
For an ignorable coordinate A a i (x) ≡ θ a i (x) in the connection representation we must have
The coordinate corresponding to θ a i in the momentum representation, Q i a , must be zero. This can be seen from the path integral formula
Assuming the rescaling of the Gauss' law generators from (34) to (35) we can suppress the dependence upon spatial postion, writing the Gauss' law constraint in the form
in which the functional derivatives are interpreted as partial derivatives, and we have added an inhomogeneous source term Q a in (45), not to be confused with the conjugate Q i a to the ignorable coordinate A a i , which may represent the eigenvalue of the SU (2) charges due to all matter fields present in addition to gravity. Note that there is no ambiguity in operator ordering in (45) since
due to antisymmetry of the structure constants. Also, note that the spatial derivative terms ∂ i σ i a can be regarded as constants relative to the variables σ i a since as conjectured out in [14] , functional differentiation commutes with partial differention at the same point x δ δ σ i a (x)
Focusing on the functional derivative terms of (45), we see that they have the same form as a triplet of orbital angular momentum operators, albeit in internal SU (2) space. Define for each spatial direction (x,y,z) an angular momentum operator
where there is no summation over x, y or z, with
Then (45) can be interpreted as an addition of three angular momenta L = L x + L y + L z . One can make the identification
and the angluar momentum vectorsL i , with i = 1, 2, 3 can be defined by
where there is no summation over i. But upon transformation into spherical coordinates (x i , z i , y i ) → (r i , θ i , φ i ) we find that the three radial coordinates r 1 , r 2 and r 3 are 'ignorable' in the sense that ∂/∂r i does not occur in the transformation. Let us rearrange the entries of σ i a to place the 'ignorable' coordinates along the diagonal. Then have, in the multispherical coordinates,
So we can expect the wavefunction to contain the dependence
Let us assume that the wavefunction does not depend upon (r 1 , r 2 , r 3 ). by setting these coordinates to zero (i.e., say they are the Q i a corresponding to some ignorable coordinates θ a i in the 'coordinate' representation of the connection A a i . Then we can further parametrize the densitized triad in the following form
In these new coordinates, the total angular momentum L takes the form
Again, since (x, y, z) can be transformed into spherical coordinates (r, θ, φ), an additional coordinate r becomes 'ignorable'. The net result is that there are four degrees of freedom of the densitized triad σ i a that can be separated from the remaining five as regards functional dependence of the state Ψ[ σ].
The above manipulation brings to mind the three-body problem of atomic and nuclear physics. Think of the elements of the densitized triad matrix σ i a as corresponding to the coordinates of three bodies in a Cartesian SU (2) space. Then the Gauss' law constraint translates into the requirement that the total angular momentum of the three-body system be zero. The correpsonding eigenstates can then be expressed in terms of the hyperspherical harmonics [ ].
where
(cos 2φ i ) (54) and P α,β n (x) is the Jacobi polynomial. The hyperspherical harmonics form a orthonormal set of angular momentum eigenfunctions on the angular hyperspace. The normalization constant is given by
It is also of interest to view, within this context, the Ashtekar Gauss' law constraint as determining the eigenstates of a combination of three spin 1 angular momenta which sum to zero. From the decomposition
whereupon the singlet states 0 are singled out as the physical states.
Phase space reduction in quantum gravity
We will now reexamine the issue of phase space reduction of quantum gravity at the kinematic level of the constraints. In [14] we introduce a reduced phase space parametrization utilizing an integral representation of the CDJ matrix Ψ ab . In [3] it is demonstrated a method for algebraically solving the Gauss' law constraint for pure SU (2) Yang Mills theory. The method is based upon a generalization of the Hodge decomposition for a nonabelian connection. In what follows we will extend this construction for the solution of Yang Mills coupled to charged matter, and then generalize to quantum gravity in Ashtekar variables. The nonabelian Gauss' law is one of the main features in common shared by these two theories.
The abelian Hodge decomposition is essentially a separation of a general 3-vector into a 'gradient' and a 'curl' part w i = ∂ i u + ǫ ijk ∂ j v k for a scalar u and a 3-vector v. We generalize this concept, in accordance with [3] to the following nonabelian decomposition of the Ashtekar densitized triad σ i a into two 'orthogonal components'.
Define σ i a by the following decomposition.
where φ a is a SU (2)-valued scalar and χ ka is a SU (2)-valued spatial 3-vector. (57) To determine the consistency condition we first apply the Gauss' law constraint in the presence of matter fields to (57). This yields
Unlike [3] , (59) includes a source charge Q a , which is the result of coupling the theory in question to matter. Such matter effects can be expected to occur in the parametrization of the basic variables and consequently in the generalized Kodama state.
Decomposing the matrix χ kl into its symmetric and antisymmetric parts
and substituting into (60) yields
due to antisymmetry. Thus we see that only the antisymmetric part of the matrix χ kl is affected by the SU (2) − charge. Assuming the covariant Laplacian D 2 = ∂ 2 + 2∂ i A i + A i A i contains no zero modes, (62) can be inverted to yield
Methods of computing the D −2 operator may include Heat Kernel techniques [ ], or even expansion about the abelian counterpart
such that
Then defining D 2 = ∂ 2 + K, the operator expansion, assuming it converges, can be carried out
The main point is that by whatever the method (63) can be expressed in terms of known quantities. Writing σ i a in the compact notation
and substituting (63) into (67) yields
(68) So we have a parametrization for the densitized triad, a sort of covariant differential representation of the integral counterpart in [14] , by extending the results of [3] to SU (2) − quantum gravity coupled to matter charges. But there exists another parametrization for the densitized triad, namely that of the generalized self-duality condition imposed by the CDJ matrix ( [6] , [14] )
where ψ S ae and ψ d correspond to the symmetric and the antisymmetric parts, respectively. Furthermore, the antisymmetric part of the CDJ matrix is determined by the matter part of the diffeomorphism constraint (call it H i until specified otherwise, to avoid cluttering up the notation), given by
Here we see, in (70), yet another instance of the magnetic field, being nondegenerate, being used as a 'driebein' (as well, for that matter, as in the definition of the CDJ matrix itself).
If the parametrizations (68) and (69) are to have any meaning within the context of this approach, then they must not be inconsistent with each other. To establish the relation between the two there must be some sort of condition. We have already used up the Gauss' law constraint on (68) and the diffeomorphism constraint on (69), which leaves remaining the criterion that the constraints 'exchange' places.
Applying the Gauss' law constraint to (69) yields
where we have used the Bianchi identity and the fact that the CDJ matrix transforms as a two-component SU (2) tensor. As an aside, note that in the event of an isotropic CDJ matrix, in the absence of matter, we have
due to antisymmetry of the structure constants, which reinforces the pure Kodama state in analogy to the metricity condition for the spin connection on Minkowsi spacetime. In this case the CDJ matrix can be viewed as a kind of SU (2) metric compatible with the Ashtekar connection. Nevertheless, it will be useful to define the following 'twisted' SU (2) vector fieldsX
The 'cross' condition that must be satisfied is the diffeomorphism constraint,
Applying this to (68) yields
It is convenient to express these equations in matrix notation in order to ascertain the bigger picture of what is going on here.
where the elements M ij comprise a set of operators which act to the right, with maintaining the ordering of its factors, upon the appropriate vector spaces. These operator matrix elements are defined by
The matrix equation shows that the spin 0 and spin 2 components of the matrix parametrizations in the internal tangent and in the spatial spaces are related in some kind of linear way to their spin 1 components. But it was demonstrated that the spin 1 components are directly related to the matter contributions to the Gauss law and the diffeomorphism constraints, G a and H i . Making use of the notation from the previous section for the matter field phase space ( φ, π), where φ is an N dimensional vector of matter fields not to be confused with φ a , the 'longitudinal' component of the densitised triad parametrization, we have, making use of (62) and (70)
This is the process of contraction referred to in the earlier section. Whatever the matter fields, they are all made to 'fit' into the gravitational arena via the appropriate contractions and use of nondegenerate 'dreibeins'. Note, intuitively, that the matter Gauss' and diffeomorphism constraints, since they are made up of the same fields and momenta, are interdependent and in a certain loose sense 'mapable' into one another. A cursory glance at the matrix representation above shows that the symmetric part of χ kl should naively be determined, albeit not entirely, by the matter charge. We should expect the application of the matrix operator M to cancel out any dependence upon this charge due to (62). Still, there remains an arbitrariness due to the field φ a . In [3] it was shown, for Q a = 0, that Q a is completely determined by our χ S kl or vice versa. So a result is that in the presence of matter fields, χ kl appears still to contain six arbitrary degrees of freedom rather than three. As for the CDJ matrix, we see that that ψ S ae is dependent upon the matter momentum as well as the charge, which we could not have deduced without the nonabelian Hodge parametrization (57). This, as we already know, is a set of three differential equations in three unknowns, which can in principle be solved (perhaps by attempting to find, or to establish the existence of, the integral curves of the vector fieldX e ) to reduce ψ S ae to three arbitrary components. These could then be found by solving the quantum Hamiltonian constraint on the reduced phase space. We will try in practice to perform this in the opposite sequence.
6 Antisymmetric portion of the quantum Hamiltonian constraint
Now that we have reduced the degrees of freedom in the CDJ matrix, we can now attempt to solve the quantum Hamiltonian constraint on the reduced phase space. Recall from [14] that the quantum Hamiltonian constraint
results in the condition H cl = q 1 = q 2 = 0 that the semiclassical-quantum correspondence be satisfied to all orders for the physical state Ψ. This translates into three additional constraints upon Ψ ab , namely
Here Ω 0 , Ω 1 and Ω 2 denote the total direct matter field contributions, in their respective orders of singularity, to the quantum Hamiltonian constraint. These terms directly distinguish one model from another, apart from the indirect contribution due to the kinematic constraints implicitly contained in these equations. When there is only pure gravity present, we have Ω 0 = Ω 1 = Ω 2 = 0 and the matter field contributions to the Hamiltonian constraint via the kinematic constraints as well vanish. In this case the unique solution satisfying these equations, along with the kinematic constraints, is given by Ψ ab = −6( GΛ) −1 δ ab , as can be verified by direct substitution. This is the self-duality condition σ i a = −6( GΛ) −1 B i a which corresponds to the pure Kodama state.
By defining the matrix C = AB the first-order equation can be written as
We will now separate out the contribution to each of the counterterms due to the antisymmetric part of the CDJ matrix. For simplicity we will omit the numerical factor of GΛ/6 and reinsert it at the end of the calculation. Also, in what follows, we will not be particularly rigorous about index positioning. Also we will assume, for simplicity, that the matter field momenta do not contain any explicit dependence upon the Ashtekar connection. Starting with the Laplacian term
there are three contributions to compute from (83) : (i) There is first the nonderivative term
due to antisymmetry.
(ii) Then we have the term first order in derivatives.
This simplifies to
(86) where the first terms of (86) has vanished due to antisymmetry. (iii) We then focus on the more complicated second order derivative term
Making use of the identity (see appendix of ( [14] )
this leads to
) (89) can then be written in the form
There are various terms which cancel due to symmetries. For example, focusing on the first term of (89), we have
and looking at the second and fifth terms, we have
Averaging (92) with its relabelled clone (k ↔ g, b ↔ c) we have
which, upon comparing the first and third, and the second and fourth terms respectively, yields
since the terms in brackets in (94) are symmetric in (jk) and (bc), which are contracted with the correpsonding epsilon tensors. Now, looking at the third term of (89) we have
which, upon omitting the factor of 2, becomes
due to antisymmetry. This leaves remaining from (89) the terms
which simplifies, upon reshuffling indices, to
reinserting the appropriate numerical factors and adding up all contributions, we have that the contribution due to the second derivative contribution from the antisymmetric part of the CDJ matrix is of the form,
which can be written in the following shorthand notation, schematicallŷ
by this notation we have just indicated schematically the functional dependence upon the gravitational variables. Note that this will be the same for all models. Two qualitative qualitative features to gather from (100), besides the fact that the gravitational variables have combined in a special manner, which is the same for all models, are:(i) regardless of the model, the result is linear in its respective matter contribution to the diffeomorphism constraint, and (ii) due to the dimensionless coefficient of order GΛ, the contribution to the quantum counterterm is very small, and thus suited for perturbation methods. We now evaluate the antisymmetric contribution to the quantum counterterms due to the linear derivative terms.
which,using the notation established in the appendix of [13] for the quantity
which transforms (101) into two terms resulting from
from the first term and
where the first contribution has cancelled due to antisymmetry. This leads to a total, from the linear derivative term due to the antisymmetric part of (101) ofΣ
This may appear slightly nasty, but the point is that it is expressed in terms of known quantities and quatities which distinguish one model from another, as far as the field composition is concerned, namely the projection of the matter fields into the diffeomorphism constraint subspace. Define, for convenience, the quantity
Note the that due to antisymmetry, T af k annihilates any quantity symmetric in (af ). We need to compute
where Σ S constains solely symmetric linear derivative quadratic terms and is given by.
We can now calculate the cross terms, which we should expect to cancel. The most straightforward way to see this is to average with their transposes (iv) Looking at the simplest cross term, we make the replacements f ↔ a and e ↔ b on the clone
The final result, including the appropriate numerical factors, for the antisymmetric bilinear contribution iŝ
It remains to compute the nonderivative contributions to the counterterms due to the antisymmetric part of the CDJ matrix. The end result is that the contribution is of the form (schematically) A d ψ d + (Q ′ ) ij ψ i ψ j . A similar calculation can be performed upon the algebraic contribution arising from H cl .
Summary and Discussion
In this paper we have expanded upon the line of reasoning introduced in paper II, putting in place some more of the elements necessary to tackle the full, finite theory of quantum gravity coupled to quantum matter fields. We have attempted to identify and to address some of the root causes for the apparent difficulties facing the traditional quantization programme, as well as to propose a method of attack. We have touched upon various features and tools which have been applied with reasonable success to simpler theories, particularly to Yang-Mills theories and to ordinary quantum mechanics, which will be of particular relevance to the new quantization scheme. The concept of the gravitational arena endowed with an intrinsic SU (2)⊗ Σ structure is undoubtedly the simplest, indigenous to three-dimensional space, and is made possible by the natural fit of the Ashtekar variables into the canonical quantization scheme invented by Dirac. The presence of matter fields rather than point particles is actually a blessing in disguise for the approach, in that although the presence of matter fields complicates the CDJ matrix in the process of SQC restoration, they do allow for a possible interpretation of four dimensional gravity as a gauge theory due to the nondegeneracy condition on the magnetic curvature B i a . We have as well devoted some effort to the computation of the antisymmetric CDJ part of the quantum counterterms. We hope to compute, with each successive paper, more of the ingredients needed to ultimately write down the system of equations that must be solved for a general model of the full theory.
To summarize main idea behind the previous section, the main step necessary to determine the gravitational sector of the generalized Kodama state [13] ,
is to solve for three of the symmetric elements of the CDJ matrix in terms of the remaining three and the antisymmetric part, taking into account the Gauss' law and diffeomorphism constraints. We have touched upon various parametrizations of the CDJ matrix and have related it also to the nonabelian decomposition of Majumdar, yet another parametrization. We anticipate, in practice, utilizing the following decomposition
in terms of which the differential operators comprising quantum Hamiltonian constraint can be conveniently expressed.
I (e I ) ab + ∆
α (e α ) ab + ∆ 
One main direction is to write the full equationŝ
whereÔ refers to the first or to the second differential operators on connection space, in conjuction with the algebraic equation for H cl , the semiclassical part of the Hamiltonian constraint, in a form suitable for perturbative expansion in powers the dimensionless quantity GΛ around the pure Kodama state. In this paper we have reduced some elements of the antisymmetric contribution such as to place the equations into the form (∆ (2) ) I ψ I = −Ω 2 − (∆ (2) ) α ψ α + GΛN i H i + ...
where N i , M i and M ij are contains functional dependence upon the gravitational connection A a i . The ... are to take into account the possibility that the matter momenta may contain dependence upon these variables as well, which we have neglected in this paper. A perturbative treatment about the pure Kodama state would involve starting first with a treatment of the matter fields to linear order and examining their imprints within the generalized CDJ matrix elements and the SQC. One should hope that even to this order it should be sufficient to distinguish some of the physical characteristics of one model from another, and possibly verifiable effects.
In the next two papers we hope to complete the solution to the system to linear order and assess precisely the nature of these characteristics, and also to derive the criteria for generalized Kodama states for Yang-Mills theory coupled to gravity in Ashtekar variables vis-a-vis the semiclassical-quantum correspondence.
