Accurate short-term wind speed forecasting is essential for large-scale integration of wind power generation. However, the seasonal and stochastic characteristics of wind speed make forecasting a challenging task. This study uses a new hybrid evolutionary approach that uses a popular evolutionary search algorithm, CMA-ES, to tune the hyper-parameters of two long-term-short-term (LSTM) ANN models for wind prediction.
Today, wind turbine generators (WTGs) are installed in onshore, nearshore and offshore areas worldwide [8, 9, 10, 11] .
Sweden is one of the leading countries harnessing offshore wind power due to its geographical location, access to shallow seas and strong North winds on the Baltic Sea. Wind energy is variable wind resources that are influenced by several factors including: the location of the turbines (on-, near-, offshore); turbine height; seasons, meso-scale and diurnal variations; and climate change. All of which can affect the stable operation of the power grid [12] . Studies have shown how these factors can impact on the the reliability of wind energy [13] .
The short-term predictive models of wind speed based on historical data have been developed using autoregressive moving average models [14] , autoregressive integrated moving average models [15] . Related work by Gani et. al. [16] combined non-linear models with support vector machines. Wind forecast methodologies using ANNs include Elman neural networks [17] , polynomial neural networks (PNN) [18] , feed-forward neural networks (FNN) [19] and long short-term memory Network (LSTM) [7] , hybrid artificial neural network [20] .
Recently deep-learned ANNs solutions for wind forecasting have proven popular. Hu et al. [21] used transfer learning for short term prediction. Wang et al. [22] introduced a new wind speed forecasting approach using a deep belief network (DBN) based on the deterministic and probabilistic variables. Liu used recurrent deep learning models based on Long Short Term Memory (LSTM) network for forecasting wind speed in different time-scales [23, 24] . Chen et al. [25] recommended an ensemble of six different LSTM networks configurations for wind speed forecasting with ten-min and one-hour interval. More broadly hybrid nonlinear forecasting models have been explored for the prediction of wind energy generation, solar energy forecasting and energy market forecasting [26, 27, 28, 29, 30, 31] .
The work in this paper differs from the previous work in wind-prediction in the use of global heuristic search methods to optimise both network structure and tune hyper-parameters. Our approach customises known methodologies from neuro-evolution [32] to improve the performance of predictive wind models.
Methodology
In this section, we introduce the proposed methodologies and related concepts, including LSTM network details, CMA-ES and the combined LSTM network and the CMA-ES algorithm.
Long short-term memory network (LSTM)
An LSTM is a type of recurrent neural network (RNN) which has the capacity to model time series data with different long-term and short-term dependencies [5] . The core of the LSTM network is the memory cell, which regards the hidden layers place of the of traditional neurons LSTM is equipped with three gates (input, output and forget gates), therefore it is able to add or remove information to the cell state. For calculating the estimated outputs and updating the state of the cell, the following equations can be used:
where x t is the input and y t is the output; i t , o t and f t indicate the input gate, output gate and forget gate. The activation vectors of each cell is shown by c t , while m t denotes the activation vectors for any memory block. σ, g and h express the activation function of the gate, input and output (the logistic sigmoid and tanh function are assigned).
Lastly, (Hadamard product) indicates the element-wise multiplication between two vectors. 
Covariance Matrix Adaptation Evolution Strategy (CMA-ES)
The CMA-ES [6] search process for an n-dimensional problem works by adapting an n × n covariance-matrix C which defines the shape and orientation of a Gaussian distribution in the search space and a vector x that describes the location of the centre of the distribution. Search is conducted by sampling this distribution for a population of µ individual solutions. These solutions are then evaluated and the relative performance of these solutions is used to update both C and x. This process of sampling and adaptation continues until search converges or a fixed number of iterations has expired.
CMA-ES relies on three principal operations, which are selection, mutation, and recombination. Recombination and mutation are employed for exploration of the search space and creating genetic variations, whereas the operator of selection is for exploiting and converging to an optimal solution. The mutation operator plays a significant role in CMA-ES, which utilizes a multivariate Gaussian distribution. For a thorough explanation of the different selection operators, we refer the interested reader to [33] .
CMA-ES can explore and exploit search spaces due to its self-adaptive mechanism for setting the vector of mutation step sizes (σ) instead of having just one global mutation step size. Self-adaptation can also improve convergence speed [6] . The covariance matrix is computed based on the differences in the mean values of two progressive generations. In which case, it expects that the current population includes sufficient information to estimate the correlations.
After calculating the covariance matrix, the rotation matrix will derive from the covariance matrix with regard to expanding the distribution of the multivariate Gaussian in the estimated direction of the global optimum. This can be accomplished by conducting an eigen-decomposition of the covariance matrix to receive an orthogonal basis for the matrix [34] .
Adaptive Tuning Process
One of the primary challenges in designing an ANN is setting appropriate values for the hyper-parameters such as the number of the hidden layers, number of neurons in each layer, batch size, learning rate and type of the optimizer [7] .
Tuning the hyper-parameters plays a significant role in improving the performance of the DNN with respect to problem domain. In the domain of wind forecasting Chen [25] has noted that the forecasting accuracy of LSTM networks influenced by structural parameters. There are three main techniques for tuning hyper-parameters. These include 1) manual trial and error which is costly and cannot be practised adequately, 2) systematic grid search, and 3) meta-heuristic search. In this paper, we compare the performance of both grid search and a meta-heuristic approach (CMAES-LSTM) in tuning LSTM networks for wind forecasting.
In the grid search method, we assign a fixed value for the optimizer type ('adam') [37] , the number of LSTM hidden layers and also the number of neurons to the values in Table 1 . The grid search process determines the batch size and learning rate can to within ranges of (10 −5 ≤ LR ≤ 10 −1 , and 8 ≤ BS ≤ 1024). For search using CMA-ES we all of the listed hyper-parameters of the LSTM networks listed in the corresponding section of Table 1 .In order to avoid search just converging toward complex network designs that take too long to train we add penalty term for model training time to the fitness function f . We frame the optimisation process as:
where N hi , {i = 1, . . . , D} is the number of hidden layers for the i− th LSTM network and N ni,hj , {j = 1, . . . , D l } is the number of neurons in the i th hidden layer of this network. The lower and upper bounds of N h are shown by Table 1 : Summary of the predictive models tested in this paper.
Models
Descriptions LSTM [7] + grid search Long Short-term memory Network:
ANFIS [35] Adaptive neuro-fuzzy inference system:
PNN [18] Polynomial neural network:
FNN [19] Feed-forward neural network
NAR [36] Nonlinear autoregressive neural network (is similar to FNN settings) 
where RMSE is the root mean square error of the test samples; ρ is the threshold of training runtime by 600(s). ω is the weight coefficient to penalise long training times. In this work we set ω to 10 −3 because the range of RMSE is We use five broadly considered performance to assess the forecasting performance: the mean square error (MSE), the root mean square error (RMSE), mean absolute error (MAE), the mean absolute percentage error (MAPE) and the Pearson correlation coefficient (R) [41] . The equations of MAE, RMSE, MAPE and R are represented as follows : 
Case Study
In this paper, we use the original wind speed data gathered from a large offshore wind farm called Lillgrund [42] , which is situated in a shallow area of Oresund, located 7 km off the coast of Sweden and 7 km south from the Oresund Bridge connecting Sweden and Denmark (see Figure 2 ). The mean wind speed is around 8,5 m/s at hub height. This wind, together with the low water depth of 4 to 8 (m), makes the installation of wind turbines economically feasible.
The Lillgrund offshore wind farm consists of 48 wind turbines, each rated at 2.3 (MW), resulting in a total wind power plant potential of 110 (MW) [43] . A SCADA collects wind power plant information at a 10-minute interval [44] . The wind power system also includes an offshore substation, an onshore substation and a 130 (kV) sea and land cable for connecting to shore.
The wind speed data collected from the Lillgrund wind farm (D3 wind turbine position can be seen in Figure 3) consists of the period from July 2018 to July 2019 at a ten-minute resolution. Figures 4 and 5 show the distribution and frequency of the recorded wind speed in Lillgrund Wind farm during these 12 months. The distribution and frequency of the wind speed is strongly anisotropic [45] . Figure 6 shows that the dominating wind direction is south-west, and a secondary prevailing direction is south-east.
However, there are also occasional North-west winds and sporadic north-east storms.
We use two horizons to predict wind speeds: ten minutes and one hour. The wind speed data are randomly divided into three sets using blocks of indices including 80% of the data is used as the training set, and the other 20% is allocated as the test (10%) and validation (10%) set. And also We apply k-fold cross-validation for training the LSTM network in order to predict the time series data.
Experiments and analysis
For assessing the performance of the proposed CMAES-LSTM hybrid model, we compare its performance with four well-known conventional forecasting techniques including FNN, ANFIS, PNN, NAR and one DNN forecasting model (the grid-search tuned LSTM network). Figure 3 : Lillgrund offshore wind farm in Baltic Sea and the wind turbine position is showed with red cycle which is applied for collecting the real wind speed data [42] .
In the first step of this study, a grid search algorithm is used to explore the search space of the hyper-parameters' impact on LSTM Network performance. Conventionally, tuning hyper-parameters is done by hand and requires skilled practitioners [46] . Here the grid search is limited to tuning learning rate and batch size. Other parameters are fixed to allow the search to complete in reasonable time. Table 1 shows the final hyper-parameters of the models. We repeat each experiment ten times to ensure to allow for a reasonable sampling of each method's performance. Figure 7 demonstrates the forecasting results of tuning both batch size and learning rate in LSTM model performance for the two time-interval prediction dataset. According to the observations, the minimum learning error occurs where the learning rate is between 10 −4 and 10 −2 . The optimal size of batches is highly dependent on the selected learning rate values. Figure 8 shows the correlation between the original wind speed data with predicted ones for the ten-minute and onehour forecast period.
The average errors of the testing model obtained by the best configuration of the grid-search tuned LSTM model are shown in Figure 8 .
One of the best forecasting models is adaptive neuro-fuzzy inference system (ANFIS) [35] . For modelling the wind speed by proper membership functions, five Gaussian membership functions are defined to cover all range of the wind speed dataset (Figure 9 ). The performance of ANFIS is represented in Figure 10 . We can see that the ANFIS estimation results are competitive. In addition, in Figure 12 can be seen that CMAES-LSTM stands the first rank based on the Friedman statistic test with p-values less than 0.0001, which signifies that the proposed forecasting method considerably performs better than other models. For evaluating the impact of the penalty factor on the Hybrid forecasting model performance, Figure   13 shows the comparison convergence of the hyper-parameters tuning process within (WR) and without (R) applying the penalty factor of the training runtime. Interestingly, both cases are converged to the same learning rate at 10 −3 ;
however, in other parameters, the optimization results are different. It is noted that the whole allocated budget for both 
Conclusions
Wind speed forecasting plays an essential role in the wind energy industry. In this paper, we introduce a hybrid evolutionary deep learning approach (CMAES-LSTM) to acquire highly accurate and more stationary wind speed forecasting results. For tuning the LSTM network hyper-parameters, we propose two different techniques, a grid search and a well-known evolutionary method (CMA-ES). We evaluated the effectiveness of our approach we use data from the Lillgrund offshore wind farm and we use 10-minute and 1-hour time horizons. Figure 10 : The wind speed forecasting results achieved by ANFIS network with the best tuned hyper-parameters on ten-minute ahead .32E-01 9.32E-01 6.27E-01 6.28E-01 9.57E+00 9.51E+00 9.73E-01 9.73E-01 NAR Min 8.56E-01 8.47E-01 9.25E-01 9.20E-01 6.24E-01 6.21E-01 9.54E+00 9.30E+00 9.73E-01 9.72E-01 Max 8.78E-01 8.87E-01 9.37E-01 9.42E-01 6.29E-01 6.32E-01 9.61E+00 9. Our experiments show that our approach outperforms others using all five performance indices, and that the performance difference is statistically significant.
In the future, we are going to develop the proposed hybrid model by applying a decomposition approach to divide the time series wind speed data to some sub-groups which have more interrelated features. Then each sub-group is absorbed by one independent hybrid method to learn the nonlinear model of wind speed. Another future plan can be further investigations to compare the efficiency of different hybrid evolutionary algorithms and deep learning model based on the nonlinear combined mechanism. 
