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1 Introducción 
 
El título de este proyecto final de carrera es “Diseño y desarrollo de un simulador Java 
de redes MPLS sobre IP”. Todo lo desarrollado a lo largo de su duración está 
comentado en este documento pretendiendo dar una visión lo más completa posible 
acerca del desarrollo realizado. 
1.1 Presentación 
Desde los inicios allá en 1969 de Internet (ARPANET por aquel entonces), su 
crecimiento ha sido imparable. Cada vez son más los servicios ofrecidos así como la 
demanda de los mismos por los usuarios. Este crecimiento ha obligado recientemente 
a revisar las prácticas desarrolladas en los años 90 para adaptarse a las nuevas 
necesidades. 
 
Las primeras redes de datos tienen con las actuales el mismo objetivo: conectar a 
diferentes usuarios de diferentes zonas del mundo. No obstante, la tecnología utilizada 
hoy en día no mantiene grandes similitudes con la de entonces, ya que la evolución de 
los tipos de redes existentes y los dispositivos utilizados en ellas es notable. En este 
sentido, los antiguos cables coaxiales han dejado paso a los de par trenzado y, más 
recientemente, a medios inalámbricos y a la fibra óptica. 
 
Como se ha comentado, la topología y necesidades de las redes actuales han 
cambiado con respecto a las originales. Por ello, los protocolos anteriormente 
utilizados han quedado obsoletos en algunas de sus funciones y consecuentemente se 
han ido actualizando o apareciendo otros nuevos. También ha evolucionado el modelo 
de implantación de las redes, escogiendo cada vez más soluciones no propietarias 
frente a otras menos accesibles y con más problemas a la hora de adaptarse a redes 
multi-protocolo. Un ejemplo de esto son los protocolos AppleTalk de Apple, IPX de 
Novell o NetBEUI de Microsoft entre otros protocolos que mayoritariamente se 
abandonaron a favor de TCP/IP, la solución estándar por excelencia de las redes 
durante los últimos años. 
 
Un factor más en el que se ha avanzado es en el número de usuarios y la cantidad y 
diversidad de servicios que solicitan y, por lo tanto, han de ofrecer las redes. El modelo 
original se basaba en grandes servidores en los que se concentraba la mayor parte del 
tráfico de las redes y ofrecían un único tipo de servicio. Hoy en día el modelo más 
común es el de pequeños ordenadores personales que solicitan aplicaciones en 
tiempo real, correo electrónico, descarga de archivos, y una gran variedad de servicios 
por todo el mundo. 
 
Todos estos factores obligan a que protocolos como TCP/IP que ha gobernado 
durante muchos años Internet no pueda definirse como el protocolo definitivo. Cada 
vez son más los usuarios, más los servicios solicitados, y más las exigencias que se 
aplican a las nuevas redes. TCP/IP cumplía extraordinariamente bien con su propósito 
inicial, pero cada día las redes exigen más y la aparición de nuevos protocolos ha 
puesto en evidencia algunas de las carencias de TCP/IP y la necesidad de ir 
permitiendo el avance y la renovación de los protocolos de red. 
 
Del mismo modo, las redes troncales emplean protocolos de transporte como ATM, 
Frame Relay u otros protocolos que se proponen como la antesala hacia las 
comunicaciones ópticas. Este hecho hace que los NSP (Network Service Provider) 
deban ofrecer soluciones a las cada vez más complejas y extensas redes, así como a 
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la creciente demanda de ancho de banda y calidad. Es en este contexto donde el IETF 
decide crear un protocolo que sirva de consenso entre las diferentes soluciones 
propietarias de los años 90. Este protocolo fue MPLS. 
 
La arquitectura de MPLS facilita el uso de aplicaciones con necesidad de calidad en su 
red de transporte. Para ello, MPLS permite el uso de servicios diferenciados con 
garantía y fiabilidad en una única red. 
 
La aparición de MPLS ha supuesto la evolución de las redes basadas en tecnologías 
de encaminamiento hacia la conmutación virtual de circuitos. Esta habilidad requiere el 
contacto con la segunda y tercera capa del modelo de referencia OSI. MPLS trabaja a 
un nivel intermedio entre dichas capas. Gracias a ello puede ser solución a diferentes 
problemas, como son por ejemplo la aceleración del encaminamiento de paquetes o 
substituir la arquitectura IP sobre ATM. También puede ser interesante aprovechar la 
opción de integrar el transporte de diferentes tipos de redes para unificar el plano de 
control de las redes troncales. Gracias a estas y otras muchas ventajas, MPLS se ha 
convertido en una buena solución para la gestión de redes troncales. 
 
El siguiente paso en esta dirección es GMPLS (Generalizad Multiprotocol Label 
Switching). La aportación que hace GMPLS y que no se encuentra en MPLS es la 
capacidad de los LSR para tomar decisiones de reenvío basándose también en la 
ranura de tiempo, la longitud de onda de la señal o el puerto físico por donde llega al 
dispositivo. De esta forma, GMPLS permite el redireccionamiento de capa física sin la 
necesidad de procesar los paquetes. Estos avances unidos a la expansión de las 
redes ópticas permiten soñar con una gran mejora en las redes actuales. 
1.2 Estructura del documento 
A la hora de afrontar este y cualquier otro proyecto final de carrera, es necesario llevar 
a cabo un estudio previo al desarrollo. Este estudio incluye una etapa de análisis de 
las necesidades y otra de planificación del desarrollo. 
 
El objetivo de la etapa de análisis es obtener un listado de cuales son las 
características que deberían definir al producto final, cuales son los puntos críticos que 
deben tratarse con especial atención y qué otras funcionalidades suponen un valor 
añadido. De igual manera, también forma parte de esta etapa encontrar aquellas 
funcionalidades que restan valor al conjunto y, por lo tanto, aquellas características 
que no deben formar parte del producto. 
 
Una vez finalizada la fase de análisis comienza la de planificación. En esta etapa se 
tiene en cuenta toda la información obtenida anteriormente y se utiliza para definir el 
desarrollo posterior. Dependiendo del tipo de proyecto con el que trabajemos será 
necesario hacer esta definición con mayor o menos profundidad, pero siempre se 
recomienda hacerlo con la máxima que permitan los recursos o el tiempo. Gracias a 
ello, se encuentran muchos problemas que es posible arreglar sin tener que hacer 
correcciones sobre el producto, ya que en esta fase este todavía no existe. 
 
Estos métodos arriba comentados se han llevado a la práctica para este proyecto final 
de carrera. Al ser este un proyecto que se ha desarrollado dividiéndose en dos partes, 
durante las fases de análisis y planificación participamos activamente ambos 
responsables, compartiendo Víctor González Fernández y yo este trabajo para 
nuestros respectivos proyectos finales de carrera, “Desarrollo de una GUI para un 
simulador MPLS con ingeniería de tráfico” por Víctor González Fernández y este que 
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aquí se comenta, “Diseño y desarrollo de un simulador Java de redes MPLS sobre IP” 
por Alfredo García Torres. 
 
Como resultado se obtuvo un desarrollo escalonado, primero definiendo las bases 
sobre las que se sustenta el simulador, siendo claves aquí el modo en el que se 
comunican los diferentes elementos y la gestión del tiempo. Más adelante se comenzó 
a trabajar en el formato de los mensajes, cual sería su estructura interna y cómo 
interactuarían con los elementos activos del simulador. El penúltimo paso fue la 
definición de estos elementos activos, los terminales y diferentes tipos de routers. 
Finalmente, el último paso fue dotar a los elementos activos de la inteligencia y 
protocolos necesarios para crear y encaminar los paquetes de datos por la red. 
 
Todos estos pasos se reflejan claramente en los diferentes capítulos de este 
documento. El capítulo “Conceptos previos” contempla todos los protocolos que se 
han tenido en cuenta para incluir en el simulador y las características que han definido 
gran parte del comportamiento del simulador. 
 
El capítulo “Bases del simulador” explica cómo se ha formado el esqueleto del 
simulador, aquellas características que definen entre otros aspectos el modo de 
gestionar el tiempo y los recursos y la forma en que se comunican los diferentes 
elementos de la red. 
 
El capítulo “Paquetes de datos”  se encarga de dar a conocer el formato de los 
paquetes de datos empleados, cómo se adaptan las especificaciones del protocolo al 
simulador, y cuales son aquellas características del protocolo incluidas. 
 
Finalmente, el capítulo “Elementos del simulador” hace lo propio con todos aquellos 
dispositivos necesarios para la comunicación en las redes reales y cómo se ven 
contemplados en el simulador. Qué características conservan, cómo se desarrollan en 
el simulador, y qué comportamientos pueden tener en función del protocolo que se 
utilice en cada momento. 
 
El resto de capítulos del documento sirven para ofrecer más datos acerca del 
simulador al lector, ejemplos sobre su comportamiento y forma de uso y directrices 
sobre cómo modificar el contenido y cómo ampliarlo ya que, no lo olvidemos, este 
simulador se ha desarrollado como software libre. 
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2 Objetivos 
 
El objetivo principal de este proyecto final de carrera es el diseño y desarrollo de un 
simulador de redes basadas en IP y MPLS. Este simulador debe recrear realistamente 
los algoritmos y protocolos necesarios para los procesos involucrados en el transporte 
y enrutamiento de la información por la red y al mismo tiempo proporcionar una 
estructura para el almacenamiento de datos estadísticos.  
 
Dada la magnitud de un proyecto de este tipo y la ambición de su planteamiento, se 
decidió desde el primer día dividir el trabajo en dos vías que presentaran la mayor 
independencia posible entre ellas y aportaran de por sí un valor lo suficientemente 
elevado como para constituir un proyecto en sí mismas. La decisión final separó el 
proyecto de la siguiente manera: por un lado se contempla el núcleo del simulador con 
la base funcional, la implementación de los protocolos de comunicación, los sistemas 
de enrutado y la equivalencia de los diferentes tipos de mensajes y paquetes de datos 
necesarios para el correcto funcionamiento del mismo; la otra parte recoge todos los 
aspectos relacionados con la interfaz de usuario como son el panel central de trabajo 
del simulador, paneles de configuración de los diferentes parámetros, editores, gestión 
de los elementos como objetos interactivos y funcionalidades de soporte al núcleo, 
como por ejemplo la creación de herramientas para el control de las estadísticas y la 
posibilidad de guardar configuraciones entre otras. 
 
Como ya se ha comentado, este trabajo se corresponde con la primera parte del 
proyecto conjunto y contempla todo lo relacionado con el núcleo de la simulación. No 
obstante y para una total comprensión de las opciones y entresijos del simulador se 
recomienda leer también el proyecto final de carrera “Desarrollo de una GUI para un 
simulador MPLS con ingeniería de tráfico”, realizado por Víctor González Fernández y 
que abarca la otra mitad del proyecto común completando el desarrollo del simulador. 
 
A continuación se definen en mayor detalle los objetivos fijados para este proyecto 
final de carrera: 
 
 Estudio y comprensión del funcionamiento preciso de las redes MPLS sobre IP. 
 Estudio de los diferentes tipos de simulación aplicables a las redes de 
comunicaciones 
 Diseño de una base para el simulador con la estructura necesaria para el 
trabajo con protocolos de comunicaciones según el modelo de referencia OSI. 
 Definición e implementación de las características prioritarias del simulador: 
portabilidad, precisión de los resultados obtenidos, creación de una estructura 
abierta que facilite futuras ampliaciones tanto de protocolos soportados como 
de funcionalidades y una fiel representación de las tecnologías simuladas así 
como de los protocolos y algoritmos necesarios para ello. 
 Creación de organismos de control temporal y opciones de configuración para 
una mejor gestión del simulador. 
 Implementación de la gestión de datos estadísticos de los resultados obtenidos 
en la simulación. 
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3 Conceptos previos 
 
Antes de pretender realizar el desarrollo de una aplicación de simulación de cualquier 
tecnología es importantísimo tener un amplio conocimiento de dicha tecnología. Por 
ello, antes de comenzar el diseño de las bases del simulador ha sido imprescindible el 
estudio de todas las tecnologías que eran objetivo de este proyecto final de carrera. 
Estas eran: 
 
 Ethernet 802.3 
 IPv4 
 MPLS 
 TCP/IP 
 RSVP sobre MPLS 
 
Varias de estas tecnologías se han incluido en el simulador como complemento a 
MPLS. Ethernet proporciona el soporte de capa 2 para la red de acceso, en la que se 
utiliza TCP/IP, mientras que RSVP se encarga de la reserva de recursos en MPLS. 
Todas estas tecnologías juntas proporcionan al simulador un núcleo coherente. 
 
Este capítulo pretende dar una explicación de cada una de ellas. Sin embargo, dado 
que este proyecto final de carrera se centra en el estudio de Multi Protocol Label 
Switching se le dará un mayor protagonismo a éste. 
3.1 Ethernet 802.3 
Ethernet es una familia de tecnologías para la segunda capa de la torre de protocolos 
OSI. Su uso es enormemente extendido en el ámbito de las LAN (Local Area Network). 
Su formato se basa en tramas de datos y utiliza CSMA/CD como método de acceso al 
medio. La familia Ethernet se engloba dentro del estándar 802.3. 
 
Dentro del Ethernet 802.3 hay muchas tecnologías, desde el más antiguo 10BASE2 
hasta el más moderno 10Gigabit Ethernet. Desde 1973 ha ido evolucionado en cada 
nueva versión hasta convertirse en la solución predominante para el establecimiento 
de LAN, dejando atrás protocolos como Token Ring, FDDI o ARCnet entre otros. 
 
Varias de las tecnologías que se emplean en Ethernet están resumidas en la tabla 3.1. 
 
Todas estas tecnologías forman parte de la familia IEEE 802.3, por lo que tienen 
muchas en común unas con otras. A continuación se explican los conceptos más 
importantes para la completa comprensión del protocolo Ethernet 802.3. 
 
3.1.a Direccionamiento MAC 
Para permitir la distribución local de tramas en Ethernet, debe haber un sistema de 
direccionamiento que se encargue de nombrar las computadoras y las interfaces. Lo 
que se conoce como MAC (Medium Access Control) es una dirección física ubicada en 
la NIC (Network Interface Card) y que identifica inequívocamente cada interfaz de 
cualquier equipo. Éstas se componen de 48 bits expresados con 12 dígitos 
hexadecimales, de los cuales los primeros seis sirven para identificar al fabricante y 
distribuidor, y los administra el IEEE. Los seis restantes definen el número de serie 
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Tecnología Velocidad Tipo de cable Distancia máxima 
10Base2 10 Mbps Coaxial 185 m 
10BaseT 10 Mbps Par trenzado 100 m 
10BaseF 10 Mbps Fibra óptica 2000 m 
100BaseT4 100Mbps Par trenzado CAT3 100 m 
100BaseTX 100Mbps Par trenzado CAT5 100 m 
100BaseFX 100Mbps Fibra óptica 2000 m 
1000BaseT 1000Mbps 4 pares trenzados 
CAT5 
100 m 
1000BaseSX 1000Mbps Fibra óptica multimodo 550 m 
1000BaseLX 1000Mbps Fibra óptica 
monomodo 
5000 m 
10GBase-SX 10Gbps Fibra óptica multimodo 300 m 
10GBase-LX4 10Gbps Fibra óptica multimodo 10 km 
10GBase-LX 10Gbps Fibra óptica 
monomodo 
10 km 
10GBase-EX 10Gbps Fibra óptica 
monomodo 
40 km 
 
 Figura 3.1. Ejemplos de tecnologías Ethernet existentes. 
 
 
Dado que Ethernet es una red de difusión, todos los equipos de la red ven todas las 
tramas que viajan por la misma. Cuando un equipo quiere enviar datos a otro, se envía 
una trama con la dirección MAC del destinatario indicada en ella. Todos los elementos 
que la reciben comparan el valor de la dirección MAC de destino con la suya propia, 
aceptando o descartando la trama en función de si se es o no el destinatario. 
3.1.b Estructura de tramas Ethernet 
En la estructura de subcapa MAC, la estructura de la trama es casi idéntica para todas 
las velocidades de Ethernet (10/100/1.000/10.000 Mbps). Gigabit Ethernet 1000BASE-
T semidúplex y algunas versiones de Ethernet a 10Gb tienen ciertos problemas de 
temporización que exigen ciertas diferencias, pero de todos modos, las velocidades 
son las mismas. 
 
Este hecho no es así para la capa física, donde cada versión Ethernet mantiene 
diferencias sustanciales con el resto, y donde la arquitectura de cada velocidad tiene 
un conjunto de reglas de diseño propio. 
 
Una vez aclarado este punto, a continuación se exponen los diferentes campos que 
dan forma a la trama Ethernet 802.3: 
 
 Preámbulo: 7 bytes de valor fijo que sirven para que el dispositivo receptor 
reconozca la información como una trama ethernet. 
 Start-of-frame: 8 bits de valor 0xAB que marcan el inicio del delimitador de 
trama.  
 Destino: dirección MAC del dispositivo destino. 
 Origen: dirección MAC del dispositivo origen. 
 Tipo: campo de 2 bytes que especifica el número de bytes encapsulados o el 
protocolo del nivel superior. 
 Datos: este campo contiene los datos de la capa superior. 
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 Frame-check-sequence: 4 bytes que contienen un código de validación de la 
integridad de la trama. 
 
7 B 1 B 6 B 6 B 2 B 46-1500 B 4 B 
Preámbulo Start-of-
Frame 
Destino Origen Tipo Datos Checksu
m 
B = bytes 
Figura 3.2. Formato de trama Ethernet. 
3.1.c Control de acceso al medio CSMA/CD 
El control de acceso al medio (MAC) hace referencia a los protocolos que deciden a 
qué dispositivo se le permite transmitir datos en un entorno de medio compartido o 
dominio de colisión. 
 
Ethernet 802.3 utiliza CSMA/CD, un métoco de acceso al medio no determinista, lo 
que quiere decir que el dispositivo que antes obtiene acceso al medio es el que lo ha 
solicitado primero. Existen otros métodos de acceso al medio deterministas que son 
usados en protocolos de capa 2 como son Token Ring o FDDI. 
 
Ethernet es una tecnología de difusión de medio compartido. En este medio, 
CSMA/CD realiza tres funciones: 
 
 Transmitir y recibir paquetes de datos. 
 Decodificar paquetes de datos y comprobar las direcciones válidas antes de 
pasarlos a las capas superiores del modelo OSI. 
 Detectar errores en los paquetes de datos o en la red. 
 
El método en que un dispositivo trabaja según CSMA/CD es el siguiente. Si un 
dispositivo desea enviar datos por el medio, antes de hacerlo lleva a cabo un análisis 
del medio (escucha) para saber si hay algún otro dispositivo retransmitiendo en ese 
mismo instante. Si así fuera, el dispositivo seguiría escuchando el medio a la espera 
de que no hubiera ninguna transmisión activa y, por lo tanto, el medio estuviera libre. 
Una vez detectado que el medio no está ocupado el dispositivo procede al envío de 
datos. Durante la duración del envío se sigue igualmente escuchando el medio para 
asegurar que ningún otro dispositivo ha intentado transmitir datos durante ese instante. 
Si así hubiera sido, se habría producido lo que se conoce como una colisión y ninguna 
de las transmisiones se hubiera llevado a cabo correctamente. Este fenómeno sólo se 
da en Ethernet no conmutada, donde los dispositivos que la forman sólo pueden 
transmitir de uno en uno. 
 
Al producirse una colisión aumenta la amplitud de la señal de los medios de red, por lo 
cual los dispositivos son capaces de detectarlas cuando suceden. En ese caso, cada 
dispositivo que transmite continúa tansmitiendo datos durante un corto espacio de 
tiempo para asegurar que todos los dispositivos ven la colisión. Una vez hecho esto, 
se aplica el algoritmo conocido como algoritmo de retardo, que consiste en aplicar un 
retardo aleatorio y diferente para cada dispositivo de la red, a partir del cual los 
dispositivos volverán a iniciar el proceso de transmisión. El dispositivo que obtenga el 
menor retardo estará listo para la retransmisión antes que el resto y, si el medio está 
libre, procederá. En cuanto el resto de dispositivos hayan concluido su espera, 
volverán a intentar acceder al medio, pero al estar el primer dispositivo transmitiendo, 
esperarán a que el medio esté libre para acceder. 
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Si tras muchos intentos, un dispositivo es incapaz de finalizar con éxito una 
transmisión, el proceso se abortará al considerarse que la red está demasiado 
congestionada. 
 
 
 
 
Figura 3.3. Esquema de funcionamiento de CSMA/CD. 
 
De esta manera es posible compartir un mismo medio entre varios dispositivos. 
3.1.d Funcionamiento unidireccional, semidúplex y dúplex. 
Los tipos de canales de datos que se distinguen en Ethernet 802.3 son tres: 
unidireccional, semidúplex y dúplex. Estos tres tipos definen el/los sentidos/s en que 
puede viajar la información a través de un enlace. 
 
El modo de transmisión unidireccional indica una comunicación únicamente de un 
dispositivo origen a un dispositivo destino. En esta comunicación todo el tráfico fluye 
en sentido único y sin la posibilidad de un dispositivo que no sea el origen pueda 
comunicarse a través de este enlace. Pueden verse aplicaciones de este tipo de 
comunicación en la televisión o en la radio. 
 
La trasmisión semidúplex es una mejora de la transmisión unidireccional. En esta, el 
tráfico puede viajar de un dispositivo al otro en ambas direcciones siempre y cuando 
no se lleven a cabo en el mismo instante. Mediante el uso de CSMA/CD ambos 
dispositivos tienen acceso a un medio compartido en el cual alternan su uso. 
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Finalmente, la transmisión dúplex (o full dúplex como también se conoce) permite la 
transmisión de datos por parte de todos los dispositivos y en cualquier instante, esté 
utilizándose ya el enlace o no. Este avance es posible utilizando tecnología de 
conmutación, gracias a la cual aumenta el rendimiento del enlace. Este método utiliza 
dos pares de hilos, permitiendo así la transmisión simultánea de datos entre emisor y 
receptor. En Ethernet dúplex no se pueden dar colisiones debido a que la tecnología 
de conmutación crea un circuito virtual de dos dispositivos punto a punto. Este hecho 
proporciona una disponibilidad del 100% de la capacidad del enlace en ambas 
direcciones, pudiéndose conseguir transmisiones de 20Mbps con Ethernet a 10Mbps 
en una operación dúplex. 
3.2 IPv4 
IPv4 es la cuarta revisión del protocolo de Internet (IP) pero la primera en tener gran 
repercusión mundial. También es el protocolo de la capa de red más utilizado y, sin 
contar IPv6, el único estándar que se puede encontrar en esta capa en Internet. 
 
IPv4 es un protocolo enrutado no orientado a conexión para su uso en redes de 
conmutación de paquetes, como por ejemplo Ethernet. No garantiza la entrega de los 
paquetes ni ofrece control de errores, lo que desemboca en la entrega de paquetes 
duplicados, paquetes desordenados, erróneos o, simplemente, paquetes que se 
pierden sin llegar al destino. Es tarea de los protocolos de capas superiores aportar 
estas características. 
3.2.a Direccionamiento 
De la misma manera que sucede en Ethernet, IPv4 también establece un campo 
conocido como dirección. La dirección IPv4 está formada por cuatro grupos de 8 bits. 
Las diferentes combinaciones con este rango de valores dan lugar a 4,294,967,296 
direcciones posibles. Sin embargo, no todas ellas están disponibles para su uso, ya 
que cerca de 18 millones son utilizadas para redes privadas y aproximadamente 1 
millón para multicast. Esto reduce el número de direcciones disponibles y acentúa el 
mayor problema al que se enfrenta IPv4: la gran demanda de direcciones IPv4 y el 
limitado número de ellas. Este problema se verá solucionado con IPv6, del cual se 
prevé su implantación a corto-medio plazo. 
 
El formato de las direcciones IPv4 en forma “human readable” (formato adaptado al 
ser humano) se compone por 4 bloques numéricos separados por puntos. El rango de 
números disponible en cada bloque va entre 0 y 255 debido a que cada bloque está 
formado por 8 bits.  
 
Estos 32 bits se separan en dos conceptos: dirección de red y dirección de host. La 
dirección de red, tal y como su nombre indica, está pensada para definir un conjunto 
de dispositivos que se agrupan en una misma red. La manera de definir cada uno de 
estos elementos es mediante la dirección de host, que los diferencia a unos de otros. 
 
Inicialmente, la dirección de red podía tener diferentes tamaños a escoger entre los 
primeros 8 bits, 16 bits o 24 bits. Las direcciones de red que se definían con los 
primeros 8 bits y dejaban el resto libres para la definición de hosts se llamaron del tipo 
A. Las que usaban los primeros 16 bits fueron llamadas de tipo B, y las que usaban los 
24 primeros bits de tipo C. De esta forma cada tipo de red tiene un número de hosts 
disponibles para su asignación. Las redes de tipo C tienen muchos menos hosts que 
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las redes de tipo A, por lo que la adquisición de dichas direcciones debe hacerse en 
función de unas necesidades concretas. También se definieron direcciones de clase D 
para dominios de multicast y de tipo E reservadas para uso futuro. 
 
De esta forma, el espectro de direcciones IPv4 queda repartido de la siguiente forma: 
 
 Clase A Clase B Clase C Clase D Clase E 
Dir. IP 
R=red 
H=host 
0RRRRRRR.H.H.H 10RRRRRR.R.H.H 110RRRRR.R.R.H 1110 [multicast] 1111 [reservado] 
Rango 1.0.0.0   a 
127.255.255.255 
128.0.0.0 a 
191.255.255.255 
192.0.0.0 a 
223.255.255.255 
224.0.0.0 a 
239.255.255.255 
240.0.0.0 a 
255.255.255.255 
Nº redes 126 16.384 2.097.152   
Nº hosts 16.777.214 65.534 254   
Máscara 
de red 
255.0.0.0 255.255.0.0 255.255.255.0   
Broadcast x.255.255.255. x.x.255.255 x.x.x.255   
 
Figura 3.4. Repartimiento del espectro de direcciones IPv4. 
 
Esta repartición de las direcciones se antoja poco flexible para las necesidades de las 
redes actuales, ya que puede haber redes que requieran un menor o mayor número de 
hosts que los que ofrecen las clases fijas. Por este motivo se ideó el concepto de 
VLSM (Variable Length Subnet Mask). 
 
Como su nombre indica, VLSM define una máscara de subred de longitud variable. 
Esto permite que la dirección de red no tenga que verse limitada a 8, 16 o 24 bits, sino 
que pueda abarcar todo el espectro entre 2 y 31 bits. De esta manera, una subred 
puede dividirse en subredes más pequeñas para adaptarse a diferentes necesidades. 
Una técnica muy común utilizada en VLSM es dedicar subredes de 2 hosts para su 
uso en enlaces WAN. 
 
Ejemplo 3.1 
En el siguiente ejemplo se muestra la segmentación de la dirección de clase C 
207.21.24.0 en varias subredes mediante VLSM. Al mismo tiempo, esas subredes 
pueden ser segmentadas en sub-subredes del mismo modo en que se fragmentó la 
red original como se muestra en el ejemplo. 
 
Subred 0 207.21.24.0/27    
Subred 1 207.21.24.32/27    
Subred 2 207.21.24.64/27  Sub-subred 0 207.21.24.192/30 
Subred 3 207.21.24.96/27  Sub-subred 1 207.21.24.196/30 
Subred 4 207.21.24.128/27  Sub-subred 2 207.21.24.200/30 
Subred 5 207.21.24.160/27  Sub-subred 3 207.21.24.204/30 
Subred 6 207.21.24.192/27 -> Sub-subred 4 207.21.24.208/30 
Subred 7 207.21.24.224/27  Sub-subred 5 207.21.24.212/30 
   Sub-subred 6 207.21.24.216/30 
   Sub-subred 7 207.21.24.220/30 
 
Figura 3.5. Ejemplo de segmentación de redes. 
 
De esta manera pueden crearse subredes adaptadas a diferentes tipos de 
necesidades. 
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3.2.b ARP 
ARP, del inglés Address Resolution Protocol (Protocolo de Resolución de 
Direcciones), es el método estándar más usado en redes de computadores cuando se 
desea saber la dirección física de un dispositivo sólo conociendo su dirección de red. 
Su funcionamiento no es exclusivo con redes Ethernet e IP, pero dado el uso 
mayoritario de estas dos tecnologías suele asociarse ARP con ellas. 
 
En este ámbito ARP se utiliza para traducir direcciones IPv4 a direcciones MAC. El 
modo de llevar a cabo esta tarea es mediante el envío de un paquete de petición de 
dirección de capa 2 al que se contesta con un paquete de respuesta. El formato para 
ambos paquetes es el que se muestra a continuación: 
 
Bits 0-7 8-15 16-31 
0 Tipo de Hardware Tipo de protocolo 
32 Longitud del Hardware 
Longitud del 
protocolo Operación 
64 Dirección de hardware origen 
? Dirección de protocolo origen 
? Dirección de hardware destino 
? Dirección de protocolo destino 
 
Figura 3.6. Formato de cabecera ARP. 
 
El significado de estos campos es el siguiente: 
 
 Tipo de hardware: código que representa al protocolo utilizado de capa 2. Por 
ejemplo, Ethernet tienen el código “1”. 
 Tipo de protocolo: código que representa al protocolo utilizado de capa 3. IPv4 
se representa con el código 0x0800. 
 Longitud del hardware: cantidad de bytes que ocupa la dirección de capa 2. 
 Longitud del protocolo: cantidad de bytes que ocupa la dirección de capa 3. 
 Operación: indica el tipo de acción que se realiza entre petición y respuesta. 
 Dirección de hardware origen: dirección de capa 2 del elemento que envía el 
paquete. 
 Dirección de protocolo origen: dirección de capa 3 del elemento que envía el 
paquete. 
 Dirección de hardware destino: dirección de capa 2 del destino. Como en una 
petición este campo se desconoce, en ese caso se deja vacío. 
 Dirección de protocolo destino: dirección de capa 3 del elemento destino. 
 
Cuando un elemento desea conocer la dirección de capa 2 de otro dispositivo, envía 
un paquete de petición por la red. El primer elemento en recibir ese paquete consultará 
su tabla ARP donde almacena la información de parejas de direcciones de capa 2 y 3 
pertenecientes a otros elementos. En caso de tener la información solicitada contesta 
con un paquete de respuesta. En caso contrario, trasladará la petición a otro elemento 
hasta que alguno conozca la información solicitada. 
3.2.c Estructura del paquete IPv4 
Un paquete IPv4 se divide en 2 partes: cabecera y datos. El campo de datos contiene 
la información relativa al protocolo de capa superior, mientras que la cabecera tiene 
todos los campos necesarios para el funcionamiento del protocolo. 
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Los campos definidos en la cabecera del paquete IPv4 son los siguientes: 
 
• Versión: registro de la versión del protocolo al que pertenece el datagrama. En 
este caso el valor es el número 4. 
• Tamaño de cabecera: debido a una longitud no constante para la cabecera IP, 
este campo indica la longitud en palabras de 32 bits de la misma. 
• Tipo de servicio: campo que indica las preferencias con las que debe ser 
tratado el paquete de datos. Este campo es útil de cara a establecer diferentes 
rutas MPLS. 
• Longitud total: longitud de la cabecera más la de la información del paquete de 
datos. 
• Identificador: valor numérico que sirve para identificar los fragmentos de un 
mismo datagrama. 
• Indicador de más fragmentos: indicador de un bit que indica que el mensaje ha 
sido fragmentado y que a éste fragmento le siguen otros del mismo paquete de 
datos. 
• Posición de fragmento: valor que indica la posición que ocupa dentro del 
datagrama completo este fragmento. 
• Tiempo de vida: contador que limita la vida del paquete de datos. 
• Protocolo: indica el protocolo de capa superior. 
• Checksum de cabecera: campo de verificación de la integridad del paquete. 
• Opciones: campo variable en múltiplos de 4 bytes que se rellena con 
información no contemplada en ninguno del resto de campos de cabecera. Se 
utiliza mayormente para cuestiones de seguridad, registro de rutas, 
marcadores de tiempo, etc. 
 
Bits 0-3 4-7 8-15 16-18 19-31 
0 Versión Tamaño de 
cabecera 
Tipo de 
servicio Longitud total 
32 Identificador Flags Posición de fragmento 
64 Tiempo de vida Protocolo Checksum de cabecera 
96 Dirección de origen 
128 Dirección de destino 
160 Opciones (opcional) 
... 
192 Datos 
 
Figura 3.7. Estructura de paquete IPv4. 
 
El campo de datos no se tiene en cuenta para el cálculo del Checksum ya que no 
forma parte de la cabecera. El tipo de datos se especifica en el campo Protocolo y 
puede ser cualquiera de los protocolos existentes en la capa de transporte. 
3.2.d Fragmentación y reensamblaje 
La fragmentación es el método por el cual un paquete de datos se convierte en dos o 
más paquetes de menor tamaño. 
 
Cada elemento de capa 3 tiene un valor configurable que especifica el tamaño máximo 
permitido para los paquetes de datos que lo atraviesan. Este valor se conoce como 
MTU (Maximum Transfer Unit) y se expresa en bytes. Si el paquete de datos supera 
19 
en tamaño la cantidad especificada en el MTU, el elemento debe decidir si fragmentar 
el paquete o bien descartarlo. Esta decisión viene definida por el administrador de la 
red a la que pertenece el dispositivo, y suele depender del tipo de la red así como de 
su funcionalidad. La solución más extendida es la fragmentación y por eso se explica 
en este apartado. 
 
El funcionamiento de la fragmentación es relativamente simple. Los dispositivos 
intermedios pueden fragmentar los paquetes según el valor de su MTU pero sólo los 
dispositivos finales pueden reensamblarlos para obtener el paquete original. Es 
necesaria una estructura tanto en el dispositivo fraccionador como en el ensamblador 
para poder llevar a cabo sendas tareas. 
 
Cada paquete que alcanza un elemento de capa 3 es sometido a una comprobación 
para verificar si ha de ser fragmentado o no. En caso de no ser necesaria la 
fragmentación el paquete de datos sigue su flujo normal según el dispositivo que lo 
esté tratando. Si ha de fragmentarse, primero se calcula el número de nuevos 
paquetes que se han de generar a partir del original y el valor de MTU del elemento. 
Siendo n el número de paquetes, L la longitud del mensaje original y M el tamaño 
máximo permitido por la MTU, el cálculo se realiza de la siguiente forma: 
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Cada uno de estos paquetes será de longitud máxima según lo permitido por la MTU 
salvo el último, cuya longitud será la restante para igualar entre todos el tamaño del 
paquete original.  
 
Los paquetes deben además contener información adicional para que el destino sea 
capaz de organizarlos y juntarlos de nuevo. Puesto que dentro del simulador los 
paquetes que se transportan no contienen datos (a diferencia de las redes reales, 
obviamente) no es necesario repartir la información contenida en el original entre los 
nuevos paquetes. No obstante es de vital importancia añadir la información que 
permita un correcto reensamblaje. El protocolo IPv4 especifica los siguientes campos 
en su cabecera destinados a dar soporte a este mecanismo: 
 
 Más fragmentos: campo que se encuentra dentro de la cabecera IPv4 y que 
especifica mediante un bit a modo de flag si le siguen más paquetes 
fragmentados. Salvo el último de los nuevos paquetes creados, el resto deben 
marcarse con este flag activado. 
 Desplazamiento de fragmento: campo de la cabecera IP de 13 bits que indica 
la posición dentro del paquete original que ocupaba el primer bit de datos de 
este nuevo paquete. La finalidad de este campo es poder reconstruir el 
paquete original siguiendo el orden correcto. 
 Direcciones y puertos: todos los paquetes nuevos creados deben tener las 
mismas direcciones de origen y destino tanto IP como Ethernet así como los 
puertos empleados en la comunicación. 
 TTL: el campo Time To Live que sirve para controlar el número de saltos 
permitidos para un paquete ha de ser el mismo en los paquetes nuevos que en 
el original. 
 Identificador de paquete: cada paquete IP tiene este campo de su cabecera 
para identificarlo y distinguirlo del resto. Aunque los paquetes creados por la 
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fragmentación sean diferentes los unos de los otros, este valor ha de ser 
común a todos ellos. La razón se verá en breve al explicar el reensamblaje. 
 
Una vez se han creado todos los paquetes se almacenan ordenados en el elemento 
para enviarlos tan pronto como sea posible. Cada vez que se envía un paquete 
fragmentado se comprueba si quedan más, y en caso contrario se recoge el siguiente 
de la cola del elemento. 
 
Ejemplo 
Un paquete de longitud 1300 bytes es enviado al router IP de la figura. Este router 
tiene configurado un tamaño de MTU igual a 500 bytes, de manera que es necesario 
fragmentar el paquete de datos. 
 
 
Figura 3.8. Ejemplo de fragmentación MTU 1. 
 
Para ello, se crean paquetes más pequeños a partir del original y se incluye en ellos la 
información necesaria para poder reensamblarlos más adelante en su destino. El 
resultado de la fragmentación es el siguiente: 
 
Figura 3.8. Ejemplo de fragmentación MTU 2. 
 
Los detalles de estos nuevos paquetes generados son: 
 
 
De esta forma, una vez estos paquetes lleguen a su destino, el Terminal receptor será 
capaz de convertir estos paquetes en el original. 
 
La segunda parte del este funcionamiento la ocupa el reensamblaje. Este proceso se 
lleva a cabo únicamente en los elementos finales de la red. Para ello es necesario 
mantener un control sobre las recepciones parciales en el mismo con la intención de 
detectar grupos incompletos y diferenciar los recibidos en función de la comunicación 
Tamaño: 1300bytes MTU: 500bytes 
Tamaño: 1300bytes MTU: 500bytes 
Tamaño: 500bytes 
Tamaño: 500bytes 
Tamaño: 300bytes 
1 
2 
3 
1 
2 
3 
Tamaño: 500bytes      MoreFragments: True
 FragmentOffset: 0 
Tamaño: 500bytes      MoreFragments: True
 FragmentOffset: 500 
Tamaño: 300bytes      MoreFragments: False
 FragmentOffset: 1000 
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a la que pertenecen. De esta manera es posible conocer si se ha finalizado la 
recepción de un bloque de paquetes o si se ha de dar por incompleta. 
 
La información que ha de mantener el dispositivo para el reensamblaje es: 
 
 ID: identificador que sirve para distinguir los paquetes pertenecientes a 
diferentes grupos de fragmentación 
 Longitud parcial: la cantidad de bytes que se ha recuperado hasta el momento 
mediante la recepción de varios de los paquetes fragmentados. 
 Longitud total: la longitud total que se espera para el conjunto de paquetes 
fragmentados, que ha de coincider con la longitud del paquete original. 
 Último elemento: flag que indica si se ha recibido ya o no el último paquete 
fragmentado. 
 Tiempo de expiración: un contador temporal que marca el instante a partir del 
cual se debería dar por imposible el reensamblaje debido a la pérdida de uno o 
varios de los paquetes fragmentados. 
 
Cuando llega un paquete con el campo “Más fragmentos” activado o el campo 
“Desplazamiento de fragmento” distinto de cero, ese paquete pertenece a un conjunto 
de paquetes fragmentados. Cuando esto es detectado se recupera la información 
contenida perteneciente a las recepciones parciales en busca de alguna coincidencia 
que indique que hay más paquetes del mismo original. En este caso se añade a los ya 
existentes y se comprueba si es suficiente con este último para en ensambleje total del 
paquete. Si por el contrario no hay paquetes del mismo original, se almacena la 
información del mensaje esperando recibir más partes del mismo. 
 
La actualización de la información del dispositivo al recibir un paquete es la siguiente: 
del mensaje se obtiene la longitud en bytes que ocupa y se suma al valor de “Longitud 
parcial” mantenido en el elemento. De esta manera es posible saber cuantos bytes se 
han ido recuperando del paquete original. Si el paquete no tiene activado el flag “Más 
fragmentos” pero tiene el “Desplazamiento de fragmento” con un valor positivo eso 
significa unequívocamente que se trata del último paquete fragmentado. Para guardar 
esta información se activa el flag “Último elemento”  en la información del dispositivo y 
se extrae el valor de la longitud del paquete original. Esta longitud será igual al valor 
del “Desplazamiento de fragmento” del paquete más su longitud y nos permitirá 
compararlo con el campo “Longitud parcial” para saber si se ha finalizado la entrega o 
no. En caso negativo se seguirá esperando la llegada de más paquetes, ya que podría 
darse el caso que durante su transporte por la red hayan podido recorrer caminos 
diferentes y llegar desordenados al destino. 
 
El campo “Tiempo de expiración” sirve para identificar si un conjunto de paquetes ha 
superado el tiempo establecido para dar por incompleta la recepción. Cada vez que se 
recibe un nuevo paquete perteneciente a un mismo grupo se actualiza su valor 
sustituyéndolo por el instante actual más el tiempo de eliminación de MTU. Una vez 
transcurrido este tiempo desde la última recepción de un paquete del mismo grupo se 
puede dar por supuesto que ya no se recibirán más paquetes del conjunto y debe 
darse la recepción por inacabada. 
 
Ejemplo 
Un Terminal recibe varios paquetes procedentes de una fragmentación previa. Estos 
paquetes contienen la siguiente información: 
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Figura 3.9. Ejemplo de reensamblaje MTU 1. 
 
Todos estos paquetes tienen el mismo identificador, lo que significa que todos ellos 
provienen del mismo mensaje. Para el posible reensamblaje de estos paquetes, es 
importante entender el funcionamiento de los campos MoreFragments y 
FragmentOffset. 
El primer paquete recibido (1) tiene el campo MoreFragments activado. Esto significa 
que no es el último de los paquetes a reensamblar. El campo FragmentOffset indica 
que su posición en el mensaje original es la posición 0, de manera que, si el mensaje 
es de 500 bytes, se han recuperado los bytes 0 a 499 del paquete original. 
De igual forma, el paquete número 2 indica que no es el último de los paquetes, y 
siendo su longitud de 500 bytes y su FragmentOffset de 500, este paquete rellena las 
posiciones 500 a 999 del paquete original. 
El último paquete, el número 3, indica con un campo MoreFragments negativo que 
éste es el último de los paquetes a reensamblar. Por ello, comenzando en la posición 
1000 tal y como indica el campo FragmentOffset y llegando hasta la 1299 (por la 
longitud del paquete), este paquete se ve completamente reensamblado. 
 
 
 
Figura 3.10. Ejemplo de reensamblaje MTU 2. 
 
De esta forma se obtiene el mensaje original en el destino. 
 
En el caso de darse por perdida la recepción o haberse finalizado con éxito, la 
información correspondiente almacenada en el elemento es eliminada para el ahorro 
de recursos. 
1 
Tamaño: 500bytes 
MoreFragments: True 
FragmentOffset: 0 
2 
Tamaño: 500bytes 
MoreFragments: True 
FragmentOffset: 500 
2 
Tamaño: 500bytes 
MoreFragments: False 
FragmentOffset: 1000 
1 
2 
3 
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3.2.e Enrutamiento IP 
En enrutamiento es el proceso por el cual se selecciona un camino por el que enviar 
un paquete en una red. Este apartado está dedicado a explicar cómo se enruta un 
paquete IPv4 basándose en la tabla de rutas existente en el dispositivo enrutador, no 
en los protocolos encargados de la obtención de estas rutas ni en sus métodos. 
 
Como se ha avanzado, la información necesaria para poder enrutar un paquete IPv4 
se almacena en una ruta. La información contenida en el paquete a enrutar se 
compara con la de la ruta para saber si esta llega al destino deseado o no. En caso de 
que la ruta no sea apta para el paquete, se repite el proceso con la siguiente ruta de la 
tabla de rutas. Si por el contrario sí es válida, se envía el paquete por la interfaz 
anunciada en la misma. 
 
Los campos que forman una ruta son: 
 
 Destino: la dirección de destino de la ruta filtrada previamente por la máscara 
de red. 
 Gateway: la dirección del elemento inmediatamente posterior siguiendo esta 
ruta. 
 Máscara de red: la máscara que se utiliza para obtener la dirección de red a 
partir de una dirección IPv4. Se permite el uso de máscaras de longitud 
variable (VLSM, Variable Length Subnet Mask). 
 Interfaz: la interfaz por la que se envía el paquete de datos para seguir esta 
ruta. 
 
El modo en que estos campos se emplean para averiguar si la ruta es válida para un 
paquete es el siguiente: 
 
1) Selección de ruta. El primer paso es recuperar la primera ruta de la tabla de 
rutas contenida en el elemento. 
2) Recuperación de los datos del paquete. El único dato relevante para el 
enrutamiento IP es la dirección IPv4 del destino de la comunicación. 
3) Filtrado de la dirección IPv4 destino con la máscara de red de la ruta. Este 
paso consiste en aplicar una operación matemática binaria entre la máscara de 
red de la ruta y la dirección destino recuperada en el paso anterior. El cálculo 
consiste en hacer una operación AND binaria bit a bit superponiendo los 
propios de la dirección con los de la máscara. Es una aplicación muy sencilla, 
por lo que no añade una gran carga al proceso. 
4) Comparación con el destino de la ruta. El valor obtenido de la operación 
anterior se compara ahora con el campo destino de la ruta. Si ambos valores 
coinciden significa que la ruta es válida para este paquete. En caso contrario, la 
ruta no es válida. 
a. Ruta no válida. Se selecciona la siguiente ruta de la tabla de rutas y se 
repite el proceso a partir del tercer paso. En caso que la ruta 
comprobada fuera la última de la tabla, el paquete se descarta al no 
tener ninguna información de por donde enviarlo. 
b. Ruta válida. Se recupera la interfaz de salida indicada en la ruta. 
 
Una vez el elemento ha conseguido recuperar la información de la interfaz de salida, 
sólo le queda actualizar los datos pertinentes del paquete de datos y enviarlo por ella. 
 
El siguiente esquema resume el proceso del enrutamiento IPv4. 
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Figura 3.11. Esquema de direccionamiento IPv4. 
 
Ejemplo 
El proceso de filtrado de una dirección con una máscara de red se realiza fácilmente 
expresando ambos datos en su notación binaria. Véase este ejemplo: 
 
 
 
Figura 3.12. Ejemplo de filtrado binario con máscara de red. 
 
Una vez obtenida la dirección destino filtrada, ésta puede compararse con la 
especificada en la ruta y actuar en consecuencia. 
 
Es muy común el caso en que varios destinos pertenezcan a una misma red a la que 
se llega a través de una misma interfaz. Según el enrutamiento clásico las máscaras 
de red utilizadas en las rutas tenían que verse limitadas a bloques de 8 bits para 
adaptarse a las direcciones de clase A, B o C. Para mejorar este sistema, se creó 
CIDR. 
 
CIDR (Classless Inter-Domain Routing o Enrutamiento Entre Dominios sin Clase) es la 
última modificación en cuanto a la manera en que las direcciones IPv4 son 
interpretadas. Su aportación es la liberación de las limitaciones establecidas en las 
máscaras de red de las rutas, permitiendo cualquier longitud en su prefijo usando la 
técnica ofrecida por VLSM. 
 
CIDR funciona con los siguientes conceptos: 
 
 VLSM. Esta técnica permite el uso de máscaras de red de longitud variable. 
Una dirección expresada en CIDR se escribe incluyendo un sufijo con un 
número que indica la cantidad de bits a 1 que componen la máscara, como por 
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ejemplo 192.168.128.0/17. Esto permite una gestión más eficiente de las 
direcciones IPv4. 
 Agregación en super-redes. Cuando varias direcciones de la tabla de rutas 
comparten muchos de los bits más altos y tienen la misma interfaz de salida 
pueden agruparse en una nueva dirección que se conoce como super-red. Esta 
nueva ruta debe ser siempre válida para todas las direcciones agrupadas en 
ella, es decir, que al contrastar los destinos de las anteriores rutas con la nueva 
se obtengan los mismos resultados. 
 
Gracias a la utilización de estos dos conceptos se obtiene la reducción de líneas en la 
tabla de rutas y, por ello, la reducción del tiempo de enrutamiento.  
 
Ejemplo 3.5 
Siguiendo la explicación anterior, se define que si en un router una de sus rutas tiene 
la misma interfaz de salida tanto para la sub-subred 0 como para la sub-subred 1, 
estas rutas podrían agruparse gracias al CIDR. Véase la ruta resultante para esta 
agrupación: 
 
Ruta 
1 
Destino 207.21.24.192 
Máscara 
255.255.255.252 
Interfaz de salida 0 
Ruta 
2 
Destino 207.21.24.196 
Máscara 
255.255.255.252 
Interfaz de salida 0 
 
Nueva 
ruta 
Destino 207.21.24.192 
Máscara 
255.255.255.248 
Interfaz de salida 0 
 
Figura 3.13. Agrupamiento de direcciones mediante CIDR. 
 
La reducción de una línea de la tabla de rutas repercute en un enrutamiento más 
rápido. 
3.3 TCP 
El Protocolo de Control de Transmisión (Transmission Control Protocol) o TCP es 
parte importante de la uite de protocolos de Internet. De entre sus características cabe 
destacar la entrega fiable y ordenada de cadenas de bytes. 
 
TCP se sitúa en la cuarta capa del modelo de referencia OSI, la capa de transporte. 
Su uso es muy extendido sobretodo en aplicaciones de transferencia de archivos, e-
mail y World Wide Web entre otras. No obstante y pese a ser un protocolo muy válido 
para estos casos, su arquitectura no lo hace apto para apliaciones en tiempo real 
como lo son streaming de video y VoIP (voz sobre IP), por ejemplo. 
3.3.a Estructura del segmento TCP 
Como la mayoría de protocolos construidos bajo el modelo de referencia OSI, un 
segmento TCP consta de una cabecera y unos datos. En el campo de datos se incluye 
la información relativa al protocolo de capa superior, mientras que e la cabecera se 
mantienen todos los campos necesarios para el funcionamiento del protocolo. 
 
Un segmento TCP tiene la siguiente estructura: 
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Bits 0-3 4-9 10-15 16-31 
0 Puerto Origen Puerto Destino 
32 Número de secuencia 
64 Número de acuse de recibo (ACK) 
96 Longitud Cabecera Reservado Código Ventana 
128 Suma de verificación (Checksum) Puntero Urgente 
160 Opciones (opcional) 
224 Datos 
 
Figura 3.14. Estructura del segmento TCP. 
 
El significado de estos valores se explica a continuación: 
 
 Puerto origen: identifica el puerto por el que se envío el paquete. 
 Puerto destino: indica el puerto en el que se debe recibir el paquete. 
 Número de secuencia: número de sincronización entre emisor y receptor. 
 Número de acuse de recibo: el número que el emisor del acuse de recibo 
espera recibir en el siguiente paquete. 
 Longitud cabecera: especifica la longitud de la cabecera en palabras de 32 bits. 
El mínimo valor para la cabecera es de 5 palabras y el máximo de 15. 
 Reservado: campo reservado para un futuro uso. 
 Código: conjunto de 8 flags que representan diferentes aspectos relacionados 
con la congestión, sincronización y otros aspectos de la comunicación. 
 Ventana: número de bytes que se pueden enviar sin haber recibido 
confirmación del primero de ellos. 
 Suma de verificación (Checksum): campo de 16 bits utilizado para 
comprobación de errores. 
 Puntero urgente: si uno de los flags del campo Código así lo indica, este campo 
de 16 bits indica los bytes con mayor urgencia. 
 Opciones: campo reservado para introducir diferentes opciones. 
3.3.b Funcionamiento 
TCP es un protocolo que necesita realizar unos pasos previos antes de poder 
proceder con el envío de paquetes. Las tres etapas que se diferencian en una 
comunicación TCP son las siguientes: 
 
1) Establecimiento de la conexión. Se lleva a cabo mediante una negociación en 
tres pasos (three-way handshake). El cliente define un puerto para la 
comunicación y envía un paquete del tipo SYN al servidor. Previamente el 
servidor ha de abrir un puerto para comunicaciones que utilizará para esta. Al 
recibir el paquete SYN del cliente le responde con un SYN-ACK para confirmar 
el establecimiento. Finalmente, el cliente envía un paquete de tipo ACK para 
avisar al servidor que todo se ha realizado correctamente. 
2) Envío de datos. Se envían los segmentos TCP deseados. Se explica en 
profundidad a continuación. 
3) Cierre de la conexión. La comunicación puede terminarse de manera 
unidireccional o bidireccional. Cuando un elemento finaliza la comunicación 
esta se cierra en ese sentido, pero hasta que los dos elementos no cierren uno 
de los dos podrá seguir enviando datos. El modo en que se lleva a cabo es 
mediante paquetes FIN enviados por el elemento que desea cerrar la 
comunicación y ACK como respuesta a dicha petición. 
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Figura 3.15. Etapas de la comunicación TCP. 
 
El envío de datos se lleva a cabo gracias a varios mecanismos que son los 
encargados de garantizar que TCP presente todas estas ventajas: 
 
 Envío ordenado de datos. 
 Retransmisión de paquetes perdidos. 
 Descarte de paquetes duplicados. 
 Recepción libre de errores. 
 Control de congestión. 
 
Los mecanismos utilizados se explican a continuación. 
Número de secuencia. 
En los dos primeros pasos de la negociación en tres pasos ambos dispositivos 
intercambian un número de secuencia. A cada paquete que se envía este número se 
incrementa en la misma cantidad que el número de bytes enviados. De esta manera 
se puede identificar el orden en que los bytes son enviados y se pueden ordenar 
correctamente en recepción. 
 
Cuando un Elemento recibe un paquete de datos envía un paquete de confirmación 
ACK. En este paquete se incluye el número de secuencia que debe tener el próximo 
paquete a recibir. Este mecanismo puede emplearse para enviar confirmaciones de 
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múltiples paquetes. Si un dispositivo envía 10 paquetes de 100 bytes cada uno, el 
receptor puede enviar una confirmación con el número de secuecia 1001 indicando 
que ha recibido 1000 bytes y está esperando recibir el siguiente. 
 
De forma contraria, también es posible enviar ACKs selectivos (SACKS) que confirmen 
únicamente una secuencia de bytes. Si el receptor envía un SACK confirmando los 
bytes 200 a 399 estaría confirmando únicamente el tercer y cuarto paquete enviado. El 
uso de SACK es opcional y únicamente posible si los dos extremos de la 
comunicación lo soportan. Para indicar que un elemento puede utilizar SACK se utiliza 
el campo Opciones de la cabecera TCP. 
 
Cuando el dispositivo emisor recibe cualquier tipo de confirmación relativa a un 
paquete transmitido, este se clasifica como enviado. En cambio, si no se recibe 
confirmación de un paquete enviado y sí se recibe de otros paquetes enviados 
posteriormente, TCP identifica que ha habido una pérdida de paquete y procede al 
reenvío de dicho paquete. De esta manera, TCP asegura siempre la fiabilidad en la 
entrega. 
 
También gracias al número de secuencia, si se recibe un paquete de datos que ya 
había sido recibido puede detectarse el duplicado y descartarlo en consecuencia. 
Checksum 
La detección de errores en la transmisión es algo de vital importancia para las 
comunicaciones. Se necesita un método que capacite a los dispositivos a detectar si el 
paquete es erróneo o no, ya que en caso afirmativo la información contenida en el 
paquete no es válida. El checksum de TCP es un método de comprobación de fallos 
que proporciona a las comunicaciones mediante este protocolo un envío libre de 
errores. 
 
El cálculo matemático detrás de esta comprobación usa un registro de 16 bits para el 
control de errores, algo que hoy en día se considera un tanto débil. Estos bits se 
almacenan en el campo homónimo de la cabecera TCP y son enviados con el 
paquete. Una vez este llega a su destino, el receptor calcula de nuevo el checksum 
sobre la información recibida y compara este valor con el incluido en el paquete. En 
caso de que ambos no coincidan, sólo puede significar que se ha producido algún 
error en la comunicación. 
Control de congestión y ventana deslizante 
El control de congestión en TCP se lleva a cabo mediante el continuo análisis del 
estado de la red. En dispositivo emisor mantiene un recuento de los paquetes 
enviados y las confirmaciones recibidas, lo que le permite obtener una idea 
aproximada de la carga de tráfico que puede aceptar la red. En el caso de que se no 
se reciban confirmaciones para los paquetes enviados, estos se retransmitirán 
enviando una carga menor a la red para evitar saturarla, adaptándose así a 
situaciones variantes. 
 
También puede adaptarse el tamaño de la ventana deslizante en función del estado de 
la red. La ventana en TCP es un buffer cuyo tamaño lo define el receptor y sirve para 
limitar el número de paquetes que se pueden enviar sin haber recibido confirmación de 
los anteriores. Su utilidad reside en que de esta manera se agiliza el envío de 
paquetes obteniendo un mayor rendimiento que si se ha de esperar a la confirmación 
de uno para enviar el siguiente. Mediante la ampliación o disminución del tamaño de la 
ventana, se pueden obtener mejoras dependiendo del tipo de red con la que se 
trabaje. Para redes con gran ancho de banda y poca probabilidad de error, un mayor 
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tamaño de ventana aporta flexibilidad y permite el envío de más paquetes de datos en 
poco tiempo. Por el contrario, redes con alta probabilidad de pérdida o velocidades de 
transmisión lentas, no obtienen ningún beneficio por emplear un mayor tamaño de 
ventana, sino que en caso de pérdidas de paquetes añaden una mayor carga de 
proceso al dispositivo emisor al tener que tratar de gestionar los paquetes enviados 
pero todavía activos. 
3.4 MPLS 
MPLS (Multi-Protocol Label Switching) es una solución completa para las grandes 
redes de transporte. MPLS combina la flexibilidad de las comunicaciones punto a 
punto y la fiabilidad, calidad y seguridad de otros servicios tales como Frame Relay o 
ATM. 
3.4.a Introducción a MPLS 
MPLS basa su funcionamiento en un mecanismo que emula características de las 
redes de conmutación de circuitos sobre redes de conmutación de paquetes. MPLS 
asigna a los datagramas de cada flujo una etiqueta única que permite que se lleve a 
cabo una conmutación rápida en los dispositivos intermedios. Este protocolo se sitúa 
entre la segunda y tercera capa del modelo OSI, por lo que comúnmente se le conoce 
como un protocolo de la “Capa 2.5”. 
 
Gracias a la simplicidad de su funcionamiento es posible ofrecer las siguientes 
ventajas: 
 
 Latencia. El enrutado basado en direcciones IP es lento para grandes cargas 
de tráfico ya que normalmente se almacenan muchos datos en su tabla de 
rutas y las consultas conllevan una demora que no se puede ignorar. El 
enrutamiento basado en etiquetas se beneficia de una menor cantidad de 
consultas al simplificar la tabla de rutas de los dispositivos MPLS. 
 Escalabilidad. Es la capacidad que tiene un sistema para adaptarse a los 
cambios producidos en su red. Las características más valoradas en este 
sentido son la aceptación sin problemas de nuevos usuarios y la adaptación a 
fallos en los enlaces. 
 Simplicidad. Previo un mecanismo de asignación de etiquetas a un tráfico para 
la comunicación, el enrutamiento MPLS se basa en el reenvío de paquetes 
según indiquen sus etiquetas. Cada paquete lleva una etiqueta que define 
mediante una tabla de rutas muy sencilla cual es la interfaz de salida por ese 
elemento. Este proceso ofrece una carga muy pequeña a los procesadores de 
los dispositivos de enrutamiento. 
 Control de rutas. La ingeniería de tráfico es viable en MPLS gracias al buen 
uso que realiza de la información IP para separar el tráfico en diferentes niveles 
de servicio. 
 
El conjunto de todas estas ventajas ha provocado que MPLS vaya ganando poco a 
poco más popularidad. Por ello son cada vez más las aplicaciones que se le dan, 
destacando entre ellas las siguientes: 
 
 Ingeniería de tráfico: funciones de planificación, diseño y dimensionamiento de 
redes de telecomunicaciones en condiciones óptimas de acuerdo a la demanda 
de servicios de las mismas. 
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 Enrutamiento basado en políticas: toma de decisiones basadas en una política 
definida por el administrador de redes. 
 Servicios VPN: establecimiento de redes privadas virtuales mediante túneles 
MPLS. 
 Servicios con calidad de servicio (QoS): reserva de recursos adaptados a las 
necesidades de cada comunicación. 
 
Los paquetes que entran en una red MPLS lo hacen por el Label Edge Router (LER), 
donde les es asignada una etiqueta. Luego los paquetes son enviados a través de un 
Label Switched Path (LSP) donde Label Switching Routers (LSR) los reenvían 
basándose únicamente en su etiqueta y la interfaz de entrada en el LSR. En el 
proceso de enrutamiento del LSR se reemplaza la etiqueta de la cabecera MPLS con 
una nueva en función de la ruta a seguir. 
 
El establecimiento de los diferentes LSP define la ruta que seguirá el tráfico entrante 
en la red MPLS. Los criterios a la hora de tomar esta decisión pueden atender a 
razones como ofrecer una respuesta a objetivos de funcionamiento, modificar rutas 
para combatir la congestión o crear túneles IP. Un LSP puede ser establecido 
independientemente de la tecnología de capa 2 que se emplee, ya sea ATM, Frame 
Relay o Ethernet, por ejemplo. MPLS permite la creación de circuitos punto a punto 
sobre cualquier tecnología de transporte. 
 
Todas estas características nacen del MPLS Working Group, los encargados de 
formar el estándar MPLS. Este equipo forma parte del IETF (Internet Engineering Task 
Force), una comunidad internacional de desarrolladores de redes, investigadores, 
operadores y vendedores. Entre sus funciones se encuentran producir documentación 
técnica de calidad y el asesoramiento sobre el diseño, uso y gestión de Internet para 
procurar un mejor funcionamiento. 
3.4.b Orígenes de MPLS 
En la década de los 90 el protocolo IP resultaba cada vez más apropiado para las 
necesidades de las grandes redes y por ello iba ganando popularidad frente a sus 
rivales (IPX, AppleTalk, OSI...). El modelo IP/ATM parecía una buena solución a los 
problemas de crecimiento de los proveedores de servicios, y así lo fue durante mucho 
tiempo. Este modelo utiliza una topología virtual de routers IP sobre una topología real 
de conmutadores ATM. Sus ventajas son la aportación de ancho de banda a precio 
competitivo y la velocidad de conmutación. Sus inconvenientes son la gestión de dos 
redes diferentes, una lógica y otra física, una sobrecarga debida al transporte de 
datagramas IP sobre células ATM, y la consiguiente reducción del ancho de banda 
disponible. 
 
Estos problemas de rendimiento provocaron el interés de los fabricantes por diseñar 
otras soluciones, surgiendo como respuesta a estas investigaciones Tag Switching de 
Cisco, Aggregate Route-Base IP Switching (ARIS) de IBM, Cell-Switched Router 
(CSR) de Toshiba, IP Switching de Ipsilon Networks y IP Navigator de Lucent. Todas 
estas soluciones fueron desarrolladas por entidades privadas y no eran interoperables 
entre ellas, por lo que no era posible que un estándar surgiera de este modo. A pesar 
de ser diferentes entre ellas, todas presentaban estas similitudes: 
 
 Separación de las funciones de control (routing) y envío (forwarding). 
 Intercambio de etiquetas para el envío de datos. 
 Ha de usarse ATM como protocolo de capa 2. 
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Fue en 1997 cuando el IETF creó el MPLS Working Group con el objetivo de formar un 
estándar de un sistema de conmutación basado en etiquetas que aportase las 
velocidades de conmutación en capa 2 a la capa 3 y funcionara sobre cualquier 
tecnología de transporte de datos a nivel de enlace. La lista completa de objetivos que 
se fijaron para este nuevo protocolo era: 
 
 Funcionar sobre cualquier tecnología de transporte a nivel de enlace, no sólo 
ATM. 
 Soportar el envío de paquetes tanto unicast como multicast. 
 Ser compatible con el Modelo de Servicios Integrados del IETF, incluyendo el 
protocolo 
 RSVP. 
 Permitir el crecimiento de Internet. 
 Ser compatible con los procedimientos de operación, administración y 
mantenimiento de las actuales redes IP. 
3.4.c Componentes de MPLS 
Las características de MPLS hacen que se requiera un hardware específico para 
montar este tipo de redes. De entre los dispositivos que componen este protocolo 
pueden extraerse dos tipos: Label Edge Router (LER) y Label Switching Router (LSR). 
 
El LSR es un router de alta velocidad que se establece como el dispositivo central de 
una red MPLS. Entre sus tareas destacan la participación en el establecimiento de 
Label Switched Paths (LSP) con el protocolo de señalización correspondiente, y en el 
enrutado de los paquetes de datos. 
 
Por otra parte, el LER es un dispositivo fronterizo, por lo que opera entre el límite entre 
la red MPLS y la red de acceso existente, por lo que soporta múltiples puertos 
conectados a diferentes tipos de redes, ya sean ATM o Ethernet, por ejemplo. Ya que 
se sitúan en la frontera de la red MPLS, sus tareas pueden ser dos: dar acceso a los 
paquetes a la red MPLS, o darles salida. En función de si realiza una tarea u otra, se le 
conoce como Ingress Node o Egress Node. 
 
Las funciones de Ingress Node son iniciar el establecimiento del LSP y reenviar el 
tráfio a la red MPLS a la vez que añade la cabecera MPLS al paquete para permitir el 
enrutado por el dominio MPLS. 
 
Las función principal de Egress Node es dar salida del domino MPLS a los paquetes 
de datos. Para ello es necesaria la eliminación de la cabecera MPLS antes de devolver 
al paquete a la siguiente red. 
 
Tanto el Ingress Node como el Egress Node no son dispositivos físicos diferentes, sino 
que hacen referencia distintos roles que puede adoptar el LER en función de la 
dirección del tráfico. 
 
De igual forma, los LSR pueden diferenciarse entre Upstream y Downstream, tal y 
como se explicará más adelante. 
3.4.d Cabecera MPLS 
La cabecera correspondiente al protocolo MPLS tiene un tamaño fijo de 4 bytes. Esta 
se sitúa entre las cabeceras de la segunda y tercera capa (capas de enlace y red). 
Puede verse un esquema en la siguiente figura: 
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Figura 3.16. Posicionamiento de la cabecera MPLS en la torre de protocolos. 
 
Los campos de los que se compone esta cabecera son: 
 
 Label: el valor de la etiqueta. Ocupa 20 bits y sirve para identificar el LSP que 
recorrerá el paquete a lo largo de la red MPLS. 
 Exp: abreviatura del término inglés “experimental”. Sus 3 bits están reservados 
para un uso experimental, aunque actualmente todavía no está completamente 
definido, por lo que se emplea normalmente para poder permitir servicios 
diferenciados. 
 S: 1 bit utilizado para indicar el final de la pila de cabeceras. Si su valor es “1” 
indica que esta cabecera es la última de la pila. 
 TTL: del inglés Time To Live ocupa 8 bits y sirve, al igual que en otros 
protocolos, para poner un límite en cuanto al número de saltos que puede 
realizar un paquete MPLS en su recorrido por la red. 
 
Bits 0-19 20-22 23 24-31 
0 Label Exp S TTL 
 
Figura 3.17. Estructura de la cabecera MPLS. 
3.4.e Etiquetas 
El uso de las etiquetas es la característica más importante de MPLS. Por ello este 
apartado se dedica a estudiar las diferentes opciones que ofrece MPLS para su trato. 
Label Stack 
Cuando se establecieron las características que debían formar el protocolo MPLS, se 
concretó que una de ellas debía ser la escalabilidad en redes de gran tamaño. Para 
ello, MPLS utiliza una estructura jerárquica que permite aplicar más de una etiqueta a 
un mismo paquete. 
 
La forma en que se consigue esta funcionalidad es utilizando una pila de etiquetas que 
se rige con una filosofía LIFO (Last In, First Out). Esta pila es lo que se conoce como 
Label Stack. Esto no significa que cada vez que un LER procese el paquete tenga que 
pasar por todas estas etiquetas. Por el contrario, sólo la etiqueta situada más arriba en 
la pila es consultada para el enrutamiento del paquete, no teniendo en cuenta el resto 
de ellas. 
 
Se considera a la etiqueta situada en la parte más baja de la pila como de nivel 1, y la 
situada más arriba de nivel m. La pila es del mismo nivel que la etiqueta situada más 
arriba. 
 
Esquema de encapsulamiento de paquetes de datos 
Cabecera capa 2 (enlace) 
Cabecera MPLS 
Cabecera capa 3 (red) 
Resto de cabeceras y atos 
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Ejemplo 
En la siguiente figura se puede ver la pila de etiquetas de un paquete a media que 
viaja por dos redes MPLS. La primera red está delimitada por los LER A y D, y la 
segunda, situada en el interior de la primera, por los LER B y C. 
 
 
Figura 3.18. Ejemplo de escalabilidad en MPLS mediante Label Stack. 
 
Al alcanzar el paquete IP el LER A, éste le añade una etiqueta (5) que identifica el 
camino que seguirá el paquete por la red MPLS. En el siguiente salto, el paquete llega 
ahora al LER B que hace de frontera para la red MPLS B. Este LER añade otra 
etiqueta (12) al paquete sin eliminar la anterior, situándose una posición más arriba en 
la pila de etiquetas. Al colocar las etiquetas, estos dos LER han realizado funciones de 
Ingress Node. 
 
Una vez el paquete MPLS llega al LSR interior de la red B, éste realiza las tareas de 
conmutación de etiquetas teniendo en cuenta únicamente la etiqueta situada más 
arriba en la pila. Como resultado, las etiquetas inferiores se mantienen igual y la de 
nivel más alto cambia según la tabla del LSR. 
 
Al llegar al final de la red MPLS C, el LER C realiza su función de Egress Node para 
este tráfico y, por lo tanto, elimina la etiqueta superior de la pila. De esta forma, el 
paquete queda únicamente con la etiqueta de la red A. Una vez el paquete alcanza el 
LER D, éste retira la última etiqueta que le quedaba al paquete y lo entrega a la red IP 
para que siga su camino. 
Ámbito de las etiquetas 
El ámbito de las etiquetas en MPLS hace referencia a los casos de diferenciación que 
se pueden hacer a la hora de procesar las etiquetas. 
 
Hay únicamente dos ámbitos para las etiquetas en MPLS, por interfaz (per-interface 
label space) y por nodo (per-platform label space). 
 
La diferenciación por interfaz especifica que en enrutamiento no depende únicamente 
de la etiqueta contenida en el paquete sino también de la interfaz por la que se ha 
recibido este. De esta forma, dos paquetes que contengan la misma etiqueta pueden 
ser enrutados de manera distinta si han llegado al LSR por diferentes interfaces. Esta 
práctica es un método usado muy comúnmente. 
 
El otro tipo de ámbito es de diferenciación por nodo. Este segundo caso dictamina que 
las etiquetas deben ser diferenciadas por el LER que las ha creado. De esta manera, 
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dos paquetes que contengan la misma etiqueta pueden ser enrutados de manera 
distinta dependiendo del LER que haya creado sus etiquetas. 
 
Estos son los únicos métodos por los cuales MPLS permite diferenciar paquetes con 
etiquetas iguales. No es posible, por ejemplo, diferenciar las etiquetas por el nivel que 
ocupen dentro de la pila. Esto se debe a que, como ya se ha comentado antes, el 
procesado de la cabecera MPLS se ha enfocado al a velocidad, y por ello, no se 
atiende en ningún momento a la pila de etiquetas, encargándose únicamente de la 
situada al nivel más alto. 
Valores reservados 
La etiqueta MPLS tiene un tamaño dedicado de 20 bits. No obstante, no toda esa 
cantidad está disponible para su uso como etiquetas normales, ya que hay varios 
valores que están destinados a diversas causas. A contiuación se exponen los valores 
y sus funciones: 
 
 Valor 0. Representa el “IPv4 Explicit NULL Label”, el cual significa que debe 
retirarse la etiqueta de la pila y reenviar el paquete utilizando la información de 
su cabecera IPv4. Este valor está únicamente disponible para etiquetas de 
nivel 1. 
 Valor 1. Representa el “Router Alert Label”, cuya disponibilidad está en todas 
las posiciones de la pila excepto en el fondo. Esta etiqueta indica que el 
paquete ha de entregarse a un módulo local para su procesado. Para 
determinar el reenvío del paquete se utiliza la etiqueta inmediatamente inferior, 
teniendo en cuenta que para el reenvío se deberá volver a colocar la etiqueta 
“Router Alert Label” encima de nuevo. 
 Valor 2. Representa el “IPv6 Explicit NULL Label”, y su función es la misma que 
la etiqueta “IPv4 Explicit NULL Label” con la diferencia que la primera es para 
el protocolo IPv6. De la misma forma que la de IPv4, su único valor legal es en 
el fondo de la pila de etiquetas. 
 Valor 3. Represent el “Implicit NULL Label”. Esta etiqueta es únicamente 
asignable por un LSR. A diferencia de otras etiquetas, esta nunca aparecerá en 
la cabecera de ningún paquete. Cuando se especifica a un LSR que debe 
reemplazar una etiqueta por esta, lo que hará en realidad será retirar la 
etiqueta de la parte superior de la pila. 
 Valores 4 a 15. Estas etiquetas también están reservadas para un uso especial 
aunque no se han especificado todavía sus funciones. 
Formas de etiquetado alternativas 
La posición más común para situar las etiquetas en un paquete MPLS es, obviamente, 
el campo dedicado en la cabecera de este protocolo. No obstante, esta opción no es la 
única. La etiqueta puede añadirse también dentro de la cabecera de los servicios que 
operan en la capa de enlace, como son por ejemplo ATM o Frame Relay. 
 
La opción de situar la etiqueta en este campo depende completamente de si el 
protocolo de capa de enlace es ATM o Frame Relay. En estos dos se puede situar la 
etiqueta en su campo de circuito virtual situado en sendas cabeceras. En el caso 
concreto de ATM se utiliza la interfaz de entrada y los valores VPI/VCI de salida. Si 
una o más etiquetas pueden representarse en esos campos, accesibles desde los 
conmutadores ATM, es viable conseguir que se comporten como LSRs mediante 
software. La siguiente figura sirve de ejemplo de la encapsulación de MPLS en las 
celdas ATM. 
 
35 
 
 
Figura 3.19. Formas de etiquetado alternativas. 
 
Entre las formas de codificar las etiquetas MPLS dentro de las celdas ATM se 
encuentran estas tres: 
 
 SVC Encoding. Emplea el campo VPI/VCI para codificar la etiqueta de mayor 
nivel de la pila. Cada LSP es equivalente a un circuito virtal ATM SVC y el 
protocolo de distribución de etiquetas se utiliza como protocolo de señalización 
ATM. 
 SVP Encoding. En este caso el VPI codifica la etiqueta superior de la pila 
mientras que el VCI hace lo propio con la segunda etiqueta, en el caso de que 
esta exista. Este tipo de codificación no puede emplearse si la red incluye un 
camino virtual ATM a través de una red que no sea ATM MPLS. 
 SVP Multi-point Encoding. También utiliza el VPI para codificar la etiqueta 
superior de la pila. La diferencia radica en que únicamente se emplea una parte 
del campo VCI para representar la segunda etiqueta de la pila (si existe). El 
resto del campo se emplea para identificar el LSP ingress. El uso de esta 
técnica depende en la capacidad de asignar valores de 16 bits al campo VCI de 
cada encaminador ATM sin repetir valores en dos encaminadotes diferentes. 
3.4.f Funcionamiento 
El protocolo MPLS se basa en la asignación y distribución de etiquetas y el enrutado 
de paquetes mediante estas. Los siguientes apartados se encargan de explicar los 
detalles de este funcionamiento. 
Introducción a la asignación y distribución de etiquetas 
En cada router MPLS (LER y LSR), lo primero que debe llevarse a cabo es la creación 
de la tabla de etiquetas para poder dirigir el tráfico que llegue posteriormente. Por ello 
han de asignarse etiquetas a las FEC específicas y construir las tablas. 
 
La asignación de etiquetas se realiza siempre de downstream LSR a upstream LSR, 
informando el primero al segundo de la asignación establecida. Por ello, el encargado 
de asignar las etiquetas a las FEC es el downstream LSR. De este modo se consigue 
que si un LSR sólo puede utilizar las etiquetas de un rango determinado, este 
mecanismo asegura que únicamente se asignarán las etiquetas que se encuentran en 
ese rango. 
 
Al mismo tiempo que se transfieren etiquetas de un downstream LSR a un upstream 
LSR, es muy probable que también se comuniquen ciertos atributos adheridos a la 
etiqueta. Si el upstream LSR receptor de esta información decide reenviar esa misma 
etiqueta (actuando como downstream en este caso), también será necesario 
retransmitir los atributos con los que se recibió. 
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Se emplea para la distribución de etiquetas entre LSRs el protocolo LDP (Label 
Distribution Protocol). Este protocolo permite que los LSRs se comuniquen qué 
asignaciones de etiquetas han realizado así como que cualquier negociación entre 
nodos permita conocer las capacidades MPLS de que disponen los nodos vecinos. 
 
Las maneras en la que se puede realizar la distribución de etiquetas son estas dos: 
 
 Unsolicited Downstream. Se produce cuando un LSR informa de forma 
independiente a los LSRs vecinos acerca de su asignación de etiquetas. En 
este caso el nodo no sólo asigna las etiquetas, sino que también informa de las 
asociación a los nodos vecinos (downstream y upstream), aunque no necesiten 
conocerla. 
 Downstream on demand. Se informa de la asignación realizada a otro nodo 
únicamente cuando este lo solicita. 
 
Ambas técnicas pueden emplearse simultáneamente en la misma red MPLS, pero no 
entre dos LSR adyacentes. Es decir, tanto el downstream LSR como el upstream LSR 
deben utilizar la misma técnica. 
 
Puede darse el caso que un LSR reciba una etiqueta asociada a una FEC donde se 
especifique que el siguiente salto correponde a un nodo que no es el propio que 
informa. En este caso el LSR upstream que recibió la etiqueta debe decidir si aceptar 
la información o descartarla. 
 
Si un LSR conserva las asociaciones entre etiquetas y FECs en cuanto las recibe se 
dice que trabaja en Liberal Label Retention Mode. Este modo permite mayor rapidez 
en la adaptación a los cambios de rutas. En caso contrario el modo se conoce como 
Conservative Label Retentions Mode y compensa una menor velocidad que el anterior 
con un menor número de etiquetas a mantener en el LSR. 
 
Se ha visto hasta ahora cómo se distribuyen las etiquetas entre LSRs, pero falta ver 
todavía cómo se asignan originalmente estas etiquetas a las FECs. 
 
Se han establecido dos métodos en MPLS para la asignación de etiquetas. Estos son 
los métodos de control independiente y control ordenado. Control independiente 
establece que cada LSR asigna una etiqueta a cada FEC que conoce y distribuye 
luego la asignación, de forma similar a la utilizada en varios protocolos de 
enrutamiento para redes IP. Por otra parte, control ordenado especifica que la 
asignación de etiquetas se lleva a cabo de forma ordenada, empezando por los Egress 
LERs. En este último caso, los LSRs únicamente asocian etiquetas a las FECs previa 
recepción de la asociación por el downstream LSR. El método por control ordenado 
presenta una velocidad de convergencia inferior a la del control independiente, pero 
ofrece la compensación de unas posibilidades de control muy apetitosas para al 
administrador de la red. Sirva de ejemplo el hecho de que control ordenado se puede 
conseguir que una FEC viaje por un camino de características específicas, como 
servicios de QoS. 
 
Es posible en una misma red utilizar ambos métodos simultáneamente, pero 
normalmente se acostumbra a emplear el método de control ordenado por las ventajas 
que ofrece. 
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Tablas de rutas 
Para el funcionamiento de MPLS se especifican 3 tablas donde guardar la información. 
Estas son: 
 
 Next Hop Label Forwarding Entry (NHLFE). Su utilidad es la de informar del 
siguiente salto que deben realizar los paquetes que tienen que reenviarse, así 
como la función a llevar a cabo previamente sobre la pila de etiquetas, ya sea 
reemplazar la etiqueta superior, retirarla o modificarla y añadir una o más en 
niveles superiores de la pila. Puede suceder que el siguiente salto que debe 
realizar el paquete sea este mismo LSR. En este caso debe retirarse la 
etiqueta superior de la pila y volver a procesar el paquete tal y como si 
proviniera de otro nodo. 
 Incoming Label Map (ILM). Sirve para relacionar las etiquetas entrantes con 
una o más entradas de la tabla NHLFE y así reenviar los paquetes cuando 
llegan etiquetados. 
 FEC to NHLFE (FTN). Relaciona cada FEC con una o más entradas de la tabla 
NHFLE. Se usa cuando los paquetes recibidos no vienen etiquetados. 
 
 
 
Figura 3.20. Tablas MPLS y modo de uso para el enrutamiento. 
 
A modo de resumen y tal como se puede ver en la figura 3.21,  se dirá que las tablas 
ILM y FTN relacionan etiquetas o FECs con entradas de la tabla NHLFE. En caso de 
haber más de una entrada se selecciona únicamente una de ellas, dejando las otras 
para funciones de balanceo de carga. 
Creación de LSP 
En MPLS se soportan dos métodos para la selección de ruta y la definición de LSPs 
asociados a una FEC determinada. Estos son: 
 
 Explicit Routing. Especificado de forma explícita. Las rutas se determinan 
previamente en todos los LSR definiendo cual será el siguiente nodo. 
 Hop-by-hop Routing. De nodo a nodo. Cada LSR decide de forma 
independiente cual será su siguiente salto. Muy similar a la mayoría de 
protocolos de enrutamiento IP, donde cada dispositivo decide cual será el 
siguiente nodo al que enviar el paquete en función de la información que 
contiene este. 
 
En el método Explicit Routing es un nodo el encargado de definir los saltos que 
definen el LSP. Normalmente son o bien el Ingress LER o el Egress LER los que 
especifican algunos o todos los LSR que forman el LSP. Esta secuencia de LSRs es lo 
que forma la ruta que seguirá el paquete, que puede estar determinada directamente 
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en la configuración del nodo o bien determinarse dinámicamente a partir de la 
información de la topología de la red conocida por el LSR. 
 
Las rutas explícitas se definen en el mismo instante en que se asignan las etiquetas. 
Por eso, el Explicit Routing de MPLS es más eficiente que el Source Routing de las 
redes IP. El método Explicit Routing puede utilizarse para realizar tareas de ingeniería 
de tráfico, como la reserva de recursos para garantizar QoS a tráficos determinados. 
Encaminamiento de paquetes 
Este capítulo explica el encaminamiento de paquetes MPLS dentro de un dominio, es 
decir, desde que se asigna una etiqueta al paquete hasta que la misma es retirada 
antes de abandonar la red. 
 
Antes de que un paquete entre en la red MPLS ha de pasar por un Ingress LER. Este 
dispositivo es el encargado de añadir la cabecera MPLS al paquete así como de 
asignarle una etiqueta que defina su trayectoria. Los pasos que ha de seguir este LER 
son los siguientes: 
 
1) Análisis de la cabecera de red. 
2) Determinación de la FEC asociada al paquete. 
3) Consulta a la tabla FTN para obtener la NHLFE correspondiente a esa FEC. 
4) Determinar el nodo de salida del paquete y la operación a realizar en la pila de 
etiquetas. 
5) Añadir la etiqueta al paquete original. 
6) Reenviar el nuevo paquete. 
 
En el cuarto paso no es una acción permitida retirar la etiqueta superior de la pila. 
 
Una vez se ha reenviado el paquete y hasta que no alcance el Egress LER que le dé 
salida de la red, el nuevo paquete se encaminará mediante la etiqueta añadida por el 
Ingress LER. Esta etiqueta puede cambiar en cada salto  dependiendo únicamente en 
la configuración de la tabla de etiquetas de cada LSR por el que pase el paquete. 
 
La manera en la que un LSR encamina los paquetes MPLS es muy sencilla. Cada LSR 
dispone de tablas NHLFE e ILM. Al recibir un paquete se recupera la etiqueta superior 
de éste para consultar la tabla ILM y obtener inmediatamente una NHLFE 
correspondiente. En esta última se determina el siguiente nodo por el que debe 
reenviarse el paquete y la acción correspondiente a realizar en la pila de etiquetas. 
Esta acción normalmente especifica un cambio de la etiqueta de nivel superior. 
 
Este proceso se lleva a cabo en cada uno de los LSR que atraviesa el paquete antes 
de llegar al Egress LER. En este caso, la etiqueta superior de la pila se utilizará para 
realizar la consulta a la tabla ILM y obtener la NHLFE correspondiente. Debido a que 
el paquete está en la salida del dominio, la operación más común es la retirada de la 
etiqueta de mayor nivel y el reenvío del paquete al mismo nodo para reprocesarlo. Al 
hacer esto, el dispositivo recibe de nuevo un paquete ahora sin etiqueta y por ello 
debe enrutarlo utilizando la información de la cabecera de la capa de red. 
 
Es posible que en viaje por la red MPLS un paquete atraviese varios subdominios 
pertenecientes a subredes existentes dentro de la principal. En este caso, el Ingress 
LE del subdominio actuará del mismo modo al Ingress LER de la red principal tal y 
como se ha explicado al principio de este apartado, con la diferencia de que la 
consulta para obtener la NHLFE se llevará a cabo mediante la tabla ILM ya que el 
paquete posee ya una etiqueta. 
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Estos procedimientos y su uso para el encaminamiento de paquetes se conocen como 
Label Swapping. 
3.4.g Otras características 
Hay varios mecanismos que permiten adaptar la tecnología MPLS a ciertas 
necesidades que puedan surgir en la red. Estos se utilizan como mejoras o añadidos y 
se explican a continuación. 
Penultimate Hop Popping 
Tal y como se ha explicado antes, en el caso general el Egress LER examina la 
cabecera del paquete y consulta sus tablas dos veces. Este proceso añade un retardo 
considerable al tratamiento del paquete, lo que repercute en el rendimiento de la red. 
 
Para mejorar esta situación se diseñó el Penultimote Hop Popping. Este añadido 
describe un método por el cual es posible retirar la etiqueta MPLS, no en el Egress 
LER, sino en el LSR anterior a este. De esta forma se consigue que el paquete llegue 
al Egress LER sin etiqueta y sólo haga falta examinar su cabecera de capa de red, 
evitando así realizar los pasos dobles comentados. 
 
El Penultimote Hop Popping no rompe ninguna ley de la descripción de MPLS, ya que 
el objetivo del LSP es hacer llegar el paquete hasta el Egress LER, y dadas las 
funciones del último no existe la necesidad de enviar el paquete con etiqueta alguna. 
 
Si existe más de una etiqueta en la pila, el Penultimote Hop Popping retira la situada 
en el nivel superior. Si el Egress LER pertenece a un subdominio utilizará la etiqueta 
más alta para encaminar el paquete. En caso de que la etiqueta fuera la última, eso 
significa que el paquete no se encuentra en ningún subdominio, y por ello el LER 
encaminará el paquete en función de su cabecera de capa de red. 
 
Gracias a esta técnica se consigue reducer el trabajo del Egress LER y del mismo 
modo aumentar el rendimiento de la red. También se consigue que en algunos casos 
no sea imprescindible el hecho de que el Egress LER sea un router MPLS. Esta 
opción viene totalmente ligada a la capacidad del LSR de retirar etiquetas para llevar a 
cabo el Penultimate Hop Popping, ya que en cualquier otro caso sí sera imprescindible 
usar un router MPLS como Egress LER. 
 
Puesto que este mecanismo requiere la interacción entre dos dispositivos, tanto el 
LSR como el Egress LER deben ser capaces de trabajar con Penultimote Hop 
Popping. Un Egress LER nunca deberá solicitar este modo de funcionamiento a un 
LSR que no esté preparado para trabajar con él. También es necesario que el 
protocolo de distribución de etiquetas permita determinar si un dispositivo es capaz o 
no de usar este método. 
Agregación 
La agregación consiste en la asignación de una única etiqueta a una unión de FECs 
que utilizan el mismo LSP. 
 
Cuando nos encontramos con varios tipos de  tráfico que siguen un mismo LSP hay 
dos opciones. La primera es asignar una etiqueta a cada tráfico y, por lo tanto, a cada 
FEC. La segunda opción es usar una única etiqueta para describir a todos esos tipos 
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de tráfico juntos y, por lo tanto, también una única FEC. El segundo caso es lo que se 
conoce como agregación. 
 
Gracias a la agregación se puede reducir el número de etiquetas necesarias para el 
encaminamiento de un grupo de paquetes y, al mismo tiempo, reducir la cantidad de 
tráfico de control. 
Label Merging 
El término Label Merging hace referencia a la capacidad de un LSR para reagrupar 
tráficos provenientes de diferentes nodos en un mismo camino. 
 
Puede ser que dos paquetes con mismo destino lleguen a un LSR por diferentes 
nodos o con diferentes etiquetas. Si el Egress LER de estos paquetes es el mismo, el 
LSR puede reorganizar esos paquetes para que, a partir de él, viajen por el mismo 
LSP y con la misma etiqueta. 
 
Un LSR es capaz de realizar el Label Merging únicamente si está en disposición de 
recibir paquetes por diferentes interfaces de entrada con diferentes etiquetas. Al 
reenviarlos por la misma interfaz y con la misma etiqueta se estará llevando a cabo 
Label Merging y inevitablemente se pierde la información de los distintos orígenes o de 
las etiquetas anteriores al proceso. 
 
 
 
Figura 3.21. Uso del Label Merging. 
 
No siempre es posible llevar a cabo Label Merging en un LSR. Uno de esos casos es 
cuando se emplea ATM como protocolo de capa de enlace y los campos VPI/VCI para 
almacenar las etiquetas. Al intentar hacer Label Merging bajo estas condiciones 
provoca que se mezclen celdas que transportan información de diferentes tráficos de 
la capa de datos superior, resultando imposible el posterior reensamblaje de los 
paquetes originales. 
Etiquetas inválidas 
Puede darse el caso que un LSR reciba algún paquete con etiqueta inválida. 
 
Los casos en que la etiqueta se considera inválida son varios. Puede ser que la 
etiqueta no pertenezca a un rango aceptado por el LSR. También es posible que a 
partir de la etiqueta el LSR no encuentre ninguna entrada en su tabla NHLFE a partir 
de la tabla ILM. 
 
En el supuesto que se de este caso, el paquete debe ser descartado. Sería posible 
encontrar una ruta para el mismo a partir de la información de su cabecera de capa de 
red, pero esto podría provocar bucles y/o otros fallos. 
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Time To Live (TTL) 
De igual forma que en el protocolo IPv4, existe en MPLS un campo llamado Time-To-
Live (TTL) en su cabecera. El funcionamiento de este campo es también el mismo que 
en IPv4. 
 
Cada vez que el paquete de datos atraviesa un router, el valor de este campo se 
reduce en una unidad. Si el valor del campo TTL llega a 0 antes de que el paquete 
haya alcanzado su destino, el paquete será descartado automáticamente. La finalidad 
del campo TTL es entonces limitar el número de saltos que pueda dar un paquete en 
la red. De esta forma se previene a la red de que paquetes que hayan caído en bucles 
consuman recursos de la red indefinidamente. 
 
Dentro de MPLS, el valor que se asigna al campo TTL de su cabecera es el mismo 
con el que el paquete de datos ha llegado al Ingress LER. A partir de ahí, será el TTL 
de la cabecera MPLS el que se actualizará para reflejar el número de saltos que se 
han realizado en esa red. Una vez el paquete de datos deba abandonar la red MPLS, 
el Egress LER se encargará de devolver el valor contenido en el campo TTL de la 
cabecera MPLS al campo correspondiente de la cabecera del protocolo de red 
utilizado (normalmente IPv4 o IPv6). 
 
El modo en que MPLS actualiza el valor del TTL depende únicamente del protocolo 
utilizado en la capa de enlace. En el caso de que se utilice una cabecera intermedia a 
las capas de red y transporte, ésta debe incluir un campo TTL que sirva para este 
propósito. Si por el contrario la cabecera va incluída dentro de la correspondiente a la 
capa de enlace, ésta no incluye ningún campo TTL que pueda ayudar a realizar esta 
tarea, por lo cual en este caso no será posible llevarla a cabo. Este tipo de redes o 
segmentos se conocen como Non-TTL LSP Segment. Cuando un paquete debe 
atravesar un Non-TTL LSP Segment el valor de su campo TTL debe ser el mismo a la 
entrada que a la salida, a no ser que el LSR de entrada en este segmento conozca 
previamente el número de saltos que ocupará el transporte del paquete y pueda 
actualizar el valor TTL al principio del segmento. Esta solución contempla la posibilidad 
de que un contador TTL llegue a 0 antes de enviarse debido al cálculo previo, en cuyo 
caso el paquete se descartará automáticamente para ahorrar recursos. 
3.4.h Futuro de MPLS 
Varios de los objetivos que se propuso el MPLS Working Group ya se han completado, 
dando lugar a los RFCs que definen la base de Label Distribution Protocol (LDP – 
RFC3036), la arquitectura y encapsulación básica de MPLS (RFC3031) y la definición 
de cómo usar MPLS sobre Frame Relay (RFC3034) y ATM (RFC3035). 
 
El resto de estándares MPLS se encuentran todavía en estado de Internet Draft. Son 
los siguientes: 
 
 Definición de los requisitos, mecanismos y extensiones del protocolo 
necesarias para MPLS punto a multipunto (P2MP MPLS). 
 Definición de mecanismos y requisitos para llevar a cabo MPLS OAM 
(Operations Administration and Maintenance). 
 Redacción de la documentación necesaria para las prácticas actuales de 
implementación de balanceo de carga en MPLS. 
 
Se espera que cuando todos ellos estén acabados, pueda disponerse de la tecnología 
MPLS al completo. 
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3.5 RSVP 
RSVP (Resource reSerVation Protocol) es un protocolo de capa de transporte 
diseñado para reservar canales o rutas en Internet para la posterior transmisión de 
datos. RSVP no transporta datos de aplicación sino de control. 
 
RSVP puede establecerse en terminales o en routers para solicitar o entregar 
diferentes tipos de calidad de servicio. RSVP define cómo las aplicaciones realizan las 
peticiones de reserva y cómo liberan los recursos cuando ya no se utilizan. 
 
Puesto que RSVP no es un protocolo de enrutamiento, precisa de uno que aporte la 
infraestructura necesaria para el transporte de los paquetes RSVP. La aplicación de 
RSVP que se estudia en este proyecto final de carrera es únicamente la versión para 
su uso con MPLS. 
3.5.a Estructura de segmento RSVP 
Como se ha comentado anteriormente, RSVP no transporta datos de aplicación, de 
manera que a diferencia de otros protocolos de capa de transporte como TCP, éste no 
tiene un campo dedicado a la transmisión de datos en él. Sin embargo, la información 
necesaria para llevar a cabo la reserva de recursos precisa un conjunto de mensajes 
que se retransmiten junto con la cabecera. 
 
El formato de un segmento RSVP es el siguiente: 
 
Bits 0-8 9-16 17-24 25-32 
0 Versión Flag Tipo de mensaje Checksum de RSVP 
32 Envío TTL Reservado Longitud 
 
Figura 3.22. Estructura del segmento RSVP. 
 
 Versión: indica la versión del protocolo. 
 Flag: campo reservado, todavía sin aplicación alguna. 
 Tipo de mensaje: código que indica el tipo del mensaje. Los diferentes tipos de 
mensaje se explican en el siguiente apartado. 
 Checksum de RSVP: campo para el control de errores en los paquetes. 
 Envío TTL: el valor del campo TTL del mensaje IP que generó el RSVP. 
 Reservado: campo reservado para una futura aplicación. 
 Longitud: la longitud total en bytes del segmento RSVP, incluyendo los objetos 
adjuntos a la cabecera. 
 
Y el formato de los objetos RSVP a enviar es: 
 
Bits 0-8 9-16 17-24 25-32 
0 Longitud Clase Tipo de objeto 
32 - … 
 
Contenido 
 
 
Figura 3.23. Formato de los objetos RSVP. 
 
 Longitud: indica la longitud total del objeto. 
 Clase: especifica la clase del objeto entre las existentes en el protocolo. 
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 Tipo de objeto: indica el tipo del objeto. Cada clase tiene uno o varios tipos de 
objetos definidos. 
 Contenido: la información contenida en el objeto. 
 
Con esta información completada el protocolo RSVP tiene los datos necesarios para 
poder llevar a cabo las peticiones y reservas de recursos a lo largo de un canal. 
3.5.b Tipos de mensaje y objetos RSVP 
El tipo de mensajes RSVP se define en un campo de 8 bits. En función de la 
combinación de estos, el tipo de mensaje puede ser uno de los siguientes: 
 
 Path. 
 Resv. 
 PathErr. 
 ResvErr. 
 Pathtear 
 ResvTear 
 ResvConf 
 
Cada tipo de mensaje sirve para una tarea concreta y con estos siete se pueden llevar 
a cabo todas de las que se encarga el RSVP, que son muchas. Para no explicar todas 
ellas, únicamente se dedica espacio en este proyecto final de carrera a aquellas 
relacionadas estrictamente con al reserva de recursos a través de un camino MPLS. 
Estos mensajes son Path y Resv y se explican al final del apartado. 
 
El formato de un segmento RSVP está preparado también para incluir una o varias 
clases de objetos junto a su cabecera. Estos objetos son los que se encargan de 
mantener la información necesaria para llevar a cabo las tareas de petición y reserva 
de recursos. 
 
Las diferentes clases de objetos disponibles en RSVP son: 
 
 NULL 
 SESSION 
 RSVP_HOP 
 TIME_VALUES 
 STYLE 
 FLOWSPEC 
 FILTER_SPEC 
 SENDER_TEMPLATE 
 SENDER_TSPEC 
 ADSPEC 
 ERROR_SPEC 
 POLICY_DATA 
 INTEGRITY 
 SCOPE 
 RESV_CONFIRM 
 
Todos estos objetos pueden combinarse entre ellos pero cada uno tiene una finalidad 
concreta. Para las labores de petición de recursos se emplean las clases SESSION, 
RSV_HOP y TIME_VALUES entre otros, mientras que para la confirmación de la 
misma se utilizan también STYLE y RESV_CONFIRM, por ejemplo. 
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Mensaje Path 
Para cada flujo de tráfico nuevo que se genera, el emisor se encarga de crear y enviar 
un mensaje de tipo Path al destino. Este paquete a su vez contiene los tipos de 
objetos SENDER_TEMPLATE que define el formato de los paquetes y 
SENDER_TSPEC que especifica las características del tráfico. Estos dos objetos 
definen la necesidad de recursos para la comunicación, de manera que el receptor de 
cada mensaje Path puede procesar este y confeccionar el mensaje de respuesta 
correspondiente. 
 
El camino que debe seguir un mensaje RSVP Path por la red MPLS es el mismo que 
deben seguir los paquetes de datos de la comunicación correspondiente. La 
información que define a la comunicación se mantiene en el objeto SESSION, como 
las direcciones IPv4 de origen y destino para poder enrutar el mensaje en caso de salir 
de la red MPLS, y sirven también para identificar al mensaje RSVP. 
 
Los objetos que componen y definen un mensaje del tipo Path son: 
 
 INTEGRITY (opcional): contiene información codificada que sirve para 
identificar al nodo emisor y verificar los contenidos. 
 SESSION: mediante la dirección IP destino, el identificador de protocolo IP y el 
puerto de destino para definir una sesión para el mensaje. 
 RSVP_HOP: guarda la dirección IP del nodo RSVP que envió por última vez 
este mensaje. Según la utilidad que se le da a este campo se hace referencia 
también a él como PHOP (previous hop, salto anterior) o NHOP (next hop, 
siguiente salto). 
 TIME VALUES: contiene el valor del período de refresco usado por el creador 
del mensaje. 
 POLICY_DATA (opcional): proporciona información que permite a una política 
local saber si una reserva está administrativamente permitida. 
 SENDER_TEMPLATE (opcional): contiene la dirección IP del emisor y quizá 
más información que lo identifique. 
 SENDER_TSPEC (opcional): define las características del tráfico. 
 ADSPEC (opcional): contiene datos OPWA. 
 
Cada nodo que es atravesado por un mensaje Path debe procesar su información y, a 
partir de ella, crear un “path state”. La información que este contiene la obtiene de los 
objetos SESSION, POLICY_DATA, SENDER_TEMPLATE, SENDER_TSPEC y 
ADSPEC, y le sirve para que, en caso de que suceda cualquier error con esta petición, 
se pueda informar al emisor del mismo. 
 
Periódicamente, los dispositivos que mantienen un “path state” crean nuevos 
mensajes Path y los envían al destino para asegurar la conexión. El enrutamiento de 
estos paquetes se hace siguiendo el protocolo establecido en la ruta. 
Mensaje Resv 
Los mensajes Resv llevan las reservas de recursos nodo a nodo a lo largo de la ruta 
siguiendo el camino inverso a la comunicación. Este camino se puede seguir gracias al 
información contenida en el campo RSV_HOP, que indica la dirección IP del elemento 
por el que llegó el mensaje RSVP con el mensaje Path. 
 
Los objetos que forman un mensaje Resv son: 
 
 INTEGRITY (opcional): contiene información codificada que sirve para 
identificar al nodo emisor y verificar los contenidos. 
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 SESSION: mediante la dirección IP destino, el identificador de protocolo IP y el 
puerto de destino para definir una sesión para el mensaje. 
 RSVP_HOP: guarda la dirección IP del nodo RSVP que envió por última vez 
este mensaje. Según la utilidad que se le da a este campo se hace referencia 
también a él como PHOP (previous hop, salto anterior) o NHOP (next hop, 
siguiente salto). 
 TIME VALUES: contiene el valor del período de refresco usado por el creador 
del mensaje. 
 RESV_CONFIRM (opcional): lleva la dirección IP del receptor responsable de 
este paquete en caso de que se solicite una confirmación de la reserva. 
 SCOPE (opcional): es una lista de todos los dispositivos a los que se debe 
enviar la información. 
 POLICY_DATA (opcional): proporciona información que permite a una política 
local saber si una reserva está administrativamente permitida. 
 STYLE: define el estilo de la reserva así como toda aquella información del 
tráfico que no se contempla en otros objetos. 
 
Tal y como sucedía en el mensaje de tipo Path, en caso de que aparezca el objeto 
INTEGRITY éste debe ir inmediatamente después de la cabecera RSVP. Otra 
restricción en cuanto al orden de los objetos es que el STYLE debe ir el último. No se 
especifican ningún caso más en este sentido. 
 
El objeto RSVP_HOP almacena la dirección IP del siguiente dispositivo al que enviar 
el mensaje. Esta información se obtiene en el proceso de envío del mensaje Path, 
donde se va guardando esta información. 
 
En caso de que el emisor de este mensaje informe el campo RESV_CONFIRM se 
estará solicitando una confirmación de la reserva. Esta confirmación se envía al propio 
emisor, por lo que la dirección IP que viene en el campo es la suya propia. 
3.5.c Reserva de recursos en MPLS 
El establecimiento de reservas de recursos a lo largo de un Label Switched Path de 
una red MPLS es lo que se obtiene con el uso de RSVP sobre MPLS. RSVP no está 
limitado a ningún ámbito ni tipo de red, pero esta implementación sobre MPLS lo hace 
restrictivo a este tipo de red, de manera que los elementos emisor y receptor serán 
siempre Label Edge Routers y el protocolo de enrutamiento MPLS. 
 
Para la implementación de este protocolo sobre una red MPLS es necesario el uso de 
varios de los mensajes definidos en RSVP, en concreto los mensajes Path y Resv. 
Estos mensajes se han explicado anteriormente, pero es ahora cuando se explica 
cómo aparecen en el proceso completo: 
 
1) Entrada en la red MPLS. El paquete de datos llega al primer Label Edge Router 
de su ruta. Este detecta que no hay ninguna reserva realizada para esta 
comunicación y procede a realizarla. 
2) Envío del mensaje Path. Con la información del paquete se rellenan todos los 
objetos necesarios del mensaje Path. Una vez el mensaje está completo se 
envía siguiendo el enrutamiento MPLS de la misma forma que se haría con un 
paquete de datos. 
3) Viaje del mensaje Path. Una vez se ha enviado por el Label Edge Router que lo 
ha creado, el mensaje Path debe atravesar todos los Label Switching Routers 
necesarios hasta alcanzar el Label Edge Router que actúa como salida de la 
red MPLS para esa comunicación. Cada Label Switching Router por el que 
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pasa dicho mensaje debe añadir la información necesaria o modificarla y enviar 
el mensaje al siguiente salto. Esta información será imprescindible para luego 
realizar la reserva de los recursos. 
4) Llegada al último elemento de la red MPLS. Cuando el elemento al que se 
envía el paquete es un Label Edge Router eso significa que se ha alcanzado el 
final de la ruta MPLS. Este elemento procesa el mensaje y crea a partir de él 
un mensaje Resv. Este mensaje contiene la información para realizar el camino 
inverso y poder hacer las reservas pertinentes. 
5) Viaje del mensaje Resv. Gracias al objeto RSVP_HOP se recupera la 
información almacenada durante el viaje del mensaje Path y se puede conocer 
el siguiente elemento al que debe ir el mensaje. Durante su paso por todos los 
mensajes hasta llegar al Label Edge Router que originó el proceso se 
comprueban todos los enlaces para realizar la reserva de los canales. En caso 
de que no se pueda llevar a cabo la reserva por falta de recursos, ésta se 
descarta. 
6) Llegada al Label Edge Router originario. Cuando el paquete alcanza el Label 
Edge Router que inició el proceso, se realiza la reserva de los recursos en este 
último elemento y así finaliza el proceso RSVP. El siguiente paso es habilitar 
un registro que valide los paquetes para esa comunicación y puedan usar los 
recursos especificados. 
7) Envío de los paquetes de datos. Finalmente, se recuperan los paquetes de 
datos que hayan ido llegando al Label Edge Router y se envían usando el 
enrutamiento MPLS. 
 
La siguiente imagen resume de forma gráfica este proceso. 
 
 
 
Figura 3.24. Resumen del funcionamiento de RSVP. 
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4 Bases del simulador 
 
 
Este capítulo ofrece una primera aproximación al simulador, explicando las bases de 
su funcionamiento así como la estructura interna que se ha diseñado para el mismo. 
4.1 Simulación por eventos y por intervalos de tiempo 
Cuando hablamos de simuladores, uno de los parámetros básicos que definen su 
comportamiento es si funcionan por intervalos de tiempo o por eventos. Del tipo de 
simulación se extraen factores como la resolución temporal del simulador, precisión de 
resultados y la fiabilidad de éste entre otros. 
 
La simulación por intervalos de tiempo es la solución más fácil de implementar. En 
este sistema el simulador define un incremento o intervalo de tiempo básico. La 
elección de este valor es crítica para el desarrollo de la simulación ya que es 
únicamente a esos intervalos de tiempo cuando el sistema procederá a realizar 
cualquier tipo de cálculo. El rendimiento de este tipo de simulación es consecuencia 
directa del valor del intervalo de tiempo. A valores más grandes, más velocidad de 
simulación se obtendrá pero peores serán los resultados. De manera inversa, si se 
escogen valores temporales muy pequeños obtendremos unos resultados mucho más 
precisos pero el consumo de recursos de la máquina donde se ejecute el simulador 
será mayor. El funcionamiento es el siguiente: llegado el momento de hacer un nuevo 
incremento el sistema analiza uno por uno todos los elementos que forman el 
escenario de simulación. En cada elemento se encarga de calcular qué cambios han 
podido realizarse durante esa etapa de inactividad y actúa en consecuencia. Este 
sistema tiene la gran contrapartida de que los efectos que pueda tener un elemento 
sobre el resto no son visibles hasta el siguiente intervalo de tiempo, limitando así la 
interactividad necesaria en simuladores complejos como es el caso que nos ocupa. 
 
Por otro lado, la simulación por eventos no se rige por fragmentos de tiempo. El 
principal rasgo distintivo de este tipo de simulación es que los elementos sólo 
participan cuando algo ocurre en ellos. Si un terminal no tiene ningún paquete de 
datos que enviar permanecerá invisible a efectos prácticos ya que no tendrá ninguna 
influencia sobre la simulación. En el momento en que esto no sea así el terminal 
enviará el paquete cuando lo requiera. Este paquete llegará a otro elemento que en 
ese mismo instante lo procesará y lo tratará según convenga, sin depender de 
limitaciones de fracciones de tiempo como pasaba en el caso anterior. La ventaja de 
este sistema resulta evidente, ya que los resultados obtenidos no pueden ser más 
precisos. La gran contrapartida es que pocos sistemas son aplicables a este tipo de 
simulación puesto que para ello es imprescindible que las influencias de un elemento 
sobre otro sean inmediatas. En una red de comunicaciones un elemento no puede 
enviar un paquete de información inmediatamente a otro sin más, tiene que haber un 
retardo específico entre un hecho y el otro. Para aplicar este sistema a las redes de 
comunicaciones haría falta llegar a una profundidad de simulación inabarcable, es 
decir, definir a un nivel de detalle muy preciso los elementos y sus interacciones, de 
manera que entonces sí fuera aceptable asumir una reacción inmediata entre ellos. 
Evidentemente, esta solución no es viable en un proyecto como el que nos ocupa. 
Otro problema de este sistema de simulación es que en todo momento debe 
garantizarse una velocidad de cálculo constante para no provocar descompensaciones 
entre elementos. 
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Una vez estudiadas las opciones y teniendo muy claros los objetivos definidos para el 
simulador la decisión ha sido la siguiente: de los dos métodos antes mencionados no 
se ha escogido ninguno. En su lugar el simulador utiliza una mezcla de ambos tipos de 
simulación pretendiendo aprovechar el mayor número de ventajas que ambos ofrecen 
y escapar de sus limitaciones. 
 
El sistema de simulación diseñado pretende simplificar la implementación de un 
sistema por eventos sin renunciar a todas sus ventajas. Como más adelante se 
explicará en detalle el simulador utiliza un sistema de reloj interno para conocer el 
momento en el que se produce cualquier acción en sus elementos. Este reloj no 
controla directamente nada en el sistema pero es consultado continuamente por los 
elementos para saber cómo comportarse. Esta característica es la que nos permite 
mezclar ambos sistemas y destruir las limitaciones. Los elementos del entorno de 
simulación, que a la vez son aquellos que sometemos a estudio (terminales, routers, 
cables..), funcionan mediante un sistema de simulación por eventos. El problema de 
control temporal que surgía de este sistema se soluciona mediante el reloj que se ha 
comentado anteriormente. El reloj funciona como un organismo externo a la simulación 
pero al que se accede desde dentro para conocer si hay que seguir avanzando la 
simulación o detenerla para compensar y obtener un mayor control, consiguiendo 
sincronizar los elementos y evitando el descontrol que se produciría si cada uno fuera 
por libre. Este reloj funciona por intervalos de tiempo y por lo tanto puede definirse su 
velocidad y adecuarse a la máquina sobre la que se ejecuta el simulador. Esto a su 
vez define la velocidad y la calidad de los resultados que se desean obtener. 
4.2 Órganos de control 
Con la decisión de implantar un sistema de simulación por eventos, podría pensarse 
que cada elemento es independiente y totalmente libre en cada momento, pero eso es 
sólo cierto en parte. Hay diversos órganos de control que se encargan de hacer que 
todo el sistema se rija bajo unas normas, validar parámetros de configuración, realizar 
tareas que de otro modo tendría que realizarlas el usuario final, etc. Algunos de ellos 
no constituyen un elemento en sí sino que forman parte de otros más grandes. Este 
apartado explica los más significativos, dejando el análisis del resto para la explicación 
correspondiente a cada elemento al que pertenecen. 
4.2.a El reloj 
El reloj es, básicamente, lo que su nombre indica y algo más. Su función principal es 
marcar la evolución temporal dentro del sistema simulado. Para ello se ha empleado 
un contador que va avanzando paso a paso y mediante el cual podemos conocer en 
qué instante nos encontramos en todo momento. La naturaleza del reloj es estática, de 
modo que cualquier elemento puede acceder a él haciendo referencia a 
Clock.método(), donde método es el nombre del método que queremos ejecutar. 
 
El parámetro más importante del reloj es el contador central. Este contador es un 
campo long y las unidades temporales con las que ha sido definido son picosegundos. 
Este primer dato nos da una idea de la precisión de la que hace gala el simulador, 
pero más adelante en este mismo capítulo veremos que para medir la resolución 
temporal del simulador debe tenerse en cuenta más factores. 
 
Nota 
El valor del contador temporal puede obtenerse en cualquier momento mediante el 
método Clock.time(). 
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Este sencillo funcionamiento que resumiría el comportamiento del reloj es en realidad 
mucho más configurable, lo que permite adaptarse a diferentes necesidades y equipos 
más o menos potentes y, por lo tanto, más o menos rápidos. 
Velocidad 
En la ventana de configuración del reloj puede apreciarse una barra de velocidad. Esta 
barra se traduce en un valor numérico comprendido entre 0 y 1.000.000.000 unidades. 
Este número se convierte en otros dos de la siguiente manera: 
 
Si velocidad está entre 0 y 1.000.000, 
 nanos = velocidad 
 milis = 0 
Si velocidad está entre 1.000.000 y 1.000.000.000, 
 nanos = velocidad mod 1.000.000 
 milis = parte entera * (velocidad / 1.000.000) 
 
Cada vez que el reloj realiza un ciclo, éste incrementa su valor y luego duerme una 
cantidad determinada de tiempo. La cantidad de tiempo que permanece inactivo 
determina la distancia temporal entre un incremento del reloj y el siguiente. De esta 
manera es posible controlar la velocidad con la que avanza el reloj y, por lo tanto, el 
simulador. Los valores de nanos y milis de la clase Clock son las cantidades en 
nanosegundos y milisegundos respectivamente que hay entre ciclo y ciclo de reloj. Por 
ello, el valor 0 de velocidad equivale a una espera nula y el valor máximo de 
1.000.000.000 de la velocidad corresponde a un periodo de reloj de 1 segundo. 
 
Hay que tener en cuenta que si se configura velocidad a valor 0 el reloj corre libre y 
avanza tan rápido como le permite la máquina sobre la que se ejecuta el simulador. 
Hay que tener cuidado con utilizar este valor sobre todo en equipos no demasiado 
potentes, ya que el reloj forma un hilo de ejecución o Thread y por ello debe compartir 
recursos con el resto de Threads y programas que haya en ese momento en 
ejecución. Utilizar velocidad 0 conlleva siempre el riesgo de que el reloj acapare los 
recursos disponibles y ello conllevaría un descenso en la fiabilidad del simulador. 
Unidades de tiempo 
Otro concepto muy importante es el que deriva de unidades de tiempo. Este parámetro 
no sólo tiene una influencia muy marcada en el funcionamiento del reloj, sino que 
también define las unidades en las que deben medirse todos los parámetros 
temporales de otros elementos, como el retraso de los cables o el tiempo de servicio 
de los routers que estudiaremos más adelante, por ejemplo. 
 
Las opciones disponibles son: 
 
 Milisegundos 
 Microsegundos 
 Nanosegundos 
 Picosegundos 
  
De este modo, el valor que se especifique en la configuración de cada elemento será 
interpretado por el simulador en las unidades de tiempo especificadas. 
 
Ejemplo 
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Si se configuran las unidades temporales del simulador a nanosegundos y el valor del 
campo Retraso de un cable tiene el valor 10, el simulador entenderá que cuando un 
paquete de datos atraviese ese enlace sufrirá un retraso de 10 nanosegundos. 
 
Por lo que respecta al reloj, las unidades temporales tienen también otra connotación. 
Antes hemos comentado que por cada ciclo de reloj, éste aumentaba el valor de su 
contador temporal. Una característica importante de dicho contador es que la cantidad 
en que se incrementa este depende directamente de las unidades temporales 
configuradas en el reloj. De esta manera podemos controlar la resolución temporal que 
tendrá el simulador. Otra manera de decir lo mismo es considerar que el reloj no será 
capaz de diferenciar entre valores inferiores a las unidades temporales indicadas. Con 
esto se pretende que el simulador resulte más adaptable a diferentes casos de estudio 
y también a diferentes ordenadores. 
 
Ejemplo 
Si se configura un valor unidades de tiempo de picosegundos, el simulador estará 
trabajando a su mayor resolución, aportando los resultados más precisos. Por 
contrapartida, cada ciclo de reloj supondrá un aumento de tan sólo un picosegundo, lo 
que provocará que éste avance más lento y, por lo tanto, se tarde más en alcanzar 
cualquier valor temporal que si se escogiera una resolución diferente. 
 
Se recomienda escoger entre una resolución u otra en función de la precisión deseada 
en los resultados, la potencia de la máquina sobre la que se ejecuta el simulador y el 
tiempo que deseemos invertir en obtener dichos resultados. 
Pausa y Stop 
En cualquier momento que el usuario lo desee puede detenerse la simulación 
poniendo en pausa el reloj. Esto provoca que su contador de tiempo deje de avanzar, 
pero también es necesario provocar que el resto de elementos del simulador se paren, 
ya que de no hacerlo se producirían fallos en el sincronismo interno. Para evitar esto, 
se mantendrá a terminales, routers y demás elementos en un estado de espera 
mientras el simulador está en modo pausa. 
 
La manera de conseguirlo no es tan sencilla como pudiera parecer, ya que deben 
detenerse los elementos y a la vez posibilitarse la posterior reanudación de la 
simulación sin sufrir fallos en este proceso. Para ello, existen dos Objetos que actúan 
a modo de monitores y controlan el estado de los hilos de ejecución de cada elemento. 
Es necesario que cada elemento pueda acceder a estos objetos, por lo que ambos se 
encuentran en la clase estática WaitFlags que facilita su acceso. Analizando el código 
veremos que cuando se solicita la pausa del reloj éste cambia su flag interno de pausa 
de "falso" a "verdadero" y, llegado a un punto concreto del código, se comprueba este 
flag. En caso de que el flag indique que tiene que pausar el proceso, el monitor 
WaitFlags.clockWait hará que se detenga el reloj y que su hilo de ejecución espere a 
ser despertado externamente, consiguiendo así una detención limpia y sin consumo de 
recursos. 
 
Algo parecido ocurrirá en los elementos. Llegado un punto concreto de su ejecución 
comprobarán el estado del flag de pausa del reloj y, si su evolución va según lo 
previsto, otro monitor, en este caso WaitFlags.workbenchWait, los detendrá uno a uno 
con los mismos beneficios antes comentados. Cuando en la frase anterior se dice "si 
su evolución va según lo previsto" se hace referencia a lo siguiente: cada elemento es 
un hilo independiente de ejecución, lo que conlleva el riesgo de que algunos puedan ir 
más retrasados que otros en caso de sobrecarga del sistema. Para evitar estos 
efectos se utilizan varios recursos, siendo los más usados el reloj y el selector de 
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velocidad, que limitan el avance del simulador y favorecen una marcha más 
controlada. También se fuerza un cambio en el hilo de ejecución principal a otro hilo 
cada vez que se completa un ciclo del elemento, de manera que todos puedan tener 
las mismas posibilidades de acceso a la CPU y no se acaparen los recursos. El efecto 
que tiene la pausa del simulador sobre esto es que cuando se detecta la petición de 
pausa, el elemento es capaz de detectar si lleva algún retraso respecto la evolución 
del simulador y, en caso de ser así, no se realiza la pausa hasta haberse alcanzado al 
resto de elementos, recuperándose el perfecto sincronismo de todos los ellos. 
 
Con un funcionamiento similar a la pausa tenemos la opción de Stop. Al solicitar que el 
simulador se detenga totalmente con Stop lo que se consigue es la detención del reloj 
y de los elementos con la contrapartida que ahora no será posible reanudar la 
simulación donde la habíamos dejado. La finalidad de este método es permitir al 
usuario la edición de la red con la que estamos trabajando, poder realizar 
modificaciones y relanzar desde cero el simulador con la nueva configuración. 
Avance manual 
Antes de iniciar la simulación o mientras ésta esté en pausa, puede accederse al 
avance manual. Este modo permite hacer avanzar el contador temporal del reloj un 
valor igual a las unidades de tiempo configuradas. De esta manera es posible apreciar 
tan lentamente como se desee el funcionamiento del simulador, pudiendo hacer un 
seguimiento más exhaustivo de su marcha. El botón de avance manual es el 
responsable de este funcionamiento. Al pulsarlo, el contador interno del reloj se 
actualiza incrementándose en un valor igual a unidades de tiempo, pero sin que ello 
conlleve la liberación del monitor que lo tiene en espera ni la desactivación de su flag 
de pausa, lo que evita que reanude su evolución libremente. Sin embargo, el monitor 
que retiene a los elementos del simulador detenidos sí los libera. Con esto se consigue 
que los elementos vuelvan a funcionar según lo establecido, aunque tras un corto 
periodo de funcionamiento volverán a toparse con el flag de pausa del reloj que los 
devolverá a un estado de espera. 
 
Para reanudar la simulación tan sólo es necesario pulsar el botón play, que se encarga 
de liberar todos los bloqueos tanto del reloj como de los elementos, lo que permite que 
todo vuelva a funcionar normalmente. 
4.2.b Organismos auxiliares 
Aparte del control que supone el uso del reloj, el simulador ofrece otras muchas clases 
que tienen como finalidad bien ofrecer un servicio que facilite las tareas al usuario, o 
bien suplantar tareas de comprobación que en una red real no son necesarias. 
Repositorio MAC (MACPool) 
El principal cometido de las direcciones MAC es dotar a cada NIC (Network Inteface 
Card) en una red de un identificador único e irrepetible. En la vida real, son los 
fabricantes de estas tarjetas quienes se encargan de que esto se cumpla. En el 
simulador es el objeto MACPool el que se encarga de esta tarea. Una descripción 
corta para definir el MACPool sería hablar de él como si fuera una pizarra donde van 
apuntándose todas las direcciones MAC de los elementos.  Antes de asignar una 
nueva MAC a un nuevo elemento (o a uno al que se le añada un puerto nuevo), se 
consulta esta pizarra de manera que no se asigne ninguna dirección MAC ya 
existente. 
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La estructura que define el MACPool es heredada de un objeto del tipo Hashset 
disponible en el API de Java. Esta clase se ha elegido así por las ventajas que ofrece 
a la hora de realizar búsquedas de los elementos contenidos, y será la que se emplee 
lo largo del simulador cada vez que deseen almacenarse valores u objetos que deban 
recuperarse de una forma no ordenada. Para el correcto funcionamiento del Hashset 
las clases contenidas deben cumplir ciertos requisitos, lo que ha conllevado el 
desarrollo de métodos que generen un código Hash a partir de dichas clases (en este 
caso, direcciones MAC). 
 
Entre las funciones del MACPool se encuentran las más obvias como pueden ser la 
inserción de nuevas MAC en el repositorio o la comprobación de si una MAC se ha 
empleado ya o no. Es importante no sólo evitar que se asignen MACs que ya están en 
uso, sino también asegurar que si una MAC deja de estar ocupada ésta pueda ser 
solicitada, por lo cual existe la opción de realizar borrados de MACs una a una o vaciar 
por completo el repositorio, acción que tan sólo será necesaria cuando se pase de un 
escenario de simulación a otro nuevo. Estas funcionalidades del MACPool se llevan a 
cabo en coordinación con las opciones de edición y personalización presentes en 
todos los elementos del simulador. 
 
Nota 
Si se modifica manualmente la dirección MAC de un elemento por una MAC que ya 
exista en el escenario de simulación, se asignará otra MAC completamente aleatoria al 
elemento. 
 
De esta forma y gracias al MACPool se libera al usuario de tener que llevar un control 
sobre las direcciones físicas de cada elemento. 
Address Resolution Protocol (ARP) 
El Address Resolution Protocol (ARP) es un protocolo de resolución de direcciones tal 
y como su nombre indica. Su finalidad es proporcionar información de direcciones 
MAC a partir de tablas construidas en los propios routers. Para obtener la dirección 
deseada, se hace una petición enviando la dirección IP del elemento del que 
queremos la información y la tabla ARP se encarga de devolver la dirección MAC del 
elemento, siempre que esta sea conocida. Si el router no tiene suficiente información, 
traslada la petición a otro router, y así hasta que se obtiene un resultado positivo o la 
denegación de esa dirección. 
 
La implementación de este mecanismo en el simulador se ha simplificado para evitar 
mayores cargas al procesador. La solución escogida ha sido la creación de una tabla 
estática llamada ARP que guarda la información de todas las direcciones IP de las 
NICs (Network Interface Cards) del simulador y sus correspondientes direcciones 
MAC. Esta tabla está disponible para que cualquier elemento la consulte en caso de 
requerirla, simplificando en parte el protocolo al que sustituye pero conservando gran 
parte de su esencia. 
 
Alguna de las dificultades añadidas a este objeto es la necesidad de hacerlo accesible 
a todos los elementos, pues cada vez que se realizan procesos de enrutado han de 
hacerse consultas continuamente a ARP. También se ha tenido en cuenta la 
actualización automática de su información, de manera que cada vez que el usuario 
modifica alguna dirección IP o MAC de un elemento ésta debe ser localizada en la 
tabla ARP y modificada para reflejar el cambio. 
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Generador de IDs (IDPool) 
El generador de IDs IDPool es un objeto que se encarga de la creación de valores 
numéricos que sirven como identificadores para los elementos que los requieren. Dada 
la naturaleza estática de esta clase, puede referenciarse desde cualquier otro objeto. 
 
Ejemplo 
La cabecera de un paquete IPv4 especifica un campo para un identificador del 
paquete. Este identificador se obtiene en la creación del paquete ejecutando el método 
IDPool.getNextID(). 
 
Además de garantizar que pueda obtenerse un número válido como identificador 
cuando un elemento lo requiere, también es imprescindible garantizar que ese 
identificador es único dentro del simulador. Para ello se ha establecido un mecanismo 
que almacena la información de todos aquellos identificadores que están en uso. De 
esta forma, cuando se entrega un valor de identificador a un elemento, antes se 
comprueba que éste mismo valor no esté en uso. Igualmente, cuando un identificador 
que estaba en uso deja de estarlo, se notifica al objeto IDPool para que lo registre 
como un identificador válido para otro elemento. Una vez hecho esto, si un elemento 
solicita un identificador éste estará disponible para ser entregado. 
 
Ejemplo 
Cuando un terminal recibe un paquete de datos, procesa la información de ese 
paquete y acto seguido llama al método IDPool.free(id) para liberar el identificador de 
ese paquete. Acto seguido el identificador vuelve a estar libre. 
4.3 Elementos 
Los Elementos son todos aquellos objetos que presentan cierta autonomía e 
inteligencia dentro del simulador. Este capítulo sirve únicamente de presentación de 
todos ellos para obtener una visión general del funcionamiento del simulador. Se 
ofrece más información en el capítulo 6 Elementos del simulador. 
 
Tal como se ha adelantado, los Elementos son aquellos objetos que gozan de cierta 
inteligencia dentro del simulador. Entre ellos podemos distinguir claramente dos 
grupos: 
 
 Los encargados de enviar información por la red y recibirla. Dentro de este 
grupo está el elemento Terminal. 
 Los encargados de conmutar paquetes según ciertos protocolos de 
enrutamiento para hacerlos llegar a su destino. En este grupo se encuentran el 
RouterIP, LabelEdgeRouter y LabelSwitchingRouter. 
 
La función de cada uno de estos elementos es cumplir las tareas de las que se 
encargan sus semejantes en las redes reales. De esta forma, un Terminal ha de ser 
capaz de enviar y recibir datos, un RouterIP debe poder procesar paquetes de datos 
que funcionen con el protocolo IPv4 y enrutarlos, de la misma manera que hacen un 
LabelEdgeRouter y un LabelSwitchingRouter con los paquetes MPLS. 
 
Mediante la disposición y configuración de varios de estos Elementos se forman las 
redes del simulador. Todos estos Elementos tienen diferentes parámetros que definen 
su comportamiento y es tarea del usuario introducir los valores adecuados para cada 
uso. 
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La forma que tienen los Elementos de comunicarse entre ellos es mediante Enlaces. 
Como se ve en el siguiente apartado, los Enlaces definen vías mediante las cuales 
viajan los paquetes de datos y se desplazan de un Elemento a otro gracias a los 
protocolos de enrutamiento implementados en estos últimos. 
4.4 Paquetes de datos 
Los paquetes de datos son la unidad básica de información del simulador. Cada vez 
que un Elemento se comunica con otro lo hace mediante un paquete de datos, y 
pueden contener diferentes tipos de información dependiendo del protocolo en el que 
se basen. 
 
La naturaleza abierta con la que se ha diseñado el simulador se ve fielmente reflejada 
cuando se analiza el sistema utilizado para el diseño de los paquetes de datos. Como 
se explicará en profundidad a lo largo del capítulo 5 Paquetes de datos, los 
paquetes de datos siguen una estructura por cápsulas a imagen y semejanza del 
modelo de referencia OSI. De esta forma, gracias a la modularidad del sistema, la 
implantación de diferentes protocolos es siempre tarea sencilla. 
 
A continuación se indican los diferentes protocolos implantados en el simulador: 
 
Nivel capa 7 Aplicación  
Nivel capa 6 Sesión  
Nivel capa 5 Presentación  
Nivel capa 4 Transporte TCP, RSVP 
Nivel capa 3 Red IP, IP+MPLS 
Nivel capa 2 Enlace Ethernet 
802.3 
Nivel capa 1 Físico  
 
Figura 4.1. Protocolos disponibles en el simulador. 
 
Todos ellos se explican en profundidad en el capítulo 5 Paquetes de datos junto 
con el resto de características de la estructura de paquetes. 
4.5 Cableado 
Un Enlace es un elemento pasivo que consta de dos Nodos, uno a cada extremo. 
Todos los elementos activos (Terminales o Routers de cualquier tipo) deben estar 
unidos entre ellos mediante Enlaces. 
 
A pesar de ser considerado un elemento pasivo dentro del simulador, un Enlace 
siempre tiene un impacto sobre los paquetes de datos que pasan a través suyo. Estos 
efectos pueden ser fijos o variables y, en cualquier caso, editables por el usuario final. 
De los fijos destaca el Retardo. Éste parámetro es un número entero que representa la 
cantidad de unidades de tiempo que tarda la información en viajar de un extremo al 
otro del Enlace. Éste valor siempre será el mismo a partir del momento en que se 
inicie la simulación, por ello recibe la catalogación de “fijo”. En contraposición a este 
concepto encontramos las Pérdidas, el mejor ejemplo de parámetro “variable”. Las 
Pérdidas también se representan mediante un número, no necesariamente entero en 
este caso (se aceptan decimales) pero con la limitación de ser inferior a 100 unidades. 
Éste parámetro representa la probabilidad en tanto por cien de que un paquete de 
datos que atraviesa el Enlace sufra algún error a causa del cable y al llegar a su 
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destino inmediato éste no pueda recuperarse. Aunque este número sea fijo sus 
consecuencias sobre la red no siempre son las mismas, ya que para decidir si la 
información sufre pérdidas o no, cada vez que un paquete de datos entra en el Enlace 
se genera un número aleatorio y, comparándolo con nuestro valor, decidimos si el 
paquete se corrompe. Por ello lo catalogamos como “variable”. 
 
Otros parámetros del cable son la Capacidad y la CapacidadLibre. Estos datos marcan 
la cantidad de Mbps que puede procesar el medio. Así como el Retardo, las 
capacidades influyen en el tiempo que tardará un paquete de datos desde que se 
empieza a enviar por un Elemento hasta que llega a su destino más inmediato. Cada 
uno de estos parámetros representa una medida diferente de capacidad del cable. El 
parámetro Capacidad mide la capacidad total del Enlace en Mbps, mientras que la 
CapacidadLibre mide la cantidad de ese enlace que está disponible para esa 
comunicación. Estas diferencias de capacidades se deben a la implementación del 
protocolo de reserva de espacio RSVP en el simulador, lo que conlleva que un mismo 
enlace pueda reservar/limitar la cantidad de Mbps de que dispone. 
 
La manera en que el simulador gestiona la capacidad de los cables para el envío de 
paquetes es la siguiente: al comenzar la simulación, en el proceso de inicialización de 
los elementos, éstos analizan su entorno y recogen la información necesaria. Al 
conocer la Capacidad y CapacidadLibre del medio por el que quieren enviar la 
información, se hace un cálculo básico dividiendo la longitud del paquete de datos 
entre la CapacidadLibre. De esta forma se obtiene el valor temporal que el paquete 
tardaría en salir del Elemento desde el momento en que empiece a transmitirse. 
 
Nota 
El tiempo que se tarda en servir un paquete de datos por un enlace es 
C
L
Ts ∗= 000.000.8  
siendo Ts el tiempo de servicio en picosegundos, L la longitud del paquete de datos en 
bytes y C la capacidad del enlace en Mbps 
 
Un Enlace no dispone de ningun parámetro más capaz de influir en el desarrollo de la 
simulación. No obstante, cabe destacar otras particularidades del objeto Enlace, como 
por ejemplo el método Join. Éste es el encargado de llevar a cabo la unión entre dos 
Elementos. Cuando el usuario solicita unir un cable a un elemento, lo primero que 
realiza este método es verificar la información que se le pasa, como el número de 
interfaz por la que se desea conectar el Enlace. Si esa interfaz realmente está libre 
identificamos, mediante la comprobación de un flag, si el extremo del Enlace que 
estamos conectando es el primero en conectarse o el segundo. En el caso de ser el 
primer extremo recogeremos del elemento la información relativa a su dirección IP y su 
máscara de red. Este hecho viene motivado por la implementación de un mecanismo 
que automatiza la generación de direcciones IP del mismo dominio a elementos 
contiguos. De esta manera, al primer Elemento que se conecta al cable se le extrae la 
dirección IP y su máscara de red con la finalidad de generar otra dirección IP del 
mismo dominio y asignarla al Elemento que se une en segundo lugar. Antes de ello se 
comprueba que esa nueva dirección no esté ya asignada y, en el caso del segundo 
Elemento, se genera una ruta por defecto de acuerdo a su nueva dirección. A partir de 
aquí, se vinculan los nodos del Enlace con los nodos del Elemento mediante el 
mecanismo del NodoAdjunto explicado a continuación en el siguiente apartado. 
 
Ejemplo 
Vamos a ver cómo se modifican las direcciones IP de dos elementos que se unen 
mediante Enlaces para adaptarse a un mismo dominio. En la siguiente figura se 
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muestran dos terminales, A y B, cada uno con su propia dirección IP. Presupondremos 
que para este caso la máscara de red configurada en el terminal A es 255.255.255.0. 
 
 
Figura 4.2. Ejemplo de adaptación de dirección IPv4 a un dominio 1. 
 
A continuación el terminal A se une al terminal B mediante un Enlace. El primer 
Elemento que se toma para la unión es el terminal A, de manera que la dirección IP 
del terminal B se cambiará por la primera IP libre del dominio IP del terminal A, en este 
caso, 192.168.1.2. 
 
 
 
 
Figura 4.3. Ejemplo de adaptación de dirección IPv4 a un dominio 2. 
 
De esta forma, se modifican las direcciones IP de los elementos para favorecer que 
permanezcan al mismo dominio. 
 
Otra funcionalidad más incluida en el método Join, es la detección por parte del Enlace 
del tipo de Elemento al que se está conectando. Cada Elemento lleva una etiqueta que 
lo cataloga como un elemento “ip” o como un elemento “mpls”. De esta manera el 
cable por mediación de esas etiquetas puede conocer qué tipos de elementos 
interconecta y, por lo tanto, si se encuentra dentro de una red IP o una red MPLS. Este 
hecho se utiliza para dar al usuario una indicación visual que le ayude a identificar los 
tipos de redes que está simulando, ya que para cada tipo de red el Enlace adopta un 
color característico distinto. 
4.6 Nodos 
Acabamos de ver que la base operativa del simulador la forman el conjunto de 
elementos capaces de crear paquetes de datos, enrutarlos y finalmente recibirlos. 
Para su correcto funcionamiento es imprescindible una comunicación constante entre 
ellos, que se logra a través tanto del cableado como de las tarjetas de interfaz de red o 
NIC (Network Interface Card).  En un elemento activo las NIC representan una puerta 
de entrada y salida de datos así como el punto de unión con un elemento adyacente. 
Si se considera un cable como un elemento pasivo de la red y sus extremos como 
puntos de unión y entrada/salida de información, no es difícil ver la analogía entre 
estos extremos y las NIC que puede tener un elemento.  
 
Un Nodo es una clase que engloba los conceptos de extremo del cable y de NIC en un 
mismo objeto. Cada vez que un elemento y un cable se unen lo hacen a través de un 
Nodo cada uno, siendo estos los puntos de entrada/salida de la información. 
 
Como si de una NIC se tratase, un Nodo debe tener obligadamente los siguientes 
parámetros: 
 
 Dirección IP 
192.168.1.1 192.168.1.2 A B 
192.168.1.1 192.120.7.12 A B 
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 Máscara de red de la dirección IP 
 Dirección MAC 
 Interfaz que lo representa 
 
La dirección IP, la máscara y la dirección MAC ya se han explicado con anterioridad en 
el capítulo 3 Conceptos previos. La interfaz que representa a un Nodo es la 
descripción que recibe dentro del elemento al que pertenece. En el caso de nuestro 
simulador se ha establecido que todos los enlaces siguen el estándar Ethernet, donde 
la interfaz será un número entero. 
 
Ejemplo 
La interfície número 1 de un Router IP corresponde al enlace (Fast)Ethernet0/1 de 
dicho terminal. 
 
Además de estos parámetros son necesarios otros muchos para conseguir que un 
Nodo sea capaz de realizar todo lo que esperamos de él. Un detalle muy importante 
para poder comprender todos estos parámetros es pensar que debemos dotar al Nodo 
de conocimientos e información de su entorno que no serían necesarios en la vida 
real. Nos servirá de ejemplo el caso del parámetro NodoAdjunto. En la vida real, un 
terminal envía datos a través de su NIC al exterior sin preocuparse de qué o quien hay 
al otro extremo más allá de la NIC, con la seguridad que al salir de ésta, las 
propiedades de la física y la electrónica harán el resto y la información llegará al 
siguiente elemento. En el simulador, si no incluyéramos estos parámetros no 
podríamos enviar datos con esta seguridad por un Nodo, ya que al carecer de 
estructura física no podemos esperar que esos datos lleguen propagándose por un 
medio que no existe. Por ello cada Nodo tiene consciencia de si tiene o no un 
elemento conectado a él y, en caso afirmativo, cuál es el Nodo de dicho elemento 
contiguo que está en contacto con él mismo. Esto es lo que dentro del simulador se 
conoce como NodoAdjunto. Gracias a él, cuando un elemento pide a un Nodo que 
envíe datos, éste se los pasa a su NodoAdjunto, y el elemento propietario del 
NodoAdjunto se encargará de recogerlos. Con este sistema, el envío de datos se 
realiza de una forma totalmente transparente para los elementos, tal y como sucede 
en la vida real. 
 
Otro ejemplo lo encontramos en el tiempo de servicio. Para saber cual será el tiempo 
que se tarda en servir un paquete de datos por un Nodo, éste debe conocer la 
capacidad (en Mbps) del enlace que  tiene a continuación. Ésta información se 
transfiere al Nodo en el momento de formación de la red ya que cuando dos elementos 
se unen a través de un Enlace, éste pasa la información de la capacidad a los Nodos 
conectados a ambos extremos. 
 
También cabe mencionar el parámetro que almacena la información de la colección de 
mensajes fragmentados dentro del Nodo que llamamos MTU. Se trata simplemente de 
una pequeña cola donde guardamos los mensajes que se crean a raíz de la 
segmentación de un paquete de datos a enviar y cuya longitud sobrepasa el valor 
permitido por la Maximum Transfer Unit (MTU) del elemento al que pertenece el Nodo. 
En esta situación, el mensaje se divide en otros mensajes de menor longitud a los que 
se añade toda la información necesaria para su posterior reensamblado según el 
protocolo IP. En el capítulo 5 Paquetes de datos se explicarán detalladamente las 
tareas necesarias en recepción para invertir el proceso. 
 
Otros parámetros, como las Colas, y cierta metodología que merece la pena estudiar 
en profundidad se encuentran detallados a continuación.  
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4.6.a Colas y control temporal 
Los paquetes de datos que llegan a un Nodo se almacenan en colas. Dada la 
complejidad del simulador, se ha tomado la decisión de no utilizar ninguna clase 
heredada de Array o List del API de Java y construir una propia que se adapte mejor a 
las necesidades del simulador. El nombre de nuestra clase es Queue. 
 
El mayor requisito que debe cumplir la cola es tan básico como necesario: debe ser 
rápida. El modo en el que se ha construido el simulador realiza constantemente 
consultas a las colas, extrae elementos, añade otros nuevos, etc. Un sistema como 
Arraylist (uno de los métodos de almacenamiento más populares de Java) cada vez 
que quita un elemento de la cola desplaza todos los elementos a su posición 
inmediatamente inferior y se reorganiza. Este hecho supone una gran pega ya que 
cuando llegan nuevos elementos a la cola no se produce un consumo elevado de 
recursos, pero cuando se envía un paquete y se quita de la cola (algo muy frecuente) 
deben moverse todos los elementos residentes en la misma lo que ralentizaría mucho 
la marcha del simulador. 
 
Para evitar esta situación, se ha decidido dotar al simulador con un sistema de colas 
circulares, basado en la utilización de un vector de un número fijo de posiciones. Dos 
punteros marcan las posiciones donde se sitúan el primer y el último elemento de la 
cola dentro del vector. Cuando se añade un nuevo elemento a la cola, el puntero que 
señala la última posición ocupada nos indica donde deberemos introducir este nuevo 
elemento. Cuando deseamos extraer el primer elemento de la cola, simplemente hay 
que modificar el valor del puntero que apunta al principio de la cola y no hace falta 
desplazar otros elementos. Esto conlleva un gran ahorro de recursos aunque también 
añade dificultades extra que se comentan a continuación. 
 
La primera de ellas es que todos los cálculos de suma de posiciones y colocación de 
elementos deben realizarse como operaciones en módulo. Esto quiere decir que si la 
longitud total del vector es L, para saber la nueva posición de un elemento que se 
introduce en la cola se deberá averiguar calculando Nueva Posición = (Antigua 
Posición + 1)mod(L). Este detalle se comprenderá más fácilmente si pensamos que, 
por ejemplo, el puntero de última posición ocupada se sitúa sobre la posición más 
grande dentro del vector. Si incrementáramos en una unidad el valor nos saldríamos 
del tamaño máximo permitido por el vector, pero actuando como se ha explicado nos 
situamos sobre la primera posición del vector y no nos salimos del rango permitido. 
 
Ejemplo 
En este ejemplo se muestra el proceso de inserción de nuevos paquetes de datos así 
como la extracción de los ya existentes en la cola. Tomaremos para el ejemplo una 
cola compuesta por un vector de 15 unidades y un tamaño máximo de elementos 
permitidos en la cola de 10. 
 
Supongamos que el estado actual de la cola es el siguiente, donde la cola contiene 5 
paquetes de datos comenzando por la primera posición dentro del vector. 
 
Figura 4.4. Ejemplo de cola circular 1. 
Puntero inicio (PI): 0 
Puntero fin (PF): 5 
Tamaño (T): 5 
T 
PF PI 
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Si se añade un nuevo paquete éste se situará en la posición indicada por el puntero 
final y se actualizará el valor del mismo incrementándolo en una unidad. El tamaño 
también crece al introducir nuevos elementos. 
 
Figura 4.5. Ejemplo de cola circular 2. 
 
Si sobre la cola anterior se realiza una petición de extracción de elemento se 
procederá de la siguiente forma: se extraerá el paquete de datos que ocupa la posición 
indicada por el puntero inicial y ésta se moverá una posición a su derecha (en 
módulo). El tamaño de la cola disminuirá una unidad con la extracción. 
 
 
Figura 4.6. Ejemplo de cola circular 3. 
 
Un problema heredado de esta particularidad de las colas circulares es que en todo 
momento nos vemos limitados a usar una longitud preestablecida del vector y, por 
consiguiente, de la cola. Para solucionarlo se han añadido valores que se encargan de 
informar del tamaño actual de posiciones del vector en uso (Size), el tamaño máximo 
permitido para la cola (QueueSize) y el tamaño real del vector que estamos utilizando 
(ArraySize). El tamaño del vector es siempre mayor que el máximo permitido por la 
cola y es necesario para asegurar que todos los paquetes de datos que se “pierdan” lo 
hagan porque realmente debería ser así y no por limitaciones del simulador. Por 
motivos de sincronización temporal sucede que los paquetes de datos llegan a los 
elementos (y automáticamente a sus colas) antes de lo que lo harían en la realidad. 
Esto es correcto tal y como se explicará más adelante, pero conlleva que dentro de 
una cola puedan ir acumulándose más paquetes que los pensados en un principio. Por 
ello debemos tener un vector del tamaño de la cola más un margen que nos permita 
acoger estos paquetes.  
 
Directamente relacionado con lo anterior se ha dotado a las colas de un método para 
que cuando se introduce un nuevo elemento en ellas se adapten a la situación 
requerida. Esto es, cuando un elemento llega a la cola, se comprueba el estado de sus 
valores de posiciones utilizadas en el vector (Size) y las posiciones disponibles 
(ArraySize). En caso de coincidir, lo que significaría que el vector no admite más 
elementos, se genera automáticamente un nuevo vector con un mayor número de 
posiciones que sustituya al anterior y permita la entrada de un margen más grande de 
elementos para así evitar pérdidas no deseadas de paquetes. 
 
Ejemplo 
El siguiente esquema representa el sistema de adaptabilidad diseñado para las colas 
del simulador. En él se puede comprobar cómo una cola que tiene el vector lleno y 
Elemento 
extraído 
T 
PF PI 
Puntero inicio (PI): 1 
Puntero fin (PF): 6 
Tamaño (T): 5 
Nuevo 
elemento 
T 
PF PI 
Puntero inicio (PI): 0 
Puntero fin (PF): 6 
Tamaño (T): 6 
60 
recibe un nuevo paquete de datos reorganiza su contenido y adapta su tamaño a las 
nuevas necesidades. 
 
Figura 4.7. Ejemplo de escalabilidad de las colas 1. 
 
Al llegar un nuevo elemento éste no cabe en el actual vector puesto que todas sus 
posiciones se encuentran ocupadas. Para poder alojarlo, se crea un nuevo vector con 
un mayor número de posiciones, se rehubican los elementos del anterior vector en el 
nuevo, y se añade el nuevo elemento. 
  
Figura 4.8. Ejemplo de escalabilidad de las colas 2. 
 
Gracias a este sistema, se pueden construir las colas con una filosofía “ahorradora”. 
Un mayor tamaño en los vectore desde el inicio requiere un mayor consumo de 
recursos, pero con este nuevo método se controla el gasto de memoria con vectores 
más pequeños y, en caso de resultar necesarios otros mayores, el simulador se 
adapta dinámicamente a esta situación. 
 
Otro de los aspectos importantes de las colas es su adaptación a las necesidades 
temporales del simulador. Como se ha comentado antes, puede darse el caso que 
haya elementos que lleguen a las NIC antes de lo que lo harían en la vida real. El 
contador del reloj y el valor del campo Tiempo de Mensaje (incluido en el paquete de 
datos) nos permiten saber si se ha dado esta situación y, en ese caso, tratarla 
convenientemente. Es por ello que las colas cuentan con métodos capaces de obtener 
el tiempo de llegada estipulado de cualquier elemento que se encuentre en ellas y, 
gracias a esta información y la posición que ocupan, decidir si son mensajes que 
virtualmente todavía no han llegado al elemento, mensajes que deben analizarse o, 
por el contrario, mensajes que deben darse por perdidos por caer en situación de “cola 
llena”. 
 
Ejemplo 
En este ejemplo se escenifica el envío de un paquete de datos de un elemento a otro. 
También se explica cómo interpreta el elemento receptor el valor del campo Tiempo de 
Mensaje del paquete de datos y cómo actúa en consonancia. 
 
En el primer escenario se puede ver cómo un Terminal envía un paquete de datos a 
un Router. Para ello, primero se calcula el tiempo que tardaría el paquete en llegar a 
su destino teniendo en cuenta parámetros con el tiempo de servicio que le ocupa al 
Terminal, la velocidad a la que se puede enviar dicho paquete dependiendo de la 
capacidad disponible en el enlace y el retardo introducido por el mismo enlace. El valor 
obtenido de la consideración de todos los parámetros anteriores se suma al tiempo de 
T 
PF PI 
Puntero inicio (PI): 0 
Puntero fin (PF): 14 
Tamaño (T): 14 
Tamaño vector: 17 Nuevo 
elemento 
T 
PF PI 
Puntero inicio (PI): 5 
Puntero fin (PF): 4 
Tamaño (T): 13 
Tamaño vector: 13 
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reloj actual, obteniendo el Tiempo de Mensaje, es decir, un campo que se introduce en 
el paquete de datos y indica al elemento al que se envía cual es el momento a partir 
del cual puede ser tenido en cuenta. Acto seguido, el paquete de datos se sitúa en la 
cola del elemento receptor. 
 
 
Figura 4.9. Ejemplo de uso del tiempo en las colas 1. 
 
Una vez el receptor tiene el paquete de datos en su cola, procede a analizarlo 
comparando el valor del campo Tiempo de Mensaje con el valor actual del reloj. Si el 
Tiempo de Mensaje es posterior al reloj, esto indica que en una red real el paquete de 
datos todavía no habría llegado al elemento en cuestión, por lo cual, todavía no tiene 
en cuenta ese paquete de datos y simplemente sigue con su funcionamiento habitual. 
Es el caso de la siguiente figura. 
. 
 
 
Figura 4.10. Ejemplo de uso del tiempo en las colas 2. 
 
Si, por el contrario, el Tiempo de Mensaje es igual o inferior al del reloj eso indica que 
el paquete de datos ya ha llegado al elemento y, por lo tanto, debe ser tenido en 
cuenta. Este hecho puede provocar diferentes acciones por parte del elemento 
dependiendo del estado de la cola. Indepedientemente del tamaño del vector utilizado 
para soportar los paquetes de datos (ArraySize) existe un parámetro que indica el 
tamaño máximo de ellos que pueden ocuparla simultáneamente (QueueSize). Este 
parámetro se corresponde con el tamaño real de la cola, mientras que el vector 
siempre tendrá más posiciones para albergar posibles paquetes de datos que vengan 
a destiempo tal y como se ha explicado anteriormente. En el momento en que un 
paquete de datos tiene un Tiempo de Mensaje igual o inferior al valor del reloj, ese 
paquete se encuentra ya disponible en la cola, y es en ese momento cuando debe 
comprobarse que la cola pueda albergar a ese paquete. En el caso de que el tamaño 
de la cola se vea superado, el paquete deberá ser descartado. En caso contrario, 
permanecerá en su posición de la cola esperando a ser solicitado por el elemento. 
 
Cola 
 10 picosegundos 
Tiempo de Mensaje: 12 
picosegundos 
Reloj < Tiempo de No se tiene en cuenta el paquete de 
Paquete de datos Cola elemento receptor 
  10 picosegundos 
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Figura 4.11. Ejemplo de uso del tiempo en las colas 3. 
 
El control que ha de llevar un Nodo sobre la situación temporal de sus elementos no 
se queda ahí. Si algo puede decirse que tienen en común tanto los elementos activos 
como los enlaces, sin duda son los pasos que siguen rutinariamente en su ejecución. 
Aunque cada uno a su manera y llevando a cabo diferentes tareas, todos los 
elementos siguen el mismo patrón: al comienzo de cada ciclo se consultan un conjunto 
de parámetros y en función de ellos se actualiza su estado, pasando a continuación a 
recorrer uno a uno los Nodos que conforman el elemento. Antes de dar paso a 
comprobaciones de los elementos de la cola, lo primero que se hace es preguntar al 
Nodo si necesita que lo atendamos. El Nodo contesta con un valor booleano y, en 
caso de no necesitar atención, no se pierde tiempo en comprobación de los elementos 
internos ni ningún otro parámetro. El criterio que sigue el Nodo para respondernos es 
el siguiente: 
 
1. Si la cola de paquetes fragmentados MTU está vacía, se comprueba la cola de 
entrada. 
2. Si la cola de entrada está vacía, se notifica que el Nodo no necesita ser 
atendido. 
3. Si hay elementos en cola (tanto la cola MTU como la cola de etrada) se 
comprueba si el Nodo debe estar disponible en ese momento mirando una 
variable interna que dice el valor temporal a partir del cual debe estarlo. Esta 
variable se actualiza cada vez que se envía un paquete y sirve para simular el 
tiempo que el Nodo estaría ocupado enviando un paquete de datos, evitando 
que durante ese tiempo se realice ninguna otra actividad. 
4. Si el Nodo está libre, se mira si el primer elemento de la cola de entrada ha 
llegado comprobando su variable de valor temporal de llegada. Esta 
información está explicada en profundidad en el apartado 5.7 Envío de 
paquetes de datos del capítulo 5 Paquetes de datos. 
5. Si el primer paquete de datos ha llegado, el Nodo reclama atención y entramos 
a evaluar exactamente cuales son sus necesidades. 
 
De este modo un tanto complicado se consigue poder enviar paquetes de datos de un 
elemento a otro sin preocuparnos por su sincronización, ya que la infraestructura 
construida alrededor de los Nodos se encarga transparentemente de esta tarea. 
 
Col
a 
 12 picosegundos 
Tiempo de Mensaje: 12 
picosegundos 
Reloj ≥ Tiempo de Se debe procesar el paque de 
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5 Paquetes de datos 
 
El objetivo más importante de las redes de comunicaciones es enviar información de 
un origen a un destino. Ya que el propósito del simulador es plasmar lo más fielmente 
posible el funcionamiento de las redes IP y MPLS sobre Ethernet, la elección de una 
estructura de datos que imitase a la propia de estos sistemas resulta la más 
conveniente. 
 
Por este motivo el simulador utiliza un sistema de información basado en el 
encapsulamiento de diferentes bloques de datos respetando una jerarquía basada en 
la pila de protocolos TCP/IP y el modelo de referencia OSI. 
5.1 Estructura abierta 
Como se ha comentado inicialmente el dominio de simulación que abarca este 
proyecto son las redes MPLS y TCP/IP. No obstante y debido a la naturaleza de 
software libre que caracteriza al simulador se ha dotado al mismo de una estructura 
que permite fácilmente la incorporación de nuevos protocolos y dispositivos. La 
estructura de mensajes es un ejemplo muy claro de ello ya que se organiza de forma 
totalmente abierta tal y como se explica en el correspondiente apartado de este 
capítulo. 
 
Si quiere conocer los pasos necesarios para poder incorporar nuevos protocolos al 
simulador acuda al Anexo B Como añadir nuevos elementos y protocolos. 
5.2 Protocolos del simulador 
El propósito final del simulador son las redes MPLS. No obstante, para poder trabajar 
con este protocolo son necesarios muchos otros que le den soporte a otros niveles o 
que se encarguen de hacer llegar el tráfico a este tipo de redes. La implementación 
que se ha llevado a cabo para el simulador es la de redes MPLS que funcionan sobre 
IP y se apoyan en el protocolo RSVP para poder llevar a cabo reservas de ancho de 
banda. Además se ofrece la estructura de redes IP para la posibilidad de crear redes 
de acceso a las propias redes MPLS. Para estas redes de acceso se ha escogido el 
modelo TCP/IP, ya que tanto histórica como técnicamente es considerado como el 
estándar abierto de Internet. 
 
Cada uno de estos protocolos se sitúa dentro de una capa en el modelo de referencia 
OSI. La profundidad con la que ha sido dotado el simulador permite llegar a protocolos 
de capa 4 (transporte), prescindiendo de implementaciones a nivel de capa 1 (físico). 
En la siguiente imagen puede verse la estructura del modelo de referencia OSI y las 
variantes que se pueden observar en el simulador. 
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Nivel capa 7 Aplicación  
Nivel capa 6 Sesión  
Nivel capa 5 Presentación  
Nivel capa 4 Transporte TCP, RSVP 
Nivel capa 3 Red IP, IP+MPLS 
Nivel capa 2 Enlace Ethernet 
802.3 
Nivel capa 1 Físico  
 
Figura 5.1. Protocolos disponibles en el simulador separados por capa. 
 
Los detalles de cada uno de estos protocolos y su implementación en el simulador se 
estudian a lo largo de este mismo capítulo. 
5.3 Mensajes 
Dentro del simulador la información se agrupa en bloques que reciben el nombre de 
Mensajes. Para un correcto funcionamiento estos Mensajes han de contener toda la 
información necesaria para su utilización en una red real así como algunos parámetros 
exclusivamente útiles para el funcionamiento del simulador. 
 
La gran virtud del sistema de mensajes que se ha construido para el simulador es su 
estructura abierta. El sistema no reconoce exclusivamente tramas Ethernet o paquetes 
IP, sino que trabaja a nivel de paquetes de datos formados por cápsulas 
pertenecientes a los distintos niveles del modelo OSI. Con ello se consigue que el 
simulador haga gala de un carácter abierto, en absoluto limitado a trabajar con una 
estructura única. Se proporciona la oportunidad de añadir nuevos protocolos y tipos de 
paquetes de datos en los distintos niveles OSI sin tener que modificar el núcleo del 
simulador, de manera muy flexible, sólo creándolos y preparando a los Elementos para 
que los reconozcan, tal y como sucede en las redes reales. 
 
El modo en el que todo esto se ha implementado es mediante un objeto llamado 
Mensaje que contiene información útil para el simulador así como una trama de datos. 
Esta trama es la información que se envía de un terminal a otro y sigue la estructura 
de protocolos del modelo OSI del que se ha hablado anteriormente. Una trama es un 
elemento de datos de capa 2 que a su vez contiene un elemento de capa 3 y éste uno 
de capa 4, cada uno encapsulado dentro del otro. Desde el propio Mensaje se puede 
acceder por separado a las distintas capas del paquete de datos. De esta forma se 
facilita el acceso a la información contenida en los Mensajes a los elementos que 
tengan que tratar ellos, delimitando perfectamente en cada caso cual es el cometido 
de cada uno de estos paquetes en función de la información de las capas y el tipo de 
protocolo usado en las mismas. 
 
Hay datos en el Mensaje que sólo aplican a tareas de sincronización, control de 
errores y gestión de estadísticas contenidas en el simulador. Un flag permite consultar 
la validez del Mensaje, ya que en el trayecto entre un Elemento y otro puede sufrir 
pérdidas derivadas del canal que provoquen errores en la información. Para la correcta 
sincronización de todo el sistema y debido al sistema de gestión de mensajes 
implementado en las colas, es imprescindible mantener un número entero que indique 
en todo momento cual es el instante en el que dicho Mensaje tendrá validez en el 
Elemento/Enlace en el que se encuentra. Este funcionamiento se explica 
completamente en el capítulo 4.6.a Colas y control temporal del capítulo 4 
Bases del simulador. Otro valor almacenado en el Mensaje relativo al simulador 
65 
es un parámetro que indica el momento en que se creó el Mensaje. Gracias a este 
campo se puede hacer un cálculo del retraso sufrido por la información al viajar de un 
terminal a otro y contabilizarlo en el registro de estadísticas. 
 
Para cada una de las capas del modelo de referencia OSI se ha desarrollado un tipo 
genérico de cápsula que representa el modelo para los protocolos esta capa. 
Correspondiéndose con cada una de las capas del modelo de referencia entre la capa 
de acceso y la capa de transporte se han creado los siguientes tipos genéricos de 
cápsulas de datos: trama para la capa de acceso (el objeto Frame), paquete para la 
capa de internet (el objeto Packet) y segmento para la capa de transporte (el objeto 
Segment). En el objeto Mensaje se especifica la jerarquía existente entre estos 
modelos definiendo la estructura de capas anidadas una dentro de otra. De esta forma 
y siguiendo una vez más el modelo de referencia OSI, se determina que un Mensaje 
(además de información para el funcionamiento del simulador) contiene una trama de 
datos, el elemento modelo de la capa de acceso a la red. A su vez toda trama de datos 
contiene un paquete y éste un segmento. 
 
 
 
Figura 5.2. Esquema de encapsulamiento de paquetes de datos. 
 
Estos modelos de cápsulas para cada capa del modelo de referencia tienen alguna 
función más aparte de las evidentes. La primera de ellas es definir los parámetros que 
ha de tener cualquier protocolo perteneciente a esta capa. Por ejemplo, cualquier 
protocolo perteneciente a la capa 2 (capa de acceso) debe tener definidas una 
dirección de origen y otra de destino. Los valores de estos datos e incluso su formato 
no quedan restringidos de ninguna manera ya que en función del protocolo 
implementado podrían ser de distinto tipo. Otra función de estos modelos es contener 
a otros modelos de capas superiores e implementar los métodos necesarios para 
facilitar el acceso a la información contenida en ellos. De esta forma un mensaje que 
contuviera un paquete IP podría solicitar acceso al paquete TCP contenido en él y 
buscar el puerto de origen para determinar qué ruta MPLS debería tomar. Finalmente, 
la última función de estos modelos es facilitar la incorporación de nuevos protocolos al 
simulador. Gracias a la definición de los modelos y a sus métodos para interactuar 
entre ellos, la creación de un nuevo protocolo se ve simplificada a crear un objeto que 
herede de su modelo correspondiente y se definan las características propias de dicho 
protocolo. Con esto se consigue que el añadido de este nuevo protocolo sea 
totalmente transparente a la estructura de Mensajes y no implique ninguna 
modificación en las bases del simulador. 
 
A continuación se encuentran todos los tipos de mensajes disponibles así como los 
modelos separados por la capa a la que pertenecen en el modelo de referencia OSI. 
Mensaje 
Trama 
Paquete 
Segmento 
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Nivel capa 7 Aplicación   
Nivel capa 6 Sesión   
Nivel capa 5 Presentación   
Nivel capa 4 Transporte Segmento TCP, RSVP 
Nivel capa 3 Red Paquete IP,IP+MPLS 
Nivel capa 2 Enlace Trama Ethernet 802.3 
Nivel capa 1 Físico   
 
Figura 5.3. Protocolos disponibles en el simulador separados por capa y tipos de 
datos. 
 
Todos estos protocolos y sus modelos se explican en los siguientes apartados. 
5.4 Capa de Acceso a la Red 
La capa de acceso a la red ocupa la segunda posición en el modelo de referencia OSI. 
 
Antes de hablar en profundidad de los protocolos implementados para esta capa se 
hará referencia al modelo empleado en la misma. Tal y como se había comentado en 
el apartado anterior el modelo utilizado para la capa de acceso a la red recibe el 
nombre de trama. Los datos obligados que ha de mantener cualquier protocolo que 
opere en esta capa son: 
 
 Longitud: un valor entero que indica la longitud en bytes de la trama. 
 Dirección de origen de capa 2: una dirección que identifique el origen de la 
trama. 
 Dirección de destino de capa 2: una dirección que identifique el destino de la 
trama. 
 Paquete: la información de capa 3 del mensaje. 
 
Asimismo este modelo (al igual que el resto de modelos) contiene un campo de texto 
que ha de contener una descripción del protocolo implementado. El motivo de este 
identificador de protocolo es para poder conocer en caso de necesitarlo cual es el 
protocolo que opera en cada mensaje para cada capa. 
 
Para la capa de acceso a la red en la creación del simulador se ha decidido 
implementar únicamente el protocolo Ethernet, ya que es el más extendido a nivel 
mundial y se adapta perfectamente al tipo de redes que son motivo principal de 
estudio en este proyecto final de carrera. 
5.4.a Ethernet 802.3 
Antes de comenzar es importante remarcar que hablar acerca del protocolo Ethernet 
es algo muy genérico e impreciso. Existen muchas variantes de este mismo protocolo, 
cada una de ellas con diferencias en cuanto a prestaciones de velocidad, longitudes 
de cable, tipos de acceso half/full duplex, etc. La nomenclatura de todas ellas es 
Ethernet 802.3x, siendo el valor de x el que define la variante utilizada en cada caso. 
Para facilitar al usuario la personalización del protocolo utilizado se ha decidido 
prescindir de configuraciones fijas y poco flexibles y se ha optado por ofrecer una 
opción genérica de Ethernet que se ha denominado Ethernet 802.3. Mediante esta 
opción y las opciones de configuración del simulador es el propio usuario el que puede 
definir la capacidad de los enlaces y sus longitudes, dejando enteramente a su 
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elección cual sería la variante Ethernet utilizada en las redes simuladas. Dicho esto, de 
ahora en adelante utilizaremos la nomenclatura Ethernet 802.3 para referirnos a los 
diferentes tipos de Ethernet 802.3x. 
 
Sirva de ejemplo la siguiente tabla con diferentes tipos de tecnologías Ethernet: 
 
Tecnología Velocidad Tipo de cable Distancia máxima 
10Base2 10 Mbps Coaxial 185 m 
10BaseT 10 Mbps Par trenzado 100 m 
10BaseF 10 Mbps Fibra óptica 2000 m 
100BaseT4 100Mbps Par trenzado CAT3 100 m 
100BaseTX 100Mbps Par trenzado CAT5 100 m 
100BaseFX 100Mbps Fibra óptica 2000 m 
1000BaseT 1000Mbps 4 pares trenzados 
CAT5 
100 m 
1000BaseSX 1000Mbps Fibra óptica multimodo 550 m 
1000BaseLX 1000Mbps Fibra óptica 
monomodo 
5000 m 
10GBase-SX 10Gbps Fibra óptica multimodo 300 m 
10GBase-LX4 10Gbps Fibra óptica multimodo 10 km 
10GBase-LX 10Gbps Fibra óptica 
monomodo 
10 km 
10GBase-EX 10Gbps Fibra óptica 
monomodo 
40 km 
 
Figura 5.4. Ejemplos de tecnologías Ethernet existentes. 
 
Una trama Ethernet 802.3 tiene, además de los parámetros expuestos en el modelo de 
la capa de acceso, los siguientes parámetros: 
 
 Preámbulo: 7 bytes de valor fijo que sirven para que el dispositivo receptor 
reconozca la información como una trama ethernet. 
 Start-of-frame: 8 bits de valor 0xAB que marcan el inicio del delimitador de 
trama.  
 Tipo: campo de 2 bytes que especifica el número de bytes encapsulados o el 
protocolo del nivel superior. 
 Frame-check-sequence: 4 bytes que contienen un código de validación de la 
integridad de la trama. 
 
7 B 1 B 6 B 6 B 2 B 46-1500 B 4 B 
Preámbulo Start-of-
Frame 
Destino Origen Tipo Datos Checksu
m 
B = bytes 
Figura 5.5. Formato de trama Ethernet. 
 
Ninguno de estos parámetros tiene ningún impacto sobre el funcionamiento del 
simulador por lo que no se insistirá más en su explicación. 
 
Los campos de mayor importancia de la capa de acceso y del protocolo Ethernet 802.3 
para el simulador son la longitud y las direcciones de origen y destino. Estas 
direcciones se definen del tipo MAC para ambos casos en este protocolo. 
 
Uno de los aspectos de Ethernet802.3 a destacar es el uso que hace de estas 
direcciones de capa 2. La dirección MAC de origen únicamente se usa para identificar 
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el origen de la transmisión. En cambio, la dirección MAC destino no es la dirección de 
aquel dispositivo al que se envía la información, sino que es la dirección del elemento 
al que se va a enviar dicho paquete en el siguiente salto. Cada vez que un paquete va 
a abandonar un dispositivo para enviarse a otro se debe actualizar esta dirección MAC 
con la información del siguiente. Cada vez que un elemento recibe un paquete de 
datos comprueba que dicha dirección MAC se corresponda con la suya propia, ya que 
de lo contrario eso significará que el paquete no va destinado a él y el paquete será 
descartado. 
 
Debido a la capa donde se ubica, la de acceso a la red, este protocolo no ofrece 
ninguna característica más que necesite ser comentada. Es precisamente por su 
sencillez y su simplicidad que se ha convertido en el estándar más aceptado para esta 
capa del modelo de referencia. Su mayor virtud es ofrecer una estructura que permita 
el envío de tramas entre dos dispositivos de forma ágil y sin complicaciones. 
5.5 Capa de Red 
La capa de red ocupa el tercer puesto dentro del modelo de referencia OSI. 
 
El objeto modelo utilizado en esta capa recibe el nombre de paquete. Los parámetros 
que quedan definidos por este objeto son los siguientes: 
 
• Dirección de origen de capa 3: la dirección del origen de la comunicación. 
• Dirección de destino de capa 3: la dirección del destino de la comunicación. 
• Paquete MPLS (opcional): un paquete del tipo MPLS. 
• Segmento: la información de capa 4 del mensaje. 
 
De igual forma que sucedía con el modelo de trama para la capa de acceso, el 
paquete también tiene un campo de texto utilizado para mantener una descripción del 
protocolo utilizado en esta capa. 
 
El paquete MPLS que se especifica como campo opcional dentro del modelo de 
paquete hace referencia a la opción de añadir una cabecera MPLS al protocolo de 
capa de internet ya existente en el mensaje. Esto permite montar redes de acceso 
sobre TCP/IP que se conviertan en redes MPLS limpiamente, sólo con la incorporación 
de la mencionada cabecera. 
 
A continuación se explican los protocolos implementados para esta capa del modelo 
de referencia. 
5.5.a IPv4 
El protocolo IPv4 es, sin lugar a dudas, el protocolo de capa 3 más utilizado para las 
redes de acceso a internet a nivel mundial. Es por esto que la implementación del 
mismo en el simulador era totalmente obligada. 
 
Los campos definidos en la cabecera del paquete IPv4 son los siguientes: 
 
• Versión: registro de la versión del protocolo al que pertenece el datagrama. 
• Tamaño de cabecera: debido a una longitud no constante para la cabecera IP, 
este campo indica la longitud en palabras de 32 bits de la misma. 
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• Tipo de servicio: campo que indica las preferencias con las que debe ser 
tratado el paquete de datos. Este campo es útil de cara a establecer diferentes 
rutas MPLS. 
• Longitud total: longitud de la cabecera más la de la información del paquete de 
datos. 
• Identificador: valor numérico que sirve para identificar los fragmentos de un 
mismo datagrama. 
• Indicador de más fragmentos: indicador de un bit que indica que el mensaje ha 
sido fragmentado y que a éste fragmento le siguen otros del mismo paquete de 
datos. 
• Posición de fragmento: valor que indica la posición que ocupa dentro del 
datagrama completo este fragmento. 
• Tiempo de vida: contador que limita la vida del paquete de datos. 
• Protocolo: indica el protocolo de capa superior. 
• Checksum de cabecera: campo de verificación de la integridad del paquete. 
• Opciones: campo variable en múltiplos de 4 bytes que se rellena con 
información no contemplada en ninguno del resto de campos de cabecera. Se 
utiliza mayormente para cuestiones de seguridad, registro de rutas, 
marcadores de tiempo, etc. 
 
Bits 0-3 4-7 8-15 16-18 19-31 
0 Versión Tamaño de 
cabecera 
Tipo de 
servicio Longitud total 
32 Identificador Flags Posición de fragmento 
64 Tiempo de vida Protocolo Checksum de cabecera 
96 Dirección de origen 
128 Dirección de destino 
160 Opciones (opcional) 
... 
192 Datos 
 
Figura 5.6. Estructura de paquete IPv4. 
 
No todos estos campos son usados en el simulador de forma relevante. La mayoría de 
ellos tienen una finalidad únicamente informativa, sin impactar los procesos de las 
redes sobre las que funcionan. Algunos otros, en cambio, conllevan la implementación 
de otros métodos para hacer posible su integración en el simulador. 
 
El campo “tipo de servicio” se emplea para definir diferentes condiciones de trato que 
deben tener ciertos paquetes. El impacto de este campo en el simulador es 
únicamente visible en el caso de que el datagrama entre en una red MPLS. Bajo esta 
circunstancia, el valor de este campo junto a otros cuantos puede usarse para definir 
diferentes caminos estableciendo rutas dentro de la red MPLS. 
 
Los campos de “longitud total”, “indicador de más fragmentos” y “posición del 
fragmento” son utilizados para la fragmentación de un paquete de datos en varios más 
pequeños. Este hecho viene motivado por la limitación que pueden establecer algunos 
elementos del simulador en cuanto a la cantidad permitida de bytes por datagrama. Se 
ofrece una explicación en profundidad de este sistema de framentación en el apartado 
6.1.d Maximum Transfer Unit del capítulo 6 Elementos del simulador. 
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El “tiempo de vida” es un mecanismo que establece un máximo número de saltos entre 
elementos que puede tener un mismo paquete de datos. Cada elemento por el que 
pasa el paquete produce un decremento de una unidad en el valor de este campo. Si 
el contador llegara a cero antes de alcanzar su destino, el paquete sería desestimado. 
Mediante este sistema se consigue que, en caso de que un datagrama cayera en un 
bucle de enrutamiento, el contador se encargue de que el paquete sea desestimado 
en lugar de permanecer indefinidamente en el bucle consumiendo recursos de la red. 
 
El “identificador” es un campo numérico utilizado para diferenciar unívocamente un 
datagrama del resto. La única forma en la que dos datagramas distintos pueden 
compartir un mismo identificador es debido a que ambos provengan de un mismo 
datagrama que haya sido fragmentado. Para poder garantizar la exclusividad de este 
campo ha tenido que implementarse en el simulador un objeto llamado IDPool 
(apartado 4.2.b Organismos auxiliares del capítulo 4 Bases del 
simulador). Este objeto se encarga de distribuir identificadores únicos entre los 
paquetes nuevos a petición del Terminal, que es el objeto que los crea. Cada vez que 
un Terminal desea crear un nuevo paquete solicita al IDPool un identificador para el 
mismo. La centralización de este sistema asegura que no haya dos paquetes con el 
mismo identificador. 
 
El modo en el que estos parámetros son utilizados en el simulador se estudia en el 
capítulo 6 Elementos del simulador. 
5.5.b MPLS 
MPLS es un protocolo que se sitúa entre las capas 3 y 4 del modelo de referencia OSI. 
El objetivo principal de este proyecto final de carrera era el estudio y simulación de 
este protocolo, por lo cual se ha dedicado mucha atención al mismo. 
 
La información necesaria para el funcionamiento de MPLS se almacena en una 
cabecera que se sitúa entre las propias de las capas 3 y 4 de un paquete de datos. 
Por este motivo se suele decir que MPLS es un protocolo de capa 3.5. 
 
El formato de la cabecera es el siguiente: 
 
Bits 0-19 20-22 23 24-31 
0 Label Exp S TTL 
 
Figura 5.7. Estructura de cabecera MPLS. 
 
 Label: el valor de la etiqueta. Ocupa 20 bits y sirve para identificar el LSP que 
recorrerá el paquete a lo largo de la red MPLS. 
 Exp: abreviatura del término inglés “experimental”. Sus 3 bits están reservados 
para un uso experimental, aunque actualmente todavía no está completamente 
definido, por lo que se emplea normalmente para poder permitir servicios 
diferenciados. 
 S: 1 bit utilizado para indicar el final de la pila de cabeceras. Si su valor es “1” 
indica que esta cabecera es la última de la pila. 
 TTL: del inglés Time To Live ocupa 8 bits y sirve, al igual que en otros 
protocolos, para poner un límite en cuanto al número de saltos que puede 
realizar un paquete MPLS en su recorrido por la red. 
 
El modo en que todos estos campos se utilizan para el funcionamiento de MPLS se 
explica en el capítulo 3 Conceptos previos. El campo Exp no tiene ninguna 
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utilidad en el simulador debido a que todavía no se ha definido un uso estandarizado 
para el mismo. 
 
El “tiempo de vida” es un mecanismo que establece un máximo número de saltos entre 
elementos que puede tener un mismo paquete de datos. El funcionamiento es el 
idéntico al campo de mismo nombre de IPv4. La necesidad de este campo en redes 
IPv4 está justificada porque la cabecera IPv4 no es consultada en los routers MPLS. El 
valor del campo TTL de IPv4 se guarda en la cabecera MPLS, siendo este el 
consultado y actualizado en cada salto por la red MPLS. Si el valor de este campo 
llega a 0 antes de salir de la red MPLS, el paquete será descartado automáticamente. 
Si al salir de la red MPLS su valor es mayor que 0, este sustituye al campo TTL de 
IPv4 que refleja ahora sí el total de saltos que ha realizado el paquete en su viaje 
desde que salió del Terminal emisor. 
 
No todas las opciones auxiliares que se destacan en el capítulo 3 Conceptos 
previos acerca del protocolo MPLS se han podido implementar en la versión final del 
simulador. No obstante, el funcionamiento del protocolo sin estos añadidos es 
totalmente correcto. 
 
Las opciones no incluidas en la implementación del protocolo en el simulador son 
estas: 
 
 Etiquetado alternativo para ATM. En capítulos anteriores se han comentado los 
protocolos implementados en el simulador para los diferentes niveles. Entre 
estos no se ha incluído ATM por lo cual no ha sido necesario implementar esta 
opción. 
 Penultimote Hop Popping. Este proceso, tal y como se ha explicado con 
anterioridad, se utiliza para anticipar el último salto antes de salir de la red. Su 
uso sirve para evitar el consumo de recursos de ese último salto, por lo que no 
es imprescindible para la implementación de MPLS. 
5.6 Capa de Transporte 
La capa de transporte ocupa el cuarto puesto dentro del modelo de referencia OSI. 
 
El objeto modelo utilizado en esta capa recibe el nombre de segmento. Los 
parámetros que quedan definidos por este objeto no son comunes entre los protocolos 
de este nivel, de manera que el objeto común sólo contiene el campo de descripción 
del tipo de protocolo así como los métodos para obtener la información contenida en 
su interior. 
 
Dado que no es objetivo de este proyecto final de carrera, no se ha profundizado en la 
implementación de los protocolos de capa 4 más de lo necesario. Es decir, aquellos 
aspectos presentes en dichos protocolos y que aportan mayores funcionalidades a 
otros protocolos utilizados sí se han implementado. No obstante, aspectos puramente 
propios de dicho protocolo y únicamente útiles a él mismo, no se han tenido en cuenta 
en el simulador. De esta manera, el protocolo TCP así como el protocolo RSVP se han 
visto reflejados en mayor o menor medida dentro del simulador. 
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5.6.a TCP 
El protocolo TCP es también, sin lugar a dudas, el protocolo de capa 4 más utilizado 
de capa 4 para las redes de acceso a internet a nivel mundial. Por esta razón se ha 
incluido dentro del desarrollo del simulador. 
 
La cabecera de un segmento TCP consta de los siguientes campos: 
 
 Puerto origen: identifica el puerto por el que se envío el paquete. 
 Puerto destino: indica el puerto en el que se debe recibir el paquete. 
 Número de secuencia: número de sincronización entre emisor y receptor. 
 Número de acuse de recibo: el número que el emisor del acuse de recibo 
espera recibir en el siguiente paquete. 
 Longitud cabecera: especifica la longitud de la cabecera en palabras de 32 bits. 
El mínimo valor para la cabecera es de 5 palabras y el máximo de 15. 
 Reservado: campo reservado para un futuro uso. 
 Código: conjunto de 8 flags que representan diferentes aspectos relacionados 
con la congestión, sincronización y otros aspectos de la comunicación. 
 Ventana: número de bytes que se pueden enviar sin haber recibido 
confirmación del primero de ellos. 
 Suma de verificación (Checksum): campo de 16 bits utilizado para 
comprobación de errores. 
 Puntero urgente: si uno de los flags del campo Código así lo indica, este campo 
de 16 bits indica los bytes con mayor urgencia. 
 Opciones: campo reservado para introducir diferentes opciones. 
 
Bits 0-3 4-9 10-15 16-31 
0 Puerto Origen Puerto Destino 
32 Número de secuencia 
64 Número de acuse de recibo (ACK) 
96 Longitud Cabecera Reservado Código Ventana 
128 Suma de verificación (Checksum) Puntero Urgente 
160 Opciones (opcional) 
224 Datos 
 
Figura 5.8. Formato de segmento TCP. 
 
Como se ha comentado anteriormente, no es objetivo de este proyecto final de carrera 
el estudio de protocolos de capa 4, de manera que la gran mayoría de estos campos 
recién comentados no se ven reflejados en el funcionamiento del simulador. Tampoco 
se han incluído la mayoría de los mecanismos encargados de procurar fiabilidad, 
entrega ordenada o control de congestión entre otros. 
 
De todas estas características, sólo se han tomado aquellas que tienen algún impacto 
en el resto de protocolos o un interés añadido. En concreto, los puertos de origen y 
destino sí se han tenido en cuenta para poder reflejar estadísticamente diferentes 
comunicaciones mantenidas entre dos equipos. 
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5.6.b RSVP 
RSVP (Resource reSerVation Protocol) es un protocolo de capa de transporte 
diseñado para reservar canales o rutas en Internet para la posterior transmisión de 
datos. RSVP no transporta datos de aplicación sino de control.  
 
El formato que usa un segmento RSVP es el siguiente: 
 
Bits 0-8 9-16 17-24 25-32 
0 Versión Flag Tipo de mensaje Checksum de RSVP 
32 Envío TTL Reservado Longitud 
 
Figura 5.9. Estructura de segmento RSVP. 
 
 Versión: indica la versión del protocolo. 
 Flag: campo reservado, todavía sin aplicación alguna. 
 Tipo de mensaje: código que indica el tipo del mensaje. Los diferentes tipos de 
mensaje se explican en el siguiente apartado. 
 Checksum de RSVP: campo para el control de errores en los paquetes. 
 Envío TTL: el valor del campo TTL del mensaje IP que generó el RSVP. 
 Reservado: campo reservado para una futura aplicación. 
 Longitud: la longitud total en bytes del segmento RSVP, incluyendo los objetos 
adjuntos a la cabecera. 
 
Es importante remarcar que no existe un campo de datos en RSVP, y es porque como 
se ha explicado anteriormente RSVP es un protocolo de control y por ello no 
transporta datos de aplicación. 
 
Cada segmento RSVP debe contener uno o más objetos. Un objeto es una estructura 
que contiene información necesaria para desarrollar una función dentro del mecanismo 
de reserva de recursos. Hay varios tipos de ellos y su correcta combinación permite 
que RSVP pueda almacenar la ruta que ha de seguir un mensaje de petición o el 
ancho de banda a reservar por ejemplo. 
 
El formato de los objetos que RSVP puede contener es: 
 
Bits 0-8 9-16 17-24 25-32 
0 Longitud Clase Tipo de objeto 
32 - … 
 
Contenido 
 
 
Figura 5.10. Formato de los objetos RSVP. 
 
 Longitud: indica la longitud total del objeto. 
 Clase: especifica la clase del objeto entre las existentes en el protocolo. 
 Tipo de objeto: indica el tipo del objeto. Cada clase tiene uno o varios tipos de 
objetos definidos. 
 Contenido: la información contenida en el objeto. 
 
Los tipos de mensajes y objetos implementados en el simulador son los necesarios 
para poder realizar peticiones de reserva y llevarlas a cabo. Para ello se utilizan los 
mensajes Path y Resv respectivamente. Los objetos que emplean cada uno de ellos 
se explican a continuación. 
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Objetos del mensaje Path: 
 
 INTEGRITY (opcional): contiene información codificada que sirve para 
identificar al nodo emisor y verificar los contenidos. 
 SESSION: mediante la dirección IP destino, el identificador de protocolo IP y el 
puerto de destino para definir una sesión para el mensaje. 
 RSVP_HOP: guarda la dirección IP del nodo RSVP que envió por última vez 
este mensaje. Según la utilidad que se le da a este campo se hace referencia 
también a él como PHOP (previous hop, salto anterior) o NHOP (next hop, 
siguiente salto). 
 TIME VALUES: contiene el valor del período de refresco usado por el creador 
del mensaje. 
 POLICY_DATA (opcional): proporciona información que permite a una política 
local saber si una reserva está administrativamente permitida. 
 SENDER_TEMPLATE (opcional): contiene la dirección IP del emisor y quizá 
más información que lo identifique. 
 SENDER_TSPEC (opcional): define las características del tráfico. 
 ADSPEC (opcional): contiene datos OPWA. 
 
Objetos del mensaje Resv: 
 
 INTEGRITY (opcional): contiene información codificada que sirve para 
identificar al nodo emisor y verificar los contenidos. 
 SESSION: mediante la dirección IP destino, el identificador de protocolo IP y el 
puerto de destino para definir una sesión para el mensaje. 
 RSVP_HOP: guarda la dirección IP del nodo RSVP que envió por última vez 
este mensaje. Según la utilidad que se le da a este campo se hace referencia 
también a él como PHOP (previous hop, salto anterior) o NHOP (next hop, 
siguiente salto). 
 TIME VALUES: contiene el valor del período de refresco usado por el creador 
del mensaje. 
 RESV_CONFIRM (opcional): lleva la dirección IP del receptor responsable de 
este paquete en caso de que se solicite una confirmación de la reserva. 
 SCOPE (opcional): es una lista de todos los dispositivos a los que se debe 
enviar la información. 
 POLICY_DATA (opcional): proporciona información que permite a una política 
local saber si una reserva está administrativamente permitida. 
 STYLE: define el estilo de la reserva así como toda aquella información del 
tráfico que no se contempla en otros objetos. 
 
Esta es la información que compone un segmento RSVP. 
5.7 Envío de paquetes de datos 
Ya hemos visto cómo se estructuran los paquetes de datos dentro del simulador, pero 
todavía no se conoce la infraestructura implementada para su envío por los diferentes 
Elementos y Enlaces de la red simulada. Esta tarea es competencia del Nodo. No hay 
que confundir esto con tareas de enrutamiento y otras decisiones acerca de qué hacer 
con los paquetes, aquí se hace referencia exclusivamente al envío de un paquete por 
una NIC (Network Interface Card) o el extremo de un cable. 
 
Como hemos visto anteriormente (4.6 Nodos) un Nodo consta tanto de una cola 
como de una referencia del Nodo al que está conectado. Este último recibe el nombre 
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de NodoAdjunto y es vital para el envío de información entre Elementos. A falta de un 
medio físico por el que enviar datos, éste nos proporciona una referencia y un camino 
por el que debe viajar la información, garantizando que si le enviamos nuestros 
paquetes de datos se obtendrá el mismo resultado que conseguiríamos si lo 
enviáramos por la salida de la NIC. Una vez se da la orden de envío, el Elemento 
poseedor del mensaje debe consultar cual es la interfaz de salida escogida para ese 
paquete. Cada interfaz se representa mediante un Nodo, de manera que deberemos 
acudir a ese Nodo para poder continuar. Una vez se ha localizado el Nodo, se busca 
su correspondiente NodoAdjunto y se coloca el paquete de datos en la cola de éste 
último. De esta manera el NodoAdjunto, que es un Nodo de otro Elemento o Enlace, 
recibe la información y la procesa, concluyéndose el proceso de envío sin necesidad 
de que el Elemento emisor mantenga información de qué Elementos están conectados 
a él. 
 
Esta infraestructura permite un alto nivel de despreocupación del paquete en cuanto 
se envía por la interfaz correspondiente, ya que se puede garantizar que una vez el 
mensaje se ha enviado éste llegará a su destino más próximo. 
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6 Elementos del simulador 
 
Los elementos activos del simulador son aquellos que se caracterizan por tener cierto 
grado de inteligencia y que son capaces de influir en la marcha del simulador. Un 
Elemento puede crear paquetes de datos, modificarlos, distribuirlos o simplemente 
recibirlos. 
 
La naturaleza activa de estos Elementos hace que estén contínuamente atentos a 
cambios en la red y que reaccionen ante ellos. Aunque cada uno sea diferente todos 
tienen este concepto básico en común y por ello su funcionamiento, a pesar de 
muchas diferencias, parte de una línea general. Por esta razón existe la clase 
ActiveElement que define el objeto abstracto del cual derivan los diferentes tipos de 
Elementos. La existencia de esta clase facilita la construcción y edición del resto de 
Elementos agrupando código común que ha de estar presente en todos ellos. Gracias 
a esto muchas de sus funciones están centralizadas y se evita tener código repetido 
en varias clases, lo cual conllevaría problemas de mantenimiento. No sólo se 
almacenan métodos comunes sino que también el ActiveElement recoge parámetros 
que comparten todos los Elementos. 
 
Los parámetros compartidos más significativos son: 
 
 Tipo: una cadena de texto que describe e identifica cada tipo de Elemento 
 Gestión de nodos: un conjunto de parámetros que tienen la finalidad de 
gestionar los nodos del Elemento. Entre estos parámetros se incluyen el 
número de nodos o el siguiente nodo sin asignar entre otros. 
 Estadísticas: contadores estadísiticos destinados a llevar un control del número 
de paquetes enviados, perdidos, recibidos, etc. 
 Tabla de rutas: tal y como su nombre indica este parámetro es una tabla donde 
se almacenan las rutas mediante las que el Elemento distribuirá los paquetes 
por la red. Esta es una estructura abstracta que no define el tipo de ruta pero 
sirve para que el Elemento definido se vea obligado a crearla él mismo, 
asegurando que este detalle imprescindible para el correcto funcionamiento del 
Elemento no sea olvidado en su creación. 
 
Se ha comentado anteriormente que un Nodo es la representación virtual de una NIC 
dentro del simulador. Como toda NIC, el Nodo tiene asignadas una dirección física de 
capa 2 y una dirección de capa 3. La dirección MAC es estática y sólo tiene funciones 
de identificación inequívoca de la NIC. No obstante, la dirección de capa 3 es 
representativa de la red a la que pertenece el Elemento. Esta dirección viene 
complementada por una máscara de red que sirve para poder identificar la dirección 
de red y la de host a partir de dicha dirección IP. El formato de la máscara de red no 
está limitado a las antiguas direcciones de clase A, B o C, sino que son válidas las 
máscaras de subred de longitud variable (VLSM) para permitir el enrutamiento entre 
dominios sin clase (CIDR). Más información acerca de estos dos conceptos se facilita 
en el capítulo 3 Conceptos previos. 
 
De igual forma que se ha hecho con los parámetros, a continuación se explican los 
métodos compartidos más destacados: 
 
 Gestión de rutas: el ActiveElement incluye una colección de métodos para 
gestionar las rutas contenidas en su tabla de rutas. Estos métodos son tanto de 
creación como borrado o modificación. 
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 Gestión de nodos: de igual forma que con las rutas, cada elemento hereda del 
objeto ActiveElement un conjunto de métodos para gestionar sus Nodos. 
 Tiempo de servicio: también es común en todos los Elementos la necesidad de 
calcular el tiempo que se tardará en servir un paquete de datos. En función de 
la longitud de dicho paquete y de la capacidad del Enlace por el que se envía, 
este método calcula el tiempo que se requiere. 
 Enviar mensaje: mediante esta función se da salida a los paquetes de datos 
que han de ser dirigidos hacia su destino. 
 Estadísticas: un conjunto de métodos para gestionar y contabilizar las 
estadísticas comunes a todos los Elementos. 
 
Aparte de estos parámetros y funciones hay muchos más que son comunes entre los 
elementos activos y que heredan de la superclase ActiveElement, pero estos que se 
acaban de explicar son los más importantes. 
 
También compartido por los distintos Elementos es el modo básico de funcionamiento. 
Todo Elemento activo sea Terminal o Router se ejecuta periódicamente por ciclos. 
Cada ciclo del Elemento comienza con una comprobación de su estado y sus 
necesidades. En ese momento se toman decisiones en función de los resultados 
obtenidos y del tipo de elemento y se actúa en consecuencia. El siguiente paso dentro 
del ciclo es comprobar uno a uno el estado de los Nodos. Si un Nodo contiene 
paquetes de datos que deben ser procesados se atiende al primer paquete dentro de 
la cola. Una vez se ha procesado y/o enviado se pasa al siguiente Nodo dentro del 
Elemento hasta completarlos todos. Es importante remarcar que sólo se hace una 
revisión de cada Nodo una vez por ciclo por dos motivos: en primer lugar para evitar 
que un mismo Elemento se adueñe de los recursos del sistema; en segundo lugar 
para ser lo más fieles posible con la realidad, ya que no sería correcto permitir que en 
un intervalo de tiempo que se supone limitado un Elemento comprobara varias veces 
el estado de un mismo Nodo. Cuando se acaban los Nodos de nuestro Elemento se 
fuerza un cambio en el sistema. Este cambio provoca que se dejen de dedicar 
recursos al hilo correspondiente a nuestro Elemento, dejando así vía libre para que el 
sistema pueda dedicarse a atender otras necesidades. La explicación de este cambio 
forzado atiende a las mismas razones de liberación de recursos y afán de realismo 
que se han comentado en el caso de los Nodos. 
 
A continuación, se explican todos y cada uno de los Elementos activos presentes en el 
simulador. 
6.1 Terminales 
Los Terminales en el simulador son una representación de los dispositivos de usuario 
que sirven como puntos de comunicación através de los cuales se crean y envían 
paquetes de datos. 
 
Los Terminales también deberían ser siempre los destinatarios de esos paquetes de 
datos, puesto que es en ellos donde se encuentran las funcionalidades de control de 
estadísticas más completas y que ofrecen una visión más detallada de la red. No 
obstante, un destino se especifica únicamente con una dirección IP, de manera que 
cualquier Elemento, Terminal o no, podría utilizarse como destino. 
 
A continuación se explican en profundidad las características de los elementos 
Terminal. 
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6.1.a Destinos 
Una necesidad principal para un Terminal que desée enviar paquetes de datos es 
poder definir el/los destinatario/s de esos paquetes. Los destinatarios y las 
características del tipo de transmisión que se desea se introducen en el simulador 
mediante una tabla existente en cada Terminal. En esta tabla hay que rellenar una fila 
por cada destino o por cada tipo de transmisión que se desee. 
 
La opción de que el Terminal no envíe información a ningún otro Elemento está 
contemplada también en el simulador. La finalidad de un Terminal puede ser simple y 
únicamente servir como destino para otros Terminales y así poder recoger la 
información estadística de los mensajes que le llegan. Para ello no es necesario nada 
más que dejar la tabla de destinos en blanco. Si el Terminal no tiene configurado 
ningún destino el simulador lo detecta automáticamente como receptor exclusivamente 
y se anula su función de envío de paquetes de datos. 
 
Los parámetros que se pueden encontrar dentro de la tabla de destinos son los 
siguientes: 
 
 Dirección IP de destino 
 Puerto de destino 
 Puerto de origen 
 Tipo de servicio (Type Of Service) 
 Tipo de distribución temporal 
 Media de la distribución temporal 
 Varianza de la distribución temporal 
 Media de la longitud del paquete de datos 
 Varianza de la longitud del paquete de datos 
 
La dirección IP de destino, el puerto de destino, la dirección IP de origen y el puerto de 
origen definen la comunicación entre dos Elementos. Dos Elementos pueden 
mantener más de una comunicación al mismo tiempo pero nunca con la misma 
combinación de puertos origen y destino. Siempre que se desee entablar una segunda 
línea de conversación se deberá hacer a través de una combinación de puertos 
distintos. El uso de los puertos dentro del simulador es importante de cara a funciones 
de establecimiento de rutas en MPLS como ya se explicará más adelante. Si el valor 
de cualquiera de estos puertos se deja a cero, el simulador calculará un número 
aleatorio de puerto que se mantendrá durante toda la comunicación. La elección de los 
puertos también tiene un peso estadístico en la contabilización de los mensajes 
recibidos, puesto que el simulador ofrece la opción de ver cuántos mensajes se han 
recibido por cada puerto del Terminal. 
 
El tipo de servicio (o TOS, del inglés Type Of Service) es un campo útil para describir 
el tipo de servicio que se pretende dar a esa comunicación (tal y como su nombre 
indica). Éste campo es una etiqueta de 8 bits que se encuentra en la cabecera de los 
paquetes IPv4. Dentro del simulador sirve únicamente como parámetro para la 
diferenciación de rutas en MPLS. 
 
Los parámetros que definen el tipo de distribución temporal de la fuente y las 
características de longitud de los paquetes de datos se explican más detalladamente 
en los siguientes apartados. 
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6.1.b Distribuciones temporales y gestión del tiempo 
Dentro de la tabla de destinos del Terminal hay tres parámetros que definen el tipo de 
distribución temporal que se utilizará. Mediante estos parámetros puede definirse una 
lógica matemática que será la encargada de decidir cuánto tiempo debe mantenerse 
entre el envío de un paquete de datos y el siguiente para ese destino. 
 
Estos tres parámetros son: 
 
 Tipo de distribución temporal 
 Media de la distribución temporal 
 Varianza de la distribución temporal 
 
El tipo de distribución temporal es un identificador que sirve para diferenciar entre los 
tres tipos de distribuciones que han sido implementadas para su uso en el simulador. 
Estas tres distribuciones son: 
 
 Distribución constante 
 Distribución uniforme 
 Distribución exponencial 
 
Cada distribución está definida por unas propiedades matemáticas implementadas 
mediante fórmulas más o menos sencillas. Para poder obtener los valores temporales 
correctos es necesario saber, además del tipo, los valores de media y varianza de la 
distribución. Estos valores son introducidos igualmente en el usuario mediante la tabla 
de destinos y se miden en “paquetes por segundo”. 
 
En medio del ciclo de funcionamiento del Terminal, cuando éste acabe de enviar un 
paquete de datos, puede conocer cual será el tiempo que ha de esperar hasta enviar 
el siguiente paquete para ese destino. Esto se consigue mediante la invocación de un 
método que actúa según la siguiente lógica para obtener el valor solicitado: 
 
Siendo W el tiempo de espera resultante, M la media de la distribución y V la varianza, 
tenemos: 
 
1) Si la distribución es del tipo constante, el valor devuelto será: 
 
M
W
1
000.000.000.000.1 ∗=   
2) Si la distribución es del tipo uniforme, el valor devuelto será: 
 
VM
W
∗±
∗=
α
1
000.000.000.000.1  [ ]1..0∈∀α  
3) Si la distribución es exponencial, el valor devuelto será: 
 
MV
W
+∗
∗=
α
1
000.000.000.000.1  siendo α un valor aleatorio gaussiano. 
 
La necesidad del factor de multiplicación 1.000.000.000.000 viene dada por motivos de 
conversión de unidades. Recordemos que la unidad temporal con la que trabaja el 
simulador son picosegundos (10-6 segundos), mientras que la unidad tanto de la media 
como de la varianza son paquetes por segundo. 
 
Ejemplo 
Un Terminal envía un paquete de datos en el instante actual. Acto seguido debe 
determinarse el instante en el que se deberá enviar el siguiente paquete de datos para 
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esa comunicación. Para ello se invoca el método calculateNextTimeToSend() dentro 
de la clase Destination contenida en el Terminal. Este método ejecuta el siguiente 
código: 
 
Double wait = new Double(0); 
double num; 
 
if(this.getDistribution()==Distribution.constant()){ 
  wait = new Double(1/this.getMean()); 
}else if(this.getDistribution()==Distribution.uniform()){ 
  double rndm = Math.random()*this.getVariance()*2; 
  num = this.getMean()-this.getVariance()+rndm; 
  wait = new Double(1/num); 
}else if(this.getDistribution()==Distribution.exponential()){ 
  Random random = new Random(); 
  num = random.nextGaussian()*this.getVariance()+this.getMean(); 
  if (num>0){ 
   wait = (Double)(1/num); 
  } 
 } 
wait = wait*1000000*1000000; 
this.setNextTime(Clock.time()+wait.longValue()); 
 
De esta forma el valor que contiene el instante de tiempo en el que se deberá enviar el 
siguiente paquete de datos se actualiza según el tipo de distribución y los valores de 
media y varianza configurados. 
 
El valor temporal que se acaba de explicar corresponde al tiempo que se ha de 
esperar para que una comunicación con un destino vuelva a requerir un nuevo 
paquete de datos. No obstante, es totalmente viable que un Terminal tenga más de un 
destino y, por extensión, más de una línea de comunicación. Para conocer entonces 
cuando el Terminal deberá volver a enviar un nuevo paquete se procede tal y como se 
explica a continuación. 
 
Cada Terminal guarda en su memoria información relativa a cada uno de sus destinos 
en la tabla de destinos. Dentro de cada fila de esta tabla, uno de los campos que no 
está a la vista del usuario es un contador que hace referencia al tiempo en que se 
deberá enviar el siguiente paquete de datos a ese destino exclusivamente. El valor 
que se asigna a este contador es el resultado del cálculo explicado anteriormente, que 
cambia cada vez que se envía un paquete a ese destino. Además de los contadores 
dentro cada línea de la tabla de destinos, el Terminal conserva también un contador 
general que indica el instante de tiempo en el que enviará el siguiente paquete de 
datos y la referencia a la línea de la tabla de destinos. Al inicio de cada ciclo de 
ejecución se comprueban todos los contadores de siguiente tiempo de entrega de los 
diferentes destinos. De entre todos ellos el contador general del Terminal adoptará el 
valor más próximo al instante actual y guardará la referencia a esa línea de la tabla de 
destinos para poder recuperar la información necesaria en el momento de hacer el 
envío. 
 
También es importante asegurar que el Terminal respeta el tiempo necesario para 
realizar el envío del paquete de datos. Podría darse el caso que los siguientes tiempos 
de entrega de dos destinos diferentes estuvieran a sólo 1 picosegundo de distancia. 
En el simulador, tal y como sucede en la vida real, cualquier Elemento no puede enviar 
un paquete de datos hasta que no haya acabado de enviar el anterior. Para ello, cada 
vez que se procede al envío de un mensaje se realiza un cálculo básico para averiguar 
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cuánto tiempo se tardará en efectuar esa transmisión. Este cálculo lo lleva a cabo un 
método que necesita como parámetros de entrada el número de interfaz por la que se 
da salida al mensaje y la longitud del mismo. Mediante el número de interfaz puede 
conocerse la capacidad disponible en Mbps del Enlace que está conectado al 
Elemento. Con este dato y el valor de la longitud del paquete se puede calcular el 
tiempo de servicio de la siguiente manera: 
 
C
L
Ts ∗= 000.000.8  
siendo Ts el tiempo de servicio en picosegundos, L la longitud del paquete de datos en 
bytes y C la capacidad disponible del Enlace en Mbps 
 
Ejemplo 
Un Terminal desea enviar un paquete de datos por su interfaz FastEthernet0/1. El 
enlace conectado a esta interfaz es de 100Mbps de los cuales tiene disponibles 
80Mbps. Si la longitud del paquete es de 1500bytes, el tiempo que el Terminal tarda 
en servir el paquete es: 
seg
Mbps
bytes
C
L
Ts
12-
100150.000.00
80
1500
000.000.8000.000.8 ∗=∗=∗=  
 
La manera de asegurar que este tiempo se respeta es simplemente comparando el 
instante de tiempo necesario según esta lógica con el tiempo obtenido de la tabla de 
destinos como siguiente tiempo de entrega. Si el siguiente tiempo de entrega es 
inferior al instante de tiempo que obliga el tiempo de servicio se utiliza este segundo 
valor en lugar del primero. 
 
Ejemplo 
Un Terminal comienza el envío de un paquete de datos en el instante 100. Acto 
seguido actualiza el valor de su campo Tiempo de Entrega y obtiene que el siguiente 
instante en el que debe enviar un paquete es el instante 110. No obstante, el tiempo 
necesario para servir el primer paquete es de 15 picosegundos debido a la longitud del 
mismo y la capacidad disponible en el Enlace. De esta forma, la cantidad de tiempo 
que se ha de esperar para realizar el siguiente envío es 15 picosegundos, ya que se 
trata del valor más restrictivo. 
 
Ahora ya se conoce la manera de obtener los valores temporales necesarios para el 
funcionamiento del Terminal. El modo en que el simulador utiliza estos valores y 
decide si se ha alcanzado o no un instante de tiempo es el siguiente. Tal y como se ha 
ido viendo hasta ahora estos contadores representan instantes temporales en los que 
el Elemento ha de reaccionar a algún evento programado para ese concreto instante. 
A lo largo de cada ciclo de funcionamiento del Elemento, éste compara los valores de 
sus contadores con el valor del reloj que indica el tiempo actual del simulador. En 
función del resultado de esta comparación puede saberse si se debe atender a la 
petición que representa ese contador o por el contrario no se debería hacer nada y 
esperar al siguiente ciclo, volviendo a realizar la comprobación una vez haya avanzado 
el reloj del simulador. De este modo aseguramos que en ningún momento un 
acontecimiento se adelante y provoque un fallo en la sincronización del sistema. 
6.1.c Longitud de los paquetes de datos 
Tal y como sucede con los parámetros de configuración de las distribuciones 
temporales, los valores que definen la longitud de los paquetes de datos se han de 
introducir en la tabla de destinos. Los campos que se encargan de ello son los 
siguientes: 
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 Media de la longitud del paquete de datos 
 Varianza de la longitud del paquete de datos 
 
Como se puede apreciar no existe para la longitud un campo que indique el tipo de 
distribución. Esto es porque se ha decidido no ofrecer diferentes tipos de 
distribuciones estadísticas para la longitud de los paquetes de datos. El único tipo de 
distribución disponible es la distribución exponencial. Esta decisión atiende al principal 
motivo de que este tipo de distribución es el que más fielmente refleja el tipo de tráfico 
que acostumbra a darse en la mayoría de las redes de comunicaciones. También es 
necesario comentar que si se introduce un valor igual a cero para la varianza el 
resultado es exactamente el mismo que si introdujéramos una distribución del tipo 
constante. Por ello, la única opción que no está presente es la distribución uniforme, 
que no aporta nada importante en este aspecto. 
 
De esta forma, el resultado para la longitud del paquete de datos en función de los 
datos introducidos en la tabla es el siguiente: 
 
 MVL +∗= α  
 
siendo α un valor aleatorio gaussiano, V la varianza, M la media y L la longitud 
resultante, todos ellos en bytes. 
 
Ejemplo 
Un Terminal quiere enviar un paquete de datos, para lo cual antes tiene que crearlo. 
Para conocer la longitud que debe tener el paquete, se debe invocar al método 
nextMessageLength(destination) del Terminal. El código de este método es: 
 
  Random random = new Random(); 
  int mean = this.getDestinationMsgMean(destination); 
  int variance = this.getDestinationMsgVariance(destination); 
  if(variance==0){ 
   return mean; 
  } 
  int length = (int)(random.nextGaussian()*variance + mean); 
  if (length<20){ 
   length = 20; 
  } 
  return length; 
 
Vale la pena destacar que, en el caso de que la longitud obtenida fuera inferior al 
mínimo de un paquete Ipv4 (20 bytes), se adopta este valor mínimo. 
 
De esta forma se puede conseguir una mayor personalización del tipo de fuente que 
se pretende emular, acercando más el comportamiento del simulador a las redes 
reales. 
6.1.d Maximum Transfer Unit (MTU) 
En el simulador, como sucede en las redes reales, cada Elemento de distribución y/o 
enrutamiento tiene definida una unidad máxima de transferencia que limita el tamaño 
máximo de un paquete de datos que pretenda atravesar dicho Elemento. Este 
parámetro se conoce como MTU (del inglés Maximum Transfer Unit). 
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El funcionamiento del MTU es, a priori, muy simple. Un valor numérico define la 
cantidad máxima de bytes que se permiten pasar a través del Elemento en cuestión. Si 
un paquete llega al Elemento con un tamaño superior al establecido por el MTU ha de 
decidirse qué hacer con él. La mayoría de redes optan por fragmentar el paquete en 
otros que no superen este tamaño máximo permitido, mientras que otros sistemas 
simplemente rechazan el paquete de datos, dando por hecho que el emisor de dicho 
paquete detectará esta pérdida y corregirá la cantidad de bytes por paquete. 
 
El simulador funciona según el primer procedimiento. Como ya se ha dicho es el caso 
más aceptado por la mayoría de redes, pero también el más complejo. Fragmentar un 
paquete en otros más pequeños conlleva la implementación de una estructura que 
permita identificar estos trozos, ordenarlos y finalmente ensamblarlos al alcanzar su 
destino. Una vez más, el simulador gestiona estos problemas de la misma manera que 
se realiza en la vida real, concretamente adoptando la lógica utilizada por el protocolo 
IP. 
 
En todo este proceso el Terminal únicamente es responsable del reensamblaje de los 
paquetes fragmentados. Los elementos extremos de la comunicación (emisor y 
receptor) no fragmentan paquetes de datos, ya que si un elemento es emisor él mismo 
decidirá el tamaño de los paquetes que crea, y si es receptor éstos habrán llegado a 
su destino, con lo cual lo único que queda por hacer es procesar la información del 
mensaje. De la tarea de fragmentación de los paquetes de datos (en caso de ser 
necesaria) se encargan el resto de Elementos. No obstante, en este apartado se 
explica el funcionamiento completo del proceso de MTU. 
 
Como se acaba de comentar, el proceso de MTU comienza en un elemento activo 
intermedio de la red. En una red real cualquier tipo de router, switch, HUB, etc puede 
recibir un paquete que supere en tamaño el valor especificado en ese elemento para 
su MTU y actuar en conseqüencia. En el simulador los tipos de elementos que se ven 
involucrados en este proceso son los tres tipos de routers que se han diseñado e 
implementado (RouterIP, LabelEdgeRouter y LabelSwitchingRouter), y el procesado 
de esos paquetes de datos consiste en su fragmentación para adaptarlos a las 
limitaciones establecidas por cada elemento. 
 
Cada paquete que alcanza un elemento de este tipo se somete a una comprobación 
para verificar si ha de ser fragmentado o no. En caso de no ser necesaria la 
fragmentación el paquete de datos sigue su flujo normal según el Elemento que lo esté 
tratando. Si ha de fragmentarse, primero se calcula el número de nuevos paquetes 
que se han de generar a partir del original y el valor de MTU del elemento. Siendo n el 
número de paquetes, L la longitud del mensaje original y M el tamaño máximo 
permitido por la MTU, el cálculo se realiza de la siguiente forma: 
 
 




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=
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Cada uno de estos paquetes será de longitud máxima según lo permitido por la MTU 
salvo el último, cuya longitud será la restante para igualar entre todos el tamaño del 
paquete original.  
 
Estos paquetes además deben contener información adicional para que el destino sea 
capaz de organizarlos y juntarlos de nuevo. Puesto que dentro del simulador los 
paquetes que se transportan no contienen datos (a diferencia de las redes reales, 
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obviamente) no es necesario repartir la información contenida en el original entre los 
nuevos paquetes. No obstante es de vital importancia añadir la información que 
permita un correcto reensamblaje. Los campos a rellenar son campos propios de la 
cabecera IP y para el funcionamiento del simulador, y son los siguientes: 
 
 Más fragmentos: campo que se encuentra dentro de la cabecera IP y que 
especifica mediante un bit a modo de flag si le siguen más paquetes 
fragmentados a éste. Salvo el último de los nuevos paquetes creados, el resto 
deben marcarse con este flag activado. 
 Desplazamiento de fragmento: campo de la cabecera IP de 13 bits que indica 
la posición dentro del paquete original que ocupaba el primer bit de datos de 
este nuevo paquete. La finalidad de este campo es poder reconstruir el 
paquete original siguiendo el orden correcto. 
 Direcciones y puertos: todos los paquetes nuevos creados deben tener las 
mismas direcciones de origen y destino tanto IP como Ethernet así como los 
puertos empleados en la comunicación. 
 Tiempo del mensaje: el parámetro interno del simulador que sirve para 
mantener el sincronismo entre los mensajes, los Elementos y el propio 
simulador. El tiempo que reciben los mensajes creados para la fragmentación 
es el instante temporal que se especifica en el reloj en ese preciso momento. 
 TTL: el campo Time To Live que sirve para controlar el número de saltos 
permitidos para un paquete ha de ser el mismo en los paquetes nuevos que en 
el original. 
 Identificador de paquete: cada paquete IP tiene este campo de su cabecera 
para identificarlo y distinguirlo del resto. Aunque los paquetes creados por la 
fragmentación sean diferentes los unos de los otros, este valor ha de ser 
común a todos ellos. La razón se verá en breve al explicar el reensamblaje. 
 
Una vez se han creado todos los paquetes se almacenan ordenados en un ArrayList 
auxiliar. El motivo es tenerlos localizados para poder darles salida uno a uno como si 
de una nueva cola con prioridad sobre la normal se tratara. Cuando un Elemento 
comprueba si contiene paquetes en su ciclo de ejecución que deban ser enviados 
comprueba primero la cola que contiene los paquetes procedentes de la 
fragmentación. A partir de ahí se da salida al mensaje, pasando exactamente por el 
mismo procedimiento que se sigue al enviar un paquete de datos que no haya sido 
fragmentado, concluyendo el proceso de fragmentación. 
 
Ejemplo 
Un paquete de longitud 1300 bytes es enviado al RouterIP de la figura. Este router 
tiene configurado un tamaño de MTU igual a 500 bytes, de manera que es necesario 
fragmentar el paquete de datos. 
 
Figura 6.1. Ejemplo de fragmentación MTU 1. 
 
Para ello, se crean paquetes más pequeños a partir del original y se incluye en ellos la 
información necesaria para poder reensamblarlos más adelante en su destino. El 
resultado de la fragmentación es el siguiente: 
Tamaño: 1300bytes MTU: 500bytes 
85 
 
Figura 6.2. Ejemplo de fragmentación MTU 2. 
 
Los detalles de estos nuevos paquetes generados son: 
 
 
De esta forma, una vez estos paquetes lleguen a su destino, el Terminal receptor será 
capaz de convertir estos paquetes en el original. 
 
La segunda parte del funcionamiento de la MTU lo ocupa el reensamblaje. Este 
proceso se lleva a cabo en los elementos finales de la red, es decir, en los Terminales. 
Para ello se ha tenido que crear un nuevo objeto que se encarga de llevar un control 
sobre las recepciones incompletas de paquetes en cada Terminal. Esto es necesario 
puesto que puede darse el caso que de uno o varios destinos vayan llegando a 
nuestro Terminal distintos conjuntos de paquetes fragmentados. El Terminal ha de 
saber distinguirlos y contabilizarlos por separado, pudiendo decidir si se ha finalizado 
la recepción de un bloque de paquetes o si se ha de dar por incompleta. 
 
Esta clase recibe el nombre de MTUControl. Cada Terminal debe tener un objeto de 
esta clase por cada grupo de paquetes que reciba. El Elemento distinguirá si un 
paquete pertenece a un grupo o a otro en función de su campo identificador de 
cabecera IP. Gracias al mecanismo IDPool implementado en el simulador (4.2.b 
Organismos auxiliares) se garantiza que no sea posible encontrar paquetes 
distintos que contengan un mismo ID salvo los que pertenezcan a una misma 
fragmentación. 
 
Los parámetros necesarios para el reensamblaje contenidos en la clase MTUControl 
son los siguientes: 
 
 ID: identificador que sirve para distinguir los paquetes pertenecientes a nuestro 
grupo de fragmentación 
 Longitud parcial: la cantidad de bytes que se ha recuperado hasta el momento 
mediante la recepción de varios de los paquetes fragmentados. 
 Longitud total: la longitud total que se espera para el conjunto de paquetes 
fragmentados, que ha de coincider con la longitud del paquete original. 
 Último elemento: flag que indica si se ha recibido ya o no el último paquete 
fragmentado. 
Tamaño: 1300bytes MTU: 500bytes 
Tamaño: 500bytes 
Tamaño: 500bytes 
Tamaño: 300bytes 
1 
2 
3 
1 
2 
3 
Tamaño: 500bytes      MoreFragments: True
 FragmentOffset: 0 
Tamaño: 500bytes      MoreFragments: True
 FragmentOffset: 500 
Tamaño: 300bytes      MoreFragments: False
 FragmentOffset: 1000 
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 Tiempo de expiración: un contador temporal que marca el instante a partir del 
cual se debería dar por imposible el reensamblaje debido a la pérdida de uno o 
varios de los paquetes fragmentados. 
 
Cuando llega un paquete con el campo “Más fragmentos” activado o el campo 
“Desplazamiento de fragmento” distinto de cero, ese paquete pertenece a un conjunto 
de paquetes fragmentados. Cuando el Terminal así lo detecta busca entre sus objetos 
MTUControl uno que tenga el mismo identificador que el paquete. Si no existe ninguno 
creará uno nuevo para esta serie de paquetes y actualizará sus parámetros con la 
información del mensaje. Si ya existía ese MTUControl simplemente procesará la 
información del paquete para actualizar sus valores. 
 
La actualización de un MTUControl al recibir un paquete es la siguiente: del mensaje 
se obtiene la longitud en bytes que ocupa y se suma al valor de “Longitud parcial” del 
MTUControl. De esta manera podemos saber cuantos bytes se han ido recuperando 
del paquete original. Si el paquete no tiene activado el flag “Más fragmentos” pero 
tiene el “Desplazamiento de fragmento” con un valor positivo eso significa 
unequívocamente que se trata del último paquete fragmentado. Para guardar esta 
información se activa el flag “Último elemento”  del MTUControl y se extrae el valor de 
la longitud del paquete original. Esta longitud será igual al valor del “Desplazamiento 
de fragmento” del paquete más su longitud y nos permitirá compararlo con el campo 
“Longitud parcial” para saber si se ha finalizado la entrega o no. En caso negativo se 
seguirá esperando la llegada de más paquetes, ya que podría darse el caso que 
durante su transporte por la red hayan podido recorrer caminos diferentes y llegar 
desordenados al destino. 
 
El campo “Tiempo de expiración” sirve para identificar si un conjunto de paquetes ha 
superado el tiempo establecido para dar por incompleta la recepción. Cada vez que se 
recibe un nuevo paquete perteneciente a este MTUControl se actualiza su valor 
sustituyéndolo por el instante actual más el tiempo de eliminación de MTU. El valor de 
este tiempo es un parámetro configurable por el usuario del simulador, ya que todo y 
haber buscado mucho no se ha encontrado una confirmación de valor oficial alguno 
para este tiempo. Sí se han encontrado varios círculos de debate donde se tenía como 
preferencia un valor de 6 segundos a partir del último paquete recibido y por ello se 
ofrece este valor por defecto. Una vez transcurrido ese tiempo desde la última 
recepción de un paquete de ese grupo se puede dar por supuesto que ya no se 
recibirán más paquetes del conjunto y debe darse la recepción por inacabada. 
 
Ejemplo 
Un Terminal recibe varios paquetes procedentes de una fragmentación previa. Estos 
paquetes contienen la siguiente información: 
 
1 
Tamaño: 500bytes 
MoreFragments: True 
FragmentOffset: 0 
2 
Tamaño: 500bytes 
MoreFragments: True 
FragmentOffset: 500 
2 
Tamaño: 500bytes 
MoreFragments: False 
FragmentOffset: 1000 
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Figura 6.3. Ejemplo de reensamblaje MTU 1. 
 
Todos estos paquetes tienen el mismo identificador, lo que significa que todos ellos 
provienen del mismo mensaje. Para el posible reensamblaje de estos paquetes, es 
importante entender el funcionamiento de los campos MoreFragments y 
FragmentOffset. 
El primer paquete recibido (1) tiene el campo MoreFragments activado. Esto significa 
que no es el último de los paquetes a reensamblar. El campo FragmentOffset indica 
que su posición en el mensaje original es la posición 0, de manera que, si el mensaje 
es de 500 bytes, se han recuperado los bytes 0 a 499 del paquete original. 
De igual forma, el paquete número 2 indica que no es el último de los paquetes, y 
siendo su longitud de 500 bytes y su FragmentOffset de 500, este paquete rellena las 
posiciones 500 a 999 del paquete original. 
El último paquete, el número 3, indica con un campo MoreFragments negativo que 
éste es el último de los paquetes a reensamblar. Por ello, comenzando en la posición 
1000 tal y como indica el campo FragmentOffset y llegando hasta la 1299 (por la 
longitud del paquete), este paquete se ve completamente reensamblado. 
 
 
Figura 6.4. Ejemplo de reensamblaje MTU 2. 
 
De esta forma se obtiene el mensaje original en el destino. 
 
En el caso de darse por perdida la recepción o haberse finalizado con éxito, el objeto 
MTUControl correspondiente es eliminado para el ahorro de recursos. 
6.1.e Ciclo de funcionamiento 
El ciclo de funcionamiento de un Terminal no se diferencia mucho en apariencia con el 
del resto de Elementos. Todos siguen aproximadamente unos pasos comunes en 
superficie pero con grandes diferencias si los analizamos en detalle. 
 
Es importante remarcar que debido a la naturaleza del Terminal como Elemento de 
origen y/o destino, éste únicamente tratará con datagramas del tipo TCP/IP. 
 
En primer lugar dentro del ciclo de funcionamiento nos encontramos con una 
comprobación del estado del reloj. Según cómo se encuentre éste, el Terminal 
proseguirá con el ciclo o se detendrá si así se le indica. Aquí es el punto donde se 
aplica el mecanismo de pausa del reloj (4.2.a El Reloj) pudiendo gobernar la 
ejecución o no de los Elementos. 
 
El siguiente apartado dentro del ciclo de ejecución del Terminal es el que responde a 
las necesidades de éste desde el punto de vista de emisor. Llegados a este punto el 
Elemento comprueba si es o no emisor de paquetes de datos mirando en su tabla de 
destinos. En caso de no estar configurado como emisor el Terminal proseguirá su 
1 
2 
3 
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curso dentro del ciclo de ejecución, pero en caso contrario se procederá de la 
siguiente manera: 
 
1. Control temporal. Comprobar que no adelantamos el tiempo de envío 
comparando el contador interno del Terminal con el valor actual del reloj del 
simulador. Si estamos en condiciones de enviar, seguimos. 
2. Creación del mensaje. Para este punto se hace una recopilación de los datos 
necesarios para crear el mensaje de cero. Hay que recuperar las direcciones 
MAC e IP de origen del Terminal y las direcciones MAC e IP de destino de la 
tabla de destinos. También de la tabla se recuperan los puertos de origen y de 
destino. La forma de crear el mensaje a partir de estos datos es la más lógica 
dado que los paquetes de datos contienen varios bloques encapsulados unos 
dentro de otros. Partimos creando el paquete TCP que es el superior en la 
tabla de protocolos y a continuación el inmediatamente inferior. En la creación 
del segundo se incorpora el primero llevando a cabo el encapsulado. Se sigue 
así hasta llegar al último nivel que se contempla en el simulador (nivel 2, capa 
de enlace). Una vez se ha creado el paquete de datos se añade cierto tipo de 
información necesaria para el simulador, como un marcador temporal que 
indica el tiempo exacto en que se creó el mensaje, necesario para cuestiones 
estadísticas. 
3. Cálculo del tiempo de servicio. Este parámetro marca la cantidad de unidades 
de tiempo que necesita el Terminal para dar salida al mensaje a través de su 
nodo. El cálculo de este valor se realiza mediante una simple función 
matemática en la que se ven involucrados la longitud del mensaje y la 
capacidad del Enlace por el que se va a enviar éste, tal y como se muestra a 
continuación: 
 
C
L
Ts ∗= 000.000.8   
siendo Ts el tiempo de servicio, L la longitud del paquete en bytes y C la 
capacidad del Enlace en Mbps. 
4. Cálculo del siguiente tiempo de envío. Como se ha comentado anteriormente, 
una vez enviado un paquete de datos se procede al cálculo del periodo de 
tiempo que debe esperarse antes de transmitir un nuevo mensaje hacia ese 
destino, de acuerdo a los parámetros que definen el tipo de distribución 
temporal. En el apartado de “Distribuciones temporales y gestión del tiempo” de 
este mismo capítulo se puede consultar la forma en que se realizan estos 
cálculos. Una vez se ha actualizado el valor temporal de la línea de la tabla de 
destinos que acabamos de servir, el Terminal comprueba de entre todas las 
líneas de esta tabla cual es la que debe ser atendida a continuación. En un 
parámetro interno se toma nota de cual es el siguiente destino haciendo 
referencia a esa línea de la tabla de destinos. Acto seguido ha de asegurarse 
que el tiempo que se indica como siguiente tiempo de envío respete el tiempo 
de servicio del último paquete, ya que hasta que éste no se haya acabado de 
enviar no se podrá atender a ningún otro paquete como emisor. El más 
restrictivo de estos dos tiempos será el que prevalezca. 
 
Hasta aquí la rutina de funcionamiento para un Terminal emisor de paquetes. Una vez 
atendidas las necesidades de envío de información se pasa a atender la recepción de 
mensajes. Cada Terminal tiene únicamente un nodo que es através del cual envía y/o 
recibe la información. Para ver si hay paquetes esperando a ser recibidos tan sólo hay 
que consultar la cola de entrada de este Nodo. Si está vacía evidentemente significará 
que no hay ningún paquete y podemos seguir con el siguiente punto del ciclo de 
funcionamiento. Si por el contrario no está vacía se actúa como se explica a 
continuación: 
89 
 
1. Comprobación de fallos. Se observa si el paquete de datos que se acaba de 
recibir viene o no marcado como erróneo. Si así fuera este supuesto vendría 
motivado por un error en el enlace calculado mediante la probabilidad de 
pérdidas de éste. Al considerarse estadísticamente que se ha producido un 
error, se marca un flag en el paquete de datos para informar al primer 
Elemento con el que se encuentre que el paquete no puede tratarse 
correctamente. Si nuestro paquete viene marcado de esta manera, se 
contabiliza estadísticamente y se elimina. 
2. Comprobación de destinatario. Si el paquete se ha recibido correctamente lo 
siguiente a comprobar es que el destinatario del mismo sea el Terminal que 
nos ocupa. Para ello tiene que cumplirse que tanto las direcciones MAC e IP 
destino indicadas en el paquete de datos coincidan con la del Terminal. Si no 
es así, el paquete intentará redistribuirse a la red o bien se desestimará en 
función de la tabla de rutas del Terminal. En caso contrario se habrá recibido 
satisfactoriamente un paquete de datos y se procederá a su tratamiento. 
3. Control de fragmentación. Una vez se ha aceptado el paquete de datos se 
comprueba si éste es parte de otro que ha sido fragmentado o no. En caso 
afirmativo se recurre a los objetos MTUControl acualizando su información con 
la del mensaje. Los diferentes resultados que podemos obtener son la creación 
de un nuevo grupo de MTUControl si el paquete es el primero de un grupo 
fragmentado, una actualización de un grupo ya existente o la cancelación de un 
MTUControl que se ha completado correctamete con la recepción de este 
último paquete. En este último caso o si el paquete recibido no era parte de 
una fragmentación, pasamos al siguiente punto. 
4. Recuento estadístico. Cuando ya se ha procesado el paquete de datos sólo 
queda contabilizarlo. Para ello se utilizan las funciones estadísticas que 
permiten llevar un control de lo acontecido hasta el momento en el simulador. 
Este punto se explica más extensamente en el siguiente apartado de este 
mismo capítulo. 
 
Llegados a este punto dentro del ciclo de funcionamiento sólo queda realizar una 
comprobación relativa a los paquetes fragmentados recibidos que todavía no se han 
completado. Al explicar el funcionamiento del MTU en un apartado anterior se hacía 
referencia a un tiempo máximo que se mantenían este tipo de paquetes en el Terminal 
antes de darlos por incompletos y eliminarlos. Periódicamente y con una frecuencia del 
orden del tiempo de expiración del MTU se comprueban en este punto del ciclo de 
funcionamiento uno a uno todos los objetos MTUControl disponibles en el Terminal. En 
caso de que el tiempo de expiración de alguno de estos objetos se haya sobrepasado, 
el objeto MTUControl se elimina y se contabiliza la pérdida del paquete. 
 
Con esto se completa el ciclo de funcionamiento. Una vez acabado se fuerza la 
liberación de los recursos que en ese momento acapara el Terminal que nos ocupa. 
De esta forma cualquier otro elemento que los necesite puede acceder a ellos, 
consiguiéndose una mayor igualdad en su repartición. Esto evita que un elemento se 
apodere indefinidamente de la máquina donde se ejecuta el simulador y se produzcan 
fallos de sincronismo.  
6.1.f Estadísticas 
Una de las tareas más importantes del simulador es el tipo de información estadística 
que ofrece. De nada sirve pretender llevar a cabo una representación real de unas 
redes físicas si no se ofrece luego ningún tipo de información acerca de estas. 
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El sistema de estadísticas con que funciona el simulador se basa en un conjunto de 
contadores y tablas donde cada Elemento guarda la información de todo aquello que 
ha sucedido en su entorno, se considera que tiene un interés para el análisis de la red 
y es susceptible de ser contabilizado. A continuación se exponen los diferentes tipos 
de información recogida así como las particularidades propias o del proceso de 
contabilización: 
 
 Mensajes enviados: un contador que se incrementa cada vez que el Terminal 
envía un paquete. Simple y útil. 
 Mensajes recibidos: este tipo de estadística ofrece un contador que indica el 
total de mensajes que han llegado al Terminal más un añadido. El añadido 
reside en la opción de visualizar la cantidad de mensajes pero filtrando por el 
puerto de nuestro Terminal al que iban dirigidos. De esta manera se le permite 
al usuario distinguir entre las distintas comunicaciones que se mantengan con 
este Terminal. Esto conlleva que cada vez que llega un paquete se tenga que 
consultar el puerto e incrementar el contador de entre una gran lista de 
opciones. Una estructura en array habría sido una carga para los recursos del 
sistema, por lo que se ha optado por un sistema de Hashtable que, aunque 
menos amigable a la hora de programarlo, sí ofrece mejores resultados en 
cuanto a rendimiento. 
 Mensajes incompletos: cada vez que se desestima un conjunto de paquetes 
fragmentados por exceder el tiempo de expiración se genera un evento que 
contabiliza la pérdida de un paquete que no se ha podido recuperar en su 
totalidad. 
 Mensajes erróneos: debido a pérdidas en el Enlace se ha visto anteriormente 
que un Terminal reciba paquetes catalogados como erróneos. Estos paquetes 
también se contabilizan estadísticamente en el simulador mediante este 
contador. 
 Mensajes perdidos: como se ha explicado anteriormente en el apartado 4.6.a 
Colas y control temporal del capítulo 4 Bases del simulador, 
cada Nodo tiene una cantidad máxima de paquetes que puede almacenar en 
cola. También se había explicado que en caso de que esta cola esté llena al 
llegar nuevos paquetes estos no tienen donde situarse y por tanto se pierden. 
Cada vez que esto sucede se incrementa el contador de mensajes perdidos. La 
única peculiaridad que posee esta estadística es que su casuística no se 
controla con la llegada de un paquete nuevo, sino que se hace al tratar los 
Nodos dentro del ciclo de funcionamiento. Cada vez que se accede a esta 
etapa dentro del ciclo, se hace un recuento de todos los mensajes que han 
quedado fuera de la cola y se actualiza el contador. 
 Restrasos medios: uno de los parámetros estadísticos más representativos de 
la red simulada. Saber cuanto tarda un paquete de datos desde el momento en 
que abandona el Terminal origen hasta que llega a su destino es un dato muy 
importante para poder dar una valoración de la calidad de la red. Para esto es 
imprescindible poder distinguir entre los diferentes orígenes de entre los cuales 
se reciben mensajes, y evidentemente el simulador ofrece esta opción. La 
elección de almacenamiento de estos datos ha sido nuevamente un objeto del 
tipo Hashtable donde se va ubicando la información necesaria. Para el cálculo 
del retraso medio total de los paquetes entre origen y destino se ha tenido que 
recurrir a la creación de un nuevo objeto que recibe el nombre de Delay. Cada 
Terminal tiene un objeto de este tipo por cada otro Terminal que le envía 
información. Es aquí donde se guarda la información relativa a la IP de origen, 
el número de paquetes recibidos de ese origen y evidentemente el retraso 
medio. Cada vez que llega un nuevo mensaje se recalcula el valor del retraso 
mediante la siguiente fórmula: 
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 donde D es el valor del retraso medio, n el número de mensajes recibidos y T el 
retraso  que ha sufrido el último paquete de datos en llegar. 
 
Ejemplo 
Un Terminal recibe su primer paquete de datos. En ese momento el reloj indica que 
nos encontramos en el instante 100. El valor del campo de Instante de Creación del 
paquete dice que el paquete se creó en el instante 5, por lo cual el retraso de este 
paquete es de 95 picosegundos. El valor del campo Delay es entonces el siguiente: 
seg
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Se recibe ahora un segundo paquete que viene con un retraso de 70 picosegundos. El 
valor medio del retrase se calcula de la misma manera: 
seg
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De esta forma se puede obtener el retraso medio con cada nuevo paquete recibido . 
 
La correcta utilización de todos estos parámetros y de los métodos que los actualizan 
hacen que la información estadística de lo que está sucediendo en el simulador esté 
disponible prácticamente de inmediato para que el usuario pueda consultarla. 
6.2 Routers 
Una definición muy básica pero acertada de un router es aquella que lo describe como 
el elemento que se encarga de que los paquetes de datos lleguen a su destino. 
Concretando más se puede añadir que un router es un dispositivo hardware o software 
que interconecta segmentos de red (o redes enteras) y que mediante la información de 
capa de red de los paquetes de datos consigue distribuirlos encontrando la mejor ruta 
a su destino. 
 
Existen muchos tipos diferentes de routers dependiendo del tipo de red o redes para 
las que han sido diseñados. Dentro del simulador nos limitamos a los routers que 
funcionan con los protocolos IP y MPLS. Todos ellos tienen factores que los hacen 
distintos y por ello existe un objeto diferente para cada uno. Las clases definidas en el 
simulador para representarlos son: 
 
 RouterIP: procesa únicamente la información de cabecera IP de los paquetes 
que le llegan. 
 LabelEdgeRouter: se establece en la frontera entre las redes IP y las redes 
MPLS. 
 LabelSwitchingRouter: el router “interno” a las redes MPLS. Sus elementos 
contiguos sólo pueden ser de su mismo tipo o LabelEdgeRouter. 
 
Estos tres elementos tienen algunos aspectos comunes y formas de comportarse muy 
semejantes, pero que por pequeños detalles que las diferencian no permiten ser 
agrupadas dentro de una clase genérica. No obstante, algún procedimiento como por 
ejemplo la fragmentación por MTU (6.1.d Maxumum Transfer Unit) sí es idéntico 
en todos ellos y por eso se ha incluido en la clase ActiveElement de la que heredan 
todos los dispositivos activos del simulador. Cada elemento router tiene además como 
parámetros configurables por el usuario la longitud máxima permitida de los paquetes 
de datos y el tiempo máximo de expiración permitido. 
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Otro parámetro común entre los routers es el tiempo de procesado. Cada vez que un 
elemento enrutador recibe un paquete de datos ha de analizarlo y realizar ciertas 
tareas con la información obtenida. Evidentemente este procesado de los datos no es 
inmediato, lo que conlleva un tiempo de actividad en el que el router no puede atender 
otros paquetes. La manera de reflejar este tiempo de ocupación del router en el 
simulador es mediante el uso de este tiempo de procesado. Este parámetro es un 
valor numérico (editable por el usuario para cada router) que representa la cantidad de 
unidades temporales que el elemento dedica a cada paquete de datos. De esta forma, 
cuando se recibe un mensaje se consulta el valor de este campo y se espera esa 
cantidad de incrementos de reloj antes de poder enviarlo siempre que se necesite. 
 
A continuación se explican en profundidad cada uno de los routers disponibles en el 
simulador. 
6.2.a Router IP 
El RouterIP es un elemento enrutador que es capaz únicamente de leer los paquetes 
de datos hasta nivel de red para el protocolo IP. Este router se emplea en las redes de 
acceso del usuario hasta alcanzar las redes de distribución donde se aplica el 
protocolo MPLS y se emplean otro tipo de routers, como los que se explican en los 
capítulos posteriores. 
 
La complejidad de un RouterIP es baja comparada con la del resto de routers. Sus 
tareas se limitan a recoger un paquete de datos, comprobar su validez y encontrar una 
ruta por la que enviarlo. El único tipo de paquetes de datos que puede procesar un 
RouterIP es el tipo TCP/IP, cualquier otro tipo de paquete de datos que llegara al 
RouterIP será ignorado. Por ello, el funcionamiento de un RouterIP es menos complejo 
que el del resto de routers. 
Ciclo de funcionamiento 
Como ya se comentó en el apartado 6.1 Terminales del capítulo 6 Elementos 
del simulador, cada Elemento tiene su propio ciclo de funcionamiento pero 
comparten ciertas bases entre ellos. 
 
Como resulta obvio pensar, el Terminal es el único Elemento que cuenta con la 
funcionalidad de crear paquetes de datos. Por ello, el ciclo de funcionamiento del resto 
de Elementos se limita a escuchar los diferentes Nodos que lo componen y tratar los 
paquetes de datos que se encuentren en ellos. Los mecanismos de escucha del reloj 
para detectar cambios en el estado (pausa/stop) también se incluyen en todos los 
Elementos, por lo que no insistiremos en ellos. 
 
El ciclo de funcionamiento que se realiza en el RouterIP cada vez que se visita un 
Nodo es el siguiente: 
 
1) Control de la cola: se comprueba si hay paquetes para enviar en el Nodo. 
Estos paquetes pueden ser o bien paquetes que se encuentran en la cola de 
entrada del Nodo, o bien paquetes procedentes de la fragmentación de un 
paquete anterior y que todavía están pendientes de enviar. En el caso de que 
no haya ningún paquete de ninguno de los dos tipos se procede al análisis del 
siguiente Nodo dentro del RouterIP. Si por el contrario hay más de un paquete 
en la cola, se realiza la comprobación de que ninguno de estos paquetes se 
haya quedado fuera por exceder el tamaño de la cola, en cuyo caso, se 
contabilizarán estadísticamente y se eliminarán. 
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2) Comprobación de fallos. de la misma forma que sucede en el Terminal, se 
observa si el paquete de datos que se acaba de recibir viene o no marcado 
como erróneo. Si así fuera este supuesto estaría motivado por un error en el 
Enlace calculado mediante la probabilidad de pérdidas de éste. Al considerarse 
probabilísticamente que se ha producido un error, se marca un flag en el 
paquete de datos para informar al primer elemento con el que se encuentre (en 
este caso el RouterIP) de que el paquete no puede tratarse correctamente. 
Otra validación que ha de superar el paquete es la comparación entre la 
dirección MAC que contiene el paquete como dirección destino de capa 2 y la 
propia dirección MAC del RouterIP. Estas direcciones deben ser las mismas si 
no ha sucedido ningún error. Si mediante cualquiera de estos dos procesos se 
detecta que el paquete contiene algún error, éste se contabiliza 
estadísticamente y se elimina. 
3) Tratamiento del paquete: una vez el paquete ha superado las diferentes 
comprobaciones puede ser procesado. Este punto se desarrolla más adelante 
dentro de este capítulo. 
4) Recuento estadístico. cuando ya se ha procesado el paquete de datos sólo 
queda contabilizarlo. Para ello se utilizan las funciones estadísticas que 
permiten llevar un control de lo acontecido hasta el momento en el simulador. 
Este punto se explica más extensamente en el siguiente apartado de este 
mismo capítulo.  
 
Estos son los pasos que se realizan Nodo a Nodo cada vez que se ejecuta el ciclo de 
funcionamiento del RouterIP. A continuación se explica cual es el procedimiento que 
se sigue en el procesado del paquete una vez validado. 
 
La mayor ventaja que se extrae de los protocolos y dispositivos diseñados con el 
modelo de referencia OSI en mente es su modularidad. Cada nivel o capa son 
independientes entre sí y por eso pueden ser analizados aparte. De esta manera, el 
RouterIP así como el resto de Elementos realiza una comprobación capa a capa del 
protocolo que utiliza el paquete de datos y lo trata si está capacitado para ello. Un 
RouterIP sólo puede tratar una cantidad limitada de protocolos, igual que un 
LabelEdgeRouter puede tratar otros y otros diferentes un LabelSwitchingRouter. 
 
El modo en que todo esto se lleva a la práctica es el siguiente: 
 
1) Comprobación de capa 2: se comienza por la capa más baja que el simulador 
es capaz de tratar. Si el protocolo utilizado es Ethernet802.3, el RouterIP lo 
reconoce y pasa a comprobar el siguiente nivel. El RouterIP no ha sido 
preparado para comprender ningún otro protocolo de capa 2 diferente a 
Ethernet802.3, de manera que si cualquier paquete con un protocolo de capa 2 
distinto llegara al RouterIP éste lo descartaría. 
2) Comprobación de capa 3: del mismo modo comprobamos que el protocolo 
utilizado en la capa 3 sea del tipo IPv4. Otra vez más, cualquier otro protocolo 
detectado provocará la desestimación del paquete al no ser capaz el Elemento 
de procesar dicho paquete. 
3) Comprobación de capa 4: una vez más sólo hay un protocolo permitido para 
esa capa del modelo de referencia. En este caso se trata de TCP, el protocolo 
de control de transmisión. Si los paquetes que lleguen al RouterIP son de este 
tipo el paquete se podrá tratar. 
 
Es interesante destacar que esta estructura de protocolos consta de únicamente una 
rama principal. Sólo un protocolo es permitido en cada capa y por ello sólo hay una 
manera posible de tratar el paquete al no haber diferentes vías. Este no será el caso 
en otros routers, por lo que es importante que el lector comprenda que no hay 
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únicamente una manera de tratar los paquetes recibidos, sino que las diferentes 
maneras de tratarlos dependen de la cantidad de protocolos con los que trabaja el 
Elemento en uso. 
 
Para el caso que nos ocupa, si el paquete de datos cumple los tres requisitos exigidos 
(Ethernet802.3, IPv4 y TCP) se procede a tratarlo. En el caso del RouterIP las tareas 
que se han de realizar son estas: 
 
1) Comprobación MAC: este paso lo impone el protocolo de capa 2 utilizado 
(Ethernet). Dicho protocolo dicta que antes de enviarse un paquete éste debe 
actualizarse con la dirección MAC de capa 2 del siguiente Elemento al que se 
envía (obtenida por ARP). Una vez el paquete se recibe en dicho Elemento, se 
comprueba que la dirección MAC indicada en el paquete y la suya propia 
coinciden, únicamente para verificar que realmente se trata del Elemento al 
que se deseaba enviar el paquete. 
2) Enrutamiento IP: el paquete se somete a las reglas que han de dictaminar cual 
es la interfaz por la que debe enviarse el paquete para que llegue a su destino. 
Éste punto se desarrolla en profundidad en el siguiente apartado. 
3) Cálculo del tiempo de mensaje: se realiza un cálculo matemático que refleje el 
tiempo que tarda en procesarse el paquete en el RouterIP así como el tiempo 
que tarda en poder enviarse por el Enlace. Una vez calculado, se actualiza el 
campo pertinente en el mensaje. 
4) Cálculo del tiempo de servicio: la cantidad de unidades de tiempo necesarias 
para dar salida al mensaje a través del correspondiente Nodo. El cálculo de 
este valor se realiza mediante la siguiente función matemática: 
C
L
Ts ∗= 000.000.8   
5) donde Ts el tiempo de servicio, L la longitud del paquete en bytes y C la 
capacidad del Enlace en Mbps. 
6) Recuento estadístico: los datos resultantes de todo el proceso al que se 
somete el paquete se contabilizan y almacenan en las diferentes variables 
estadísticas. Se estudia más en profundidad más adelante en este mismo 
capítulo. 
 
A continuación se explican algunos de ellos en profundidad. 
Enrutamiento IP 
El conjunto de reglas que utiliza un router para decidir cual es la interfaz por la que 
debe enviar un paquete para que éste llegue a su destino se conoce como 
enrutamiento. Como ya ha sido comentado anteriormente, un RouterIP sólo atiende 
paquetes cuyo protocolo de capa 3 sea IPv4, de manera que el enrutamiento que lleva 
a cabo es un enrutamiento IP. 
 
Se conoce comúnmente como ruta toda aquella información que sirve para alcanzar 
un destino. En el caso del enrutamiento IP una ruta es algo parecido, un conjunto de 
valores que sirven para definir un camino hacia un destino. 
 
Los elementos que forman una ruta son los siguientes: 
 
 Destino: la dirección de destino de la ruta. Antes de comparar la dirección del 
paquete de datos con este campo se ha de filtrar la primera con la máscara de 
red. 
 Gateway: la dirección del Elemento inmediatamente posterior según esta ruta. 
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 Máscara de red: la máscara que se utiliza para obtener la dirección de red a 
partir de una dirección IP. Como se ha comentado anteriormente, se permiten 
el uso de máscaras de longitud variable (VLSM, Variable Length Subnet Mask). 
 Interfaz: la interfaz por la que se envía el paquete de datos para seguir esta 
ruta. 
 
Estos datos se almacenan en el objeto IPRoute dentro del simulador. Todas las rutas 
disponibles en un Elemento se guardan en la tabla de rutas. El orden dentro de esta 
tabla es importante ya que para comprobar qué ruta se adapta mejor a las 
necesidades del paquete se visitan una a una por orden todas las rutas hasta 
encontrar una coincidencia. Llegado este punto no se comprueban las rutas más allá 
de la primera válida, de manera que la información de esas rutas no es relevante si se 
encuentra una ruta válida antes que ellas. 
 
Para saber si una ruta es válida se realizan los siguientes pasos: 
 
1) Se obtiene la dirección de destino indicada en el paquete de datos 
2) Se filtra esa dirección con la máscara de red indicada en la ruta. El método de 
filtrado se realiza superponiendo la dirección deseada con la máscara y 
realizando una multiplicación bit a bit. 
3) El resultado de esta operación se compara con la dirección de destino de la 
ruta. Si ambas direcciones coinciden, la ruta es válida. 
 
En caso de que la ruta no sea válida se vuelve a realizar la comprobación con el 
siguiente objeto IPRoute de la tabla de rutas. 
 
Cuando se obtiene una ruta válida se extraen de ella dos datos: el gateway y la 
interfaz de salida. El gateway es la dirección IP del siguiente Elemento al que se 
dirigirá el paquete de datos, y es necesario para poder actualizar el campo de 
“dirección MAC destino” del paquete. Esta dirección MAC se obtiene realizando una 
petición ARP con la dirección IP del gateway. Para conocer exactamente cómo 
funciona el mecanismo ARP puede dirigirse al apartado 4.2.b Organismos 
auxiliares del capítulo 4 Bases del simulador. Una vez se han actualizado 
todos los datos del mensaje, termina el proceso de enrutamiento enviándolo por la 
interfaz que se indica en la ruta. 
 
Es posible crear también una ruta por defecto. Esta ruta se utilizará cuando no se haya 
encontrado ninguna otra válida. De esta forma es fácil predefinir una interfaz a la que 
se dirigirá todo el tráfico que no se conozca. La forma de construir esta ruta por 
defecto es crearla con una máscara de red y un destino iguales a “0.0.0.0”. De esta 
forma sea cual sea el destino indicado por el paquete, al ser enmascarado con la 
dirección “0.0.0.0” siempre se obtendrá la dirección destino “0.0.0.0”. La IP del 
gateway así como el número de interfaz dependen de la topología de la red. 
6.2.b Label Edge Router 
El LabelEdgeRouter es un router que actúa en la frontera entre redes IP y redes 
MPLS. Los RouterIP se sitúan en la red de acceso, dando conectividad a los 
Terminales con redes mayores. Donde acaba la red de acceso y comienza la de 
transporte es justamente donde se sitúan los LabelEdgeRouters, delimitando ambas 
redes. 
 
Dada su ubicación, es tarea de estos routers procesar y preparar los paquetes que 
ingresen en la red MPLS provenientes de la red IP, así como aquellos que realizan el 
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camino contrario. Los paquetes que se encuentran dentro de la red MPLS poseen una 
cabecera MPLS con la información necesaria para poder viajar por dicha red. Puesto 
que un paquete de datos nace siempre en un Terminal y, por extensión, fuera de la red 
MPLS, es tarea de los LabelEdgeRouter proporcionar esas cabeceras a los paquetes 
que entren en la red MPLS. Los detalles acerca de estas funciones se explican en los 
correspondientes apartados dentro de este mismo capítulo. 
 
Otra de las funciones de los LabelEdgeRouter a causa de su posicionamiento en la 
frontera de las redes MPLS es iniciar lo que se conoce como reserva de recursos. Se 
ha habilitado en el simulador la opción de realizar peticiones y reservas de cierta 
cantidad de ancho de banda en la comunicación. Esta funcionalidad se lleva a cabo 
gracias al uso del protocolo de reserva de recursos RSVP (Resource reSerVation 
Protocol). En el siguiente apartado se explica detalladamente la implementación de 
este protocolo. 
RSVP en los Label Edge Routers 
RSVP, del inglés Resource reSerVation Protocol (Protocolo de Reserva de Recursos), 
es un protocolo que permite reservar canales o rutas mediante la negociación de una 
calidad de servicio (QoS) y unas necesidades específicas con la red. 
 
RSVP no transporta datos de aplicación, sino que se trata de un protocolo de la capa 
de transporte que realiza tareas de control. Hoy en día RSVP por sí mismo es 
raramente aplicado en ingeniería de tráfico, pero las extensiones de otros protocolos 
basadas en RSVP gozan de amplia aceptación. A este último caso pertenece la 
implementación de RSVP en este proyecto, aplicándose a la reserva de recursos en 
MPLS. 
 
Como se ha explicado en el capítulo 3 Conceptos teóricos, MPLS permite 
establecer reservas de recursos mediante RSVP. Esta tarea se lleva a cabo en tres 
etapas: 
 
 Detectar las necesidades de la comunicación. 
 Establecimiento de la ruta e información de las necesidades. 
 Reserva de los recursos. 
 
La primera etapa, la de detección de necesidades, hace referencia al ancho de banda 
solicitado para la comunicación. Este ancho de banda lo define la propia comunicación 
a partir de los valores definidos en el Terminal para la misma. La cantidad de paquetes 
por segundo se traduce fácilmente en un equivalente en Mbps mediante el siguiente 
cálculo: 
 
[ ]
000.000.1
1
8 ∗∗∗= PLMbpsBW   siendo L la longitud del paquete en bytes y 
P la cantidad de paquetes por segundo que envía el Terminal. El factor de división por 
1.000.000 se debe a que el valor del ancho de banda se expresa en Mbps. 
 
Una vez detectado el ancho de banda necesario, se crea un objeto RSVP del tipo 
SENDER_TSPEC que contiene esta información. Cada vez que un Elemento necesite 
saber cual es la capacidad solicitada deberá consultar dicho objeto. Para la gestión de 
este y otros tipos de objetos RSVP se han creado varios métodos que facilitan su 
creación, la posterior modificación y la recuperación de la información contenida. 
 
Ejemplo 
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El siguiente código pertenece al método addtCapacity() del tipo de mensaje RSVP. 
Con él se añade la información relativa al ancho de banda necesario para la 
comunicación. 
 
public void addCapacity(int cap){ 
 RSVPObject capObject = null; 
 for(RSVPObject obj:this.objects){ 
  if(obj.getType().equals("CAPACITY")){ 
   capObject = obj; 
   break; 
  } 
 } 
 if(capObject!=null){ 
  Integer capacity = (Integer)capObject.getValue(); 
  if (capacity==(-1)){ 
   capObject.setValue(new Integer(cap)); 
  }else { 
   if(capacity>cap){ 
    capObject.setValue(new Integer(cap)); 
   } 
  } 
 } 
} 
 
La segunda etapa consiste en comprobar la ruta que debe utilizarse para esa 
comunicación y verificar que puede soportar la necesidad de ancho de banda 
establecida. La primera parte se consigue almacenando la interfaz por la que se ha 
recibido dicho paquete en un objeto RSVP del tipo RSVP_HOP. Al recoger un 
Elemento un paquete RSVP con este tipo de objeto se añade a la información 
almacenada el identificador de interfaz por la que se ha recibido el paquete. De esta 
forma, cuando el paquete llegue a su destino y se envíe la confirmación de reserva, se 
utilizará esta información para poder realizar el camino inverso. 
 
Ejemplo 
El método siguiente es el utilizado para añadir la información de la interfaz por la que 
se ha recibido el paquete en el Elemento. 
 
public int getLastRecordedIface(){ 
 RSVPObject rrObject = null; 
 for(RSVPObject obj:this.objects){ 
  if(obj.getType().equals("RECORD_IFACES")){ 
   rrObject = obj; 
   break; 
  } 
 } 
 if(rrObject!=null){ 
  ArrayList<Integer> ifaces = (ArrayList<Integer>)rrObject.getValue(); 
  int lastIface = ifaces.remove(ifaces.size()-1).intValue(); 
  return lastIface; 
 } 
} 
 
También se realiza en esta segunda etapa un procedimiento que lleva a cabo una 
primera comprobación del estado de los Enlaces. Consiste en comparar la necesidad 
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de ancho de banda especificada en el objeto SENDER_TSPEC con la disponible en el 
Enlace. Si hay suficiente capacidad disponible para satisfacer la demanda, se continúa 
con el proceso y se envía el paquete RSVP al siguiente Elemento en la ruta. En caso 
contrario el paquete RSVP es descartado. 
 
Una vez el paquete de petición de reserva alcanza un LabelEdgeRouter termina el 
proceso. El LabelEdgeRouter procesa la información del paquete e identifica la 
necesidad de reserva de recursos. A continuación procede a crear un paquete de 
confirmación de reserva del tipo Resv. Este paquete contiene la información de la 
capacidad a reservar así como el objeto RSVP_HOP con la información de la ruta a 
seguir. Uno a uno se va atravesando los Elementos de la ruta haciendo la reserva de 
ancho de banda hasta llegar al LabelEdgeRouter que inició la petición. Una vez recibe 
la confirmación crea un registro que indica que hay una reserva disponible para esa 
comunicación. Gracias a este registro, cada nuevo paquete que llegue de esa misma 
comunicación podrá verificar el permiso para usar el ancho de banda reservado. 
 
Una vez finalizado el proceso de reserva de recursos se retoma el envío de los 
paquetes que puedan haber llegado pertenecientes a esa comunicación durante el 
proceso. Esto es posible ya que los paquetes que han llegado durante el proceso de 
reserva de recursos se almacenan en un ArrayList hasta obtener una respuesta sobre 
la petición realizada. Cuando un nuevo paquete llega se comprueba primero si existe 
algún otro paquete correspondiente a la misma comunicación en el ArrayList y, en 
caso afirmativo, se añade también este nuevo. Si por el contrario no hay ninguno, 
significa que es el primer paquete que llega al LabelEdgeRouter o bien que la 
comunicación ya está habilitada. 
 
Con el propósito de poder conocer si la comunicación ha obtenido permisos para la 
reserva de recursos se han habilitado dos registros específicos. El primero de ellos se 
encarga de almacenar los identificadores correspondientes a aquellas comunicaciones 
que se les ha denegado la reserva de recursos. Gracias a él, cuando un nuevo 
paquete de datos llega al LabelEdgeRouter se comprueba este registro y, si así se 
indica, se descarta el paquete. En caso contrario se comprueba a continuación el 
siguiente registro, que se encarga de almacenar los identificadores de aquellas 
comunicaciones que sí han sido aceptadas y gozan de una reserva de recursos activa. 
En caso de que así sea, el paquete recibido será enrutado y enviado sin más 
comprobaciones. Si tampoco hay ninguna referencia a la comunicación en este 
registro, se procederá a realizar la petición de reserva de recursos. 
Enrutamiento MPLS de frontera 
El enrutamiento MPLS de frontera es similar al enrutamiento IP en sus bases, pero 
mantienen algunas diferencias importantes. 
 
La mayor similitud es la existencia de una tabla de rutas contra la que se comprueba la 
información del paquete para obtener una interfaz de salida. En este caso no es 
importante el orden en el que se organizan las rutas en la tabla, ya que un mecanismo 
se encarga de encontrar la que mayores similitudes ofrece con la información del 
paquete a enrutar de entre toda la tabla. Es importante remarcar que una ruta de 
frontera MPLS contiene múltiples campos con los que validar el paquete, de manera 
que pueden haber campos de la ruta que apliquen y otros que no. Estos campos 
pueden contener información o no, de manera que si no se quiere que alguno de ellos 
se tenga en cuanta para el establecimiento de la ruta, simplemente no se le da ningún 
valor. 
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El modo de saber qué ruta aplica mejor se lleva a cabo mediante dos variables 
temporales. Una de ellas mantiene un contador que indica la ruta que más 
coincidencias ha presentado, mientras que la otra registra el identificador de esa ruta 
para poder recuperarla. Cada vez que se comprueba una ruta se obtiene el número de 
coincidencias presentadas. Si ese número es mayor que el indicado en el registro, 
este valor se actualiza y el indicador de ruta guarda ahora el de la nueva encontrada. 
En el caso de que una ruta presente algún campo con valor incompatible al 
especificado en el paquete de datos, esa ruta se descarta. 
 
Los campos que componen una ruta MPLS de frontera son los siguientes: 
 
 IP origen: dirección IPv4 de origen del paquete de datos. 
 Puerto origen: puerto desde el que se ha iniciado la comunicación. 
 IP destino: dirección IPv4 de destino del paquete de datos. 
 Puerto destino: puerto al que va dirigida la comunicación. 
 Tipo de servicio (ToS): campo destinado a la definición del tipo de servicio 
incluido en la cabecera del paquete IPv4. 
 Etiqueta de salida: la etiqueta MPLS que se añadirá a la cabecera del paquete 
de datos para identificarlo en la red MPLS. Si este campo está vacío se indica 
que la red a la que se enviará el paquete no es del tipo MPLS. 
 Interfaz de salida: interfaz por la que se enviará el mensaje. 
 
Una vez se ha encontrado la ruta más conveniente para el paquete en cuestión se 
comprueba si esta enviará el paquete a una red MPLS o no. En el segundo caso, no 
se aplicará ningún cambio al paquete, enviándolo sin más por la interfaz indicada. Por 
el contrario, si el destino es una red del tipo MPLS se añadirá una etiqueta MPLS a la 
cabecera del nivel de red del paquete. Esta etiqueta sirve para identificar la ruta que 
seguirá el paquete dentro de la red. 
 
Ejemplo 
Un LabelEdgeRouter se sitúa en la frontera de la red IP 207.21.24.0/24 y mediante 
una red de transporte MPLS comunica con la otra red IP 207.21.25.0/24. 
 
El LabelEdgeRouter recibe tres paquetes de datos con la información de capa de red y 
transporte que se muestra a continuación: 
 
Paquete A 
IP de origen Puerto origen IP de destino Puerto destino Tipo de 
servicio 
207.21.24.3 23 192.100.30.2 23 4 
Paquete B 
IP de origen Puerto origen IP de destino Puerto destino Tipo de 
servicio 
207.21.24.3 4646 192.100.30.2 4648 2 
Paquete C 
IP de origen Puerto origen IP de destino Puerto destino Tipo de 
servicio 
207.21.24.3 1504 207.21.25.8 80 2 
 
Figura 6.5. Ejemplo de encaminamiento MPLS de LER 1. 
 
La tabla de rutas del LER contiene las rutas que se utilizarán para encaminar 
correctamente los paquetes recibidos. La tabla de rutas del LER es la siguiente: 
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LabelEdgeRouter 
IP origen Puerto 
origen 
IP destino Puerto 
destino 
ToS Etiqueta 
salida 
Interfaz 
salida 
  192.100.30.2  4 7 0 
207.21.24.3 4646 192.100.30.2  2 2 1 
  207.21.25.8    2 
 
Figura 6.6. Ejemplo de encaminamiento MPLS de LER 2. 
 
Cuando los paquetes llegan al LabelEdgeRouter, comienza el proceso de 
enrutamiento donde se busca la ruta más conveniente. Comparando los parámetros 
de los paquetes con la información de la tabla de rutas se obtienen los siguientes 
resultados: 
 
 Paquete A Paquete B Paquete C 
Primera ruta 
2 coincidencias 
0 
incompatibilidades 
1 coincidencia 
1 incompatibilidad 
0 coincidencias 
2 
incompatibilidades 
Segunda ruta 
2 coincidencias 
2 
incompatibilidades 
4 coincidencias 
0 
incompatibilidades 
2 coincidencias 
2 
incompatibilidades 
Tercera ruta 0 coincidencias 1 incompatibilidad 
0 coincidencias 
1 incompatibilidad 
1 coincidencia 
0 
incompatibilidades 
 
Figura 6.7. Ejemplo de encaminamiento MPLS de LER 3. 
 
El resultado para el enrutamiento de los diferentes paquetes es que el paquete A será 
enviado por la primera ruta, el paquete B por la segunda y el C por la tercera. 
 
Para una mejor comprensión del enrutamiento de frontera MPLS puede consultar el 
capítulo 3 Conceptos previos. 
Ciclo de funcionamiento 
El ciclo de funcionamiento de un LabelEdgeRouter es el más complejo de entre el 
resto de Elementos del simulador. A diferencia de los otros routers (RouterIP y 
LabelSwitchingRouter) el LabelEdgeRouter no sólo procesa paquetes de datos, sino 
que también los crea dependiendo de las necesidades y de la situación. 
 
Las fases de las que consta el ciclo de funcionamiento del LabelEdgeRouter son las 
siguientes: 
 
1) Control de la cola: se comprueba si hay paquetes para enviar en el Nodo. 
Estos paquetes pueden ser o bien paquetes que se encuentran en la cola de 
entrada del Nodo, o bien paquetes procedentes de la fragmentación de un 
paquete anterior y que todavía están pendientes de enviar. En el caso de que 
no haya ningún paquete de ninguno de los dos tipos se procede al análisis del 
siguiente Nodo dentro del LabelEdgeRouter. Si por el contrario hay más de un 
paquete en la cola, se realiza la comprobación de que ninguno de estos 
paquetes se haya quedado fuera por exceder el tamaño de la cola, en cuyo 
caso, se contabilizarán estadísticamente y se eliminarán. 
2) Comprobación de fallos. de la misma forma que sucede en los otros 
Elementos, se observa si el paquete de datos que se acaba de recibir viene o 
no marcado como erróneo. Si así fuera este supuesto estaría motivado por un 
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error en el Enlace calculado mediante la probabilidad de pérdidas de éste. Al 
considerarse probabilísticamente que se ha producido un error, se marca un 
flag en el paquete de datos para informar al primer elemento con el que se 
encuentre (en este caso el LabelEdgeRouter) de que el paquete no puede 
tratarse correctamente. Otra validación que ha de superar el paquete es la 
comparación entre la dirección MAC que contiene el paquete como dirección 
destino de capa 2 y la propia dirección MAC del LabelEdgeRouter. Estas 
direcciones deben ser las mismas si no ha sucedido ningún error. Si mediante 
cualquiera de estos dos procesos se detecta que el paquete contiene algún 
error, éste se contabiliza estadísticamente y se elimina. 
3) Tratamiento del paquete: una vez el paquete ha superado las diferentes 
comprobaciones puede ser procesado. Este punto se desarrolla más adelante 
dentro de este capítulo. 
4) Recuento estadístico. cuando ya se ha procesado el paquete de datos sólo 
queda contabilizarlo. Para ello se utilizan las funciones estadísticas que 
permiten llevar un control de lo acontecido hasta el momento en el simulador. 
Este punto se explica más extensamente en el siguiente apartado de este 
mismo capítulo.  
 
Este ciclo se lleva a cabo en cada Nodo del LabelEdgeRouter en un ciclo de ejecución. 
 
El tratamiento del paquete se realiza procesando la información contenida en cada una 
de las capas en las que el Elemento es capaz de operar. Dependiendo del tipo de 
protocolo encontrado en cada una de ellas el LabelEdgeRouter procesará el paquete, 
lo desestimará, o creará uno nuevo dependiendo del caso. Los diferentes tipos de 
paquetes que se pueden obtener en la recepción y la manera en que deben ser 
tratados son los siguientes: 
 
 Recepción de un paquete IP. Todo paquete que provenga de fuera de la red 
MPLS entra dentro de este caso. Cuando un paquete IPv4 llega al 
LabelEdgeRouter su única tarea es enrutarlo. El destino inmediato de este 
paquete puede ser o bien la red MPLS o bien otra red IP. En el caso de ser una 
red IP únicamente hay que enrutar y enviar el paquete. Por el contrario, si va 
dirigido a la red MPLS pueden suceder varias cosas. Si existe un registro que 
valide o deniegue la comunicación el paquete será enrutado y enviado o 
descartado correspondientemente. Si no existe ningún registro correspondiente 
a la comunicación se comprobará si se ha iniciado la petición de reserva y, en 
caso contrario, se procederá a ello. 
 Recepción de un paquete MPLS sin RSVP. La llegada de un paquete MPLS a 
un LabelEdgeRouter sólo puede darse debido a dos casos: la primera que el 
paquete debe abandonar la red MPLS y la segunda que desea ingresar en otra 
red MPLS al alcance del Elemento. En cualquiera de los dos casos, el 
procedimiento es el mismo que para el anterior: se utiliza la tabla de rutas para 
conocer el destino del paquete y, en caso de tener que entrar en una red 
MPLS, se inicia el proceso de reserva de recursos a falta de un registro que 
indique cómo actuar. 
 Recepción de un paquete MPLS con RSVP. Un LabelEdgeRouter sólo puede 
actuar como extremo de una comunicación en una red MPLS. Por ello su papel 
en el mecanismo de reserva de recursos es el de iniciador de la petición o 
confirmador de la reserva. En función de si el paquete RSVP que llega es del 
tipo Path o Resv se dará por finalizada la reserva o se emitirá el paquete que la 
confirme. 
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A continuación y para una mayor explicación se ofrecen dos esquemas que contienen 
todas las variantes que se pueden encontrar en el tratamiento de paquetes de datos 
en un LabelEdgeRouter: 
 
 
 
Figura 6.8. Esquema de procesamiento de paquetes IPv4 del LER. 
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Figura 6.9. Esquema de procesamiento de paquetes IPv4 con MPLS del LER 
 
Todos aquellos pasos que supongan una carga temporal al LabelEdgeRouter van 
acompañados de su correspondiente actualización del campo temporal del paquete de 
datos así como del mismo Elemento. De la misma manera los recuentos estadísticos 
se llevan a cabo en varios de estos procesos con la finalidad de que la información 
esté actualizada tan pronto como suceden nuevos eventos en el simulador. 
6.2.c Label Switching Router 
Como se ha explicado anteriormente, una de las mayores ventajas de la tecnología 
MPLS es la simplicidad de su funcionamiento. En el apartado anterior se han explicado 
las características del LabelEdgeRouter y que su ubicación dentro de la red MPLS es 
siempre en la frontera. Para poder complementarse entre ellos, el 
LabelSwitchingRouter se encuentra siempre en el interior de la red. 
 
Debido a esta ubicación las tareas del LabelSwitchingRouter no incluyen tratamiento 
de paquetes IP, ya que estos nunca llegarán a sus dominios. Su única labor será 
recibir paquetes MPLS y enrutarlos mediante un sencillo mecanismo de conmutación 
de etiquetas. Por ello, el LabelSwitchingRouter es el más sencillo de todos los 
Elementos incluidos en el simulador. 
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Los siguientes apartados describen ampliamente su comportamiento. 
RSVP en los Label Switching Routers 
Al tratar el LabelEdgeRouter se explica el funcionamiento del mecanismo de reserva 
de recursos mediante RSVP en redes MPLS. Sin embargo, no se hace referencia a 
cómo viajan los paquetes RSVP por el interior de la red MPLS. Puesto que el envío de 
la información a través de la red MPLS es tarea de los LabelSwitchingRouters el 
funcionamiento se explicará aquí. 
 
Los dos tipos de mensajes RSVP que pueden encontrarse en una red MPLS son Path 
y Resv. La forma de actuar ante la recepción de cualquiera de estos mensajes es 
ligeramente distinta tal y como se explica a continuación. 
 
Si el proceso que está en marcha en ese instante es el encargado de enviar la petición 
de reserva, el paquete que se recibe en el LabelSwitchingRouter es del tipo Path. En 
este caso se debe procurar que ese paquete llegue a su destino como si de cualquier 
otro tipo de paquete se tratara, salvo por la particularidad de que antes se tiene que 
comprobar que existen recursos suficientes para llevar a cabo la reserva. Para esta 
comprobación se consulta el Enlace correspondiente a la interfaz por la que se va a 
enviar el paquete. Si el Enlace no tiene capacidad suficiente el paquete será 
descartado y la reserva no se podrá llevar a cabo. Si por el contrario sí es posible 
realizar la reserva se añade al paquete la información relativa a la interfaz de entrada 
en el objeto RSVP_HOP para que luego la confirmación pueda realizar el camino de 
vuelta. Acto seguido el paquete RSVP se envía. 
 
El otro tipo de proceso RSVP en el que se puede ver envuelto el LabelSwitchingRouter 
es el relativo al envío de la confirmación de reserva de recursos. En este caso los 
paquetes que se manejan son del tipo Resv. Este paquete contiene la información del 
ancho de banda a reservar y la ruta que ha de seguir indicada por las interfaces que 
tienen que usarse en cada Elemento. La tarea de el LabelSwitchingRouter cuando 
recibe uno de estos paquetes es realizar la reserva en el Enlace correspondiente y 
enviar el paquete a su siguiente destino. Antes de realizar la reserva se vuelve a hacer 
una comprobación del estado de los recursos, y si es posible se reservan. En caso 
contrario, una vez más el paquete sería descartado y la reserva no sería posible. 
Suponiendo que la reserva se haya llevado a cabo, lo siguiente es enrutar el paquete. 
Para ello no se hace uso de la tabla de rutas normal incluída en el 
LabelSwitchingRouter, sino que como debe garantizarse que el camino seguido es el 
inverso al que se haría en la comunicación original, se utiliza la información de las 
intefaces contenida en el objeto RSVP_HOP para saber por dónde vino el paquete de 
petición de reserva. Una vez recuperada esta información se envía el paquete. 
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Figura 6.10. Esquema de procesamiento de paquetes RSVP del LSR 
 
De esta forma es como se tratan los paquetes RSVP en el LabelSwitchingRouter. 
Enrutamiento MPLS de interior 
El enrutamiento MPLS de interior es el más sencillo de todos los contemplados en el 
simulador. Una de las grandes ventajas de la tecnología MPLS es que puede ofrecer 
velocidades elevadas de transmisión en su transporte. Esto es gracias a un sistema de 
enrutamiento muy sencillo que realiza una labor de conmutación de etiquetas. 
 
Como se explica en el capítulo 3 Conceptos previos el concepto de enrutamiento 
MPLS se basa en el uso de etiquetas. Estas etiquetas son asignadas a una 
comunicación por el LabelEdgeRouter y definen el camino que seguirá el paquete a lo 
largo de la red MPLS. La etiqueta que recibe un paquete al entrar a la red no tiene 
porqué mantenerse durante el trayecto, ya que los LabelSwitchingRouters pueden 
especificar una etiqueta diferente para el paquete. 
 
Los criterios que se utilizan para asignar una etiqueta u otra son únicamente la 
etiqueta con la que ha ingresado en el Elemento y la interfaz por la que lo ha hecho. 
En función de estos datos y según venga definido por la tabla de rutas, el paquete 
recibirá una nueva etiqueta o mantendrá la misma. También es necesario indicar en la 
tabla de rutas la interfaz por la que se dará salida al elemento. 
 
Según lo explicado se define que la tabla de rutas de un LabelSwitchingRouter debe 
contener: 
 
 Etiqueta original: es la etiqueta que tiene el paquete en el momento de su 
recepción. Ésta le fue asignada por el último Elemento de la red MPLS que lo 
procesó. 
 Interfaz de entrada: indica la interfaz por la que ha llegado el paquete de datos 
al Elemento. 
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 Etiqueta nueva: es la etiqueta que debe aplicarse al paquete si coincide con 
esta ruta. La etiqueta que tenía el paquete anteriormente se pierde. 
 Interfaz de salida: marca el Nodo o interfaz por la que saldrá el paquete del 
Elemento.  
 
Una vez completados estos campos el enrutamiento funciona de la siguiente manera: 
los dos primeros campos se comparan con la etiqueta e interfaz de entrada del 
paquete. En caso de coincidir, la etiqueta es sustituida por la nueva indicada y el 
paquete se envía por la interfaz de salida específica. En caso de no coincidir los 
parámetros con los del paquete, se prueba con la siguiente ruta de la tabla. 
 
Ejemplo 
Una red MPLS consta de los tres LabelSwitchingRouters de la figura con las 
correspondientes tablas de rutas. 
 
 
 
Figura 6.11. Ejemplo de encaminamiento MPLS del LSR. 
 
Llegan dos paquetes de datos al LabelSwitchingRouter A por la interfaz 0, ambos con 
etiquetas distintas. El primer paquete tiene la etiqueta “3” mientras que el segundo 
paquete “12”. Debido a las reglas de enrutamiento de MPLS la única manera que tiene 
un LSR de distinguir dos paquetes que han entrado por la misma interfaz es por la 
etiqueta que poseen. En función de esta información, el enrutamiento MPLS se lleva a 
cabo con el siguiente resultado. 
 
En función de la etiqueta con la que han llegado los paquetes al LSR A, éstos son 
redirigidos por un camino u otro de la red de transporte. Mientras que el primer 
paquete (etiqueta “3”) será enviado al LSR B por la interfaz 1, el segundo paquete 
(etiqueta “12”) se dirigirá al LSR C por la interfaz 2. No obstante, y a pesar de que los 
paquetes hayan seguido caminos distintos, el resultado final es el mismo, ya que 
ambos abandonan este tramo de la red por la misma interfaz del mismo LSR y con la 
misma etiqueta. 
 
A diferencia de en el LabelEdgeRouter aquí sí es importante el orden que ocupan las 
rutas en la tabla, ya que la manera de consultarlas es una a una hasta encontrar una 
coincidencia. Si se tienen dos rutas cuyo campo etiqueta de origen e interfaz de 
entrada coinciden, sólo se tienen en cuenta para el enrutamiento el primero de ellos. 
Ciclo de funcionamiento 
El ciclo de funcionamiento de un LabelSwitchingRouter no difiere del del 
LabelEdgeRouter salvo en el modo de tratar los paquetes de datos. Por ese motivo a 
continuación sólo se exponen los pasos a seguir de manera resumida: 
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1) Control de la cola: búsqueda del próximo paquete a procesar en las diversas 
colas del Elemento. 
2) Comprobación de fallos: validación del paquete. 
3) Tratamiento del paquete: estudio de la información contenida y consiguiente 
actuación. 
4) Recuento estadístico: actualización de los valores estadísticos mantenidos en 
el LabelSwitchingRouter. 
 
El tratamiento del paquete es, como en los casos anteriores, dependiente del tipo de 
protocolo utilizado. En función de si aplica un protocolo u otro se siguen unas normas 
que acaban o bien en la descartación del paquete o bien en su reenvío. 
 
Las diferentes opciones son estas: 
 
 Recepción de paquete MPLS. Cuando se recibe un paquete del tipo MPLS la 
única tarea a realizar es el enrutamiento y envío del mismo. El sistema de 
enrutamiento MPLS de interior se ha explicado en el apartado anterior. 
 Recepción de paquete RSVP del tipo Path. Tal y como se explica en este 
mismo capítulo, cuando un LabelEdgeRouter recibe un paquete de este tipo 
comprueba sus Enlaces para ver si es posible realizar la reserva y actualiza el 
objeto RSVP_HOP del paquete RSVP para después enviarlo. 
 Recepción de paquete RSVP del tipo Resv. Al recibir este paquete se realiza la 
reserva del ancho de banda en el Enlace correspondiente y se envía el 
paquete por la interfaz indicada en el objeto RSVP_HOP. 
 
Para el caso de recepción de paquetes RSVP puede obtener más información en el 
apartado 6.2.b RSVP en los Label Edge Routers. 
6.2.d Estadísticas 
Para poder tener una buena visión de la calidad de la red simulada y de su 
funcionamiento es muy importante poder ofrecer datos concretos y valores con los que 
medir los incidentes que suceden en la misma. 
 
Los diferentes datos estadísticos de mayor interés que se acontecen alrededor de 
todos los routers son siempre relativos a cantidades de paquetes de datos. A la hora 
de valorar cual es el rendimiento de un router es importante poder contabilizar cuantos 
paquetes han atravesado ese router, cuantos se han perdido, cuantos se han recibido 
con errores o cuantos de ellos han sido fragmentados por MTU. 
 
De esta forma, los datos estadísticos que ofrece un router son: 
 
 Mensajes enrutados: todos aquellos mensajes que recibidos son procesados 
correctamente y enviados a su siguiente destino. Estos paquetes se 
contabilizan como enrutados. 
 Mensajes erróneos: debido a pérdidas en el Enlace se ha visto anteriormente 
que todos los routers pueden recibir paquetes catalogados como erróneos. 
Estos paquetes también se contabilizan estadísticamente en el simulador 
mediante este contador. 
 Mensajes perdidos: como se ha explicado anteriormente en el apartado 
4.6.aColas y control temporal del capítulo 4 Bases del 
simulador, cada Nodo tiene una cantidad máxima de paquetes que puede 
almacenar en cola. También se había explicado que en caso de que esta cola 
esté llena al llegar nuevos paquetes estos no tienen donde situarse y por tanto 
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se pierden. Cada vez que esto sucede se incrementa el contador de mensajes 
perdidos. La única peculiaridad que posee esta estadística es que su casuística 
no se controla con la llegada de un paquete nuevo, sino que se hace al tratar 
los Nodos dentro del ciclo de funcionamiento. Cada vez que se accede a esta 
etapa dentro del ciclo, se hace un recuento de todos los mensajes que han 
quedado fuera de la cola y se actualiza el contador. 
 Mensajes fragmentados: aquellos mensajes cuyo tamaño exceda el valor 
máximo permitido por el MTU son fragmentados y enviados tal y como se 
explica en el apartado 6.2.d Maximum Transfer Unit del capítulo 6 
Elementos del simulador. Para llevar un recuento de cuantos paquetes 
han excedido este tamaño permitido se mantiene la cuenta de estos paquetes 
mediante esta estadística. Al enviar paquetes procedentes de una 
fragmentación, estos paquetes se cuentan como un sólo paquete enrutado. 
 
Todos estos parámetros están disponibles para su consulta y se actualizan en el 
mismo instante en que suceden. 
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7  Ejemplos de funcionamiento y validaciones 
 
Siguiendo una estructura por fases para el diseño del simulador, una vez finalizado el 
desarrollo debe comenzar la fase de testeo. Esta fase se encarga de validar todas las 
características del simulador proponiendo diferentes casos de prueba que cubran por 
completo todas las funcionalidades programadas para la aplicación. Los casos de 
prueba se han preparado minuciosamente para no olvidar ninguna casuística y poder 
verificar que todas ellas funcionan tal y como se espera que lo hagan. De esta forma 
pueden detectarse y corregirse posibles fallos acontecidos durante la fase de 
desarrollo. 
 
Los escenarios de testeo empleados para verificar el buen funcionamiento del 
simulador son muchos y, en la mayoría de casos, poco interesantes. De cara a ofrecer 
una garantía de la buena calidad de la simulación, a continuación se ofrecen varios de 
ellos. Cada uno ofrece una breve descripción donde puede verse cual es el principal 
aspecto o aspectos que pretenden ser comprobados. 
 
Los resultados para cada uno de los casos se han obtenido ejecutando el simulador 
durante un periodo largo de tiempo y recogiendo manualmente los datos ofrecidos por 
el mismo.  Posteriormente, estos resultados se han estudiado comparándolos con un 
estudio teórico realizado previamente para compararlos y asegurar su correcto 
funcionamiento. 
Caso 1: Distribuciones temporales en el envío de paquetes de datos 
Descripción 
Este caso plantea un ejemplo para cada una de las distribuciones temporales que 
definen el tipo de fuente de envío de datos. 
 
Escenario 
Se configuran dos Terminales para que uno de ellos envíe datos al otro. Se realizan 
tres pruebas con este escenario, una por cada tipo de fuente disponible. Los valores 
de configuración para todas ellas son los mismos: media de 100.000 paquetes/s y 
varianza de 50.000 paquetes/s. 
 
 
 
 
 
 
Figura 7.1. Ejemplo de distribución temporal y envío de datos. 
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Resultados 
Los resultados son satisfactorios. Cada fuente se comporta como se espera de ella. 
Para saber más acerca de las características de cada distribución puede consultar el 
apartado 6.1.b Distribuciones temporales y gestión del tiempo del 
capítulo 6 Elementos del simulador. A continuación se analizan cada una de 
ellas. 
 
La fuente constante ofrece siempre la misma distancia temporal entre los paquetes 
enviados, en cuyo caso el valor de la varianza no se tiene en cuenta para el cálculo. 
La primera gráfica representa la evolución temporal de los envíos, representando cada 
punto el envío de un nuevo paquete. Por el contrario, la segunda gráfica muestra la 
distancia entre un paquete y su anterior, donde puede verse con más claridad que el 
tiempo entre paquetes es siempre el mismo en una distribución constante. 
Fuente constante
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Figura 7.2. Estadísticas del envío con fuente constante. 
 
La fuente uniforme ofrece valores equiprobables en el rango [media-varianza, 
media+varianza]. Si se observan las siguientes gráficas puede verse que la distancia 
entre paquetes puede tomar cualquier valor dentro de ese margen por igual, pero 
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nunca se obtendrán valores fuera de él. Al igual que en el caso anterior, las gráficas 
representan la evolución temporal y la distancia temporal entre envíos. 
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Figura 7.3. Estadísticas del envío con fuente uniforme. 
 
La fuente exponencial es una distribución de probabilidad contínua cuyos detalles se 
explican en el apartado 6.1.b Distribuciones temporales y gestión del 
tiempo del capítulo 6 Elementos del simulador. En este tipo de fuente los 
valores se distribuyen de forma gaussiana alrededor de la media, por lo que es más 
probable obtener valores cercanos a ella pero posible obtener también valores muy 
distantes. Las siguientes gráficas recogen los resultados de esta distribución. 
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0
50000000
100000000
150000000
200000000
250000000
300000000
350000000
Evolución temporal
m
ic
ro
se
gu
n
do
s
 
Fuente exponencial
0
5000000
10000000
15000000
20000000
25000000
Distancia entre envíos
m
ic
ro
se
gu
n
do
s
 
Figura 7.4. Estadísticas del envío con fuente exponencial. 
Caso 2: Enrutamiento IP 
Descripción 
Se propone un escenario compuesto por varios Terminales y RouterIP de manera que 
se pueda probar el funcionamiento del enrutamiento en redes IPv4. 
 
Escenario 
En este caso la red se compone de cuatro Terminales y varios RouterIP como se 
muestra en la figura. El Terminal A envía paquetes de datos a los Terminales B y C 
mientras que el Terminal B envía al D. Las rutas que se han definido para estas 
comunicaciones están representadas en la misma figura. 
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Figura 7.5. Esquema de red para el ejemplo de encaminamiento IPv4. 
 
La configuración de todos ellos se recoge en las siguientes tablas: 
 
Terminal A 
Interfaces Interfaz: 0    IP: 207.21.24.1    Máscara: 255.255.255.224 
Tabla de rutas Destino: 0.0.0.0    Gateway: 207.21.24.2    Máscara: 0.0.0.0    
Interfaz: 0 
Destinos 
Fuente uniforme de 100.000 paq/s con destino 207.21.24.33 (Ter 
B) 
Fuente exponencial de 90.000 paq/s con destino 207.21.24.65 (Ter 
C) 
 
Terminal B 
Interfaces Interfaz: 0    IP: 207.21.24.33    Máscara: 255.255.255.224 
Tabla de rutas Destino: 0.0.0.0    Gateway: 207.21.24.33    Máscara: 0.0.0.0    
Interfaz: 0 
Destinos Fuente uniforme de 80.000 paq/s con destino 207.21.24.97 (Ter D) 
 
Terminal C 
Interfaces Interfaz: 0    IP: 207.21.24.65    Máscara: 255.255.255.224 
 
Terminal D 
Interfaces Interfaz: 0    IP: 207.21.24.97    Máscara: 255.255.255.224 
 
Terminal A Terminal B 
Terminal D 
Terminal C 
0 
0 
0 
1 
1 
1 
2 
2 
2 
3 
Router 1 Router 2 
Router 3 
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Router 1 
Interfaces 
Interfaz: 0    IP: 207.21.24.2    Máscara: 255.255.255.224 
Interfaz: 1    IP: 207.21.24.193    Máscara: 255.255.255.252 
Interfaz: 2    IP: 207.21.24.201    Máscara: 255.255.255.252 
Tabla de rutas 
Destino: 207.21.24.33    GW: 207.21.24.194    M: 255.255.255.252    
IF: 1 
Destino: 207.21.24.65    GW: 207.21.24.292    M: 255.255.255.252    
IF: 2 
 
Router 2 
Interfaces 
Interfaz: 0    IP: 207.21.24.194    Máscara: 255.255.255.252 
Interfaz: 1    IP: 207.21.24.34    Máscara: 255.255.255.224 
Interfaz: 2    IP: 207.21.24.66    Máscara: 255.255.255.224 
Interfaz: 3    IP: 207.21.24.198    Máscara: 255.255.255.252 
Tabla de rutas 
Destino: 207.21.24.33    GW: 0.0.0.0    M: 255.255.255.224    IF: 1 
Destino: 207.21.24.65    GW: 0.0.0.0    M: 255.255.255.224    IF: 2 
Destino: 207.21.24.97    GW: 207.21.24.197    M: 255.255.255.252    
IF: 3 
 
Router 3 
Interfaces 
Interfaz: 0    IP: 207.21.24.202    Máscara: 255.255.255.252 
Interfaz: 1    IP: 207.21.24.197    Máscara: 255.255.255.252 
Interfaz: 2    IP: 207.21.24.98    Máscara: 255.255.255.224 
Tabla de rutas 
Destino: 207.21.24.65    GW: 207.21.24.198    M: 255.255.255.252    
IF: 1 
Destino: 207.21.24.97    GW: 0.0.0.0    M: 255.255.255.224    IF: 2 
 
Figura 7.6. Configuración de dispositivos para el ejemplo de encaminamiento IPv4. 
 
Todos los enlaces de la red tienen una capacidad de 100 Mbps y aportan un retraso 
de 10 microsegundos. 
 
Resultados 
El funcionamiento de los RouterIP es completamente correcto. Con la llegada de cada 
paquete de datos IP éste se procesa y enruta de forma correcta. Los paquetes de 
datos que viajan por la red lo hacen siguiendo las rutas definidas en cada RouterIP, 
alcanzando todos su destino. 
Caso 3: Fragmentación de paquetes de datos (MTU) 
Descripción 
La fragmentación de paquetes de datos según el valor definido por el campo MTU de 
RouterIP, LabelEdgeRouter o LabelSwitchingRouter se pone a prueba en este 
ejemplo. Desde los Terminales que sirven como fuente de la comunicación se crean 
paquetes de datos cuya longitud obliga a fragmentarlos para poder atravesar la red. 
 
Escenario 
Como puede verse en la siguiente figura la red consta de tres Terminales y un solo 
RouterIP. La intención es poder ver cómo se fragmentan y reensamblan paquetes IP y 
cómo actúa el mecanismo que descarta paquetes incompletos tras un cierto tiempo. 
Por ello, el Terminal A envía paquetes de datos a los Terminales B y C pasando por el 
RouterIP. El Enlace entre el RouterIP y el Terminal B no presenta pérdidas, todo lo 
contrario del Enlace entre el RouterIP y el Terminal C donde la probabilidad de 
pérdidas es lo suficientemente elevada para conseguir que se pierdan algunos 
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paquetes fragmentados y no se pueda completar el reensamblaje. De esta forma, el 
proceso de fragmentación puede verse para ambos destinos, mientras que el 
reensamblaje sólo se da para el Terminal B y el descarte de paquetes incompletos 
para el Terminal C. 
 
 
 
Figura 7.7. Disposición de red para el ejemplo de fragmentación MTU. 
 
Resultados 
Tal y como se espera, el Terminal A envía paquetes de datos a los otros dos 
Terminales. Analizaremos por separado el comportamiento de las dos comunicaciones 
establecidas. 
 
La comunicación entre el Terminal A y el B se produce sin pérdidas en los Enlaces tal 
y como se ha determinado en la configuración. La longitud de los paquetes enviados 
es de 5.000 bytes en media, mientras que el tamaño máximo permitido por el campo 
MTU del RouterIP es de 1.500. Esto provoca que cada paquete que atraviesa dicho 
RouterIP se convierte en otros 4 paquetes de datos. Estos se envían uno a uno al 
destino de la comunicación, llegando sin problemas por la buena calidad del Enlace. 
Una vez recibidos en el destino, el Terminal B los reconstruye gracias al mecanismo 
explicado en el capítulo 6.1.d Maximum Transfer Unit del capítulo 6 
Elementos del simulador. 
 
La segunda comunicación es entre el Terminal A y el C. Hasta que los paquetes salen 
del RouterIP todo sucede del mismo modo que en la anterior, pero esta vez se envían 
por otro Enlace distinto. Este presenta unas probabilidades de pérdida de un 50 %, por 
lo que de los 4 paquetes que surgen de la fragmentación del orginal, únicamente 
llegan 2. Debido a la falta de uno sólo de los paquetes fragmentados, el original no 
puede ser reconstruido. Por ese motivo, al pasar 6 segundos desde la recepción del 
último fragmento los 2 recibidos se descartan ya que al no poder restablecerse el 
original no tiene sentido conservarlos. 
Caso 4: Enrutamiento MPLS del Edge Router 
Descripción 
El enrutamiento MPLS debe diferenciarse entre el llevado a cabo en los routers de 
frontera y el de los routers de interior. Los LabelEdgeRouters se sitúan siempre en los 
extremos de la red MPLS y por eso pertenecen al primer caso, como se ve en este 
test. Aquí se comprueba como el enrutamiento MPLS de frontera se encarga de 
aplicar cabeceras MPLS a los paquetes IP que entran en la red y quitarla a aquellos 
que salen. La gestión de las cabeceras MPLS se realiza mediante la tabla de rutas 
IP/MPLS mantenida en el LabelEdgeRouter. La información contenida en un paquete 
de datos se comprueba contra esta tabla y se recoge la ruta que más coincidencias 
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presenta. Esta ruta indica si el paquete debe salir o ingresar en la red MPLS y, en el 
segundo caso, qué etiqueta se le debe aplicar. 
 
Escenario 
Para la prueba del enrutamiento MPLS de los LabelEdgeRouters se ha dispuesto el 
siguiente escenario: 
 
 
 
Figura 7.8. Disposición de red para el ejemplo de encaminamiento MPLS de LER. 
 
En la imagen pueden apreciarse dos redes de acceso IP así como una red MPLS 
formada por dos LabelEdgeRouters y un LabelSwitchingRouter. Este estudio se centra 
únicamente en el comportamiento de los LabelEdgeRouters, por lo que no se prestará 
atención al resto de Elementos. También cabe remarcar que el mecanismo de reserva 
de recursos (RSVP) se explica en el Caso 6, por lo que en este ejemplo se da por 
establecida la reserva previa a la comunicación. 
 
Las tablas de rutas de los dos LabelEdgeRouters son las siguientes: 
 
LabelEdgeRouter A 
IP origen Puerto 
origen 
IP destino Puerto 
destino 
ToS Etiqueta 
salida 
Interfaz 
salida 
207.21.24.1  207.21.25.1   1 1 
207.21.24.1 10 207.21.25.1   2 1 
207.21.24.1 10 207.21.25.1 80  3 1 
 
LabelEdgeRouter B 
IP origen Puerto 
origen 
IP destino Puerto 
destino 
ToS Etiqueta 
salida 
Interfaz 
salida 
  207.21.25.1    1 
 
Figura 7.9. Configuración de LERs para el ejemplo de encaminamiento MPLS. 
 
Resultados 
El enrutamiento MPLS de frontera funciona correctamente. El escenario planteado 
sirve para comprobar cómo un LabelEdgeRouter sirve de control de acceso a la red 
MPLS y cómo puede definir la ruta que seguirá el paquete dentro de ésta sólo con 
asignarle la etiqueta correspondiente. En el ejemplo vemos como la tabla de rutas del 
LabelEdgeRouter A ofrece diferentes opciones, todas ellas válidas, pero sólo escoge 
la que se ajusta más fielmente al paquete de datos. Una vez se decide que el paquete 
debe atravesar la red MPLS, se le aplica la etiqueta indicada y se envía por la misma. 
Cuando el paquete llega al otro LabelEdgeRouter fronterizo (el B), éste aplica el 
mismo proceso antes descrito y decide que el paquete debe abandonar la red MPLS. 
Antes de ello, se procede a eliminar la etiqueta del paquete volviendo a ser éste 
estrictamente un paquete TCP/IP. 
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Caso 5: Enrutamiento MPLS del Switching Router 
Descripción 
Los LabelSwitchingRouters son los encargados del transporte de los paquetes MPLS a 
través de la red. Este test se encarga de comprobar el funcionamiento de los mismos. 
 
Escenario 
La red empleada para este caso es muy similar a la usada en el anterior. Únicamente 
se ha añadido un LabelSwitchingRouter en el núcleo de la red MPLS así como otro 
tipo de tráfico que atraviesa la red. El resultado es el siguiente: 
 
  
 
Figura 7.10. Disposición de red para el ejemplo de encaminamiento de LSR. 
 
Las tablas de rutas de los LabelSwitchingRouters y el LabelEdgeRouter A se indican a 
continuación: 
 
LabelEdgeRouter A 
IP origen Puerto 
origen 
IP destino Puerto 
destino 
ToS Etiqueta 
salida 
Interfaz 
salida 
207.21.24.1  207.21.25.1 4646  1 1 
207.21.24.1  207.21.25.1 4647  2 2 
 
LabelSwitchingRouter A 
Interfaz de origen Etiqueta original Interfaz de salida Nueva etiqueta 
0 1 2 3 
 
LabelSwitchingRouter B 
Interfaz de origen Etiqueta original Interfaz de salida Nueva etiqueta 
0 2 2 5 
1 3 2 5 
 
Figura 7.11. Configuración de los dispositivos para el ejemplo de encaminamiento de 
LSR. 
 
Resultados 
La mayor ventaja del enrutamiento MPLS del LabelSwitchingRouter es su simplicidad 
de funcionamiento. Por ello no ha sido difícil implementarlo en el simulador. Cuando 
llega un paquete de datos al elemento éste utiliza la interfaz por la que ha llegado y su 
etiqueta para encontrar la ruta que se ha de seguir. Si se observan las tablas de rutas 
ofrecidas anteriormente se puede conocer la ruta que va a seguir cada paquete en 
función del puerto de destino de la comunicación. La siguiente imagen resume estas 
rutas: 
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Figura 7.12. Esquema de rutas para la red. 
 
El funcionamiento del simulador es en todo momento el esperado distribuyendo el 
tráfico correctamente por toda la red, por lo que se puede concluir que el enrutamiento 
interior de las redes MPLS funciona correctamente. 
Caso 6: Reserva de recursos (RSVP) 
Descripción 
La reserva de recursos mediante el protocolo RSVP tiene lugar con la llegada al primer 
LabelEdgeRouter de la red MPLS. Este caso de test se centra únicamente en la 
ejecución de esta reserva. Para más información del funcionamiento de RSVP sobre 
MPLS consulte el capítulo 3 Conceptos Teóricos. 
 
Escenario 
Para probar el buen funcionamiento de RSVP es necesario que formen parte de la red 
todos los Elementos disponibles en el simulador. Dos Terminales hacen de inicio y fin 
de la comunicación, dos RouterIP se utilizan para crear su red de acceso, dos 
LabelEdgeRouters hacen de routers frontera para la red MPLS y dos 
LabelSwitchingRouters la conforman. 
 
 
 
Figura 7.13. Disposición de red para el ejemplo de reserva de recursos RSVP. 
 
De izquierda a derecha, el primer Terminal, RouterIP, LabelEdgeRouter y 
LabelSwitchingRouter se identifican con la etiqueta A. El resto lo hacen con la etiqueta 
B. 
 
Resultados 
La red se comporta de forma precisa como se especifica en la definición de los 
protocolos empleados. El proceso puede resumirse en los siguientes pasos: 
 
1) El Terminal A envía un paquete de datos al Terminal B. 
2) El paquete de datos IP llega al RouterIP A y se envía al LabelEdgeRouter A. 
3) El LabelEdgeRouter A recibe el paquete IP y comprueba si existe alguna 
referencia de validación o rechazo para esa comunicación. Como no hay 
ninguna, se almacena el paquete IP y se inicia el proceso de petición de 
reserva de recursos. 
4) El proceso comienza con la creación del paquete RSVP que lleva el objeto de 
petición de reserva de ancho de banda y el objeto encargado de memorizar la 
ruta por la que viaja este mensaje. 
5) El paquete RSVP se envía a través de la red MPLS. Por cada Enlace que pasa 
comprueba la disponibilidad de ancho de banda. Si se detecta que un Enlace 
no tiene suficientes recursos para soportar la comunicación, el paquete se 
descarta y se cancela el proceso de reserva. 
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6) La petición de reserva llega al LabelEdgeRouter B. Se genera entonces el 
paquete de confirmación de la reserva. Éste debe enviarse por el mismo 
camino por el que ha llegado para realizar la reserva de ancho de banda en los 
Enlaces. Al paso del paquete cada Elemento realiza ahora sí la reserva del 
ancho de banda que se mantendrá enteramente disponible para la 
comunicación. 
7) Cuando el paquete llega finalmente al LabelEdgeRouter que inició la 
comunicación, se activa un registro que indica que hay una reserva disponible 
para esa comunicación. Gracias a este registro, cada nuevo paquete que 
llegue de esta comunicación podrá comprobar si tiene permiso o no para 
utilizar ese ancho de banda. Acto seguido, se retoma el envío de los paquetes 
que hayan ido llegando pertenecientes a esa comunicación mientras se 
realizaba la reserva de recursos. 
 
La siguiente imagen resume todo el flujo de paquetes desde el envío del primer 
paquete hasta su recepción. 
 
 
 
Figura 7.14. Esquema del proceso de funcionamiento de RSVP sobre MPLS. 
Caso 7: Revisión de estadísticas 
Descripción 
Una vez se ha verificado el correcto funcionamiento de todos los Elementos del 
simulador hay que comprobar que las tareas relacionadas con el recuento estadístico 
de datos se haga de forma correcta. 
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Escenario 
La red empleada para probar este último caso es la misma que la empleada en el test 
anterior. Se ha decidido utilizar de nuevo esta red ya que en ella se ven involucrados 
todos los Elementos disponibles en el simulador y participando activamente. También 
se ha modificado algún Elemento y Enlace para provocar situaciones concretas y si el 
simulador las contabiliza correctamente. 
 
La lista de estadísticas a comprobar es la siguiente: 
 
 Paquetes enviados por el Terminal. 
 Paquetes recibidos por el Terminal. 
 Paquetes enrutados por cualquier tipo de router. 
 Paquetes perdidos en los Enlaces. 
 Paquetes fragmentados por cualquier tipo de router. 
 Paquetes erróneos recibidos. 
 Paquetes incompletos por la fragmentación. 
 Retraso de la red. 
 
Resultados 
Poniendo a prueba al simulador en las siguientes condiciones se han obtenido que en 
las siguientes pruebas han dado resultados satisfactorios: 
 
 Enlace con probabilidad de pérdidas alta: se pierden paquetes 
consecuentemente con el valor de pérdidas y estos se ven correctamente 
reflejados en el contador correspondiente. 
 Envío y recepción de paquetes: cada vez que un Terminal o cualquier tipo de 
Router envía un paquete de datos éste se ve contabilizado en este marcador. 
Sucede de igual modo cuando se recibe un paquete correctamente. 
 Enrutamiento: se comprueba que los datos relativos al número de paquetes 
enrutados en un Elemento son los correctos. 
 Pérdida de paquetes: debido a la mala calidad de un Enlace se producen 
pérdidas que son contabilizadas por el simulador. 
 Errores en la red: cuando un paquete llega a un destino que no es el suyo se 
produce un error en recepción que se contabiliza como un paquete erróneo. 
 Fragmentación de paquetes: se fuerza la fragmentación de varios paquetes de 
datos para comprobar su correcta contabilización. También se mantiene el 
contador de paquetes incompletos en el Terminal destino con la cantidad que 
no se ha podido reensamblar por falta de algún fragmento. 
 Retraso de la red: es el tiempo medio que transcurre entre la creación de un 
paquete de datos y la recepción en su destino. Este valor estadístico incluye la 
opción de poder ver cuales son los retrasos medios separados por el puerto 
por el que han llegado al Terminal. 
 
Todos estos datos pueden consultarse en la ventana de información del simulador. 
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Figura 7.15. Ventana de información del simulador. 
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8 Conclusiones 
 
Todos los objetivos planteados para el desarrollo del simulador se han cumplido con 
éxito. El proceso para llevarlos a cabo ha sido largo debido a la intención de ofrecer 
siempre un software lo más completo posible tratándose de un proyecto final de 
carrera. Durante el desarrollo se han detectado varios puntos susceptibles de ser 
mejorados aunque la planificación inicial no lo contemplaba. La importancia de estos 
puntos ha obligado siempre a dar una respuesta que no podía si no favorecer el 
producto final. No obstante este hecho ha repercutido negativamente en la cantidad de 
trabajo a realizar y en los plazos inicialmente establecidos, pero siempre en pro de 
conseguir que el simulador sea lo más profundo posible. 
 
El principal enfoque con el que se ha diseñado la aplicación ha sido la docencia. 
Desde el primer momento se pretendió desarrollar un software capaz de simular 
diferentes escalas de redes con diversas opciones de funcionamiento para poder 
adaptarse a usos muy distintos. Esto posibilita realizar estudios tanto de redes de 
transporte como redes de acceso, y dentro de ellas, aplicar diferentes tipos de 
protocolos enrutados y de enrutamiento. Una de las grandes ventajas del simulador en 
este aspecto es la versatilidad que ofrece, ya que al haberse diseñado con bases 
abiertas sustentadas en estándares reales, pueden añadirse nuevos protocolos y 
dispositivos con facilidad. La versión básica del simulador integra los protocolos 
TCP/IP sobre Ethernet 802.3 para las redes de acceso y MPLS con reserva de 
recursos mediante RSVP para la red de transporte. 
 
Los siguientes puntos recogen la revisión de los objetivos conseguidos de entre 
aquellos planteados al inicio del proyecto final de carrera: 
 
 Se ha realizado un profundo análisis de las tecnologías incluidas en el 
simulador para poder comprenderlas y traducirlas lo más fielmente posible a la 
aplicación. El estudio ha sido muy revelador sobre las fortalezas y debilidades 
de dichas tecnologías. 
 Se ha estudiado los diferentes tipos de simuladores existentes con el objetivo 
de tener una visión lo suficientemente amplia para decidir correctamente qué 
tipo se adapta mejor a las necesidades planteadas por la aplicación. 
 Se ha trabajado mucho en las bases del simulador para que sean 
completamente sólidas y sirvan como esqueleto para la posterior 
implementación de cualquier protocolo  que pueda aplicarse al modelo de 
referencia OSI. 
 Se ha conseguido que el simulador cumpla con las necesidades de portabilidad 
y fácil distribución especificadas. 
 Se han afinado al máximo los cálculos matemáticos así como el 
comportamiento de cada dispositivo. De esta forma se consigue que todas las 
implementaciones tanto de protocolos como de elementos sean un fiel reflejo 
de sus homólogos en las redes reales. 
 Se han creado diversos organismos que, aunque externos a la simulación de 
redes, sí aportan mayor facilidad de uso y comodidad al usuario. También se 
permite configurar parámetros temporales que influyen en la simulación. 
 Se han implantado controles estadísticos que se encargan de recoger la 
información más relevante del simulador. Gracias a estos parámetros el 
usuario puede consultar los valores que más le interesen para hacerse una 
idea del rendimiento de la red simulada. 
 
Además de estos objetivos se han cumplido otros que se iban definiendo al mismo 
tiempo que se desarrollaba el simulador. Estos se deben en su mayor parte de la 
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pretensión en todo momento de crear un producto de calidad y, por ese mismo motivo, 
a intentar mejorar aspectos ya contemplados en la fase de planificación. También ha 
sido necesaria la ampliación del conjunto inicial de protocolos del simulador para dotar 
al simulador de un mayor valor añadido y, en definitiva, hacerlo más competente. El 
resumen de estas mejoras se ofrece a continuación: 
 
 Fuentes de tráfico: si en un principio se pensó en la creación de un único tipo 
de distribución con la que generar tráfico, al final se ha optado por ofrecer los 
tres tipos más extendidos de tráfico. 
 Organismos auxiliares: se han creado varios objetos que se encargan de llevar 
a cabo tareas de soporte para los elementos de la simulación. Entre ellos 
destacan el generador de identificadores IDPool, el repositorio de direcciones 
MAC MACPool y la adaptación del protocolo de resolución de direcciones ARP. 
 Resource reSerVation Protocol: RSVP es sin duda la mayor ampliación sobre 
la planificación inicial. Si no fuera por el uso de RSVP, las redes MPLS no 
podrían disfrutar de reserva de recursos, por lo cual se decidió incluirlo en el 
simulador.   
 
Como conclusión para el simulador puede decirse que se trata de una herramienta que 
ofrece resultados muy precisos y de gran utilidad para el campo de la docencia o la 
planificación de redes, que es de forma resumida lo que se esperaba de él. Por 
contrapartida, la gran precisión ofrecida a la mayor resolución temporal hace que los 
requisitos exigidos para el sistema donde se ejecute sean bastante elevados. Aun así 
se ha decidido incluir esta mayor resolución ya que ofrece los resultados más precisos 
y así el simulador no está únicamente preparado para estudiar las redes actuales sino 
también las de el futuro inmediato. 
 
También es importante comentar las conclusiones a las que se ha llegado no 
únicamente relativas al simulador, sino obtenidas en referencia al protocolo MPLS. 
Tras el estudio teórico realizado previo al desarrollo del simulador y gracias a los 
resultados obtenidos con el mismo, se obtienen los siguientes resultados: 
 
 MPLS es una tecnología de conmutación que ofrece como mejores bazas la 
simplicidad y un buen rendimiento. 
 Es una solución muy válida para redes de proveedores de servicio, grandes 
empresas y/o instituciones gubernamentales. 
 Con MPLS pueden realizarse VPNs robustas, escalables y menos costosas 
que con otras tecnologías como IPSec o ATM. 
 MPLS combate mejor que otras tecnologías problemas comunes de la 
ingeniería de tráfico como son la sobrecarga de los caminos más cortos y la 
congestión. 
 Gracias al añadido de QoS puede ofrecer diferentes clases de servicio. 
 
Para saber más acerca de MPLS puede consultar el capítulo 3 Conceptos 
previos. 
8.1 El camino a seguir 
Tras finalizar el desarrollo de un simulador de las características del que nos ocupa, 
uno se siente satisfecho con el trabajo realizado. A pesar de ello, a medida que se 
diseñan los objetos que lo integran, se crean las funcionalidades de todos ellos, se 
pulen las imperfecciones y se amplían los contenidos, es difícil no ser plenamente 
consciente de qué aspectos podrían mejorarse y qué añadidos incluirse para aportar 
una mejora al simulador. 
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Una de las virtudes en las que más se ha insistido a lo largo de este documento es su 
estructura abierta y la facilidad que presenta para ampliar sus opciones con nuevos 
elementos y protocolos soportados. El simulador ofrece resultados precisos y una 
buena simulación de TCP/IP y MPLS, pero sin embargo puede que esto no sea 
suficiente para obtener una gran acogida. La inclusión de más protocolos ayudaría en 
gran medida a mejorar la oferta de redes a simular. En este sentido cabría destacar las 
siguientes opciones: 
 
 Protocolos de capa 2: Ethernet 802.3 es el único protocolo de capa 2 que se ha 
implementado en el simulador. En la implantación de LAN es sin duda el más 
extendido, pero además de haber más opciones no goza de tanta popularidad 
en las redes de transporte donde existen mejores alternativas. Un buen 
añadido para el simulador sería incluir entre los protocolos de capa 2 
soluciones como 802.11 (Wireless), ATM o PPP entre otros. 
 Ampliación de TCP: la implementación de TCP es, como se comenta en el 
apartado 5.6.a TCP del capítulo 5 Paquetes de datos, bastante limitada. 
Una opción de futuro sería acabar de adaptar este protocolo para poder tener 
completamente definido el estándar TCP/IP, el más utilizado para el acceso a 
Internet hoy en día. 
 Inclusión de protocolos de enrutamiento: los protocolos de capa 3 que se 
ofrecen en la versión básica del simulador son todos enrutables. Por ello, la 
inclusión de protocolos de enrutamiento aportaría mucho valor añadido al 
simulador. Algunas de las opciones a destacar son RIPv2 (Routing Information 
Protocol Version 2), OSPF(Open Shortest Path First) y EIGRP (Enhanced 
Interior Gateway Routing Protocol) entre otras. 
 Elementos de capa 2: de cara a ampliar las opciones para la simulación de 
redes de acceso sería muy interesante incluir en el simulador elementos de 
capa 2. El uso de Hubs o Switches aportaría mayor coherencia a este tipo de 
redes. 
 
Muchas de las cuestiones que se acaban de debatir no han sido incluidas en la 
primera versión del simulador por falta de tiempo o, simplemente, por escapar al 
motivo de estudio que se planteó en los objetivos. No obstante, su inclusión en futuras 
versiones puede resultar muy interesante. 
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Anexo A. Herramientas utilizadas 
 
Para el desarrollo de este proyecto final de carrera se ha dispuesto de varias 
herramientas. No todas han resultado imprescindibles pero cada una ha aportado una 
pequeña o grande ayuda al diseño del simulador. Los siguientes capítulos ofrecen una 
breve explicación de todas ellas así como otra más extensa de aquellas que han 
tenido un mayor impacto en el desarrollo de la aplicación. 
A.1  Herramientas 
Las herramientas utilizadas a lo largo del desarrollo del simulador son las siguientes: 
Ant 
Se trata de una herramienta encargada de la automatización de tareas para la 
generación de código. Se puede aplicar como extensión de Eclipse, siendo muy útil 
para la compilación y construcción (build) de proyectos. Está construido en Java y 
obtiene la información necesaria para su funcionamiento de ficheros XML. 
Eclipse 
Eclipse es una plataforma de software muy extendida entre la comunidad de 
desarrolladores. Se trata de un entorno de desarrollo de software libre muy extensible. 
Es adaptable a diferentes lenguajes de programación, siendo la versión escogida la 
que trabaja con Java. 
Java Web Start 
Java Web Start es fruto del trabajo de Sun Microsystems en la implementación de la 
especificación JNLP (Java Networking Launching Protocol). JWS permite la ejecución 
de aplicaciones Java ubicadas en un servidor web. Ofrece además funcionalidades 
avanzadas, como la comprobación de la versión empleada por el usuario en local y su 
actualización automática en caso de disponer de una más moderna. De esta forma se 
asegura que una aplicación sea siempre distribuida y utilizada en su última versión. 
JDOM 
JDOM es una librería de código fuente que ofrece una solución basada en Java para 
manipulaciones de datos XML. Puesto que desde sus inicios fue diseñado 
específicamente para usarse con Java, está preparado para ofrecer sobrecarga de 
métodos, colecciones, etc, ofreciendo una interfaz más sencilla que la librería XML 
propia de Java. 
Open Office 
Open Office es una suite ofimática que posee herramientas de hoja de cálculo, dibujo 
vectorial, bases de datos, además de procesador de textos y presentaciones (las 
únicas utilizadas en este proyecto final de carrera). Compite con Microsoft Office y por 
ello es compatible con él, siendo su mayor ventaja el ser software libre. 
One-JAR 
One-JAR es una utilidad open-source que sirve únicamente para distribuir una 
aplicación constituida por varios ficheros .jar en un único fichero de este tipo. Este 
hecho se convierte en una gran ventaja cuando se trata de distribuir aplicaciones por 
la red. 
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VIM 
Del inglés VI iMproved. VI es un editor de texto conocido por estar presente en todos 
los sistemas UNIX. Sus principales características son la alternancia entre “modos” 
para realizar diferentes operaciones, el resaltado automático de sintaxis para varios 
lenguajes de programación y la opción de realizar cualquier opción mediante atajos de 
teclado. 
A.2  ¿Porqué Java? 
Una de las decisiones más críticas a la hora de afrontar un proyecto de diseño y 
desarrollo de software comprende la definición de la arquitectura que se va a emplear 
y del lenguaje en el que se programará dicho software. Esta elección no debe bajo 
ningún concepto limitar los resultados. La plataforma escogida para el desarrollo del 
simulador ha sido Java, en concreto la versión Java 2 Standard Edition 5.0 (J2SE 5.0). 
A continuación se exponen los factores que justifican esta elección. 
  
Al plantear el diseño del simulador dos de las características básicas en su definición 
eran portabilidad y fácil distribución. Estos dos puntos son claves para favorecer en la 
mayor medida posible el acceso al usuario final. Internet resulta evidentemente el 
medio de distribución idóneo para este tipo de proyectos ya que facilita que cualquier 
persona desde prácticamente cualquier lugar pueda tener acceso al programa. La 
portabilidad libera al simulador de barreras creadas por la plataforma en la que se 
ejecuta, resultando indiferente que el usuario trabaje con plataformas Windows, Unix o 
MAC. 
 
El sistema escogido no sólo debe aportar facilidades al usuario final, también tiene que 
considerar factores técnicos del desarrollo. 
 
La programación procedural basada en funciones, que durante tantos años dio tan 
buenos resultados, no supone una buena elección. En cambio, un proyecto como el 
simulador, basado en un conjunto de subelementos que han de interrelacionarse 
manteniendo un elevado grado de libertad, se adapta perfectamente al estilo de 
programación orientada a objetos. Este tipo de programación define los programas en 
términos de “clases de objetos”, es decir, entidades que combinan estado (datos), 
comportamiento (procedimientos o métodos) e identidad (propiedades que lo 
diferencian del resto). La programación orientada a objetos expresa un programa 
como un conjunto de estos objetos colaborando entre ellos para realizar tareas, lo que 
permite hacer los programas y módulos más fáciles de escribir, mantener y reutilizar. 
 
Otro factor clave que se tuvo en cuenta para la elección es el rendimiento con 
sistemas basados en multithreading, o lo que es lo mismo, programas que basen su 
proceso en varios hilos simultáneos de ejecución. Un hilo de ejecución o thread es un 
proceso independiente dentro de la CPU del dispositivo donde se ejecuta el programa. 
Estos threads son gestionados por el sistema operativo, quien se encarga de repartir 
los recursos disponibles de la máquina entre todos los hilos que lo necesiten. Aunque 
esta gestión sea responsabilidad del sistema operativo, es importante que el lenguaje 
utilizado ofrezca facilidades para la creación, modificación y finalización de estos hilos. 
 
A la búsqueda  de las características presentadas hay también que añadir otras que 
caen por su propio peso como son la simplicidad, la robustez, y la seguridad por poner 
varios ejemplos. 
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Juntando todos estos elementos y deliberando acerca de las diferentes opciones, se 
ha considerado que la plataforma (que no lenguaje) sobre el que se resulta más 
adecuado llevar a cabo el desarrollo del simulador es Java. Java se hace cargo con 
soltura de todas las necesidades relatadas anteriormente y ofrece también algún 
añadido interesante. No todo son cosas buenas ya que también hay algún detalle que 
podría haberse mejorado, pero aun así esta sigue siendo la mejor opción. 
 
Destacando algunas de las aportaciones de Java a las necesidades del simulador se 
puede decir que hoy en día Java es la plataforma perfecta para distribuir aplicaciones 
por la red. En su diseño Java nació con este objetivo y gracias al uso de su máquina 
virtual se consigue que no hagan falta versiones diferentes de la aplicación para los 
distintos tipos de sistemas operativos existentes. Esto que de por sí supone una gran 
ventaja, sumado a las opciones de distribución de aplicaciones por la red se convierte 
en una gran ayuda. 
 
La versión utilizada es la Java 2 Standard Edition 5.0. Como cada nueva versión ésta 
incluye mejoras sobre la anterior en algunos de los objetos estándares de Java, 
algunos de ellos realmente útiles pero la mayoría pequeñas correcciones que no vale 
la pena comentar aquí. Una incorporación que sí ha resultado muy práctica y que es 
mérito de esta nueva versión 5.0 es lo que desde Sun Microsystems han llamado Java 
Web Start. Java Web Start es un software distribuido mediante actualizaciones de la 
plataforma Java que permite descargar y ejecutar aplicaciones Java desde la web. Las 
particularidades de este software se explicarán en profundidad en el próximo apartado. 
 
Antes se ha hecho hincapié en definir a Java como una plataforma y no como un 
lenguaje.  Como se verá, esta distinción no viene determinada únicamente por la 
cantidad de herramientas oficiales disponibles y de sus aplicaciones (como Java Web 
Start, por ejemplo). De hecho, donde realmente se palpa que Java es más que un 
lenguaje es en la infraestructura que ofrece al programador en cuanto a objetos y 
clases disponibles desde el primer contacto. El API de Java es enorme. Muchos otros 
lenguajes disponen de foros y librerías disponibles a las que es fácil obtener acceso, 
pero ninguno presenta nada parecido. La documentación disponible alrededor de cada 
objeto y la variedad de clases disponibles permiten afrontar proyectos utilizando un 
gran porcentaje de clases probadas y que se adaptan a todo tipo de situaciones lo que 
permite un gran ahorro en tiempo y recursos del programador que pueden destinarse a 
ofrecer un producto mejor. 
 
Otros puntos a favor de Java son simplicidad y seguridad. Hay otros lenguajes que 
ofrecen posibilidades similares a Java pero tienen la contrapartida de ser algo más 
complejos en su concepto. Gestión de punteros, controles directos de posiciones de 
memoria, etc, son aspectos totalmente transparentes en Java que liberan al 
programador de tener que estar pendiente de posibles problemas relacionados con 
ellos. Además también existe un control interno de los tipos de tareas que realiza el 
sistema que permite evitar escrituras en zona de memoria ajena a la aplicación y otros 
comportamientos altamente peligrosos, lo que hace que las aplicaciones sean más 
seguras. 
 
También digna de mención es la tarea que realiza Java para la gestión de 
procedimientos u objetos que ya no tienen que ser utilizados. Esto es lo que se conoce 
como el Garbage Collector de Java, o el recolector de basura. Cuando un objeto es 
creado con una finalidad concreta y la cumple puede dejar de ser necesario para el 
sistema. Cuando ningún otro objeto de la aplicación guarda alguna referencia al 
nuestro resulta imposible acceder a él y por ese motivo ya no tiene ningún uso. Por 
ese motivo, el objeto deberá eliminarse para evitar que siga consumiendo recursos del 
sistema. La mayoría de lenguajes de programación no se encargan de la gestión de 
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estos objetos y es tarea del programador encargarse de controlar los objetos basura. 
Puesto que Java se encarga eficientemente de esta gestión el programador se ve 
liberado de tener que hacerlo. 
 
Podría parecer que todo este capítulo está dedicado a ensalzar las virtudes de Java, 
pero desgraciadamente también existe algún punto negativo. La mayor contrapartida 
de Java desde sus inicios allá en 1990 ha sido siempre el rendimiento. Java no llega a 
la velocidad de ejecución que ofrecen otros lenguajes. Si bien es cierto que ha 
mejorado mucho desde su primera versión hasta la actual, sigue sin llegar a alcanzar 
el rendimiento que se puede obtener con otros productos. La ventaja de la máquina 
virtual es el principal responsable, ya que para conseguir que una misma aplicación 
pueda ejecutarse en diferentes sistemas operativos y tipos de chipsets, el código de la 
aplicación Java debe ser interpretado por la máquina virtual y traducido a órdenes 
nativas comprensibles por el procesador y el sistema operativo donde se ejecuta. Este 
doble paso antes de la ejecución directa ralentiza la ejecución de la aplicación y 
provoca una disminución de la velocidad en comparación con aplicaciones realizadas 
en otros lenguajes. No obstante y como se ha comentado antes, cada nueva versión 
de Java incorpora métodos que agilizan este proceso y gracias a ellos hoy en día las 
diferencias respecto a otros lenguajes son, aunque existentes, muy poco importantes. 
A.3  Java Web Start 
Java Web Start es la tecnología ofrecida por Sun Microsystems como sucesora de los 
applet. Un applet es un componente de una aplicación que se ejecuta en el contexto 
de un navegador web. Históricamente ha sido la forma más utilizada para la ejecución 
de aplicaciones Java por Internet ya que la aplicación se veía unida a una página web 
y ese factor facilitaba en gran parte el acceso al usuario. Como se comenta al inico de 
este párrafo, Java Web Start es una mejora de esta tecnología que pretende 
diferenciarse de los applet en los siguientes aspectos: 
 
 La ejecución de la aplicación mediante Java Web Start se produce de forma 
independiente al navegador. El método de distribución por applet exige que la 
aplicación se ejecute embebida en el propio navegador, lo que conlleva un 
mayor riesgo de problemas de compatibilidad con diferentes navegadores web. 
Aun así es posible ejecutar una aplicación con Java Web Start desde el 
navegador, con la diferencia que en este caso se integra como una aplicación 
externa al navegador. 
 Las limitaciones en cuanto al uso de recursos de la máquina sobre la que se 
ejecuta la aplicación son menos restrictivas en Java Web Start sin abandonar 
la seguridad del entorno. A diferencia de los applet, sí se permite acceso 
limitado a los recursos locales. Cuando la aplicación debe acceder a esos 
recursos, una ventana emergente aparece solicitando confirmación para 
garantizar el acceso. De esta forma es el usuario quien establece sus propias 
restricciones, no la tecnología. 
 Java Web Start ofrece mecanismos para garantizar que la versión que está 
usando el usuario es la más actualizada. Desde el primer momento en que el 
usuario ejecuta la aplicación JWS, ésta queda almacenada en la caché de su 
sistema y puede ser relanzada cuando se requiera. En el momento de la 
ejecución en local, el sistema comprueba que no exista ninguna nueva versión 
de la aplicación, en cuyo caso descargaría la versión más actualizada. 
 La aplicación Java distribuida no tiene porqué heredar de ninguna clase 
específica. En los applet, la clase principal de la aplicación tenía 
necesariamente que heredar de la clase Applet. Mediante JWS no es necesario 
tener dos versiones para una misma aplicación. 
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Gracias a todos estos factores Java ha sabido evolucionar correctamente su 
tecnología de distribución de aplicaciones vía web. Para que el uso de esta tecnología 
se extienda lo más fácilmente posible, Java Web Start se distribuye conjuntamente con 
el Java Runtime Environment de la versión 1.5 o superiores. 
 
Volviendo a las mejoras que ofrece Java Web Start, hay que hacer especial hincapié 
en el aspecto de la seguridad. El modo de ejecución que ofrecen los applet hace que 
sea muy complicado acceder a los recursos del sistema, lo que los convierte en más o 
menos seguros, pero a costa de limitar bastante sus opciones. A diferencia de ellos, 
Java Web Start ofrece un sistema más flexible. 
 
Java Web Start gestiona la seguridad en sus aplicaciones es mediante un API 
(Applications Programming Interface) específicamente diseñado para el acceso 
restringido a los recursos. Con el uso de los métodos ofrecidos en el API el 
programador puede gestionar los siguientes recursos del sistema: 
 
 Impresión de documentos 
 Obtención y modificación de información relativa a la configuración del sistema. 
 Descarga de ficheros. 
 Acceso al portapapeles. 
 Comprobación de posibles múltiples instancias de la aplicación. 
 Mostrar documentos por defecto en el navegador web en uso. 
 Cargar y guardar ficheros en el disco duro de la máquina. 
 
Esta última opción es especialmente interesante para el caso del simulador. Cada vez 
que se diseña un escenario de simulación, el usuario tiene la opción de guardar los 
datos de dicho escenario. Este simple hecho, al igual que la carga de datos, habría 
sido mucho más complicado de llevar a cabo si no fuera por la infraestructura ofrecida 
por Java Web Start. 
 
Hay que destacar que además del uso de un API específico para el acceso a los 
recursos, Java Web Start requiere un paso previo para que estos puedan llevarse a 
cabo. Siempre que la aplicación solicite alguno de ellos, una ventana aparecerá en 
pantalla avisando de las intenciones de la aplicación así como solicitando confirmación 
por parte del usuario para ejecutar esas acciones. Si el usuario no accede a ofrecer 
acceso a su sistema, las acciones iniciadas para utilizar los recursos de la máquina se 
cancelarán. 
 
De esta forma, siempre que se vaya a realizar cualquier acción sobre el sistema, el 
usuario tendrá que validarla. 
A.3.a  Implementación 
Para la implementación de Java Web Start es necesario introducir el Java Network 
Launch Protocol. JNLP es una especificación creada por Sun Microsystems que 
permite la centralización de una aplicación en un servidor web, consiguiéndose así 
solventar varios de los problemas derivados de la distribución y la instalación. 
 
JNLP especifica el uso de un fichero que contiene la información necesaria para 
ejecutar la aplicación almacenada en el servidor. Este fichero debe seguir el formato 
especificado por el JNLP, siendo destacable el uso del estándar XML. Varios de los 
parámetros que hay que definir en este archivo son meramente informativos (título o 
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descripción…) mientras que otros son imprescindibles para la localización de la 
aplicación (versión java o ejecutable .jar). 
 
Ejemplo 
El siguiente texto es un ejemplo de archivo .jnlp. 
 
<?xml version="1.0" encoding="utf-8"?> 
<jnlp spec="1.0+" codebase="file:C:/proyecto" href="MPLSSim.jnlp"> 
<information> 
<title>MPLSSim</title> 
<description>Simulador MPLS</desription> 
<offline-allowed /> 
</information> 
<resources> 
<j2se version="1.5+" /> 
<jar href="MPLSSim.jar" /> 
</resources> 
<application-desc /> 
</jnlp> 
 
Una vez se ha creado el archivo .jnlp es necesario situarlo en el servidor web de forma 
visible. Cuando el usuario accede al archivo mediante un navegador web, comienza la 
ejecución del JNLP. En el caso de ser la primera vez que el usuario pretende ejecutar 
la aplicación, ésta se descarga gracias a la información contenida en el fichero. Una 
vez la aplicación está disponible de forma local, ésta se ejecuta como cualquier otra 
aplicación Java. En el caso de que el usuario ya tuviera una versión de dicha 
aplicación en caché, la ejecución del archivo .jnlp forzaría la comparación de la versión 
en caché con la contenida en el servidor web, recurriendo siempre a la más 
actualizada de las dos. Es importante remarcar también que una vez se ha ejecutado 
la aplicación ésta se puede ejecutarse en modo local siempre que se desee. 
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Anexo B. Cómo añadir nuevos elementos y 
protocolos 
 
Uno de los objetivos más importantes en la definición del simulador ha sido hacer de él 
una solución completamente escalable, dotándolo de una estructura que facilite su 
posterior ampliación. Esta meta se ha conquistado gracias a un diseño abierto que 
contempla los Elementos como objetos no ligados los unos a los otros y con unas 
tareas propias que permiten la adopción de nuevos protocolos. 
 
A continuación se explica detalladamente cómo ampliar las opciones del simulador. 
B.1  Añadir nuevos Elementos 
Un Elemento es un dispositivo libre. Una buena definición de Elemento es aquella que 
lo describe como un objeto independiente y autómata. Independiente porque no 
necesita de otros Elementos para su existencia, y autómata porque su comportamiento 
está definido por él mismo. Gracias a estas características es realmente sencillo añadir 
nuevos tipos de Elementos al simulador si así se desea. 
 
Para la inclusión de un nuevo Elemento en el simulador deben atenderse ciertas 
condiciones para satisfacer las distintas necesidades del simulador. Algunas de ellas 
son relativas al nivel de simulación, otras al de interfaz gráfica y otras se encargan del 
reconocimiento de los nuevos elementos por parte del simulador. 
 
Los siguientes apartados se dedican a la explicación de estas condiciones. 
B.1.a  Requisitos de simulación e interfaz gráfica 
Desde el punto de vista del la simulación, existen varios requisitos que un nuevo 
Elemento debe cumplir antes de poder añadirse a la colección. Estas condiciones son 
las siguientes: 
 
 El nuevo Elemento debe ser una clase Java heredada de la clase 
ActiveElement. 
 El nuevo Elemento debe implementar una serie de métodos estándar para su 
correcto funcionamiento en el simulador. 
 El nuevo Elemento debe implementar también métodos relativos a edición y 
visualización de sus parámetros así como de sus estadísticas. 
 El nuevo Elemento debe ofrecer opciones de edición de sus parámetros. 
 
El objeto Java del que heredan todos los Elementos, el ActiveElement, se explica 
ampliamente en el capítulo 6 Elementos del simulador. Como se comentó 
entonces, el ActiveElement sirve para mantener los métodos y parámetros que 
comparten todos los Elementos, de manera que no sea necesario replicar ese código. 
Además de estos métodos, también se definen un conjunto de métodos abstractos. Un 
método abstracto es aquel que se declara pero no se define. Cuando un objeto 
contiene métodos o parámetros abstractos, él mismo tiene que ser marcado como 
abstracto. Además, si hereda de otro abstracto, dicho objeto debe definir todos los 
métodos abstractos que se incluyen en su superior. 
 
De la misma forma que los Elementos heredan del ActiveElement, este lo hace de la 
clase WorkbenchElement. Esta última es el equivalente del ActiveElement en el ámbito 
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de la interfaz gráfica, por lo que queda fuera del estudio de este proyecto final de 
carrera. No obstante, igual que sucede con el ActiveElement, también hay varios 
métodos abstractos definidos en el WorkbenchElement que deben ser tenidos en 
cuenta a la hora de crear un nuevo Elemento. 
 
Entre el ActiveElement y el WorkbenchElement, los métodos propios de la simulación 
que deben implementarse en el Elemento son los siguientes: 
 
 Enroute: se encarga de ofrecer una interfaz de salida para un paquete de 
datos. El único argumento de entrada es el paquete a enrutar. El método se 
encarga de procesar la información del paquete de datos para obtener la mejor 
ruta posible dependiendo del protocolo utilizado por el Elemento. 
 Run: está presente en todos los objetos que implementan la interfaz Runnable 
de Java. Cuando un objeto que implementa esta interfaz es usado para crear 
un Thread, el lanzamiento de ese Thread provoca la ejecución del método run() 
del objeto. El método run() de un Elemento está pensado para contener su 
ciclo de funcionamiento. Cuando se inicia la ejecución de la simulación, cada 
Elemento contenido en el escenario de simulación comienza su ejecución y, 
por consiguiente, se realiza la llamada a su método run(). 
 Init: está pensado para contener aquellas variables o parámetros del Elemento 
que deban ser comprobados y/o inicializados al inicio de la simulación. Cuando 
se pulsa el botón de inicio de la simulación, antes de iniciar los cálculos 
relativos a la misma, se pasa uno por uno por todos los Elementos y se ejecuta 
su método init() para realizar todos los cálculos previos. 
 ResetParameters: de forma similar al método init(), resetParameters() se 
ejecuta al detener una simulación de forma permanente. Este método devuelve 
a sus valores originales todas las variables estadísticas y de configuración, 
dejando el Elemento tal y como estaba antes de iniciar la simulación. 
 
Ejemplo 
El código siguiente pertenece al método enroute() de un RouterIP. 
 
public int enroute(Message msg) throws RouteNotFoundException{ 
 for(int i=0 ; i<this.routingTable.size() ; i++){  
  IpRoute route = (IpRoute)this.routingTable.get(i); 
  if(route.isValid(msg)){ 
   try{ 
    if(route.getGateway().equals(new IPv4Address("0.0.0.0"))){ 
     msg.setLayer2dest((ARP.getMAC(((IPv4Address)msgGetLayer3dest())))); 
     return route.getIface(); 
    } 
   }catch(ParseException e){ 
    Log.debug("Router ("+this.getName()+"): error al enlutar, ip de gateway 
0.0.0.0"); 
   } 
   MACAddress newDestinationMAC; 
   if(ARP.containsIP(route.getGateway())){ 
    newDestinationMAC = ARP.getMAC(route.getGateway()); 
    msg.setLayer2dest(newDestinationMAC); 
    return route.getIface(); 
   }else{ 
    throw new RouteNotFoundException(); 
   } 
  } 
 } 
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 throw new RouteNotFoundException(this.getName()+": no valid route found for the 
msg"); 
} 
 
De la misma forma en estas clases también se encuentran métodos abstractos propios 
de la interfaz gráfica. Puesto que el estudio de la interfaz gráfica escapa a las 
pretensiones de este proyecto final de carrera, se recomienda la lectura del proyecto 
final de carrera “Desarrollo de una GUI para un simulador MPLS con ingeniería de 
tráfico” realizado por Víctor González Fernández para una mayor comprensión. Los 
métodos abstractos a incluir en el nuevo Elemento son estos: 
 
 GetImage: devuelve la ruta que apunta a la imagen de dicho elemento que  
debe mostrarse en la interfaz gráfica del simulador. De la misma forma que se 
define una imagen para un nuevo Elemento puede cambiarse la de uno ya 
existente. 
 GetSelectedImage: este método es igual que el anterior salvo que la imagen 
especificada es la que se utiliza cuando el Elemento está siendo seleccionado. 
 GetStats: devuelve un LinkedHashMap que contiene el listado de las 
estadísticas de este Elemento. Aquí es donde se define qué parámetros 
mostrar y qué valores deben tener. 
 GetInfo: devuelve una cadena de texto con información personalizada al 
Elemento. Esta información se muestra cuando el usuario sitúa el ratón sobre 
él. Es un método útil para ofrecer información resumida acerca del estado del 
Elemento. 
 Destroy: como se puede deducir del nombre del método, se ejecuta antes de la 
eliminación del Elemento. Si se selecciona un Elemento durante la creación del 
escenario de simulación  y se solicita borrarlo, el método se lleva a cabo antes 
de borrarlo por si es necesaria alguna acción antes de desaparecer. 
 
Ejemplo 
El código siguiente pertenece al método getStats() de un Terminal. 
 
public LinkedHashMap getStats(){ 
 LinkedHashMap stats = new LinkedHashMap(); 
 LinkedHashMap port = new LinkedHashMap(); 
 LinkedHashMap delay = new LinkedHashMap(); 
 port.put(getString("tsTotalReceived"), this.getTotalReceived()); 
    for(Enumeration ports = this.getReceivedMessages().keys() ; 
ports.hasMoreElements() ;) { 
  Integer key = (Integer)ports.nextElement(); 
  port.put(getString("tsPort")+key.intValue(), 
this.getReceivedMessages().get(key.intValue())); 
 } 
    for(Enumeration delays= this.getDelays().keys() ; delays.hasMoreElements() ;) { 
  IPv4Address key = (IPv4Address)delays.nextElement(); 
  delay.put(getString("tsDelaySource")+key.toString(), 
this.getDelays().get(key).getTime()); 
 } 
 stats.put(getString("tsSent"), this.getSentMessages()); 
 stats.put(getString("tsReceived"), port); 
 stats.put(getString("tsDelay"), delay); 
 stats.put(getString("tsLost"), this.getLostMessages()); 
 stats.put(getString("tsIncomplete"), this.getIncompleteMessages()); 
 stats.put(getString("tsWrong"), this.getWrongMessages()); 
 return stats; 
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} 
 
Todos estos métodos se declaran como abstractos ya que de esta forma se obliga a 
todo nuevo Elemento a definirlos según el funcionamiento que se desee del mismo. De 
esta manera se consigue pautar unas condiciones comunes a todos los Elementos 
que repercuten en una mayor cohesión y facilidad de ampliación del simulador. 
Editores 
Aparte de los métodos abstractos que deben ser implementados en cada Elemento, es 
necesario prestar atención a las opciones de configuración del mismo. Un Elemento 
puede y debe ofrecer opciones para editar varios de sus parámetros y condicionar así 
su comportamiento. De esta manera podremos adaptar cada Elemento a las 
características deseadas para la red que se va a simular. 
 
Un editor es un campo o conjunto de campos que permiten visualizar los valores de 
uno o varios parámetros del Elemento así como editarlos o ampliarlos. Todo editor 
tiene sus campos vinculados con los respectivos campos del Elemento al que 
pertenece. Estos campos pueden ser objetos sencillos como por ejemplo las pérdidas 
que se atribuyen a un Enlace, o realmente complejos como la tabla de destinos de un 
Terminal. 
 
En caso de necesitar nuevos editores, es mejor consultar el proyecto final de carrera 
“Desarrollo de una GUI para un simulador MPLS con ingeniería de tráfico”. 
Guardar y cargar 
Una de las comodidades que ofrece el simulador es la opción de guardar y cargar 
escenarios de simulación desde un archivo. Estas acciones las llevan a cabo dos 
métodos que han de ser implementados en cada Elemento que pretenda guardar 
algún dato de configuración con el escenario. Estos métodos son getXMLConfig() para 
guardar datos y un constructor a partir de un Elemento para cargarlos. 
 
El sistema empleado en el sistema de guardado es el siguiente: un fichero de tipo XML 
se encarga de almacenar toda la información de la red de manera ordenada. La 
información que se debe guardar de cada Elemento tiene que ser configurada a mano 
en la edición del método. 
 
Ejemplo 
El siguiente código pertenece al método getXMLConfig() de un RouterIP. 
 
public Element getXMLConfig(){ 
 Element parent = super.getXMLConfig(); 
 parent.addContent(new Element("mtu").setText(this.convertToString(this.mtu))); 
 parent.addContent(new 
  Element("processingTime").setText(Long.toString(this.processingTime))); 
 Element e = new Element("routes"); 
for(int i=0 ; i<this.getRoutingTable().size() ; i++){ 
           IpRoute rt = (IpRoute)this.getRoutingTable().get(i); 
   Element r = new Element("route"); 
   r.setAttribute("id", Integer.toString(i)); 
   r.addContent(new 
Element("destination").setText(rt.getDestination().toString())); 
   r.addContent(new 
Element("gateway").setText(rt.getGateway().toString())); 
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   r.addContent(new 
Element("genmask").setText(rt.getGenmask().toString())); 
   r.addContent(new 
Element("iface").setText(this.convertToString(rt.getIface()))); 
   e.addContent(r); 
 } 
 parent.addContent(e); 
 return parent; 
} 
 
De forma muy similar funciona la carga de información a partir del fichero previamente 
generado. En este caso, debe especificarse qué campos se desea recuperar del 
fichero y asignar sus valores a los propios campos del Elemento.  
 
Ejemplo 
El siguiente código pertenece a la creación de un RouterIP a partir de un fichero XML. 
 
public Router(Element e) throws ConfigParseException{ 
 super(e); 
try { 
  mtu = Integer.parseInt(e.getChild("mtu").getValue()); 
  processingTime = 
Long.parseLong(e.getChild("processingTime").getValue()); 
  Element elements = e.getChild("routes"); 
  Iterator i = (elements.getChildren()).iterator(); 
  while(i.hasNext()) { 
   Element r = (Element)i.next(); 
   String dest = r.getChild("destination").getValue(); 
   String gw = r.getChild("gateway").getValue(); 
   String mask = r.getChild("genmask").getValue(); 
   int iface = Integer.parseInt(r.getChild("iface").getValue()); 
   routingTable.add(new IpRoute( dest, gw, mask, iface)); 
  } 
 }catch(Exception exc){ 
  throw new ConfigParseException(exc.toString()); 
 } 
} 
 
Cuando el usuario solicita guardar o cargar información, el simulador se encarga de ir 
uno a uno por todos los Elementos y Enlaces del escenario de simulación y aplicar el 
proceso explicado. 
 
Para más información acerca del proceso de guardado/cargado de Elementos 
mediante ficheros XML, consulte el proyecto final de carrera “Desarrollo de una GUI 
para un simulador MPLS con ingeniería de tráfico” de Víctor González Fernández. 
B.1.b  Adición del nuevo Elemento 
Todos los Elementos que están habilitados en el simulador se almacenan en una clase 
llamada Actions. Dentro de esa clase se encuentra un ArrayList que se encarga de 
almacenar esos tipos de Elementos. Por ello, para la inclusión de un nuevo Elemento, 
hay que añadir una línea al código de la clase Actions. El siguiente ejemplo muestra 
cómo hacerlo. 
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Ejemplo 
Dentro de la clase Actions, se debe incluir una línea de código que especifique dónde 
se encuentra el nuevo Elemento. El método donde se debe incluir esta línea es el 
getDragActions(). 
 
ArrayList<String> classes = new ArrayList<String>(); 
classes.add("pfc.network.Terminal"); 
classes.add("pfc.network.Router"); 
classes.add("pfc.network.LabelEdgeRouter"); 
classes.add("pfc.network.LabelSwitchRouter"); 
classes.add("pfc.network.NuevoElemento"); 
 
Una vez hecho esto, el simulador reconocerá el nuevo Elemento y ya se podrá 
disponer de él para las simulaciones.  
B.2  Añadir nuevos protocolos 
Un protocolo soportado en el simulador es, en realidad, un protocolo soportado por 
uno o varios tipos de Elementos del simulador. Cuando se dice que una red funciona 
con ciertos protocolos, son en realidad los elementos de esa red los que entienden y 
utilizan dicho protocolo. Cada Elemento del simulador es responsable de realizar sus 
propios procedimientos y, por ello, acepta la inclusión de nuevos protocolos adaptando 
la programación a sus particularidades. En el código del Elemento deben 
contemplarse todas las casuísticas relacionadas con los protocolos que es capaz de 
tratar. De esta manera no existe ninguna limitación en cuanto al número y 
características de los protocolos que puede incluir el simulador. 
 
Hay dos pasos importantes a la hora de añadir un nuevo protocolo al simulador. El 
primer paso es programar los Elementos que funcionan como origen o generadores de 
dicho protocolo. El segundo es hacer lo propio con los Elementos que han de procesar 
paquetes que trabajen con el protocolo en cuestión. 
 
Los Elementos que sirven como generadores del protocolo pueden ser o no origen de 
la comunicación. No sólo un Terminal puede crear paquetes de datos de un tipo 
concreto de protocolo, sino que también pueden crearlos routers y elementos 
intermedios. Sirva de ejemplo el caso de RSVP, donde un LabelEdgeRouter genera un 
paquete del protocolo RSVP a partir de un paquete TCP/IP. 
 
El momento de creación de un paquete de un protocolo concreto debe hacerse de la 
misma manera que se haría en una red real. Puede ocurrir que se requiera la creación 
de un paquete del nuevo protocolo al recibir un paquete de un tipo ya existente, o 
simplemente que se añada o modifique la cápsula de uno de los niveles del modelo de 
referencia OSI por otra correspondiente a un nuevo protocolo. Estas situaciones en las 
que se incorpora el protocolo deben venir definidas por él mismo o por otros protocolos 
con los que se interactúe. 
 
Ejemplo 
En un LabelEdgeRouter, se crea un paquete del protocolo RSVP cuando se recibe una 
comunicación que no se había recibido antes. 
 
if(layer3type.equals("ip")){ 
 //… 
 if(msg.getLayer4type().equals("tcp")){ 
  //… 
  //si es la primera vez que se intenta esta comunicación 
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  //y si se dispone del ancho de banda requerido 
  //se crea el RSVP y añaden los tipos de mensajes RSVP 
necesarios 
  RSVP rsvpMes = new RSVP("BW_RESERVATION"); 
     rsvpMes.createBWNeeded(msg.getBWNeeded()); 
     rsvpMes.createRecordedIfaces(); 
  //… 
 
La segunda casuística a tener en cuenta durante la implementación del nuevo 
protocolo es la relativa a los Elementos que procesarán paquetes de dicho protocolo. 
Se ha visto anteriormente a lo largo del capítulo 6 Elementos del simulador 
cómo los Elementos del simulador procesan la información de los paquetes de datos 
que reciben. A modo de resumen, se recuerda que todos los Elementos tienen un ciclo 
de funcionamiento que se repite a lo largo de la simulación, realizando 
comprobaciones de los paquetes de datos tratados así como de su propio estado. Es 
en estas comprobaciones de los paquetes de datos cuando se lleva a cabo un 
chequeo del protocolo que emplea dicho paquete. En función del protocolo, el paquete 
podrá ser procesado o, en caso contrario, descartado. 
 
Ejemplo 
El código del ejemplo es una simplificación de una extracción del código del ciclo de 
funcionamiento de un RouterIP. Como puede verse, se comprueba el protocolo que se 
está empleando y se actúa en consecuencia. 
 
//Comprobación protocolo nivel 3 
If(layer3type.equals(“ip”)){ 
 //Comprobación protocolo nivel 4 
 If(layer4type().equals(“tcp”){ 
  //Procesado del paquete de datos según protocolo TCP/IP 
 } else { 
  //Descartar paquete. El elemento solo trabaja con paquetes TCP/IP 
 } 
} else { 
 //Descartar paquete. El elemento solo trabaja con paquetes TCP/IP 
} 
 
Como se acaba de ver, es en estos puntos de control donde debe reflejarse el 
comportamiento del protocolo en cuestión al ser tratado por el Elemento. Una 
comprobación de un protocolo puede derivar en una modificación del paquete de 
datos, la creación de uno nuevo o la ejecución de alguna acción por parte del 
Elemento. Es la definición de cada protocolo lo que debe marcar cual es su 
comportamiento. 
B.3  Definición del formato del protocolo 
Todo protocolo debe seguir un formato a la hora de almacenar y presentar su 
información. El formato es la representación digital del protocolo. Dependiendo de la 
capa del modelo de referencia OSI donde trabaje el protocolo, el formato será relativo 
a una trama (capa 2), un paquete (capa 3) o un segmento (capa 4). 
 
Debido al uso del sistema por capas heredado del modelo de referencia OSI, todo 
protocolo debe tener, como mínimo, una cabecera y un campo de datos. En la 
cabecera se definen los parámetros del protocolo, mientras que el campo de datos 
sirve para contener la información de las capas superiores. 
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Es importante remarcar también que dependiendo de la capa a la que pertenezca, el 
protocolo debe considerar los métodos y parámetros contemplados ya en la clase 
genérica de la que se hereda. Cada capa tiene su clase genérica que define los 
parámetros y métodos comunes a esa capa. Gracias a ello, un protocolo de capa 3 no 
tiene que generar métodos para acceder al segmento incluido en él, puesto que ese 
método ya viene implementado en la clase genérica Paquete. 
 
Ejemplo 
El código que viene a continuación pertenece a la definición de los parámetros propios 
de la clase Paquete. Todos estos parámetros los heredan los protocolos de capa 3 
implementados en el simulador. 
 
public abstract class Packet { 
 private String type; 
 private Address layer3source; 
 private Address layer3dest; 
 private Segment segment; 
 private MPLS mpls; 
 //… 
 
Una vez clasificado el nuevo protocolo dentro de una capa, debe procederse a la 
definición de los parámetros y métodos de dicho protocolo. Una vez más, es el propio 
protocolo quien especifica qué parámetros deben formar su cabecera y qué métodos 
necesita para realizar todas sus funciones. Es tarea del programador adaptar todas 
estas funcionalidades al código del protocolo. 
 
Ejemplo 
A continuación se muestra la declaración de todos los parámetros propios de la clase 
TCP. Todos estos datos vienen definidos por el propio protocolo. 
 
public class TCP extends Segment{ 
 private int sourcePort; 
 private int destinationPort; 
 private int sequenceNumber; 
 private int confirmationNumber; 
 private int dataOffset; 
 private int reserved; 
 private int flags; 
 private int window; 
 private int checksum; 
 private int urgentPointer; 
 private int options; 
 private String data; 
 //… 
 
Para más información acerca de las características de la gestión de la información en 
el simulador no deje de consultar el capítulo 5 Paquetes de datos. 
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B.4  Compilación y ejecución 
Una vez se ha finalizado la creación del Elemento y se han realizado todos los 
añadidos necesarios para funcionar en el simulador, sólo queda un paso previo a la 
ejecución: la compilación. 
 
La compilación es el proceso por el cual se traducen programas en código fuente a 
programas en código objeto. Para compilar el código fuente que se ha programado 
puede utilizarse cualquier compilador Java aunque en este caso, si consulta el 
apartado A1 Herramientas del Anexo A Herramientas utilizadas, verá que 
la herramienta escogida para compilar el simulador ha sido Ant. El motivo de esta 
elección es que Ant permite la automatización de varias tareas, entre ellas la de 
compilación. Debido a que compilar es una rutina de uso muy frecuente, la 
automatización de la misma supone una gran ayuda. 
 
El uso de Ant requiere la inclusión de un fichero build.xml con la configuración 
necesaria para poder ejecutarse. Esta configuración contiene rutas a las librerías 
utilizadas, al Java Development Kit, así como la definición de los parámetros de salida. 
 
Ejemplo 
A continuación se ofrece un ejemplo de un archivo build.xml utilizado durante el 
desarrollo del simulador. 
 
<project name="MPLSSim" basedir="." default="jar_jws">  
 <property name="src.dir"     value="src"/> 
 <property name="main-class"  value="pfc.MPLSSim"/> 
 <property name="jar.dir"     value="out"/> 
 <property name="classes.dir" value="bin"/> 
 <property name="classpath"  
value="lib\jnlp.jar;lib\jdom.jar;C:\Program 
Files\Java\jdk1.5.0_09\lib\tools.jar"/> 
 <target name="clean"> 
  <delete dir="${classes.dir}"/> 
 </target> 
 <target name="compile"> 
  <mkdir dir="${classes.dir}"/> 
  <javac srcdir="${src.dir}" destdir="${classes.dir}" 
    excludes="${src.dir}\*.old" 
    classpath="${classpath}"/> 
 </target> 
 <target name="jar_jws"> 
  <mkdir dir="${jar.dir}"/> 
  <jar destfile="${jar.dir}\${ant.project.name}.jar" 
basedir="${classes.dir}"> 
   <fileset dir="resources"/> 
   <manifest> 
    <attribute name="Main-Class" value="${main-class}"/> 
   </manifest> 
  </jar> 
 </target> 
 <target name="jar"> 
  <mkdir dir="${jar.dir}"/> 
  <jar destfile="${jar.dir}\${ant.project.name}_standalone.jar" 
basedir="${classes.dir}"> 
   <fileset dir="resources"/> 
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   <manifest> 
    <attribute name="Main-Class" value="${main-class}"/> 
    <attribute name="Class-Path" value="jdom.jar"/> 
   </manifest> 
  </jar> 
 </target> 
</project> 
 
Ejecutando Ant con el fichero build.xml previamente configurado, se procederá a 
compilar el código fuente. Se pueden incluir además de la compilación otras tareas en 
el fichero de configuración. Una opción interesante es incluir la construcción del 
ejecutable .jar en la rutina. De esta manera, si no se ha producido ningún error en la 
compilación del código fuente se procederá a crear dicho ejecutable. También se 
puede programar la creación del fichero para Java Web Start. 
 
Para poder ejecutar el simulador de modo local, sólo hay que ejecutar el fichero .jar 
generado asegurándose de que la librería jdom.jar está en la misma carpeta. 
B.5  Publicación en web 
Para poder publicar el simulador en la web se requieren dos sencillos pasos. El 
primero de ellos es situar los ficheros jdom.jar y el ejecutable .jar que contiene el 
simulador en una misma carpeta de un servidor web. El segundo es hacer lo mismo 
con el archivo .jnlp (Java Network Launch Protocol) que contiene la información 
necesaria para ejecutar la aplicación desde el servidor. 
 
Ejemplo 
El siguiente texto es un ejemplo del archivo .jnlp utilizado en las pruebas del desarrollo 
del simulador. 
 
<?xml version="1.0" encoding="utf-8"?> 
<jnlp spec="1.0+" codebase="url" href="MPLSSim.jnlp"> 
<information> 
<title>MPLSSim</title> 
<vendor>Victor Gonzalez y Alfredo Garcia</vendor> 
<description>MPLSSim</desription> 
<offline-allowed /> 
</information> 
<resources> 
<j2se version="1.5+" /> 
<jar href="MPLSSim.jar" /> 
<jar href="jdom.jar" main="false" /> 
</resources> 
<application-desc /> 
</jnlp> 
 
De esta forma la aplicación será accesible mediante un navegador web que haga 
referencia al archivo .jnlp. Una vez se haya ejecutado la aplicación por primera vez, el 
usuario podrá ejecutarla de forma local cuantas veces quiera. 
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