Let F be an algebraically closed field, and x 1 , . . . , x m be commuting indeterminates over
Matrix pencils
Let F be an algebraically closed field. Later we shall place restrictions on the characteristic of F, but for now it can be arbitrary. Denote by M n (F ) the ring of n × n matrices over F [5, 15] . Let A 1 , . . . , A m ∈ M n (F ). Then we define the pencil of the matrices A i to be the matrix x 1 A 1 + · · · + x m A m ∈ M n (F [x 1 , . . . , x m ]), where the x i are commuting indeterminates over F. We shall denote the pencil of the A i as P (A i ) or by P if it will not cause confusion. By the degree of the pencil P (A i ) we shall mean the degree of the minimal polynomial for P over F (x 1 , . . . , x m ).
If A 1 , . . . , A m have a degree d pencil, then by specializing the x i to elements in F, we see that every matrix in sp{A i } has degree at most d over F, where sp{A i } denotes the F-linear span of the A i . Moreover, one can regard the condition that the A i have a degree d pencil as saying that the elements in sp{A i } are "generically" degree d over F. Hence, one can always find a basis for sp{A i } consisting of elements of degree d, and in the sequel when we say that a set of matrices A i have a degree d pencil P, we shall assume tacitly that each A i is itself degree d over F.
Given these definitions, it is natural to ask whether there exist sets of m matrices in M n (F ) with a degree d pencil for given integers m and d (with d n). More specifically, one may ask whether or not it is possible to find a set of matrices, whose pencil has not only a specified degree d, but also a specified minimal polynomial φ P (z) for P. Our first task shall be to determine as much as possible the form of the minimal polynomial φ P of P. For the rest of the paper, we shall use vector notation when convenient. Hence, the notation f ( x) shall denote a function of the m indeterminates x 1 , . . . , x m .
Since P (A i ) is in M n (F ( x)), its minimal polynomial φ P (z) will a priori be a monic element of F ( x) [z] . That is, we may write
where each f j ( x) ∈ F ( x). However, as the following proposition shows, we can say a little more about the coefficients f j .
Proposition 1.1. Let φ P (z) be as above. Then each of the coefficients f j ( x) is a homogeneous polynomial of degree j in x 1 , . . . , x m .
Proof. Since P is an element of M n (F [ x] ), its characteristic polynomial has coefficients in F [ x] . Hence, the eigenvalues of P, which are the roots of its characteristic polynomial, are integral over F [ x] . Since the coefficients of the minimal polynomial φ P (z) are symmetric functions in the eigenvalues of P, it follows that they are integral as well. Hence, each f j ( x) is both integral over F [ x] and in F ( x), and it follows that each f j ( x) ∈ F [ x] . To prove that each f j is homogeneous of degree j, write f j ( x) = g j ( x) + h j ( x), where g j is the component of f j that is homogeneous of degree j, and h j is by definition f j − g j . We can then substitute this into (1) to obtain
Regrouping terms and substituting in P gives the following equation:
Now, the entries of P are homogeneous polynomials of degree 1 in the x i , and so the entries of P j are homogeneous of degree j in the x i . If we look at the entries of each expression in (3), we see that the entries in the first term are all homogeneous of degree d in the x i , and that the entries in the second term have no degree d components.
It follows that each term must be equal to zero separately. That is,
So ψ(P ) = 0, where ψ(z) = z d + g 1 ( x)z d−1 + · · · + g d ( x) . By uniqueness of the minimal polynomial it follows that φ P = ψ, i.e., f j ( x) = g j ( x) for all j. Hence, the f j are homogeneous of degree j, as claimed.
Note that there are two ways of regarding the minimal polynomial φ P (z) of a pencil P. On the one hand, it can be viewed as a polynomial in the single variable z, with coefficients in F [ x] . On the other hand, it is a homogeneous polynomial of degree d in F [ x, z] . We shall have occasion to think of it in both contexts. When we wish to emphasize its dependence on the m variables x, we shall write φ P ( x, z). Proposition 1.1 tells us which types of polynomials φ( x, z) can be the minimal polynomial of a matrix pencil, and so we are led to ask the following question. In order to answer this question we shall construct in Section 2 an associative algebra which is "universal" with respect to pencils with a given minimal polynomial. Before doing this, we briefly give some motivations for studying Question 1.2.
Our initial motivation for considering this problem came from a question about the generation of matrix algebras. Specifically, for a given linear subspace V of M n (F ) which generates M n (F ) as an algebra, let V k be the F-linear span of all products of at most k elements in V. Then there exists a smallest integer k 0 for which V k 0 = M n (F ), and the problem is to find bounds for k 0 . One can trivially take k 0 n 2 − dim F V , and the problem is to find better bounds. The idea is to look at the special case, where V = sp{A i } for matrices A i with a degree d pencil, and see whether this additional information enables one to improve this bound. Although we first learned this question from [16] , the problem has a long history, and we discuss some of this history in Remark 4.6.
The second motivation comes from the theory of partial differential equations and will be mentioned here only briefly (see also [9, 10] ). Suppose we are given the linear partial differential equation
where
and the a α and c are scalars with a 0 = 0. In analogy with the Dirac equation, we wish to consider when solutions to an appropriate first-order system will also yield solutions to (4) . First, write c = −b d for some b ∈ C, and for
for some n such that φ(P (A i )) = 0, then we can solve Eq. (4) by solving the firstorder system
Indeed, since φ(P (A i )) = 0, we have the formal identity
where L j is the homogeneous component of L of degree j, i.e., L j = |α|=j a α D α . One can then compute directly, using (6) , that any solution to (5) is automatically a solution to (4) . Note that here we actually require the weaker condition that φ(P (A i )) = 0, not the stronger condition that φ(z) is actually the minimal poynomial of P (A i ).
The generalized Clifford algebra of a polynomial
In this section, we construct an associative algebra whose representation theory is closely linked to the existence of matrix pencils with a given minimal polynomial. This algebra, called the generalized Clifford algebra, is a generalization of a construction due to Roby [1, 3, 14] .
Let φ( x, z) be a homogeneous polynomial of degree d in m + 1 variables, monic with respect to z. Let F X 1 , . . . , X m = F X be the free algebra in m noncommuting indeterminates over F. For each µ ∈ F m , let µ · X = µ 1 X 1 + · · · + µ m X m . Let I φ be the two-sided ideal of F X generated by all expressions of the form φ( µ, µ · X) for every µ ∈ F m . Then the generalized Clifford algebra of the polynomial φ( x, z) is the quotient algebra F X /I φ . By abuse of notation, we shall also use X i to denote the image of 
Proof. = 0, contrary to hypothesis. Since the minimal polynomial of a matrix divides any polynomial that the matrix is a root of, we have that φ P divides φ. Finally, if φ is irreducible we must have φ = φ P .
So the existence of representations of C φ is closely connected with finding matrices with pencil P satisfying φ P = φ. When φ is irreducible over F [ x] this correspondence is in fact one-to-one. We shall therefore study the problem of determining the finite-dimensional representations of the algebras C φ .
To begin with, we shall look at the effect of a linear change of variables in the free algebra F X on the Clifford algebra C φ . Specifically, suppose we are given the change of variables X i → a i X i + b i = Y i for a i , b i ∈ F . Moreover, we presume that this change of variables in nonsingular, i.e., we have an isomorphism i . Now, we compute We shall make use of this change of variables in Section 3, when we determine the Clifford algebra of a homogeneous quadratic polynomial φ( x, z).
The quadratic case
In this section, we completely determine the structure of the Clifford algebra C φ of a homogeneous quadratic polynomial φ( x, z) in m + 1 variables, monic with respect to z. Whenever we write a polynomial φ in this section it is tacitly assumed to be quadratic. Our analysis divides into two cases, depending on whether char(F ) / = 2 or char(F ) = 2. In the first case, we shall see that the Clifford algebra C φ is isomorphic to the (classical) Clifford algebra of a quadratic form q, whose definition we give presently.
Recall that a quadratic form on an F-vector space V is a map q :
denotes the tensor algebra of V, then the Clifford algebra C q of q is the quotient of T (V ) by the ideal generated by {v ⊗ v − q(v) : v ∈ V }. If we choose a basis X 1 , . . . , X m for V, then the quadratic form q can be realized as a homogeneous quadratic polynomial in m variables, which we also denote by q.
. . , X m , the Clifford algebra of a quadratic form q is the same as the generalized Clifford algebra C φ of the polynomial φ(z) = z 2 − q( x) (which as noted above, is the same as the Roby Clifford algebra C q of the polynomial q).
When the characteristic of F is 2, it is no longer always possible to give C φ as the classical Clifford algebra of a quadratic form. In this case, C φ is best regarded as the restricted enveloping algebra of a restricted Lie algebra. We shall recall these definitions when we treat this case.
The following proposition will be useful: Proposition 3.1. The generalized Clifford algebra C φ of a quadratic polynomial is finite-dimensional over F.
Proof. C φ is generated as an algebra over F by X 1 . . . , X m . By the defining relations for C φ , each X 2 i can be written as α i X i + β i for α i , β i ∈ F . Similarly, for i < j, (X i + X j ) 2 is linear in X i , X j as well. We expand
In particular, by the regular representation we can regard C φ as a subring of M t (F ) for some integer t.
Characteristic of F different from 2
Let φ be as above, and consider the Clifford algebra C φ of φ. Each of the elements X i is quadratic over F, and so has two eigenvalues which are the roots of its minimal polynomial. Denote the eigenvalues of X i as α i and β i , and note that α i may equal β i for some (perhaps all) i. Our first task is to find a linear change of variables X i → Y i so that the eigenvalues of Y i are easier to work with.
Lemma 3.2. There exists a linear change of variables X i → Y i so that either Y i has 0 as a double eigenvalue for all i or Y i has eigenvalues ±1 for all i.
Proof. Using Proposition 3.1 and the regular representation, we view C φ as a subring of M t (F ) for some t. If X i has a single eigenvalue α i of multiplicity 2, then set
It is routine to check that Y i has 0 as a double eigenvalue in the first case, and that Y i has eigenvalues ±1 in the second. (F (λ) ) and so has two eigenvalues, which cannot be identically equal since they differ on the specialization λ → 0. These eigenvalues are integral over F [λ] since they satisfy the characteristic polynomial for Y i + λY j . In particular they agree for only finitely many specializations λ → α ∈ F . Choosing α so that Y i + αY j has different eigenvalues, we may proceed as above, normalizing them to ±1. Continuing in this manner we will eventually have Y 2 i = 1 for all i. 
Proof. By hypothesis ψ( y, Z)
Combining these two lemmas we have the following main result. Because of Theorem 3.4, we can use the well-developed structure theory of Clifford algebras to determine the structure of C φ . We begin by listing some classical results on Clifford algebras and quadratic forms. The radical of a quadratic form q on a vector space V is the radical of its associated bilinear form b defined above. That is, rad(q) = rad(b) = {v ∈ V : b(v, V ) = 0}. The image of the radical of the form q in C q generates rad(C q ), where "rad" here is the Jacobson radical. A form with zero radical is called nondegenerate. Since rad(q) is a subspace of V, modding out by the radical gives a nondegenerate quadratic formq on the vector spaceV = V /rad(q). Hence, we have C q /rad(C q ) ∼ = Cq . We shall denote the dimension ofV asm. We may always choose a basis X 1 , . . . , X m for V so that X 1 , . . . , Xm is a basis forV .
The structure of the Clifford algebra for a nondegenerate quadratic formq is known: Ifm = 2k is even, then Cq is a central simple algebra over F of dimension 2m, and ifm = 2k + 1 is odd, then Cq is a direct sum of two central simple algebras, each of dimension 2m −1 , so in this case as well the dimension of Cq is 2m [7, 18] . Since in our case F is algebraically closed, we have the following corollary.
Corollary 3.5. Let φ and q be as in Theorem 3.4, and letm be the dimension ofV . Writem as 2k or 2k + 1 depending on whether it is even or odd. Then we have
Proof. Since F is algebraically closed, the only central simple algebras over F are matrix algebras, and the dimensions come from the appropriate dimension for Cq .
We close this subsection by giving an alternate description of the Clifford algebra C φ , which will serve to motivate the discussion when char(F ) = 2. Proof. One simply expands the expression φ(e i + e j , X i + X j ) in C φ . Since φ is quadratic, we obtain an equation of the form
for γ ij , δ ij in F. Since X 2 i and X 2 j are linear combinations of X i (respectively, X j ) and scalars, it follows that
Since the Jordan product • extends linearly the result follows.
Note that the linear change of variables described in Lemma 3.2 corresponds to a change of basis for J, taking it to sp{1, Y 1 , . . . , Y m }. In fact, we can compute the Jordan product relative to this basis in terms of the quadratic form q. When
, which shows that J is the Jordan algebra of the bilinear form b. In this case, the Clifford algebra of q is the special enveloping algebra U s (J) of J, i.e., the associative algebra such that every Jordan homomorphism from J into a special Jordan algebra is induced by an algebra homomorphism from U s (J) into the associative algebra of the special Jordan algebra [6, 8] .
F has characteristic 2
To treat the case when the characteristic of F is 2, we begin with an analogue of Lemma 3.2. However, in this case +1 = −1, and so in the case where X i has two eigenvalues we must normalize them to 0 and 1. With this modification, we can prove exactly as in the characteristic different from 2 case the following: Remembering how C φ ∼ = C ψ could be interpreted as an enveloping algebra of a Jordan algebra when char(F ) / = 2, we are led to examine if it is possible to describe C φ as an enveloping algebra of a Lie algebra when char(F ) = 2. We begin with a proposition that is the analogue of Proposition 3.6. Recall here and throughout this section that since F has characteristic 2, +1 = −1 and we shall consistently use '+' throughout. Proof. The fact that L is a Lie algebra follows in a manner analogous to Proposition 3.6. Moreover, one simply notes that since u 2 ∈ L for every u ∈ L by the definition of C φ , that L is in fact a restricted Lie algebra under the operation u [2] = u 2 .
Recall that the restricted enveloping algebra u(L) of a restricted Lie algebra L in characteristic p is the quotient of the enveloping algebra U(L) by the ideal I generated by all expressions of the form v p − v [p] , where v ∈ L and [p] denotes the power mapping [7] . Thus, the map v → v [p] is just the regular pth power map in u(L).
We have the following basic result. Proof. The universal enveloping algebra U(L) of L is just the free algebra F X . So we must show that the ideal generated by v 2 − v [2] for all v ∈ L is I φ . This follows because if we take
So, to determine the structure of C φ we must study the restricted enveloping algebra of L. One tool which will prove useful is the Poincaré-Birkhoff-Witt theorem, which says that the ordered monomials of the form X i 1 · · · X i k , with i 1 < · · · < i k , for all 0 k m, form a basis for u(L) = C φ .
In 
, and also that A p (F ) has finite-dimensional representations when the characteristic of F is positive. . This will have no effect on the above bracket (as can be checked) and allow us to write Y 2 2k+l = 0 for l = 1, . . . , m − 2k.
Theorem 3.11. Let φ( x, z) be a homogeneous polynomial in m + 1 variables, monic with respect to z, over a field F of characteristic
We may now explicitly write down the restricted enveloping algebra u(L) as (t 1 , . . . , t m ) = F , we see that T = rad(u(L)) and the theorem follows in this case.
When k 1 the relations above show that u(L)/T = A k (F )/I , where I is the ideal generated by x 2 i + α 2 i and y
A. So it suffices to treat the case k = 1.
When k = 1, we have (by the Poincaré-Birkhoff-Witt theorem) that {1, x, y, xy} is a basis for A, and hence A is a four-dimensional F-algebra. One may verify that the map A → M 2 (F ) given by
we have that T = rad(u(L)). The theorem now follows in Case I since by Theorem 3.10,
We make the following change of variables: 
By relation (c), each t 2 j is scalar. Suppose that one of them, say without loss of generality t 1 , has nonzero square. Then by replacing t j with t j + λ j t 1 for an appropriate scalar λ j we can assume that t 2 j = 0 for j > 1. So, either t 2 j = 0 for all j or only t 2 1 is nonzero. As is the first case, the following lemma describes the radical of u(L) in terms of the t j .
Lemma 3.12. Let T be the two-sided ideal of u(L) generated by the elements t j such that t
Lemma 3.12 is proven below. Thus, the algebra u(L)/rad(u(L)) has two forms, depending on whether t 2 1 = 0 or t 2 1 / = 0 (for simplicity write t for t 1 ). If F x 1 , . . . , x q ; y 1 , . . . , y q ; z , and if F x 1 , . . . , x q ; y 1 , . . . , y q ; t; z .
We again consider first the case q = 0. If
, and the theorem is true when q = 0. Now suppose that q 1. When 
-module, and set N = {m ∈ M : tm = γ m}. Since t commutes with each x i and y i by relation (a), we see that N is an F {x i , y i } -module. One can readily verify that N + zN is a nonzero submodule of M, so that M = N + zN by irreducibility. We claim that this sum is direct, and that dim N = dim zN.
For the former, let zn ∈ N. Then on the one hand, t (zn) = γ (zn), by the definition of N. But on the other hand t (zn) = (tz)n = (zt + t)n = ztn + tn = z(γ n) + γ n = γ (zn) + γ n. So γ n = 0, hence n = 0, and so M = N ⊕ zN. Now, let n 1 , . . . , n p be a basis for N. We claim that zn 1 , . . . , zn p is a basis for zN. Clearly, the zn i span, and
By relation (d) we may write tz = zt + t and so
Since the n i form a basis for N, λ i = 0 for all i and the claim is proved. As noted above, N is an 
The theorem follows since
Proof of Lemma 3.12. Using the relations (a)-(d) from Case II of Theorem 3.11, we observe that t j x i t j = t 2 j x i = 0, t j y i t j = t 2 j y i = 0 and t j zt j = t j (t j z
Now let I be a two-sided ideal of u(L)/T . In the proof of Theorem 3.11, we saw that u(L)/T contained the subalgebra 
Simplifying, we have dγ 2 + ct + dγ 2 z + ctz ∈ I , and dγ 2 / = 0, so we are again in the first case (with dγ 2 = a).
So we have reduced to the case where I is a two-sided ideal of u(L)/T containing an element of the form 1 + at + bz + ctz. We claim that this element is not nilpotent. Indeed, it is easy to see from relations (a)-(d) in the proof of Theorem 3.11 that (1 + at + bz + ctz) is of the form 1 + pt + qz + rtz for scalars p, q, r for any . We will show that pt + qz + rtz is never a scalar unless p = q = r = 0.
Suppose pt + qz + rtz is a scalar. Then in particular it commutes with z, so we have (pt + qz + rtz)z = z(pt + qz + rtz). Expanding the two sides gives ptz + qz + rtz =pzt + qz + rztz
Simplifying the above (remember we are in characteristic 2) yields rtz = pt. Multiplying both sides by t on the left-hand side gives rγ 2 z = pγ 2 , and the only multiple of z which is a scalar is 0. So rγ 2 = 0, hence r = 0. This also yields pγ 2 = 0, whence p = 0. Now, this says that qz is a scalar, whence q = 0.
So the element 1 + at + bz + ctz is not nilpotent. This shows that u(L)/T is semisimple, and so rad(u(L)) = T as claimed.
We close this section by recording a common corollary to Corollary 3.5 and Theorem 3.11. 
An application to the generation of matrix algebras
In this section, we describe an application of the results of Section 3. The problems considered here were our original motivation for studying the problem of finding a set of matrices with a degree d pencil. We first learned of this question in [16] and the following version of it is from [2] . Question 4.1. Given matrices A 1 , . . . , A m that generate M n (F ) as an algebra (i.e., such that F {A 1 , . . . , A m } = M n (F )), can we find an upper bound for the length of words in the A i needed to span M n (F ) that depends only on n?
As mentioned above, one can trivially take the bound n 2 − m. The real issue is whether or not a bound can be chosen that is asymptotically better than n 2 or, more optimistically, one that is linear in n. For notational convenience, let S = {A 1 , . . . , A m }. Then we shall write l(S) f (n) if words in the A i of length f (n) span M n (F ).
The following are Theorem 3.6 of [2] and Theorem 4.1 of [11] , respectively. The condition that the A i have a degree n pencil comes into play because, as noted in Section 1, it implies that "most" elements of sp{A i } have minimal polynomial of degree n (i.e., a Zariski-open subset of sp{A i }). Theorem 4.3 suggests that, in order to find examples, where l(S) is large, one should look at the opposite extreme, namely, the case where P (A i ) has a small degree minimal polynomial. However, the results of Section 3 show that in this case one actually obtains an even sharper bound. Proof. Let φ P (z) be the minimal polynomial of P (A i ). By the results of the previous section there is a homomorphism C φ P → M n (F ) sending X i to A i . We may assume without loss of generality that, for somem m, we have that Xm +1 , . . . , X m generate rad(C φ P ). Since C φ P /rad(C φ P ) is spanned as an F-vector space by
m}, it follows that l(S) =m. Since n = 2 k with k = m/2 , the result follows.
This result reveals the dichotomous nature of this problem: In the two extreme cases, where the A i have a pencil of high degree and where the A i have a pencil of low degree, the bound obtained for l(S) is (sub)linear in n. By playing off this dichotomy it is possible to prove a bound of approximately n 2 /3 for arbitrary sets {A 1 , . . . , A m } that is slightly weaker than a bound due to Paz [12] .
Using other methods, the author proved in [11] that l(S) ∈ O(n √ n) for any set {A 1 , . . . , A m }. Of course, the above evidence suggests that l(S) is always at worst linear in n. An example of [2] shows that one can do no better than l(S) 2n − 2 in general, and so we have the following conjecture:
Remark 4.6. As we mentioned in the introduction, the problem of finding a good bound for l(n) (or, more generally, a similar bound for subalgebras A of M n (F )) has been around a long time, and has applications to many areas. We shall recall here only some of these applications.
The motivation in [16] was to find a shorter proof of the fact that any affine, semiprime F-algebra of Gelfand-Kirillov dimension 1 satisfies a polynomial identity. This requires a bound for l(n) that is asymptotically better than n 2 . See [11] for a further discussion of this application.
On the other hand, this problem also has applications to the theory of unitary matrices, where a sharper bound for l(n) makes certain theorems more effective. See [2, 13] .
Cubic and beyond
The study of C φ when φ(z) is no longer a quadratic polynomial is substantially more difficult, and there is very little to say. One obstacle is the fact that, for φ(z) of degree at least 3, C φ is no longer finite-dimensional over F. We shall give a sketch of the proof here. The proof is an unabashed adaptation of the corresponding result for Roby Clifford algebras proved in [17] , and we make no claim of originality. x 2 ). Then the defining relations for the Clifford algebra C φ are given by
Expanding this polynomial and grouping the terms by powers of µ 1 1 for a i , b i as above, and so C φ is infinite-dimensional. For a general polynomial φ( x, z) in m + 1 variables, one simply notes that specializing µ 3 , . . . , µ m = 0 shows that C ψ is a subalgebra of C φ , where ψ is now a form in three variables.
The fact that C φ is infinite-dimensional for d 3 makes the problem of finding finite representations of C φ , and hence that of finding matrices with pencil P such that φ = φ P , difficult. In the case of the Roby Clifford algebra C f of the polynomial z d − f ( x), it is known that C f has finite representations and moreover, if the form f is nondegenerate, then the degree of f divides the degree of the representation. See [17] for proofs of these facts.
Unfortunately, the proofs of these results do not carry over to the more general setting of Clifford algebras of polynomials, and so we still have the following basic question: There is a result due to Van den Bergh in the case of a cubic polynomial φ(x 1 , x 2 , z) which is nonsingular over a field F of characteristic zero. Although Van den Bergh only states and proves his result for Roby Clifford algebras, his proof goes through in this more general setting as well. Proof. See Section 2 of [19] .
