Abstract. Multi-agent domains consisting of teams of agents that need to collaborate in an adversarial environment offer challenging research opportunities. In this paper, we introduce periodic team synchronization domains, as time-critical environments in which agents act autonomously with limited communication, but they can periodically synchronize in a full-communication setting. We present a team agent structure that allows for an agent to capture and reason about team agreements. We achieve collaboration between agents through the introduction of formations. A formation decomposes the task space defining a set of roles. Homogeneous agents can flexibly switch roles within formations, and agents can change formations dynamically, according to pre-defined triggers to be evaluated at run-time. This flexibility increases the performance of the overall team. Our team structure further includes pre-planning for frequent situations. We fully implemented this approach in the domain of robotic soccer. Our simulator team made it to the semi-finals of the RoboCup-97 competition, in which 29 teams participated. It achieved a total score of 67-9 over six different games, and successfully demonstrated its flexible team structure. Using the same team structure, our small robot team won the RoboCup-97 small-robot competition, in which 4 teams participated. It achieved a total score of 13-1 over 4 games and also demonstrated its flexible team structure.
Introduction
A multi-agent system which involves several agents that collaborate towards the achievement of joint objectives is viewed as a team of agents. Most proposed teamwork structures (e.g. joint intentions, shared plans) rely on agents in a multi-agent system to negotiate and/or contract with each other in order to initiate team plans [4, 7, 8] . However, in dynamic, real-time domains with unreliable communication, complex negotiation protocols may take too much time and/or be infeasible due to communication restrictions.
Our work has been focused in time-critical environments in which agents in a team alternate between periods of limited and unlimited communication. This focus flexible role-switching behavior creates a challenge in terms of determining if and when they should switch roles.
Within these PTS domains and our flexible teamwork structure, several challenges arise. For example, how to represent and follow locker-room agreements; how to determine the appropriate times for agents to change roles and/or formations; how to ensure that all agents are using the same formation; and how to ensure that all roles in a formation are filled. Since the agents are autonomous and do not share memory, they could easily become uncoordinated.
In a nutshell, the main contributionsof this paper are: the introductionof the concepts of PTS domains and locker-room agreements; the definition of a general team agent architecture structure for defining a flexible teamwork structure; the facilitation of smooth transitions among roles and entire formations; and a method for using roles to define pre-compiled multi-step, multi-agent plans.
Our work is situated in an example of a PTS domain in which we conducted our research, robotic soccer [10] . In both simulated and robotic systems, teams can plan strategies before the game, at halftime, or at other breakpoints, but during the course of the game, communication is limited. There are several other examples of PTS domains, such as hospital/factory maintenance [6] , multi-spacecraft missions [20] , search and rescue, and battlefield combat [26] .
Team Member Architecture
Our new teamwork structure is situated within a team member architecture suitable for PTS domains in which individual agents can capture locker-room agreements and respond to the environment, while acting autonomously. Based on a standard agent paradigm, our team member architecture allows agents to sense the environment, to reason about and select their actions, and to act in the real world. At team synchronization opportunities, the team also makes a locker-room agreement for use by all agents during periods of low communication. Figure 1 shows the functional input/output model of the architecture.
The agent keeps track of three different types of state: the world state, the locker-room agreement, and the internal state. The agent also has two different types of behaviors: internal behaviors and external behaviors.
The World State reflects the agent's conception of the real world, both via its sensors and via the predicted effects of its actions. It is updated as a result of processed sensory information. It may also be updated according to the predicted effects of the external behavior module's chosen actions. The world state is directly accessible to both internal and external behaviors. The Locker-Room Agreement is set by the team when it is able to privately synchronize. It defines the flexible teamwork structure as presented below as well as inter-agent communication protocols. The locker-room agreement may change periodically when the team is able to re-synchronize; however, it generally remains unchanged. The locker-room agreement is accessible only to internal behaviors. The Internal State stores the agent's internal variables. It may reflect previous and current world states, possibly as specified by the locker-room agreement. For example, the agent's role within a team behavior could be stored as part of the internal state, as could a distribution of past world states. The agent updates its internal state via its internal behaviors. The Internal Behaviors update the agent's internal state based on its current internal state, the world state, and the team's locker-room agreement. The External Behaviors reference the world and internal states, sending commands to the actuators. The actions affect the real world, thus altering the agent's future percepts. External behaviors consider only the world and internal states, without direct access to the locker-room agreement.
Internal and external behaviors are similar in structure, as they are both sets of condition/action pairs where conditions are logical expressions over the inputs and actions are themselves behaviors as illustrated in Figure 2 . In both cases, a behavior is a directed acyclic graph (DAG) of arbitrary depth. The leaves of the DAGs are the behavior types' respective outputs: internal state changes for internal behaviors and action primitives for external behaviors.
Our notion of behavior is consistent with that laid out in [13] . In particular, behaviors can be nested at different levels: selection among lower-level behaviors can be considered a higher-level behavior, with the overall agent behavior considered a single "do-thetask" behavior. There is one such top-level internal behavior and one top-level external behavior; they are called when it is time to update the internal state or act in the world, respectively. We now introduce the team structure that builds upon this team member architecture. 
Team Structure
Common to all players, the locker-room agreement defines the team structure while team members are acting in a time-critical environment with low bandwidth communication.
In this section, we introduce a structure for capturing locker-room agreements. It defines sets of agent roles with protocols for switching among them. It can also define multistep multi-agent plans for execution in specific situations. It indirectly affects the agent external behaviors by changing the agents' internal states via internal behaviors.
Our teamwork structure involves flexible roles that are organized into formations, which we now introduce.
Role
A role, , consists of a specification of an agent's internal and external behaviors. The conditions and arguments of any behavior can depend on the agent's current role, which is a function of its internal state. At the extreme, a top-level behavior could be a switch, calling an entirely different behavior graph for each possible role. However, the role can affect the agent's overall behavior at any level of its complete behavior graph. Notice that roles need not be rigid: by specifying ranges of parameters or behavior options, the agent filling role can be given an arbitrary amount of flexibility.
For example, a role in the robotic soccer domain, can be a position such as a midfielder. In the hospital maintenance domain, a role could specify the wing of the hospital whose floors the appropriate agent should keep clean, while in the web search domain, it could specify a server to search.
Formation
We achieve collaboration between agents through the introduction of formations as a team structure. A formation decomposes the task space defining a set of roles. Formations include as many roles as there are agents in the team, so that each role is filled by one agent. In addition, formations can specify sub-formations, or units, that do not involve the whole team. A unit consists of a subset of roles from the formation, a captain, and intra-unit interactions among the roles. 
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is not pre-specified: roles can be filled by different homogeneous agents. A single role may be a part of any number of units and formations.
Formations can affect the agent's external behaviors by specifying inter-role interactions. Since roles can be re-used among formations, their formation-specific interactions cannot be included in the role definitions. Instead these interactions are part of the formation specification.
Units are used to deal with local problem solving issues. Rather than involving the entire team in a sub-problem, the roles that address it are organized into a unit.
Roles and formations are introduced independently from the agents that are to fill them. The locker-room agreement specifies an initial formation, a map from agents to roles, and run-time triggers for dynamic changing of formations. At any given time, each agent should know what formation the team is currently using. Agents keep mappings ¡ P G H Q from teammates to roles in the current formation. All this team structuring information is stored in the agent's internal state. It can be altered via the agent's internal behaviors. Thus, in all, the locker-room agreement is used to coordinate task decomposition among agents, to coordinate dynamic team re-alignment during time-critical stages, and for defining pre-compiled multi-agent plans. The locker-room agreement can be hard-wired or it can be the result of automatic deliberative multi-agent planning. Figure 3 illustrates a team of agents smoothly switching roles and formations over time.
Since agents are autonomous and operating in a PTS domain, during the periods of limited communication there is no guarantee that they will all think that the team is using the same formation, nor that they have accurate maps
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. In fact, the only guarantee is that each agent knows its own current role. Efficient low-bandwidth communication protocols allow agents to inform each other of their roles periodically. Further details on our implemented low-bandwidth communication protocol can be found in [22] .
Similarly, communication can be used as an alternative to changing formations using run-time triggers, or as a back-up should an agent not observe a run-time trigger. Although communication can be useful, we create robust behaviors for team agents which ensure that the behaviors never absolutely depend upon having correct, up-todate knowledge of teammates' internal states: they must degrade gracefully.
Implementation in Robotic Soccer
Robotic soccer is a very good example of a PTS domain: teams can coordinate before the game, at half-time, and at other break points, but communication is limited during play [10, 12] . Robotic soccer systems have been recently developed both in simulation [14, 23, 24] and with real robots [1, 9, 18, 19, 27] . The research presented in this paper was first developed in simulation and it has also been successfully used on our real robot team. The soccer server [16] , version 3 of which serves as the substrate simulator for the research reported in this paper, captures enough real-world complexities to be a very challenging domain. This simulator is realistic in many ways: (i) the players' vision is limited; (ii) the players can communicate by posting to a blackboard that is visible (but not necessarily intelligible) to all players; (iii) each player is controlled by a separate process; (iv) each team has 11 members; (v) players have limited stamina; (vi) actuators and sensors are noisy; (vii) dynamics and kinematics are modelled; and (viii) play occurs in real time: the agents must react to their sensory inputs at roughly the same speed as human or robotic soccer players. The Soccer Server was successfully used as the basis for the RoboCup-97 simulator competition in which 29 teams participated [10] .
One approach to task decomposition in the Soccer Server is to assign fixed positions to agents. 2 Such an approach leads to several problems: i) short-term inflexibility in that the players cannot adapt their positions to the ball's location on the field; ii) long-term inflexibility in that the team cannot adapt to opponent strategy; and iii) local inefficiency in that players often get tired running across the field back to their positions after chasing the ball. Our formations allow for flexible teamwork and combat these problems. (As the term "position" is often used to denote the concept of "role" in the soccer domain, in this section we use the two terms interchangeably.)
Domain Instantiations of Roles and Formations
Figure 4 shows a sample top-level external behavior used by a team agent. The agent's top priority is to locate the ball. If the ball's location is known, it moves towards the ball or goes to its position (i.e., to assume its role), depending on its internal state. It also responds to any requested communications from teammates. The referenced "Handle Ball" and "Play Position" behaviors may be affected by the agent's current role and/or formation. Such effects are realized by references to the internal state either at the level of function arguments (args1, args2), or within subbehaviors. None of the actions in the condition-action pairs here are action primitives; rather, they are calls to lower level behaviors.
The definition of a position includes home coordinates, a home range, and a maximum range, as illustrated in Figure 5 . The position's home coordinates are the default location to which the agent should go. However, the agent has some flexibility, being able to set its actual home position anywhere within the home range. When moving outside of the max range, the agent is no longer considered to be in the position. The home and max ranges of different positions can overlap, even if they are part of the same formations. A formation consists of a set of positions and a set of units (as defined in Section 3.2). The formation and each of the units can also specify inter-position behavior specifications for the member positions, as illustrated in Figure 6 (a). In this case, the formations specify inter-role interactions, namely the positions to which a player should consider passing the ball [25] . Figure 6(b) illustrates the units, the roles involved, and their captains. Here, the units contain defenders, midfielders, forwards, left players, center players, and right players. Since the players are all autonomous, in addition to knowing its own role, each one has its own belief of the team's current formation along with the time at which that formation was adopted, and a map of teammates to positions. Ideally, the players have consistent beliefs as to the team's state, but this condition cannot be guaranteed between synchronization opportunities. Another offshoot of the player's autonomy is that each is free to leave its position unilaterally, leaving the team to adjust behind it. Thus, players are not bound by their positions when presented with unexpected action opportunities.
Our team structure for PTS domains allows for several significant features in our simulated soccer team. These features are: (i) the definition of and switching among multiple formations with units; (ii) flexible position adjustment and position switching; (iii) and pre-defined special purpose plays (set plays).
Dynamic Switching of Formations
We implemented several different formations, ranging from very defensive (8-2-0) to very offensive (2-4-4). 3 The full definitions of all of the formations are a part of the locker-room agreement. Therefore, they are all known to all teammates. However during the periods of full autonomy and low communication, it is not necessarily known what formation the rest of the teammates are using. Two approaches can be taken to address this problem: static formation -the formation is set by the locker-room agreement and never changes; run-time switch of formation -during team synchronization opportunities, the team sets globally accessible run-time evaluation metrics as formation-changing indicators. communication-triggered formation switch -one team member decides that the team should switch formations and communicates the decision to teammates. The CMUnited-97 simulator RoboCup team used run-time formation switches. Based on the amount of time left relative to the difference in score: the team switched to an offensive formation if it was losing near the end of the game and a defensive formation if it was winning. Since each agent was able to independently keep track of the score and time, the agents were always able to switch formations simultaneously.
Communication-triggered formation switches have also been implemented and tested [22] .
Flexible Positions
In our multi-agent approach, the player positions itself flexibly such that it anticipates that it will be useful to the team, either offensively or defensively.
Two ways in which agents can use the position flexibility is to react to the ball's position and to mark opponents. When reacting to the ball's position, the agent moves to a location within its range that minimizes its distance to the ball. When marking opponents, agents move next to a given opponent rather than staying at the default position home. The opponent to mark can be chosen by the player (e.g., the closest opponent), or by the unit captain which can ensure that all opponents are marked, following a preset algorithm as part of the locker-room agreement.
As emphasized throughout, homogeneous agents can play different positions. But such a capability raises the challenging issue of when the players should change positions. In addition, with teammates switching positions, a player's internal player-position map ¡ G H could become incorrect and/or incomplete. The locker-room agreement provides procedures to the team that allow for coordinated role changing. In our case, the locker-room agreement designates an order of precedence switching among positions within each unit. When a high-priority position is left vacant, players currently filling lower-priority positions consider switching to the recently vacated position. If a player detects that another player is trying to fill the same role, it either vacates the position or informs the other player of the conflict depending on which player is closer to the position's home coordinates.
By switching positions within a formation, the overall joint performance of the team is improved. Position-switching saves player energy and allows them to respond more quickly to the ball.
Pre-Planned Set Plays
The final implemented improvement facilitated by our flexible teamwork structure is the introduction of set-plays, or pre-defined special purpose plays. As a part of the locker-room agreement, the team can define multi-step multi-agent plans to be executed at appropriate times. Particularly if there are certain situations that occur repeatedly, it makes sense for the team to devise plans for those situations.
In the robotic soccer domain, certain situations occur repeatedly. For example, after every goal, there is a kickoff from the center spot. When the ball goes out of bounds, there is a goal-kick, a corner-kick, or a kick-in. In each of these situations, the referee informs the team of the situations. Thus all the players know to execute the appropriate set-play. Associated with each set-play-role is not only a location, but also a behavior. The player in a given role might pass to the player filling another role, shoot at the goal, or kick the ball to some other location.
For example, Figure 7 illustrates a sample corner-kick set-play. The set-play designates five roles, each with a specific location, which should be filled before the ball is put back into play. Based on the home positions of the current formation, each individual agent can determine the best mapping from positions to set-play locations, i.e. the mapping that requires the least total displacement of the 5 players. If there is no player filling one of the necessary formation roles, then there must be two players filling the same role, one of which must move to the vacant role. In the event that no agent chooses to do so, the set-play can proceed with any single set-play-role unfilled. The only exception is that some player must fill the set-play-role responsible for kicking the ball back into play. A special-purpose protocol is incorporated into the set-play behaviors to guarantee such a condition.
Once the set-play-roles are filled, each player executes the action associated with its set-play-role. As illustrated by the player starting the corner-kick in Figure 7 , a player could choose among possible actions, perhaps based on the opponent positions at the time of execution. No individual player is guaranteed of participating in the play. For example, the uppermost set-play position is there just in case one of the other players misses a pass or shoots wide of the goal: no player will pass directly to it. Each player leaves its set-play-role to resume its former role either after successfully kicking the ball, or after a pre-specified, role-specific amount of time.
We found that the set-plays significantly improved our team's performance. During the RoboCup-97 competitions, several goals were scored as a direct result of set-plays.
Results
The flexible teamwork structure improves over a rigid structure by way of three characteristics: flexible positioning within roles, set-plays, and changeable formations. We tested the benefits of the first two characteristics by playing a team with flexible, changeable positions and set-plays against a team with rigid positions and no set-plays (default team). The advantage of being able to change formations-the third characteristicdepends on the formation being used by the opponent. Therefore, we tested teams using each defined formation against each other. Standard games in the soccer server system last 10 minutes. However, due to the large amount of noise, game results vary greatly. All reported results are cumulative over several games. Compiled statistics include the number of 10-minute games won, the total cumulative goals scored by each team, average goals per game, and the percentage of time that the ball was in each half of the field. The last statistic gives a rough estimate of the degree to which each team was able to control the ball.
= ball

Flexible Positions and Set-Plays
In order to test our flexible teamwork structure, we ran a team using flexible positions with set-plays against one using rigid positions and no set-plays. Both teams used a 4-4-2 formation. As shown in Figure 1 , the flexible team significantly outperformed the default team over the course of 38 games.
(Game = 10 min.) Flexible and Set-Plays Default Further experimentation showed that both aspects of the flexible team contributed significantly to the team's success. Figure 2 shows the results when a team using flexible positions but no set-plays plays against the default team and when a team using setplays but rigid positions plays against the default team, again over the course of 38 games. Both characteristics provide a significant advantage over the default team, but they perform even better in combination. Table 2 . Only using flexible positions and only using set-plays works better than using neither.
Formations
In addition to the above tests, we tested the various formations against each other, as reported in Table 3 . Each entry shows the goals scored for and against when a team using one formation played against a team using another formation over the course of 24 10-minute games. The right-most column collects the total goals scored for and against the team using that formation when playing against all the other teams. In all cases, the teams used flexible positions, but no set-plays. The results show that the defensive formation (8-2-0) does the best. However the total goals scored when using the defensive formation is quite low. On the other hand, the 3-3-4 formation performs well with a high goal total.
This detailed study allowed us to devise an effective formation-switching strategy for RoboCup-97. Our team [21] used a 4-4-2 formation in general, switching to a 8-2-0 formation if winning near the end of the game, or a 3-3-4 formation if losing. This strategy, along with the flexible teamwork structure as a whole, and the novel communication paradigm, helped us to perform well in the tournament, making it to the semi-finals in a field of 29 teams and out-scoring opponents by a total score of 67-9 [17] .
We also used this flexible teamwork structure on our CMUnited-97 small robot team which won the RoboCup-97 small-size robot competition, out-scoring opponents by a total score of 13-1 [17] . Although developed in simulation, all of the teamwork concepts apply directly to real robot teams as well. We were able to reuse the code textually from our simulator clients on the robots and immediately achieve variable formations, flexible positions, and position switching.
Unlike the simulated agents, the robots have a global view, seeing the entire field via an overhead camera. Nonetheless, the agent control modules are distributed, enabling the use of the same team member architecture, including locker-room agreement and formation structure, as was originally developed in simulation. Our robotic system is described in detail in [27] .
Conclusion
In this paper, we introduced a flexible team structure for periodic team synchronization (PTS) domains. The structure allows for multi-agent tasks using homogeneous agents to be decomposed into flexible roles. Roles are organized into formations, and agents can fill any role in any formation. Agents dynamically change roles and formations in response to changing environments. The team structure includes pre-planning for frequent situations, and agents act individually, but keep the team's goals in mind. This flexible team structure builds upon our team agent architecture, which maintains both an internal and world state, and a set of internal and external behaviors. Coordination is achieved through limited communication and pre-determined procedures as part of a locker-room agreement.
Our teamwork structure will apply in PTS domains such as hospital/factory maintenance, multi-spacecraft missions, search and rescue, and battlefield combat. We presented the implementation of our approach in the robotic soccer domain, which we have used as a substrate to our research. We participated in the RoboCup-97 simulator and small-size real robot competitions. Our flexible team structure approach was developed in the simulator team and subsequently also successfully used in the real robot team.
