Introduction
Following McFadden's (1974) conditional logit model, the probability that individual i selects choice j among a set of J i alternatives is given by
where β is a vector of unknown parameters and the x ij are covariates that may change with individual, choice, or both. This logit formulation is quite general and is statistically equivalent to the multinomial logit model, when covariates are restricted to characteristics of the individual, as well as to the conditional logistic model with one case and (possibly) multiple controls (see [R] clogit). If we let d ij be an indicator variable that takes the value one if individual i selects choice j and zero otherwise, we can write the log-likelihood function for the conditional logit model as
where N is the total number of individuals. Several authors (e.g., Palmgren [1981] , Baker [1994] , Lang [1996] , and Guimarães, Figueiredo, and Woodward [2003] ) have shown that a multinomial likelihood can be transformed into a Poisson likelihood with additional parameters. Indeed, maximization of the following Poisson likelihood
where the α i s are additional parameters per individual will yield exactly the same estimates for β and the same asymptotic variance-covariance matrix as the maximization
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of the conditional logit likelihood in (1). Because the Poisson log likelihood is a less complex function, in some particular settings it may be simpler to maximize (2) instead of (1), despite the penalty incurred by the additional number of parameters that need to be estimated.
In this article, we show how to manipulate the data in Stata 8 to implement this transformation. Because this approach relies on a simple set of rules, it is easy to understand. Researchers may be interested in learning this relation for two reasons: it may simplify the estimation problem at hand, and it may help interpretation of results derived from different approaches.
Implementing the multinomial-Poisson transformation
To fit the conditional logit model in Stata, one needs to lay out the data (ignoring identifier variables) in a particular way
where each (block) row is a group of observations, such that y i is a vector with one element set to one and the remaining equal to zero and X i is a matrix containing the different covariates for each choice (see [R] clogit). The multinomial-Poisson transformation discussed above implies that if we expand our set of covariates to include a dummy variable per group, as in
then a Poisson regression of the y variable on all other covariates will yield the same coefficients for the X variables as the conditional logit model. In this case, the Poisson regression requires the estimation of an additional N − 1 coefficients and the use of a substantially larger dataset (note that one dummy would have to be dropped for identification purposes). However, if the information for the X covariates is identical for groups of observations, the data may be collapsed before applying the Poisson regression. To see how this can be done, consider the situation where X 1 = X 2 . In this case, we could condense the submatrix consisting of the first two (block) rows of B using a single dummy variable to represent both groups, as in B1 = y 1 X 1 1 0 . . . 0 y 2 X 1 1 0 . . . 0 P. Guimarães 267 or, even better, dropping one group and modifying the dependent variable to be the sum of the dependent variables for both groups:
Now if we apply a Poisson regression to the data matrix B where the first two (block) rows are replaced by either B1 or B2, we still obtain the same estimates for the coefficients on the X variables, but we will be using a smaller dataset. We can extend this logic to collapse all groups with identical sets of covariates X, and depending on the type of data, we could possibly achieve a substantial reduction in the size of the data matrix. Note that we can also "travel" backwards and transform any Poisson regression into a conditional logit model. In this latter case, we could possibly use dummy variables in the set of covariates of the Poisson regression to define artificial choice sets and, thus, establish a relation with alternative conditional logit model specifications. We next provide several examples of applications of the multinomial-Poisson transformation using online datasets from the Stata 8 Reference Manuals.
Examples

Example 1
Consider the dataset used in the Stata Base Reference Manual to illustrate the use of the Poisson regression command. The data are loaded with the command . use http://www.stata-press.com/data/r8/airline, clear and we can run the following Poisson regression:
. poisson injuries n XYZowned, nolog
Poisson regression
Number of obs = 9 LR chi2 (2 We can expand the data to be as in matrix A:
. expand _N (72 observations created)
. by airline, sort: gen choiceid=_n . gen y=(choiceid==airline)
. gsort choiceid -y . by choiceid: gen weight=sum(y*injuries)
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If we now run a Poisson regression on this dataset and include dummy variables for each block row of the data, we obtain Despite now having 576 observations, we still obtain the same results for the variables n and XYZowned. But there is no need to add the dummy variables because the X i are identical for all blocks of data:
. Given that the data are as in matrix A, we can obtain the same estimates for the coefficients of the variables n and XYZowned by means of a conditional logit model: Suppose now that our interest was restricted to the coefficient on the variable n. In this case, we can use the different levels of the variable XYZowned to define artificial choice sets for the conditional logit model. We can load the dataset again . use http://www.stata-press.com/data/r8/airline, clear and reshape it to make it look like matrix A:
. by XYZowned, sort: gen nchoice=_N . we still obtain the same estimates for the coefficient (and standard deviation) on n.
Example 2
Consider now the following dataset, which was used as an example for the clogit command in the Stata Base Reference Manual . use http://www.stata-press.com/data/r8/choice, clear and fit the following discrete-choice model:
. Because this data is already arranged as in matrix A, we can apply a Poisson regression, as long as we introduce a dummy variable for each one of the choices: and still obtain the same estimate for the coefficient associated with the variable dealer.
Example 3
Our final example illustrates a situation in which the multinomial-Poisson relation is particularly useful. Let us load the dataset used to illustrate the application of the xtpoisson command in the Stata Cross-Sectional Time-Series Reference Manual:
. However, we can think of all the "dummy" variables for individuals as defining artificial choice sets. Rearranging the data to be as matrix A, we can make the data suitable for application of the conditional logit estimator, thus avoiding the estimation of the coefficients for all the "individual" dummy variables. The data are transformed by doing . by ship choiceid, sort: gen groupid=_n . egen group2id=group(ship groupid)
. gen y= (choiceid==groupid) . gsort ship group2id -y . by ship group2id: gen weight=sum(y*accident)
. sort ship groupid choiceid . drop if weight==0 (55 observations deleted)
We are now ready to apply the conditional logit estimator:
. clogit y op_75_79 co_65_69 co_70_74 co_75_79 [fweight=weight], > group (group2id) 
Conclusion
In this paper, we have shown how the multinomial-Poisson transformation may be used in practice. We have used several examples to show the data manipulations required in Stata to estimate equivalent Poisson and logit regressions. Understanding the data arrangement required for each model helps students and practitioners identify which equivalent approaches may be used for estimation and, thus, whether it is advantageous to consider the application of this transformation.
