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Abstract: Human faces play an important role in everyday life, including the expression of person identity, 
emotion and intentionality, along with a range of biological functions. The human face has also become the 
subject of considerable research effort, and there has been a shift towards understanding it using stimuli of 
increasingly more realistic formats. In the current work, we outline progress made in the production of a 
database of facial expressions in arguably the most realistic format, 3D dynamic. A suitable architecture for 
capturing such 3D dynamic image sequences is described and then used to record seven expressions (fear, 
disgust, anger, happiness, surprise, sadness and pain) by 10 actors at 3 levels of intensity (mild, normal and 
extreme). We also present details of a psychological experiment that was used to formally evaluate the 
accuracy of the expressions in a 2D dynamic format. The result is an initial, validated database for researchers 
and practitioners. The goal is to scale up the work with more actors and expression types. 
  
Key-Words: Emotion, Capture, 3D dynamic, Animation, Human face, Actor, Experiment, Statistical models. 
 
1   Introduction 
Human faces have evolved into an impressive range 
of functions. These include the capture of sensory 
information, the projection of person identity, the 
expression of emotion and intention, and for 
biological functions involved with speech and 
respiration. The human face itself has increasingly 
become the subject of psychological 
experimentation and theorizing, arguably triggered 
by Charles Darwin in his thesis on emotion in 
animals and man [1]. During the past 30 years or so, 
an intense research exercise has been taking place to 
both confirm and extend Darwin’s observations.  
The interest in this area is such that 
psychological research programmes now exist in a 
broad range of overlapping disciplines. Examples 
include how we understand, recognize and learn 
identities from faces, interpret emotion, use gaze 
cues to interpret intentionality, and to describe, 
construct and identify images for forensic 
applications. These projects themselves have 
included a wide range of subject age groups, and 
individuals from different backgrounds and cultures. 
It is evident that there has been a shift towards 
the use of more realistic face stimuli in research 
projects. Early work tended to focus on outline 
drawings [2], static photographs [3][4][5][6] and 
even moving clips [7][8]. For example, in the 
seminal work by Ekman [3], static photographs of 
faces were taken of people producing one of six 
facial expressions: happiness, sadness, anger, fear, 
disgust and surprise. The production of each 
expression was noted to involve a distinct 
combination of movements in three facial 
‘components’, and also that these expressions were 
universally recognised across human cultures. A 
method of describing the expressions was provided: 
the Facial Action Coding System, FACS. (A good 
overview of FACS may be found here: [9]). 
 We now know that static stimuli may not be the 
most appropriate format for experimentation. For 
example, there are robust effects of motion in 
facilitating the perception of subtle facial 
expressions depicting the above six emotions [10]. 
Using sophisticated video alignment and editing 
techniques, recent work has also started to unpack 
the importance of the various facial areas involved 
in emotional expression [8][11][12]. It is clear that 
while some emotions can be recognised very well 
statically from the face alone, for example 
happiness, others require extra facial information. 
For instance, both the expressions of agreement and 
disagreement require so-called ‘rigid head motion’ 
(RHM) – an up-down or left-right head shake, 
respectively. Others, such as fear, ‘don’t know’ 
(clueless) and ‘don’t understand’ (confusion) 
normally involve RHM to some extent, and the 
perception of the expression is improved when head 
movements are observed – e.g. [11][12][13]. In fact, 
dynamic information can be particularly effective in 
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situations where a face is observed under less than 
optimal conditions such as poor lighting or from a 
distance [14]. There is even evidence for separate 
neural cognitive mechanisms for certain types of 
face processing tasks carried out statically or 
dynamically [15]. 
The current project aims to extend the above 
work by providing a database of dynamic facial 
expressions in 3D. One benefit of this will be to 
allow research to be conducted with stimuli that can 
be viewed from different angles, and in 3D, through 
the use of 3D glasses, 3D displays, etc. It is clear 
that improvements to the perception of expressions 
occur for 2D dynamic relative to 2D static stimuli, 
and so a progression to 3D dynamic should provide 
further benefit. Specifically, the ability to extract 
cues that are ambiguous or difficult to perceive are 
likely to be particularly improved in 3D, especially 
in those expressions that involve a depth component 
– e.g. fear, surprise, confusion. 
There are other benefits to building a 3D 
dynamic database of expressions. Firstly, in the 
animation industry, one approach to produce 
animated characters is the construction of statistical 
models of facial identity and/or emotion – e.g. [16]. 
Such models require accurate and believable 
expressions, of the type intended to be captured 
here. Secondly, in the case of plastic surgery, or 
intervention therapies by speech therapists, accurate 
models of facial expression could be both insightful 
and valuable [17]. Thirdly, composite faces of 
criminals constructed by eyewitnesses traditionally 
lack emotion (see [18] for a review), and so the 
construction of emotional cues may help to trigger 
cues to identity when published in the media (this 
notion is based on a potential overlap of information 
processing between a person’s facial identity and 
their expression [7][19]; it is also clear that at least 
one type of animated sequence is valuable [21]). 
Fourthly, there are potentially valuable applications 
in the human-computer interaction (HCI) area for 
the accurate perception of facial emotions [13]. 
Fifthly, there has been some research into the 
automated recognition of pain expressions, which if 
ultimately successful, would be very useful in 
medical environments [17][20]. There are other 
applications in the security industry and biometrics. 
The main objective of the project then is to build 
a database of 3D facial sequences showing different 
articulations of expressions. Our intention is to do 
this initially for a relatively small number of human 
participants. It will contain a range of expressions, 
including Ekman’s ‘universal’ six, and will be made 
available to researchers and practitioners. 
In the follow sections, we describe an image 
capture system capable of good quality dynamic 
expression capture in 3D. This is followed by the 
procedures used to capture and then validate the 
expressions. Finally, as the project is ongoing, 
details of future plans are discussed. 
 
 
2   Image capture and 3D viewing 
We used the 3dMD dynamic scanner to capture our 
3D facial sequences and the JVC GZ-MG142 Everio 
camcorder to capture 2D texture videos. The 3D 
scanner contains six digital cameras and two 
infrared speckle projectors that are positioned on 
two sides – i.e., one projector and three cameras on 
each side, as shown in Fig. 1. During the data 
acquisition process, the scanner projects a random 
speckle pattern onto a human face and captures a set 
of 2D images from different angles. Four of these 
images are used to reconstruct 3D geometry whereas 
the other two provide textural information for 
accurate 3D face rendering. Subsequently, it 
automatically merges images from all cameras and 
produces a 3D polygon surface mesh of the face 
with mapped texture. The system is able to capture 
600 seconds of dynamic 3D at an acquisition speed 
of up to 48 frames per second. In the current 
application, the frame rate was set to 24. 
 
 
Fig. 1. A photograph of the 3dMD dynamic 3D 
scanner. 
 
A head-mounted display (HMD) is proposed to be 
used for viewing the 3D facial sequences. It is a 
device that is worn on the head and contains a small 
display in front of each eye. It is able to provide a 
stereoscopic view of 3D facial sequences to allow 
participants to observe the dynamic 3D facial 
expressions from different angles by changing head 
position. An example HMD is presented in Fig. 2 
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The room used for photography had the 
approximate size of 10×3 square meters. The 
windows of the room were covered in order to block 
out daylight, which would otherwise have caused 
lighting artifacts as well as affect the accuracy of the 
3D face reconstruction. The lighting system itself 
used for the data acquisition consisted of four cool-
light lamps (two on each side). In the acquisition 
stage, participants sat in a chair set to at height of 
about 0.5 meters. The distance from the image 
capture system to the participant was about 1 meter. 




Fig. 2. An example of a head-mounted display 
 
 
3   Expression capture and processing 
Our objective was to capture and evaluate a range of 
facial expressions using a 3D image capture system. 
We noted four main issues: the production of 
accurate expressions, the general process involved in 
image capture, expression evaluation, and the 
processing of 3D animated sequences. The first two 
of these issues are described in the next sections; the 
validation (analysis) of the expressions is presented 
in section 4; and the processing of the 3D sequences 




Some expressions can be easily produced on 
demand, such as happiness, sadness and surprise, 
while others are harder, fear and pain. For this initial 
work, we recruited the services of trainee actors, 
people who have taught themselves in the 
production of emotional responses. This is an 
established technique – e.g. [11] – that should 
enable fairly accurate expressions to be captured. 
There are still likely to be individual differences 
in the accuracy of expression production, even from 
actors. We therefore recruited 10 actors, as many as 
was possible within the available timeframe.  
The initial data set aimed to capture the most 
useful expressions. These included the six 
‘universal’ ones, as noted by Ekman and Friesen [3] 
– happiness, sadness, anger, fear, disgust and 
surprise – plus one more, pain. To provide useful 
variations, these seven expressions were captured at 
three levels of intensity from each actor, ‘mild’, 
‘normal’ and ‘extreme’. 
 
 
3.2 Participants  
The actors who provided the expressions were final 
year students studying drama at the University of 
Central Lancashire, Preston, UK. There were 8 





Actors were informed in advance of the seven 
expressions that were required (to allow them to 
practice, if necessary). During the session, actors 
were tested individually. They were given an initial 
brief as to the aim of the project and signed a 
consent form to allow their footage to be processed, 
stored, analyzed for accuracy by further participants, 
and distributed for research and non-commercial 
purposes.  
Each person was asked to produce seven 
expressions at three levels of intensity. The 
Experimenter mentioned what the first expression 
was (anger) and the desired intensity level (‘mild’), 
and the actor indicated when s/he was ready. The 
Experimenter counted down from ‘three’ to ‘one’ 
and triggered the 3D sequence capture. This was 
repeated for the other two levels (‘normal’ and 
‘extreme’) and for the seven expressions. The order 
of expression production was carried out in the 
following fixed order for each person: anger, 
disgust, fear, happiness, sadness, surprise and pain. 
The ‘mild’ expression was requested first in each 
case, followed by ‘normal’ and then ‘extreme’. A 
total of 21 sequences (7 expressions x 3 levels) were 
collected from each actor. 
We note that there was a three to four minute 
delay after each sequence, the time required for the 
data to be downloaded from the camera to the PC. In 
addition, a couple of the actors kindly repeated 
expression production a couple of days later; these 
data were not analyzed, but parked for later work. 
Sessions took about two hours to complete. 
Example expressions can be seen in Fig. 3. 
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3.4 Data processing 
After data acquisition, the 2D texture videos were 
edited using Cyberlink’s PowerDirector Express 
commercial software [22], and made available for 
expression validation (refer to the next section). The 
3D facial sequences are in the process of being 
cleaned, to fill in ‘holes’ and to remove unwanted 
parts in the scans. The cleaning of the 3D facial scan 
can be done manually using the 3dMD patient 
software; however, as there are a large number of 
scans, this is a time-consuming process and so a 
bespoke program is under development to assist. 
 
 
4   Validating expression sequences 
We were interested in the general processes of 
expression capture and analysis, and so while both 
2D (camcorder) and 3D (3dMD) expression 
information were captured, only information from 
the 2D camera was formally evaluated, see below. 
Later work will consider replicating and extending 




A bespoke computer program was written to present 
the 2D video clips to participants and to collect their 
responses. The program presented the clips in a 
random sequence for each person, to avoid order or 
fatigue effects that might bias the data. As there 
were a fairly large number of sequences in total 
(210), these were split into two manageable sets and 
participants looked at one of these. 
The program played the clips sequentially 
alongside a windows dialog with entry boxes for 
each of the seven expressions. These boxes allowed 
participants to rate their level of confidence for each 
expression for each clip. While more than one rating 
box could be used each time, to allow a person to 
indicate ambiguity, values were required to sum to 
100%. To allow ease of entry, as many clips were 
assumed to have clearly defined expressions, initial 
values were set to 0%. This method of data 
collection provided a powerful within-subjects 
experimental design for ratings of expression type 
(anger / disgust / fear / happiness / pain / sadness / 
surprise) and intensity (mild / normal / extreme). 
 
 
4.2 Participants  
The participants who provided ratings of confidence 
were 10 staff and students at the University of 
Central Lancashire, Preston, UK. They comprised 6 
females and 4 males (M = 34.8 years, SD = 11.2 




Fig. 3. Expression production from one of our 
actors at three intensity levels (01 = 'mild' / 02 = 
'normal' / 03 = 'extreme'). Shown are single 
frames taken from the 2D camcorder at roughly 
the peak of the expression. Note that, although 
greyscale images are shown here, recordings 
were made and are available in colour. 
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4.3 Materials 
Video clips from the 2D camera were trimmed, to 
remove excess material, and cataloged for 
presentation to participants. The clips were 
converted to AVI format at a resolution of 640x480 
pixels. A good quality computer monitor was used 
for presentation; the displayed head size of the 
actors was approximately 4cm x 4cm. Each 




Participants were tested individually. The 
Experimenter told them that they would be shown a 
set of video clips of actors producing facial 
expressions and their task was to identify the 
expressions depicted, by assigning confidence 
ratings. 
A bespoke computer program was used to 
present the video clips and collect the confidence 
ratings. Participants were shown an example form 
that would be used to enter the ratings, and that this 
contained entry boxes for the seven expressions to 
be presented – anger, disgust, fear, happiness, pain, 
sadness and surprise.  It was mentioned that each 
box would accept values in the range of 0 to 100% 
but, as some expressions would be unambiguous, it 
was only necessary to enter a single value in the 
appropriate box for these items. It was also 
mentioned that, for a given video clip, ratings could 
be distributed over the various entry boxes so long 
as scores summed to 100%. Participants were told 
that the form would provide feedback about this and 
would only move onto the next clip when this 
constrained had been satisfied. Note that the form 
was populated (initialized) with zeros when each 
face was presented, to facilitate data entry. 
Ratings were collected from a total of 210 clips. 
These comprised of the 10 different actors each 
person producing the above seven expressions at 
three levels of intensity (mild, normal, extreme); 10 
* 7 * 3 = 210. To make the task manageable for 
participants here, the clips were split into two equal 
image sets (of 105 sequences) with each containing 
all levels from a given actor. Participants were 
randomly assigned to image set 1 or 2, with equal 
sampling (i.e. 5 people inspected set 1, and the other 
5 people set 2). Thus, when participants were ready, 
the 105 video clips were presented sequentially in a 
different random order for each person and 
participants rated each in turn as instructed. The task 
was self paced and a break was offered after about 
15 minutes. The entire procedure took roughly 30 
minutes to complete. At the end, each person was 




The dataset contains five repeated confidence 
ratings for each of the 210 video clips, a total of 
1050 (210 clips * 5 repeats) individual responses 
(values between 0 and 100%). Confidence scores 
had a grand mean of 65.0%; by actor, the mean 
ranged from 54.7% to 79.7%. 
A range of analyses is possible on the data set: 
overall accuracy, accuracy by actor, accuracy by 
expression, by level, confusion of expressions, and 
so forth. For brevity, we present an overall analysis 
here, by expression and intensity level; these relate 
to confidence scores given for the ‘correct’ or 
intended expression. Individual and group 
confidence data may be obtained online – see 4.5.2 
for details. 
 
4.5.1   Confidence scores  
Confidence scores were extracted for the ‘correct’ 
expression in each video clip. These data are 
presented in Table 1. It can be seen that happiness 
expressions were given near perfect confidence 
scores, and anger, pain and fear were the worst rated 
at around 50%. Also, the ‘normal’ intensity level 
was somewhat better rated than ‘mild’, and 
‘extreme’ was also somewhat better than ‘normal’.  
 
Table 1. Mean confidence scores for the seven 
expressions (values in percent). 
Intensity anger disgust fear happiness pain sadness surpise Mean
mild 47.5 51.5 43.3 90.3 42.6 72.9 57.4 57.9
normal 56.6 78.3 41.5 94.3 51.4 75.6 62.0 65.7
extreme 61.4 80.7 48.4 96.0 56.2 74.0 75.7 70.3
Mean 55.2 70.2 44.4 93.5 50.0 74.2 65.0 64.6  
 
The participant rating data were analyzed by a 
repeated-measures Analysis of Variance (ANOVA). 
This was significant for expression type, F(6,54) = 
15.9, p < 0.001, η2 = 0.64, and intensity level, 
F(1,18) = 12.6, p < .001, η2 = 0.58; the interaction 
between these factors was not significant, F(12,108) 
= 1.5, p = 0.154. Analysis of expression type using 
t-tests with Bonferroni correction (which is 
necessary due to the large number of contrasts being 
carried out) is displayed in Table 2. Simple contrasts 
of the ANOVA for intensity level (one-tailed) 
indicated that ‘normal’ expressions were given 
significantly higher confidence scores that ‘mild’ 
ones, p < 0.001, with a very large effect size, 
Cohen’s d = 1.99, and that there was an approaching 
significant benefit of ‘extreme’ over ‘normal’, p = 
0.083, d =  0.79. 
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To summarize.  Firstly, it can be seen that there 
are fairly large differences by actor, which is normal 
– e.g. [11]. Secondly, there are differences in 
confidence scores between the various expressions, 
with happiness being produced the best across all 
actors, and fear being the worst. These are typical 
results found elsewhere – e.g. [3][8][11]. Thirdly, 
based on the assumption that higher confidence 
scores indicate a more accurate identification of 
expression, mild expressions appear to be the 
hardest to classify, and extreme the easiest, a 
sensible outcome. Note that confidence scores 
increased reliably from mild to normal, but less so 
from normal to extreme, where the benefit was 
weaker (a marginally significant improvement).  
 
Table 2. Post hoc analysis using t-tests for the seven 
expressions (uncorrected probability values) 
anger disgust fear happiness pain sadness surpise
anger - 0.038 0.042 0.000 * 0.519   0.001 * 0.161
disgust - 0.010 0.000 *   0.001 * 0.378 0.271
fear - 0.000 * 0.508   0.001 * 0.044
happiness -   0.000 *   0.001 *   0.000 *





*Statistically significant contrast (note that with a 
Bonferroni correction applied, the significance level of 
0.05 should be considered as 0.05/20, or 0.005). 
 
4.5.2 Availability of confidence and image data 
A CD containing 2D animated clips and confidence 
scores for dataset validation may be obtained at 
www.ecson.org/resources/adsip_database.html. The 
3D raw data will be available online this summer, 
and processed images as soon as possible thereafter. 
 
5   Discussion and future work 
The current project is the first step to produce a 
comprehensive 3D database of facial expressions. 
We recruited the services 10 actors and actresses to 
produce seven expressions at three levels of 
‘intensity’; these were captured using a 3D dynamic 
system and a 2D camcorder. We also recruited a 
group of observers to formally analyze the accuracy 
of the 2D expressions. They did this by providing 
confidence ratings to each of the video sequences. 
Analysis of these data suggested that the general 
approach used was sensible. Both participant ratings 
and video sequences are now available (see 4.5.2). 
We are currently processing the 3D image files, 
to ensure image consistency (e.g. making sure that 
there are no ‘gaps’ remaining in the sequences). One 
of the next steps is to render these on a 3D viewer, 
as mentioned in section 2, and then to repeat the 
database validation – although this can clearly be 
done by other researchers, which we encourage. 
We think the most useful evaluation would be a 
comparison using four image modes. The first 
would be a static frame taken from the 2D camera at 
the ‘peak’ of the expression (similar to those shown 
in Fig. 3). This is perhaps the easiest and earliest 
method [3]. The second would be the same as that 
carried out in section 4, 2D sequences (camcorder). 
The third would be dynamic 3D. We predict that 
there will be a fairly large increase in the accuracy 
from 2D static to 2D dynamic, as found before, e.g. 
[10], and a further, albeit less dramatic improvement 
from 2D dynamic to 3D dynamic. It is perhaps 
prudent though to include a fourth condition, 3D 
static, as a comparison to 2D static; one would 
sensibly predict equivalence between these two 
conditions. (3D static information is unlikely to be 
more helpful than that of 2D static for expression 
perception, but this needs confirming.) 
A sensible next step would also be to expand the 
number of individuals in the database. It is clear that 
the use of actors, or trainee actors, is a valid 
approach. While it would appear advantageous to 
recruit members of the public, and in more natural 
settings, there are problems – e.g. [11]. Firstly, it is 
difficult to provide a range of stimuli that would 
naturally and reliably evoke a range of expressions. 
Even if this were possible, it would be unethical to 
try to elicit some emotions: fear, disgust and pain. 
Also, there is the general problem of knowing 
exactly which emotion a person was experiencing. 
Therefore, the use of actors is better. Nevertheless, 
we do acknowledge that there are certain 
applications where at least some naturally-produced 
expressions would be valuable: HCI emotion 
recognition, as mentioned above (e.g. [12]). 
However, these expressions might be only used in 
2D rather than 3D dynamic, and so the former image 
mode may be sufficient. 
As well as continuing our work on a facial 
expression recognition system [23], we would also 
consider revising the expressions captured. It would 
be advantageous to be more specific about some. 
For example, surprise clearly comes in two forms – 
pleasant and unpleasant – and it would be useful to 
differentiate these (and potentially capture both 
types). We would, though, consider increasing the 
number of different expressions. Potential 
candidates include agreement and disagreement, 
potentially for the film and animation industry, and 
confusion and clueless, for psychological research. 
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6   Conclusion 
This paper outlines the initial work done to produce 
a validated database of dynamic facial expressions 
in 3D. We have discussed the general methodology 
used to capture and process seven expressions, and 
provided and tested a methodology for validating 
them from the 2D dynamic footage. Confidence 
ratings and 2D dynamic data are now available for 
use by other researchers and practitioners; 3D 
expression data will be available this summer. We 
plan to validate the 3D dynamic information from 
the sequences collected so far and expand the 
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