Abstract. This paper gives an upper bound for a Wasserstein distance between the distributions of a partial sum process of a Markov chain and a Poisson process on the positive half line in terms of the transition probabilities and the stationary distribution of the Markov chain. The argument is based on the Stein's method, as adapted for bounds on the distance of the distributions of a point process from a Poisson process in Brown and Xia (1995) see also Barbour and Brown (1992) 
then Z converges in law to a homogeneous Poisson process with rate . The aim of this paper is to evaluate how well a Poisson process, written Po( ); where is a sigma nite measure on 0; 1); approximates in distribution the partial sum process Z in terms of the transition probabilities (p ij ) 0 i;j m and the stationary distribution ( 0 ; 1 ; :::; m ): One of the major problems in estimating the speed of Poisson process approximation is the choice of metrics. One of the widely used metrics is the total variation metric which is de ned as follows. For any two probability measures P and Q on the same domain, the total variation distance, d TV , between P and Q is de ned as d TV (P; Q) = sup jP(B) ? Q(B)j = 1 2 k P ? Q k; where the supremum is taken over all sets B in the common domain and k k denotes the total variation norm on nite signed measures. In the context of approximating the distribution of a partial sum process of a Markov chain by that of a Poisson process with di use mean measure, the total variation distance would be always one because all of the points of the partial sum process are in rational times while almost all points of the Poisson process are in irrational times. Thus, in order to describe how well a Poisson process approximates the partial sum process, we need a weaker metric. The metric used here is a d 2 metric introduced in Barbour and Brown (1992) .
For xed S > 0; set ? = 0; S] with metric d 0 (s; t) = js ? tj^1: We then consider con gurations on ? to be elements of H so that H is the space of nite, non-negative, integer valued measures on ? = 0; S], which, for notational convenience, we represent by their distribution functions, so that H = f P n i=1 1 t i ;S] : t 1 ; ; t n 2 0; S]; n 0g: Sometimes it will be also convenient to use the notation of measures for the elements of H and so H = f P n i=1 t i : t 1 ; ; t n 2 0; S]; n 0g: Let K stand for the set of functions k : ? ! The metric d 2 is considerably weaker than the total variation metric. However, a small value of d 2 distance implies that the laws of the partial sum process and the Poisson process are correspondingly close.
The current work is based primarily on the recent paper by Brown and Xia (1995) , with couplings introduced in Gri eath (1975) and Wasserstein (1969) Remark. It is interesting to contrast (1) and (2). Usually the term m 2 in (1) is larger than 3 in (2) while (2) has an extra term m P m k=0 P m i=0 ki : (2) is smaller when the Markov chain has`short-range' dependence see example 2 below] while it becomes worse when the chain exhibits a`long-range' dependence see example 1]. The proof of Theorem 1 rests on the maximal coupling introduced in Gri eath (1975) , and thus the bound involves n-step transition probabilities for all n 1. Sometimes, the bound turns out to be complicated in applications. Hence, it is desirable to derive easier upper bounds. By using the Wasserstein coupling in Wasserstein (1969) for reversible Markov chains, one can obtain the following result.
Theorem 2. In addition to assumptions in Theorem 1, suppose that P is reversible. Let ; 0 < ; < 1:
Then it is not di cult to check that the l-step transition matrix is = , the rst bound is the best. In addition, if 1 ? < (> resp.) , the second is better (worse resp.) than the third. Example 2. Assume p ij = p j ; for all 0 i; j m; i.e. X k ; k 0 are independent. Then p (l) ij = j = p j for all 0 i; j m; and so ij = 0 for all 0 i; j m: Now, (1) cf Example 3.9 of Barbour and Brown (1992) .] Note that Example 3.9 of Barbour and Brown (1992) assumes P(X 0 = 1) = and S is a nonnegative integer, while the result here does not assume these conditions, and thus the bound here looks slightly larger. Note that the transition matrix for this case is reversible and = 1, therefore applying Theorem 2 also gives (3).
x2. Preliminaries.
The proofs are based on Stein's method, as adapted for bounds on the distance of the distributions of a point process and a Poisson process in Brown and Xia (1995) see also Barbour and Brown (1992) for the original version].
In order to introduce the result in Brown and Xia (1995) , we need the following more metrics. Here x3. The proof of Theorems 1 and 2.
Let (X k ) k 0 be a Markov chain with transition matrix P and initial distribution P(X 0 = i) = i ; for 0 i m: De neZ(t) = P nt] i=1X i ; and let
The key point in evaluating the inequalities in Theorems 1 and 2 is coupling. The technique in constructing a coupling involves constructing two copies of X n which start from di erent states and evolve simultaneously in such a way that once they enter the same state, then they`stick together' from that time on.
For xed nonnegative integer i 0 , construct a pair of P-chains ( (4) and (5), in order to complete the proof of (1) and (2), it remains to show, for each nonnegative integer i 0 ; that (7) E kZ ? ( hence, according to (10), (7) follows.
To prove (8) and (9) (11), (12) and (13), completing the proof of Theorem 1.
Apropos of (9) :::
(1 ? ) l : Hence, combining (14) and (15) gives (16) E(T + ? 1) 1 ? :
Since the chain is reversible, we have also (17) E(T ? ? 1) 1 ? :
Now, (9) follows from (10), (11), (16) and (17), completing the proof of Theorem 2.
