Using Traffic Information for Time-Dependent Vehicle Routing  by Kritzinger, Stefanie et al.
 Procedia - Social and Behavioral Sciences  39 ( 2012 )  217 – 229 
1877-0428 © 2012 Published by Elsevier Ltd. Selection and/or peer-review under responsibility of 7th International Conference on City Logistics 
doi: 10.1016/j.sbspro.2012.03.103 
 
The Seventh International Conference on City Logistics 
Using traffic information for time-dependent vehicle routing 
Stefanie Kritzingera*, Karl F. Doernerb, Richard F. Hartla, Günter Kiechlec,  
Horst Stadlerc, Senthanal Sirpi Manoharc 
aUniversity of Vienna, Bruenner Str. 72, 1210 Vienna, Austria 
bJohannes Kepler University Linz, Altenberger Str. 69, 4040 Linz, Austria 
cSalzburg Research Forschungsgesellschaft, Jakob Haringer Str. 5/III, 5020 Salzburg, Austria 
 
Abstract 
In this paper we present an experimental evaluation of an algorithm for time-dependent vehicle routing problems 
using real-world traffic information. Vehicle routing problems (VRPs) have been extensively studied in the literature, 
mostly with constant travel times. In the time-dependent case travel times depend on the time of the day. For vehicle 
routing purposes travel time information is provided as time-dependent distance matrices, which are calculated using 
Dijkstra’s label-setting algorithm. Therefore, Dijkstra’s algorithm was adopted to integrate time-dependent travel 
times and to use efficient data structures in order to minimize its runtimes. The computational performance of the 
implementation was tested with the street network of Vienna and shows promising results. 
To solve the time-dependent vehicle routing problem with time windows (TD-VRPTW) a Variable Neighborhood 
Search (VNS) algorithm was applied. The experiment shows, that knowing time-dependent travel times during the 
tour planning process, it improves the solution quality of the resulting tours significantly. 
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1. Introduction 
Many companies operate a fleet of vehicles in order to transport goods or people as well as providing a 
service at a customer location. It is a valid challenge for vehicle dispatchers to find a cost efficient route 
plan that minimizes costs and also complies with all constraints like customer time windows. One basic 
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input for vehicle routing is the expected driving time between all relevant locations. Usually, driving time 
is computed and saved in distance matrices before any tour planning operations are performed. In the 
past, distances based on static travel times derived from length and estimated travel speed on each link in 
the street network. 
Unlike the well-studied VRPs with constant travel times, in the time-dependent case the travel time 
depends on the time of the day. This assumption approaches reality; in particular for urban areas travel 
times typically vary during the day, e.g., rush hours cause traffic congestions as the speed maps in Fig. 1 
show. In both figures a speed map of Vienna at different times is displayed: on the left hand side there is 
a speed map of 9 o’clock in the evening, on the right hand side there is a speed map of 8 o’clock in the 
morning. The light grey area in the middle shows the city center of Vienna, where vehicles are not 
allowed to go faster than 30 km/h. In the dark grey area, the outer districts of Vienna, the maximum speed 
is 60 km/h and in the black squares (250 meter x 250 meter), mostly the city highways, a speed higher 
than 60 km/h is allowed. 
 
 
Fig. 1. (a) Speed map of Vienna at 9:00 pm; (b) Speed map of Vienna at 8:00 am 
The speed map of the morning rush hour shows clearly that the light grey area expands: heavier traffic 
in the city center implies slower speed. This fact leads us to a longer travel time for the same distance. 
Based on some preliminary work (see [9]) we know that knowing the time-dependency in advance, it 
makes an approximation of real world conditions more realistic. In this paper four different scenarios 
with increasing level of time-dependency are created and two different types of numerical tests are 
performed. First, the VNS is run with constant travel times and the solution is evaluated with the time-
dependent scenarios. Second, the VNS is rerun with the time-dependent aspects. The results show that 
taking time-dependent travel times into account while optimizing provides substantial improvements in 
the total travel time. Infeasibility can be eliminated in most cases and the time window violations at the 
customer locations can be decreased. With these theoretical tests we perform similar tests with real-world 
floating car data of Vienna. 
Due to advances in traffic management systems, information about the current traffic situation is 
available in real-time. In addition to that, information about the typical traffic situation on a certain link 
and for a specific day is known from historical data. In order to provide time-dependent distance matrices 
in reasonable computation time suitable for dynamic vehicle dispatching in real-time, several 
enhancements to standard algorithms for shortest-path calculations were made and are reported. We 
219 Stefanie Kritzinger et al. /  Procedia - Social and Behavioral Sciences  39 ( 2012 )  217 – 229 
describe the time-dependent vehicle routing problem with soft time windows (TD-VRPSTW) and the 
solution method to solve it. An experimental evaluation for the TD-VRPSTW with and without time-
dependent travel times is performed and the consideration of time-dependent travel times is analyzed. 
2. Computation of time-dependent distance matrices 
As a basic method for shortest path calculation we are using Dijkstra’s label-setting algorithm which 
allows computation of all shortest paths from one starting node to all others. Dijkstra’s algorithm is one 
of the most efficient sequential algorithms working on graphs with non-negative weights. The basic idea 
behind Dijkstra’s algorithm is to partition the set of nodes V into found, examined and unreached nodes. 
In each iteration a node with least distance is selected from the examined list and declared found. All its 
connected nodes are declared examined. This procedure is iterated until all the nodes are labeled as 
found. Dijkstra’s algorithm terminates after at most n - 1 iterations, where n is the number of nodes in the 
graph. 
Dijkstra’s algorithm has three key operations which are performed iteratively and consume most of the 
running time of the algorithm. Those three key operations are findMin, deleteMin and decreaseKey. The 
findMin operation searches for the node with minimum distance in a list of examined nodes. Later, the 
found minimum node is removed from the list in the operation deleteMin. The third key operation is 
decreaseKey in which cost values of some nodes are updated. The runtime complexity of Dijkstra’s 
algorithm may be improved by employing more efficient data structures in terms of runtime performance 
for these key operations. We evaluated several different data structures and decided to use a bucket data 
structure for the node list in our implementation of Dijstra’s algorithm. Nodes in a bucket are connected 
through a doubly linked list, which is used to traverse the list quickly.  
The use of buckets for Dijkstra’s algorithm was first proposed by Dial (see [3]). Later, further 
investigations were performed by Zhan (see [14]). Using efficient data structures, Dijkstra’s algorithm 
can be implemented to have a runtime complexity of O(|m| + |n| log n) where m and n are the number of 
edges and number of nodes, respectively. Fig. 2 shows a bucket data structure with ten buckets holding a 
list of nodes according to their distance value. 
In scenarios where distance matrices are required, Dijkstra’s method has the advantage to provide a 
whole single line of the matrix (see [10]) as a result. Additionally, we implemented several enhancements 
necessary for real world scenarios like turn restrictions, turn costs and one-way streets. Turn restrictions 
can be addressed with node splitting or dual-graph approaches (see [4]). We implemented both variants 
and additionally tested different data structures to store and maintain the set of labeled nodes in the 
algorithm. 
Furthermore, in our implementation we use a dual-graph approach and integrate time-dependent travel 
times. Thus, we adopte the travel speed model proposed by Ichoua et al. (see [8]). This model assumes 
constant speed over the entire link and sticks to the so called non-overtaking condition. 
Time-dependent distance matrices are computed in two steps. First, the street network graph is updated 
with Floating Car Data information which covers the current and forecasted traffic situation for every 
street. Second, the extended version of Dijkstra’s algorithm which considers time-dependent travel time is 
used to compute the distance matrices for various departure times. The Floating Car Data we used for our 
calculations contain travel time information for each time slot of 15 minutes. Thus, a planning time 
horizon of one day is divided into 96 time steps (time intervals) like depicted for an arbitrary link in Fig. 
3 below.  
220   Stefanie Kritzinger et al. /  Procedia - Social and Behavioral Sciences  39 ( 2012 )  217 – 229 
 
Fig. 2. Bucket data structure 
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Fig. 3. Time-dependent travel time on a street link for a period of 24 hours 
The Floating Car Data used in this experiment is provided by a fleet of taxis in Vienna. Those taxis are 
equipped with a Global Positioning System (GPS) sensor and report their location in a certain interval in 
real-time. The reported positions are assigned to the corresponding segment in the street network and a 
speed value for this link is calculated according to the recorded positions along the current route. By 
taking all collected FCD from the past and from the current period into account, current speed values for 
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all visited segments are estimated. Some of the suitable statistical methods for this estimation are reported 
by Asamer et al. (see [1]). For the experiment reported in this paper, only historical FCD information is 
used. Thus, no non-recurrent events like incidents are considered in the time-dependent distance 
information. 
We perform different tests with our implementation on the street network of Vienna, which consists of 
70.775 edges. Furthermore, we use dynamic travel times derived from Floating Car Data and test the 
performance with a random selection of customer locations. Our results show that average computation 
time for one line of a distance matrix is 50 milliseconds. If you assume a scenario with 200 customers, the 
total computation time is approximately 10 seconds for a whole distance matrix. Fig. 4 shows the CPU 
runtime for the calculation of various distance matrices for an Intel Core2Quad Q9559 and an Intel Xeon 
W3565 processor. 
 
0
20
40
60
80
100
120
10 50 100 200 300 400 500 600 700 800 900 1000
Number of Locations
R
un
tim
e 
in
 S
ec
on
ds
Intel Core2Quad Q9550 Intel Xeon W3565
 
Fig. 4. Runtime performance of distance matrix calculations 
For testing our vehicle routing algorithms described later in this paper, we use the Solomon's 100-
customer Euclidean (VRP) instances (see [13]). To get a more practical scenario including time-
dependent travel times, Solomon’s instances are rescaled and mapped into our test region – the City of 
Vienna – and then time-dependent distance matrices are computed. Fig. 5 shows a rescaled customer 
locations map of one instance of Solomon’s instance class C1, which are clustered groups of customers. 
Obviously, the geographical clustering is preserved while rescaling customer locations into the test 
region. 
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Fig. 5. Rescaled Solomon’s instances mapped onto the street network of Vienna (© Google Maps) 
3. Time-dependent vehicle routing 
The TD-VRPSTW is a generalization of the vehicle routing problem with soft time windows 
(VRPSTW) with time-dependency of travel times introduced by Taillard et al. [14]. Shortly, the 
VRPSTW basically consists of finding a set of routes of minimized travel time made by a fleet of 
vehicles starting from a specified depot, visiting a set of geographically distributed customers and 
finishing the route at the depot in consideration of capacity and tour length restriction. Each route must 
start and end within the time window assigned to the central depot, as opposed to the customers to which 
soft time windows are associated. A soft time window is characterized as: if the vehicle arrives too early, 
it has to wait to start its service; if the vehicle arrives too late, the difference between the arrival time and 
the latest service time, the so called tardiness, is penalized in the objective value. The cost to be 
minimized is: 
 
obj(x)  = c(x) + cγ(x),                                                                    (1) 
 
where c(x) is the total travel time over all routes and cγ(x) is the total tardiness over all customers. 
Through adding time-dependency of travel times a TD-VRPSTW is given. 
For the realization of time-dependent travel times, the time horizon of the considered problem is 
divided into p time intervals T1,…,Tp with different travel speeds. An efficient and simple way of 
calculating the time-dependent travel times is introduced by Ichoua et al. (see [8]). Instead of the 
assumption of a constant travel speed over the entire length of an arc, the speed changes when a vehicle 
crosses the boundary between two consecutive time periods. If a vehicle waits at a node before starting 
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traveling because in the next time period it can go with higher speed, it can arrive earlier at the next node 
(see Fig. 6 (a)). Therefore the travel speed has to be adjusted when a boundary between two consecutive 
time periods is crossed (see Fig. 6 (b)). In case of time-dependency, the First-In-First-Out (FIFO) 
property has to be fulfilled. That is, leaving a node earlier guarantees that one will arrive earlier at 
destination. The FIFO property is assured by using a step function for the speed distribution, from which 
the travel times are then calculated, instead of a step function for the travel time distribution.  
 
  
Fig. 6. (a) Waiting is allowed to increase the speed afterwards; (b) Changing travel speed when a boundary between two periods is 
crossed 
4. Solution method 
For the solution process of the TD-VRPSTW, we apply the VNS algorithm proposed by Mladenović 
and Hansen (see [11]).  
The basic scheme of the VNS is initialization, shaking, local search and acceptance decision. For 
initialization a finite set of pre-selected neighborhood structures max,,1, NNN  N , is defined, where 
1NN  is typically larger than NN . Further an initial solution is obtained randomly or heuristically. As 
stopping condition, e.g. a limit on the CPU time, a limit on the number of iterations or a limit on the 
number of iterations between two improvements is configured. The initialization is followed by a so-
called shaking step, which randomly selects a solution from the first neighborhood of the incumbent 
solution. A local search procedure starting from this created solution is performed to obtain a local 
optimum. Within the acceptance decision step it has to be decided to move or not to the new local optimal 
solution. In this simplified case, if the current solution is better than the incumbent solution, the 
incumbent solution is replaced by the current solution and the search continues with the shaking step 
within the first neighborhood, otherwise the search proceeds with the next neighborhood. For a more 
precise description on VNS see Hansen and Mladenović (see [5] and [6]) and Hansen et al. (see [7]). 
We choose the components initial solution, shaking and acceptance decision of the VNS as described 
in Kritzinger et al. (see [9]). The local search procedure, which only searches for improvements within 
the routes that were modified in the shaking step, is the following: We apply three different local search 
methods, 2-opt, an inter-tour move operator and Or-opt. For detailed description see the survey of Bräysy 
and Gendreau (see [2]). 
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5. Computational results 
For the testing, we use the Solomon's 100-customer Euclidean problems (see [13]). In these problems, 
customers are generated within a [0, 100]2 square. The customer locations of the instance class C are 
clustered in groups, the customer locations of the instance class R are randomly generated and the 
customer locations of the instance class RC are a mix of clustered in groups and randomly generated 
customer locations. In the problem sets of instance classes C1, R1 and RC1 only a few customers can be 
served on one route, contrary to the problems of instance classes C2, R2 and RC2, where many customers 
can be served by the same vehicle. 
For a real-world situation, we transfer the Solomon test instances to a 12 hour working day with 48 
periods of 15 minutes length. The working day starts at 7.00 am in the morning and ends at 7.00 pm in 
the evening. 
 
 
Fig. 7. Travel times behavior of 10 randomly chosen links of problem C103 
In Fig. 7 we visualize ten randomly chosen distances of problems C103. On the x-axis there is the time 
period, on the y-axis the travel time. We observe that in some cases the travel times do not behave as 
expected. In Fig. 7 an evening peak between period 36 and 48 – that is between 3.30 pm and 7.00 pm – 
can be found. There should be a similar morning peak approximately between period 3 and 12 – that is 
between 7.30 am and 10.00 am. Nevertheless, one can imagine a slight morning rush hour.  
We observe that in the data a clear morning peak is seldom given. What has to be mentioned is that the 
level of time-dependency in our tests with real-world data is between 0% and 20%. In the preliminary 
theoretical work (see [9]) the weakest level of time-dependency is continuously 20%. The level of time-
dependency in our test instances is extracted from the real-world data, contrary to the time-dependent 
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levels in the preliminary study which are theoretically estimated. As it is shown in the mentioned paper, 
the higher the time-dependent level is, the bigger is the effect in the solution quality while taking time-
dependent travel times into account. The travel time matrices are transformed to the Solomon instances to 
guarantee the similar difficulty than in the original problems. Therefore the speeds are transformed in the 
right way that the average speed in each matrix is approximately 1. 
We perform two different numerical tests. First, we show that ignoring time-dependent travel times 
leads to poor performance. To do this, we run VNS ten times – each run is ten minutes – with the average 
travel time matrices and we evaluate the solutions with the time-dependent travel time matrices (see 
Tables 1 – 6: Avg. tt evaluated with td tt). Second, we rerun VNS ten times with the time-dependent travel 
time matrices again (see Tables 1 – 6: Time-dependent travel time) and we show that taking time-
dependency into account improves most of the values significantly compared to the solutions without the 
time-dependent aspect during the solution process. In Tables 1 – 6 the abbreviations veh., avrg. ttt, avrg. 
tard, avrg. obj, and avg. gap stand for number of vehicles, average total travel time, average tardiness, 
average objective value and average gap.  
Table 1. Comparison of solutions of problem class C1 
  Avg. tt evaluated with td tt  Time-dependent travel time  
Problem Veh. Avg. ttt Avg. tard. Avg. obj.  Avg. ttt Avg. tard. Avg. obj. Avg. gap 
C101 10 830.18 0 830.18  789.62 0 789.62 -4.88% 
C102 10 830.18 0 830.18  789.59 0 789.59 -4.89% 
C103 10 829.20 0 829.20  788.82 0 788.82 -4.87% 
C104 10 825.96 0 825.96  786.20 0 786.20 -4.81% 
C105 10 830.18 0 830.18  789.36 0 789.36 -4.92% 
C106 10 830.18 0 830.18  789.62 0 789.62 -4.88% 
C107 10 830.18 0 830.18  789.62 0 789.62 -4.88% 
C108 10 830.18 0 830.18  789.28 0 789.28 -4.93% 
C109 10 830.18 0 830.18  789.62 0 789.62 -4.88% 
Avg. 10 829.60 0 829.60  789.08 0 789.08 -4.88% 
 
On average for all instance classes taking time-dependency into account improves the objective value 
significantly, specially for instance classes C1, R1, RC1 and C2. Improvements up to 12% are achieved, 
e.g. problem C204 can be improved with 10.30%, problem R207 with 11.55% or problem R211 with 
12.59%. But also improvements up to 5% are common. This is a strong argument that time-dependent 
travel times should be considered during the solution process. The theoretical tests in [9] show that for 
instance class C1 it cannot be testified if time-dependent travel times during the solution process succeed, 
contrary in our real-world case the results are significant. 
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Table 2. Comparison of solutions of problem class R1 
  Avg. tt evaluated with td tt  Time-dependent travel time  
Problem Veh. Avg. ttt Avg. tard. Avg. obj.  Avg. ttt Avg. tard. Avg. obj. Avg. gap 
R101 19 1501.51 79.99 1581.50  1434.34 76.71 1511.05 -4.45% 
R102 17 1360.35 37.09 1397.44  1301.13 36.46 1337.59 -4.28% 
R103 13 1163.82 17.28 1181.10  1105.02 22.33 1127.35 -4.55% 
R104 9 1008.83 36.60 1045.43  969.00 19.34 988.34 -5.46% 
R105 14 1314.76 45.53 1360.29  1276.76 35.79 1312.55 -3.51% 
R106 12 1218.30 39.26 1257.56  1181.41 25.28 1206.69 -4.05% 
R107 10 1094.59 33.03 1127.62  1055.10 10.27 1065.37 -5.52% 
R108 9 980.28 3.22 983.50  935.53 11.53 947.05 -3.71% 
R109 11 1184.58 20.97 1205.55  1152.35 25.52 1177.87 -2.30% 
R110 10 1120.50 50.34 1170.84  1070.39 31.56 1101.95 -5.88% 
R111 10 1091.10 25.81 1116.91  1065.83 24.66 1090.49 -2.37% 
R112 9 994.87 34.82 1029.69  991.98 37.09 1029.07 -0.06% 
Avg. 11.92 1169.46 35.33 1204.79  1128.24 29.71 1157.95 -3.89% 
Table 3. Comparison of solutions of problem class RC1 
 
 Avg. tt evaluated with td tt  Time-dependent travel time  
Problem Veh. Avg. ttt Avg. tard. Avg. obj.  Avg. ttt Avg. tard. Avg. obj. Avg. gap 
RC101 14 1539.99 62.96 1602.95  1503.38 60.73 1564.11 -2.42% 
RC102 12 1395.02 56.25 1451.27  1330.83 80.23 1411.06 -2.77% 
RC103 11 1232.21 27.55 1259.76  1188.38 14.35 1202.73 -4.53% 
RC104 10 1124.91 9.15 1134.06  1099.93 7.90 1107.83 -2.31% 
RC105 13 1393.47 62.92 1456.39  1366.40 47.15 1413.55 -2.94% 
RC106 11 1280.20 75.13 1355.33  1291.28 42.89 1334.17 -1.56% 
RC107 11 1201.98 3.03 1205.01  1165.71 19.51 1185.22 -1.64% 
RC108 10 1117.18 23.12 1140.30  1082.02 11.72 1093.74 -4.08% 
Avg. 11.5 1285.62 40.01 1325.63  1253.49 35.56 1289.05 -2.76% 
 
In the theoretical study (see [9]) the solution of the first run – the time-dependent evaluation of the 
constant solution - is often infeasible. Infeasibility is possible through the route length when the sum of 
total travel time, waiting time and service time is bigger than the considered time horizon. In our 
generated real-world problem, there are just two problems, problem R104 and problem R207, where 
infeasibility is just in the first run. But in both problems the infeasibility appears in one out of ten runs 
and it is so small, 0.21 and 0.01 respectively, that it can be neglected. In the second run, where the time-
dependency is considered during the solution process, no infeasibility appears. 
 
227 Stefanie Kritzinger et al. /  Procedia - Social and Behavioral Sciences  39 ( 2012 )  217 – 229 
Table 4. Comparison of solutions of problem class C2 
  Avg. tt evaluated with td tt  Time-dependent travel time  
Problem Veh. Avg. ttt Avg. tard. Avg. obj.  Avg. ttt Avg. tard. Avg. obj. Avg. gap 
C201 3 592.87 0 592.87  582.89 0 582.89 -1.68% 
C202 3 592.87 0 592.87  582.89 0 582.89 -1.68% 
C203 3 592.50 0 592.50  582.49 0 582.49 -1.69% 
C204 3 666.68 0 666.68  598.03 0 598.03 -10.30% 
C205 3 590.19 0 590.19  580.11 0 580.11 -1.71% 
C206 3 589.82 0 589.82  580.11 0 580.11 -1.65% 
C207 3 589.62 0 589.62  579.80 0 579.80 -1.66% 
C208 3 589.65 0 589.65  580.59 0 580.59 -1.54% 
Avg. 3 600.53 0 600.53  583.37 0 583.37 -2.86% 
Table 5. Comparison of solutions of problem class R2 
  Avg. tt evaluated with td tt  Time-dependent travel time  
Problem Veh. Avg. ttt Avg. tard. Avg. obj.  Avg. ttt Avg. tard. Avg. obj. Avg. gap 
R201 4 1229.23 17.94 1247.17  1208.32 18.78 1227.10 -1.61% 
R202 3 1199.05 20.14 1219.19  1200.99 14.05 1215.04 -0.34% 
R203 3 982.57 4.53 987.10  967.19 8.12 975.31 -1.19% 
R204 2 920.75 37.38 958.13  924.09 95.52 1019.61 6.42% 
R205 3 1038.32 0.71 1039.03  1059.50 0.08 1059.58 1.98% 
R206 3 936.42 4.92 941.34  953.35 1.33 954.69 1.42% 
R207 2 988.70 251.55 1240.25  978.79 118.26 1097.05 -11.55% 
R208 2 783.62 1.01 784.63  797.34 1.80 799.14 1.85% 
R209 3 959.21 3.69 962.90  947.32 7.19 954.51 -0.87% 
R210 3 1006.45 5.31 1011.76  968.14 3.38 971.52 -3.98% 
R211 2 970.41 150.21 1120.62  919.68 59.87 979.55 -12.59% 
Avg. 2.73 1001.34 45.22 1046.56  993.16 29.85 1023.01 -2.25% 
 
For instance classes R2 and RC2 (see Table 5 and 6) in more than 50% of the runs improvements can 
be achieved. But here are some test instances where no improvement is possible. We observe that for 
solving these problems just two or three vehicles are available to service all customers. Therefore we 
conclude that the more customers have to be served in one route while considering tight time windows, 
the more difficult it is to solve the problem with a high level of solution quality. 
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Table 6. Comparison of solutions of problem class RC2 
  Avg. tt evaluated with td tt  Time-dependent travel time  
Problem Veh. Avg. ttt Avg. tard. Avg. obj.  Avg. ttt Avg. tard. Avg. obj. Avg. gap 
RC201 4 1429.02 5.48 1434.50  1405.86 9.63 1415.49 -1.33% 
RC202 3 1292.61 59.25 1351.86  1348.66 25.46 1374.12 1.65% 
RC203 3 1090.25 0.67 1090.92  1099.50 8.12 1107.62 1.53% 
RC204 3 842.93 1.87 844.80  869.86 4.56 874.42 3.51% 
RC205 4 1326.06 54.03 1380.09  1348.29 22.30 1370.59 -0.69% 
RC206 3 1227.99 7.86 1235.85  1213.50 11.92 1225.42 -0.84% 
RC207 3 1127.48 4.31 1131.79  1092.09 4.19 1096.28 -3.14% 
RC208 3 920.24 1.47 921.71  865.80 2.17 867.97 -5.83% 
Avg. 3.25 1157.07 16.87 1173.94  1155.44 11.04 1166.49 -0.63% 
6. Conclusion 
Knowing the current and expected future travel times in advance provides a better basis for decisions 
in vehicle routing. Our results show for a good data quality that taking time-dependent travel times into 
account provides substantial improvements of the considered objective function. Additionally, using 
time-dependent travel time information reduces the number of infeasible solutions.  
For working on improvements, the quality of Floating Car Data should be improved and time-
dependent distance matrices should be newly generated. It is expected, that advantages of using time-
dependent travel times for vehicle routing increase if the quality and accuracy data sources can be 
improved. Thus, we are planning to utilize further data sources and not Floating Car Data only. 
Furthermore, we are working on providing time-dependent travel time information on-line, which 
would cover also unpredictable events like traffic jams caused by incidents. In this way, time-dependent 
vehicle routing should be available for planning tools in practice. 
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