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Abstract
The home energy management problem has many different facets, including economic viability, data uncertainty and quality of
strategy employed. The existing literature in this area focuses on individual aspects of this problem without a detailed, holistic
analysis of the results with regards to practicality in implementation. In this paper, we fill this gap by performing a comprehensive
comparison of seven different energy management strategies, each with different levels of practicality, sophistication and computa-
tional requirements. We analyse the results in the context of these three characteristics, and also critique the modelling assumptions
made by each strategy. Our analysis finds that using a more sophisticated energy management strategy may not necessarily improve
the performance and economic viability of the PV-battery system due to the effects of modeling assumptions, such as the treatment
of uncertainties in the input data and battery degradation effects.
Keywords: distributed energy resources, techno-economic assessment, home energy management, solar PV, battery storage,
battery degradation
1. Introduction
Behind-the-meter distributed energy resources (DER), par-
ticularly solar PV and battery systems, are increasing in number
in Australia and other parts of the world. As part of this, many
energy management solutions employing DER have been pro-
posed with the aim of minimising consumer’s electricity costs
as well as improving home comfort levels. Given the signif-
icant capital cost of these resources, home owners also seek
to maximise their financial return on investment, and recover
costs within a reasonable time frame. The economic benefits
attainable therewith depend to a considerable extent on the per-
formance of the energy management strategy deployed, and the
tariff faced by the end user. From a practical point of view, en-
ergy management strategies can provide good quality and accu-
rate solutions to the extent to which demand and PV forecasts
can be accurately predicted while taking into account the com-
putational limitations of a particular method. Our intent in this
paper is to assess how various strategies fare in terms of their
quality, practicality, sophistication and computational require-
ments, and to explain these outcomes in terms of the strategies
employed and the modelling assumptions made when employ-
ing a given strategy. In the following sections, we provide some
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relevant background information on this topic and motivations
for the research and then we outline the main contributions of
this paper.
1.1. Background and motivation
The advancement in smart grid technologies has enabled
a seamless integration of behind-the-meter distributed energy
resources (DER) into distribution networks, where customers
now have more control of their electricity use than ever be-
fore [1, 2]. With supportive policies and the falling cost of these
resources, we expect to see DER contributing significantly to
the global energy mix in the near future. In Australia, for ex-
ample, the price of residential solar PV systems dropped from
roughly 12.5 $/W in 2006 to about 2.42 $/W in 2016 and pro-
jections by the Australian Energy Market Operator (AEMO)
see an annual cost decline of 1.5% for all PV system sizes un-
til 2040. Furthermore, the prices for battery storage systems
are predicted to fall from approximately 650 $/kWh in 2017 to
around 300 $/kWh in 2037 [3, 4]. These massive drops in prices
have caused a spike in the uptake of DER in Australia and other
parts of the world [5, 6].
In the residential setting, DER are typically managed by a
home energy management system (HEMS). The HEMS moni-
tors and controls DER, and facilitates customer participation in
demand response (DR) programs. Smart home energy manage-
ment systems have been used in the recent literature to demon-
strate how residential customers can effectively maximise their
benefits for participating in DR schemes [1, 2, 7–9].
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Nomenclature
Sets
C Set of customers, c ∈ C
D Set of days, d ∈ D in a year,D = {1, ..., 365}
H Set of half-hour time-slots, h ∈ H in a day,
H = {1, ..., 48}
Variables
dg direction of grid power flow (0: demand to grid, 1:
grid to demand)
eb Battery state of charge
pb+/− Battery charge/discharge power
pg+/− Power flowing from/to grid
sb Battery charging status (0: discharge, 1: charge)
Parameters
eb Battery minimum state of charge
e¯b Battery maximum state of charge
p¯b+/− Maximum battery charge/discharge power
p¯g Maximum power taken from/to grid
∆h Half hourly time steps
ηb+/− Battery charging/discharging efficiency
pd Total customer demand
ppv Power from solar PV
pres Net demand
Abbreviations
ANN Artificial neural network
BESS Battery energy storage system
DER Distributed energy resources
FiT Feed in tariff
HEMS Home energy management system
IRR Internal rate of return
MILP Mixed integer linear programming
PFA Policy function approximation
PV Photovoltaic
RNN Recurrent neural network
SCM Self consumption maximisation
SCR Self consumption rate
SOC State of charge
SOH State of health
ToU Time of use
ToUA Time of use arbitrage
Tariff Nomenclature
T fit Feed-in-tariff (FiT)
T tou Time-of-use energy charge
In more detail, HEMS are automated decision making tools
for optimally scheduling DER and household appliances in or-
der to minimise electricity cost as well as maintain an accept-
able thermal comfort level. To fully benefit from a HEMS,
electricity prosumers need to deploy an energy management
strategy that results in higher electricity cost savings and re-
covers investment expenditures in a timely manner, given a par-
ticular retail tariff. This, however, depends on the availability
and accuracy of day-ahead predictions of solar PV generation
and demand. Since the load of a household is highly unpre-
dictable, a simple energy management strategy will provide so-
lutions based on the information available at the time of PV
and/or battery installation. This implies the use of generic load
profiles, which are as close as possible to a consumer’s typical
load usage data (as a demand estimate), given various demo-
graphic (number and age of occupants) and home appliance de-
tails (electric or gas heating and cooking appliances), and then
taking advantage of weather forecasts to predict PV generation.
Although, this results a sub-optimal solution when compared
to a scenario where more accurate demand profiles are known
beforehand, or where accurate forecasts are possible, it gives
a reasonable estimate of the power exchanged with the grid
and consequently the overall cost of electricity. As time pro-
gresses, the energy management strategy can provide more ac-
curate results based on observed load and PV usage patterns of
the particular customer in question. This, in turn should result
in greater cost savings for the end-user.
The HEMS strategies employed by residential customers
with DER are affected by the existing tariff regime. In sev-
eral countries with high PV uptake rates, residential feed-in
tariffs have been reduced at the same time as electricity retail
prices have risen [10]. In this context, self-consumption max-
imisation (SCM) of the home solar PV generated power has
become a commonly used energy management strategy; and
currently, many smart inverters are capable of maximising the
self-consumption of solar PV generated as a built-in feature.
This essentially sets the PV-battery controller in the HEMS to
self-consume as much solar power as possible and store the ex-
cess power in the battery to be used later in the evening. Here,
the battery is only charged with power from the solar PV; and
for maximum self-consumption, it is typical to charge the bat-
tery with the maximum possible charging rate and at the earliest
time possible [11].
An alternative to SCM is the use of Time of Use Arbitrage
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(ToUA). This strategy involves pre-charging the battery with
grid power during cheap off-peak periods, for use during peri-
ods of high electricity prices, when a customer faces ToU tariffs.
This offers some extra security for power when there is a fore-
cast of low PV generation. Both SCM and ToUA are heuristic
approaches to energy management, and they do not explicitly
minimise electricity cost. They do so by either storing excess
PV generation and use it later to maximise self-consumption or
by shifting consumption to low-price periods.
In addition to these two rule-based heuristic strategies, this
work also examines the economic benefits of using principled
energy management strategies based on optimisation methods,
namely:
• mixed integer-linear programming (MILP), which explicitly
minimises cost in an optimisation platform;
• dynamic programming (DP), where the sequential decision
energy management problem is cast as Markov decision pro-
cesses (MDP), and
• policy function approximations (PFA), which are neural net-
works trained with the output of one of the two optimisation-
based HEMS approaches to provide fast online solutions,
where in this work we use MILP1 to generate the training
data.
These home energy management strategies are analysed and
compared in the context of assumptions made, available infor-
mation and their level of practicality.
1.2. Contributions
In this work, we complete a comparative techno-economic
assessment of different HEMS strategies considering forecast
and computational limitations. Recent research in this area,
assessing the techno-economic feasibility of PV-battery sys-
tems [12–22] has neglected a detailed holistic comparison of
several energy management strategies, such as the effects of
forecast errors and modeling assumptions of the performance
of a strategy.
Although a review of HEMS modelling and complexity was
performed in [23], the authors did not perform any simula-
tion to support the findings of the review, and the state-of-the-
art optimisation-based approaches were not considered in view
of practical implementation. In light of this, in our previous
work [24] we compared a principled optimisation technique,
MILP, with three rule-based heuristic strategies. Our results
showed that well-tuned heuristic strategies can produce near-
optimal solutions with lesser computational burden. However,
several real-world features of the HEMS problem were over-
looked, as where more-sophisticated HEMS strategies, and ac-
cordingly, the work reported in this paper extends our previous
work to consider these facets of the problem.
Given this, the analysis in this paper extends the work done
in [23] and preliminary results in our earlier conference pa-
per [24] in the following ways:
1The choice of MILP is not essential to the PFA strategy; any other princi-
pled optimisation approach can be used to generate the training data as well.
• We perform a detailed literature review of energy manage-
ment strategies in different contexts that affect their perfor-
mance.
• We model and implement seven different energy manage-
ment strategies and evaluate their techno-economic per-
formance, considering forecast uncertainties, computational
limitations and battery degradation.
• We validate the performance of the energy management
strategies using real customer load traces from the Ausgrid
Solar Home Electricity Data and retail tariffs used in the Syd-
ney region of Australia.
• We perform a detailed analysis of the simulation results in
the light of modelling assumptions made and with respect
to practical implementation, such as linearised battery oper-
ation and battery degradation effects. Our findings indicate
the best HEMS strategy for a customer often depends on the
quality of the data and accuracy of load and PV forecasts
available.
1.3. Organisation
The remainder of the paper is organised as follows: Section
II presents a comprehensive literature review of the topic. In
Section III, we present an overview of the techno-economic
assessment framework. Following this, we describe the dif-
ferent home energy management strategies in Section IV. The
economic and technical (battery degradation) analyses are dis-
cussed in detail in Sections V and VI, respectively. In Section
VII, we present and analyse the results, and in Section VIII, we
discuss the results and conclude the paper.
2. Literature review
Methods and models for implementing smart home energy
management systems have recently received considerable at-
tention. In this section, we review relevant research covering
energy management strategies in the context of areas related to
this work, namely: cost savings; load and PV generation fore-
casting; temporal resolution; modelling complexity and com-
putational feasibility; retail tariff settings, and; battery degrada-
tion.
2.1. Cost savings
Self-consumption maximisation (SCM) is a simple but effec-
tive heuristic approach for reducing energy costs. In research
studies, SCM has been frequently used as an energy manage-
ment strategy to fully harness the potential of distributed en-
ergy resources, and it is made more effective by incorporating
storage into the system, or by employing demand side manage-
ment measures, as demonstrated in [11, 25–29]. In [25], SCM
was used to obtain an average financial gain per day of up to
30% in summer. Likewise, in [29], the self-consumption rate
(SCR, defined as the ratio between self-consumed power and
generated PV power) was shown to increase by 13-24% with a
storage size of 0.5-1 kWh per installed kW PV size.
However, batteries are useful in increasing PV self-
consumption up to some certain kWh limit in relation to a par-
ticular PV size, after which benefits become marginal according
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to studies in [30–32]. Looking deeper, the studies in [33, 34]
find that the extent to which battery storage can increase a cus-
tomer’s SCR is dependent on the actual household daily or aver-
age annual electricity consumption. In particular, [29, 34] show
that batteries perform best in maximising PV self-consumption
when their capacity matches the customer’s daily consumption.
In light of the above, in our work, we consider the case where
all customers have PV-battery systems. We compare the sav-
ings achieved by using a PV-battery system with principled
optimisation-based HEMS strategies to the cost savings from
using a simple heuristic strategies like SCM and ToUA, given
same input parameters and assumptions.
2.2. Load and PV generation forecasting
Forecasts of load and PV generation are essential inputs to
any optimisation-based HEM strategy. While PV forecasting
is relatively straight-forward with a good weather forecasts,
forecasting individual customer’s loads is quite challenging.
Nonetheless, many studies in this area assume perfect foresight
of PV and demand, even though this is not possible in reality.
Accurate day-ahead forecast of PV generation, which is de-
pendent on precise weather forecasts, is integral to the max-
imisation of PV-battery SCR (self-consumption rate) and con-
sequently on cost savings [35, 36]. In view of this, [37]
investigated the impacts of weather forecast errors on the
self consumption rate of PV-battery systems. Their results
show an SCR reduction of 0.5-4.5%, with global horizon-
tal irradiance (GHI) root mean square error in the range of
0.622-1.687 kWh/m2/day. Furthermore, [38] implemented a
receding-horizon optimisation to minimise the adverse effects
arising from inaccurate PV generation forecasting. On the other
hand, [39, 40] showed that battery storage systems can cushion
the impacts resulting from solar PV forecast errors. Similarly,
[41] show how to use batteries to minimise the difference in
annual SCR due to forecast errors.
In contrast, customer day-ahead demand, is generally harder
to predict accurately, because it depends on more uncertain fac-
tors when compared to PV output prediction [42, 43]. One rea-
sonable way to forecast a day’s demand is to use load profile for
the previous week, as consumers usually have a typical weekly
consumption pattern [11]. This is known as a persistence fore-
cast. This method was implemented in [28], and resulted in a
4.4% reduction in SCR compared to a perfect forecast scenario.
This SCR reduction was achieved, however, using a PI con-
troller that minimises forecast uncertainties. In this work, we
also apply a simple persistence forecast algorithm, but instead
use it to analyse the impacts of forecast errors on optimisation-
based energy management approaches and on a larger set of
economic indicators.
2.3. Temporal resolution
Past studies in the area of PV-battery optimisation and self-
consumption have used low resolution PV and demand data,
typically of either 30 minutes [8, 44–48] or 1 hour [26, 48–62].
This is mainly due to the unavailability of data with finer res-
olution, since household smart meters are usually set to record
data in 30 minutes intervals. However, demand and PV tempo-
ral resolution can have a significant impact on PV-battery self
consumption [63–68]. In [63], the impacts of the temporal res-
olution of demand and solar PV generation on PV-battery self
consumption were studied. They concluded that adding stor-
age to PV systems have the effect of mitigating the influence
of lower resolution data on SCR. A similar outcome is found
in [66]. However, with PV systems alone, a 15 minute reso-
lution data is required for PV and demand in order to achieve
reasonably accurate results. For the aforementioned reasons,
in this paper, we use half-hourly resolution data for PV-battery
systems, in order to minimise SCR errors.
2.4. Modelling complexity and computational feasibility
Computational complexity of an optimisation problem is
measured by its time and space computational cost. The com-
plexity of any HEMS-solution method depends on a range of
factors, including modelling simplicity and/or model assump-
tions, input or model description size, and the algorithmic com-
plexity of the energy scheduling strategy deployed.
Several advanced optimisation-based approaches have been
proposed for solving the home energy management problem.
They include: principled optimisation approaches, such as
mixed-integer linear programming (MILP) [22, 63, 69–75],
stochastic optimisation [76–78], robust optimisation [79, 80],
dynamic programming (DP) [58, 81–83], approximate dynamic
programming (ADP) [8]; local search and evolutionary meth-
ods, such as particle swarm optimisation [84–87] and genetic
algorithms [88, 89] The problem is typically formulated in the
spirit of model predictive control [1, 90, 91] although this might
not be explicitly stated.
In general, the objective of a HEMS is to provide reasonably
fast, accurate energy management schedules. To do this well,
it should also consider uncertainties in input data and operat-
ing characteristics of the devices under its control [92]. For
example, if the uncertainties in the load or PV output, and the
nonlinearities in the battery and inverter operation are both con-
sidered, the model better captures reality, but at the expense of
modelling simplicity and computational speed. Thus, there is a
trade-off between model complexity and computational burden.
At one extreme, this can be seen in the case of DP, which
results in high-quality solutions by incorporating both uncer-
tainties and nonlinearities. On the other hand, the use of MILP,
which approximates (linearises) the battery operating charac-
teristics and lies on deterministic forecasts, results in a faster
solution but with a lower quality. To address the computational
challenge of DP, authors in [81] approximated the influence
of uncertainties in PV and demand while authors in [93] used
ADP with temporal difference learning to obtain a faster solu-
tion with only a slight reduction in quality. Furthermore, even
faster, near-optimal solutions can be obtained with policy func-
tion approximations (PFA) using machine learning. This in-
volves generating training data from a high-quality solver such
as DP with customers’ historic data, and training the neural net-
works on this data offline, then executing the the policy encoded
in the PFA online. This effectively moves the computational
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task to the offline phase of the HEMS method, thereby greatly
reducing the online computation time.
Robust optimisation (RO) methods have been adopted in [79,
80], to model the uncertainties in household energy usage,
while in [76, 77], stochastic optimisation was used (SO). Al-
though, the use of DP and RO yields tractable results, these
approaches are sensitive to the choice of the uncertainty set
(or structure of the uncertainty) [94]. In [80], the use of both
stochastic and robust optimisation methods for modelling the
uncertainties in household energy consumption were compared.
Numerical results show that while RO solves the cost minimi-
sation problem with lesser computational burden, the use of SO
results in lower electricity bills for the consumer.
With evolutionary methods and other local search methods, a
main disadvantage is that they offer no guarantee with regards
to optimality. However, they can return reasonably good so-
lutions if uncertainties are catered for, as shown in [87]. The
HEMS can also be operated based on simple rule-based heuris-
tics [13, 95]. Some commonly employed strategies include self-
consumption maximisation and time-of-use arbitrage. These
have the advantage of simplicity and computational speed, but
the solutions are sub-optimal in terms of cost minimisation
when compared to principled optimisation approaches.
2.5. Retail tariff
The impacts of residential retail tariff and FiT on the per-
formance of PV-battery systems was studied in [72, 95, 96].
In [95], authors showed that the use of flat tariffs is more prof-
itable than using either ToU or dynamic (wholesale) tariffs with
PV-battery systems that perform simple PV energy time-shift.
On the contrary, in a study involving UK households [72], the
cost savings incurred with wholesale electricity prices was only
5% higher than that with ToU tariffs. However, results in [96]
showed critical peak retail pricing (CPP) to be more profitable
than flat tariffs with PV-battery systems in the Australian con-
text. The profitability of using a particular retail tariff over the
other depends on the actual tariff figures, the peak period (in
the case of ToU and CPP), and customers response. Moreover,
distribution network service companies (DNSPs) are allowed to
adjust their prices yearly to account for varying revenue in order
to approach a predetermined amount (revenue-cap), being rev-
enue regulated entities. Therefore, customers’ price response in
one year, has an effect on tariff prices the following year, which
in turn affects the financial return on customers with DER. In
this research, however, we consider households on ToU tariffs
only, because cost savings are maximised when PV-battery sys-
tems are operated with ToU tariffs.
2.6. Battery degradation
Battery aging and degradation is not often included in opera-
tional studies, but has been studied in [16, 97–100]. In [98],
a model predictive control-based battery energy storage sys-
tem (BESS) control strategy with explicit modelling of battery
degradation cost function was used for peak shaving purposes.
A simplified battery aging model for efficient BESS operation
is presented in [100]. Their results show that the monetary
value of the battery increases by 74% when aging is consid-
ered. A heuristic float aging model based on Arrhenius’ law
is presented in [97] to predict Lithium-ion battery lifetime ex-
pectancy. However, authors assumed that the battery aging dur-
ing the charging and discharging phases is the same.
A more detailed battery degradation and simulation model
(SimSES) is introduced in [99] to enhance the profitability of
the BESS. This model has been applied in [16] to study the
techno-economic analysis of the PowerWall battery. The sim-
ulation results showed a battery capacity degradation of 36%
after the system 20-year lifespan. The SimSES tool, which
mainly focuses on the techno-economic analysis of Lithium-ion
batteries, is employed in this study due to its flexibility and ac-
curacy, compared to other open-source battery simulation soft-
ware.
3. Methodology
In this section, we describe the modelling framework and the
system topology adopted in this research. Furthermore, we pro-
vide information on relevant data used in this study.
3.1. Framework and system topology
We adopt the framework in Figure 1 to examine the techno-
economic feasibility of PV-battery systems of residential cus-
tomers considering both perfect and persistence forecast of so-
lar PV generation and demand, using the above-mentioned en-
ergy management strategies. More specifically, we carry out
financial analysis and battery degradation study on the different
energy scheduling strategies. The economic viability indicators
include the annual cost savings and the internal rate of return
(IRR) of investment, while the battery degradation indicators
include the battery state of health (SOH), annual full equivalent
cycles (FEC), and expected lifetime (EBL). Demand, PV out-
put, DER and tariff data are fed as input to the energy manage-
ment scheduling algorithm. The output of this algorithm that
includes the grid power, battery charge/discharge power, and
the battery SOC is then used to carry out the financial analysis
and battery degradation study.
Figure 2a depicts the system topology. Here we have as-
sumed that the PV and battery systems are connected to two
separate inverters, but PV-battery systems with one common
inverter for both the PV and battery as depicted in Figure 2b are
also common. The power from the PV, Ppv, is either exported to
the grid or feeds the load Pd directly. The battery power, Pb, is
bi-directional for charge/discharge. During the discharge phase,
the battery power can directly supply the demand or is fed to the
grid. The grid power, Pg, which is also bi-directional, is used
to charge the battery during the charging phase, or fed to the
demand typically when PV and battery power is not available.
3.2. Electricity retail tariffs
The retail charges used in this study are obtained from Ori-
gin Energy2, one of the big three electricity retailers in New
2Origin Energy NSW Residential Energy Price Fact Sheet for Essential
Energy Distribution Zone. Available at https://www.originenergy.com.au
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Figure 1: Modelling framework.
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Ppv ∼
=
PV Inverter
AC Bus
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=
Bi-directional
Battery Inverter
Pd
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(a) Separate PV and battery inverters
PV Array
Ppv ∼
=
PV-battery
Inverter
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Pg
Meter Grid
(b) Common PV-battery inverter
Figure 2: PV-battery connection topologies used in the paper.
South Wales, Australia. Table 1 shows the residential electric-
ity prices of Origin Energy for customers in the Essential en-
ergy distribution zone (depicted in Figure 3, which also shows
the ToU time-differentiated periods). These prices include the
actual cost of electricity, retailer’s risk management and service
fees, and the network (Essential Energy) charge.
3.3. Load and DER data
We sourced the demand and solar PV generation profiles
from the Ausgrid (another DNSP in NSW) Solar Home Elec-
ToU tariff, Peak period: 7am to 9am, 5pm to 8pm; shoulder period: 9am to
5pm, 8pm to 10pm; off-peak period: 10pm to 7am.
Table 1: Retail charges
Tariff
Type
Fixed
charge
($/day)
All
Usage
(c/kWh)
Off peak
Usage
(c/kWh)
Shoulder
Usage
(c/kWh)
Peak
Usage
(c/kWh)
Feed-in
Tariff
(c/kWh)
ToU 1.551 - 21.340 37.147 38.588 9.0
0 5 10 15 20 25
Time (Hours)
0
0.1
0.2
0.3
0.4
Ta
rif
f ($
/kW
h)
ToU Tariff
FiT
ToU periods
Figure 3: Retail (ToU) and Feed-in tariffs.
tricity Data [101]. This dataset comprise three years of half-
hourly resolution electricity demand and solar PV data for the
period between July 2010 to June 2013. Although the dataset
contains anomalous or incomplete demand and PV data for
some customers due to reasons like inverter failure, 52 clean
customer load and PV profiles have been extracted by Ratnam
et. al [102] and are used in this paper. The size of the solar
PV ranges from 3 to 10 kWp (in steps of 1kW), with an aver-
age value of about 5 kW (which corresponds to the average PV
size in Australia). Statistically, 9.60%, 28.85%, 38.5%, 7.69%,
and 15.38% of the 52 customers have installed PV capacities
of 3.0, 4.0, 5.0, 6.0, and 7.0-10 kWp, respectively. The battery
size of the customer depends on the size of the solar PV in-
stalled. In Australia, typically, 1.5-3 kWh of storage is used per
1 kW of PV installed [3]. The PV-battery size combinations
are shown in Table 2 while the battery specifications are given
in Table 3 [103]. With reference to Figure 2a, the PV inverter
efficiency has already been accounted for in the dataset, so we
have assumed a PV inverter efficiency of 1 in our simulations.
3.4. Battery operating model
The battery round-trip efficiencies, given by the manufactur-
ers (Table 3) do not include the battery inverter efficiency, and
also they have not considered losses due to the energy drawn
from the battery management system. SMA technologies have
completed a comprehensive study in [104] on the average effi-
ciency of lithium-ion batteries. This study shows that the round-
trip efficiency of a typical lithium-ion battery including losses
is around 84%. Furthermore, authors in [58, 82, 105–123] have
also assumed a constant efficiency for the battery. However,
research done in [124, 125] showed that an inaccurate battery
model can lead to an overestimate of battery’s economic perfor-
mance.
On the contrary, authors in [8, 126, 127] used nonlinear ef-
ficiency curves both for the battery and the inverter, since, in
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Table 2: PV and battery size combinations
Solar PV size Battery size Battery Type
(kWp) (kWh)
3 - 4 6.5 (LG Chem RESU 6.5) Lithium ion
5 - 6 9.8 (LG Chem RESU 10) Lithium ion
7 - 10 14 (Tesla Power Wall 2) Lithium ion
Table 3: Battery specifications
Battery Type
Nominal
capacity
(kWh)
Usable
capacity
(kWh)
Max.
Power
(kW)
Round-trip
efficiency
(%)
LG Chem RESU 6.5 6.5 5.9 4.2 95
LG Chem RESU 10 9.8 8.8 5.0 95
Tesla Power Wall 2 14.0 13.5 5.0 90
reality, efficiencies are not constant. For batteries, they depend
on many factors like SOC, temperature, charge and discharge
rates, etc. By contrast, the authors in [128] use an explicit bat-
tery model based on a linear dependence of the battery volt-
age on the SOC, and a nonlinear inverter efficiency based on a
quadratic interpolation of an experimental curve and a quadratic
function representing the losses.
The inverter and battery efficiency curves used in [8], are
shown in Figure 4 for illustration. The nonlinear battery ef-
ficiency is generic and will vary depending on the chemistry.
Nonetheless, the figure qualitatively shows that the battery ef-
ficiency is nonlinear and therefore, assuming a constant bat-
tery efficiency for the HEMS model can lead to overestima-
tion of its economic performance. However, a detailed study
done in [129], showed that on the average, the overall battery
charging efficiency is around 91%. This value is close to that
obtained in [104]. Therefore, we have used a constant battery
charge/discharge efficiency value of 91% (round-trip value of
84%) for our simulation and analyses. This is also depicted in
Figure 4. Nonetheless, we show in our results (in Section 7.1)
that this could result in infeasible results for energy manage-
ment strategies using a linear battery model.
4. Energy management models and simulation assumptions
In this section, we describe the different energy management
strategies and the simulation assumptions made in this work.
Due to the space constraints, we only provide a summary of
the strategies considered, which is however detailed enough to
make the paper sufficiently self-contained. More details can be
found in the respective references.
4.1. Home energy management strategies
The home energy management strategies considered in the
paper are listed below, in an increasing level of sophistication.
• Rule-based heuristic approaches
– Self consumption maximisation
– Time of use arbitrage
– Self consumption maximisation with ToU arbitrage
• Optimisation approaches
– Mixed integer linear programming
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Figure 4: Generic battery (top) and inverter (bottom) efficiency curves.
– Dynamic programming
• Policy function approximations (machine learning ap-
proaches)
– PFA with generic day types
– PFA with customer specific day types
4.1.1. Self-consumption maximisation (SCM)
Here, the inverter is set such that the energy from the PV
first meets demand fully, with surplus energy used in charging
the battery or fed back to the grid. This method works well
for most consumers and its the baseline strategy employed by
retailers and battery suppliers. The SCM algorithm is described
in Algorithm 13.
4.1.2. Time-of-use arbitrage (ToUA)
This strategy is similar to self-consumption maximisation but
involves pre-charging the battery to a certain pre-determined
SOC using cheap off-grid power, to be used later during the day
when electricity prices are higher. Intuitively, this method is
only beneficial with ToU tariffs and for certain customers whose
load profile is well suited.
4.1.3. Self-consumption maximisation with time-of-use arbi-
trage (SCM+ToUA)
This is a hybrid of the SCM and ToUA strategies. The base-
line strategy here is SCM, but ToUA is applied only where there
is a perfect forecast of low PV generation.
4.1.4. Mixed integer linear programming (MILP)
This method, unlike the first two, explicitly takes the actual
electricity cost and FiT into account in an optimisation frame-
work. The objective of this HEMS approach (1) is to minimise
electricity cost, given known fixed tariff prices over a decision
horizon. In this work, we evaluate the deterministic version of
3See Nomenclature for definition of variables and parameters used in Al-
gorithms 1 and 2
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Algorithm 1 Self-consumption maximisation algorithm
C: set of customers
D: set of days in a year
H : set of half hours in a day
1: for each customer c ∈ C do
2: Read yearly load and PV profile
3: Initialize pg+d,h, p
g−
d,h, p
b+
d,h, p
b−
d,h, p
res
d,h, e
b
d,h to zero vectors
4: Set eb1,1 = 0.5e¯
b
5: for each day d ∈ D, h ∈ H do
6: presd,h = p
pv
d,h − pdd,h . First meet demand with PV
7: if presd,h > 0 then . PV power greater than demand
8: eb,resd,h = e¯
b − ebd,h
9: if eb,resd,h > 0 then
10: pb+d,h = min(p¯
b+,min(
∣∣∣∣presd,h∣∣∣∣ , eb,resd,h /ηb+∆h)) . Charge Bat.
11: pg−d,h =
∣∣∣∣presd,h∣∣∣∣ − pb+d,h . Export remainder
12: else
13: pg−d,h =
∣∣∣∣presd,h∣∣∣∣
14: end if
15: else if presd,h < 0 then . PV power less than demand
16: eb,resd,h = e
b
d,h − eb
17: if ebd,h ≈ eb then . Bat. is almost empty
18: pg+d,h =
∣∣∣∣presd,h∣∣∣∣ . Import
19: else . Bat. is not empty
20: pb−d,h = min(p¯
b−,min(
∣∣∣∣presd,h∣∣∣∣ , eb,resd,h ηb−/∆h)) . Discharge Bat.
21: pg−d,h =
∣∣∣∣presd,h∣∣∣∣ − pb−d,h . Import remainder
22: end if
23: else . PV power equals demand
24: pg+/−d,h = 0, p
b+/−
d,h = 0
25: end if
26: ebd,h+1 = e
b
d,h + ∆h(η
b+ pb+d,h − pb−d,h/ηb−)
27: end for
28: end for
MILP, which implies that the stochasticity of the energy man-
agement problem has been neglected and this results in a lower
quality solution. The full details of this optimisation problem
can be found in [130]. It is worth mentioning that the battery
SOC transition equation (in constraint 2) has been linearised.
minimise
pg+d,h,p
g−
d,h,p
b+
d,h,p
b−
d,h,
dgd,h,s
b
d,h,e
b
d,h,
∑
d∈D
[ ∑
h∈H
T tou pg+d,h − T fit pg−d,h
]
(1)
subject to:
1. Power balance constraints
2. Battery SOC constraints
3. Maximum grid connection limits
4. Upper and lower limits on continuous variables
4.1.5. Deterministic dynamic programming (DP)
In this strategy, the HEMS is formulated as a sequential
stochastic optimisation problem, with the objective of minimis-
ing a cost function. Here, the variations in electrical demand
and solar PV are incorporated in the optimisation process as
non-controllable inputs with random variables. Also, the non-
linearities in the battery and inverter operation are captured in
a nonlinear transition function that describes how the battery
SOC evolves over time with respect to charging and discharg-
Algorithm 2 MILP rolling horizon algorithm
C: set of customers
D: set of days in a year
H : set of half hours in a day
1: for each customer c ∈ C do
2: Read yearly load and PV profile
3: Set esoc1,1 = 0.5e¯
soc
4: for each day d ∈ D, h ∈ H do
5: Solve (1) for day d to d + 1 . two-day rolling horizon
6: Return pg+d,h, p
g−
d,h e
soc
d,h for day d
7: Set esocd+1,1 = e
soc
d,|H|
8: end for
9: end for
ing efficiency and the maximum charging rate. These conse-
quently enables DP to give higher quality solutions compared
to the other strategies.
To solve the underlying HEMS problem using DP, we first
model it as a Markov decision process (MDP). An MDP con-
sists of a state space, (s ∈ S), a decision space, (x ∈ X), transi-
tion functions and contribution functions. Let the index k be a
particular time-step and K be the total number of time-steps. A
state variable, sk ∈ S, contains the information that is necessary
and sufficient to make the decisions and compute costs, rewards
and transitions. The decision variable, xk ∈ X, is the control
action for the battery for the decision horizon while the ran-
dom variable, ωk ∈ Ω, represents exogenous information such
as customer behavioural patterns and weather conditions [131].
Since this is the deterministic version of DP, we have neglected
the effects of ωk. Therefore, the general form of the MDP prob-
lem is:
min
pi
E
 K∑
k=0
Cpik (sk, xk, ωk)
 (2)
subject to:
1. Power balance constraints
2. Battery SOC constraints
3. Maximum grid connection limits
4. Upper and lower limits on continuous variables
where:
• pi is a choice of action (policy) for each state, pi : S → X,
which represents the charge/discharge status of the battery
over the decision horizon.
• The contribution function Ck(sk, xk, ωk) is the cost/reward of
energy incurred at a given time-step k and accumulates over
time
• The transition function sk+1 = sM (sk, xk) describes the evo-
lution of states from time step k to next time step k + 1. sM(.)
represents the battery operating model.
DP solves the optimisation problem (MDP) using value iter-
ation, by computing the expected future discounted cost (value
function Vpi(sk)) of following a policy, pi, starting in state, sk,
and is given by:
Vpi(sk) =
∑
s′∈S
P(s′|sk, xk, ωk) [C(sk, xk, s′) + Vpi(s′)] (3)
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Figure 5: Policy function approximation - training phase
where P(s′|sk, xk, ωk) is the transition probability of landing on
state s′ from sk if we take action xk. The expression in (3) is
a recursive reformulation of the objective function. To find the
optimal solution or the optimal value function: Vpi
∗
k (sk), we need
to solve (4) for each state, where pi∗ is an optimal policy.
Vpi
∗
k (sk) = minxk∈Xk
(
Ck(sk, xk(sk)) + E
{
Vpi
∗
k+1(s
′)|sk
})
. (4)
More details on the modelling of DP can be found in [127,
131, 132].
4.1.6. Policy function approximation using customer specific
day types (PFAS)
This policy function approximation algorithm is a non-
parametric model that is first trained offline using historic data.
The trained network is then used to make computationally fast
solutions of the HEMS problem online. The underlying func-
tion that maps inputs to outputs is an artificial neural network
(depicted in Figure 5) trained using customer historic PV and
demand data, and the output of the MILP algorithm (optimal
policy), based on the Levenberg-Marquardt backpropagation
training method. Thereafter, the trained network specific to
each customer is used to predict the grid power for the current
year.
In the online (execution) phase, data for the current year is
fed as input to the model. For time slot h, the non-parametric
model is used to generate the battery SOC for time slot h + 1
(calculated using the battery power for time slot h), which is
fed back as for the next time slot. This time-series prediction
continues until the end of the decision horizon.
Since the constraints on the battery operation are not consid-
ered in the PFA formulation, the computed SOC might violate
some of these constraints. Therefore, a control strategy is ap-
plied to ensure the constraints are adhered to. This strategy sim-
ply applies a filter on SOC(h), to ensure the computed SOC for
the time-step ahead SOC(h + 1) is feasible. The control filter
takes into account the constraints on the battery storage’s op-
eration, such as maximum rate of charge or discharge ( p¯b+/−),
battery’s capacity and maximum depth of discharge.
4.1.7. Policy function approximation using generic day types
(PFAG)
In this method, we cluster customer historic load data into
five (5) generic load profile types described in [133]. The
generic load profiles include Double Peak, Evening peak, High
Day and Evening Peak, Day focus and Night focus and are
shown in Figure 6. They represent typical consumption patterns
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Algorithm 3 PFA using generic load type
1: Find end-users with considerable historical data.
2: Cluster them based on their consumption patterns.
3: Train PFA for end-users in each cluster.
4: Find the representative PFA for each cluster.
5: Assign new end-user into one of the clusters.
6: Apply representative PFA for new end-user.
7: Compute feasible SOC by applying control filter.
of residential customers in Australia depending on their load us-
age style and type or number of residents. Here, end-users are
clustered, based on their half-hourly average consumption pat-
tern during one day, for one year, and by applying a k-means
clustering algorithm [134]. It is worth noting that the generic
load profiles are considered as the centroids of each cluster.
As described in Algorithm 3, for each cluster, a recurrent
neural network (PFA) is trained for all end-users belonging to
the particular cluster. The PFA is a time series nonlinear autore-
gressive (NARX) feedback neural network. In each cluster, the
trained PFA for each end-user is tested on other end-users of the
same cluster. The PFA with the least prediction error is selected
as the representative PFA of the particular cluster. New end-
users are then assigned to a cluster based on their consumption
patterns, typically by filling-in a survey (Step 5). Then, the rep-
resentative PFA is applied to a new user (Step 6) and a feasible
SOC is computed by applying the control filter (Step 7) [135].
4.2. Demand and PV persistence forecasting
We implement a simple persistence forecasting algorithm
similar to that in [11] in the following way for demand and PV
prediction (P˜d and P˜pv respectively). This is done in order to in-
vestigate the performance of the energy management strategies
with imperfect PV generation and demand forecast.
4.2.1. Demand P˜d prediction
The weekday demand profiles of customers are based on their
load profile a week before, to reflect the seasonality in their
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Table 4: Cost parameters
Cost Parameter Value
Annual electricity price inflation, e 3%
Discount rate, d 5%
System lifespan, N 20 years
Table 5: PV-battery Market Prices
Price
(× $1000)
PV-battery Sizes (kW/kWh)
3/6.5 4/6.5 5/9.8 6/9.8 7/14 8/14 9/14 10/14
PV 4.4 5.3 6.1 7.5 8.9 10.3 11.7 13.1
Battery 6.6 6.6 8.8 8.8 9.4 9.4 9.4 9.4
Total, C0 11.0 11.9 14.9 16.3 18.3 19.7 21.1 22.5
consumption pattern. Specifically, the predicted demand for the
ith time-step ahead is the same as the demand a week before at
the same time step, i.e. P˜d(h + i) = Pd(h + i − 7 days).
4.2.2. PV P˜pv prediction
Here, we set the predicted PV generation to be the same as the
day before, but with a random variable ξ to account for the pre-
diction error. The random variable, assumed to follow a uni-
form distribution, is selected such that the predicted PV out-
put deviates at most 10% from the actual PV generation output.
Therefore, the PV generation for the ith time-step ahead is given
as P˜pv(h + i) = Ppv(h + i) + ξ.
5. Economics
In this section we explain in details the parameters used in
the financial calculations to measure the profitability of PV-
battery systems. These include assumptions in electricity price
and PV/battery market prices.
5.1. Cost parameters
The cost parameters used in the financial analysis are shown
in Table 4. The initial investment cost of PV-battery systems are
given as the total cost of the PV and battery systems as shown
in Table 5 [103]. We have assumed an annual electricity price
increase of 3% for the next 20 years [136]. If this inflation is not
catered for, there will be relatively lower internal rate of return
(IRR) values.
5.2. Financial indicators
To assess the economic viability of PV-battery systems using
the different energy management strategies, we employ two fi-
nancial indicators namely, annual cost savings and internal rate
of return (IRR).
• Cost savings: To calculate the annual cost savings, we em-
ploy the formulas:
S e = Ce −CDERe (5)
Cn = S e + S FiT (6)
where: S e is the annual electricity cost savings; Ce is annual
electricity cost without PV-battery; CDERe is annual electricity
cost with PV-battery (DER); Cn is total annual cost saving
(cash inflow), and; S FiT is the revenue from the FiT.
If inflation of electricity price is accounted for, the annual
cash inflow escalates over the system lifespan. So, the equiv-
alent discount rate d′, considering annual electricity price in-
flation e is given by (7) [137]. Therefore, we find the lev-
elized total annual cost savings by applying the levelising
factor (LF), given in (8).
d′ =
d − e
1 + e
(7)
LF =
[
(1 + d′)n − 1
d′(1 + d′)n
]
·
[
d(1 + d)n
(1 + d)n − 1
]
(8)
Hence, levelized total annual cost savings, C′n = LF ·Cn
• Internal rate of return (IRR): The internal rate of return r
is the discount rate at which NPV is zero. In other words,
IRR measures how quick we break even or recover our ini-
tial investment cost. It is calculated by solving for r in (9).
However, the IRR for the investment with electricity price
inflation r′ is given by (10):
NPV = −C0 +
∑
n∈N\0
Cn
(1 + r)n
= 0 (9)
r′ = r(1 + e) + e (10)
where: r is the internal rate of return (IRR) without inflation,
and; C0 is the initial investment cost.
6. Battery degradation study
To assess the battery degradation over the system lifetime, we
use the SimSES (software for techno-economic simulation of
stationary energy storage systems) open-source software [99].
It enables a detailed simulation and evaluation of stationary en-
ergy storage systems, particularly lithium-ion batteries. The
SimSES battery degradation model, depicted in Figure 7, re-
ceives the battery Idle and Load aging input parameters and
implements the half-cycle counting battery stress characteriza-
tion method to estimate the battery calendrical and cyclical ag-
ing. Next, the combined effects of the calendar (idle stress) and
cyclic (load stress) aging are used to estimate the battery capac-
ity degradation and expected lifetime (15). The yearly battery
charge/discharge power and SOC, which are outputs of the en-
ergy management simulation, along with other aging parame-
ters given in [99], are the inputs to the model. The aging in-
fluence parameters include the battery depth of cycling (DOC),
C-rate, Ah-count, SOC limit, and temperature while the output
of the model includes the battery state of health (SOH) after
20 years, the average annual full equivalent cycles and the ex-
pected lifetime (at 80% SOH).
Formally, following [16, 138], the SOH is estimated by:
SOH =
Cmax
Crated
· 100% (11)
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Figure 7: SimSES battery degradation model [99].
where: Cmax is the maximum releasable battery capacity (which
declines with time), and; Crated is the battery rated capacity. Cal-
endric degradation is given by:
∆Ccal =
0.2 ·Crated
tcal
(12)
where: ∆Ccal is capacity degradation due to calendric aging,
and; tcal is calendric time period until battery degrades by 20%
of its rated capacity. Cyclic capacity degradation is given by:
∆Ccyc =
0.2 ·Crated
kcyc(DOC) · DOC (13)
where: ∆Ccyc is capacity degradation due to cyclic aging, and;
kcyc is amount of equivalent full cycles until battery degrades
by 20% of its rated capacity.
Given the values in (11), (12) and (13), the battery aging
model of [100] is given by:
a(t) = a0 +
∑
t∈T
da(t) (14)
da(t) = dacal(t) + da+cyc(t) + da
−
cyc(t) (15)
v(t) = 1 − (1 − ve) a(t) (16)
where: a(t) is the battery age; a0 is the aging scaling constant;
dacal(t) is the battery calendric aging; da
+/−
cyc (t) is the battery
cyclic (charge/discharge) aging; v(t) is the normalised battery
capacity; ve is the normalised battery capacity at end of life,
and; T is the total simulation time.
7. Results and analysis
In this section, we present the simulation results of the energy
management strategies in the following order. First, we show
the energy scheduling plots, followed by the economic assess-
ment results. Third, we discuss the computational requirements
of each method and finally, we present the results from the bat-
tery degradation study.
7.1. Scheduling results
Here, we show the energy scheduling (battery scheduling and
grid power exchange) results of the different energy manage-
ment strategies. In Figure 8, we show the difference in bat-
tery SOC that results when the MILP or SCM battery charg-
ing power profile (obtained using a linear battery model) is ap-
plied to a nonlinear battery model instead of a linear one. This
highlights the fact that MILP and SCM results can be infeasi-
ble (SOC limit constraint violated), which in practice eventu-
ally leads to an overestimation of the HEMS economic perfor-
mance, as discussed in Section 3.4.
For illustration purposes, we show in Figure 9 how the house-
hold demand is met from different power sources (PV, battery or
grid), and how the PV power is utilised, with the MILP energy
management strategy while in Figure 10, we show the schedul-
ing results of a randomly selected customer (Customer 47) on
the third day of the year. The battery scheduling with MILP
(Figure 10a) and SCM (Figure 10f) are similar, since MILP also
maximises self-consumption due to the low FiT rate relative to
the electricity retail price. For the period between 07:00 – 08:00
and 17:00 – 22:00, the household demand is met using the bat-
tery power as depicted in Figure 9.
However, there is a difference between SCM and MILP
scheduling. With SCM, grid power import is done only when
PV and battery power is unavailable while with MILP, the deci-
sion to import or export power is done relative to cost minimi-
sation. In ToUA (Figure 10e), the algorithm ensures a certain
battery power (in this case, 30% of the maximum battery SOC)
is left at the end of the day, by charging the battery with cheap
off-peak grid power. And at the beginning of the day, the bat-
tery will be idle if discharging will cause its SOC to fall below
the 30% SOC threshold, until the start of the high price (off-
peak and shoulder) electricity periods. This is a form of energy
security, which is useful when there is a day-ahead forecast of
low PV generation.
Similar to Figure 10a (MILP), Figure 10b (energy schedul-
ing plot using DP) is an outcome of a cost minimisation with
respect to time differentiated prices. Here, the battery charges
with cheap off-peak power and discharges when the electricity
prices are high. However, unlike the MILP and other energy
management strategies, the DP approach uses a more accurate
battery operating model. This model better represents reality
than the other strategies since it captures the nonlinearities in
the battery and inverter operation, hence, the distinct difference
in the battery scheduling results.
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Figure 8: SOC plot with linear and nonlinear battery models for MILP and SCM energy management strategies (Customer 26, Day 1).
5 10 15 20
Time (Hours)
0
0.5
1
1.5
2
2.5
3
3.5
4
Po
w
er
 (k
W
)
From Grid to Demand
From Bat. to Demand
From PV to Demand
From PV to Bat.
From PV to Grid
PV
PV to Demand
Figure 9: Household power flows with MILP for Customer 47, Day 3.
With PFAS and PFAG, battery scheduling is the output of
a neural network trained using the MILP scheduling results.
Since PFAS is tailored specifically to individual customers, its
energy scheduling plot (Figure 10c) is a smoothed version of
that of MILP. With PFAG (Figure 10d), however, a neural net-
work representative of a cluster is used to predict the energy
scheduling output of customers belonging to the particular clus-
ter. In this case, Cluster 4 representative PFA is used to predict
the results of Customer 47. Hence, the battery scheduling with
PFAG and PFAS are substantially different, even for the same
PV and demand input data.
7.2. Economic viability
Using the financial indicators described in Section 5.2, we
now perform an economic assessment of the PV-battery system
under the different energy management strategies in this sec-
tion. The plots in Figure 11 show the statistical results of the
financial indicators for all 52 customers. It is worth noting that
the results from MILP and the rule-based heuristics are based
on a linearised battery model, and therefore can be overly opti-
mistic.
To begin with, we compare MILP with the rule-based heuris-
tic strategies. In Figure 11a, the total annual cost savings (me-
dian value) assuming perfect forecast of PV and demand is the
highest with MILP, followed by SCM+ToUA and SCM, both
of which are relatively close. Amongst the heuristic strategies,
ToUA has the least cost savings and a similar pattern follows
for IRR. This is expected, because performing arbitrage on a
daily basis is not economically worthwhile if the stored battery
power is not effectively utilised due to available PV generation
during the day.
However, with imperfect forecast, the performance of MILP
deteriorates. Generally, because MILP is a principled optimisa-
tion method that minimises cost, it’s performance will be more
adversely affected with imperfect forecast when compared with
the heuristic strategies, especially with imperfect price response
using ToU tariffs. SCM and SCM+ToUA both perform simi-
larly and results in more cost savings compared to MILP and
ToUA. This shows that with imperfect forecast (and no addi-
tional controllers on the battery operation under MILP), the best
strategy tends to be to maximise PV self-consumption.
Next, we discuss the performance of MILP relative to PFAS,
PFAG and DP. Although, the machine learning approaches
(PFAS and PFAG) were developed based on the MILP opti-
misation results, they show more robustness to imperfect PV
and demand forecasts, compared to the principled optimisation
approaches. This is due to the cost minimisation strategy em-
bedded in these approaches. Since PFAS is customer specific,
it is expected to outperform PFAG. However, the advantage of
PFAG over PFAS, is that it requires fewer prior customer infor-
mation/data. It is essentially a plug-and-play strategy. On the
other hand, while MILP appears to perform better than DP with
perfect and imperfect forecasts in simulations, this is not the
case in practice. This is because MILP uses a linearised battery
and inverter model and as such does not capture the nonlineari-
ties unlike in DP, where the nonlinear transitions are accurately
modelled. Therefore, on implementation, DP will outperform
MILP and all the other strategies where a linear battery model
is assumed.
A summary of the financial performance of each strategy is
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Figure 10: Daily power flows and battery schedules for Customer 47, Day 3.
given in Table 7 in form of rankings. Since these are only sim-
ulation results, we will unpack further in the conclusions, the
economic performance of each strategy in the light of practical
implementation.
7.3. Computation time
With reference to Tables 6 and 7, we can conclude that al-
though the MILP algorithm results in the most cost savings
(considering a perfect forecast of PV and demand), the heuristic
strategies will be preferred to the MILP algorithm in terms of
the computational performance. The SCM algorithm solves the
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Figure 11: Financial indices for all 52 customers considering perfect (•) and imperfect forecast (◦). ‘+’ indicates box plot outliers.
daily energy management problem for a customer in less than
0.006 seconds while ToU takes twice as much to execute same
task. Although MILP takes 0.084 seconds (15 times slower than
SCM) to solve same problem, it is not a barrier to implement-
ing MILP since other principled optimisation approaches like
DP take much longer [8] (about 30 seconds in our case study).
This is because a linearised model of the battery operation has
been assumed for the rule-based heuristic strategies and MILP.
This makes for simpler models with lower computational bur-
den, compared to the DP (see Table 7).
Similarly, the machine learning approaches take a reasonable
amount of time to solve the same problem, while training is
only done once. PFAG takes approximately 300 seconds for
training and nearly 0.6 seconds to execute the energy manage-
ment for a customer in a day. However, in order to improve
the performance of PFAG, we run the RNN prediction for 20
time steps ahead in closed loop mode, thereby creating an ad-
ditional neural network that takes an extra 7 seconds to exe-
cute. PFAS on the other hand, takes less than half the time for
training (92 seconds) and executing (0.0118 seconds) the same
task. Likewise, in order to improve its performance, we used
a SOC feedback loop to carry out time series prediction and
policy filtering at each time step. For this additional step, an
extra 52 seconds is required for training, while execution takes
0.26 seconds. Furthermore, PFAS gives a faster and more ac-
curate solution compared to PFAG since it is customer specific.
Since we have carried out all our simulations in MATLAB, it
is worth mentioning that the PFA strategies will be much faster
than optimisation approaches like MILP when implemented in
programming languages like Python due to its superior neural
network libraries.
Generally, to make a fair comparison with regards to the
computational performance, we need to consider the operation
of these energy management strategies with a nonlinear battery
model. Apart from the DP method, all other strategies consid-
Table 6: Daily computation time for one customer
Energy
management
strategy
Computation time (s)
Training
(offline)
Execution
(online)
SCM - 0.005548
ToUA - 0.014576
SCM+ToUA - 0.008863
PFAG (RNN) 300 0.585706
PFAS (ANN) 92 0.011801
DP - 30.199325
MILP - 0.084133
ered in this work assume a linear battery and inverter operating
model. In this case, the computational speed of MILP and the
rule-based heuristics will be adversely affected. For example,
the MILP strategy would have to be run several times to account
for the nonlinearities, thereby increasing its computation time.
However, the machine learning approaches can be trained using
the DP results, therefore inherently capturing the nonlinearities
in the battery and inverter operation without a deterioration in
their computational performance. Therefore, the results in Ta-
ble 7 for computational speed holds true on the assumption of a
linear battery model.
7.4. Battery degradation results
The results from the battery degradation study are given in
Figure 12. These include (a) the average annual full equivalent
cycles, (b) the battery state of health after 20 years, (c) the ex-
pected lifetime (at 80% SOH), and (d) the average cycle depth.
As shown in Figure 12a, with the optimisation approaches,
the battery is subjected to a higher amount of full equivalent
cycles compared to other strategies. This is due to the more fre-
quent battery charging/discharging in response to cost minimi-
sation. However, the average cycle depth (Figure 12d) is least
with DP due to the accuracy of the battery operating model. As
a result, the DP strategy positively impacts the battery state of
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Figure 12: Battery degradation results for different energy management strategies.
health the most. Results show a median SOH of 80% with DP
while MILP and the rule-based heuristics show similar aging
performance, being based on a similar battery operating model
(see Figure 10b). However, ToUA performs best in this cate-
gory. With ToUA, the battery is left idle during the off-peak
periods, if discharging it will cause the SOC to fall below the
pre-defined limit. As such, there are relatively lower loading
periods with ToUA compared to MILP and the other rule-based
heuristic strategies. The battery lifetime results in Figure 12c
follows the same pattern as the SOH results. Therefore, the ex-
pected median battery lifetime is highest with DP at 20 years,
while the other strategies have values between 11–13 years.
Furthermore, the machine learning approaches show similar
aging results with MILP since they a trained based on the MILP
battery scheduling results. Nevertheless, PFAS shows slightly
better aging results compared to MILP as there are fewer full
equivalent cycles. Here, the sudden jumps in battery operation
with MILP are smoothed out in the neural network hence show-
ing a smoother battery scheduling profile (see Figure 10c).
In summary, DP results in the best aging performance be-
ing based on a more accurate battery model. This is followed
by PFAS (with the least annual full equivalent cycles), ToUA
Table 7: Summary of results (lower score implies higher rank)
Energy
management
method
Speed Economics AgingPerf
Modelling
Perfect
Forecast
Imperfect
Forecast Complexity Accuracy
SCM 1 3 2 4 1 2
ToUA 4 4 4 3 3 2
SCM+ToUA 2 2 1 7 2 2
PFAG 6 7 6 6 6 3
PFAS 3 6 3 2 5 3
DP 7 5 7 1 7 1
MILP 5 1 5 5 4 2
and SCM. See Table 7 for a comparison of aging performance
across the energy management strategies. It is also worth men-
tioning that the battery degradation performance also affects
the economic viability of the PV-battery system and therefore,
should be considered by the home owner when making a deci-
sion on which energy management strategy to implement.
8. Discussion and conclusions
In this work, we carried out a techno-economic compara-
tive study of seven energy management strategies, including
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two optimisation-based approaches, two machine learning ap-
proaches and three rule-based heuristic approaches. We showed
that using a more sophisticated energy management strategy
may not necessarily improve the performance and economic
viability of the PV-battery system because the quality of input
data can be poor and because battery degradation can adversely
affect the lifetime of the battery. A summary of the simula-
tion results of these strategies in different contexts is shown in
Table 7. As explained in Sections 7.2 and 7.3, the results in
Table 7 may not hold true in practical implementation due to
the modelling assumptions made in the different energy man-
agement strategies.
Our simulation results show that well-tuned heuristic strate-
gies can give near-optimal solutions when compared to the
MILP optimisation technique, assuming a linear battery model.
From Table 7, we can conclude that SCM, which is the baseline
heuristic strategy, performs close to MILP in terms of cost sav-
ings. The performance of SCM can be slightly improved when
combined with time-of-use arbitrage (SCM+ToUA). Neverthe-
less, if the MILP and the rule-based heuristics are implemented
on a real system, the cost savings will differ from those ob-
tained from simulations. This is due to the assumptions made
in the battery operating model. Commensurate with this, the
DP results are the closest to what can be obtained in practice,
given the use of a more realistic battery model. Likewise, with
respect to aging performance, DP outperforms the other energy
management strategies.
However, if an accurate PV/demand prediction model is un-
available and there are no additional battery controllers to com-
pensate for PV/demand prediction error, our simulation re-
sults suggests it is worthwhile implementing a simple rule-
based heuristics or machine learning strategy, rather than an
optimisation-based method. This is because with imperfect
forecasts of PV and demand, the economic performance of
optimisation-based approaches deteriorates since they are based
on cost minimisation, explicitly modelled as the objective func-
tion.
Moreover, regarding to computational speed, the rule-based
heuristics typically provide faster near-optimal battery sched-
ules, compared to the other energy management strategies, as-
suming a linear battery model. Also, our results show that the
modelling complexity is related to the computational speed and
accuracy to a large extent. The summary results in Table 7 in-
dicate that the simplest strategies that are the fastest do not pro-
duce the most accurate results, indicating a trade-off between
these two HEMS strategy characteristics. Although DP is the
slowest, it is the most accurate method since it is based on a
nonlinear battery and inverter model that better represents what
is obtainable in practice. Nonetheless, to address its poor com-
putational performance, it can be used in conjunction with ma-
chine learning approaches. Here, the results from DP can be
used to train a PFA, to provide faster online solutions. In this
way, the energy management problem can be executed with a
low computational burden while still capturing the nonlineari-
ties of battery operation.
Building on the above, the use of machine learning ap-
proaches becomes more paramount on installing the PV-battery
system since the customers have fewer data at this stage. Here,
a plug-and-play strategy similar to PFAG will be the preferred
option. With this, a new customer only needs to specify his/her
consumption style and then is assigned to a particular cluster.
A representative PFA representative of the cluster is then used
to provide reasonably accurate, fast online solutions.
Above and beyond these numerical findings, we observe that,
in general, these types of results may not hold true in practical
implementation due to the modelling assumptions made in the
different energy management strategies. Thus, they should be
used with caution, or ideally, verified in practise. For future
work, we plan to confirm the simulation results presented in the
paper with hardware experiments using real battery systems.
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