In this paper, a Feynman-Kac formula is established for stochastic partial differential equation driven by Gaussian noise which is, with respect to time, a fractional Brownian motion with Hurst parameter H < 1/2. To establish such a formula, we introduce and study a nonlinear stochastic integral from the given Gaussian noise. To show the Feynman-Kac integral exists, one still needs to show the exponential integrability of nonlinear stochastic integral. Then, the approach of approximation with techniques from Malliavin calculus is used to show that the Feynman-Kac integral is the weak solution to the stochastic partial differential equation.
where u 0 is a bounded measurable function and W = {W (t, x), t ≥ 0, x ∈ R d } is a fractional Brownian motion of Hurst parameter H ∈ ( 2 ) in time and it has a spatial covariance Q(x, y), which is locally γ-Hölder continuous (see Section 2 for precise meaning of this condition), with γ > 2 − 4H. We shall show that the solution to (1.1) is given by u(t, x) = E B u 0 (B where B = {B x t = B t + x, t ≥ 0, x ∈ R d } is a d-dimensional Brownian motion starting at x ∈ R d , independent of W . where B = {B x t = B t + x, t ≥ 0, x ∈ R d } is a d-dimensional Brownian motion starting at x ∈ R d , independent of W . The condition 2H 0 + H 1 + · · · + H d > d + 1 is shown to be sharp in that framework. Since the H i , i = 1, . . . , d, cannot take value greater or equal to 1, this condition implies that H 0 > has a unique mild solution when the stochastic integral is interpreted in the Itô sense. A renormalized Feynman-Kac formula with Wick exponential has been obtained in this case by Bertinin and Cancrini [1] . More generally, if the product appearing in (1.3) is replaced by Wick product, Hu and Nualart [3] showed that a formal solution can be obtained using chaos expansions.
In the present paper, we are concerned with the case H 0 < 1 2 , but we use a random potential of the form ∂W ∂t (t, x). One of the main obstacles to overcome is to define the stochastic integral (1 − 2H) because this condition is required when we show that u(t, x) is a weak solution to (1.1). Furthermore, the condition α > 1 γ (1− 2H) also allows us to obtain an explicit formula for the variance of t 0 W (ds, φ s ). Contrary to [4] , it is rather simpler to show that t 0 W (ds, B x t−s ) is exponentially integrable. A by-product is that u(t, x) defined by (1.2) is almost surely Hölder continuous of order which can be arbitrarily close to H − 1 2 + γ 4 from below. Let us also mention recent work on stochastic integral [2] and [5] with general Gaussian processes which can be applied to the case H < Another main effort of this paper is to show that u(t, x) defined by (1.2) is a solution to (1.1) in a weak sense (see Definition 5.2). As in [4] , this is done by using an approximation scheme together with techniques of Malliavin calculus. Let us point out that in the definition of t 0 W (ds, φ s ) one can use a one-side approximation, but it is necessary to use symmetric approximations (as well as the condition H > We also discuss the corresponding Skorohod-type equation, which corresponds to taking the Wick product in [3] . We show that a unique mild solution exists for H ∈ (
The paper is organized as follows. Section 2 contains some preliminaries on the fractional noise W and some results on fractional calculus which is needed in the paper. We also list all the assumptions that we make for the noise W in this section. In Section 3, we study the nonlinear stochastic integral appeared in equation (1.2) by using smooth approximation and we derive some basic properties of this integral. Section 4 verifies the integrability and Hölder continuity of u(t, x). Section 5 is devoted to show that u(t, x) is a solution to (1.1) in a weak sense. Section 6 gives a solution to the Skorohod type equation. The last section is the Appendix with some technical results used along the paper.
Preliminaries.
Fix H ∈ (0, 1 2 ) and denote by R H (t, s) = 1 2 (t 2H + s 2H − |t − s| 2H ) the covariance function of the fractional Brownian motion of Hurst parameter H. Suppose that W = {W (t, x), t ≥ 0, x ∈ R d } is a mean zero Gaussian random field, defined on a probability space (Ω, F, P ), whose covariance function is given by
where Q(x, y) satisfies the following properties for some M < 2 and γ ∈ (0, 1]:
(Q1) Q is locally bounded: there exists a constant C 0 > 0 such that for any K > 0
(Q2) Q is locally γ-Hölder continuous: there exists a constant C 1 > 0 such that for any K > 0
for any x, y, u, v ∈ R d such that |x|, |y|, |u|, |v| ≤ K.
Denote by E the vector space of all step functions on [0, T ]. On this vector space E, we introduce the following scalar product
Let H 0 be the closure of E with respect to the above scalar product. Denote by C α ([a, b]) the set of all functions which is Hölder continuous of order α, and denote by · α the α-Hölder norm. It is well known that
Let H be the Hilbert space defined by the completion of the linear span of indicator functions
In the above formula, if x i < 0 we assume by convention that
can be extended to a linear isometry between H and the Gaussian space spanned by W . Then, {W (h), h ∈ H} is an isonormal Gaussian process.
Let S be the space of random variables F of the form:
where ϕ i ∈ H, f ∈ C ∞ (R n ), f and all its partial derivatives have polynomial growth. The Malliavin derivative DF of an element F in S is defined as an
H-valued random variable given by H) and we define the Sobolev space D 1,2 as the closure of S with respect to the following norm:
The divergence operator δ is the adjoint of the derivative operator D, determined by the duality relationship
δ(u) is also called the Skorohod integral of u. We refer to Nualart [7] for a detailed account on the Malliavin calculus. For any random variable F ∈ D 1,2 and φ ∈ H,
Since we deal with the case of Hurst parameter H ∈ (0, 1/2), we shall use intensively the fractional calculus. We recall some basic definitions and properties. For a detailed account, we refer to [11] .
Let a, b ∈ R, a < b. Let f ∈ L 1 (a, b) and α > 0. The left and right-sided fractional integral of f of order α are defined for x ∈ (a, b), respectively, as
and 0 < α < 1 then the left and right-sided fractional derivatives are defined by
for all x ∈ (a, b) [the convergence of the integrals at the singularity y = x holds point-wise for almost all x ∈ (a, b) if p = 1 and moreover in L p -sense if 1 < p < ∞]. 
It is easy to check that if
The following proposition was proved in [12] .
Then the Riemann-Stieltjes integral b a f dg exists and it can be expressed as
3. Nonlinear stochastic integral. In this section, we introduce the nonlinear stochastic integral that appears in the Feynman-Kac formula (1.2) and obtain some properties of this integral which are useful in the following sections. The main idea to define this integral is to use an appropriate approximation scheme. In order to introduce our approximation, we need to extend the fractional Brownian field to t < 0. This can be done by defining W = {W (t, x), t ∈ R, x ∈ R d } as a mean zero Gaussian process with the following covariance
For any ε > 0, we introduce the following approximation of W (t, x):
Now we want to find conditions on φ such that the above limit exists in L 2 (Ω). To this end, we set I ε (φ) = t 0Ẇ ε (s, φ s ) ds and compute
Using the fact that Q(x, y) = Q(y, x), we have
Making the substitution r = θ − η and using the notation V 2H ε,δ , we can write
We need the following two technical lemmas.
Lemma 3.2. For any bounded function
ε,δ (r) dr ds. Note that g ′′ exists everywhere except at 0 and g ′′ (r) = 2H sign(r)|r| 2H−1 for r = 0. Then
where ∆ = ξδ − ηε. Case (ii): If ∆ > 0, we assume that ∆ < t (the case ∆ ≥ t follows easily). Then
where
and
Then (3.3) follows from (3.4)-(3.7).
where the constant C depends on H, γ, α and T , but it is independent of δ, ε and ψ.
Proof. Along the proof, we denote by C a generic constant which depends on H, γ, α and T . Set h(r) := |r| 2H . Then h ′ (r) exists everywhere except at 0 and h ′ (r) = 2H sign(r)|r| 2H−1 if r = 0. Using (2.4) and (2.6), we have
where γ < α ′ < α. On the other hand, we also have
Thus,
Denote ∆ = ξδ − ηε and
Then we may write
Hence, in order to prove (3.8) it suffices to prove
Therefore,
As in the proof of Lemma 3.2, we consider the two cases separately: ∆ ≤ 0 and ∆ > 0.
Case (i): If ∆ ≤ 0, we can write
which implies
For 0 < r < u, we have
which implies, taking β 2 = 2H + γ − 1,
Substituting (3.14) and (3.15) into (3.13), we get (3.11).
Case (ii): Now let ∆ > 0. We assume that ∆ < t (the case t ≤ ∆ is simpler and omitted). Let us first consider the term F 1 ∆ . Define the sets D 11 = {0 < r < s < ∆}, D 12 = {0 < r < ∆ < s < t}, D 13 = {∆ < r < s < t}. 
Then
It is easy to see that
As for F 13 ∆ , we have
Using the estimate Now we study the second term F 2 ∆ . Denote D 21 = {0 < r < u < s < ∆ < t}, D 22 = {0 < r < u < ∆ < s < t}, D 23 = {0 < r < ∆ < u < s < t}, D 24 = {0 < ∆ < r < u < s < t}. 
Consider first the term F 21 ∆ . We can write 1 2H |h
where 1 − 2H < β < α ′ . Similarly, we have As a consequence,
In a similar way we can prove that
For F 23 ∆ , notice that when r < ∆ < u, |h
where we can take any β ∈ (0, 1) satisfying 2H + β + α ′ > 2. Then,
Taking β = 1 + γ − α ′ , we obtain
Finally we consider the last term F 24 ∆ . Making the substitutions x = r − ∆, y = u − ∆ we can write
Note that for 0 < x < y and ∆ > 0,
Taking β 2 = 2 − 2H − γ we get 
Furthermore, for any
where the constant C depends on H, T , γ, α, α ′ and the constants C 0 and C 1 appearing in ( Q1) and ( Q2).
Proof. We can write (3.2) as
Due to the local boundedness of Q [see (Q1)] and applying Lemma 3.2 to ψ(θ) = Q(φ θ , φ θ ), we see that the second integral converges to
On the other hand, using the local Hölder continuity of Q [see (Q2)] and applying Lemma 3.3, to ψ(r, θ) = Q(φ θ , φ θ−r ) − Q(φ θ , φ θ ), we see that the first integral converges to
This implies that {I εn (φ), n ≥ 1} is a Cauchy sequence in L 2 (Ω) for any sequence ε n ↓ 0. As a consequence, lim ε→0 I ε (φ) exists in L 2 (Ω) and is denoted by I(φ) := t 0 W (ds, φ s ). Letting ε, δ → 0 in (3.27), we obtain (3.25). From (3.27), Lemma 3.2 and Lemma 3.3, we have for any α ′ < α,
In equation (3.28), let δ → 0 and notice that
On the other hand, if we let ε = δ in (3.28), we obtain
Thus, we have
Applying the triangular inequality, we obtain (3.26).
The following proposition can be proved in the same way as (3.25).
The following proposition provides the Hölder continuity of the indefinite integral.
where the constant C depends on H, T , γ, α and the constants C 0 and C 1 appearing in ( Q1) and ( Q2). As a consequence, the process X t = t 0 W (dr, φ r ) is almost surely (H − δ)-Hölder continuous for any δ > 0.
Proof. We shall first show that
We can write
The inequality (3.31) follows from the assumption (Q1) and the inequality (A.2) obtained in the Appendix. Finally, the inequality (3.30) follows from (3.31), Proposition 3.4 and the Fatou's lemma.
Feynman-Kac integral.
In this section, we show that the random field u(t, x) given by (1.2) is well defined and study its Hölder continuity. Since the Brownian motion B t has Hölder continuous trajectories of order δ for any δ ∈ (0, Proof. Suppose first that p = 1. By (3.30) with s = 0 and the Fernique's theorem we have
The L p integrability of u(t, x) follows from Jensen's inequality
To show the Hölder continuity of u(·, x), we need the following lemma.
Lemma 4.2. Assume that u 0 is Lipschitz continuous. Then for 0 ≤ s < t ≤ T and for any α < 2H − 1 +
where the constant C depends on H, T , γ and the constant C 1 appearing in ( Q2).
which imply that for any β ∈ (0, 1),
Applying (3.29) and using Q(x, y) = Q(y, x), we get
for any β such that (1 − β)γδ > 1 − 2H, that is, βγδ < 2H − 1 + γδ. Taking β and δ such that βγδ = α, we get the lemma. 
Proof. For 0 ≤ s < t ≤ T , from the Minkowski's inequality it follows that
Since u 0 is Lipschitz continuous, using (4.1) and Hölder's inequality, we have
For the first term in (4.2), using the formula that |e a − e b | ≤ (e a + e b )|a − b| for a, b ∈ R and Hölder's inequality we get
Applying Lemma 3.6 and Lemma 4.2, we obtain
Noting that conditional to B,
is Gaussian, and using (4.4), (4.5) and (4.1) we get
From (4.2), (4.3) and (4.6), we can see that for any p ≥ 1,
Now Kolmogorov's continuity criterion implies the theorem.
Validation of the Feynman-Kac formula.
In the last section, we have proved that u(t, x) given by (1.2) is well defined. In this section, we shall show that u(t, x) is a weak solution to equation (1.1).
To give the exact meaning about what we mean by a weak solution, we follow the idea of [3] and [4] . First, we need a definition of the Stratonovich integral.
is defined as the following limit in probability if it exists
where W ε (t, x) is introduced in (3.1).
The precise meaning of the weak solution to equation (1.1) is given below. Proof. We prove this theorem by a limit argument. We divide the proof into three steps.
Step 1. Let u ε (t, x) be the unique solution to the following equation:
Since W ε (t, x) is differentiable, the classical Feynman-Kac formula holds for the solution to this equation, that is,
The fact that u ε (t, x) is well defined follows from (3.31) and Fernique's theorem. In fact, we have (cf. the argument in the proof of Lemma 4.1)
Introduce the following notations
s,x (r, z) :
From the results of Section 3, we see that
s,x ∈ H (H is introduced in Section 2), and we can writė
Step 2. We prove the following claim:
Since u 0 is bounded, without loss of generality, we may assume u 0 ≡ 1. Let B 1 and B 2 be two independent Brownian motions, both independent of W . Using the inequality |e a − e b | ≤ (e a + e b )|a − b|, Hölder inequality and the fact that W (g ε,B
t,x ) and W (g B t,x ) are Gaussian conditioning to B, we have 
Then it follows that as ε ↓ 0 sup 0≤t≤T,x∈K
For the Malliavin derivatives, we have
Note that g ε,B
t,x − g B t,x 2
Then it follows again from (5.5) and (5.6) that as ε ↓ 0 sup 0≤t≤T,x∈K
Step 3. From equation (5.2) and (5.4), it follows that
ds dx converges in L 2 to some random variable as ε ↓ 0. Hence, if
that is, u(s, x)ϕ(x) is Stratonovich integrable and u(s, x) is a weak solution to equation (1.1). Thus, it remains to show that V ε converges to zero in L 2 . 1 2ε
and applying Lemma A.4 we obtain − Q(x, x))r 2H−2 dr ds dx.
The convergence in L 2 to zero of V 2 ε follows from (5.11) and (5.12). The difference between the above equation and equation (1.1) is that here we use the Wick product ⋄. This equation is studied in Hu and Nualart [3] for the case H 1 = · · · = H d = Then in the same way as in Section 8 in [4] we can check that u(t, x) given by (6.3) below has the suitable Wiener chaos expansion, which has to be convergent because u(t, x) is square integrable. We state it as the following theorem. 
APPENDIX
In this section, we denote by B H = {B H t , t ∈ R} a mean zero Gaussian process with covariance E(B H t B H s ) =
