It is well-known that the Bhattacharyya, Hellinger, Kullback-Leibler, α-divergences, and Jeffreys' divergences between densities belonging to a same exponential family have generic closedform formulas relying on the strictly convex and real-analytic cumulant function characterizing the exponential family. In this work, we report (dis)similarity formulas which bypass the explicit use of the cumulant function and highlight the role of quasi-arithmetic means and their multivariate mean operator extensions. In practice, these cumulant-free formulas are handy when implementing these (dis)similarities using legacy Application Programming Interfaces (APIs) since our method requires only to partially factorize the densities canonically of the considered exponential family.
Introduction
Let (X , F, µ) be a measure space [6] with sample space X , σ-algebra of events F, and positive measure µ (i.e., Lebesgue or counting measures). The Kullback-Leibler divergence [18] (KLD), Jeffreys' divergence [15] (JD), Bhattacharyya coefficient (BC), Bhattacharyya distance [5, 17] (BD) and Hellinger distance [14] (HD) between two probability measures P and Q dominated by µ with respective Radon-Nikodym densities p = dP dµ and q = dQ dµ are statistical (dis)similarities defined respectively by: 
KLD is an oriented distance (i.e., D KL [p : q] = D KL [q : p]). JD is a common symmetrization of the KLD which is not a metric distance because JD fails the triangle inequality. BC is a similarity which ensures that ρ[p, q] ∈ (0, 1]. BD is a symmetric non-metric distance, and HD is a metric distance.
When the densities p and q belong to a same parametric family E = {p θ : θ ∈ Θ} of densities, i.e., p = p θ 1 and q = p θ 2 , these (dis)similarities yield equivalent parameter (dis)similarities. For example, we get the parameter divergence P (θ 1 : θ 2 ) = D E KL (θ 1 : θ 2 ) := D KL (p θ 1 : p θ 2 ). We use notationally the brackets to indicate that the (dis)similarities parameters are densities, and the parenthesis to indicate parameter (dis)similarities.
In particular, when E is a natural exponential family [25, 3] (NEF)
with t(x) denoting the sufficient statistics, k(x) an auxiliary measure carrier term, and F (θ) := log X exp(θ t(x))dµ(x) ,
the cumulant function 1 also called log-normalizer, log-partition function, free energy, or log-Laplace transform. Parameter θ is called the natural parameter. The cumulant function is a strictly smooth convex function (real analytic [3] ) defined on the open convex natural parameter space Θ. We further assume regular exponential families [3] so that Θ is a non-empty open convex domain. Let D denote the dimension of the parameter space Θ (i.e., the order of the exponential family) and d the dimension of the sample space X . Many common families of distributions {p λ (x) λ ∈ Λ} are exponential families in disguise after reparameterization: p λ (x) = p θ(λ) (x). Those families are called exponential families (i.e., EFs and not natural EFs to emphasize that θ(u) = u), and their densities are canonically factorized as follows:
p(x; λ) = exp θ(λ) t(x) − F (θ(λ)) + k(x) .
We call parameter λ the source parameter (or the ordinary parameter, with λ ∈ Λ, the source/ordinary parameter space) and parameter θ(λ) ∈ Θ is the corresponding natural parameter. Notice that the canonical parameterization of Eq. 8 is not unique: For example, adding a constant term c ∈ R to F (θ) can be compensated by subtracting this constant to k(x), or multiplying the sufficient statistic t(x) by a symmetric invertible matrix A can be compensated by multiplying θ(λ) by the inverse of A so that (Aθ(λ))) (A −1 t(x)) = θ(λ)) AA −1 t(x) = θ(λ) t(x). Another useful parameterization of exponential families is the moment parameter [25, 3] : η = E p θ [t(x)] = ∇F (θ). The moment parameter space shall be denoted by H.
To give one example, consider the family of univariate normal densities:
Family N is interpreted as an exponential family of order D = 2 with univariate parametric densities (d = 1), indexed by the source parameter λ = (µ,
. When densities p = p θ 1 and q = p θ 2 both belong to the same exponential family, we have the following well-known closed-form expressions [24, 25] for the (dis)similarities introduced formerly:
where D * indicates the reverse divergence D * (θ 1 : θ 2 ) := D(θ 2 : θ 1 ) (parameter swapping 2 ), and B F and J F are the Bregman divergence [7] and the Jensen divergence [24] induced by the functional generator F , respectively:
More generally, the Bhattacharrya distance/coefficient can be skewed with a parameter α ∈ (0, 1) to yield the α-skewed Bhattacharyya distance/coefficient [24] :
The ordinary Bhattacharyya distance and coefficient are recovered for α = 1 2 . In statistics, the maximum skewed Bhattacharrya distance is called Chernoff information [8, 20] used in Bayesian hypothesis testing:
Notice that the Bhattacharyya skewed α-coefficient of Eq. 19 also appears in the definition of the α-divergences [1] (with α ∈ R):
The α-divergences belong to the class of f -divergences [10] which are the invariant divergences 3 in information geometry [1] .
When densities p = p θ 1 and q = p θ 2 both belong to the same exponential family E, we get the following closed-form formula [24] :
where J F,α denotes the α-skewed Jensen divergence:
All these closed-form formula can be obtained from the calculation of the following generic integral [28] :
when p = p θ 1 and q = p θ 2 . Indeed, provided that αθ 1 + βθ 2 ∈ Θ, we have
The calculation of I α,β in Eq. 25 is easily achieved by bypassing the computation of the antiderivative of the integrand in Eq. 24 (using the fact that p θ (x)dµ(x) = 1 for any θ ∈ Θ), see [28] .
In particular, we get the following special cases:
• When k(x) = 0, and α + β > 0,
). This is always the case when Θ is a convex cone (e.g., Gaussian or Wishart family), see [19] .
• When α + β = 1 with arbitrary α,
This setting is useful for getting truncated series of f -divergences when the exponential family has an affine space Θ, see [29, 26] .
When α → 1 or α → 0, we get the following limits of the α-skewed Bhattacharrya distances:
It follows that when the densities p = p θ 1 and q = p θ 2 both belong to the same exponential family, we obtain
In practice, we would like to get closed-form formula for the (dis)similarities when the densities belong to the same exponential families using the source reparameterization λ ∈ Λ:
where θ(·) and η(·) are the D-variate functions for converting the source parameter λ to the natural parameter θ and the moment parameter η, respectively. The Chernoff information between two densities p λ 1 and p λ 2 of the same exponential family amounts to a Jensen-Chernoff divergence [20] :
= max α∈(0,1)
that is the maximal value of a skew Jensen divergence for α ∈ (0, 1). Thus to have closed-form formula, we need to explicit both the θ(·) conversion function and the cumulant function F . This can be prone to human calculus mistakes (e.g., report manually these formula without calculus errors for the multivariate Gaussian family). Furthermore, the cumulant function F may not be available in closed-form [30] .
In this work, we show how to easily bypass the explicit use of the cumulant function F . Our method is based on a simple trick, and makes the programming of these (dis)similarities easy using off-the-shelf functions of application programming interfaces (APIs) (e.g., the density function, the entropy function or the moment function of a distribution family). This paper is organized as follows: Section 2 explains the method for the Bhattacharyya coefficient and its related dissimilarities. Section 3 further carry on the principle of bypassing the explicit use of the cumulant function and its gradient for the calculation of the Kullback-Leibler divergence and its related Jeffreys' divergence. Section 4 summarizes the results. Throughout the paper, we present several examples to illustrate the methods. Appendix 4 displays some code written using the computer algebra system (CAS) Maxima to recover some formula for some exponential families. Appendix A provides further examples.
2 Cumulant-free formula for the Bhattacharyya coefficient and distances derived thereof
A method based on a simple trick
The densities of an exponential family have all the same support [3] X . Consider any point ω ∈ X in the support. Then observe that we can write the cumulant of a natural exponential family as:
Since the generator F of a Jensen or Bregman divergence is defined modulo an affine function a θ + b (i.e., J F = J G and B F = B G for G(θ) = F (θ) + a θ + b for a ∈ R D and b ∈ R), we consider the following equivalent generator (term +t(ω) θ + k(ω) is affine) expressed using the density parameterized by λ ∈ Λ:
Then the Bhattacharyya coefficient is expressed by this cumulant-free expression using the source parameterization λ:
Similarly, the Bhattacharyya distance is written as
Let l(x; λ) := log p(x; λ) be the log-density. Then we have
This is a Jensen divergence for the strictly convex function −l(x; θ) (wrt. θ) since −l(x; θ) ≡ F (θ) (modulo an affine term). Thus we do not need to explicitly use the expression of the cumulant function F in Eq. 40 and Eq. 42 but we need the following parameter λ ⇔ θ conversion functions:
1. θ(λ) the ordinary-to-natural parameter conversion function, and 2. its reciprocal function λ(θ) (i.e., λ(·) = θ −1 (·)), the natural-to-source parameter conversion function so that we can calculate the ordinary λ-parameterλ corresponding to the natural mid-parameter
Notice that in general, a linear interpolation in the natural parameter θ corresponds to a nonlinear interpolation in the source parameterization λ when θ(u) = u.
Since λ(·) = θ −1 (·), we can interpret the non-linear interpolationλ as a generalization of quasiarithmetic mean [24] 
where
is the quasi-arithmetic mean induced by a strictly monotonic and smooth function f . 4 We can extend the quasi-arithmetic mean to a weighted quasi-arithmetic mean as follows:
Weighted quasi-arithmetic means are strictly monotone [36] when the Range(f ) ⊂ R. Let us remark that extensions of weighted quasi-arithmetic means have been studied recently in information geometry to describe geodesic paths [12, 11] 
In 1D, a bijective function on an interval (e.g., a parameter conversion function in our setting) is a strictly monotonic function, and thus f defines a quasi-arithmetic mean.
To define quasi-arithmetic mean with multivariate generators using Eq. 46, we need to properly define f −1 . When the function f is separable, i.e., f (x) = D i=1 f i (x i ) with the f i 's strictly monotone and smooth functions, we can define the multivariate mean as
). But in general, this notion of "multivariate inverse" is delicate to extend in higher dimensions for non-separable functional generators. Indeed, several definitions are possible for the inverse of a multivariate function: For example, the left inverse satisfying f −1 (f (u)) = u, or the right inverse satisfying f (f −1 (u)) = u, or the left-right inverse satisfying f (f −1 (u)) = f −1 (f (u)). We can define also multivariate functional inverses as a vector of partial univariate functional inverses, etc. When f = ∇H is the gradient of Legendre-type strictly convex and smooth function H, the reciprocal function f −1 is well-defined f −1 = ∇H * , where H * denotes the convex conjugate of H (Legendre-type). In that case, f = ∇H is a strictly monotone operator 5 since it is the gradient of a strictly convex function. We also refer to [2] for some work on operator means, and to [32] for multivariate quasi-arithmetic means of covariance matrices.
To summarize, we can compute the Bhattacharyya coefficient (and Bhattacharyya/Hellinger distances) using the parametric density function p λ (x) and a quasi-arithmetic meanλ = M θ (λ 1 , λ 2 ) on the source parameters λ 1 and λ 2 as:
using the notation p(x; θ) := p θ (x), and
Similarly, we get the following cumulant-free expression for the Hellinger distance:
.
The Hellinger distance proves useful when using some generic algorithms which require to handle metric distances. For example, the 2-approximation factor of Gonzalez [13] for k-center metric clustering.
These cumulant-free formula are all the more convenient as in legacy software API, we usually have access to the density function of the probability family. Thus if a parametric family of an API is an exponential family E, we just need to implement the corresponding quasi-arithmetic mean M E θ . More generally, the α-skewed Bhattacharyya distance [24] for α ∈ (0, 1) is expressed using the following cumulant-free expression:
Notice that the geometric α-barycenter of two densities p θ 1 and p θ 2 of an exponential family E is a scale density of E:
) denote the unnormalized density of an exponential family (so that p θ (x) =p θ (x) exp(−F (θ))). We have the following invariant:
It follows that we have:
= exp(−J F,α (θ 1 : θ 2 )).
Some illustrating examples
Let us start with an example of a continuous exponential family which relies on the arithmetic mean A(a, b) = a+b 2 :
Example 1 Consider the family of exponential distributions with rate parameter λ > 0. The densities of this continuous EF writes as p λ (x) = λ exp(−λx) with support X = [0, ∞). From the partial canonical factorization of densities following Eq. 6, we get that θ(u) = u and θ −1
is the arithmetic mean. Choose ω = 0 so that p λ (ω) = λ. It follows that
The Bhattacharyya distance between two exponential densities of rate λ 1 and λ 2 is
Since the logarithm function is monotonous, we have log A(λ 1 , λ 2 ) ≥ log G(λ 1 , λ 2 ) and therefore we check that D Bhat [p σ 1 , p σ 2 ] ≥ 0.
Next, we consider a discrete exponential family which exhibits the geometric mean:
The Poisson family of probability mass functions (PMFs) p λ (x) = λ x exp(−λ)
x! where λ > 0 denotes the intensity parameter and x ∈ X = {0, 1, . . . , } is a discrete exponential family with t(x) = x (ω = 0, t(ω) = 0 and p λ (ω) = exp(−λ)), θ(u) = log u and λ(u) = θ −1 (u) = exp(u). Thus the quasi-arithmetic mean associated with the Poisson family is M θ (λ 1 , λ 2 ) = G(λ 1 , λ 2 ) = √ λ 1 λ 2 the geometric mean. It follows that the Bhattacharrya coefficient is
Hence, we recover the Bhattacharrya distance between two Poisson pmfs:
The negative binomial distribution with known number of failures yields also the same natural parameter and geometric mean (but the density p(ω, λ) is different).
Exponential family
associated with some common discrete and continuous exponential families of order D = 1.
To illustrate the use of the power means P r (a, b) = (a r + b r ) 1 r of order r ∈ R (also called Hölder means) for r = 0 (with lim r→0 P r (a, b) = G(a, b)), let us consider the family of Weibull distributions.
Example 3
The Weibull distributions with a prescribed shape parameter k ∈ R ++ (e.g., exponential distributions when k = 1, Rayleigh distributions when k = 2) form an exponential family. The density of a Weibull distribution with scale λ and fixed shape parameter k is
The ordinary↔natural parameter conversion functions are θ(u) = 1 u k and θ −1 (u) = 1
k is the power means of order −k.
We choose ω = 1 and get p λ (ω) = k λ k e − 1 λ k . It follows the closed-form formula for the Bhattacharrya coefficient for integer k ∈ {2, . . . , }:
For k = 2, the Weibull family yields the Rayleigh family with
where G and Q denotes the geometric mean and the quadratic mean, respectively (with Q ≥ G). Table 1 summarizes the quasi-arithmetic means associated with common univariate exponential families. Notice that a same quasi-arithmetic mean can be associated to many exponential families: For example, the Gaussian family with fixed variance or the exponential distribution family have both θ(u) = u yielding the arithmetic mean.
Let us now consider multi-order exponential families. We start with the bi-order exponential family of Gamma distributions.
Example 4 The density of a Gamma distribution is
for a shape parameter α > 0 and rate parameter β > 0 (i.e., a 2-order exponential family with λ = (λ 1 , λ 2 ) = (α, β)). The natural parameter is θ(λ) = (λ 1 − 1, −λ 2 ) and the inverse function is λ(θ) = (θ 1 + 1, −θ 2 ). It follows that the generalized quasi-arithmetic mean is the bivariate arithmetic mean:
, β 1 +β 2 2 ) = (ᾱ,β). We choose ω = 1 so that p(ω; α, β) = β α Γ(α) e −β . We get the Bhattacharrya coefficient:
and the Bhattacharrya distance:
The Dirichlet family which exhibits a separable (quasi-)arithmetic mean:
Example 5 Consider the family of Dirichlet distributions with densities defined on the (d − 1)dimensional open standard simplex support
The family of Dirichlet distributions including the family of Beta distributions when d = 2. The density of a Dirichlet distribution is defined by:
The Dirichlet distributions and are used in in Bayesian statistics as the conjugate priors of the multinomial family. The Dirichlet distributions form an exponential family with d-dimensional natural parameter θ = (α 1 − 1, . . . , α d − 1) (D = d) and vector of sufficient statistics t(x) = (log x 1 , . . . , log x d ). The induced quasi-arithmetic mean is a multivariate separable arithmetic means, i.e., the multivariate arithmetic meanλ = M θ (α 1 , α 2 ) = A(α 1 , α 2 ) = α 1 +α 2 2 .
Let us choose
We get the following Bhattacharrya coefficient between two Dirichlet densities p α 1 and p α 2 :
(62)
It follows that the Bhattacharrya distance between two Dirichlet densities p α 1 and p α 2 is
The α-skewed Bhattacharrya coefficient for a scalar α ∈ (0, 1) is:
and the α-skewed Bhattacharrya distance:
with
(This is in accordance with Eq. 15-17 of [33] .)
Finally, we consider the case of the multivariate Gaussian family: 
where | · | denotes the matrix determinant. Partially factorizing the density into the canonical form of exponential family, we find that
the matrix harmonic barycenter and
We choose ω = 0 with p λ (0; λ) = 1 (2π)
It follows the following closed-form formula for the Bhattacharyya coefficient between Gaussian densities:
Thus the Bhattacharrya distance is
and the Hellinger distance:
Cumulant-free formula for the Kullback-Leibler divergence and related divergences
The Kullback-Leibler divergence (KLD) D KL [p : q] := p(x) log p(x) q(x) dµ(x) between two densities p and q also called the relative entropy [9] amounts to a reverse Bregman divergence, D KL [p θ 1 :
, when the densities belong to the same exponential family E, where the Bregman generator F is the cumulant function of E.
We present below two techniques to calculate the KLD by avoiding to compute the integral:
• The first technique, described in §3.1, considers the KLD as a limit case of α skewed Bhattacharrya distance.
• The second technique relies on the availability of off-the-shelf formula for the entropy and moment of the sufficient statistic ( §3.2), and is derived using the Legendre-Fenchel divergence.
Kullback-Leibler divergence as the limit case of a skewed Bhattacharrya distance
We can obtain closed-form formula for the Kullback-Leibler divergence by considering the limit case of α skewed Bhattacharrya distance:
When we deal with uni-order exponential families (D = 1), we can use a first-order Taylor expansion of the quasi-arithmetic means when α 0 (see [22] ):
where θ (·) denote the derivative of the ordinary-to-natural parameter conversion function. It follows that we have:
Notice that we need to calculate case by case the limit as it depends on the density expression p(x; λ) of the exponential family. This limit can be computed symbolically using a computer algebra system (e.g., using Maxima 6 ). The example below illustrates the technique for calculating the KLD between two Weibull densities with prescribed shape parameter.
Example 7
Consider the Weibull family with prescribed shape parameter k that form an exponential family (including the family of exponential distributions for k = 1 and the the Rayleigh distributions for k = 2). The density of a Weibull distribution with scale λ > 0 and fixed shape parameter k is
We have θ(u) = u −k and θ (u) = −ku −k−1 . We set ω = 1 so that p λ (ω) = k λ k exp(λ −k ). Let us program the formula of Eq. 73 using the computer algebra system Maxima:
/* KLD betwen Weibull distributions by calculating a limit */ declare( k , integer); assume(lambda1>0); assume(lambda2>0); k:5; omega:1; t(u):=u**(-k); tinv(u):=u**(-1/k); tp(u):=k*u**(-k-1); p(x,l):=(k/l)*((x/l)**(k-1))*exp(-(x/l)**k); mean(a,b):= tinv(alpha*t(a)+(1-alpha)*t(b)); log(p(omega,l1)/p(omega,l2)) + (1.0/alpha)*log(p(omega,mean(l2,l1))/p(omega,l1)); limit (ratsimp(%), alpha, 0); expand(%); Figure 1 displays a snapshot of the result which can be easily simplified manually as
In general, the KLD between two Weibull densities with arbitrary shapes [4] is
where γ denotes the Euler-Mascheroni constant. Thus when k 1 = k 2 = k, we recover Eq. 76 since Γ(2) = 1. (However, the family of Weibull densities with varying parameter shape is not an exponential family since the sufficient statistics depend on the shape parameters.) Figure 1 : Snapshot of the Maxima GUI displaying the result of symbolic calculations of the KLD between two Weibull densities of prescribed parameter shape.
In practice, we may program the formula of Eq. 73 by defining:
and approximate the KLD by D KL,α for a small value of α (say, α = 10 −3 ). Thus we need only θ(·) and θ −1 (·) for defining M θ (·, ·), and the density p(x; θ). This approximation also works for multivariate extensions of the quasi-arithmetic means. Let us give some two examples using the first-order approximation of the univariate quasiarithmetic mean:
Example 8 Consider the family {p(x; λ) = λ exp(−λx)} of exponential distributions with support X = [0, ∞). Set ω = 0, p(ω; λ) = λ, θ = λ, θ(u) = u and θ (u) = 1. We have
Example 9 Consider the Poisson family with ω = 0, p λ (ω) = exp(−λ), θ(u) = log u (M θ is the geometric mean) and θ (u) = 1 u . We get
Kullback-Leibler divergence formula relying on the differential entropy and moments
Consider the Kullback-Leibler divergence [18] (relative entropy) D KL [p : q] = p(x) log p(x) q(x) dµ(x) between two probability densities p and q. When the densities belong to the same exponential families, the KL divergences amounts to a Legendre-Fenchel divergence (the canonical expression of divergences using the dual coordinate systems in dually flat spaces of information geometry [1] ):
where the Legendre-Fenchel divergence is defined for a pair of strictly convex and differentiable conjugate generators F (θ) and F * (η) = sup θ θ η − F (θ) by
with η = ∇F (θ).
Since F is defined modulo some affine function, we can choose F (θ(λ)) = − log p(ω; θ(λ)). Furthermore, for exponential families, we have 
admits the following expression [27] when p = p θ belongs to an exponential family E:
Thus if we already have at our disposal (1) the expectation of the sufficient statistics, and (2) the entropy, we can easily recover the Kullback-Leibler divergence as follows:
For densities p λ 1 and p λ 2 belonging to the same exponential family, the Jeffreys divergence is
It follows that we can write Jeffreys' divergence using the following cumulant-free expression:
Note that a strictly monotone operator O defines a symmetric dissimilarity:
with equality iff θ 1 = θ 2 . Since ∇F is a strictly monotone operator and E p λ [k(x)] = ∇F (θ), we may reinterpret the Jeffreys' divergence as a symmetric dissimilarity induced by a strictly monotone operator. Let us report now some illustrating examples. We start with an example illustrating the use of a separable multivariate quasi-arithmetic mean.
Example 10 (continue Example 5) Consider the Dirichlet exponential family. The differential entropy of a Dirichlet density p α is
where ψ(·) denotes the digamma function. We have
It follows that the Kullback-Leibler between p α and p α is:
Next, we report an example illustrating a non-separable multivariate quasi-arithmetic mean. 
and the Jeffreys divergence as
The Kullback-Leibler divergence expressed as a log density ratio
Let us express the Bregman divergence with the generator F λ (λ) = F (θ(λ)) = − log(p λ (ω)) for any ω ∈ X . We get
Since we have
it follows that
Thus when t(ω)−∇F (θ(λ 1 )) is Euclidean orthogonal to (θ(λ 2 )−θ(λ 1 )), the Bregman divergence (and swapped KLD) is expressed as a log density ratio quantity. Let
Then
Theorem 1 The Kullback-Leibler divergence between two densities p λ 1 and p λ 2 belonging to a same exponential family E is expressed as a log density ratio,
Thus if we carefully choose ω ∈ X E ⊥ (λ 1 : λ 2 ) according to the source parameters, we may express the Kullback-Leibler divergence as a simple log density ratio without requiring the formula for the differential entropy nor the moment.
Example 12
Consider the exponential family E = {p λ (x) = λ exp(−λx), λ > 0} of exponential distributions with ∇F (θ) = 1 θ for θ = λ. We have (θ(λ 2 ) − θ(λ 1 )) (t(ω) − ∇F (θ(λ 1 ))) = 0 that amounts to (λ 2 − λ 1 )(ω − 1 λ 1 ) = 0, i.e., ω = 1 λ 1 (and X E ⊥ (λ 1 : λ 2 ) = 1 λ 1 ). In that case, we have
This formula matches the expression of Eq. 81.
The Jensen-Shannon divergence
The Jensen-Shannon divergence [21] (JSD) is another symmetrization of the Kullback-Leibler divergence which can be given many information-theoretic interpretations [23] and which is further guaranteed to be always bounded by log 2 (KLD and JD are unbounded):
Usually, the JSD does not provably admit a closed-form formula [31] . However, in the particular case when the mixture
belongs to the same parametric family of densities, we can calculate the Jensen-Shannon divergence using the entropy function as shown in Eq. 105. For example, consider a mixture family in information geometry [1] . That is, a statistical mixture with k prescribed components p 1 (x), . . . , p k (x) which are linearly independent (so that all mixtures of the family are identifiable by their corresponding parameters). Let m λ (x) = k i=1 w i p i (x). In that particular case (e.g., mixture family with k prescribed Gaussians components), we get
Thus the JSD for a mixture family can be expressed using the entropy as:
Although we do not have closed-form formula for the entropy of a mixture (except in few cases, e.g., when the support of the distributions are pairwise disjoint [23] ), but we can use any approximation method for calculating the entropy of a mixture to approximate or bound [31] the Jensen-Shannon divergence D JS .
Conclusion
We have described several methods to easily recover closed-form formula for some common (dis)similarities between densities belonging to a same exponential family {p(x; λ)} λ∈Λ which express themselves using the cumulant function F of the exponential family (e.g., the Kullback-Leibler divergence amounts to a reverse Bregman divergence and the Bhattacharyya distance amounts to a Jensen divergence). Our trick consists in observing that the generators F of the Bregman or Jensen divergences are defined modulo an affine term, so that we may choose F (θ(λ)) = − log p(ω, λ) for any ω falling inside the support X . It follows that the Bhattacharyya coefficient can be calculated with the following cumulant-free expression:
, ∀ω ∈ X (108) whereλ = M θ (λ 1 , λ 2 ) is a generalized quasi-arithmetic mean induced by the ordinary-to-natural parameter conversion function θ(λ). Thus our method requires only partial canonical factorization of the densities of an exponential family to get θ(λ). The formula for the Bhattacharyya distance, Hellinger distance, and α-divergences follow straightforwardly:
In practice, it is easy to program those formula using legacy software APIs which offer many parametric densities in their library: First, we check that the distribution is an exponential family. Then we set ω to be any point of the support X , partially factorize the distribution in order to retrieve θ(λ) and its reciprocal function λ(θ), and equipped with these functions, we implement the corresponding generalized weighted quasi-arithmetic mean function
To calculate the Kullback-Leibler divergence (and Jeffreys' divergence) without the explicit use of the cumulant function, we reported two methods: The first method consists in expressing the KLD as a limit of α-skew Bhattacharyya distance which writes as:
This limit can be calculated symbolically using a computer algebra system, or approximated for a small value of α by
When dealing with uni-order exponential family, we can use a first-order approximation of the weighted quasi-arithmetic mean to express the KLD as the following limit: 
Notice that we can also estimate D KL,α , ρ α and related dissimilarities (e.g., when the cumulant function is intractable) using density ratio estimation techniques [37] .
The second approach consists in using the entropy and moment formula which are often available when dealing with parametric distributions. When the parametric distributions form an exponential family, the KLD is equivalent to a Legendre-Fenchel divergence, and we write this Legendre-Fenchel divergence as:
It follows that the Jeffreys' divergence is expressed as
Finally, we proved in §3.3 that the Kullback-Leibler divergence between two densities p λ 1 and p λ 2 of an exponential family E can be expressed as a log density ratio:
provided that ω ∈ X E ⊥ (λ 1 : λ 2 ) := ω ∈ X : (θ(λ 2 ) − θ(λ 1 )) (t(ω) − ∇F (θ(λ 1 ))) = 0 . To conclude this work, let us emphasize that we have revealed a new kind of invariance when providing closed-form formula for common (dis)similarities between densities of an exponential family without explicitly using the cumulant function of that exponential family: For the Bhattacharrya/Hellinger/α-divergences, the ω can be chosen as any arbitrary point of the support X . For the Kullback-Leibler divergence, if we carefully choose ω according to the source parameters, we may express the Kullback-Leibler divergence as a log density ratio.
l2: [q1,q2]; plambda(0.5*ptheta(l1)+0.5*ptheta(l2)); ratsimp(%); /* end */ /* Quasi-arithmetic mean associated with the inverse Gaussian family */ ptheta(lambda):=[-lambda [2] /(2*lambda[1]**2),-lambda[2]/2]; plambda(theta):=[sqrt(theta[2]/theta [1] ),-2*theta [2] ]; ptheta(plambda([t0,t1])); l1: [p1,p2]; l2: [q1,q2]; plambda(0.5*ptheta(l1)+0.5*ptheta(l2)); ratsimp(%); /* end */ /* Exponential family of exponential distributions */ assume(lambda1>0); assume(lambda2>0); p(x,lambda) := lambda*exp(-lambda*x); integrate(sqrt(p(x,lambda1)*p(x,lambda2)),x,0,inf); ratsimp(%); /* end */ /* Exponential family of zero-centered Gaussian densities */ assume(sigma>0); p(x,sigma) := (1.0/(2*sigma))*exp(-abs(x)/sigma); assume(sigma1>0); assume(sigma2>0); integrate(sqrt(p(x,sigma1)*p(x,sigma2)),x,-inf,inf); ratsimp(%); /* end */ /* Exponential family of centered-Laplacian distributions */ assume(lambda1>0); assume(lambda2>0); p(x,lambda) := (1/(2*lambda))*exp(-abs(x)/lambda); integrate(sqrt(p(x,lambda1)*p(x,lambda2)),x,-inf,inf); ratsimp(%); /* end*/ /* Exponential family of Weibull densities with prescribed shape parameter k */ declare( k , integer); assume(k>=1); assume(lambda1>0); assume(lambda2>0); p(x,lambda) := (k/lambda)*(x/lambda)**(k-1)*exp(-(x/lambda)**k); integrate(sqrt(p(x,lambda1)*p(x,lambda2)),x,0,inf); expand(ratsimp(%)); /* end */ /* KLD betwen Weibull distributions by symbolic computing of the limit */ declare( k , integer); assume(lambda1>0); assume(lambda2>0); k:3; omega:1; t(u):=u**(-k); tp(u):=k*u**(-k-1); p(x,l):=(k/l)*((x/l)**(k-1))*exp(-(x/l)**k); mean(l1,l2):=l1+alpha*(t(l1)-t(l2))/tp(l1); log(p(omega,l1)/p(omega,l2)) + (1.0/alpha)*log(p(omega,mean(l1,l2))/p(omega,l1)); limit (ratsimp(%), alpha, 0); expand(%); /* end */
