We present g and z aperture photometry for 96 Galactic globular clusters, making this the largest homogeneous catalogue of photometry for these objects in the Sloan Digital Sky Survey (SDSS) filter system. For a subset of 56 clusters, we also provide photometry in r and i . We carry out comparisons with previous photometry as well as with the SDSS data set. The data will be useful for a series of applications in Galactic and extragalactic astrophysics. Future papers will analyse the colour-metallicity relation, colour-magnitude diagrams and structural parameters. The compilation of results based on this data set will be collected in the Galactic Globular Cluster Catalog (G2C2).
INTRODUCTION
Globular clusters (hereafter GCs) formed during the earliest episodes of star formation in galaxies. They are found in all but the smallest dwarf galaxies, with massive galaxies hosting systems of hundreds or thousands of clusters. The properties of GCs appear to be very homogeneous from one galaxy to the other (in terms of colour, luminosity distribution, etc.) and this implies that the formation of these objects has been intimately related to the assembly of their parent galaxies (e.g. Harris 1991) . GCs are living fossils of the Universe at high redshift (their mass is similar to the Jeans mass at the epoch of recombination) and therefore give a snapshot of conditions as prevailed at early epochs (see West et al. 2004; Brodie & Strader 2006 for reviews). The integrated properties of GCs therefore provide us with information on the earliest stages of galaxy formation; the high intrinsic luminosities of clusters mean that they can be studied in detail well beyond the Local Group, while the E-mail: joachim.vanderbeke@ugent.be bright end of the GC luminosity function has been detected around a z ∼ 0.2 elliptical galaxy (Alamo-Martínez et al. 2013) .
Most work in both Galactic and extragalactic GCs is still based on the older photometric systems (such as Johnson-Cousins, Washington, etc.). Several authors have remarked on the lack of calibrating studies of GCs in the Sloan Digital Sky Survey (SDSS) system (Jordán et al. 2005; Sinnott et al. 2010; Peacock et al. 2011; Vickers, Grebel & Huxor 2012) ; as most such objects are in the south, the vast majority of Galactic GCs have not been imaged by the SDSS. The latest edition of the Harris (1996) compilation (2010 edition, this is the version we refer to in the remainder of the paper) lists UBVRI colours for about half of the 150 Galactic GCs. Nevertheless, this photometry is inhomogeneous, as it is taken from different papers, using different methods and instruments (including photomultipliers, photographic plates and modern CCDs).
The SDSS (York et al. 2000) has now imaged over a quarter of the northern sky (about 14 500 square degrees) in five passbands. Together with upcoming imaging surveys in the south, SDSS will completely replace the older Schmidt plate atlases of the sky, and at the same time provide a standardized system of photometry in the optical for astrophysics (theoretically, with calibrators in every field). With this motivation, our team embarked on the Galactic Globular Cluster Catalog (G2C2) project, with an ultimate goal of collecting reliable photometry using the SDSS filter system for a large sample of Galactic GCs. In this first paper, we present g and z magnitudes for about two-thirds of the Galactic GCs and r and i magnitudes for about one-third of all Galactic GCs. Future work will discuss the colour-metallicity relation (see the companion Paper II - Vanderbeke et al. 2014) , the colour-magnitude diagrams (CMDs) of these clusters, their spectral energy distributions over two decades in wavelength and the structural parameters of GCs using King models.
Here we discuss the buildup of the photometric data base: imaging of 96 Galactic clusters in at least two SDSS bands (as well as two more for a subset of 56 objects). We describe our observations and basic data reduction: we give details about the samples, determination of cluster centres, aperture photometry, estimation of the sky level, removal of outliers, photometric errors and correction for extinction. To assess the quality of our data, we compare these with previous work and carry out a similar analysis on GCs in common with the SDSS footprint. This paper is organized as follows. Section 2 presents the observations and the basic data reduction. We present the integrated photometry and colours for the Galactic GCs in Section 3. We summarize the results in Section 4.
OBSERVATIONS AND DATA REDUCTION

CTIO
We selected Galactic GCs from the latest versions of the Harris (1996) catalogue, which includes about 150 GCs. Observations were carried out between 2003 May 10 and 2012 June 9 using the Cerro Tololo Inter-American Observatory (CTIO) 0.9 and 1 m telescopes with the U.S. Naval Observatory (USNO) g r i z filter set. Because the Galactic bulge and hence the bulk of the Galactic GCs are best observable during the Chilean winter, cirrus and bad weather were a real issue during the observing runs: many nights were totally lost due to clouds or strong winds, while other nights were disturbed by cirrus and were not photometric.
For the results in this paper, we reduced 13 nights of observations. Several clusters were observed multiple times and it became clear that only four nights (all of which used the 0.9 m telescope, with an instrumental set-up as shown in Table 1 ) could be considered (largely) photometric. During these nights, we collected g and z observations for 81 GCs, about half of which we also observed using r and i filters.
For the vast majority of the clusters, we have 60 s exposures in g and z taken in 2004 June. During the run performed on 2003 May 10, short (between 5 and 30 s) and long (270 s in g , 410 s in z ) exposures were obtained. Both shorter and longer exposures were used separately to determine magnitudes. Some of the clus- The basic data reduction was performed via a dedicated IDLpipeline developed by our team. The procedure largely follows conventional CCD reduction processes. The bias level was estimated separately for each quadrant of the CCD, by computing the median of the corresponding bias section, which was then subtracted for each quadrant. The frames were then flat-fielded by the median of the twilight flats taken each night and corrected for bad columns. To identify and robustly remove cosmic rays, we used the L.A. Cosmic (imaging version) method (van Dokkum 2001) .
One additional complication was the incorrect information in the fit headers of the clusters observed from 2005 onwards. Subasavage (private communication) confirmed that, since the telescope control system upgrade in early 2005, the header values (including RA, Dec., airmass and epoch) are not correct. Based on the coordinates obtained from Harris (1996) and the header values (date and time of observation), we computed automatically the airmasses for the observations taken after 2005. Comparison with observation log sheets showed excellent agreement.
During the course of each observing night, a minimum of several dozen standard stars, selected from Smith et al. (2002) , were observed at different airmasses. Photometric calibration (i.e. determination of zero-points, colour terms and atmospheric extinction values, as well as removal of other instrumental signatures) was carried out as in Patat & Carraro (2001) . Foreground (Galactic) extinction was estimated for each position using the most recent values from the recalibration of Schlafly & Finkbeiner (2011) .
SDSS Data Release 9
We also considered a sample of 21 Northern hemisphere clusters from the ninth data release of SDSS (Ahn et al. 2012) , 6 of which have also been observed by us with the CTIO 0.9 m telescope. However, NGC 6838 and NGC 6254 were only partly covered by SDSS and were not included in this study, as our procedure (see below) requires us to cover at least the half-light radius in each object. Bright foreground stars outshine GLIMPSE01, Ko 1 and Ko 2. We do not consider these clusters further.
For some other clusters, several SDSS stripes needed to be assembled into mosaics using Montage, 1 although this may lead to issues with variable sky levels. Although SDSS data have the considerable advantage of being photometrically homogeneous and uniform, the 53.9 s standard exposure in SDSS saturates bright red giant branch (RGB) stars in some GCs, an effect which becomes clear when comparing the CMDs and which is further discussed in Section 3.6. Note that the 'SDSS' filters at the Apache Point Observatory 2.5 m telescope (and the CTIO 0.9 m) have significantly different effective central wavelengths from the calibrating filters at the USNO 1 m telescope, where the u g r i z photometric system was defined (Fukugita et al. 1996) and extended with secondary standards by Smith et al. (2000 Smith et al. ( , 2002 . The conversion between the u g r i z and ugriz system is given on the SDSS website.
2 These result in negligible changes to the GC colours when compared to the magnitude uncertainties. For NGC 6341 and NGC 5904, the saturation of the SDSS chip was so severe that almost the entire RGB is brighter than the saturation limit of the CCD. It was nearly impossible to select nonsaturated stars to construct the point spread function (PSF) for the CMDs, which are indispensable in the reduction process (see Section 3.3). We decided to discard these clusters from the sample. Nevertheless, good quality data for NGC 6341 are highly desirable, as this GC is one of the most metal-poor GCs of the Milky Way.
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INTEGRATED PHOTOMETRY OF GCS
Galactic GCs are generally too large on the sky to be completely included within a single CCD frame (see Fig. 1 for an example from our own data). Although we experimented with fitting King models to the surface brightness profiles of the GCs to measure total magnitudes (we discuss this in a subsequent paper), we ultimately chose to derive aperture magnitudes within the clusters' half-light radii (e.g. Peng et al. 2006 ) to determine integrated colours. As long as the clusters show no strong colour gradients in their outskirts, the integrated colours we present here should be suitable proxies for studies of extragalactic systems as well.
We measured the aperture magnitude within the half-light radius r h obtained from Harris (1996) where the original values are drawn largely from Trager, Djorgovski & King (1993) , Trager, King & Djorgovski (1995) and McLaughlin & van der Marel (2005) . As the largest r h is 5 arcmin, it does not completely fill the CCD field of view and therefore enables us to determine magnitudes for all clusters in a homogeneous manner (as in Peng et al. 2006) . To obtain a total magnitude for the clusters, we would need imaging reaching well beyond the tidal radius. However, the largest tidal radius for the Galactic GCs is 53.8 arcmin, much bigger than our field of view. As long as colour gradients in the cluster outskirts are not very strong, the integrated colours determined within the halflight radius aperture should be representative of the total colours. To illustrate this for a cluster with a tidal radius r t which fits the CTIO 0.9 m telescope field of view, we compared the g − z colour based on r h and r t apertures for NGC 5694. After correcting for contaminants (as will be described in Section 3.3), the colour difference between r h and r t apertures is 0.002 mag for this cluster, which is negligible compared to the magnitude uncertainties.
NGC 6287 and NGC 6553 are other clusters with a tidal radius small enough to be entirely covered by the CTIO field of view. However, NGC 6287 was not centred properly on the chip and was not entirely covered as a consequence. The observations of NGC 6553 included some saturated stars within the tidal radius, which is complicating the cleaning of the contaminants and impeding a proper comparison of the colours within the half-light and tidal radii.
Our first step will be to determine the cluster centres for the apertures, followed by estimation of the sky values, removal of contaminants (foreground stars) and measurement of the total flux within the half-light radius. We then discuss extinction, photometric errors and compare our results with previous work and SDSS.
Cluster centroids
Our first step is to determine an accurate cluster centroid for the apertures. For the CTIO data, we followed the method of Bellazzini (2007). We calculated the aperture fluxes in a grid of 25 points around the initial (visual) guess for the cluster centre: the size of the grid is 125 pixels or 60 arcsec. The 'centre' position at which the aperture flux is maximal is adopted as the cluster centroid and used as the reference point for aperture photometry. This was performed separately for all frames, because of inconsistent coordinates in the headers. For the SDSS data, the coordinates listed in Harris (1996) were adopted together with the SDSS astrometric solution. The error in the photometry introduced by the uncertainty in the centre position is estimated in the following way (both for SDSS and CTIO data): magnitudes were computed for apertures centred at four grid points separated by 5 per cent of the stated half-light radius; we calculated the magnitude difference between the aperture magnitudes centred on these positions and the 'true' centre we determined above. The median of this difference is used as the estimate of the uncertainty introduced by the centre determination and is summed in quadrature to the photometric and other errors to obtain the total magnitude error, assuming that these errors are independent. The median contribution of the centre determination to the total magnitude uncertainty is 0.006 mag.
To provide a consistency check, we have compared the centroids in the g band to the more accurate central coordinates for each cluster as determined by Goldsbury et al. (2010) with Hubble Space Telescope data. The median difference between both centre determinations is 0.086r h . Using 8.6 per cent r h instead of 5 per cent r h to determine the magnitude uncertainty due to the centre determination results in a median additional error of 0.004 mag, which is negligible when compared to the systematic error introduced in Section 3.5.
Sky values
Determination of the sky value proved challenging, as several clusters fill the 0.9 m CCD and in most cases the images do not cover the clusters out to their tidal radius. We used MMM (Mean, Median, Mode), a routine available at the IDL astronomy library which was developed to estimate the sky background in a crowded field and was adapted from the DAOPHOT routine with the same name. The algorithm consists of several steps: it first computes the mean and standard deviation of the sky flux, which is used to eliminate outliers. MMM repeats the first step in up to 30 iterations recomputing the sky (eliminating outliers of the previous iteration). As a next step, MMM estimates the amount of stellar contamination by comparing the mean, mode and median of the remaining sky pixels. If the mean is less than the mode and the median, then the contamination is slight and the sky is estimated by the mean. If the mean is larger, indicating severe contamination (as the program assumes positive departures from the true sky value in crowded fields), then the true sky value is estimated by 3 × median − 2 × mean. We applied the MMM method to the four corners of each frame in a 100 by 100 pixel area, summing up about 40 000 pixels (as some pixels will be identified as outliers by MMM and will not contribute to the sky determination). We regard these regions are the best approximation for the sky value.
The SDSS pipeline processing the data includes the sky subtraction; hence, the sky value for these frames is always about zero. For consistency, we did determine the sky value running MMM on the entire mosaic.
Photometric uncertainties introduced when determining the sky level are further discussed in Section 3.5.
Removing foreground stars
Contamination from foreground bulge or disc stars can be severe at low Galactic latitudes, and a number of methods have been proposed to tackle this issue. In their study on the integrated 2MASS photometry of Galactic GCs, Cohen et al. (2007) considered stars brighter than the tip of the RGB by 1.5 mag as non-members and excluded them. However, it is difficult to use this approach close to the cluster centre (at least from the ground) because of crowding and the low spatial resolution of their (and our) data. Peng et al. (2006) , for example, disregarded this correction.
Contaminating stars can be excluded in two ways: from their abnormal position in the cluster CMD, which implies that they are unlikely to be cluster members (e.g. if they lie well outside the cluster principal sequences), or from their measured proper motions, as cluster stars are unlikely to show detectable motions because of their great distances.
Although our data suffer from crowding, average seeing and poor spatial resolution, we were able to derive CMDs to identify likely foreground stars and clean the aperture magnitudes. We carried out stellar photometry with DAOPHOT and ALLSTAR (Stetson 1987 (Stetson , 1994 . As a first step, up to 50 isolated and bright stars were selected to model a PSF, accounting for variation over the field by allowing quadratic variability. We used a PSF radius depending on the seeing: generally we used 4 × FWHM but adopted a maximum of 15 pixels when the seeing was bad or the focus was mediocre. This aperture is large enough to remove the bulk of the contaminating star light but small enough to enable DAOPHOT to resolve the stars. DAOMATCH and DAOMASTER were used to cross-match the different filters.
As a consequence of the low resolution of our data (0.396 arcsec pixels and a seeing between 1 and ∼2 arcsec), crowding does obviously affect the final CMDs, which are not complete, especially close to the centre. However, these cover large fields, extending well beyond the half-light radius where crowding is not as important. A detailed analysis of these CMDs will be presented in a forthcoming paper.
As an example, Fig. 2 shows the CMD for NGC 5986: open circles represent stars within the half-light radius and dots denote stars from the entire field. This GC is located at a Galactic latitude of b = 13.
• 27, so some contamination from the disc may be expected, and is visible as a blue plume of stars above the turnoff. As mentioned above, we use the half-light radius to measure the aperture magnitudes of the cluster, so stars in this area (represented as open circles) that lie outside of the principal sequences are possible contaminants. For confirmation, we checked the bright outliers, indicated by red circles in Fig. 2 , for proper motions in the USNO-B1.0 catalogue (Monet et al. 2003 ) and the NOMAD catalogue (Zacharias et al. 2005) , although in many cases these are not fully conclusive (e.g. see McDonald et al. 2013 for a similar approach to the bright asymptotic giant branch stars in NGC 4372). Once we are convinced that the star is a true non-member, the star is cleaned from the cluster photometry by subtracting its flux, based on the DAOPHOT PSF magnitudes, from the flux in the cluster aperture. Removing these stars in NGC 5986 results in magnitude corrections of 0.06 (0.03, 0.02, 0.02) in g (r , i , z , respectively). It is interesting to note that the contaminating stars in NGC 5986 would not have been removed if we had followed Cohen et al. (2007) as they are fainter than the RGB tip.
The magnitude corrections for foreground contamination may sometimes be very large, especially in poor clusters: for Pal 10 these corrections are 1.33 (0.62, 0.39, 0.33) mag in g (r , i , z ). This yields an ∼1 mag correction for contamination in g − z .
A caveat is that differential reddening may shift foreground stars into the cluster principal sequences: this can be significant for clusters at low Galactic latitude, where extinction may be patchy (Alonso-García et al. 2012 ). While we discuss reddening-related issues extensively in our study on the colour-metallicity relation, specifically as these affect the colour-magnitude relation, we believe that a few such outliers will not significantly affect the derived colours.
For the CTIO data, an extract of the magnitudes and the applied contamination corrections (denoted as CMD g ,r ,i ,z ) is listed in Table 2 . The complete table is available in the electronic version of this paper. Magnitudes and contamination corrections for the SDSS data are given in Table 3 .
Comparison with previous work
To test the reliability of our approach, we compare our g and z magnitudes with Peng et al. (2006), which also uses the half-light Schlafly & Finkbeiner (2011) , for the sake of consistency in these comparisons. These are shown in Fig. 3 : while there is no systematic offset, there are a couple of outliers, for which the magnitude difference with the earlier results (Peng et al. 2006 ) is larger than expected. It is unclear what the origin of the discrepancy is. In the next section, we discuss the origin of the photometric errors in more detail. It will become clear that the sky determination can strongly affect the final magnitudes, which we raise as possible cause for the variance when comparing to Peng et al. (2006) . At least for NGC 5927, the observing log of the original Peng et al. (2006) hints at clouds or cirrus and this may be another possible reason for the difference. The rms scatter of our photometry, compared with Peng et al. (2006) , is 0.08 (0.07, 0.09) for g (z , g − z ).
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Extract of the GC g r i z magnitudes and errors based on CTIO observations. CMD g ,r ,i ,z presents the magnitude corrections based on
Photometric errors
Except for some poor clusters, the integrated magnitudes over the half-light radius have small random errors. The main contributions to the photometric error budget come from uncertainties in the photometric calibration and the centre determination (discussed above). For several clusters, we have g and z data available from consecutive short and long exposures or from observations obtained during different nights. In this case, the median magnitude of all observations is taken as the final magnitude in Table 2 . In Fig. 4 , we compare the magnitude differences between different observations (both performed on different nights or subsequent observations performed during the same night). The magnitudes in general compare well. However, there are some exceptions which will be treated later in this section. First, we introduce some parameters that will be used to describe the details of these clusters. The standard way adopted in this study to estimate the sky level was described in Section 3.2. We now refer to this sky determination as method A. To test the influence of the sky determination on the cluster magnitude, we estimate the sky contribution using a sky band, centred in the cluster centre, with an inner radius of 900 pixels and a width of 100 pixels. We refer to the latter as method B. The resulting magnitude difference between methods A and B is denoted as * AB (with '*' indicating the filter). Tests on SDSS data did not result in significantly different sky estimates using methods A and B.
Another parameter used in the remainder of this section is R GC/Sky, * , which is the ratio of the sky-subtracted cluster flux to the sky flux (both measured within a half-light radius). Hence, when R GC/Sky, * = 1, the sky contribution is as strong as the cluster contribution to the flux within r h . R GC/Sky, * < 1 when the sky contribution is higher than the pure (sky-subtracted) cluster contribution. between both nights of 0.17 mag in g and 0.02 mag in z . It is suspicious that the magnitudes compare well for the z filter, while they do not for the g filter. In the latter filter, the average cluster surface brightness within a half-light radius is much lower than the brightness of the sky. Moreover, for the observations performed on 2004 June 5, R GC/Sky,g = 0.18, while on 2005 September 26 R GC/Sky,g = 0.07. This is a first indication that the magnitude difference could be attributable to the sky uncertainty. Using method B (with the sky radius) instead of method A (with the four corners) results in an absolute g magnitude difference | g AB | ∼ 0.1 mag, while the magnitude uncertainty is about 0.01 mag. This shows that the contribution of the sky uncertainty to the magnitude uncertainty is underestimated. We remark that the magnitude resulting using method B instead of method A was 0. 
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z filter, R GC/Sky,z is about 0.02 for both nights. The z magnitudes are differing for both nights by z AB ∼ −0.1 mag when using a sky band instead of the four-corner approach. Peng et al. (2006) Another cluster with a large difference between different observations is Terzan 7. This faint cluster was only observed on 2003 May 10, but consecutive z -band 79 and 410 s observations showed magnitude variations of about 0.1 mag. Because it is unlikely that, during a night that is considered photometric, the observing conditions change drastically in a 10 min timespan, this magnitude difference is surprising and deserves some special attention. This • , is associated with the Sagittarius stream, hence located in a crowded field. This obviously complicates the sky determination: there is a difference of 0.7 per cent between both sky determinations. However, as the surface brightness of the cluster is much lower than the sky level (R GC/Sky,z ∼ 0.06), this sky level difference results in a magnitude difference as stated above. This example again stresses the difficulty and importance of obtaining a reliable sky value. Nevertheless, the resulting magnitude errors are lower than 0.01 mag; hence, the magnitude uncertainty is underestimated for this cluster. | 
, with a vast number of stars saturating the 60 s exposures. Nevertheless, for the short exposures, only few counts are collected to determine a reliable sky value. In the case of the 1 s exposure, the sky uncertainty obtained by MMM was larger than the sky value itself, with R GC/Sky,z ∼ 1.2 and z AB ∼ −0.07 mag, while for the 11 s exposure, R GC/Sky,z ∼ 1.2 and z AB 0.01 mag. On 2003 May 10, the short 1 s exposure was followed by a long 410 s exposure, which could obviously not be used to determine the aperture magnitude of the cluster because of saturation issues. However, when using the long exposure to determine a more reliable sky value and then applying this sky value to the 1 s exposure, we obtain a magnitude 0.05 mag fainter than the value obtained above. Note that this value is fully consistent with the median value of the magnitudes obtained on both 2003 May 10 and 2004 June 6.
The scatter in Fig. 4 is larger than we would expect given the known error budget (photometric, centroiding, etc.). We add a systematic contribution of 0.03 mag for g and 0.0435 mag for z ), for the remainder of this analysis, to reduce the derived χ 2 to 1 and account for the additional photometric uncertainty. We cannot estimate this error for the other bands and we therefore adopt the z error.
To demonstrate that this error is not caused by a systematic photometric shift of certain nights, we present in Table 4 the median differences for clusters in common for the given nights.
Comparing CTIO and SDSS DR9
The CTIO and SDSS subsamples have six clusters in common for the g and z bands and four GCs for r and i bands. In z bands, respectively. NGC 7078 and NGC 7089 are the outliers in the i band; Pal 3 and Pal 13 are the two z-band outliers. These objects contribute most to the high scatter.
Pal 3 has uncertain CTIO photometry, as was discussed in Section 3.5. It should be noted that the CTIO g magnitude, based on the observations performed on 2004 June 6, is consistent with the SDSS magnitude (within the large photometric uncertainty for this faint cluster). However, z magnitudes based on CTIO observations on both 2004 June 5 and 6 do not compare well with the SDSS magnitude for this filter. The issues regarding the sky determination for CTIO observations of this cluster were discussed in Section 3.5.
Pal 13 was only observed on 2005 September 26 and has one of the highest specific frequencies of blue stragglers in any known GC (Clark, Sandquist & Bolte 2004) . Based on the SDSS CMDs, one candidate outlier was identified. However, the star did not have proper motions, and hence was not removed from the aperture photometry. This candidate outlier cannot explain the g − z colour difference between SDSS and CTIO: removing the star would have resulted in a g − z colour correction of −0.04. In Section 3.5, it became clear that a small variation in the CTIO sky determination can result in a large magnitude difference, especially for faint clusters which have a lower surface brightness than the sky itself. Motivated by the latter argument, we reinspected the CTIO sky determination for Pal 13. The R GC/Sky,g ∼ 0.12, while R GC/Sky,z ∼ 0.01, so the cluster flux contribution is much smaller than the sky contribution within a half-light radius. Using MMM on a sky ring of 900-1000 pixels (referred to as method B in Section 3.5) instead of the four-corner approach (method A) results in magnitude differences of g AB 0.003 mag, while these rise to z AB ∼ 0.35mag in the z band. The large photometric uncertainties are reflected in the magnitude errors, though these are smaller than the difference invoked by using the different sky estimation methods. Fig. 6 presents CMDs for NGC 6934 based on CTIO and SDSS data. It is clear that the RGB in the SDSS CMD suffers from saturation (it is known that SDSS saturation starts at r ∼ 14). Moreover, more blue stragglers are found in the CTIO CMD and the blue horizontal branch is more extended than in the SDSS CMD. Further analysis of the CMDs will be presented in a subsequent paper. Nevertheless, when comparing the integrated magnitudes of NGC 6934, the agreement is excellent in grz while in the i band magnitudes show a larger difference.
The SDSS data for NGC 7078 are also saturated for the RGB stars. Only for the z band the difference between SDSS and CTIO data is smaller than 0.01 mag; for the other filters the differences are much larger. We observed this cluster with the CTIO 0.9 m telescope on three different nights in the g and z filters. These three observations deviate less than 0.01 mag from each other in both filters. The cluster was also observed with the r and i filters but only for one night.
For the future work, we use the CTIO-based magnitudes whenever GCs have magnitudes from both subsamples, except for Pal 3 and Pal 13, which are low-reddening clusters with very exceptional 
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CTIO colours (g − z ∼ 0), compared to g − z colours of the other low-reddening clusters ranging between 0.4 and 1.4. We suspect that issues with the sky determination for the CTIO data are causing the offsets with the SDSS data for these faint clusters.
SUMMARY
In the current study, we presented integrated photometry for 96 Galactic GCs. We discuss a variety of issues, such as dealing with incomplete imaging (CCD cameras do not image the whole cluster), sky removal, calibration, the cleaning of contamination based on CMDs and proper motions and systematic errors. We obtained g and z magnitudes for about two-thirds of the Galactic GC system, making this the largest homogeneous optical sample based on the SDSS filter system. For about half of these clusters, we also present r and i photometry.
This work is the first of a series of papers, collected in the G2C2, exploiting this data set of SDSS photometry. Future studies will deal with the colour-metallicity relations, the CMDs, the spectral energy distributions, the structural parameters and the integrated spectroscopy.
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