Abstract. In this work, we present a proof of the existence of real and ordered solutions to the generalized Bethe Ansatz equations to the one dimensional Hubbard model on a finite lattice, with periodic boundary conditions. The existence of a continuous set of solutions extending from any U > 0 to U = ∞ is also shown. This continuity property is relevant to the question of whether or not the solution gives us the ground state of the finite system, as suggested by Lieb and Wu.
Introduction
In 1968, Lieb and Wu [LW1] solved the one-dimensional Hubbard model [H] , and showed the absence of Mott transition in the ground state. A new version of this result [LW2] , with additional details on the exact solution for the ground state, was recently published, motivated by the increasing importance of the 1D Hubbard model in Condensed Matter Physics.
Despite being one of the most studied models to describe interacting electron systems, many questions concerning the Hubbard model remain as open problems, and the 1D Hubbard model is the only one for which an exact solution was found. Still, many results concerning the Bethe Ansatz to the Hubbard model rely on unproved hypotheses. The purpose of this paper is to answer some of the questions raised in the recent paper by Lieb and Wu, concerning the existence of a solution to the Bethe Ansatz equations for the 1D Hubbard model on a finite lattice, and whether or not this solution gives us the ground state.
Consider a system with N electrons on a lattice with N a sites. The one-dimensional Hubbard model is described by the hamiltonian
where c † i,σ , c i,σ are the fermion creation and annihilation operators for an electron with spin σ =↑ or ↓, at site i, and n i↑ , n i↓ are the corresponding occupation number operators. We are using here periodic boundary conditions (c Na+1,σ = c 1,σ ), so we are actually working on a ring with N a sites. Particle-hole symmetry permits us to restrict to the case N N a . Since the hamiltonian commutes with Na i=1 n i↑ and Na i=1 n i↓ , we can look for energy eigenstate with a fixed number of spins up and down. Let us denote these states by E-mail: goldbaum@princeton.edu.
|M, M ′ >, where M is the number of spin-down, and M ′ the number of spin-up electrons. Spin-up and spin-down symmetry allows us to restrict to the case M M ′ . We can expand |M, M ′ > in a basis of states of localized electrons,
where |x 1 , . . . , x N > denotes the state where the spin-down electrons occupy the sites x 1 , . . . , x M , and the spin-up electrons are located at x M +1 , . . . , x N . Our states are defined in the region R = {1 x i N a , i = 1, . . . , N }. Given any permutation Q : {1, . . . , N } → {Q1, . . . , QN }, we can define the region
It is clear that
where the union is taken over the N ! possible permutations. We should always keep in mind that the x 1 , . . . , x M denote the positions of the spin-down electrons. The solution of the 1D Hubbard model is based on a generalized version of the BetheAnsatz [Be] . For a sequence of unequal and ordered numbers k 1 < k 2 < · · · < k N , we assume that the energy eigenstates are given by (1.1), where the amplitudes f (x 1 , . . . , x N ) are given in the region R Q by
The (N !) 2 coefficients A Q {P } have to be determined in order for the state to be well defined in the boundary of two regions R Q and R Q ′ . Also, we should make sure that the resulting state is antisymmetric with respect to exchange of two identical particles, and that it satisfies the periodic boundary conditions.
Those restrictions result in a system of (N !) 2 linear and homogeneous equations for the coefficients A Q {P }. Fortunately, these equation were studied in detail by Gaudin [G] and Yang [Y] , in the context of a system of fermions with delta interaction. The only difference here is that we are working on a lattice, and not in the continuum, so the k j that appear on the system of equations have to be substituted by sin k j , which does not interefere with the algebraic analysis.
The condition obtained in [G] and [Y] for the existence of a non-trivial solution for the coefficients A Q {P } can be written as the generalized Bethe-Ansatz equations
in terms of our original set {k j } N j=1 , and a set of auxiliary parameters {Λ α } M α=1 . Defining
and taking the logarithm of the equations above, we obtain the Lieb-Wu equations
The coefficients I j are integers if M is even, and half-integers otherwise. Similarly, J α are integers if N − M = M ′ is even and half-integers otherwise. It is convenient to restrict to the case where M is odd, and N is even. For the ground state, we can choose the I j and J α that will give us the correct solution in the limit U → ∞. In this limit, the equations decouple, and we have
In the thermodynamic limit, taking N a , N, M, M ′ → ∞, keeping their ratios fixed, (1.2) and (1.3) become integral equations. The analysis of the resulting equations led to the well known solution of the 1D Hubbard model. Some questions concerning the finite lattice case remained as open problems. The purpose of this paper is to provide rigorous results to some of those problems. In particular, we are going to show that the equations (1.2), (1.3) do indeed have a solution, and that it is ordered in j and α (k j+1 > k j , Λ α+1 > Λ α ). The ordering is important in the derivation of the integral equations in the thermodynamic limit. We also show that there is a continuous curve of solutions extending from U = ∞ to any U > 0. We are ready to state our main result: Theorem 1.1. The equations (1.2) and (1.3) have at least one real solution satisfying
Furthermore, there is a continuous curve of solutions defined by γ(t) :
extending from any U > 0 to U = ∞.
We know that the state obtained by the solution to (1.2), (1.3) correspond to the real ground state in the limit U = ∞, since we chose the coefficients I j and J α in order to match these states. To prove that the ground state is given by the Bethe Ansatz solution for any positive U , we need a few additional facts. Since the ground state is non-degenerate for any U [LW2], our result shows that starting with the solution at U = ∞, and going along the curve γ(t), the state is indeed the ground state, provided f (x 1 , . . . , x N ) does not vanish identically. We will return to the question of whether the Bethe Ansatz wave function can vanish on a latter paper.
Existence of a solution
The goal on this section is to prove the existence of solutions to the Lieb-Wu equations that are ordered in j and α (k j+1 > k j , Λ α+1 > Λ α ). The proof will follow from Brouwer's fixed point theorem, but first we need to define a convenient map to apply the theorem.
2.1. Defining the map. Due to the symmetry of the coefficients I j and J α , we can look for symmetric solutions of the form k j = −k N −j+1 , and Λ α = −Λ M −α+1 . Therefore, our set of k-s and Λ-s are totally defined by
The other components of k and Λ, are obtained by the symmetry condition. In particular,
We can define the map φ :
where Λ ′ is defined by
The function Λ ′ (k, Λ) is well defined since the left side of (2.1) is continuous and strictly increasing in Λ ′ α . It is also clear that
It is also important to observe that
where C N,U is a constant for each value of N and U . Indeed, from (2.1) we have
2.2. The fixed point theorem. Now we are ready to state the result that allows us to use Brouwer's fixed point theorem.
Lemma 2.1. If we define the domain
Regarding Λ α , we have
Furthermore, the right side of (2.1) is increasing in Λ α and J α+1 > J α , whereas the left side is increasing in Λ ′ α . Restricting the map φ to Ω, this implies Λ
Combining these results with Λ ′ M < C N,U we conclude the proof of the lemma. Since Ω is compact and convex, there is a continuous and invertible map
is continuous and takes the disk into the disk, and by Brouwer's fixed point theorem, it must have a fixed point. Since ψ is one-to-one, the fixed point of ψ corresponds to a fixed point of φ.
2.3.
The fixed point is a solution to the Bethe Ansatz equations. Since we artificially introduced the maximum in the definiton of k ′ , we need to show that the fixed
is indeed a solution to the original equations.
In other words, we need to show that
Taking k j = 0, we have
That also implies
Let us consider now
+1
, we have
, and proceeding by induction we get
We have therefore concluded the proof that the fixed point (k * , Λ * ) satisfies (1.2) and (1.3).
Existence of a continuous curve of solutions
We want to analyze now what happens to our solutions as U changes. Our goal is to show that there is a connected set of solutions extending from any U > 0 to U = ∞.
From what we have seen in the last section, we know that on the part of the boundary of Ω defined by k N 2 +1 = 0 or k i+1 = k i , the vector field defined by
has a normal component that always points inward. Also, for Λ α = 0 we have Λ ′ α > 0, and Λ α = Λ α+1 implies Λ ′ α < Λ ′ α+1 . Therefore, the vector field actually points inward in all the boundary of Ω. All we need to prove then is that given any family of continuous vector fields
such that the normal component of v t points inward on the boundary of the disk D n , there is a connected subset of D n × [0, 1] in which v t (k, Λ) = 0, extending all the way from t = 0 to t = 1. The proof of this statement is trivial if for each t ∈ [0, 1] the vector field v is nondegenerate. Here we consider a vector field to be non-degenerate if, for every point x such that v(x) = 0, the determinant of the jacobian |∂ j v i | does not vanish. In this case, since the zeros of the vector field are always isolated, each zero at t = 0 will follow a smooth curve as we increase t from 0 to 1, by the implicit funtion theorem.
In the general case, however, zeros can collide with each other and disappear, as we change t, so the proof is not that simple. So let us assume now that we have a general family of vector fields, possibly degenerate.
We can always approximate v t by a polynomial vector field. If v t is a polynomial, it will have a finite number of sets of connected zeros. We can define an index for every isolated set of zeros. For an isolated zero x 0 , we define its index [GP] by the degree of the map φ : S ǫ → S n−1 defined by
where S ǫ is a sphere center at x 0 with radius ǫ, and ǫ is sufficiently small so that x 0 is the only zero of v t in its interior. So the index is just a measure of how many times we map the sphere S ǫ into the sphere S n−1 .
For any connected set of zeros, we can define the index analogously, by isolating the set from other zeros by a surface that can be smoothly deformed into a sphere. Alternatively, we could define the index by adding a small perturbation to remove the degeneracy, and adding the index of all resulting isolated zeros. A general definition of the index for vector fields can be found in [GS] .
Since v t always points inwards in the boundary of the disk, the sum of the indices of all connected sets of zeros is equal to one, for all t. As t varies from 0 to 1, the zeros describe a continuous trajectory. A given zero of index +1 cannot simply disappear, unless it collides with a zero of index −1. Every connected set of zeros can at some point break up into other sets, provided the sum of indices is preserved. Also, new sets of zeros can be created, provided their total index is 0.
Let Z ⊂ D n × [0, 1] be the set of all zeros of v, where we now drop the index t, and consider the vector field defined on the cylinder D n × [0, 1]. If a zero of v 0 with index +1 is not connected to a zero of v 1 by Z, then it has to be connected to another zero of v 0 with index −1. Since the total index is always equal to 1, there are not enough zeros of index -1 to annihilate all the +1 zeros. and there will be at least one connected set of zeros from t = 0 to t = 1.
We can find a sequence of vector fields {w n }, such that the v + w n is a polynomial vector field and lim n→∞ |w n | = 0. For each n, we have a continuous curve of zeros of v + w n , from t = 0 to t = 1. What we need to do is to prove that the curve cannot be disrupted as we take the limit |w| → 0.
Let us also define the set
where D 0 is the disk at t = 0, and D 1 the disk at t = 1. Consider the topology τ * in Z ′ defined by taking the intersection of the open sets in the metric topology τ of D × [0, 1] with Z ′ . Let us assume for a moment that there is no subset of Z connecting D 0 to D 1 . In this case, we can find two disjoint open sets X 0 , X 1 ∈ τ * such that
But X 0 and X 1 are closed sets in the metric topology τ , since they are given by zeros of a continuous vector field. Therefore we can find disjoint open sets O 1 , O 2 ∈ τ such that
But the set (O 1 ∩ O 2 ) c is nonempty and closed, so is continuous in t.
Conclusions

