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Abstract. In this paper, we present a method for modeling an electrocardiogram (ECG) signal using time-
varying parameters by considering that the signal is generated by a linear, time-varying (LTV) system with a 
stationary white noise input, and then by estimating the time-varying coefficients of the LTV system. In effect, 
since the ECG signal is considered to be non-stationary, this method is based on the Wold-Cramer 
representation of a non-stationary signal. The relationship between the generalized transfer function of an LTV 
system and the time-varying coefficients of the difference equation of a discrete-time system is not addressed 
clearly in the literature; in this paper, we propose a new approach to this problem and apply it for modeling a 
human ECG signal. We first derive a relationship between the system generalized transfer function and the time-
varying parameters of the system. Then we develop an algorithm to solve for the system time-varying 
parameters from the time-frequency kernel of the system output using the time-varying autocorrelation function 
(TVACF) and by modifying the modified least-square (MLS) and Durbin's approximation algorithms. A 
comparison between the proposed algorithm and the recursive least-square (RLS) and RLS lattice (RLSL) 
algorithms is considered. Computer simulations illustrating the effectiveness of our algorithm are presented 
when the signal is embedded in noise. 
 
 
1.  Introduction 
 
The problem of signal modeling has attracted a considerable attention during the past 
few decades due to its large number of applications in diverse fields such as medicine [3, 
7], where, the analysis and the modeling of a biomedical signal of practical importance. 
In this paper, we emphasize on the modeling problem, which is very important in the 
prediction and the compression of an electrocardiogram (ECG) signal [3,7,10], and [16]. 
An ECG signal, which is non-stationary, can be modeled by considering that it is 
generated by a linear, time-varying (LTV) system with a zero-mean, unit variance 
stationary white noise input. A subclass of discrete LTV systems is one for which the 
input and the output sequences x (n) and y(n) satisfy a LTV difference equation of the 
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Form 
 
where a0(n)=1, {ak(n)} and {bk(n)} are sets of time-varying parameters, pt q, x(n) is a 
stationary signal and K(n) is a white noise with symmetrical distribution. As in previous 
work, a convenient way to solve  equation (1) is to approximate the time-varying 
coefficients of the system by constant parameters over each effective data window 
[12;15], which is an inherent assumption in the formulation of the recursive least-square 
(RLS) algorithms, for example. This assumption clearly limits the tracking ability and 
often introduces a bias in the parameter estimates. To alleviate this problem the system 
parameters are allowed to vary with time over the effective data window. 
 
A simple approach is to replace the time-varying coefficients with their second-
order expansion [15] or an arbitrary order expansion [12] as in the case of either the RLS 
polynomial lattice algorithms (RLSL). This assumption simplifies the time-varying 
identification problem in such a way that the equations resemble those in the time-
invariant case. This is an interesting assumption; however, it has some pitfalls. The first 
one is that to approximate the time-varying coefficients we may need a large expansion 
order, depending on the type of polynomials used in the decomposition of the 
parameters. Also, there is no clear procedure to choose the polynomials a-priori. 
Moreover, the dimension of the problem increases as we increase the expansion order of 
the polynomials. In this paper, we propose a new method for estimating the time-varying 
parameters {ak(n)} and {bk(n)} without the above restrictions. The proposed method 
alleviates the above shortcomings by estimating the time-varying parameters at each 
instant of time, which is more general than both of the RLS and the RLSL approaches. 
The organization of this paper is as follows. In section 2, the necessary background 
material is presented. In section 3, we propose a relationship between the generalized 
transfer function of the LTV system and the time-varying coefficients of its difference 
equation. Based on this relationship, a new algorithm is proposed in section 4 for solving 
for the time-varying coefficients of the LTV system by modifying the well known 
modified least-square (MLS) method to fit to the time-varying case. In section 5, we 
present some numerical examples that show the performance of the algorithm through 
some distance measures between the actual and the estimated models, and then we apply 
the developed algorithm to the modeling of a human ECG signal. 
 
3. Fundamental Relationship 
 
In this paper, we shall consider a zero-mean discrete-time stochastic processes. If the 
process is stationary, it possesses a decomposition called the Wold decomposition, 
which states that the process y(n) can be obtained as the output of a causal linear filter 
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driven by a white noise x(n). This filter has an infinite impulse response and therefore is 
not suitable for a parsimonious representation of the process. For this reason it is more 
convenient to use the autoregressive moving-average (ARMA) model which consists of 
a finite number of parameters and can be represented as 
 
 
The Wold decomposition is more general than the ARMA model which only applies to 
processes with rational spectra. To have a one-to-one correspondence between ARMA 
models and rational spectra, it is necessary to stipulate additional constraints on the 
parameters ai and bi: 
1) The denominator polynomial A(z)=1+a1z-1+…+apz-p must have all its roots 
inside the unit-circle to insure stability. 
2) The numerator polynomial B(z)=b0+b1z-1+…+bpz-q must have all its roots 
inside the unit-circle to have non-minimum phase system, and therefore invertible. 
Since the variance of the input signal x(n) has been normalized to be 1, the rational 
spectrum S(Z) for y(n) is 
 
 
 
Let us now assume that the process y(n) be non-stationary. Cramer [6] showed that it still 
possesses a Wold decomposition in terms of its innovation x(n) and its generating 
system. However, the linear system generating y(n) is no longer time-invariant when 
driven by the innovation x(n); the impulse response of this system will be a time-
dependent function so that 
 
 
 
It is possible to obtain a finite-order representation of the process, e.g., an equivalent 
time-varying ARMA (TV-ARMA) model of the form 
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The input-output relationship in equation (3) may be realized as an ARMA recursion like 
equation (4) if and only if there exists an integer n, and functions a1(n),…, ak(n) such that 
[6] 
 
 
 
 
where the operator z-1 represents the delay operator acting on the set of real-valued 
functions defined over the ring Z of integers, so that z-1{f(n)}=f(n-1). The parameters of 
the AR part in (4) are obtained precisely as these functions a1(n),…, ak(n). 
 
Another answer to the question of existence of a time-varying ARMA model was given 
by Huang and Aggarwal [9] which worked on the covariance H(n,m) of the process y(n) 
H(n,m)=E{y(n)y(m)}. The process y(n) may be realized by an ARMA model driven by a 
white noise, like (4), if and only if there exists an integer k and functions FL(n), \i(n) 
such that 
 
Covariances having property (6) are called “degenerate” and are often 
encountered in the literature under the name “separable.” The existence of a time-
varying ARMA(k,k-1) representation for a non-stationary process is ensured by the 
theorems given in [6;9]. The uniqueness of the representation is obtained by constraining 
the ARMA model to be invertible, but this leads to conditions on the time-varying 
impulse response {h(n,m)} and its inverse, which cannot be easily expressed in terms of 
the coefficients ai(n) and bi(n). Now, let us discuss the problem of estimating the time-
varying coefficients ai(n) and bi(n). In signal processing, one usually has only one 
trajectory of the stochastic process y(n), i.e., a set of observations {y0, …, yT}. Apart from 
likelihood techniques working on the samples themselves, most estimation techniques 
use some kind of estimate of the covariance function of the process. If the process is 
stationary, one uses an ergodic estimator. When y(n) is a non-stationary process, this 
approach is no longer feasible, so that, without further assumption, it is not possible to 
identify a time-dependent model. 
 
The simplest assumption which can be made is that the process y(n) is not too far 
from stationary, so that the variation of the time-varying coefficient ai(n), being rather 
smooth, can be tracked by adaptive algorithms (least-square, gradient, etc.). This is also 
the assumption implicitly made in the sliding DFT. The tracking ability of these 
algorithms is prescribed by either size of a window or the value of a fading rate, and 
there lies the limitation of these methods [4]: if the process evolves too quickly, the 
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algorithm will not properly track the evolution of the coefficients, unless the window 
becomes very short, which in turn degrades the spectral resolution.  
 
Another assumption might be that the coefficients evolve in a Markovian way; 
the coefficients ai(n) and bi(n) are considered stochastic, and the output of a linear finite-
order system driven by a white noise. If the parameters of this Markov model are known, 
the estimation of the ai’s and bi’s is simply the estimation of the state of the Markov 
model, a problem that can be solved with the help of the Kalman filter. If the transition 
matrix and the noise covariance are unknown, the problem becomes an intricate 
nonlinear problem of simultaneous state and parameter estimation. 
 
A third assumption is that the coefficients ai(n) and bi(n) may be approximated 
satisfactorily by a weighted combination of a small number of known functions. This 
idea seems to have been used for the first time by Rao [15] who replaced the time-
dependent coefficients with their second-order expansion 
 
The set of known functions is here restricted to the functions  
 
Now, we present an algorithm to identify the time-varying parameters of an LTV system 
from its generalized transfer function. As already mentioned, this algorithm can be used 
in modeling a non-stationary signal by considering the signal as the output of an LTV 
system with a stationary white noise input. If the variation of the time-varying 
parameters is much slower than the variation of the process y(n), which is the 
case when x(n) is white noise, then taking the z-transform of both sides of 
equation (1) yields 
 
where z=ejZ. Since y(n) is non-stationary, for a unit-impulse input, equation (8) becomes 
or  
where *y(n,z) represents the time-frequency kernel of the process y(n) expressed at each 
instant of time n, and since x(n) is a white-noise process, the time-frequency kernel 
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*x(n,z)=1 for all n. Also, *y(n,z) represents the generalized transfer function of the LTV 
system with {ak(n)} and {bk(n)} representing the time-varying coefficients of its 
denominator and numerator, respectively. 
 
The time-varying system impulse response ]y(n,m) can be estimated from the 
time-varying frequency response *y(n,Z) using any time-frequency kernel estimator. 
Then the time-varying coefficients of the LTV system are obtained from the inverse 
Fourier transform of the estimate of *y(n,Z). The modified least-square (MLS) algorithm 
[13] can then be used to solve for the time-varying coefficients of the LTV system after 
modifying it to fit for LTV system identification problem. If we have a-priori knowledge 
of p and q, then the Prony approximation algorithm [6] can also be used to solve for 
{ak(n)} and {bk(n)}. In the MLS, our objective is to obtain a rational function which 
approximately has ]y(n,m) as its impulse response, by solving the MLS minimization 
problem. 
 
4. Estimation of the time-varying ARMA coefficients 
 
This section is devoted to estimation of  the time-varying coefficients of the model. 
From equation (9), we have 
 
*y(n, ejZk) A(n, ejZk)= B(n, ejZk)       (10) 
 
where Zk=2Sk/N, N being the length of the available data points for k=0,1,..,N-1. For 
convenience, let us replace ejZk by zk. In the following, we propose a procedure for 
finding the parameters of a rational function that approximates equation (9) by 
minimizing the following quadratic error 
 
The solution of this problem can be obtained by recursively solving the system of time-
dependent linear equations [13;8] 
 
 
In (11), Jp(n) is the time-varying  minimization error for A(n,zk) of order p. Kn is a 
(p+1)x(p+1) time-dependent matrix with entries given by 
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where i,j=0,1,...,p, ]y(n,m)is the impulse response sequence of the LTV system or the 
Fourier coefficients of the generalized transfer function *y(n,z) and rn(.) is the TVACF of 
y(n). Once the time-dependent coefficients {ak(n)} are calculated by using equation (11), 
the time-varying MA coefficients {bk(n)} can be estimated as 
 
where k=0,1,...,q.  
 
 In (12), bk(n) depends on the time-varying response ](n,m), though we should 
look for better and more robust procedure for estimating the MA parameters. Therefore, 
consider the following procedure for estimating the time-varying MA parameters. After 
obtaining the time-varying AR parameters, we can form an equivalent time-varying MA 
model by removing the time-varying AR component to get the new MA process 
 
 
This can be considered as the output of an equivalent time-varying MA model 
represented by 
 
From the above, the TVACF of g(n) can be expressed as 
 
where m=0,1,...,q. The problem now is to estimate {bi(n)} from the TVACF of g(n). 
Equation (13) is nonlinear and, in general, does not have a unique solution. However, at 
each instant of time n, {bk(n)} can be estimated by modifying the Durbin's 
approximation algorithm for the estimation of the parameters of an MA(q) process which 
is summarized as follows: 
 
1. Using the data sequence {g(0), g(1), …, g(N-1)}, fit a large order time-
varying AR model using the autocorrelation method. For an AR model order 
L, where q<<L<<N, the white noise variance estimator Vn is given by 
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2. Using the AR parameter estimates obtained from above as the data, use the 
autocorrelation method with order q to find 
That is 
 
 
where 
 
and 
 
 
It should be noticed also that the model orders, p and q, may vary with time. This means 
that at time n0 we may need p0 and q0 to model the signal, however, at time nd, for 
example, we may need pd and qd in order to model that signal. In this paper, this 
assumption is not considered. The accuracy of the estimated time-varying coefficients 
depends on the correct estimate of *y(n,Z). If p and q are not known a-priori, one can 
use any order estimation algorithm such as the ones addressed in [1,4,5]. 
 
 
5. Experimental Results 
 
 The performance of our method is evaluated through distance measures defined 
in terms of the original model and the estimated one. One way of examining the 
closeness of fit of {ak(n)} and its estimate is to evaluate the error measure Ei, where 
 
 
 
In (18), Ai denotes the power of the estimated error and is given by 
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Where as 
The error Ai is minimized by choosing 
 
 
That is, we look for the best constant E to make ai(n) and its estimate comparable. In 
addition to this distance measure, we will also use the signal-to-noise ratio (SNR) 
defined as 
The mean-square error (MSE) between the actual signal and its estimate is also 
considered. To illustrate the performance of the time-varying algorithm proposed in the 
previous section, we first apply it to a system that has two components of which one is 
time-invariant and the other is time-varying, with and without noise; we then apply it in 
modeling a human ECG signal. 
 
Example 1: 
Let us have a non-stationary signal generated from a second-order time-varying 
autoregressive (TVAR) model such that p=2, q=0 in equation (1), i.e., 
Where 
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for n=0,1,...,N-1, N=256. We assume then there is no noise, i.e., K(n)=0 in equation (1), 
and then the input x(n) is a zero-mean, unit-variance stationary white noise. Using 60 
Monte-Carlos, the true and the estimated coefficients of the LTV system are shown in 
Fig. 1 and 2 for the estimates of a1(n) and a2(n), respectively. The results of the error 
measures are shown in Table 1, and the original signal and the estimated one are shown 
in Fig. 3, with MSE shown in Fig. 4. We observe from the figures that the estimated 
coefficient of the time-invariant parameter is close to the actual one and then the 
estimated coefficient of the time-varying parameter is tracking the actual one. Also, we 
observe that the MSE between the estimated signal and the actual one is indeed small. 
 
Fig. 1.  Plots of a1(n) (solid) and its estimate (dotted) of  example 1. 
 
 
 
Fig. 2.  Plots of a2(n) (solid) and its estimate (dotted) of  example 1. 
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Fig. 3.  Plots of y(n) (solid) and its estimate (dotted) of  example 1. 
 
 
Example 2: 
Let the signal y(n) given in example 1 be now embedded in a stationary Gaussian noise 
with SNR=5 dB. Computed from 60 Monte-Carlos, the true and estimated coefficients of 
the LTV system are shown in Figures 4 and 5 for the estimates of a1(n) and a2(n), 
respectively. The results of the error measures are shown in Table 1, and the original 
signal and the estimated one are shown in Fig. 6. We observe here the effect of noise in 
degrading the estimation of a1(n); however, it has less effect on the time-varying 
parameter estimate of a2(n). Also, we observe that the MSE is not significant except for 
large values of n, 200<n<N. 
 
Table 1. The estimated time-varying coefficients of ]y(n,m) 
Figures E1 E2 SNR(dB) 
2,3,4,5 0.0011 0.0237 16.2354 
6,7,8,9 0.0168 0.0215 7.8897 
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Fig. 4.  Plots of a1(n) (solid) and its estimate (dotted) of Example 2. 
 
 
 
 
 
 
 
 
Fig. 5.  Plots of a2(n) (solid) and its estimate (dotted) of  example 2. 
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Fig. 6.  Plots of y(n) (solid) and its estimate (dotted) of  example 2. 
 
 
 
 
Example 3: 
In this example, we consider the modeling of 512 samples of a human ECG signal with 
warm water in ear. The zero-mean, actual ECG signal is shown in Fig. 7. The 
synthesized ECG signal versus the actual ECG signal is shown in Fig. 8, which shows 
that the algorithm is adaptive with time. 
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Fig. 7.  ECG signal of example 3. 
 
 
Fig. 8.  Part of the ECG signal (solid) with its estimate (dotted) of  example 3. 
 
 
A New Approach to the Generalized Transfer Funcion . . . 
 
83
 
6. Conclusion 
 
In this paper, the problem of identifying the parameters of an LTV ARMA model was 
addressed. A new approach for estimating the time-varying parameters of a non-
stationary signal is presented. Also, a modification of the MLS method for solving for 
the time-varying parameters was proposed. It has been demonstrated through computer 
simulations that the proposed approach performs well in modeling non-stationary signals 
generated by a time-varying autoregressive model with a white noise input. Computer 
simulations illustrating the effectiveness of our algorithm are presented when the signal 
is embedded in noise. The proposed algorithm was applied for the modeling of a human 
ECG signal. 
 
References 
 
[1] Akaike, H. "Power Spectrum Estimation Through Autoregressive Model Fitting," Ann. Instrum. Stat. 
Math., Vol. 21 (1969), 407-419. 
[2] Al-Shoshan, A. I. and Chaparro, L.F. "Identification of Non-minimum Phase Systems Using the 
Evolutionary Spectral Theory," Signal Processing Journal, Vol. 55  (Nov. 1996), 79-92. 
[3] Chung, E. K. Electrocardiography: Practical Applications and Vectorial Principles, Appleton-
Century-Crofts, 1985. 
[4] Djuric, P. M. Model Selection of Signals and Systems by Bayesian Predictive Densities. Ph.D. 
Dissertation, University of Rhode Island, Kingston, 1990. 
[5] Giannakis, G. B. and Shamsunder, S. "Information Theoretic Criteria For Non-Gaussian ARMA 
Order Determination and Parameter Estimation," ICASSP, Vol. 4  (1993), 196-199. 
[6] Grenier, Y. "Time-Dependent ARMA Modeling of Non-stationary Signals," IEEE Trans. on ASSP, v 
31, No. 4 (1983), 899-911. 
[7] Gugton, C. Textbook of Medical Physiology., 8th ed., Sounders, 1991. 
[8] Hannan, E. J. McDougall, A. J. and Poskitt, D. S. "Recursive Estimation of Autoregressions," Journal 
of Royal Statistical Society B, 51  (1989), 217-233. 
[9] Huang, N. C. and Aggarwal, J. K. "On Linear Shift-Variant Digital Filters," IEEE Trans. on Circuits 
and Systems,  27, No. 8  (August 1980), 672-679. 
[10] Jalaleddine, S.M.S.; Hutchens, C.G.; Strattan, R.D. and Coberley, W.A. "ECG Data Compression 
Techniques - A Unified Approach," IEEE Trans. Biomed. Eng.,  37, No. 4 (1990), 329-343. 
[11] Jury, E. I. Theory and Application of the z-Transform Method., New York: John Wiley & Sons, Inc., 
1964. 
[12] Liporace, L. A. "Linear Estimation of Nonstationary Signals," J. Acoustics Soc. of Am., Vol. 58 
(Dec.1975), 1288-1295. 
[13] Mullis, C. T. and Roberts, R. A. "The Use of Second-Order Information in the Approximation of 
Discrete-Time Linear Systems", IEEE Trans. on ASSP,  24, No. 3 (June 1976), 226-238. 
[14] Priestley, M. B. Non-linear and Non-stationary Time Series Analysis. New York: Academic Press, 
1988. 
[15] Rao, S. T. "The Fitting of Nonstationary Time Series Models with Time-Dependent Parameters," J. 
Stat. Soc., Vol. 32, Ser. B (Mar 1970), 312-322. 
[16] Reddy, B.R.S. and Murthy, I.S.N. "ECG Data Compression Using Fourier Descriptions." IEEE Trans. 
Biomed. Eng.,  BME-33 (1986), 428-434. 
[17] Hayes, M. H. Statistical Digital Signal Processing and Modeling. New York: John Wiley & Sons, 
Inc., 1996. 
 
 nahsohS-lA .I halludbA
 
 48
 
 
 
 
 اﺗﺠﺎﻩ ﺟﺪﻳﺪ إﻟﻰ داﻟﺔ اﻟﻨﻈﺎم اﻟﻌﺎﻣﺔ وﺗﻄﺒﻴﻘﻪ ﻋﻠﻰ ﺗﺤﻠﻴﻞ اﻹﺷﺎرات اﻟﻄﺒﻴﺔ
 
 ﻋﺒﺪاﷲ إﺑﺮاﻫﻴﻢ اﻟﺸﻮﺷﺎن
 ﻗﺴﻢ ﻫﻨﺪﺳﺔ اﳊﺎﺳﺐ، ﻛﻠﻴﺔ ﻋﻠﻮم اﳊﺎﺳﺐ واﳌﻌﻠﻮﻣﺎت، ﺟﺎﻣﻌﺔ اﳌﻠﻚ ﺳﻌﻮد
 اﳌﻤﻠﻜﺔ اﻟﻌﺮﺑﻴﺔ اﻟﺴﻌﻮدﻳﺔ ٣٤٥١١اﻟﺮﻳﺎض  ٨٧١١٥ص .ب 
 
 م(٩٩٩١/٣/٦١م؛ وﻗﺒﻞ ﻟﻠﻨﺸﺮ ﰲ ٨٩٩١/٠١/٣٠)ﻗّﺪم ﻟﻠﻨﺸﺮ ﰲ 
 
ﻫــﺬا اﻟﺒﺤــﺚ ﻳﻘــﱰح اﲡــﺎﻩ رﻳﺎﺿــﻲ ﺟﺪﻳــﺪ إﱃ داﻟــﺔ اﻟﻨﻈــﺎم اﻟﻌﺎﻣــﺔ اﳌﺘﻐــﲑة ﻣــﻊ اﻟﻮﻗــﺖ  ﻣﻠﺨــﺺ اﻟﺒﺤــﺚ.
واﺳــﺘﺨﺪام ﻫــﺬﻩ اﻟﻄﺮﻳﻘــﺔ ﻟﺘﺤﻠﻴــﻞ وﳕﺬﺟــﺔ اﻹﺷــﺎرات اﻟﻄﺒﻴــﺔ اﻟﺼــﺎدرة ﻣــﻦ اﻟﻘﻠــﺐ، أو ﻣــﺎ ﺗﺴــﻤﻰ إﺷــﺎرة 
أن إﺷﺎرة  (. وﺣﻴﺚ أن ﺧﺼﺎﺋﺺ ﻫﺬﻩ اﻹﺷﺎرة ﺗﺘﻐﲑ ﻣﻊ اﻟﻮﻗﺖ، ﻟﺬا ﻓﺈﻧﻨﺎ ﰲ ﻫﺬﻩ اﻟﻄﺮﻳﻘﺔ ﻧﻔﺮضGCE)
(، وأن اﻹﺷﺎرة اﻟﺪاﺧﻠﺔ إﱃ ﻫﺬا VTL اﻟﻘﻠﺐ ﺻﺎدرة ﻣﻦ ﻧﻈﺎم ﻓﻴﺰﻳﺎﺋﻲ ﻣﺘﻐﲑ ﻣﻊ اﻟﻮﻗﺖ، أو ﻣﺎ ﻳﺴﻤﻰ )
 (.esion etihw اﻟﻨﻈﺎم ﻫﻲ ﻋﺒﺎرة ﻋﻦ ﺿﻮﺿﺎء ﻣﻦ ﻧﻮع )
وﻧﻈــﺮا ﻷن اﻟﻌﻼﻗــﺔ اﻟﺮﻳﺎﺿــﻴﺔ ﺑــﲔ داﻟــﺔ اﻟﻨﻈــﺎم اﳌﺘﻐــﲑ ﻣــﻊ اﻟﻮﻗــﺖ وﺑــﲔ اﳌﻌــﺎدﻻت اﻟﺘﻔﺎﺿــﻠﻴﺔ ﳍــﺬا 
ﺑﻮﺿـــﻮح ﰲ اﻟﺒﺤـــﻮث اﻟﺴـــﺎﺑﻘﺔ ﳍـــﺬا اﻟﺒﺤـــﺚ، ﻓﺈﻧﻨـــﺎ ﰲ ﻫـــﺬا اﻟﺒﺤـــﺚ ﻧﻘـــﱰح ﻃﺮﻳﻘـــﺔ  ﻟﻠﻨﻈـــﺎم ﻟﻴﺴـــﺖ ﻣﺒﻮﺑـــﺔ
ﺟﺪﻳـﺪة، أﻛﺜــﺮ وﺿـﻮﺣﺎ وﺳـﻬﻮﻟﺔ، ﲤﺜــﻞ ﻫـﺬﻩ اﻟﻌﻼﻗـﺔ ﻣـﻊ إﺛﺒﺎēـﺎ رﻳﺎﺿـﻴﺎ وﺗﻄﺒﻴﻘﻬــﺎ ﻋﻠـﻰ ﳕﺬﺟـﺔ اﻹﺷــﺎرات 
 اﻟﻄﺒﻴﺔ اﻟﺼﺎدرة ﻣﻦ اﻟﻘﻠﺐ.
اﻟﺪاﻟﺔ رﻳﺎﺿﻴﺎ. أﻳﻀﺎ ﻫﺬا اﻟﺒﺤﺚ ﻳﻘﱰح ﻃﺮﻳﻘﺔ ﻹﳚﺎد ﻣﺘﻐﲑات ﻣﻘﺎم اﻟﺪاﻟﺔ وﻃﺮﻳﻘﺘﲔ ﻹﳚﺎد ﺑﺴﻂ 
ﻋﻼوة ﻋﻠﻰ ذﻟﻚ، ﻓﻘﺪ ﰎ ﻣﻨﺎﻗﺸﺔ ﺑﻌﺾ اﻟﻄﺮق اﻷﺧﺮى اﳌﻨﺸﻮرة ﰲ ﻫﺬا اﻟﺼﺪد وﰎ إﻳﻀﺎح اﻟﻔﺮوق ﺑﻴﻨﻬﺎ 
وﺑﲔ اﻟﻄﺮﻳﻘﺔ اﳌﻘﱰﺣﺔ. ﰲ Ĕﺎﻳﺔ ﻫﺬا اﻟﺒﺤﺚ ﰎ اﳊﺼﻮل ﻋﻠﻰ ﺑﻌﺾ اﻟﻨﺘﺎﺋﺞ اﻟﺮﻗﻤﻴﺔ واﻟﺒﻴﺎﻧﻴﺔ ﻹﺛﺒﺎت ﳒﺎع 
 اﻟﻄﺮﻳﻘﺔ اﳌﻘﱰﺣﺔ ﰲ اﻟﻨﻤﺬﺟﺔ.
