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KILLING TRANSFORM ON REGULAR DIRICHLET SUBSPACES
LIPING LI AND JIANGANG YING
Abstract. In this paper, we shall consider the killing transform induced by a multi-
plicative functional on regular Dirichlet subspaces of a fixed Dirichlet form. Roughly
speaking, a regular Dirichlet subspace is a closed subspace with Dirichlet and regular
properties of fixed Dirichlet space. By using the killing transforms, our main results
indicate that the big jump part of fixed Dirichlet form is not essential for discussing its
regular Dirichlet subspaces. This fact is very similar to the status of killing measure
when we consider the questions about regular Dirichlet subspaces in [6].
1. Introduction
The killing transform induced by a multiplicative functional (MF for short) is a very
important transform in the theory of Markov processes. We refer the introduction to
multiplicative functionals and killing transform to [1]. In the context of nearly symmetric
Markov processes, the second author successfully described the associated Dirichlet form
of Markov process after killing transform via bivariate Revuz measure in [7]. Then we
extended the results of [7] to semi-Dirichlet forms in [5]. Roughly speaking, fix a nearly
symmetric Markov process X whose state space and reference measure are denoted by
E and m, its associated (non-symmetric) Dirichlet form on L2(E,m) is (E ,F). Let M
be an exact multiplicative functional of X and νM its bivariate Revuz measure relative
to m. Then the subprocess (X,M) of X killed by M is still nearly symmetric on E, and
its associated Dirichlet form on L2(E,m) is given by
FM = F ∩ L2(E, ρM ) ∩ L
2(E,λM )
EM (u, v) = E(u, v) + νM (u⊗ v), u, v ∈ F
M ,
(1.1)
where ρM and λM stand for the left and right marginal measures of νM respectively,
and u⊗ v(x, y) := u(x)v(y) for any x, y ∈ E.
On the other hand, the second author with his co-authors first introduced a new
conception in the theory of Dirichlet forms, say regular Dirichlet subspace, in 2003 and
then characterized all regular Dirichlet subspaces of 1-dimensional Brownian motion
in [3]. To introduce this conception, we refer the background of Dirichlet forms and
relevant potential theories to [2] and [4]. Let E be a locally compact separable metric
space and m a fully supported Radon measure on E. Given two regular Dirichlet forms
(E ,F) and (E ′,F ′) on L2(E,m), if
F ′ ⊂ F , E(u, v) = E ′(u, v), u, v ∈ F ′,
then (E ′,F ′) is called a regular Dirichlet subspace (also regular subspace in abbreviation)
of (E ,F). We usually use (E ′,F ′) ≺ (E ,F) to represent that (E ′,F ′) is a regular sub-
space of (E ,F). Recently in our last paper [6], we together explored the basic structure
of regular Dirichlet subspaces for general Dirichlet forms, in which some celebrated pro-
cess transforms are employed. Particularly, the killing transform induced by a positive
continuous additive functional and its inverse transform, i.e. the resurrected transform,
indicate that the killing part of a Dirichlet form is not essential for its regular subspaces.
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More precisely, if (E ,F) is a regular Dirichlet form on L2(E,m) whose killing measure
is not zero, then we may write its resurrected Dirichlet form (Eres,F res) through the
technique in Theorem 5.2.17 of [2]. Naturally, (Eres,F res) has no killing inside, or in
other words, its killing measure equals zero. We found that (E ,F) and (Eres,F res) share
the same structure of regular subspaces, i.e. if (E ′,F ′) is a regular subspace of (E ,F),
then its resurrected Dirichlet form (Eres
′
,F res
′
) is also a regular subspace of (Eres,F res).
The contrary fact is still right via the killing transform induced by the killing measure
of (E ,F).
In general, we are always curious about the essential factor in a Dirichlet form to
produce non-trivial regular subspaces. In this paper, we shall use the killing transforms
induced by MFs to explore the big jump part of (E ,F). Our main results indicate that
the big jump part of (E ,F) is not essential for producing non-trivial regular subspaces
of (E ,F) either. However, we need to point out that the status of small jump is still an
open problem in the considerations about the regular subspaces of a Dirichlet form.
More precisely, in §2, we shall consider the killing transform induced by an MF on
regular subspaces. Let (E ,F) be a regular Dirichlet form on L2(E,m) and X its asso-
ciated symmetric Hunt process. Denote all regular subspaces of (E ,F) by R. Set M
to be a fixed MF of X. Then (EM ,FM ) is the associated Dirichlet form of subprocess
(X,M). When (EM ,FM ) is regular, we also denote its all regular subspaces by RM .
Our main theorems (Theorem 2.4 and 2.5) indicate that there exists a bijection
TM : R → RM
between all regular subspaces of (E ,F) and (EM ,FM ), and TM is actually the killing
transform induced by an equal bivariate Revuz measure νM . In §3, we shall decompose
the jumping measure of (E ,F) into a big jump part and a small jump part. The idea
of this decomposition comes from Itoˆ’s decomposition in cases of Le´vy processes. Par-
ticularly, the Le´vy measure is a big jump measure if and only if it is finite. Then we
may naturally subtract the big jump part from (E ,F), and Theorem 3.3 proved that
this procedure is exactly a combination of killing transform by some MF and resurrected
transform. Hence we may deduce from §2 and [6] that the big jump part is not a essen-
tial factor to produce non-trivial regular subspaces. Finally in §4, we shall give some
typical examples, say pure jump step processes, to illustrate that the pure big jump type
Dirichlet forms have no proper regular subspaces.
2. Killing transforms induced by MFs on regular subspaces
Let E be a locally compact separable metric space and m a fully supported Radon
measure on E. We use Cc(E) to denote all continuous functions with compact supports
on E. Further let (E ,F) be a fixed regular symmetric Dirichlet form on L2(E,m) with
X being its associated m-symmetric Hunt process. Then (E ,F) admits the following
Beurling-Deny decomposition: for any u, v ∈ F ∩ Cc(E),
E(u, v) = E(c)(u, v)
+
∫
E×E\d
(u(x)− u(y)) (v(x)− v(y)) J(dxdy) +
∫
E
u(x)v(x)k(dx),
(2.1)
where E(c) is its strongly local part, d is the diagonal of E×E, J and k are the jumping
and killing measures. Without loss of generality, we always take the function in Dirichlet
space F as its quasi-continuous version. Moreover, MF(X) stands for all exact decreasing
MFs of X such that M0 ≡ 1 (if M = (Mt)t≥0 represents the MF). For any M ∈ MF(X),
the subprocess (X,M) is nearly symmetric relative to m (see [7]) and its associated
Dirichlet form is given by (1.1).
Definition 2.1. GivenM ∈MF(X), M is called m-symmetric if the subprocess (X,M)
is m-symmetric.
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Denote the bivariate Revuz measure of M by νM and
νˇM (f ⊗ g) := νM(g ⊗ f)
for any non-negative functions f, g. Then it follows from (1.1) and Theorem 6.11 of [7]
that M is m-symmetric if and only if
νM = νˇM .
Furthermore, the left and right marginal measures of νM equals, i.e. ρM = λM . We
rewrite them as µM , in other words, let µM := ρM = λM . The following lemma is
natural, but we do not find it in other place. And the proof is not trivial.
Lemma 2.2. Assume M ∈ MF(X) to be m-symmetric. If µM is Radon on E, then the
associated Dirichlet form (EM ,FM ) of subprocess (X,M) is a regular Dirichlet form on
L2(E,m). Furthermore, any special standard core of (E ,F) is still a special standard
core of (EM ,FM ).
Proof. Clearly, it follows from (1.1) that
FM = F ∩ L2(E,µM ). (2.2)
From the property of bivariate Revuz measure (see (4.5c) of [7]), we may obtain that
µA is a Radon smooth measure relative to X. Thus the perturbed Dirichlet form
(EµM ,FµM ) of (E ,F) induced by µM (see §6.1 of [4]) is given by
FµM = F ∩ L2(E,µM ),
EµM (u, v) = E(u, v) +
∫
E
u(x)v(x)µM (x), u, v ∈ F
µM .
(2.3)
In particular, (EµM ,FµM ) is a regular Dirichlet form on L2(E,m), and any special
standard core C of (E ,F) is still a special standard core of (EµM ,FµM ). Note that
FM = FµM . Hence it suffices to prove that C is dense in FM with respect to the norm
‖·‖EM
1
. In fact, assume that (E ,F) admits the Beurling-Deny decomposition (2.1). Then
it follows from Proposition 4.12 of [7] that
νM |E×E\d < 2J. (2.4)
Hence for any u ∈ C ⊂ F ∩ Cc(E), we have
EM (u, u) = E(c)(u, u) +
∫
E×E\d
(
u(x)− u(y)
)2
(J −
1
2
νM )(dxdy)
+
∫
E
u(x)2(k + µM)(dx).
(2.5)
Particularly,
EM (u, u) ≤ EµM (u, u), u ∈ C. (2.6)
Consequently, for any function u ∈ FM = FµM , we may take a sequence of functions
{un : n ≥ 1} ⊂ C
such that when n → ∞, EµM1 (un − u, un − u) → 0. Apparently, we may deduce from
(2.6) that EM1 (un − u, un − u)→ 0. In other words, C is also a special standard core of
(EM ,FM ). That completes the proof. 
Remark 2.3. We may regard the killing transform induced by M ∈ MF(X) as the
combination of two killing transforms: the first one is decided by the part of νM outside
the diagonal d, i.e. the second term in Beurling-Deny formula (2.5), which kills lots of
jumps in intuition; the second one adds killing inside, which is expressed in the third
term of (2.5).
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Because of Lemma 2.2, we denote all MFs M ∈ MF(X) such that M is m-symmetric
and µM is Radon by
◦
MF(X). For any M ∈ MF(X), set
M(E ,F) := (EM ,FM ).
In other words, we use M(·, ·) to stand for the killing transform induced by M . If νM is
the bivariate Revuz measure of M , we also write
νM (E ,F) :=M(E ,F).
In particular, if M ∈
◦
MF(X), then the Dirichlet form after killing transform is still
regular on L2(E,m). Now let us consider the regular subspaces of (E ,F). We first
assert that any regular subspace may be mapped uniquely to a regular subspace of
M(E ,F) via the common feature (the equal bivariate Revuz measure).
Theorem 2.4. Fix the regular Dirichlet form (E ,F) on L2(E,m), its associated sym-
metric Hunt process X and an MF M ∈
◦
MF(X). Assume that (E ′,F ′) is a regular
subspace of (E ,F), i.e. (E ′,F ′) ≺ (E ,F), its associated symmetric Hunt process is de-
noted by X ′. Then there exists a unique MF M ′ ∈
◦
MF(X ′) such that
M ′(E ′,F ′) ≺M(E ,F).
Particularly, the bivariate Revuz measures of M and M ′ equals, i.e. νM = νM ′. Here,
the uniqueness of MF is in sense of m-equivalence (see Definition 2.1 of [7]).
Proof. Let ν := νM . Then the left and right marginal measures of ν are both equal to
µM , which is a smooth Radon measure with respect to (E ,F). It follows from Remark 1
of [6] that µM is also a smooth Radon measure with respect to (E
′,F ′). On the other
hand, from Theorem 1 of [6], (E ′,F ′) has the same jumping and killing measures as
(E ,F). Note that (2.4) indicates that
ν|E×E\d < 2J.
Then we can deduce that ν is a bivariate smooth measure with respect to (E ′,F ′). We
refer the definition of bivariate smooth measure to §4 of [8]. Hence it follows from
Theorem 4.3 of [8] that there exists an MF M ′ ∈MF(X ′) such that
ν = νM ′ ,
where νM ′ is the bivariate Revuz measure of M
′ relative to X ′. In particular, since ν is
m-symmetric, and its left and right marginal measures are Radon on E, it follows that
M ′ ∈
◦
MF(X ′). Therefore, from the definition of regular subspace, (1.1) and Lemma 2.2,
we can obtain that
M ′(E ′,F ′) ≺M(E ,F).
Finally, we shall prove the uniqueness of M ′. Assume that M1,M1 ∈
◦
MF(X ′) are
two MFs that satisfy the above conditions. Denote their bivariate Revuz measures by
ν1, ν2 respectively. Moreover, for i = 1, 2, set µi to be the left (right) marginal measure
of νi. Then from Theorem 1 of [6] and (2.5), we know that the jumping measure of
M i(E ′,F ′) equals
J −
1
2
νi|E×E\d = J −
1
2
νM |E×E\d,
and its killing measure equals
k + µi = k + µM .
In other words, outside the diagonal d of E×E, ν1 = ν2 = νM , whereas µ
1 = µ2 = µM .
Therefore,
ν1 = ν2 = νM .
From Theorem 6.3 of [7], we can obtain that M1 and M2 are m-equivalent. That
completes the proof. 
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Denote all regular subspaces of (E ,F) andM(E ,F) by R and RM respectively. Then
Theorem 2.4 implies that the following mapping
TM : R → RM , (E
′,F ′) 7→ νM (E
′,F ′) (2.7)
is well-defined and injective. The following theorem indicates that it is also a surjection.
In other words, TM is a bridge with the common feature νM between all regular subspaces
of (E ,F) and M(E ,F).
Theorem 2.5. Fix a regular Dirichlet form (E ,F), its associated symmetric Hunt pro-
cess X and an MF M ∈
◦
MF(X). Assume that (A,G) is a regular subspace of M(E ,F),
i.e. (A,G) ≺ M(E ,F). Then there always exist a unique regular subspace (E ′,F ′) of
(E ,F) and a unique MF M ′ ∈
◦
MF(X ′) such that
(A,G) =M ′(E ′,F ′),
where X ′ is the associated symmetric Hunt process of (E ′,F ′). Furthermore, the bivariate
Revuz measure of M ′ is equal to νM , i.e. νM ′ = νM .
Proof. We first prove the existence of (E ′,F ′) and M ′. Let
C := G ∩Cc(E),
which is a special standard core of (A,G). Since C ⊂ G ⊂ FM ⊂ F , it follows that the
quadratic form (E , C) is closable. Denote the smallest closed extension of C in F with
the norm ‖ · ‖E1 by F
′. For any u, v ∈ F ′, define
E ′(u, v) := E(u, v).
Then from Theorem 3.1.1 of [4], we may deduce that (E ′,F ′) is a regular Dirichlet form
on L2(E,m). Particularly,
(E ′,F ′) ≺ (E ,F).
Set X ′ to be the associated Hunt process of (E ′,F ′). We know from Theorem 2.4 that
there exists a unique MF M ′ ∈
◦
MF(X ′) such that
M ′(E ′,F ′) ≺M(E ,F), νM ′ = νM , µM ′ = µM .
Thus we only need to prove that M ′(E ′,F ′) = (A,G). Indeed, since C is a special
standard core of (E ′,F ′), it follows from Lemma 2.2 that C is also a special standard
core of M ′(E ′,F ′). In particular, for any u, v ∈ C,
E ′M
′
(u, v) = E ′(u, v) + νM ′(u⊗ v) = E(u, v) + νM (u⊗ v) = E
M (u, v) = A(u, v).
Note that C is also a special standard core of (A,G), whereas A|C×C = E
′M ′ |C×C . There-
fore, we may obtain that M ′(E ′,F ′) = (A,G).
Finally, let us prove the uniqueness of (E ′,F ′) and M ′. Assume that (E1,F1),M1
and (E2,F2),M2 are two groups of regular subspace and MF that satisfy the conditions.
Since
M1(E1,F1) =M2(E2,F2) = (A,G),
it follows from (2.2) that
F1 ∩ L2(E,µM1) = F
2 ∩ L2(E,µM2) = G.
Hence
F1 ∩ Cc(E) = F
2 ∩ Cc(E) = G ∩Cc(E).
In other words, the regular subspaces (E1,F1) and (E2,F2) of (E ,F) have the common
special standard core G ∩ Cc(E). Apparently, we have (E
1,F1) = (E2,F2). Then the
uniqueness of MF is directly from Theorem 2.4. That completes the proof. 
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Remark 2.6. In this note, we shall consider a special case of Theorem 2.4 and Theo-
rem 2.5. Without loss of generality, assume that (E ,F) has no killing inside, in other
words, the killing measure k in Beurling-Deny formula (2.1) equals zero. Let A be a
positive continuous additive functional of X whose Revuz measure µA is Radon on E
(see §6.1 of [4]). Further set
Mt := exp{−At}, t ≥ 0.
One may easily check that M ∈
◦
MF(X) and the subprocess (X,M) corresponds to the
perturbed Dirichlet form (EµA ,FµA) of (E ,F) with respect to µA. Denote
µA(E ,F) := (E
µA ,FµA) =M(E ,F), RA := RM .
The above two theorems indicate that
TA : R → RA, (E
′,F ′) 7→ µA(E
′,F ′)
is a bijection. Particularly, the regular subspace (E ′,F ′) of (E ,F) is actually the res-
urrected Dirichlet form of regular subspace µA(E
′,F ′) of µA(E ,F). Note that this fact
has been illustrated in §2.2.3 of [6].
At the end of this section, we shall describe the inverse mapping of TM , which is given
by (2.7). Without loss of generality, we still assume that X has no killing inside, i.e.
k = 0. Let SM := T
−1
M .
In Remark 2.3, we noted that TM may be decomposed into two parts: one kills
some jumps and the other is the perturbation induced by µM . Clearly, the inverse of
perturbation is exactly the resurrected transform. More precisely, taking any regular
subspace (A,G) ∈ RM , there exists a unique regular subspace (E
′,F ′) ∈ R such that
(A,G) = νM (E
′,F ′). (2.8)
Particularly, (A,G) admits the following Beurling-Deny decomposition: for any u ∈
G ∩ Cc(E),
A(u, u) = E(c)(u, u) +
∫
E×E\d
(
u(x)− u(y)
)2
(J −
1
2
νM )(dxdy)
+
∫
E
u(x)2µM (dx).
Thus the resurrected Dirichlet form (Ares,Gres) of (A,G) satisfies Gres ∩ Cc(E) = G ∩
Cc(E), and for any u ∈ G
res ∩ Cc(E),
Ares(u, u) = E(c)(u, u) +
∫
E×E\d
(
u(x)− u(y)
)2
(J −
1
2
νM )(dxdy). (2.9)
Now we shall define an add-jump transform relative to νM on (A
res,Gres) to offset the
first part of TM . That is, for any u, v ∈ G ∩ Cc(E),
Ares,νM (u, v) := Ares(u, v) +
1
2
∫
E×E\d
(u(x)− u(y)) (v(x) − v(y)) νM (dxdy). (2.10)
We assert that the quadratic form (Ares,νM ,G ∩ Cc(E)) is closable on L
2(E,m). Its
smallest closed extension is denoted by (Ares,νM ,Gres,νM ), which is called the add-jump
transformed Dirichlet form relative to νM of resurrected Dirichlet form (A
res,Gres).
Proposition 2.7. For any (A,G) ∈ RM , the quadratic form (A
res,νM ,G ∩Cc(E)) is
closable on L2(E,m). Furthermore, its smallest closed extension equals (E ′,F ′), i.e.
(Ares,νM ,Gres,νM ) = (E ′,F ′), (2.11)
where (E ′,F ′) = SM (A,G) is the regular subspace of (E ,F) in (2.8).
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Proof. From the proof of Theorem 2.5, we know that G ∩ Cc(E) is a special standard
core of (E ′,F ′). On the other hand, it follows from (2.9) and (2.10) that for any u, v ∈
G ∩ Cc(E),
Ares,νM (u, v) = E(u, v) = E ′(u, v).
Then clearly (Ares,νM ,G ∩ Cc(E)) is closable and its smallest closed extension equals
(E ′,F ′). That completes the proof. 
In a word, the inverse mapping SM of TM can be also decomposed into two steps: first
one is the resurrected transform and the second one is the add-jump transform relative
to νM .
3. Big jump parts of regular subspaces
In this section, we shall reconsider the regular subspaces of (E ,F), which is a fixed
regular Dirichlet form on L2(E,m) and admits the Beurling-Deny decomposition (2.1).
The class of all regular subspaces of (E ,F) is still denoted by R. In our previous
work [6], we have already explained that the killing part of (E ,F) is not essential for
the constitution of R (see also Remark 2.6). Thus without loss of generality, we may
always assume that k = 0.
Now let us consider the big jump part of (E ,F). Note that the jumping measure J is
a symmetric Radon measure on E × E \ d. Further assume that J can be written as a
sum of two positive symmetric Radon measures:
J = Jb + Js, (3.1)
where Jb satisfies that its marginal measure µb(dx) := Jb(dx×E\d) is a Radon measure
on E. Then Jb is called the big jump part of J , Js is called the small jump part of J if its
marginal measure is not Radon. Particularly, if the marginal measure of J is Radon on
E, then J is called a big jump measure. The idea of decomposition (3.1) comes from the
Itoˆ’s decomposition of Le´vy process, and it may not be unique if exists. More precisely,
we have the following examples.
Example 3.1. Let E be a finite dimensional space and d the metric on E. Take a small
enough constant δ > 0 and let
Dδ :=
{
(x, y) ∈ E ×E : δ < d(x, y) <
1
δ
}
.
Clearly, Dδ ⊂ E × E \ d. Further set
Jb := J |Dδ , Js := J − Js.
We claim that Jb is the big jump part of J . In fact, for any compact subset K of E,
since E is a finite dimensional space, it follows that (K × E) ∩Dδ is a compact subset
of E × E \ d. But J is Radon on E × E \ d, thus we have
µb(K) := Jb(K × E \ d) = J((K × E) ∩Dδ) <∞.
Furthermore, Js is a small jump if and only if J is not a big jump measure.
Next, assume E = Rk for some positive integer k and the jumping measure J is
induced by a symmetric Le´vy measure n on Rk \ {0}. In other words, n is a symmetric
measure on Rk \ {0} such that∫
Rk\{0}
(1 ∧ |x|2)n(dx) <∞,
and
J(dxdy) = n(dy − x)dx,
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where dx is the Lebesgue measure on Rk. Note that the Le´vy measure n is a big jump
measure if and only if n is a finite measure. In general, take an arbitrary constant δ > 0,
and let
Dδ := {(x, y) ∈ R
k ×Rk : |x− y| > δ}.
Define
Jb := J |Dδ , Js := J − J |Dδ .
We assert Jb is the big jump part of J . In fact, we may easily obtain that
n
(
{y ∈ Rk : |y| > δ}
)
<∞,
and denote this finite constant by Cδ. Hence for any compact subset K ⊂ R
k, we have
Jb(K ×R
k \ d) =
∫
K
dx
∫
{y∈Rk:|y−x|>δ}
n(dy − x) = Cδ ·
∫
K
dx.
That implies the marginal measure µb of Jb is a multiple of Lebesgue measure, which is
clearly a Radon measure. This is actually a part of Itoˆ’s decomposition for Le´vy process.
Note that for the cases of Le´vy processes, the big jump measure usually corresponds
to a compound Poisson process, and the typical example of non-big jump measure is the
symmetric α-stable process for some constant 0 < α < 2.
For any u, v ∈ F ∩Cc(E), define a new form
Es(u, v) = E(c)(u, v) +
∫
E×E\d
(u(x)− u(y)) (v(x)− v(y)) Js(dxdy).
Roughly speaking, Es is the small jump part of E . The following lemma asserts that the
quadratic form (Es,F ∩ Cc(E)) is a closable Markovian symmetric form on L
2(E,m).
Lemma 3.2. The quadratic form (Es,F ∩ Cc(E)) is a closable Markovian symmetric
form on L2(E,m).
Proof. Let C := F ∩Cc(E), and µb be the marginal measure of Jb. Then µb is a Radon
smooth measure relative to (E ,F). Define another form E˜s for any u, v ∈ C:
E˜s(u, v) := Es(u, v) + 4
∫
E
u(x)v(x)µb(dx).
One may easily check that
Es(u, u) ≤ E(u, u) ≤ E˜s(u, u) (3.2)
for any u ∈ C.
We assert that (E˜s, C) is a closable Markovian form on L2(E,m). Clearly we only need
to prove its closable property. In fact, take an E˜s-Cauchy sequence {un : n ≥ 1} ⊂ C such
that un → 0 as n→∞ in L
2(E,m). Then it follows from (3.2) that it is also E-Cauchy
and hence un → 0 with the norm ‖ · ‖E1 . Particularly, a subsequence of {un : n ≥ 1} is
E-q.e. convergent to 0. Since {un : n ≥ 1} is also a Cauchy sequence in L
2(E,µb) and
µb does not charge any E-polar set, thus we can deduce that un is also convergent to 0
in L2(E,µb) as n→∞. That implies the closable property of (E˜
s, C).
Finally, (Es, C) is actually the resurrected form of (E˜s, C). Hence from Theorem 5.2.17
of [2], we may obtain that (Es,F ∩Cc(E)) is a closable Markovian form. That completes
the proof. 
Naturally, we denote the smallest closed extension of (Es,F ∩ Cc(E)) by (E
s,F s).
Particularly, (Es,F s) is a regular Dirichlet form on L2(E,m). Roughly speaking, we
may regard (Es,F s) as the rest of (E ,F) after subtracting the big jump part. The
following theorem is the main result of this section.
Theorem 3.3. There exists an MF M ∈
◦
MF(X) such that (Es,F s) is the resurrected
Dirichlet form of M(E ,F).
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Proof. We still set C := F ∩ Cc(E). Let ν := 2Jb. Since Jb ≤ J , it follows that ν is a
bivariate smooth measure (see §4 of [8]). Thus from Theorem 4.3 of [8], we may deduce
that there exists an MF M ∈ MF(X) such that
νM = ν,
where νM is the bivariate Revuz measure of M . Moreover, from the definition of Jb,
we also have M ∈
◦
MF(X). Then it follows from Lemma 2.2 that M(E ,F) is a regular
Dirichlet form and C is its special standard core. Furthermore, (2.5) indicates that for
any u ∈ C,
EM (u, u)
= E(c)(u, u) +
∫
E×E\d
(
u(x)− u(y)
)2
(J −
1
2
νM )(dxdy) +
∫
E
u(x)2µM (dx)
= E(c)(u, u) +
∫
E×E\d
(
u(x)− u(y)
)2
Js(dxdy) +
∫
E
u(x)2µM (dx)
= Es(u, u) +
∫
E
u(x)2µM (dx).
Denote the resurrected Dirichlet form of M(E ,F) by
(
EM,res,FM,res
)
. It follows from
Theorem 5.2.17 of [2] that C is also a special standard core of
(
EM,res,FM,res
)
, and for
any u, v ∈ C,
EM,res(u, v) = Es(u, v).
Therefore, from Lemma 3.2, we can obtain that
(
EM,res,FM,res
)
= (Es,F s). That com-
pletes the proof. 
The above theorem implies that the difference between (E ,F) and (Es,F s) is a com-
bination of killing transform induced by M (or νM = 2Jb) and resurrected transform.
Denote all regular subspaces of (E ,F) and (Es,F s) by R and Rs. Let Ts be the com-
posite transform of killing transform induced by 2Jb and resurrected transform. Then
we may deduce that
Ts : R → Rs
is a bijection. The inverse mapping of Ts is actually the add-jump transform relative to
2Jb, which is outlined at the end of §2.
In a word, the big jump part of J is not essential for the questions about regular
subspaces of (E ,F) either. This fact is very similar to the discussions about the killing
part of (E ,F).
4. Examples: pure jump step processes
In the end, we shall give some examples of pure big-jump processes to illustrate that
they have no proper regular subspaces.
We refer the general introduction to pure jump step processes to Chapter I §12 of [1].
Under symmetric settings, §2.2.1 of [2] constructed their associated Dirichlet forms.
Let E be a locally compact separable metric space, and Q(x, dy) a probability kernel
on (E,B(E)), where B(E) is the Borel σ-algebra on E. Assume that Q(x, {x}) = 0
for every x ∈ E. Further set λ(x) to be a Borel measurable function on E such that
0 < λ(x) <∞. Then Q is called the road map of pure jump step process X, λ is called
its speed function, and X is also written as Xλ,Q. We refer more details to [1] and [2].
We always assume that Xλ,Q is symmetric. More precisely, assume that there exists
a σ-finite measure m0 fully supported on E such that
Q(x, dy)m0(dx) = Q(y, dx)m0(dy). (4.1)
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Then m0 is called a symmetrizing measure of Q. Let
m(dx) :=
1
λ(x)
m0(dx), (4.2)
which is called the speed measure for Xλ,Q. Further assume that m is Radon. Note
that under above assumptions, Xλ,Q is m-symmetric.
4.1. Bounded speed function. When λ is bounded, one may easily check that (see
also Theorem 2.2.3 of [2]) the associated Dirichlet form of X on L2(E,m) is
F = L2(E,m),
E(u, v) =
1
2
∫
E×E
(u(x)− u(y))(v(x) − v(y))Q(x, dy)λ(x)m(dx)
+
∫
E
u(x)v(x)(1 −Q(x,E))λ(x)m(dx), u, v ∈ F .
(4.3)
Clearly (E ,F) is regular on L2(E,m).
Proposition 4.1. Assume that Q satisfies (4.1), and λ is bounded. If (E ′,F ′) is a
regular subspace of (E ,F), then (E ′,F ′) = (E ,F)
Proof. Let M be a positive number such that |λ(x)| < M for any x ∈ E. It follows from
the symmetry of Q and (u(x)− u(y))2 ≤ 2
(
u(x)2 + u(y)2
)
that for any u ∈ F ,
E(u, u)
≤
∫
E×E
(
u(x)2 + u(y)2
)
Q(x, dy)λ(x)m(dx) +
∫
E
u(x)2(1−Q(x,E))λ(x)m(dx)
= 2
∫
E×E
u(x)2Q(x, dy)λ(x)m(dx) +
∫
E
u(x)2(1−Q(x,E))λ(x)m(dx)
≤ 2M
∫
E
u(x)2m(dx).
That indicates that the norm ‖ · ‖E1 is equivalent to the L
2(E,m)-norm on F . Since
F ′∩Cc(E) is dense in Cc(E) with uniform norm, we may also deduce that F
′∩Cc(E) is
dense in F with the norm ‖·‖E1 . Particularly, we have (E
′,F ′) = (E ,F). That completes
the proof. 
Now, let us consider the examples on Euclidean space. More precisely, E = Rk, Q is
a spatial homogeneous and conservative Markov kernel, i.e. Q(x, dy) = Q(x− z, dy− z)
and Q(z,Rk) = 1 for any z ∈ Rk. Further assume that λ(x) is a constant function, i.e.
λ(x) ≡ λ0 for some constant λ0. Then X
λ,Q is exactly a compound Poisson process on
Rk with parameter λ0 and probability distribution Q. In other words,
X
λ,Q
t = x+
Nt∑
n=1
ξn, t ≥ 0, x ∈ R
k,
where x is the starting point, N is the standard Poisson process with parameter λ0, and
{ξn : n ≥ 1} is a sequence of i.i.d random variables who share the common law Q(0, ·).
From Proposition 4.1, we can directly obtain the following corollary.
Corollary 4.2. Any symmetric compound Poisson process has no proper regular sub-
spaces.
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4.2. Locally integrable speed function. Next, we assume that λ ∈ L1loc(E,m). Note
that this is equivalent to that m0 is Radon.
Let Z be the m0-symmetric regular step process on E with speed function 1 and road
map Q, where m0(dx) = λ(x)m(dx). Then X
λ,Q is a time change of Z by τt := inf{s :
As > t}, where
As =
∫ s
0
1
λ(Zr)
dr, s ≥ 0.
In other words, Xλ,Qt = Zτt for any t ≥ 0. Denote the associated Dirichlet form of
Z and its extended Dirichlet space by (EZ ,FZ) and FZe . In §4.1, we introduced that
FZ = L2(E,m0) and E
Z is given by (4.3). Moreover (EZ ,FZ) is regular. Note that FZe
is a linear subspace of G containing L2(E,m0), where
G =
{
u :
∫
E×E
(u(x) − u(y))2Q(x, dy)m0(dx) +
∫
E
u(x)2(1−Q(x,E))m0(dx) <∞
}
.
In particular, FZe = G holds if and only if Z is recurrent. It is known that the associated
Dirichlet form of Xλ,Q on L2(E,m) is
F = L2(E,m) ∩ FZe ,
E(u, v) =
1
2
∫
E×E
(u(x)− u(y))(v(x) − v(y))Q(x, dy)λ(x)m(dx)
+
∫
E
u(x)v(x)(1 −Q(x,E))λ(x)m(dx), u, v ∈ F .
(4.4)
Since (4.4) is the time-changed Dirichlet form of (EZ ,FZ) with respect to m, we may
deduce that (E ,F) is regular on L2(E,m). Finally, we can also prove that (E ,F) has
no proper regular subspaces. That is similar to Proposition 4.1.
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