The marketing literature has addressed the issues of heterogeneity and erKlogeneity when estimating a choice model with household-level panel data. When using these data at the stockkeeping unit or the Universal Product Code level, choices for each Item in each of the time periods under consideration cannot be observed. Without such information, it is difficult to control for item-and time period-specific unmeasured characteristics because there is no information on alternatives during those periods in which they are not purchased by any of the panelists. In general, when a product category has many alternatives, each with fairly small shares, the household sample may not contain sufficient choices for each alternative, thus negatively affecting the ability to control for endogeneity with household data. In contrast, because aggregate storelevel data (for those stores in which the panel makes purchases) are the aggregation of purchases by all households visiting the stores, the data cont£ün the time period-specific item-level information required to account for endogeneity as long as each item has some sales in each time period. Given the relative merits of household data to estimate the distribution of heterogeneity and store-level data to address the endogeneity problem, the authors propose an integrated estimation procedure that uses the information in both sources. They provide empirical results from their model using data on the fabric softener market. They extend their approach to situations in which there is variation in purchase quantities that households choose.
Mcne recently, in addition to heterogeneity, ûoe literature has identified another source of bias in the estimation of choice models. The bias stems from item or brand characteristics, which influence consumer choices but are unobserved by the researcher. Because they are unobserved, these chiuacteristics form an additional error component in the choice model that varies by item and across time periods but not across households. This term captures dependence across households' choices in a given week. Because this is an aggregate shock, estimation problems could arise if the marketer observes this tmobserved brand characteristic and incorporates it into marketing decision making (e.g., price setting). If this error term is correlated with the marketing variables included in the model, ignoring it can bias the mean responses to mariceting variables; this is the socalled endogeneity problem.
One solution to this problem is to add more structure and to write out the joint likelihood of the choices and the prices (e.g., Villas-Boas and Zhao 2(X)5; Yang, Chen, and Allenby 2003). A drawback of this approach is that if no choices of an item are observed in a particular time period, it is difficult to infer the unobserved item characteristic for that item in that week. This situation is particularly acute if there is interest in studying choice behavior at the stockkeeping unit (SKU)/Universal Product Code (UPC)/item level (see Fader and Hardie 1996) . A plot of the weekly unit sales based on aggregating the purchases from the household panel for the best-selling UPC in the fabric softener data set (one of the data sets we use in our empirical application) clearly indicates that in several weeks, the panel does not collectively make any purchases of this UPC. Because in this case the unobserved attributes are potentially UPC and week specific, we have no information from the household panel to leam about these unobserved factors if we have access only to household data.
As Berry (1994) outiines, an alternative solution to this problem requires computing the tnean utility across households of each brand each week when fitting the choice model. The mean utility is the linear sum of the mean intrinsic preference for that brand, the mean effects of marketing activities, and the unobserved (to the econometrician) brand characteristics, where the correlation between the marketing activities (specifically, price) and the unobserved characteristics generates the endogeneity problem. Berry suggests extracting the information about the mean utility directly firom the products' aggregate shares and then recovering the mean preferences and marketing effects by regressing these mean utilities on the marketing activities through an instrumental variables (FV) regression. Because the aggregate share is a function of the mean utilities, the latter can be obtained by "inverting" the share function. Thus, the aggregate weekly shares of each brand in the stores in which the household panel makes purchases (precisely the information available in store data) are required.
Instead of using store data, we could estimate the weekly mean utilities directly as weekly brand intercepts using household panel data (Chintagunta, Dubé, and Goh 2005) . Alternatively, we could iq)ply Beny's (1994) approach to household data by approximating the weekly shares using die aggregated choices of each brand in each week across all households in the panel (Goolsbee and Pétrin 2003). However, typical scanner panels may be too sparse to provide a reasonable sample estimate of the shares of each product each week or an intercept for each brand each weeL Becatise we are interested in estimating a choice model at the SKU or item level, the aggregated shares from the panel are likely to be zero for many items in several weeks.
Given the relative merits of using household data to recover the heterogeneity distribution and store-level data to address the endogeneity problem in situations in which there is littie or no information available in the hotisehold data for this purpose, a natural question is whether both household and store data can be combined to obtain a single set of price elasticity estimates. Rather than obtaining two different sets of estimates from the two data sotux:es, we propose a method that provides one set of estimates using itiformation from the household and store data sets. In particular, we are interested in (1) estimating the mean effects of marketing activities, (2) accounting for endogeneity using information from the store data, and (3) obtaining the distribution of heterogeneity across households using information from the household data. Essentially, the idea is to offset the drawbacks of one sotirce with iitformation from the other and combine the best aspects of both data. The key assumption that we make in otir analysis is that store data provide information on the item-level unmeasured characteristics in each time period and that household data provide an accurate representation of the heterogeneity distribution. We combine die two sotirces into an integrated estimation procedure because store-level data are an aggregation of the choices of the population of households shopping in the store in a given week (Gupta et al. 19%) . At the same time, the household data are a random sample of hotiseholds from this population. The main reason for combining the household and aggregate databases is to obtain unbiased estimates of the structural parameters of the model (i.e., consumer tastes). As Broimenbet;g, Rossi, and Vilcassim (2005) discuss, the consistent estimation of structural parameters is crucial when the estimates are tised for policy simulations.
In essence, the motivation for otir approach to combining store and household data is as follows: When household data are sparse (e.g., for infrequently ptirchased product categories or when the data are at the SKU level), it is difficult to address the endogeneity issue because there is no information available on the tmobserved characteristics for the items during certain weeks. Similarly, store data are limited in their ability to recover the distribution of heterogeneity across consumers (for conditions under which this is feasible, see Bodapati and Gupta 2004); household data are required for this ptirpose, especially if the objective is to exploit the distribution for targeting purposes. Furthermore, it is not possible to account for the purchase quantity decision at the household level using only store data.
We organize the remainder of this article as follows: In the next two sections, we discuss otir model and estimation procedtire, respectively. We then discuss the SKU-level data from the fabric softeners category that are sparse at the household level. In the subsequent section, we provide the empirical results and note their substantive implications. We also extend otu* approach to incorporate ptirchase quantities (besides purchase incidence and brand choice) and to provide the empirical results from the orange juice category.
MODEL
Suppose there are J itetns (or SKUs) in the category and the J + 1th no-purchase option. We describe a product j by a time-varying M x 1 vector of marketing variables (price, feature advertisement, and display), Xj,; a time-invariant K X 1 vector of product characteristics, Aj; and an additional attribute, C^,, to control for product characteristics that are observed by the consumer but not by the researcher. On a trip during week t, household h has the familiar conditional indirect utility for alternative j;
(1) where ßi, is the household's response to marketing variables. Oh is the household's tastes for product characteristics, and etijt is an extreme value error term. Note that we normalize the systematic component of indirect utility of the outside option to be zero, Uh(j .|. i)t = £h(j + lxWe asstime the vector of taste parameters is distributed multivariate nonnal: {ßh, 0^) -N({ß, a}, Z), where {ß, a} is the mean vector, and ¿is the covariance matrix. As Berry, Levinsohn, and Pakes (hereinafter BLP) (1995) discuss, households that purchase item j will switch to a product with similar characteristics when the price of item j rises. This result is due to the households having attribute tastes (cthk for attribute k) that differ from the mean levels. This provides flexible substitution patterns due to the heterogeneity in tastes for attributes. In addition, we expliciUy allow for correlations in preferences and between preferences and price sensitivities. This provides ftuther flexibility to the model. We can rewrite the indirect utility for product j as where the terms v are nonnal random variables drawn from a multivariate normal distribution with mean vector 0 and covariance matrix Z (as we described previously).
In this model, the role of the unobserved attribute, ^j,, is particularly critical because we do not have an item-speciñc intercept to control for all time-invariant aspects of qtiality. A potential concern for the researcher is that if retailers set prices strategically and they observe Ç^,, prices would likely be correlated with Ç, j( both over time and across products. If this correlation were positive, the researcher would underestimate the consumer sensitivity to prices. Such price endogeneity is not alleviated simply by resorting to individtial data (Chintagunta, Dubé, and Goh 2005; Goolsbee and Pétrin 2(X)3). To resolve this problem, we use weekly item-specific intercepts, Xj, = A^a + Xj^ + Ç:,, to capttire the component of utility that is common across ml households at titne t, incltiding the tmobserved attribute. This term is frequentiy referred to as the "mean utility" because it is the average utility across consumers at time t at the true parameter values. In the estimation section, we discuss how we estitnate these intercepts. To simplify the notation, we also define the following;
M
We obtain the probability that consumer h chooses brand j dtiring week t by integrating out the extreme value error term to obtain We can address the correlation between prices and Ç, by modeling a specific form of pricing "game" that, in equilibrium, generates a likelihood for the observed shelf prices (Villas-Boas and Zhao 2005; Yang, Chen, and Allenby 2003). The additional imposed structtire could improve the precision of the estimated demand parameters if the game is specified correctly. However, misspecification of the pricing game leads to biases in the estimated demand parameters. Furthermore, pricing games with large differentiated product demand systems, such as those that we study, suffer from multiple equilibriums (i.e., multiple price vectors that cotild satisfy the optimal price conditions for a given demand system). In such cases, the likelihood is not well defined (see the published discussion accompanying Yang, Chen, and Allenby 2003). For these reasons, we can consider otir approach more robust.
At the store level, we define the market size as H,, whereby a continuum of consumers of mass H, visits the store in week t. The error terms E in Equation 1 are independently distributed over this continuum.' We define the set of consumers in week t who choose brand j (i.e., brand j's "market segment") as Bj, = {(Vh, Eh): Uhj, > Uhjk, k = 1, ..., J + 1}. Then, the market share of brand j is given by the following;
where g(e) is the extreme value density. Because we can integrate over the extreme valtie detisity analytically, we can rewrite the market share as •We can consider the observed crou-aection of households in our panel data a finite number of random draws from this continuum.
Conditional on Ç the market share in Equation 6 is deterministic, and the aggregate demand for brand j is Qj, = HtSj,,2 At the true values of L, and 1, this equation will hold exactly, conditional on the data (A,, X,)'. Thus, the model would exactly predict the observed aggregate store shares. This outcome is due to our effective conditioning on the aggregate enor term, Ç which is contained in the term X. In the subsequent section, we combine the systems in Equations 4 and 6 to leverage both our household-and our storelevel data.
ESTIMATION PROCEDURE
Our objective is to estimate the corresponding taste parameter vectors, a, ß, and £, which are the means and variances, respectively, of our normally distributed random coefficients specification. We now explain how we use the household model in conjunction with the corresftonding store-level model to recover our model parameters while controlling for price endogeneity. As we discussed in the previous section, we resolve the endogeneity problem by including the weekly item-specific intercepts, X. However, the estimation of these intercepts poses an econometric challenge. Note that we are not inherently interested in the values of X f)er se, but we use them to recover the mean taste parameters, a and ß.
In theory, we could estimate the intercepts, X, directly using maximum likelihood (Chintagunta, Dubé, and Goh 2(X)5). In practice, however, we would have too many parameters to manage computationally, especially when considering choices at the SKU level. Instead, we use a result from the work of Berry (1994) . who shows that for given values of Z, there exists a unique set of intercepts. X,. such that the predicted shares Sj,(A. X,, X,. Z) are matched exactly to the observed shares, Sj,. Thus, we can search numerically for values of X that match Equation 6 exactly to the observed aggregate shares.-* These values are functions A^,(Sj,, X). Unlike Goolsbee and Petrin's (2003) method, we match Equation 6 to the weekly aggregate .store shares, Sj,, for those stores in which the households shop rather than to the weekly household sample shares. The use of the actual store aggregate shares versus the household sample aggregate shares has several advantages. The household sample shares are stochastic, distributed multinomial Dirichlet due to sampling error. This sampling error generates additional uncertainty around the parameter estimates. In addition, at the SKU level, there are frequently weeks during which some of the alternatives are not chosen by any of the sample households, and thus a sample share cannot be computed. By using the store-level shares, we do not need to worry about the impact of sampling error at the household panel level on the estimation of I or the computation of X, and we do not need to worry about feasibility constraints due to sparseness in the number of observed purchases of a brand in any week.4 For these reasons, the store-level data are more appropriate for learning about the mean utility, X.
To estimate the standard deviations in the covariance matrix, Z, we substitute Aj((Sj(,Z) back into the density of consumers' choice histories:
L,(YJA,X;I)
= t = I j = 1
The corresponding log-likelihood of the data is as follows:
The estimation proceeds by searching for the values of Z that maximize Equation 8.
The estimation procedure involves iterating over the search for Z and updating A^Sj,, Z) through numerical inversion. Thus, we still use the household-level data to estimate the heterogeneity parameters, Z. When computing the standard errors for the estimates of Z, it is necessary to account for heterogeneity entering the utility function both directly as a linear term and indirectly as the term X(Sj,, Z). Because we cannot evaluate the high-dimensional integrals in Eqtiation 7 analytically, we use Monte Carlo simulation. We estimate the parameters Z through simulated maximum likelihood (see Keane 1997) .
To recover estimates of the mean taste parameters, (ct, ß)'. recall that Xj^ = AjO -f Xj,ß + Q,. Thus, we can nm a regression of the functions Aj,(Sj,, Z) on the product attributes Aj and the marketing variables Xj,, where the regression error term is Çj,. At this stage, we need to be careful about the potential role of price endogeneity. If prices contained in Xj, are positively correlated with the error term, Çj,. ordinary least squares (OLS) estimates of the mean price response coefficient will be biased toward zero. To alleviate this problem, we use an FV procedure.
At this stage, we address the uncertainty in X(Sj" Z) due to the estimation error in Z by using a parametric bootstrap procedure. For this, we must draw fiom the asymptotic distribution of our estimates of Z. For each draw, we compute the corresjx)nding values of X. Using our bootstrap samples of X, we can compute the empirical covariance matrix of X. This matrix is used as a weight in the previous regression. Thus, we use a three-stage least squares estimator that takes into account the uncertainty of X due to estimation error in Z and controls for the potential endogeneity of prices using IV.
If we assumed that we have a finite population of H, distinct consumers, observed aggregate shares would not be deterministic. Instead, conditional on Ç, shares would be distributed multinomial Dinchlet with a mean equal to Sj, and a variance of the sampling distribution equal to Sj,(l -Sj,)/H,. Because this variance is inversely proportional to H,, it becomes extremely small as H, becomes largt. For this rea.son, the literature routitiely assumes a continuum of consumers to remove the sampling enw entirely. Thus, Ç plays the role of the econometric error term in the aggregate model (for a discussion of this issue, see Berry 1994) .
'We use the contraction mapping that BLP (1995) propose.
'Hjoolsbee and Pétrin (2003) use the household sample shares Sj, = I^Yiij/IhZjYhj,. which are imprecise estimates of the aggregate shares, Sj,. Because the inversion procedure recovers functions X(Sj,,D. these will also be subjected to the uncertainty surrounding the sample shares. We obtain store shares by aggregating data across all consumers who visit the store, and to the extent that prices and promotions in the category of interest do not influence consumers' store choice decisions, our ^proach is appropriate.
Discussion of the Estimation Procedure
We now provide a mcM« intuitive discussion of the ously described estimator. The data required for implementation of the proposed approacii are die following:
•Household-level data for the saiiq>le of households in the market fw all stcxe visits made (fairing Ae time paiod of interest. Both purchase and no-purchase store visit infcxmation is required; •St(He-level data for the same product and geognpiuc maricet as the housdiold data fw all the stores from which the panel households make purchases. These data are the weekly (»and sales information fw each considned IH^UKI. We ccMivert Imind sales into shares fen-each brand and the share of the outside good; and •Covadate information (e.g., price, features, displays) and attributes fw each item.
We now lay out the various steps for the estimation of the mo^l parameters using both household data and store data. The estimation procedure we use is an iterative two-step procedure in which the first step is a maximum likelihood procedure and the second stage involves an IV regression. In general, diese steps are interchangeable, and estimation can proceed in the reverse otxler as well. The following are additional steps for expositional ease:
Step 1: Given starting values for Xj,, fm each tvand and each time period, we can estimate the parameters of £ using maximum likelihood and household data. This is standard choice model estimation, but it is even simpler because we no longer need to estimate tíne mean of the heterogeneity distributicm (because it is part of Xjt). We can use either a continuous heterogeneity representation or a latent class, finite mixture aiq>roach.
Step 2: Given flie estimated values of ¿, we now compute Xf rom die store share data. This step consists of two substeps. First, we use Equation 6 to compute the weekly aggregate shares for eadi item and Úie no-purchase alternative ccmditional on the current values of Z. Second, we a»npute the values of Xj, fot each brand and time poiod that equates these aggregated shares to the shares observed in the SXOK data. We can accomplish this computation dxrough the inversion or "contraction nuq)ping" algOTithm that BLP (1995) propose.Ŝ tep 3: We repeat Stq>s 1 and 2 until c<M]veigence. Convergence occurs when ÛK estimated parameters from two iteraticHis do not differ by mon dum a value of le -6.
Step 4: After we obtain the converged values for the Xj, "parameters," we recognize that Xj, = Afi + Xjfi + L,, which is a linear regressicm with the proviso that the Xj, could be correlated with Çj, because of possible endogeneity. Thus, using ap|M'qpriate instruments fw price, we can estimate the parameters a and ß using linear FV procedure.
Bef(»e discussing the data and results, we comment on the properties of the proposed methodology. We find that convergence occurs widiin a few "superiterations." Recall that each such iteration requires convergence of the housethe iiousefaold panel data are not s^rsc and aggr^atioo of sfaaies to tbe weeidy levd provides reasonable shaic estimates, we cao simply rq>lace the store share data with aggregated housdicdd dtta. Note that we need to be careful to correct the standard errors for the sanqiUng error in these shares (Gooldiee and Pétrin 2003).
hold model conditional on the mean utilities (which could take several iterations) and the inversion procedure with the stc»e data. As the coni^)utational burden on the household data maximum likelihood estimation (MLE) procedure is reduced to the estimation of fewer parameters than usual, each superiteration takes less time than estimating the traditional random coefficients brand choice model. However, because such multiple superiterations are required, the computational time is about five times that of the estimation of a random coefficients model for the data that we describe subsequently.
DATA
We use ACNielsen fabric softeners data fit)m the Denver market collected over a time period of 117 weeks. We use this category for two reasons: First, it is the same one used by Fader and Hardie ( 19%), who also estimate a SKU-level niodel with household data without accounting for price endogeneity. Second, because consumers typically purchase only one unit of the product (albeit of different sizes), we do not need to be concerned about the purchase quantity decision. We focus on the top 25 UPCs, which account for 80% of die total sales in die category. Even widi 25 UPCs, die unconditional shares of the items in this case are much smaller than Fader and Hardie's because of our inclusion of the no-purchase alternative in the analysis. Thus, nopurchase serves as the 26th item in the analysis. Because the unobserved item characteristics in our previous discussion were attributed lar;gely to retail environment factors, we restricted our attention to households that made purchases only at the single largest chain to avoid computing chain-specific characteristics. The household data contain information on all shopping trips the households made, including those on which no softener was purchased. The store data contain the unit sales, shelf prices, and whether a brand was featured or displayed only or both featured and displayed. E>escriptive statistics for the data appear in Tables 1 and 2. At the store level, we first calculate conditional shares from total sales. We then convert these into market shares using the observed household sample no-purchase shares. Implicitly, we assume that the tc^ market size, H,, is weekly store traffic.^ In this formulation, the total market size is exogenous. In other words, fabric softener prices do not influence store choice, and thus the total pool of potential buyers is fixed. Nevertheless, by modeling the nopurchase probability, we allow the category size to expand and contract over time as a function of prices. These assumptions are standard in the choice-modeling literature.Â total of 657 households satisfied die criterion of making a purchase among the 25 UPCs and shopping at the largest chain. Table 1 indicates that ^}proximately 5% of all these households' trips result in a purchase in the category. Table 2 indicates c(Misiderable variation in the (unconditional) shares across the UPCs; the largest shares arê Altnnatively, we could also use the total customer count of, the store or the weekly store trank, which constitutes the size of the potential market, to calculate tfie aggregate oo-purchase shares (Chintagunta 2002) .
''Slade (199S) surveyed retail managers of the stores in a conqMrable scanner database. The managers ttspoaáed ÛuL, on average, fewer than 10% of total shoppen in a given week shop across ttoKS. Moreover, the belief is Úiat store choice it not dependent on item prices but rather on a price index rqvesenting the overall price level in a store. Table 2 also has a column for wholesale prices. This is the weekly pmce that each manufacturer charges to the retailers in the Denver market. We include these wholesale prices in the analysis to act as instruments for retail prices (for a discussion, see Chintagunta 2(X)2), The assumption here is that the wholesale prices are correlated with the retail prices but are unlikely to be correlated with in-store coupons and other retail-level factors that are reflected in the unobserved characteristics term. Thus, wholesale prices are reasonable instruments for retail prices. The differences between the retail and wholesale prices in Table 2 The results we present here are for a continuous heterogeneity distribution with a joint distribution on the brand intercepts and pice sensitivity paranoeter. All other parameters for the attribute effects and promotional effects have independent nonnal distributions. Stich an approach results in a flexible substitution pattern across UPCs without needing to estimate too niany parameters. We perform the estimation using simulated maximum likelihood. We tise 30 draws and check the sensitivity of otir results to this ntimber,Ê
MPIRICAL RESULTS

Simulation Results
Before fitting the model to our hotisehold and store data, we ran the procedure using simulated data. In particular, we created a synthetic data set that consisted of weekly population maiicet shares along with a corresponding random subsample of households' choice histories. In addition, we included an error term (i,e" the unmeastired brand characteristics) that was correlated with prices. We find that the «We used 10, 20, 30, 40, and 50 draws. Estimates showed only minor changes from 30 draws onward. Thus, we chose this as the most parsimonious representation. The results fh>m the finite mixture approach are available on request. .00
Notes: Shues are unconditional on purchase, prices are in dollars/item, and display refers to the proportion of tim» items are displayed.
proposed procedure recovers parameter estimates that are statistically tinbiased. That is, we fail to reject the hypothesis that our parameter estimates are equal to the true valties. In contrast, we find significant biases when we fit the household data using only usual maximum likelihood methods.
Model Fit and Predictive Ability
Before presenting the parameter estimates, we discuss the fit of the proposed model and its predictive ability. As a benchmark, we use the results from the model that uses the individtial household data and the MLE tnethod. Tliis is the random coefficients choice model but without the unobserved attribute. In terms of model fit, die value of the Bayesian information criterion for the proposed model is 19,530, and diat of die benchmark model is 19,873. This implies a better in-sample fit for the proposed model. We then reestimated the model parameters after creating a holdout sample of 78 households, and we used these parameters to forecast the shares of the different brands across time periods for these 78 households. In performing this analysis, we did not use information on the unobserved attribute in forecasting under the proposed model, because the unobserved attribute contains information from the store data, which are the aggregation of data from all households including the holdout households. We computed the mean absolute percentage deviations (MAPD) between the predicted and actual shares averaged across all time periods. Then, we computed a share weighted average of this MAPD meastire across all SKUs. The benchmark model yielded an MAPD measure of .51 ; for the proposed model, the value was .33. Thus, the proposed model outperforms the benchmark model on the forecasting criterion. A caveat to this analysis is that the households in the holdout sample are not systematically different from the estimation households. »These parameters refer to the diagonal of the covariance matrix of the joint distribution of preferences and price sensitivities.
Results from Scanner Data
OLS), combines information from household and store levels but runs an OLS regression rather than an IV regression to recover the mean parameters from the store data. The third specification. Combo Data-IV (CD-IV), is the same as the second model except that endogeneity is accounted for with the IV procedure. In examining the parameters that characterize the mean effects of the attributes and the marketing variables, we find the following; The ranges of the attributes' effects are greater under the CD-IV specification than under the ID-MLE specification for all four attributes. Furthermore, the intrinsic preference for Downy (a Procter & Gamble [P&G] brand) is the lowest among all the brands under the household data-only specification. Under the IV specification, only Bounce (another P&G product) and Snuggle have higher intrinsic preferences. Given P&G's large investments in Downy advertising and innovation (e.g., the Downy ball), the results from the CD-IV model appear to be more plausible. One of the key substantive implications that Fader and Hardie (19%) note is related to using the results for forecasting the sales of new SKUs. Our results for the Downy brand indicate that these forecasts are influenced by the model that is chosen. To the extent that the proposed specification accounts for both endogeneity and heterogeneity issues, forecasts from such a specification may be more acceptable. We revisit the forecasting issue subsequently.
Comparison of the results in Table 3 with a model that does not account for heterogeneity (we do not repon this here) indicates that the mean price effects from the models in Table 3 (that account for heterogeneity) are approximately \0% larger in magnitude. This is consistent with the elasticity results we report subsequently. At the same time, we find that there is evidence of an endogeneity bias in these data. In particular, the price coefficient in the CD-OLS model is -.78, and the price coefficient in the CD-IV model is -.86; the difference is statistically significant. Thus, for these data, we find evidence for both heterogeneity and an endogeneity bias. Note that we are able to establish this only because we combine the two data sources. With access only to household-level data, we would not have had enough information to uncover the effects of the unobserved attribute. In this situation, combining the two data sources at the household and store levels enables us to account for heterogeneity and price endogeneity. Notably, when we compare the precision of the parameters for the ID-MLE with the CD-OLS approach (Columns 4 and 6 in Table 3 ), we find the latter to be more precise in most ca.ses.
In comparing the attribute effects across the OLS and IV approaches with the CD, we find that, as we expected, the IV procedure raises the standard errors of the parameter estimates. However, this reduction in efficiency is not as large as the improvement obtained from combining the two data sources. Thus, although in general correcting for the endogeneity bias should be traded off against the reduced efficiency that is inherent in the IV procedure, in our case, we are not severely affected by this issue.
Turning to the estimates of the heterogeneity distribution, we estimate a joint distribution for brand preferences and price sensitivities and assume that the preferences for the other attributes are distributed univariate normal. The results in Table 3 indicate that there is considerable heterogeneity in attribute preferences across households. In particular, households appear to vary in their preferences for brands, form, scent, and size. Although this finding is consistent across the model specifications, note that of the 14 parameters we allow to be heterogeneous across households, the ID-MLE model implies a higher level of heterogeneity in 10 of the cases. In addition, we find that there is significant heterogeneity in the price and display sensitivities across households and that the amount of heterogeneity in price sensitivities is comparable across model specifications. An important implication of these heterogeneity findings on attributes and price effects is that not accounting for the unobserved attribute (i.e., the Ç,j, in Equation 2) can potentially overstate the amount of heterogeneity across households because it implies more heterogeneity in 11 of 16 cases. This finding has implications for activities such as targeting that exploit the extent of heterogeneity across households.
Next, we discuss the own price elasticities from the three models. To observe how the different specifications influence the demand elasticities for the individual brands, we present these elasticities in Table 4 . Table 4 indicates that in magnitude terms, the elasticities are ordered as follows; CD-IV > CD-OLS > ID-MLE. Consistent with Uie endogeneity bias effect, we find that the elasticities from the CD-IV model are the highest of the three. Notably, we find that the CD-OLS procedure also yields slightly larger own elasticities than the household data MLE model. For these data, this implies that accounting for the presence of the unobserved attributes without considering their correlation with prices increases own price elasticities somewhat.
Based on the data in Table 4 , if the objective is to obtain the correct price elasticities for a market and if the mean effects of price are better represented by store data and the heterogeneity distribution by the household data, we recommend combining the information from the two sources. Furthermore, while carrying out the joint estimation, it is important to account for price endogeneity in the data properly. Failure to account for any of these three features (i.e., combining the data when household data are sparse, accounting for heterogeneity, and accounting for price endogeneity) may lead to incorrect estimates of price elasticities. In contrast, our proposed approach provides robust estimates of the model parameters and thus the marginal effects of mariceting variables such as price elasticities.
Substantive Implications
Thus far, our results indicate four areas in which the substantive implications from the data differ under otir proposed approach compared with the extant household dataonly approach that is prevalent in the literature: (1) The estimated mean effects of attributes differ across the two approaches, and the ranges of the attribute effects estimated are greater under the proposed approach that combines data sources, (2) Consumers are more price elastic than a model that uses only household data implies. Note that using only household data precludes otir ability to account for endogeneity in our application because of sparse data. (3) Not accounting for the unobserved attribute could overstate the extent of heterogeneity in the data. This has implications for tactics such as targeting, one of the reasons mariceters might be interested in using household-level data, (4) An implication that follows from these three points is that sales fore- Here, we focus on the fmecasting issue, one of the main substantive implications that Fader and Hardie (19%) provide using the attributes-based s^jproach. Unlike their scenario, however, we do not have any actual line extensions. Thus, we contrasted the forecasts obtained from the two methods (i.e., ID-MLE and CD-IV) for hypothetical line extensions. We chose one large brand (Downy) and one snoall brand (Cling Free) for this purpose. We "launched" a sheet form of the former brand and a liquid versicm of the latter brand. Hie Downy sheets had the moming fresh scent and were available in a n^dium size (this corresponds to a sold by rival. Snuggle), and Cling Free liquid had a scent and was available in a large size (this corresponds to a successful Downy product). We introduced these products one at a time and computed the predicted shares. For simplicity, we computed the shares at the levels of mariceting activities that corresponded to the imitated products and in the absence of unobserved attributes for both products.Ŵ e find that the ID-MLE model predicts unconditional shares of .053% and .365% ior die Downy and Cling Free line extensions, respectively. The corresponding numbers under the CD-IV model are .102% and .401%. Note that these niunbo^ are small because of the lai]ge share of the no-purchase option (api»oximately 94%). These share predictions indicate that for the Downy line extension, the proposed model forecasts a share that is almost twice as large as that of die traditional t^qiroach. However, for the Cling the Downy (Cling lîee) line extension, we used the prices of the rival Snuggle (Downy) product to perform the forecasL In addition, we aiHHimwl that the values of the unobwa^«d anHbate were zero for these line extensions.
Free product, the forecasts are closer together. The differences in results across the two products stem from the differences in the estimated attrilHite effects for Downy and Cling Free across specifications. In particular, recall that the estimate for the Downy attribute level was different across models. However, the Cling Free effect was much closer. An examination of the predicted shares conditional on purchasing in the categcny suggests the following predictions: .97% and 7.5% under the ID-MLE model and 1.95% and 7.85% under the CD-IV model for Downy and Cling Free, respectively. These numbers reflect the differences in the unconditional shares.
In Table 5 , we provide a source of share analysis for the conditional (on purchase) shares for the two line extensions. Table 5 reveals large differences across models with respect to where the share for the line extension is coming from. For the Downy line extension, we find that the ID-MLE model predicts the top three sources as being other Downy SKUs (7, 8, and 15), whereas the CD-IV nrodel predicts share stealing firom one Downy SKU (7), from the SKU that the extension imitates (Snuggle, 9), and from another Snuggle SKU with the same scent as the line extension. Therefore, the Downy brand manager contemplating the launch of the line extension may be less willing to do so under the ID-MLE model, which predicts cannibalization, than undo* the CD-IV model, which predicts cannibalization and share stealing firom a lai;ge rival. In the case of the Cling Free line extension, the two models are consistent in two of the top three SKUs from which switching is predicted. However, for the third, the CD-IV model again predicts the more plausible scenario of share stealing from the SKU that the line extension imitates (Downy, 7) . Thus, our source of share analysis in^lies that there are inqxMtant differences across nsodels that mig^t have substantive and managerial consequraces. 
Incorporating Purchase Quantities
A limitation of our model formulation is that it is not suitable for categories in which consumers make quantity decisions in addition to purchase incidence and brand choice decisions. To address this issue, we use the random coefficients analog of the discrete continuous model that Chiang (1992) uses. We augment the model to account for potential price endogeneity related to unobserved (to the researcher) brand characteristics (see also Nair, Dubé, and Chintagunta 2(X)5).'O We calibrate the incidence-choicequantity model using refrigerated orange juice purchases of 429 households in the same Denver market we used for die fabric softeners. Consumers chose among four main alternatives that accounted for a majority of purchases: Minute Maid, 64 ounces; Tropicana, 64 ounces; Minute Maid, 96 ounces; and Tropicana, % ounces. Approximately 8% of the weeks had no household purchases of one or more of the four altematives, which required us to use our proposed methodology to account for birth endogeneity and heterogeneity. Consistent with our results in the fabric softeners category, we find diat die price effect is biased toward zero if endogeneity is not accounted for. The price coefficient lOBecaine of space considerations, we do not present the details of the model and its derivation along with the empirical results. They are in an Appendix that is available on request.
from the CD-IV model is 33% greater in magnitude than that of the ID-MLE model. In terms of the elasticities, we computed purchase incidence elasticities, conditional and unconditional brand choice elasticities, and purchase quantity elasticities. We find that all our elasticity estimates lie within the range that Bell, Chiang, and Padmanabhan (1999) report. In examining the differences across model specifications of these elasticities, we find the following: The purchase incidence elasticities for all fotir brands are greater in the CD-IV case than in the ID-MLE case. The relative ordering of these elasticities across the brands differs under the two models. Whereas the proposed model implies greater elasticities for the two 64-ounce products, the model that does not account for endogeneity indicates that Tropicana, 64 ounces, has the highest elasticity, followed by Minute Maid, % ounces; Minute Maid, 64 ounces; and Tropicana, % ounces. Thus, we find a shift in the relative purchase incidence elasticities in addition to the overall levels of the elasticities when endogeneity is not accounted for. Differences in relative elasticities are also observed for the conditional brand choice decision. Finally, fix}m the ptirchase quantity elasticities, we find that these elasticities are small for the orange juice category. However, differences in the relative ordering of brands across model specifications continue to persist in this case. The small magnitudes for quantity elasticities are not surprising in this case, because we have already accounted for size elasticities through our operationalization of the choice altematives.
As with the fabric softeners category, we can derive substantive implications fn>m our results in the orange juice category. In particular, we note the recent literature on decomposing the sales "bump" due to prontotions (Van Heerde, Gupta, and Wittink 2003; Van Heerde, Leeñang, and Wittink 2(X)5), Specifically, these studies take the price elasticity of demand and decompose it into the corresponding promotional impacts on unit sales. Our analysis indicates that the nattire of these eff^ects depends on the ability to accotint properly for price endogeneity and constimer heterogeneity. To the extent that such controls are possible only when we combine both household and store data, the method we pntqose herein makes a contribution to the literattire on sales decompositions,
CONCLUSIONS
The marketing literattire has established the importance of accounting for heterogeneity and endogeneity with scanner data. However, there might be several sittiations in which it is not possible to account for these issues using only household panel data (e,g,, Villas-Boas and Zhao 2(X)5) or store sales data (e.g,, Besanko, Gupta, and Jain 1998) because of (1) the sparseness of pjanelist purchases with the household data when the analysis must be carried out at the SKU level (e,g,. Fader and Hardie 19%) and (2) the inability to account for heterogeneity and purchase quantities with store data. For such situations, we pn°opose a simple approach that combines the information fi-om household scanner-panel data with that from store data. In particular, we attempt to exploit each souree of information for that which it is most useful: heterogeneity in the case of panel data and the mean effects of maiieeting activities in the case of store data. Thus, we are able to obtain a single set of estimates that account for heterogeneity across households and endogeneity of prices. Otir approach is directly relevant to retailers that routinely track their aggregate sales and the purchases of loyalty card-holding customers."
Our empirical results fi-om the fabric softener category at the SKU level provide several substantive implications. The estimated mean effects of attributes are affected when endogeneity is not accounted for; the ranges of the attribute effects estimated are larger under the proposed approach than under an approach in which endogeneity is ignored. Not accounting for endogeneity appears to bias the estimated price effect and the corresponding elasticities toward zero. More significandy, ignoring the unobserved attribute could overstate the extent of heterogeneity in the data. Because of differences in parameter estimates, we also find that sales forecasts for new SKUs differ under the proposed approach compared with an approach that uses only household data without ^^counting for price endogeneity.
The ctirrent approach assumes that consumer choices are static in nature. However, a growing body of literature has documented several important dynamic elements in consumer choices. For example, myopic consumers may be influenced by habit persistence in brand choice (Keane 1997) current demand. Fully rational consumers might anticipate these dynamics and, in response, make forward-looking decisions. For example, forward-looking consumers would need to solve a complex dynamic program if they anticipate habit persistence (Erdem 1996) or if price expiectations influence the timing of stockpiling (Erdem, Imai, and Keane 2CX)3),i2 An implication of ignoring such dynamics is that our ctirrent analysis can potentially understate the magnitude of price elasticities (e,g,, if households with higher inventory levels are less likely to respond to a price cut). However, this limitation would apply to all thê proaches used in this study, Ftirther researeh would benefit from resolving formally how to reconcile these dynamics with the corresponding aggregate demand system. Although it is unlikely that store data alone could reveal individtial dynamics, combining such data with household data might be a worthwhile starting point,
