Link disruption has a considerable impact on routing in multilayered satellite networks, which includes predictable disruption from the periodic satellite motion and unpredictable disruption from communication faults. Based on the analysis on the predictability of satellite links, a link disruption routing strategy is proposed for multilayered satellite networks, where a topology period is divided into non-uniform slots, and a routing table in each slot is calculated by the topology predictability of satellite networks, and a congestion control mechanism is proposed to ensure the reliable transmission of packets, and a flooding mechanism is given to deal with the routes selection in the case of unpredictable link disruption. This routing strategy is implemented on a satellite network simulation platform, the simulation results show that the strategy has lower delay and higher link utilization, and can meet the routing requirements of multilayered satellite networks.
Introduction
The main components of satellite networks consist of the space segment: satellites, and the ground segment: earth stations. Satellites are situated on the different levels, namely, Low Earth Orbit (LEO), Medium Earth Orbit (MEO) and Geostationary Orbit (GEO) satellite layers. A multilayered satellite network is a combination of different layers of satellites, which can provide a more efficient network with better performance than these layers individually, and show great promise for the future [1] . In the multilayer satellite network, satellites in the same layer are connected to each other via Inter-Satellite Links (ISLs) while the communication between different layers is accomplished over interlayer ISLs. It is so important to design a routing scheme for delivering, forwarding and routing packets in the multilayer satellite network. Typical multi-layer satellite network routing schemes include Hierarchical QoS Routing Protocol (HQRP) [2] , Multi-Layered Satellite Routing algorithm (MLSR) [3] , Satellite Grouping and Routing Protocol (SGRP) [4] . HQRP for connection-oriented multi-layer satellite networks ensures the quality of service to long-distance dependency (LDD) business. MLSR employs higher level satellites to calculate shortest delay paths efficiently between the satellites in the satellite network and the gateways on the Earth, where the routing tables are updated regularly to cope with the satellite mobility and the changes in the network load. SGRP divides LEO satellites into groups according to the footprint area of the MEO satellites in each snapshot period, and makes MEO satellite managers compute the minimum-delay paths for their LEO members based on the delay reports sent by LEO satellites. In the mentioned routing algorithms above, the processes of collecting delay information and calculating routing tables are finished dynamically. As the number of satellites increase, the topology of the multilayered satellite network gets more complex, the transmission delay becomes longer, and the packets-loss rates of packets are larger, the overhead of computing the routes by the on-board computer in a satellite gets increased, and the performance of the multilayered satellite network is reduced clearly. The objective of routing algorithms for multiple satellite networks is to compute paths with low communication and computational overhead, and adapt the routing decisions to the dynamic satellite network topology in real time. As we have known, compared with terrestrial computer networks, satellite networks suffer more significant transmission delay and links disruption from the orbital heights, satellites motion, the robustness of links design, space rays, satellites power supply, etc. Therefore, multilayered satellite networks can be seen as delay and disruption tolerant networks (DTNs) [5] . Recently there has been much research activity in routing problem for DTNs [6] . The delay-tolerant networking routing problem is formulated in [7] , which amounts to a constrained optimization problem where edges may be unavailable for extended periods of time and a storage constraint exists at each node. The routing problems in intermittently connected ad hoc networks and delay/disruption tolerant networks are discussed in [8] , which is categorized as the deterministic case and the stochastic case. A contactduration-based probabilistic routing scheme is proposed in [9] based on the probabilistic routing scheme. An end-to-end path in DTNs may be unavailable at all times, and routing is performed over time to achieve eventual delivery by employing long-term storage at the intermediate nodes.
As a multilayered satellite network can be thought as a typical DTN case, it is important to investigate the feasibility of routing schemes in satellite networks by referring to the routing mechanisms in DTNs. In a multilayered satellite network, link disruption mainly consists of two cases: one is predictable because of regular satellites motion around the earth, the other is unpredictable caused by space environment or faults in on-board communication equipments. For the predictable links disruption, routing is computed by predicting the satellite network topology. For the unpredictable case, a routing strategy is required to provide a redundant mechanism to forward packets correctly during links disruption.
In this paper, a disruption tolerant routing strategy (DTRS) for a multilayered satellite network is proposed, which combines the statically routing calculation for predictable link state and dynamical link disruption tolerant mechanism for unpredictable link disruption. In DTRS routing strategy, route tables are calculated by considering the periodical topology of satellite networks caused by the regular motion of satellite and stored in satellites, also, a dynamical congestion control mechanism and a flooding-based mechanism are proposed to be tolerant links disruption. This routing strategy is implemented in the satellite network simulation platform [10] , and the simulation results show that this strategy has lower computation overhead and better performance for links disruption tolerance.
Links Prediction Model

Multilayered Satellite Networks
The multilayered satellite network discussed in this paper consists of three layers of satellites, namely, LEO, MEO and GEO satellite layers, as shown in Figure 1 . The GEO layer is composed of N G geostationary satellites. The MEO layer is composed of the MEO satellite constellation, and the number of satellites is N M . The LEO layer is composed of the LEO satellite constellation, and the number of LEO satellites is N L . In the multilayered satellite network, satellites communicate with the terrestrial gateways over User Data Links (UDLs). A terrestrial gateway can be directly connected to multiple satellites in different layers. The type of links includes ISL, IOL and UDL; the ISLs in the same layer are divided into inter-orbit links and inner-orbit links.
Links Prediction
In the multilayered satellite network, the location of a satellite is determined by the Kepler's laws, in addition, orbit perturbations are considered. A set of six orbital parameters is used to fully describe the position of a satellite in a point in space at any given time: semi-major axis a, eccentricity e, inclination of the orbit plane i, right ascension of the node Ω, the argument of perigee ω, and true anomaly  . The links between two satellites are determined by the visibility analysis.
Let the position vector of each satellite in the geocentric coordinate system be ) , , ( z y x r   , the satellite location in the geocentric coordinate system can be calculated by the following formula: cos sin sin cos cos sin sin cos cos cos sin sin is a satellite orbit radius; α is a satellite inclination; β= iπ/n is the angle between the positive axle of y and the intersection line of satellite orbit plane and equatorial plane, n is a track number, i is a track sequential number. Let γ denote the satellite-phase at the time instant t, γ = ωt + γ 0 , where ω is the angular velocity, γ 0 is the initial phase. The above parameters are shown in the Figure2.
Let h d e line connecting satellite1 and satellite 2. In order to compute the visibility between two satellites in the multilayered satellite network, define the visibility function Δh = h − R e , where R e is the redius of the earth, the visibility condition is given as follows: 
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C tical networks, the multilayered satellite network suffers long propagation delay, relative high bit error rate and limited bandwidth, in addition, relatively frequent links disruption. The disruption of links in the satellite network is caused by the motion of satellites, faults in communication subsystems, power supply, space environments, etc. The routing strategy for the satellite network must be tolerant of such constraints as long delay, links disruption, available power. In order to save the power supply and computation ability, a routing strategy is proposed based on the idea combining the static routing and dynamic routing. In terms of cyclic motion of satellites, the topology of the satellite network changes regularly, thus the routing table is calculated on the basis of the regularity and predictability of satellite motion and stored in a satellite before satellites are launched. When calculating the routing table, the real time requirements of different kinds of traffic in the satellite network, transmission delay caused long distance and the more number of hops in the lower satellite network, are considered. The propagation delay and queuing delay are defined as two weights of a link, in addition, a mechanism to limit the number of hops is employed to make comprise between the number of hops and the transmission delay. For the unpredictable link disruption caused communication faults or other reason, a flooding mechanism is proposed to guarantee the routing service. he topology of the multilayered satellite n ynamic and periodic changes. If the topology period is divided into some slots, where each slot is an interval of a stable topology, i.e., a snapshot, it is feasible to design the routing strategy in a slot. The partition in one topology period is so important, and must not only reflect the dynamic topology timely, but also set appropriate length of each interval. The topological dynamics characterization for layered satellite network is investigated in [11] . In this paper, the partition of one topology period is computed by the satellite motion and visibility condition in Subsection 2.2. In every snapshot, a routing  . The topology change happens at the time instants 1 2 , , , n t t t  , which means that, at the ith time instant t i in one riod, there must one or more links are connected or disrupted. However, during the ith interval 1 [ , ] i i t t  , the satellite network topology is mapped to a static topology, which is the base of computing the optimal routes. Let graph G(t) = (V, E(t)) denote the satellite network topology with system period T at time t, 0 ≤ t ≤ T , where V is the set of satellite nodes and E(t) is the set of satellite links at t. In order to execute the discretization process, a topology period T is divided into a group of equal intervals.
The discretization process is presented as follows: Arrange the elements in T by time and obtain the discrete sequence
Optimal, Suboptimal
For each time instant in the discrete sequence S T in Subsection 3.1, the state of a link in the multilayered satellite network can be computed and predicted. Thus, the entire network topology in each time instant can be obtained, moreover, the on/off status and the length of each link are known. In the DTRS, all satellites in the network are treated equally, and the optimal path at each time instant of S T is calculated based on the instantaneous network topology. Since most of satellite network services have real time requirements, it is so im data forwarding. When computing the route in the DTRS, a link propagation delay is a main weight so that the delay on the optimal path is the shortest. In addition, because of the motion of satellites, long data forwarding delay may cause link disruption, therefore, a link maintaining time as another weight must be considered. Note that the processing delay and the queuing delay of satellites will increase as the number of hops in the route is increased, a compromise must be made between the number of hops and transmission delay. If the number of hops in the route is too much via the lower layer satellite links, it will be more fast and reliable for the data transmission to choose another routing path via interstellar links on the higher layer. In the DTRS, an appropriate queuing delay and the limit to the number of hops are given to be as weights of a link to compute the optimal path in the multilayer satellite network.
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is shown in Equation (5).
ngestion Control Mecha
In the multilayered satellite network, data e sink satellite. In the DTRS, the next hop is obtained based on the packets arrival time and the sink satellite, which can ensure the continuity and correctness of data transmission. If the traffic load on a satellite link increases too fast, the congestion in the link may occur [5] .
In this paper, in order to determine whether the congestion has happened or not, the queue occupancy in the output port of a satellite is monitored. Define the queue idle ratio of a satellite output port as
where U denotes the length o the total queue length.
queue. Note that U can be set ba f the occupied queue, T is Let  be the congestion threshold and U 0 be the minimum length of the idle 0 sed on the network traffic throughput. If there exists a link in the satellite network subjects to   R , it is shown that the traffic in this link increases so quickly. Note that a link disruption can cause the queue idle ratio R of the link is large, therefore a link-state reporting mechanism must be used to determine whether the link is disrupted, moreover it can be determined whether the congestion or the disruption occurs in the link. If a link subjects to   R and the link is not disrupted by the reporting mechanism, the congestion occurs in this link. Then the fo ng-up packets will be routed to the gested, the queue idle ratio of this link will be selected dynamically. The selection process is given as follows: 1) Via the link-state report mechanism, obtain all neighboring satellites set 2) C all the nei ng satellite s next , that is next arg max{ ( )} 1, ,
3) If R next = 1, the data packets is routed , else the data packets is hanged to the queue of 
Disr T
As mentioned in the Subsection 3.3, if th   R ra in a link of the satellite network and the g mec acket arrives at the satellit link is determined to be disrupted via the link-state reportin hanism, then the link disruption is caused by a fault in the satellite, which is not predictable. In the DTRS, a disruption tolerant mechanism uses a technique known as flooding to deal with the routing selection. The process is presented as follows:
1) For a packet sent from the source satellite to the sink satellite, suppose at t k , the p e s. If the disruption of the link to the next hop satellite 
. 4) On receiving the flooding message, the neighboring satellite s i query its rou l, a successful response message is sent back to the satellite s, otherwise, the satellite s i starts the flooding process.
5) The flooding routing process is completed when a satellite, which starting flooding, receives the first successful response message, moreover, if it has the upper ooding sponsor, it should send successful response m s he above, the routing strategy must be ng delay, and limited ard computer in the ultilayered satellite network. In order to evaluate the delay roposed che LSR scheme, and the simulation time 1440 minutes. The simulation results are presented as Satellite Layers In the simulation scenario, 300 pairs of users distributing uniformly in the globe send multilayered satellite network. The traffic model subjects to the Poisson distribution. The result of the end-to-end a shown in Figure 4 . In th h satellite is treated equally; the propagation delay and the t y play a in weights. Howe LSR, the test pa or s on ater than the one of the M hown in Figure 7 , both the DTRS an fl essage back to the upper sponsor, however, if all the messages it received are failure response, a failure response message will be sent back to the upper sponsor.
Routing Simulation and Performance Evaluation
Simulation Configuration
mentioned in t A adapted to the dynamic topology, lo processing capability of the on-bo m performance of the routing strategy proposed in the paper, the simulation is made on the satellite network simulation platform. Note that the simulation platform is constructed based on the HLA/RTI framework, and can configure scenarios of satellite networks flexibly to test, verify and validate the key technology of satellite networks. A multilayered satellite network scenario is configured in this simulation platform, which consists of LEO, MEO and GEO satellites, as shown in Table 1 .
Simulation Results and Performance Evaluation
In the simulation, we compared the end-to-end difference and the cost difference between the p me and the M s is follows.
1) End-to-end average delay critical role the link shor th alg ithm i ly used within the satellite cluster in each layer; therefore, the end-to-end average delay in the DTRS is smaller than that in the MLSR.
2) Link utilization Link utilization is compared between the DTRS and the MLSR, which includes three cases as follows. a) Link utilization within the individual layer. Figures  5-7 give the link utilization within the LEO layer, MEO layer, and GEO layer, respectively. b) Link utilization of inter layers. Figures 8-10 give the interlayer link utilization of the LEO-MEO, MEO-GEO, and LEO-GEO, respectively. It can be seen that the interlayer link utilization of the DTRS is greater than the one in the MLSR.
It can be concluded from the above simulation results that the end-to-end average delay of can meet the maximum delay requirements of voice service (< 100 ms), and the DTRS routing strategy can be used to forward voice data packets in multi-layer satellite networks. Meanwhile, because of the relative balanced link utilization in the whole network, the DTRS strategy can reduc the o Note that the time and space complexity of the DTRS s e ccurrence probability of bottleneck links.
i relatively low compared with other routing schemes. In the DTRS, the time complexity mainly includes two parts, one is the time of the topological prediction and the other is the time of selecting route, both of which are 2 ( ) O N , where N is the number of satellites, however, for the onboard routing algorithm, e.g., Bellman algohm, the average time complexity is ( log ) 
. Conclusion
In this paper, a routing strategy with links disruption tolerance is proposed for multilayered satellite networks, which employs the predictability of topology to compute the optimal route in each slot, and a dynamical congestion control mechanism is designed to balance the traffic load and ensure the reliability of packets transmission, and a flooding mechanism to process the routing selection is presented for the unpredictable links disruption. This routing strategy is verified on the satellite network simulation platform, and the simulation shows that t proposed strategy has better performance in terms of delay and link utilization and can support routing in mult [7] S. Jain, K. Fa ilayered satellite networks efficiently.
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