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Abstract
Homogeneous Charge Compression Ignition (HCCI), exhibits many fundamentally attrac-
tive thermodynamic characteristics. These traits, along with lean charge and low combustion temper-
atures, generally act to increase thermal eciency relative to competing spark and/or compression
ignition strategies. However, HCCI's extreme sensitivity to in-cylinder thermal conditions, place
limits on practical implementation. Thus, at low temperatures, combustion remains incomplete
limiting cycle eciency while increasing emissions. In contrast, the introduction of thermal barrier
coatings (TBCs) to in-cylinder surfaces has been shown to fundamentally alter gas-wall interactions.
The work in this dissertation explores HCCI/TBC synergies. Both experimental and analytical
pathways are explored, attempting to illuminate the impact(s) of coatings on engine heat transfer
and combustion metrics. Eorts to correlate TBC thermophysical properties and surface phenomena
with HCCI performance and emissions are also explored. Finally, methods are proposed to evaluate
the TBC-gas interaction as it relates to thermal stratication of the in-cylinder charge.
The present work seeks to identify, and eventually quantify HCCI/TBC synergies. A specic
research eort is developed, attempting to illuminate the impact(s) of TBCs on fundamental HCCI
combustion metrics. Eorts to correlate TBC thermophysical properties and surface phenomena
with HCCI performance and emissions are also proposed. Analysis is enabled through complimen-
tary analytic and experimental pathways - which includes specialized solution methodology and
experimental hardware. Combined, these tools enable a more complete qualitative assessment of
thermal barrier coating's impact on engine performance and emissions metrics, heat loss at the wall,
and ultimately thermal stratication of the in-cylinder temperature eld.
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Chapter 1
Thermal Barrier Coatings for
HCCI
The internal combustion engine has been the prime instrument of power generation from
the late 1800's through the present day [87]. Its reign as humankind's 'energy conversion device of
choice' is projected to continue well into the 21st Century [57]. Yet, despite a ubiquitous presence,
many of the fundamental mechanism governing heat release and energy conversion within the engine
environment remain poorly understood. Historically, engine researchers (including, but not limited
to, combustion engineers, thermal-uid scientists, chemical kinetitists, uid dynamyists, etc.) have
worked to systematically advance engine performance by fostering a more complete understanding
of the underlying physics. Today, as a result of these eorts, researchers have more complete under-
standing combustion, mass, and energy transport processes. However, intellectual curiosity is hardly
a solitary motivator. Research eorts have attempted to address many of the paramount 'real world'
concerns regarding the impact on humankind and the environment, such as: fuel availability, energy
conversion eciency, and emission formation have also done their part to engendered progress in
the developmental trajectory of contemporary engines [43]. Despite these eorts (and the associated
advances), an incomplete understanding of the underlying 'science' remains. And so, the research
continues.
This chapter will serve as an introduction to one of the more novel modes of internal combus-
tion - Homogeneous Charge Compression Ignition (HCCI). This approach to internal combustion is
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the exclusive focus of the experimental and analytical work presented in the proceeding document. As
will be shown, HCCI is associated with a means of in-cylinder heat release distinctly separate from
the more common spark-ignited ame-propagation and/or mixing-controlled compression-ignited
schemes. Instead, this mode of combustion represents (somewhat) 'controlled auto-ignition' - where
mixture composition, in-cylinder thermal conditions, and chemical kinetics determine the underlying
fuel oxidation pathway.
Beyond the relative novelty of this combustion mode, benecial thermodynamic charac-
teristics of HCCI will also be discussed. These largely result from the HCCI engine's lean charge
composition, high compression ratio, and 'low' in-cylinder temperatures during combustion. Ulti-
mately, an argument will be oered to the reader, one which positions HCCI as a central player in
the search for 'cleaner', more ecient, ICE-derived power generation.
In an eort to 'set the stage' for the work highlighted in later sections of this document, key
research and development milestones will be reviewed. The purpose of this eort is twofold. First,
the present work would not be possible if not for the many contributions of pioneering researchers.
The shoulders of these proverbial 'giants' (big and small) provide the footing upon which the frontier
of current understanding may be probed. With a little luck (and quite a bit more eort), the author
hopes to shine his own light towards the previously unknown. Second, an eort will be made to
construct a coherent historical narrative tracking the independent trajectories of low temperature
combustion and thermal barrier coatings technologies within the engine environment. The crossroads
of these pathways will be explored in later chapters.
1.1 Homogeneous Charge Compression Ignition - An Overview
Homogeneous Charge Compression Ignition (HCCI), when examined from a 1st Principles
perspective, exhibits many of the thermodynamic characteristics required for high eciency, low
emissions power generation. In this section, an overview of this mode of combustion will be pro-
vided - including a review of the underlying chemical kinetics, thermodynamic cycle attributes, and
considerations relating to heat transfer and emissions formation. Specic focus is also given to in-
cylinder thermal considerations - both those enabling low temperature combustion (LTC) processes
and those limiting them. The section begins with an introduction to HCCI combustion in the context
of the more familiar Spark Ignited (SI) and Compression Ignition (CI) combustion modes.
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Figure 1.1: HCCI in the context of turbulent ame entertainment and mixing-controlled burning
[?].
1.1.1 HCCI Autoignition in the context of Spark Ignited Turbulent Flame
and Compression Ignited Diusion Burning Combustion Modes
Considerable eort has been made to develop a more complete understanding of both spark-
ignited, 'turbulent ame entrainment ('SI gasoline") and compression ignited mixing-controlled ('CI
Diesel') processes. These more conventional modes of combustion account for the vast majority of
ICE-derived power generation [?]. Thus, the relative familiarity of their operational characteristics
provides a natural point of comparison to introduce Homogeneous Charge Compression Ignition.
As discussed in the preceeding section, HCCI is a relatively 'new' concept. First appearing in
the literature in 1979, Onishi and colleaques [74] witnessed "abnormal combustion" when attempting
to improve performance and emissions formation within a two-stroke gasoline-fueled SI engine. Using
Schlieren-based optical diagnostics, the authors noted the following characteristic behavior,
"...(HCCI) diers from conventional gasoline engine combustion in that combustion
reactions occur spontaneously and at many points...".
This observation, subsequently conrmed by more recent eorts, positions HCCI distinctly
seperate from the turbulent ame entrainment of spark-ignited gasoline combustion modes. and the
mixing-controlled heat release associated with more conventional combustion concepts. Furthermore,
the seeming 'spontaneity' of HCCI's many autoignition sites, has been shown to be closely correlated
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Figure 1.2: A fundamentally dierent mode of heat release, as reported by Onishi, et al. [74]
to the thermal stratication within the trapped charge [24]. This synergy will be developed in more
complete detail in the follow sections.
As Onishi and his co-authors originally reported, the characteristics describing heat release
during HCCI combustion is fundamentally distinct from that observed during turbulent ame en-
tertainment [88] and/or diusion burning. As would be discovered during later analysis, HCCI
combustion is more aptly described as an 'cascading' autoignition [85, 83], totally reliant upon the
thermal-uid considerations governing the underlying chemical kinectics [1].
1.1.2 Flameless Combustion
Concurrent to Onishi's work at NiCE, Noguchi and colleagues at Toyota employed an
optically-accessible, gasoline-fueled, two-stroke engine to further examine the physics underlying
HCCI [70]. Like Nissan, Toyota's eorts conrmed multiple ignition locations while noting the
absence of a coherent ame front. Spectroscopic measurements of intermediate species preceding
combustion registered elevated levels of CH2O, HO2, and O radicals. Taken together, these obser-
vations help position chemical kinetics (rather than turbulent ame entrainment) as the primary
mechanism driving HCCI combustion. These observations also provide an early experimental leak
between HCCI and the problematic "knock" phenomenon associated with high temperature com-
pression of the un-burned end gases. These observations also provide an early experimental link
between HCCI combustion and the autoignition of high-temperature/high-pressure 'end gas' asso-
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ciated with knocking.
From a practical standpoint, both Onishi and Noguchi reported dramatic decreases in cycle-
to-cycle variability when operating their engines in HCCI mode. Cyclic variability for kinetically-
driven modes of combustion such as HCCI are largely determined by in-cylinder thermal conditions.
1.1.3 From Two Strokes to Four
Homogeneous charge compression ignition was extended to four-stroke engine architecture
by Najt and Foster at the University of Wisconsin [68]. Lacking the high temperature residual gas
associated with the two-stroke scavenging process, the authors pre-heated incoming air to enable
autoignition of the premixed charge. This charge-heating requirement foreshadows the targeted
eorts of later researchers - including those at Lund University [46] and Sandia National Lab [24],
[85]. This work, to be detailed further in subsequent sections, helped to further establish the
connection between in-cylinder thermal condition and the HCCI combustion process. In an eort
to better control the autoignition process, this pioneering work also included active manipulation of
in-cylinder thermal conditions via charge heating/cooling and dilution.
1.1.4 Fundamental Thermodynamic Advantages of HCCI
Many of the underlying thermal-uid and chemical mechanisms associated with HCCI re-
sult in quite 'favorable' thermodynamic cycle conditions [17, 16, 15, 23]. Identication of these
mechanism, and evaluating their relative impact on cycle eciency is critical given ongoing eorts
to further optimism HCCI and other Low Temperature Combustion (LTC) strategies. This section
will provide a systematic review of critical thermodynamic considerations relative to HCCI perfor-
mance. Opportunities for further advancement, along with inherent trade-os between parameters
will be discussed.
As a foundational starting point, consider the follow expression describing thermodynamic
cycle eciency for the Otto cycle,
f;i = 1  1
r 1c
(1.1)
The two variables of the right-hand side of Eq.1.1 capture geometric (compression ratio,
rc) and compositional parameters (ratio of specic heats, ) unique to a particular engine archi-
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tecture and combustion mode. The follow sections will develop the respective role for the high-
compression/low-temperature environment inherent to HCCI.
1.1.4.1 Compression Ratio
Increasing compression ratio provides one of the more direct means for enhancing ICE
thermal eeciency [43]. Non-compression ignition engines (including most conventional SI concepts)
are typically knock-limited, in that compression is reduced to avoid unintentional autoignition of
the end-gas (i.e., "knocking"). Fuel considerations must also be taken into account, with particular
attention given to octane rating and other relevant reactivity metrics.
A series of cycle-eciency curves are provided across a representative range of compression
ratio in Fig.1.3. Assuming a xed mixture composition and uniform thermal conditions (i.e., con-
stant gamma), thermal eciency steadily increases as compression ratio is elevated. As mentioned,
geometric compression is typically limited by knock constraints in more conventional SI engines.
However, practical knock limits also exist for CI combustion modes including HCCI. The volumetric
clearance required by engine components including injectors, spark-plugs, and valves is not negligi-
ble. In the case of HCCI, a balance exists between obtaining sucient compression heating (to help
facilitate autoignition), and clearance for necessary engine hardware.
By its very name, HCCI is a compression ignition concept. Autoignition of the lean mixture
requires high geometric compression, which in turn further elevates cycle eciency relative to the
SI combustion mode.
1.1.4.2 Gamma Considerations
The lower combustion temperatures which accompany homogeneous lean burn concepts
(such as HCCI) contributes to a number of favorable eciency benets [43]. For a xed mixture
composition, the ratio of specic heats generally increases as charge temperature is decreased. In
a practical sense this enables 'cooler' (higher ) mixtures to extract more work from a given heat
release. This gamma-eciency link is shown explicitly in Fig.1.3.
Charge composition also has a an impact on gamma. In the case of HCCI, (lean mix-
tures with signicant EGR dilution), gamma values are further elevated relative to stoichiometric
combustion modes [43]. This reality further enhances cycle eciency.
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Figure 1.3: The impact of  and compression ratio on cycle eciency [28].
1.1.4.3 Low Temperatures, Low Heat Transfer
Reduced heat loss remains an additional benet of HCCI. The lower peak combustion tem-
peratures associated with HCCI's lean burn strategy decreases heat loss to the wall [19]. Preserving
more heat in-cylinder helps reduce one of the primary loss mechanism, increasing cycle eciency.
1.1.4.4 More 'Instantaneous-Like' Combustion
The time-scales required to complete 'real' combustion processes are non-negligible. That's
to say, charge mass does not burn instantly. Thus, when compared to idealized thermodynamic
cycles (i.e., 'constant-volume' combustion), real engine processes exhibit losses as the combustion
process extends to either side of top dead center.
Accordingly, a more rapid burn (such as that realized during HCCI combustion) helps to
counteract these time-based losses. However, considerations including excessive pressure-rise and
audible engine 'ringing' place practical limitations on the acceptable range of burn duration.
1.1.4.5 Emission Considerations
In addition to favorable thermodynamic attributes, HCCI also exhibits 'trace' levels of
engine-out emissions relative to spark-ignited gasoline and compression-ignited diesel combustion
modes. Homogeneous charge mixture avoids the particulate formation associated with rich mixtures.
7
Figure 1.4: Combustion modes and the NOX Soot "Trade O". Homgeneous mixture preparation
and low in-cylinder temperatures help postion HCCI in the emissions "sweet spot" [52]
.
In addition, HCCI's lean air-to-fuel ratio ensures lower peak combustion temperatures, avoiding the
threshold required for NOX formation.
This emissions 'Sweet Spot' is conceptualized by [52] in Fig.1.4.
1.1.5 HCCI:Implementation Challenges and Combustion Ineciency
The eciency and emissions benets outlined in the preceding section ensure that HCCI has
a 'place at the table' when considering future combustion concepts. However, signicant challenges
remain, particularly with respect to practical implementation. The vast majority of these challenges
are attributed to two key characteristics of the HCCI Engine: limited operational range and non-
optimal combustion eciency. As will be established in later chapters, in-cylinder temperatures are
a key 'driver' for both of these metrics.
1.1.5.1 Operational Limitations and Relative Eciency Gains - A Vehicle Level Per-
spective
To better demonstrate the operational limits of a gasoline-fueled HCCI engine, vehicle-level
performance is evaluated. This analysis considers a 'multi-mode' engine scenario, where the load and
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Figure 1.5: Investigation of a multimode engine concept (SI/HCCI) evaluated over an urban drive
cycle [60]. Although limited, the HCCI operational range exhibits signicant eciency gains.
speed points from a given drive cycle (EPA UDDS, see Fig.1.5b) populate the corresponding engine
map (Fig.1.5c). In light of the discussions of the preceding section, note the considerable eciency
gains in the 'shared operational zone' shown in the brake-specic-fuel-consumption plot(BSFC) of
Fig.1.5a. This plot captures the vehicle-level manifestation of the fundamental thermodynamic
benets discussed in Sec.1.1.4. Furthermore, a 'traditional' SI engine operates with considerable
throttle restriction over the shared load/speed range. The pumping losses which accompany the SI
engine in this operational regime are completely absent in the HCCI engine - a consequence of this
engine platform's unthrottled operation.
A nal comment regarding Fig.1.5. Despite HCCI's limited operational range, a consider-
able number of the 'UDDS' speed/load coordinates fall into the HCCI zone. Further extension of
the low-load/low-speed operational boundary toward 'idle-like' conditions would net even greater
eciency gains. (In a practical sense, an expanded operational range would also lessen the control
burden associated with mode-switching within a multi-mode engine). The work contained within
this documentation largely explores the thermal conditions necessary to extend HCCI's low-load
operational range.
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Figure 1.6: A coser look at mechisms limiting HCCI's operation. A representative operational zone
is provided in (a) [47]. Subplots (b) and (c) examine engine behavior associated with the respective
low-load/high-load operational boundaries [84]. As discussed in the main text, charge temperature
underlies behavior at both extremes.
1.1.5.2 A Closer Look at Engine Performance at the Operational Limits of HCCI
To better understand the physical mechanism(s) which dene the operational limits of HCCI
(recall Fig.1.5a), a closer look at engine-level attributes are warranted. Here, cylinder pressure
histories and cycle statistics will be examined. In-cylinder thermal conditions will be discussed as
the primary mechanism dening both the high-load (ringing intensity) and low-load (misre limit)
operational boundary.
Figure 1.6 provides a more fundamental perspective on the operational limitations of HCCI.
The familiar HCCI range is again plotted relative to engine load/speed in Fig1.6a. The behavior
which denes low-load operation is shown in Fig.1.6. Here, indicated mean eective pressure (IMEP)
is plotted for 100 consecutive cycles. Two cases are considered, one where combustion phasing (as
determined by the %50 burn location, i.e., MFB50) is positioned at 8
oaTDC and another where
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MFB50 is positioned at 13
oaTDC. Phasing of the combustion event is determined by the intake
air temperature - a clear demonstration of HCCI's sensitivity to thermal conditions.
First considering the case where combustion exhibits a more optimal phasing (8oaTDC),
cycle-to-cycle variation in IMEP is minimal. This trend is indicative of robust engine operation,
and conceptually occupies the 'inner-most' region of the regimes shown in Fig.'s1.5 and 1.6. In
contrast, as the intake temperature is decreased, and combustion is phased away from a more
optimal timing, signicant variation in cycle-to-cycle performance is demonstrated. At the engine-
level, this manifests as extremely 'rough' operation, and is the result of incomplete oxidation (or
total misre in extreme cases) of the trapped charge. Emission would likely exhibit evidence of
incomplete oxidation reactions (unburned-hydrocarbons, carbon monoxide, etc.) - all of which are
undesirable regardless of engine platform or combustion mode. As mentioned, temperature is the
primary distinction between the stable/misring combustion regimes. This connection, and its
implications, will be developed in much greater detail, in the following sections. For now, we will
consider excessive cyclic variation in IMEP as dening the lower operation bound in Figs.1.5a and
1.6a.
Shifting focus to Figure 1.6c, we examine the behavior of cylinder pressure over combustion-
relevant crank angles. Again, two seperate cases are considered - where intake temperature deter-
mines the relative phasing. As temperature of the trapped charge increases, the ignition delay of
the charge decreases. (Recall, HCCI is a combustion mode which relies entirely on the thermo-
kinectic mechanisms underlying the autoignition event. Combustion, is almost entirely determined
by in-cylinder pressure/temperature histories.) Thus, for higher temperatures, the phasing of HCCI
combustion is advanced and the burn duration is decreased. This behavior manifests at the engine
level as high frequency 'ringing' within the pressure trace - see the red-colored prole in Fig.1.6c.
Mild ringing is often described in-terms of undesirable acoustic characteristic - i.e., "Why does my
gasoline engine sound like a diesel?" - while excessive ringing can transition into knocking and case
severe mechanical damage to engine components within the combustion chamber. Thus, metrics such
as 'ringing intensity' dene the upper bound of the HCCI operational range. Again, this limiting
behavior is directly inuenced by the thermal history of the in-cylinder content.
Finally, in an eort to further establish charge temperature as a primary inuence on both
cyclic variability and ringing intensity, the reader is directed to Fig.1.7. The 50% burn location is
again manipulated by altering the intake temperature - where higher temperatures result in advanced
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Figure 1.7: Too hot, too cold... Charge temperature largely determines the operational character-
istcis of the HCCI engine. Adapted from [84].
phasing and lower temperatures retard combustion. As temperature increases, phasing advances
toward TDC (i.e., 360o) increasing both ringing intensity and pressure rise rate (left axis). Likewise,
cooler temperatures retard combustion, eventually leading to excessive cycle-to-cycle variability
(right axis), decreased combustion eciency, and increased hydrocarbon and CO emissions.
1.2 Heat Transfer at the Gas-Wall Boundary and its Eect
on HCCI
Flow elds and temperatures in the cylinder critically depend on the features of the intake
process. However, after the valves close, thermal conditions at the gas-wall interface inuence
much of the transport and mixing phenomena associated with in-cylinder processes. The dynamic
evolution and structural behavior of the velocity and thermal boundary layers in the vicinity of
exposed combustion chamber surfaces are quite complex and remain poorly understood [2, 11, 33,
32, 93, 50]. As will be shown, a process involving heat loss at the wall and turbulent entrainment
of resulting 'cool' structures into the bulk gas has a dramatic impact on the thermal composition of
the interior charge. As a result, this in-homogeneity, or "stratication" of in-cylinder contents has
an immediate impact on autoignition, cycle eciencies, and emission formation.
As will be shown, thermal stratication of in-cylinder contents is largely determined by the
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turbulent transport of 'cool' wall-derived structures into interior region(s) of the trapped mass. Yet,
popular treatment of engine transport processes commonly rely on physical assumptions directly
opposed to such complex near-wall phenomena [14, 63, 69, 82].
This section will highlight insight and analysis from previous eorts which more accurately
characterize in-cylinder heat loss and transport processes. Eorts to better understand the physical
processes at the gas-wall interface remain the focus of this section. Particular attention will be given
to insight and observations relevant to the HCCI environment.
1.2.1 Turbulent Transport and the Thermal Stratication of Trapped
Mass
The turbulent entrainment of 'cool' wall-derived structures is the primary physical mecha-
nism responsible for the thermal stratication of in-cylinder contents. The link between the resulting
temperature non-uniformity and the 'cascade' of autoignition events which characterize HCCI was
recognized in the pioneering work of [84]. A conceptual model detailing the interplay between
localized charge temperature and autoignition sites is provided in Fig.1.8.
Figure 1.8 shows a non-uniform temperature eld, where spatial variation in temperature
contributes to localized 'hot' and 'cold' zones. A 'critical ignition temperature' is dened relative
to the generalized eld. (This theoretical threshold represents the thermal condition(s) at which
autoignition reactions commence). As the the piston moves toward top-dead-center (over the time
interval t = 0 to t = 1), the temperature of the trapped charge elevates in response to compression
heating. During compression, localized 'hot zones' exceed the aforementioned ignition temperature
and autoignite, releasing heat. The nal sequence of temperature traces in Fig.1.8 corresponds to
t = 2. (Note: This time is not explicitly labeled in the gure). Here, compression heating continues
to elevate charge temperature, while locations in the vicinity of ignition sights from the previous
time-step experience additional increase in the localized temperature. This process continues over
the duration of the burn.
The degree to which spatial irregularities exist in the temperature eld largely characterize
the HCCI combustion process. Simply put, given a single-valued temperature eld (and a homoge-
neous mixture composition), the entire charge would ignite at once - resulting in excessive ringing
intensity and pressure-rise-rates. In reality, thermal stratication within the cylinder results in a
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Figure 1.8: Early conceptual model of the HCCI combustion process [74]. A non-uniform tempera-
ture eld [46]
.
'cascade' of localized autoignition sites, helping to 'smooth' heat release rates while limiting ringing
intensity to moderate levels. Furthermore, excessively cool temperature zones, which fail to reach
the 'Critical Ignition Temperature', will not ignite. This is analogous to a localized misre, and
contributes to increased amounts UBHC and CO in the exhaust and decreased combustion e-
ciency. Beyond emissions and eciency considerations, in-cylinder thermal stratication ultimately
determines the phasing, duration, and stability of the combustion event.
Moving away from the conceptual treatment of in-cylinder temperatures, a sequence of
images from an optically accessible engine is considered in Fig.1.9. Here, planar laser induced
orescence (PLIF) is used to visualize the evolution of in-cylinder temperatures during closed-cycle
operation (compression and ignition). It should be noted that images in Fig.1.9 correspond to
a non-reacting motored cycle, where nitrogen is compressed and re-expanded in the absence of
chemical reactivity. As a consequence, the evolution of in-cylinder temperature is solely determined
by geometric compression and heat loss at the wall.
A more nuanced inspection of Fig.1.9 oers dramatic insight into the complex nature of the
heat loss and transport processes. To begin, a fresh charge (of non-reactive N2) is inducted during
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Figure 1.9: CAD-resolved PLIF images capturing the turbulent entrainment of 'cool' wall-derived
eddies within the hotter interior region of the trapped charge [24].
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the intake process. As shown in the rst image of the PLIF sequence, the temperature at the onset
of compression is quite uniform (see legend at lower-right for normalized temperature range). As the
piston compresses the charge towards TDC, 'cool' zones begin to emerge in the regions closest to the
combustion chamber surfaces - the result of heat exchange between 'cool' exposed surfaces and the
hotter compressed gas. (Note: Thermal conditions at the gas-wall interface largely determine the
extend to which heat is exchanged (i.e., 'lost') in the near-wall region. Elevated surface temperatures
would limit heat ow relative to cooler wall temperatures. As a result, increased wall temperatures
can be employed to preserve more heat in-cylinder, elevating over-all charge temperatures. This
eort represent a primary focus of the work contained within this dissertation.)
Continuing anlysis of Fig.1.9, the coherent 'cool' structures begin to separate from the near-
wall regions in response to adverse pressure gradients and turbulent ow dynamics [50]. This entrain-
ment process, combined with decreasing in-cylinder volume, results in signicant non-uniformity of
the temperature eld over the crank angles in the vicinity of 360o. After TDC the piston motion
reverses, resulting in ow reversal which further separates 'cool' zones from the near-wall region.
In general, the complex reality of the physical transport and heat transfer processes captured
in Fig.1.9 result in a high degree of 'natural' thermal stratication. As discussed in the preceding
sections, the localized characteristics of the temperature eld are of critical importance to gasoline
compression ignition concepts such as HCCI. Insucient thermal 'availability' within the coolest
eddies prevents such zones from satisfying the thermal conditions required for autoignition. As a
consequence, it is the zones with the lowest in-cylinder temperatures which contribute to unburned
hydrocarbons, decreased combustion eciency, and increase exhaust components associated with in-
complete fuel oxidation (CO). In the extreme, these cool zones can increase cycle-to-cycle variability
beyond acceptable limits due to unstable combustion and/or misre.
Together, the insight from the conceptual treatment presented in Fig.1.8 and the experimen-
tal analysis of Fig.1.9 make clear the importance of thermal conditions at the gas-wall interface. It is
the exchange of heat at this interface, combined with the turbulent ow eld, which determines the
evolution of the ow eld during the compression and expansion processes. It is not an unreasonable
leap in imagination to consider the manipulation of wall temperature as a means to inuence the
in-cylinder temperature distribution.
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1.3 Manipulating In-cylinder Wall Temperature
This sections serves as part historical overview and part path forward. To begin, key results
from previous eorts to manipulate engine heat transfer are reviewed. These eorts include the use of
thermal barrier coatings and monolithic ceramic inserts to impact heat loss at the wall. Highlisghts,
and 'lessons learned' from this work will help conceptualize a modied path forward, where pitfalls
of previous eorts are avoided and benets maximized.
1.3.1 Thermal Barriers and Surface Temperatures
Research eorts examining the impact of thermal barriers and monolithic ceramic inserts on
internal combustion engines have been primarily focused on gasoline (SI) and diesel (CI) applications
[73, 13, 5, 30, 53, 49, 42, 39, 96, 6, 54, 5, 27, 92, 29]. In addition, the coatings employed by
these studies are generally classied as 'thick' - typically on the order of 500-1000m [53]. Given
the timescales dened by engine speeds, combustion events, and heat transfer congurations, such
'thick' coatings tend to increase the engine's eective heat capacity and thermal inertia. As will be
discussed in detail, the aforementioned increase in heat storage has a profound impact on in-cylinder
thermal-uid conditions at the gas-wall interface.
An extreme, and from today's perspective physically questionable, objective of some early
eorts was the realization of the "Adiabatic Engine". Eorts in pursuit of this idea attempted to
minimize (if not entirely eliminate) heat loss to coolant. Two main camps emerged, each focusing on
dramatically dierent targets. Researchers in the rst camp were targeting 1st Law 'thermodynamic
enhancements' - where heat retained in-cylinder would manifest as additional work at the piston.
Alternatively, (and perhaps more justied), the eorts of the second camp focused on reducing
the burden placed upon cooling systems within heavy-duty diesel platforms. In general, knock
considerations limited experimental analysis to conventional compression ignition concepts (i.e.,
Diesel).
Figure 1.10 demonstrates representative outcomes of the aforementioned developmental tar-
gets. Both groups pursued adiabatic engine architectures through application of thick thermal barrier
coatings in conjunction with complete monolithic inserts. Isuzu eort's focused on passenger car
implimentation [73], while Cummins focused on heavy duty applications [13]. Detailed analysis of
these eorts can be found in the referenced literature, a concise overview of the main outcomes is
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Figure 1.10: Early attempts to realize an adiabatic engine included indpendent eorts by Isuzu and
Cummins. [73, 13]
provided below.
In general, the specic coating materials utilized in the above studies elevated surface tem-
peratures over the entire cycle. Any work gains (due to decreased heat loss) where quickly erased
by charge heating eects, where elevated open-cycle temperatures heat incoming charge, decreasing
charge density (Charge) and volumetric eciency (V ol).
The higher temperatures of the (unintentionally) 'pre-heated' charge negatively impact key
thermophysical properties - most notably the ratio of specic heats (). (recall, this parameter
has an immediate eect on cycle eciency - see Eq.1.1.) Elevated charge temperature in the oxy-
gen rich diesel environment also supports increased NOx production, placing a greater burden on
aftertreatment systems.
Finally, reduced heat loss did not lead to increased work at the piston. Rather, it sim-
ply increased the temperatures of the combustion products, with the heat eventually escaping the
cylinder as increased enthalpy within the exhaust gas. The increased enthalpy at the end of the
expansion stroke (i.e., elevated TExh) requires additional "downstream" eorts to re-capture energy
in a 'usable' form. This necessitates increased system complexity in the form of turbocharging,
turbo-compounding, waste heat recovery, bottoming cycles, etc.
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1.3.2 Conceptual Development of an 'Ideal' TBC
Given the insight of prior experimental eorts investigating the eect of insulating ceramic
coatings, it is clear that a dierent approach is needed, one aimed specically at reducing heat loss
when it matters the most, rather application of \brute force" insulation. This leads to the logical
question of how an idealized TBC should perform within the engine environment? In a qualitative
sense, this thought experiment may well result in the conceptualization of a 'dynamic' coating,
one which enables coating surface temperatures to closely track the bulk gas temperature over the
engine cycle. In this way, the temperature dierential driving heat transfer at the gas-wall interface is
minimized and expansion work is increased. This type of dynamic surface temperature swing would
minimize heat loss during compression and expansion while also avoiding charge heating during the
intake process. This conceptual exploration has recently been explored for spark-ignited gasoline
engine application in [30].
This analysis may be extended to explore the thermophysical/morphological characteristics
necessary to achieve a dynamic coating surface temperature. In general, 'thin' coatings utilizing low
conductivity materials can be expected to avoid heat retention (and the associated charge heating)
while increasing the peak magnitude of the dynamic surface temperature prole, i.e. temperature
'swing', thus reducing the temperature dierential. Furthermore, surface characteristics such as
roughness and/or exposed porosity should also be expected to inuence both ow dynamics and
heat exchange.
In short, material selection is likely to have a profound inuence on coating performance.
Therefore, thorough development of an 'ideal' TBC must include fundamental exploration of coating
morphology and thermophysical properties, enabling correlation between these attributes, observed
surface temperature response, and ultimately engine performance and eciencies.
1.4 Thin Coatings and Surface Temperature "Swing"
Prior attempts to actively manage in-cylinder surface temperatures have included the use of
relatively 'thin' ceramic layers. These eorts typically make use of TBCs on the order of hundreds,
rather than thousands of microns [5] [56]. The inuence of material selection (relative to thermo-
physical properties), and the related impact on thermal conditions at the surface was explored.
These authors also provide some of the earliest experimental evidence of the surface temperature
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Figure 1.11: Comparison of TBC surface temperature Proles. [5, 30]
'swing' concept, as highlighted in Fig. 1.11.
Despite ecient power generation and low emission production, HCCI's wide-spread im-
plementation is restricted by its limited operational range. These limits are largely determined by
fundamental thermal-uid processes and their associated impact on the chemical-kinetics driving
autoignition - with excessive pressure rise rates dening the high-load threshold and insucient
thermal availability establishing the ignitability limit.
This section will motivate fundamental questions pertaining to optimal TBC 'performance'
while identifying potential synergies between TBC's and HCCI. Finally, in an attempt to better
understand the physical mechanisms governing the in-cylinder environment, a thorough examination
of the underlying physics pertaining to energy and mass transfer will be proposed.
1.4.1 Potential Synergies between TBCs and HCCI
The critical inquiry of the preceding section may be extended to examine potential synergies
between TBC application and HCCI performance. Simply put, the deliberate (selective) manipula-
tion of combustion chamber surface temperature (via TBCs) is likely to have a signicant impact
on HCCI combustion, emission formation, and over-all engine cycle performance. One could rea-
sonably expect the previously described surface temperature swing to preserve more thermal energy
in-cylinder during compression/combustion/expansion. Given the sensitivity of HCCI autoignition
to closed-cycle thermal conditions [85, 83], any inuence on charge temperature is likely to im-
pact the combustion event. Specic metrics such as combustion phasing and burn duration can be
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monitored to help quantify impacts of TBC on HCCI. Furthermore, retention of thermal energy
in-cylinder may well facilitate more robust combustion (as determined by exhaust species concentra-
tions, UBHC, etc.), resulting in increased combustion eciency. Over-all thermal eciency will also
be increased if losses associated with heat transfer close to TDC are reduced. In all, there may be
multiple pathways which together enhance fuel conversion eciency, and this increases the impetus
for investigating TBCs optimized specically for HCCI engine.
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Chapter 2
A Conceptual Exploration of
Thermal Barrier Coating Design
Space
This section will development a conceptual framework for exploration of the TBC design
space. Eorts seek to identify those thermophysical properties and spatial attributes with the
largest inuence on transient surface temperature behavior. In this way, key parameters will be
identied relative to desired TBC behavior under engine-like conditions. Insight garnered from this
process will ultimately inform material selection and other critical design parameters during the
experimental work presented in subsequent chapters. To begin, behavioral characteristics of an
idealized temperature 'swing' prole will be developed.
2.1 Denition of the Temperature Swing Hypothesis
A discussed in the preceding section, surface temperature plays a signicant role in the
engine heat transfer process. The reader is reminded of the PLIF sequence reported in [24], where
heat loss (driven by the gas/wall temperature dierential) directly contributes to stratication of
the in-cylinder temperature eld.
It follows, that a targeted increase in surface temperature over the closed portion of the
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engine cycle would reduce the aforementioned temperature dierential, ultimately limiting heat loss.
Reducing heat loss close to TDC has the highest value, because it will directly lead to increased
expansion work, and consequently higher thermal eciency. In the context of HCCI, reduced heat
loss enhances both thermal eciency and combustion eciency. Again, recall the discussion(s) of the
introductory chapter, where excessively 'cool' zones are shown to impede (or prevent) the complete
oxidation of the in-cylinder charge.
Thus, removing the reality of any 'hard' physical constraints, the sequence displayed in
Fig2.2 will develop a characteristic framework which describes an idealized TBC surface temperature
prole. To further distinguish any 'new' thinking from the ideas of past eorts, proles representing
representative metal and 'thick TBC' proles will be reviewed.
To begin, Fig.2.2a provides a characteristic temperature trace for the bulk combustion gas
and surface temperature proles. Individual strokes of the engine cycle are also identied. In general,
the greatest dierence between bulk gas and surface temperature occurs during the closed portion of
the cycle, when heat released during combustion (combined with compression heating) rapidly elevate
the charge temperature. For conventional engine congurations (i.e., engine platforms with metal
surfaces), the combustion-induced surface temperature transient is minimal relative to the peak gas
temperature. Thus, the large temperature dierential (i.e., T) contributes to increased heat loss.
Furthermore, during gas exchange - and the intake process specically - the charge temperature
returns to values approximating on the order of those associated with the metal surface. This is of
practical importance, as elevated surface temperature during intake contribute to charge heating,
decreasing power density and volumetric eciency [13].
Figure 2.2b captures the qualitative behavior of a 'thick' thermal barrier coating. This
approach approximates the coating material associated with historical attempts to manipulate ther-
mal conditions at the gas-wall boundary, including eorts to realize 'adiabatic' engines [73, 13]. The
coating temperature prole is elevated over the duration of the cycle. This is primarily due to the
coating insulating properties and the increased 'thermal mass' associated with the relatively thick
coatings and monolithic inserts inherent to the traditional adiabatic approach. As a result, the
temperature dierential during closed-cycle operation is greatly reduced relative to the metal engine
conguration. However, the 'thick' TBC material fails to shed heat over the engine time-scale. This
results in engine temperatures which remain elevated over the crank angles spanning gas exchange.
As discussed above, these elevated surface temperatures heat incoming air, decrease charge density,
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Figure 2.1: Conceptual exploration of various engine congurations. The temperature proles in
(a) represent a metal engine conguration, (b) a 'thick/monolithic' coating conguration, and (c) a
'thin' TBC layer which enables the desired temperature 'swing' behavior.
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and negatively impact volumetric eciency. Most of teh heat retained in the cylinder escapes with
during teh exhaust process.
Finally, a the most favorable characteristics of Fig.'s2.2a- 2.2b are incorporated into Fig.2.2v.
Here the behavior of a thin, low-conductivity TBC is conceptualized. The limited thermal mass
('thin') and low volumetric heat capacity of the hypothetical coating enable the TBC layer to
respond quickly to surface heating/cooling events. In this way, the minimal thickness, reduced
conductivity, and limited heat capacity of the swing coating enable surface temperatures to rise
quickly during combustion, while also enabling temperatures to return to acceptable levels during
the intake process. The ability to 'mimic' bulk gas temperature over the engine cycle allows the
engine greatly reduce the gas/wall temperature dierential (i.e., T) during combustion, while
avoiding the charge heating penalties accompanying increased surface temperatures.
In the context of HCCI, reduced closed-cycle heat loss will facilitate more complete com-
bustion of the in-cylinder contents (helping to address the combustion ineciency associated with
this combustion mode). Recall the role of surface temperature relative to gas-wall heat exchange
and the subsequent impact on thermal stratication outlined in the introductory chapter.
A more systematic exploration of parameters, with particular regard to the aforementioned
temperature swing behavior is explored in detail in the following section.
2.2 Modeling the Heat Transfer System
To better understand the physical mechanism(s) controlling thermal conditions at the TBC
surface, a simplied model of thermophysical system is introduced. In particular, a reduced-
dimension (1D) nite dierence model is introduced in Fig.2.2.
The simplied heat transfer arrangement detailed in Fig.2.2 is formalized mathematically
using the following equation group:
@
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; 0 < x < L (2.1)
T (x; 0) = To(x) (2.2)
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Figure 2.2: A schematic representation of the nite dierence model. One-dimensional planar ge-
ometry is assumed, where material properties of the underlying substrate are representative of 304
stainless steel alloy (i.e., ;C; and) with a total length of 4mm. The surface TBC layer repre-
sents the main degree of freedom, where parameters including: layer thickness (x1), volumetric heat
capacity jrhoCp, and thermal conductivity are () can be explored as independent inputs.
 k@T
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= qSurf;Exp (2.3)
T (L; t) = To (2.4)
Equation 2.1 describes the governing heat diusion model given the reduced dimensionality
of the system of interest. A generalized initial temperature distribution (to be discussion later)
is referenced in Eq.5.3. Front and backside boundary conditions are dened by Eq.'s5.4 and 5.5,
respectively.
Some comments regarding the specic form of the frontside boundary condition (shown in
Fig.2.2 and referenced in Eq.5.4) are warranted. To ensure engine-relevant results, an experimentally-
derived surface heat ux prole is used as the front-side boundary condition. The measured prole
is derived from high-delity in-cylinder temperature measurements, and represents surface heat ux
under robust operational conditions.
The back-side boundary condition corresponds to a xed temperature To, and also references
an experimentally derived condition.
In the following analysis, the governing heat diusion equation (i.e., Eq.2.1) is discretized
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and solved numerically. Full details of this eort, including detailed treatment of the numerical
solver are handled in subsequent chapters.
For now, the system is initialized using a uniform temperature (To), and the periodic
frontside boundary condition is applied at t = 1. The cycle simulation repeats until a quasi-
steady-state temperature distribution is realized - typically requiring 500 total cycles simulation.
Results are recorded for the specic parametric group (i.e., engine speed, TBC thickness, volumet-
ric heat capacity, and thermal conductivity), and the process begins again using slightly dierent
parametric values. The aforementioned thermophysical parameters are varied systematically across
physically-relevant values and the results are collected below.
2.3 Detailed Analysis of Modeling Outcomes
In general, the conceptual exploration of the thermophysical 'parameter space' is motivated
by two considerations: i)evaluation of the temperature 'swing' concept (i.e., 'Is it feasible?'), and ii)
guidance towards selection of optimal coating parameters. With these goals in mind, results of the
aforementioned modeling eorts will be evaluated in teh following section.
The rst collection of simulated surface temperature proles are plotted in Fig.2.3. This
initial results are limited to the 1200rpm operational point.
Analysis begins with Fig.2.3a. As an initial assessment of coating behavior (over a range
of TBC-relevant parameters), the surface temperature proles under engine relevant conditions
begin to exhibit 'swing-like' behavior. This is quite encouraging, and warrants a few targeted
comments. First, a clear trend emerges relative to volumetric heat capacity - coatings with lower
CP values achieve higher magnitude temperature swing. This includes higher peak temperatures
over combuston-relevant crank angles and 'cooler' minimal temperatures during gas exchange. In the
framework of the conceptual model, this remains an important feature as the gas-to-wall temperature
dierential decreases during combustion/expansion while elevated surface temperatures return to
'metal-like' values during gas exchange. Total peak-to-peak swing magnitude is on the order of 50oC
for the given parameters (1200rpm, 150m, and 1W/mK). It should be noted that the prescribed
conductivity value for these cases approximates many commonplace TBC formulations [51, 48, 12],
including the Yittria Stabilzed Zirconia (YSZ) material detailed in later chapters.
Shifting focus to Fig.2.3b, parametric values within the design space remain xed with the
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Figure 2.3: At 1200rpm, 12 separate coatings are considered - each having a unique volumetric heat
capacity (Cp in (J=K)). The individual Cp values are provided in the upper right quadrant. The
corresponding metal surface temperate (measured) is shown in black, with the associated heat ux
trace plotted on the right-hand axis. Engine speed and coating thickness are noted in the upper
right quadrant.
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notable exception of thermal conductivity. In this sequence, conductivity is reduced by half to a
values of :5W=mK. This low value is consistent with 'ultra-low conductivity' materials, including
the gadolinium zirconate material explored in detail in later chapters [65, 61, 94]. As a consequence
of the reduced conductivity, the magnitude of peak-to-peak temperature swing increases to values
approximately equal to 70oC. Despite absolute increases in surface temperature around TDC,
these low-k coatings still manage to rapidly shed heat during the intake process, ultimately reaching
temperatures which are consistent with the values reported for the metal engine conguration.
Next, a similar sequence of coating surface temperature proles are considered in Fig.2.3c.
In this case, all parameters remain the same with the exception of coating thickness, which is
doubled to 300 m. This 'physical' addition of coating material introduces more heat storage
(as a result of increased coating mass). As a result, the additional heat storage elevates mean
temperatures over the engine-relevant timescale (1200rpm). On one hand, this bulk shift helps to
further reduce the wall-to-gas temperature dierential during late-expansion/combustion - which by
extension should help reduce heat loss. However, open-cycle temperatures remain elevated relative to
the metal engine result. This would likely result in charge heating - reducing both power density and
volumetric eciency. In other words, for the particular parametric values dened in Fig.2.3c, Surface
temperature proles begin to exhibit traits similar to those realized during the aforementioned
adiabatic coating eorts. This limiting behavior provides an important 'check' on desired coating
thickness.
In the nal sequence ('d') of Fig.2.3, thermal conductivity is again halved to :5W=mK.
Coating thickness remains 300 m, and the familiar range of volumetric heat capacities are consid-
ered. As shown, the modeled TBC surface temperature proles exhibit an additional bulk shift in
temperature over relative to the traces captured in Fig.2.3c.
Given the considerations detailed above, the peak-to-peak temperature span is not explicitly
quantied for this case. (In qualitative terms, the decreased thermal conductivity again exceeds the
ranges reported for the comparable 1W/mK case.) That said, the considerable increase in open-cycle
temperatures relative to the baseline metal performance representative a considerable likelihood of
charge heating. Thus, heat loss gains associated with elevated closed-cycle temperatures would
likely be 'counteracted' by decreased volumetric eciency and charge density. These results provide
further indication of the limits (relative to coating thickness) at which the conceptualized TBC
material fails to realize the swing concept outlined at the onset.
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Figure 2.4: Similar to the results of Fig.2.3, 12 separate coatings are considered at 2000rpm for 12
unique volumetric heat capacity (Cp in J=K). The individual Cp values (J=K) are again provided
in the upper right quadrant. The corresponding metal surface temperate (measured) is shown in
black, with the associated heat ux trace plotted on the right-hand axis. Engine speed and coating
thickness are noted in the upper right quadrant.
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To better explore the impact of timescale, the parametric sequences reported in Fig.'s2.3a -
2.3d are re-evaluated for an engine speed corresponding to 2000rpm. These results are reported in
Fig.2.4. Coating thickness, thermal conductivity, and volumetric heat capacity are again limited to
the ranges explored for the 1200rpm case.
A brief note: To ensure a more direct comparison, the maximum temperature for all plots
in this sequence is limited to 240oC. As a result, the extreme case(s) reported in Fig.2.4d are clipped
below their respective maximum values.
Qualitative observations (similar to those detailed in Fig.2.3) can be made for the series of
temperature proles reported in the aforementioned gures. That's to say: i) decreased volumetric
heat capacity again results in higher max temperatures and lower min temperatures, ii) decreased
thermal conductivity increases the peak-to-peak temperature span given xed parameters, and iii)
additional coating mass (associated with increased coating thickness) raises the average surface
temperature over the cycle - elevating surface temperatures above those reported for the metal
engine.
The most obvious manifestation of the decreased timescale (resulting from increased engine
speed) is the case-wide increase in cycle average temperature. It is important to note that the engine
temperature proles - which result from direct measurement of in-cylinder conditions - also expe-
rience the aforementioned increase in cycle-average temperatures. This level of agreement between
modeled and measured temperature behavior further strengthens the outcomes associated with the
'conceptual model'.
In this light, even cases associated with the 'thin' coating conguration - i.e., 150m -
demonstrate a marked increase in cycle average temperature. As expected, the thicker coating
congurations (300m) further amplify average temperature values, while also increasing the relative
disparity between open-cycle metal and TBC temperatures. Taken together, these attributes help
establish the upper limits of TBC-appropriate time-scales (i.e., engine speed) - and by extension
further stress the importance of minimizing thermal mass.
2.4 Concluding Remarks
Employing a reduced dimensional model to explore the relevant TBC 'design space', a num-
ber of critical outcomes have been identied. These include the relative impact (and importance) of
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key TBC parameters including: thickness, heat capacity, and thermal conductivity. Furthermore,
the inuence of engine speed (relative to absolute heat transfer timescale) is also considered. The
modeling outcomes suggest a coating selection which minimizes conductivity, volumetric heat capac-
ity, and thickness. Further parametric optimization may aid in extending the range of time-scales
(and thus, rpm) over which a particular coating formulation exhibits favorable behavior relative to
metal engine congurations.
2.4.1 Foreshadowing the Path Forward
Insight from the modeling outcomes listed above remain limited in their ability to 'fully'
quantify heat loss and the subsequent impact on such engine performance metrics including: cycle
work, eciencies, heat loss, and emissions. As a result, a full-scale experimental eort is planned in
which thermal conditions at the gas-wall interface will be probed directly. This research eort will
require an expanded experimental array, where in-cylinder temperature measurements are acquired
at multiple locations within the combustion chamber (including piston). This experimental eort will
enable construction of a 'globally representative' heat transfer prole - helping to further correlate
TBC thermophysical properties with key cycle metrics. Furthermore, specialized analytic tools
will be modied and/or developed to enable similar quantication of TBC surface heat ux and
temperature proles using the available instrumentation array. This requires re-construction of
TBC surface temperature proles using sub-TBC temperatures. Detailed development of these
experimental and analytic tool-sets are the subject of subsequent chapters.
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Chapter 3
Overview of Experimental
Apparatus and Procedures
The analysis of later chapters relies heavily on experimental data. These include measure-
ments from both in situ and ex situ platforms. As such, critical details regarding the instrumentation
and functionality of relevant experimental environments are the central focus of the current chapter.
3.1 Engine Platform and Critical Subsystems
This section will overview the hardware, instrumentation, and support systems within the
Advanced Combustion Test Cell at Clemson University's International Center for Automotive Re-
search. Particular focus will be given to the test cell enclosure, AC dynomometer (Baldor Motors,
100 HP Rating), engine platform, signal conditioning hardware, and data acquisition systems.
3.1.1 Test Engine
In situ data is derived from a single cylinder, gasoline-fueled, low temperature combustion
research engine see Fig3.1. The engine is operated in Homogeneous Charge Compression Ignition
mode and is fully instrumented to monitor engine performance and emissions while ensuring constant
operational conditions. A concise overview of engine subsystems is included below.
It should also be noted that the engine platform (and major subsystems) are further housed
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Figure 3.1: Details of Engine/Dyno arrangement. A schematic overview is provided in (a). Major
components have been labeled to help facilitate the discussion within the main body of the text. The
lift proles for intake (blue) and exhaust (red) camshafts are plotted in (b). The fully-instrumented
engine/dyno arrangement is shown in (c).
within a fully enclosed test-cell, with adequate cross-ow ventilation, exhaust gas extraction, and
re suppression capability - shown in Fig.3.1c.
A detailed schematic of critical engine systems is provided in Fig.3.1a. Individual com-
ponents includes: (1) Fresh air inlet. Air service utilizes the building's compressed air circuit. A
critical orice system upstream of the inlet position controls the intake-side pressure. (Note: The
operational points considered in this dissertation remain 'un-boosted', with inlet pressures xed at
1 atm.) (2) A 'cooled' Exhaust Gas Recycle (EGR) circuit is available. When operational, external
EGR is mixed with the incoming air upstream of the heater. (3) The intake-side plenum has an
internal volume 20 times greater than the engine's displaced volume. This cavity preheats incoming
air while ensuring uniform boundary conditions at the intake valve. Gaseous EGR is sampled at
this location. (4) The exhaust-side plenum dampens pressure oscillations downstream of the exhaust
runner. A gaseous exhaust sample is drawn from this volume. (5) The intake runner connects the
heated plenum to the intake port in the cylinder head. Intake temperature is monitored (and con-
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Table 3.1: Engine Deatails
Research Engine Single Cylinder, 4 Valve
Bore/Stroke 86.0 mm/94.6 mm
Displacement 0.5459 L
Connecting Rod 152.2 mm
Piston Pin Oset 0.8 mm
Compression Ratio 12.5:1
IVO/IVC 346oaTDCf/128
obTDCf
Main EVO/EVC 130oaTDCf/352
obTDCf
2nd EVO/EVC 326oaTDCf/189
obTDCf
Injector Type 70o Spray Angle w/20o Oset
trolled) from this location. (6) The exhaust runner directs ow exiting the combustion chamber into
the primary exhaust pathway. Exhaust gas temperature is monitored at this location. (7) A side-
mounted injector delivers fuel directly into the cylinder. Early injection timing (SOI = 333obTDCf )
ensures adequate mixing of the air/fuel charge. Injector rail pressure is xed at 1500psi. (8) The
main engine body. An aluminum 'pentroof' style head, with dual-overhead cams and 4 valves sits
on-top of a cast iron crankcase. The head was furnished by General Motors Research and Develop-
ment, and shares critical geometry with production I-Line 4-cyclinder engines from the early 2000's.
A Ricardo 'Hydra' crankcase provide the bottom-end hardware. Full geometric details of the engine
are shown in Table 3.1, while cam lift proles are plotted in Fig.3.1b. (9) Engine power is absorbed
by an AC dynamoter (manufactured by Balco Corporation). The dyno can also provide power to
engine during motoring. Dyno electrical service is routed through an external cabinet and controlled
remotely.
3.1.2 Engine Subsystems and Instrumentation
Additional details pertaining to critical engine components and subsystems are discussed.
Specialized instrumentation enabling high-delity measurement of in-cylinder surface temperatures
will also be discussed.
Fuel Delivery and Metering
A Bosch HDEV1 Fuel Injector ( 1500psi line pressure) (PN 103079297, B 438173512/17,
15cc/s rated) delivers fuel in-cylinder. The nozzle yields solid cone geometry, and has been optimized
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Figure 3.2: A pulley-side view of the fully-instrumented engine, ring in HCCI mode at 2000rpm
(a). A detailed view of the pent-roof combustion chamber is also included (b). Note the location
of the side-mounted injector. The two access points for the fast-response heat ux probes are also
shown. These locations ank the centrally mounted spark-plug. Note: Intake and exhaust valves
have been removed.
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Table 3.2: Fuel Specications
Fuel Gage 91 RON Test Fuel
Prod. No. (40665-55F)
Research Octane Number (RON) 90.8
Motor Octane Number (MON) 83.0
Octane Rating (R+M)/2 86.9
Octane Sensitivity (R-M) 7.8
C/H Ratio (Wt/Wt) 5.606
H/C Ratio (Mole/Mole) 2.126
Heat of Combustion (MJ/kg) 43.3
for targeting within the GM cylinder head. As mentioned, start-of-injection occurs at 333 CAD
before top dead center ring (bTDCFiring), ensuring homogeneity of the air/fuel mixture. The
injector nozzle geometry supports a 70o Cone, with a 20o axial oset.
Fuel is pressured using an external hydraulic accumulator - pressurized to 1500psi. This
removes the parasitic burden inherent engine-driven fuel pressurization. Fuel ow-rate is metered
using a volumetric ow device from Max Machinery, Inc. (Flow Meter: 213-611-000,29-300-000).
Instrument calibration is guaranteed for ow rates between 1.8 and 1750 cc=min. A mass ow-rate
is calculated using the fuel density provided from the supplier (to be detailed below).
A research grade gasoline is sourced from Gage Products Co ('91 RON Test Fuel', Packaged
Product 40665-55F). The manufacturer provided specs are detailed in Table 3.2
Air Management
As mentioned in the overview provided in Sec.3.1.1, a critical orice system regulates pres-
sure of the air supply. Air ow is metered using a Fox Mass Flow meter (Model FT2-20PSSSTE1DDBO).
This instrument is hard-mounted upstream of the main plenum inlet using a straight pipe section,
with xed diameter. The ensures spatially uniformity in the ow eld at the measurement location.
3.1.2.1 Exhaust AFR and Gaseous Emission
A Bosch wideband lambda sensor (LSU49) monitors air-fuel-ratio immediately downstream
of the exhaust port. This device is capable of monitoring a wide range of compositional conditions
(0:65   <1). Complete instrument details including accuracy as a function of measured lambda
are available here [?].
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The LSU49 sensor is supported by an Etas AWS2-E 'Lambda Module' [?]. This device
is programmable, and accepts specic input related to fuel properties. This helps further ensure
accuracy of the reported lambda measurement.
Emission components and EGR percentage are sampled and analyzed using a Horiba 'MEXA-
7100D EGR' system. This system consists of integrated sensors responsible for: (i)Total Hydrocar-
bon Measurements (THC) using Hydrogen Flame Ion Detection (FID), (ii) NO/NOx measurements
via chemiluminescence detection, and (iii) CO/CO2 concentrations using Non-Disbursive Infrared
(NDIR). Full operational details (including required feed gases) and respective accuracy are available
in [].
3.1.2.2 Engine Control Unit
Engine control is commanded using a Bosch Electronic Control Unit (B 261 204 883). Set-
point control is achieved using custom-design graphic user interface (GM R&D), operated remotely
from the dyno-cell control room. Spark, injection timing and dwell are controlled through this
interface.
3.1.2.3 Cylinder and Manifold Pressure Transducers
in-cylinder pressure is measured using a Kistler 6125a pressure transducer [21]. This device is
high-temperature-rated piezo-electric pressure sensor. The device is capable of measuring pressures
fro 0-300 bar with a reported thermal shock error of  0:3  bar. The instrument utulizes a ame
shield to further assuage thermal shock, and is mounted ush with the surface of the redeck.
Intake pressure is measured using a Kistler's 4007B series pressure sensor covers measuring
ranges of 0 to 5 bar, (0 to 20 bar absolute), from 40oC to 200oC. This instrument also uses a
piezoresistive measuring element. The sensing element relies on an implanted resistive bridge to
minimizes hysteresis and repeatability errors. The sensor is mounted in the intak erunner upstream
of the intake ports.
Exhaust pressure is measured using a Kistler 4045A. This sensor utulizes a thin steel di-
aphram to tansfor pressure (via silicone load cell) to piezo-resistive sensor connected in a Wheatstone
bridge. Pressure distirbance unbalance the Wheatstone device, producing a proportional output sig-
nal. The sensor is paired with a cooled switching adapter (Type 7533B) to help ensure longevity
given elevated exhaust-side temperatures. Thermal sensitivity is reported at  1%.
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3.1.2.4 Fuel Match/Phase Match Operational Procedure
Given xed operational set points (including fuel mass, AFR, TIntake, etc.) TBC's have
been shown to advance combustion phasing relative to their metal engine counterpart [80]. Variabil-
ity in combustion phasing should be minimized in order to isolate the strictly 'thermal' impact(s) of
TBCs on engine performance and heat transfer. The authors have developed a "Fuel Match, Phase
Match" (FMPM) operational procedure with this goal in mind. A brief overview follows.
Beginning with the metal engine conguration, fueling is adjusted to enable 'robust' HCCI
operation. Cycle-to-cycle variation, as measured by COVIMEP , remains below 3%. Ringing Intensity
(RI) is also limited to 5 MW=m2. Fueling rates satisfying these conditions are established at each
RPM, and become the set-points for subsequent evaluation.
With fueling established, the temperature of the air mass entering the metal engine is
adjusted until combustion phasing is positioned at 7 CAD aTDC, (i.e., CA50 = 7o aTDC). Five
hundred consecutive cycles are recorded under the aforementioned operational conditions generating
a 'baseline' metal engine dataset for each RPM of interest.
With metal engine data acquisition complete, the engine is 'rebuilt' to include (at minimum)
a TBC-treated piston and probe. To counteract the resultant phase-advance of the TBC congured
engine, the intake air temperature is again adjusted to re-position CA50 at 7o aTDC. It should be
noted that all other operational set points remain xed ensuring similar operational parameters
relative to the baseline metal engine case. A sample of corresponding results, as seen in phase-
averaged cylinder pressure data and heat release data, is included in Figure ??.
A nal note regarding FMPM operation: While the above mentioned procedure is designed
to elucidate the thermal inuence of TBCs upon relevant combustion/heat transfer metrics, the
authors recognize that secondary impacts likely exist. For example, the use of external EGR to
retard combustion phasing within the TBC treated engine may impact the over-all composition of
the in-cylinder charge. If compositional variations between metal and TBC engine congurations
exist, they may well inuence the chemical-kinetics underlying HCCI autoignition. Even if total
EGR percentage remains constant during FMPM evaluation, the external EGR utilized by the
TBC-treated engine enters the combustion chamber at a much lower temperature than the internal
EGR associated with the rebreathe event. This would likely eect the bulk gas temperature during
closed-cycle CAD, impacting heat transfer and by extension autoignition. Given the potential for
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Figure 3.3: An example of "Fuel Match" (a,b) and "Fuel Match/Phase Match" (c,d) operation. Here
the TBC treated engine (GDZR) is 're-phased' to better reect combustion within the metal engine.
Raw pressure traces and the associated heat release rate are shown. Intake temperature is shared
in (a,b). In contrast, intake temperature of the GDZR-treated engine is lowered in (c,d) until the
GDZR treated engin euntil phasing is re-established at 7oaTDCf .
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such secondary eects of the current Fuel-Match/Phase-Match operating procedure, the authors
continue to evaluate best practices relative to the goals stated at the onset of this section.
3.1.3 Fast Response Heat Flux Probes
A major focus of the work presented in this dissertation is the measurement and characteri-
zation of engine heat transfer. This analysis requires high delity measurement of in-cylinder surface
temperatures. The work presented in later chapters will utilize measurements from fast-response
thermocouples. These probes are sourced from two separate suppliers. Their operational principle
remains the same, however the respective design and supporting architecture are slightly dierent.
Characteristics attributes of each probe type are presented below.
A custom fabricated fast-response heat ux probe manufactured by the Medtherm Corpo-
ration [22] is shown in Fig.3.4a. These probes are J-type tri-axial thermocouples with independent
front and backside junctions. Each junction is formed using a separate pair of leads (i.e., no com-
mon junction) - resulting in four independent wires. The dimensional oset between measurement
junctions is used in conjunction with known material properties to calculate heat ux at the probe's
surface. The Medtherm probe variant utilizes a vapor deposited front-side junction. This construc-
tion method limits the 'thermal mass' of the measurement junction, enabling a sensor time-constant
on the order of 1x10 6 sec. Shielded J-type wire extend from the probe's body to the data ac-
quisitions 'break-out' panel, at which point the voltage transitions to shielded copper leds. The
temperature of this reference junction is monitored independent of the instrument's primary signal
to ensure accurate voltage-to-temperature conversion.
In general, this probe type is quite robust and has been utilized by a number of authors
in the literature [19, 37, 71]. Of particular consequence is the material used for construction of the
probe body. As demonstrated in the preceding chapter, given a xed-magnitude, periodic heat ux,
lower conductivity materials result in higher surface temperatures. To better establish a baseline
case, it is worth remembering that the Medtherm construction uses a 1010 low carbon steel.
As an alternative to the Medtherm probe, a secondary design from IR Telemetrics is also
considered - see Fig.3.4b. Here again, two measurement junctions are separated by a known distance
to enable calculation of the surface heat ux. However, this probe style forms its front-side measure-
ment junction by laser-welding a thin section of platinum wire between the J-type leads. It should
be noted that the negative lead is shared between front and backside junctions. Furthermore, the
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Figure 3.4: Fast response heat ux probes. The MedTherm design (a), and the IR Telemtrics Variant
(b).
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backside junction is oset from the central axis, and is formed on the outer radial surface of the probe
body. This geometric oset requires certain assumptions pertaining to the eective dimensionality
of the heat transfer pathway, namely that heat ow remains 1D between measurement surfaces.
Finally, the IR probe body is machined from 304 SS alloy - a material considerably less
conductive than the Medtherm's mild steel body. As a consequence, the IR probe generally exhibits
a higher magnitude temperature response (under similar engine speed/load conditions). This char-
acteristic feature is quit benecial, as signal-to-noise considerations are paramount, particularly for
TBC-treated probes.
It should be noted that both probe types mimic the external dimensions of the 6125a
Kistler pressure transducer. This enables a convenient standardization of machining requirements.
The common geometry also ensures that both probe types remain compatible with the head-based
mounting locations highlighted in Fig.3.2b.
3.1.4 Telemetry Linkage System
A major focus of this dissertation is the characterization of heat transfer within a variety
of engine congurations. In an experimental setting, this typically requires 'real time' measurement
of surface temperature. As discussed in Sec.3.1.3, current eorts utilize a number of fast-response
thermocouple designs. However, in the standard experimental conguration described in Sec.3.1.1,
in-cylinder surface temperatures are limited to locations within the cylinder head.
To better resolve global temperature and heat ux trends, it becomes necessary to expand
the temperature array beyond the xed head locations. To achieve this goal, a telemetry linakge
system (specically designed for this engine platform [36]) is employed.
The Medtherm-style probes are installed at eight separate locations in the piston. (Individ-
ual locations are identied in Fig.3.5a, these are formalized in later chapters). The instrumentation
array provides covers both the bowl and squish regions of the piston. The primary challenge asso-
ciated with the piston-based measurements, involves the physical routing of signals through recip-
rocating components. As such, the linkage assembly is aptly described as 'high-risk/high-reward',
and ultimately oers the opportunity to more fully characterize surface boundary conditions at the
gas-wall interface.
Two separate instrumented-piston congurations are considered in the current work. The
rst build, shown in Fig.3.5a, utilizes an uncoated (i.e., metal) piston. The second variant applies
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Figure 3.5: A close-up view of the instrumented piston (a), with measurement surfaces circled in red.
An external mock-up of the piston-conrod assembly (b), prior to nal fabrication and installation.
a low-conductivity TBC layer to the surface of the piston. As will be discussed in upcoming chap-
ters, the TBC-coated probe locations measures sub-coated temperature response, and thus require
additional post-processing to characterize the surface conditions.
In general, the telemetry linkage represent a signicant eperimental investment. A single
'build' can take upward sof two weeks, with teh most robust variants lasting 20 hours. However,
as will be fully-developed in subsequent chapters, the measurements enabled by this device help to
more completely characterize the impact of TBC's on engine heat transfer, combustion, metrics, and
emissions.
3.2 Ex situ Radiation Chamber
A custom fabricated Radiation Chamber subjects the aforementioned temperature probe
to HCCI-like heat ux pulses on the order of 0.25-1.0 MW=m2. The duration of each pulse is
likewise comparable to the HCCI combustion event at typical engine operational speeds. Unlike the
turbulent and reacting ow encountered in-cylinder, the ex situ environment is both quiescent and
inert. The absence of spatial variability ensures shared boundary conditions at each probe location
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Figure 3.6: Key milestones of the piston/linkage build. Splicing thermocouple leads at the isothermal
plate (a). Routing of main signal harness through the wrist-pin, and down the con-rod (b). Com-
pleted piston build, with potting of wire harness and soldering of individual wires at break-out pins.
Splicing of main harness at lower end of telemetry linkage (d). The millivolt signals are intercepted
at the Amphenol connectors, amplied, and feed to the high speed data acquisition system.
enabling comparison between surface-based (i.e., 'direct') and subsurface-based (i.e., 'inverse') heat
transfer calculations. Note: this methods are developed in later chapters.
Detailed discussions of this apparatus and its capabilities are available from [44]. A simplied
operational schematic of the device is detailed in Fig3.7.
A nal note regarding radiative heat transfer. As can be expected, radiative characteristics
vary between non-coated (i.e., metal) and TBC-treated probes. To counteract this discrepancy, a
thin layer of aerosol-based graphite is applied to both surfaces ensuring equal absorptivity/emissivity
at the surface of interest.
3.3 Thermal Barrier Coatings
The analysis of later chapters will consider three separate coating formulations. To establish
a common reference, measurements from a metal engine (i.e., 'non-TBC' conguration) establish
baseline results. The characteristics of individual coatings will be developed in detail below. Before
focus shifts to material considerations, two common application techniques are reviewed.
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Figure 3.7: Operational Schematic of the Ex Situ Radiation Chamber. An electrically powered
resistive heating element generates a constant radiative heat ux of :5MW=m2. A rotating 'chopping
wheel' periodically interrupts the 'line-of-sight' between heat source and incident temperature probes
providing a dynamic heating event similar in magnitude and duration to HCCI combustion, while
avoiding the turbulent reactivity of the in-cylinder environment
Three main coating formulations are included in this work. The rst coating represent a
common TBC formulation (yyitria stabilized zirconia), and is applied using an 'air plasma spray
process'. In general, this application process yields results in a spatially uniform, dense material
layer. To enable more complete coating structure, a solution precursor spray technique is also
available. In this method, wet chemistry is used in-place of dry powder. The SPPS technique
ensures tighter control over individual coating layers while also enabling complex morphological
structures. A more compete overview of these processes are available in [51]and [48].
In general, each generation of coating material seeks to elevate closed-cycle surface temper-
atures by systematically reducing thermal conductivity and heat capacity. Coating applications is
limited to the piston surface - sparsity which is primarily driven by the . A review of key charac-
teristics, including relevant thermophysical properties, is provided for each of the thermal barrier
coatings.
Yittria Stabilized Zirconia - Dense
A yittria stabilized zirconia TBC (YSZ) is applied to the piston using an air plasma spray
(APS)deposition process. Figure ??a provides a representative image of a TBC-coated piston prior
to installion within the engine. In general, the APS application method yields a robust coating
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Figure 3.8: A schematic of the plasma spray deposition process. A plasma gun (i) focuses it's output
on the material substrate (iii). Raw thermal barrier material is introduced at (ii). Conventional
spray application (APS) use a dry powder at (ii). Alternatively, a solution precursor (SPPS) can
also be used, where wet chemistry enables additional complexity in the TBC layer. Figure adapted
from [51].
layer, while minimizing the porosity fraction [51]. Estimates for thermal conductivity and diusivity
for this TBC are 1:1 WmK and 0:83x10
 6m2
s , respectively. These values remain consistent with those
reported in the literature [12].
Yittria Stabilized Zirconia - Structured Porosity
In an eort to further enhace the the 'eective' thermophysical characteristics of the YSZ
material, structured porosity can be introduced into the main TBC layer. Creation of such mi-
crostructures requires advanced application techniques. The present work utulizes a Solution Pre-
cursor Plasma Spray Process (SPPS). As shown in Fig. ??b, multiple layers are applied to the
substrate material - resulting in porous microstructures, or "inter-pass boundaries". As such, this
TBC formulation is labeled 'Y SZSP ' (i.e., "YSZ w/Structured Porosity"). In essesnce, discounti-
nuities at the interface between adjecent layers result in non-neglidgible contact resistence, further
reducing the conducvity (1:0 WmK ) and diusivity (0:67x10
 6m2
s ) of the YSZ material [51] [48].
Gadolinium Zirconate
As an alternative to increased morphological complexity, a seperate low-porosity (i.e., 'dense')
TBC material is also considered. This material, Gadolinioum Zirconate (GDZR), has inherently
lower conductivity (0:65 WmK ) and diusivity (0:50x10
 6m2
s ) than the YSZ-based coatings described
above. Additional information, including can be found in [65] [61] [94].
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Figure 3.9: Cross-sectional proles of the various TBC materials. The APS-applied yittria stabilized
zirconia is shown in (a), note the dense main coaying layer. Scale for this image is 50 m, all other
images shown at 100 m. Subgure (b) shows an SPPS application of the YSZ material - note the
structured porosity in the main coating layer. Final the dense GDZR material is shown in (c).
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Chapter 4
Inverse Heat Conduction and the
Sequential Function Specication
Method
This chapter will motivate, develop, and validate the analytic tools required in the proceed-
ing chapters. As will be shown, quantication of temperature and heat ow at the gas-wall interface
is a major focus of this dissertation. A number of pre-established techniques (well-established in
the literature [41]) are available to calculate surface heat ux using measurements of in-cylinder
surface temperatures. However, the application of a thermal barrier material to in situ instrumen-
tation prevents the direct measurement of the aforementioned surface temperature proles. Instead,
'sub-TBC' temperature response is recorded for the TBC engine conguration. From a qualitative
point-of-view, the TBC-treated probe's signal is both attenuated and phasing-lagged relative to the
surface temperature measurement - a result of the 'diusive' nature of heat ow. From a practi-
cal standpoint, these subsurface subsurface measurements no longer provide a direct evaluation of
the 'boundary condition' (i.e., surface temperature) required to evaluate the governing heat diu-
sion equation. As a consequence, this heat transfer conguration is commonly labeled an 'Inverse
Heat Conduction Problem' (IHCP). Such problems are 'ill-posed', and require specialized solution
methodology to address the challenges inherent to this heat transfer conguration. The solution will
allow "closing the loop", i.e., correlating the TBC's thermal properties with its impact on combustion
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and eciency, via the estimation of surface temperature and heat ux proles.
This chapter begins with a review of the mathematics necessary to model heat ow in the
TBC-temperature probe system. A particularly exible IHCP solution methodology will be reviewed
and ultimately modied to address the time-lag between surface heat/cooling events and subsurface
temperature response. This modied solution methodology is validated in an ex situ experiment
rst, and eventually extended to in-cylinder temperature measurements.
4.1 Some Requisite Background
Thorough analysis of engine combustion and performance relies upon the accurate character-
ization of energy ow, including heat transfer. Experimentalists within the engine research commu-
nity commonly employ fast response thermocouples with sub-Crank Angle Degree (CAD) resolution
[18, 4] to measure combustion chamber surface temperatures within a ring engine [36, 64]. These
temperature proles provide the boundary conditions necessary to solve the associated heat transfer
conguration(s) typically heat diusion problems of varying geometric complexity. A variety of
pre-established analytical and numerical techniques are available to calculate the surface heat ux
associated with recorded surface temperature traces [41].
Related analyses of mass and energy transfer, including the study of turbulent, wall-bounded,
reciprocating ows [25, 26], utilize similar high-resolution/high-delity temperature measurements
which enable the calculation of surface heat ux. These empirically derived results are then used to
evaluate analytically solutions to the equations governing mass and energy exchange.
In contrast to direct surface measurements, some engine operating conditions and/or con-
gurations restrict the placement of in-cylinder temperature sensors. Examples include: (1) the
formation of Combustion Chamber Deposits (CCD) during engine operation and [35] (2) the ap-
plication of Thermal Barrier Coatings (TBC) to exposed combustion chamber surfaces. Under such
conditions, the temperature proles measured by embedded sensors no longer represent surface tem-
perature information. Rather, these measurements reect sub-surface temperature variations. As a
consequence, the boundary conditions governing heat transfer cannot be measured directly. The re-
sulting mathematical conguration is commonly described as the Inverse Heat Conduction Problem
(IHCP), and cannot be solved using the conventional analytic/numeric techniques associated with
'direct' heat conduction problems.
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In this section, an established solution to the IHCP known as the Sequential Function
Specication Method (SFSM) [9] is modied to solve heat transfer within TBC treated engine
components and temperature probes. This process utilizes sub-TBC temperature measurements
to estimate the functional form of TBC surface heat ux and temperature traces. An ex situ
radiation chamber, which generates heat ux pulses of known magnitude, is used to validate the
SFSM technique. The algorithm is then extended to calculate TBC surface heat ux in situ using
sub-surface temperature measurements from a ring Homogeneous Charge Compression Ignition
(HCCI) engine.
4.1.1 The Inverse Heat Conduction Problem
The IHCP found particular signicance with the proliferation of the aerospace and nuclear
industries during the 1960s. The heat transfer problems encountered in these elds often involve
surface boundary conditions of extreme magnitude that prohibit the direct measurement of tem-
perature proles (e.g., surfaces of orbital satellites upon atmospheric re-entry, and core surfaces of
active nuclear reactors). Thus, practical monitoring of many transient thermal processes was lim-
ited to subsurface temperature measurements. As a result, much of the pioneering IHCP solution
methodology dates from this period [9, 8], including the SFSM.
Inverse problems also been encountered in engine research... talk about Orgun's "Lead-
Corrector"...
4.1.2 Conceptual and Mathematical Description of the IHCP
Figure 4.1 provides a conceptual IHCP representation for a simplied geometric congu-
ration (one-dimensional, planar). A plane of known thermophysical properties (; Cp; k) and nite
dimension L is subject to prescribed boundary conditions (BC0atx = 0andBC2atx = L). Boundary
condition 1 (i.e., BC1) is unknown due to the inability to conduct direct surface measurements,
while boundsry condition 2 (i.e., BC2) is assumed known. A temperature sensor located at x1 (such
that 0 < x1 < L) records subsurface temperature. As shown in Fig.4.1, this conguration can be
subdivided at the sensor location x1 to further illustrate the Inverse versus Direct regions.
Assuming one-dimensional heat conduction in planar geometry, the parabolic heat diusion
equation, in conjunction with the appropriate boundary and initial conditions, provides the math-
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Figure 4.1: A simplied one-dimensional thermophysical system with known back-side boundary
condition and interior temperature measurement locations. Subdivision further highlights the inverse
and direct regions
ematical framework for the IHCP. As will be shown in detail, the SFSM assumes a prescribed heat
ux at x = 0. Equation group 4.1-4.4 describes the inverse regime:
@
@x
(k
@T
@x
) = c
@T
@t
(4.1)
T (x; 0) = To(x) (4.2)
T (xk; t) (4.3)
 k@T (xSurf ; t)
@x
(4.4)
While equation group 4.5-4.10 describes the direct problem:
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 k@T (L; t)
@x
= h[T1   T (L; t)] (4.10)
For the purpose of the SFSM, (and the IHCP in general), the boundary condition at x = L
can take any form, (i.e., Temperature, Heat Flux, Mixed-Convection), as described by equations
2.4.1 - 2.4.3. The experimental data processed in the later portion of this paper will use a mea-
sured temperature at the x = L boundary. As mentioned, Equation Group 2 describes a direct,
parabolic, one-dimensional conduction problem. Thus, the appropriate analytic and/or numeric
solution methodology [67, 77, 78] may be chosen to match the boundary conditions and linearity
specic to the problem. In contrast, if the surface boundary condition (assumed to be a prescribed
heat ux) is unknown, the mathematical description of the parabolic diusive system (Equation
Group 1) is rendered incomplete. As a result, the inverse problem is ill-posed [89] and cannot be
solved using the techniques commonly employed by the direct problem.
It should be noted that considerable work has been invested in inverse problem solution
methodology [7, 76]. (Inverse heat transfer analysis utilizing engine derived temperature measure-
ments commonly employ iterative solvers [38]. However, even with favorable initial conditions, such
solvers may become computational expensive when applied to large datasets with high temporal res-
olution.) It is not within the scope of this paper to review the breadth of existing inverse methods.
Instead, the particularly exible SFSM will be used exclusively to solve the IHCP as described in
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Figure 4.2: One-dimensional representation of experimental system. A fast response heat ux
probe measures temperature at two independent locations one subsurface (T1) and one at the
backside boundary (T2). The TBC layer applied to the surface of the probe creates a composite
system. Inverse techniques will enable estimation of the (unknown) surface heat ux via subsurface
temperature information.
the following section. The solution for typical engine 'in-cylinder' conditions has not been published
before.
4.1.3 The Sequential Function Specication Method
The mechanics of the SFSM algorithm, as developed by Beck [7], will be highlighted below.
Figure 2 provides a detailed representation of the system of interest i.e., a ceramic covered temper-
ature sensor. This composite 'planar-slab' model is utilized exclusively throughout this chapter and
extended to the analysis of the proceeding sections. For simplicity, only two layers will be shown
during the derivation/validation eorts. However, when required, the results developed below can
readily extended to include multiple TBC layer congurations.
The TBC/Temperature sensor arrangement from 4.2 will be treated as a single system,
governed by the transient heat conduction equation group:
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(4.11)
T (x; to) = TM 1(x) (4.12)
54
T (L; t) = T2 (4.13)
 k@T (xSurf ; t)
@x
= qM (4.14)
Where (for a discretized system) M represent the current time-step, TM 1(x) is the initial
condition (or more generally, the temperature eld solution at time tM 1), T2 represents the backside
temperature boundary condition measured by the fast response thermocouple at x = L, and qM is
the yet-to-be-estimated surface heat ux for time step M . The thermal systems sensitivity to a step
change in surface heat ux (i.e., q(x = 0)) plays a signicant role in the SFSM [7]. Accordingly,
this metric is described as the Sensitivity Coecient X, and is dened at each sensor location k and
time step i such that:
Xk;i =
@T (xk; tM+i 1;qM)
@qM
(4.15)
Where Xk,i is governed by the following equation set:
@
@x
(k
@X
@x
) = c
@X
@t
(4.16)
X(x; to) = 0 (4.17)
 k@X(x; t)
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x=0
= 0 (4.18)
 k@X(x; t)
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x=L
= 0 (4.19)
More complete interpretation and analysis of the sensitivity coecient can be found in [7].
However, it should be noted that the similarities between Equation Groups (3) and (5) allow for the
use of the same (or slightly modied) solution methodology. (For example, a nite dierence solver
developed to numerically integrate equation group ref may also be used to solve equation group ref).
Solution algorithms taking advantage of this similarity can gain signicant computational savings
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[7].
If allowed, an exact analytic solution to the partial dierential equations describing the tran-
sient heat ow may be used to integrate the temperature and sensitivity elds. However, due to the
particular boundary conditions and composite nature of the system of interest (4.2), a discretized
approximation (nite-dierence) is used to evaluate equation groups ref and ref. It should also be
noted that the discretized approximation to the governing system can easily be modied to accom-
modate temperature-dependent thermal-physical properties [90] and imperfect thermal contact at
the material interface [77] further extending the exibility of the SFSM.
With the appropriate temporal/spatial temperature eld modeled, an initial surface heat
ux estimate, q, is prescribed as the boundary condition at surface x = 0. The resultant system of
equations is tridiagonal and the numerically integrated is completed via the Thomas Algorithm [81]
over the current time step, M , plus r future time steps.
The use of future time steps is a critical component of Becks SFSM. It provides a means
of 'regularizing' the solution methodology, stabilizing the algorithm, and minimizing the impact of
measurement error and/or noise [41]. It does, however, rely upon the temporary (and potentially
incorrect) assumption that the heat ux remains constant over all r future time steps. Thus, the
use of excessively large future time steps may mask high-frequency components of the estimated
surface heat ux. Large r values also impact phasing of the estimated heat ux event, [90]. A more
complete discuss of regularization (including the use of future time) is developed in the next section.
The temperature T (xk; tM ) predicted by the nite dierence model at the sensor location
xk for the current time-step tM is then compared to the recorded temperature, Y (xk; tM ) at the
same spatial/temporal conditions. The dierence between the modeled and measured values is then
expressed as a sum of squares, and is commonly dened as the 'Objective Function', S:
S =
rX
i=1
[Y (xk; tM+i 1)  T (xk; tM+i 1;qM )]2 (4.20)
This dierence function is minimized at each time step by dierentiating S with respect to
the estimated heat ux qM , and setting the resultant equation equal to zero:
0 =
@S
@qM
=  2
rX
i=1
[Y (xk; tM+i 1)  T (xk; tM+i 1;qM ][@T (xk; tM+i 1;qM)
@qM
] (4.21)
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It should be noted that Eq. ref may be re-written in-terms of the 'Sensitivity Coecient',
Xk, i, from Eq. ref: such that:
0 =
@S
@qM
=  2
rX
i=1
[Y (xk; tM+i 1)  T (xk; tM+i 1;qM ][Xk;i] (4.22)
Since heat ux is assumed constant and continuous over r future time steps, the modeled
temperature T (x; t; qM ) may be represented as a Taylor Series Expansion about the initial heat ux
estimate, q. Neglecting higher-order terms, T may be re-expressed as:
(4.23)
And, using Eq. ref:
T (xk; tM+i 1;qM ) = T (xk; tM+i 1; q) + (qM   q)Xk;i (4.24)
This expression is used in conjunction with Eq. ref to solve for qM :
qM = q
 +
Pr
i=1[Y (xk; tM+i 1)  T (xk; tM+i 1;qM ][Xk;i]Pr
i=1(Xk;j)
2
(4.25)
To further simplify this result, a 'Gain Coecient' may be dened where:
Kk;i =
Xk;iPr
i=1(Xk;j)
2
(4.26)
This allows Eq. ref to be re-expressed concisely:
qM = q
 +
rX
i=1
[Y (xk; tM+i 1)  T (xk; tM+i 1;qM ][Kk;i] (4.27)
This nal expression hints at the elegance of Beck's procedure the estimated surface heat
ux for time step M can be expressed as an initial guess q, modied by a correction term. Further-
more, the correction term represents a summation of magnied dierences (i.e. 'errors') between
measured temperature (Y ) and modeled temperature (T ) across r future time-steps. Larger dier-
ences result in larger correction terms. The relatively straightforward structure of this important
result lends itself to ecient adaptation within algorithm-based IHCP solvers. The solution proce-
dure is extended to time-step M +1, with the surface heat ux estimate from the previous time-step
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Figure 4.3: Piece-wise estimate of a continuous function. Note: The estimate assumes a constant
value of q between times steps. Also, the step width (tn 1   tn) has been deliberately exaggerated.
In general, a much ner time step is achieved, resulting in more accurate approximations of the
continuous function q(t).
(i.e., qM ) taking the place of q. The correction term is again calculated and applied to q, after
which the estimation procedure advances to the next time step. This process continues over N   r
time steps where N represents the total number of samples in Y . Once complete, a 'piece-wise'
approximation of the functional form of the surface heat ux is obtained.
The 'non-iterative' nature of the SFSM further enhances computational eciency. Unlike
convergence-based solution procedures, the Sequential Function Specication Method applies a sin-
gle correction term, as determine by Eq. ref, to the heat ux estimate q at each time step. This
provides 'exact' closure on the measured temperature value within the accuracy retained by the
truncated Taylor Series of Eq. ref For an idealized case, where all thermal-physical properties, spa-
tial dimensions, and temperature measurements are known to innite precision, the exact matching
scheme results in an exact solution. However, under the inevitable inuence of noise, measurement
uncertainty/error, etc., this exact matching criterion contaminates the solution with these imper-
fections. In other words, when the objective function S is minimized, the modeled temperature
T approaches Y regardless of the measured temperature's integrity/accuracy. As mentioned, the
inclusion of future time-steps within the solution methodology helps to counteract the inuence
of measurement uncertainty. However, further regularization is often necessary to more eectively
counteract the inuence of data noise and/or error.
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4.1.4 Regularization and Future Time Steps
Unlike convergence based solution procedures [38], the sequential function specication
method applies a single correction term, as determined by Eq. 4.27, to the heat ux estimate
q at each time step. This provides "exact" closure on the measured temperature value within the
accuracy retained by the truncated Taylor series (Eq. 4.23). Simply stated, the objective function
S (which describes the 'error' between modeled and measured temperatures) is minimized regard-
less of the integrity of the measured signal. In reality, the experimentally derived measurement
array Y is subject to noise, error, and uncertainty. As a consequence, inverse solution methodology
is inherently subject to the various 'impurities' associated with inexact instrumentation and noisy
experimental data.
Within the SFSM, the solution methodology is particularly sensitive to signal contaminants
during the minimization of the Objective Function (Eq.'s 4.21 and 4.22). From a qualitative stand-
point, it is helpful to remember that surface heating (or cooling) events have a diminishing inuence
on the temperature prole at interior spatial locations. Simply put, a heat ux applied to the surface
has less impact (in terms of the magnitude of the associated temperature response) at locations near
the 'backside' dimension (i.e., the positions nearing x = L in Fig. 4.2).
In some key aspects, this surface-to-interior signal attenuation represents a key challenge of
inverse problems. Simply, the 'solution direction' is reversed when evaluating the IHCP, i.e. interior
measurements are used to extract surface heat ux and temperature proles. Accordingly, signal
error present at the interior (sub-surface) sensor location is amplied (rather than attenuated) as
the solution methodology marches toward the surface. As a result, seemingly 'subtle' temperature
noise/error at the sensor location can overwhelm the SFSM solution estimate at the surface.
To combat the SFSM's extreme sensitivity to noise/measurement-error, various forms of
regularization have been proposed, including methods attributed to Tikhonov and Arsenin [89],
Alifanov [3], and Bell and Wardlaw [10], among others [7].
In keeping with the sequential nature of the SFSM, a sequential regularization technique is
considered as formulated by Beck, et.al, in [7]. This scheme adds multiple 'regularization terms'
of increasing order to the Objective Function, S. These terms eectively 'relax' the exact match-
ing constraint between observed and modeled temperatures required during the error minimization
process outlined in Eq.'s 4.21 and 4.22. For clarity, the modied objective function SReg with 0
th
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through 2nd order regularization terms is shown below.
SReg =
rX
i=1
[YM+i 1   TM+i 1]2 + W0
rX
i=1
qi
2 + W1
r 1X
i=1
qi+1   qi2 + W2
r 2X
i=1
qi+2   qi+1 + qi2
(4.28)
W0, W1, and W2 are binary coecients (meaning their values are limited to 0 or 1), and
are used to modify the objective function when selecting the desired order of regularization. The
parameter  is a xed multiplier preceding the regularization terms and is used to help determine
the overall gain of the regularization. This coecient is often dened in-terms of the statistical
characteristics inherent to the temperature measurements. Commonly, temperature measurement
variance at the sensor location is normalized by the magnitude of the heat ux estimate at each
time step. Accordingly, this statistically-driven metric may be expressed as:
 =

i
qi
)
2
(4.29)
(Here, i and qi represent the variance in temperature measurement and the magnitude of
surface heat ux estimated at sensor location i). The rst term in of equation ref reects the standard
objective function described in Eq. ref. The second through fourth terms introduce regularization.
For clarity, these terms may be interpreted as discretized approximations of the heat ux magnitude,
its 1st order time rate of change, and its 2nd order time rate of change evaluated over the interval
[tn, tn+r]. In other words, the summations involved in the second through fourth terms of Eq. ref
may be interpreted as discrete approximations of their continuous analogs, i.e.
W0
rX
i=1
qi
2  W0qi2 (4.30)
W1
r 1X
i=1
qi+1   qi2  W1
tn+rZ
tn

dq
dt
2
dt (4.31)
W2
r 2X
i=1
qi+2   qi+1 + qi2  W2
tn+rZ
tn

d2q
dt2
2
dt (4.32)
As such, the 0th-order term (4.30) impacts the magnitude of the estimated heat ux, the
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1st-order term (4.31) addresses the time rate of change in estimated heat ux, while the 2nd-order
term (4.32) inuences higher-order variations within the surface heat ux estimate.
The use of 'future time' is, in of itself, a method of regularization. That is to say, the surface
heat ux estimate becomes less sensitive to signal contaminants as it is (articially) held constant
beyond the current time step tM . However, increasing r indenitely is not without consequence, and
as such, a few words regarding the impact of "future time" inclusion is warranted. As mentioned
in the preceding section, the use of future time steps within the framework of the SFSM requires
the temporary (and potentially incorrect) assumption that surface heat ux remains constant over
tM ! tM+r time interval. As a result, excessively large r values may mask high-frequency compo-
nents within the estimated surface heat ux. They may also distort phasing of the solution [90].
Methodological adaptations developed to avoid this type of over-regularization will be developed in
the proceeding section. It should be noted that the SFSM calculations presented in this dissertation
are limited to r = 3 future time steps.
Regularization of ill-posed problems is itself an active area of research. Many appraoches
have been explored, with certain techniques taylored to specic applications, etc. A more complete
discussion of Regularization can be found in the literature, inluding references [7], [76], [3], and [89].
4.1.5 A Few Words Regarding Uncertainty
This section will overview uncertainty estimation within the framework of the Sequential
Function Specication Method. A concise overview of is provided below.
As an alternative to the 'Gain Form' of Beck's SFSM (i.e., 4.27), an equivalent expression
may be constructed using 'Filter Coecients'. Expressing the initial temperature as To, the 'Filter
Form' of the SFSM is written as follows:
qM =
M+r 1X
i=1
qM+r i
Yr
(Yi   To) (4.33)
(Note: For now the validity of this expression will be taken 'for granted. A more complete
derivation of this expression may be found in [7], for now we will proceed using the outcome of the
cited work, avoiding a more rigorous treatment.)
The dierential term fracqM+r iYr describes a 'Filter Coecient'. In general, this ap-
proach to the IHCP utilizes the superposition principle, and as such, is restricted to linear (in
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temperature) heat diusion systems. Using Eq. 4.33, the solution of the governing equation is
decomposed into an arbitrary number of temperature components (Y1; Y2; Y3; Y4;    ; Yj) each with
an associated heat ux. The total surface heat ux at time tM is then represented by the sum
of individual heat ux components spanning the interval to ! tM+r, where r again represents the
number of future time steps. In addition to linearity, a few statistical assumptions are also neces-
sary to employ the 'Filter Coecient' approach. These include: (i) random/additive temperature
measurements, (ii) zero mean measurement errors, which remain (iii) uncorrelated.
To provide a representative example of this alternative SFSM approach, we will decompose
the surface heat ux (via the superposition assumption) into j = 4 components. Further generalizing
for the case where r = 3, we can write:
qM
Yj
= 0; for j > M + r   1 (4.34)
This initial relation simply ensures that no contributions are made from times beyond the
specied 'future time' window, (i.e., j > M + r   1). For all other times (j  M + r   1) we can
expand the lter coecient of Eq. 4.33 as follows:
qM
Yj
=
q1
Y3
= q2Y4 =    =
qM
YM+r 1
q2
Y3
= q3Y4 =    =
qM
YM+r 2
(4.35)
Keeping in mind that we seek to express uncertainty of the SFSM's heat ux estimate, i.e.,
qM , as a function of the variance in measured subsurface temperatures, we again rely on the more
thorough development of Beck et al. [7], and present the follow relation:
var(qM ) = 
2
M+r 1X
i=1
(
qM+r i
Yr
)2 (4.36)
In the above expression,  represents the standard deviation of temperature over the time
interval of interest. Although the SFSM procedures outlined in Eq.'s 4.27 and 4.33 utilize a 'phase
averaged' temperature prole (discussed below), individual cycles statistics are used to calculate the
2 term in Eq. 4.36.
A few cursory comments regarding signal conditioning are warranted. For the analysis con-
tained within this dissertation, temperature proles from both ex situ (i.e., 'Radiation Chamber')
and in situ (i.e., 'Engine') environments are recorded over many hundreds of consecutive cycles -
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400 and 500, respectively. Given the quasi-steady state operation of both experimental platforms,
individual cycle temperature measurements are phase-averaged to produce a representative, and sub-
stantially 'cleaned' temperature prole. In general, the averaging process attenuates non-coherent
("Gaussian") noise present in both of the aforementioned experimental environments - producing
temperature proles with dramatically enhanced signal-to-noise ratio. A more comprehensive discus-
sion of pre-processing eorts is developed in the proceeding chapter. For now, the reader is reminded
that the "ill-posedness" of the IHCP renders any solution methodology extremely sensitivity to noise
contamination and measurement error.
4.2 Modied SFSM with Direct Measurement of Diusive
Time Scale
This section modies the SFSM via inclusion of a diusive time scale. Eorts are made
to quantify the time-lag between a specic surface temperature 'event' and its subsequent response
at subsurface temperature probe. A review of parabolic heat diusion is provided, followed by
suggested methodology for estimation and eventual measurement of the surface-to-sensor time lag.
4.2.1 Dening the Experimental and Diusive Time Scales
Thus far, the heat diusion models considered are parabolic in nature [45] - (see Eq.'s 4.1,
4.5, and 4.16). An inherent characteristic of parabolic systems is the instantaneous transfer of 'in-
formation' throughout the entire domain of interest. For the heat diusion and sensitivity problems
described by the aforementioned equation sets, this implies that a change in surface heat ux will im-
mediately impact the temperature (or sensitivity) throughout the entirety of the spatial domain. In
other words, a change in heat ux at the surface will instantaneously impact all subsurface tempera-
tures. This behavior is clearly not physical, and is strictly an artifact of the parabolic mathematical
form of the governing equations.
For direct conduction problems, the parabolic heat diusion equation generally avoids com-
plications associated with this non-relativistic behavior. In contrast, when solving the parabolic
form of the IHCP, it is important to properly account for the time-lag between a surface heat ux
event and its detection at subsurface locations. (This is particularly true when the time-scales
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associated with data acquisition and surface-to-senor diusion become large.) As will be shown,
the inverse heat transfer problem and the solution methodology associated with the SFSM may be
further enhanced through use of multiple time regimes.
In this work, the experimental time-step t is largely determined by the delity of the
temperature sensor and the sampling frequency of the corresponding data acquisition system. In
general, a sampling frequency atleast twice as large as the transient behavior of interest is required
to avoid aliasing during analogue-to-digital conversion. (See Ref. [75] for more complete signal
processing details). Higher sampling frequency also enables more targeted ltering during post-
processing.
In order to characterizes the surface-to-sensor measurement lag within the IHCP, it is rst
necessary to establish a time scale which characterizes the interval between data points:
t = tM   tM 1 (4.37)
The interval t denes the "experimental" time-step, and is typically determined by sam-
pling frequency and operational speed (i.e., RPM).
In addition to experimental time, it is necessary to quantify the "diusive time scale"
which denes the characteristic time lag between surface heating/cooling events and subsequent
detection at the sensor location. Two distinct methods to quantify this interval are considered. The
rst, developed below, utilizes dimensional analysis. Simple manipulation system's thermal physical
properties and relevant physical dimension(s) yields the follow expression:
t =
x2Sensor

(4.38)
In this expression , on the right-hand side of the equation, is the eective thermal diu-
sivity of the system (in m2=s or compatible units) while xSensor is the location of the temperature
sensor relative to the surface (in m). As a result, t has units of time and, as discussed, denes
a characteristic time-scale for surface 'information' (in the form of temperature variation) to reach
the sensor. In the absence of direct measurement, this material-property based method oers an
'order-of-magnitude' approximation of the time lag due to nite thermal wave speed.
It should be noted that any error in the sensor position relative to the surface, (a metric
driven by the TBC thickness in the current study), will directly impact the accuracy of the dif-
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fusive time scale. Likewise, errors associated with the specied thermal diusivity, , will further
undermine the integrity of t.
In addition to a 'stand-alone' parameter, thermal diusivity may be expressed as the ratio
of thermal conductivity k to volumetric heat capacity Cp such that:
 =
k
Cp
(4.39)
Using the above relation, an expression equivalent to the diusive time introduced in 4.40
may be written:
t =
Cpx
2
Sensor
k
(4.40)
Again, any error in the k and/or Cp parameters will directly impact the diusive time-scale
estimate.
A few closing remarks regarding the parameter-based estimate outlined above. In general,
this 'order-of-magnitude' assessment is most applicable to thermal systems experiencing a step-
change in heat ux at the surface boundary. For periodic boundary conditions, such as those
experienced in the engine environment, the diusive time scale becomes a function of the 'driving'
frequency of the combined heating/cooling even(s). As will be shown in the next chapter (by drawing
upon an 'exact' solutions to heat diusion equation), the diusive time-scale can be modied to better
reect the periodicity of the heating event in both radiation chamber and engine environments.
4.2.2 Normalized Diusive Time in the Context of Parabolic Heat Diu-
sion
To better assess the impact of the diusion-driven lag on IHCP solution methodology, it
is helpful to normalize talpha by the experimental time step. This simply re-expresses the diusive
time-scale (originally reported in seconds) as an equivalent number of dimensionless time-steps. This
process is formalized in the following transform:
N =
t
t
(4.41)
To simplify analysis, N should be expressed in whole number intervals - i.e., Eq. 4.41as is
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rounded to the nearest integer value.
Normalization of the diusive time-step eectively distinguishes between systems with 'instantaneous-
like' thermal wave speed (where the coarseness of the measurement interval masks the time-lag of
the nite wave speed) and those where multiple time-intervals are required for surface transients to
'register' at subsurface locations. These regions, and their implications, are formalized below.
4.2.2.1 'Eective Parabolic' Regime
For cases where N1, the transmission of surface information to the sensor location may
be considered instantaneous. Simply put, the full spectral frequency of the 'continuous' system's
transient event(s), (in our case analog voltage generated at subsurface thermocouples), can not be
fully resolved. Under these conditions, the diusive time lag is masked by the coarseness of the
experimental time-step. This scenario appears to be the case in many of the 'traditional' inverse
heat transfer congures explored during the time of Beck's pioneering work [7]. These early eorts
were focused primarily on developing/exploring the conceptual framework required to tackle the de-
mands unique to inverse heat transfer. Furthermore, data from experimental IHCP congurations
of this time was often limited by the delity of the available hardware of the period (data acqui-
sition systems, analog-to-digital converters, etc.) Course data arrays were also necessary to satisfy
the computational bandwidth of the day - particularly when thermophysical complexity required
numerical solutions to the equations governing heat transfer, sensitivity coecients, and the SFSM
estimation.
As a result, systems with relatively 'moderate' transient components and sparsely-sampled
temperature elds could be adequately treated within a purely parabolic mathematical framework.
4.2.2.2 'Eective Hyperbolic' Regime
In contrast to the N1 region, the surface-to-sensor time lag cannot be ignored when high
delity (i.e., 'nely' sampled) temperature measurements are available. In this case, where t < t
and N > 1, the surface temperature transient will not immediately 'register' at the subsurface
sensor location. Instead, a 'record' of this transient will only arrive at the subsurface sensor once
t seconds have elapsed. In this way, the subsurface temperature response will temporally lag the
surface temperature transient throughout the measurement sequence.
Under these conditions, the SFSM algorithm presented in Eq. 4.27 can not adequately
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resolve the surface transient. Under this scenario, closure between the measured temperature (i.e.,
Y ) and the modeled temperature (i..e, T ) becomes dicult, often leading to solver instability.
Recall, at each time step m the SFSM attempts to minimize the (Y (m)   T (m)) interval
by modifying the surface heat ux estimate qM . If the temperature eld at the sensor location
lags the surface heat ux transient, as is the case for N > 1, the surface heat ux and subsurface
temperature dierence are temporally 'disjointed', and it remains physically unreasonable to expect
closure. However, the SFSM algorithm is unaware of this physical 'disconnect' - and continues
to inate the magnitude of qM in an eort to banish the error between modeled and measured
temperatures. As one may anticipate, when N becomes suciently large, the surface heat ux
estimate will inate exponentially towards innity in a desperate eort to inuence the temperature
response.
A common approach to combating SFSM-based solver instability involves increasing the
number of future time-steps, r. As mentioned previously, an excessively large increase in the number
of future time steps tends to 'smooth' the surface heat ux estimate. One can think of increasing r as
inating the mathematical 'stiness' of the solver - helping to reduce sensitivity to noise/error, but
also limiting the solver's ability to respond rapidly to changes in subsurface temperature. Thus, if
the relative dierence between the diusive and computational time steps necessitates an excessively
large number of future time steps for stability, the SFSM (as described by 4.27) may be unable to
resolve the highest frequency components of the function of interest, is any.
4.2.3 Inclusion of Diusive Time Steps in SFSM
As an alternative to excessive future time steps, it is possible to modify Becks form of the
SFSM to recognize both computational and diusive time scales. This possiblity has been regonized
before - see [55] for an alternative approach.
A simplied methodology is developed below. For the work considered in this dissertation,
the normalized diusive time step N can temporally 'oset' the surface heat ux transients from
subsurface temperature variations in a manner that is consistent with physical reasoning. That's to
say, we can use the order-of-magnitude analysis of 4.40 (or more accurate measurements discussed
in the next section) to account for the hyperbolic behavior of the N > 1 regime while maintaining
a parabolic diusion model. Simply stated, we are altering the estimation algorithm of Eq. 4.27
without modify the mathematics used to model the thermal system.
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In practice, this modication is achieved by direct substitution of the diusive time step
into Eq. 4.27:
qM = q
 +
N+rX
i=N+1
[Y (xk; tM+i 1)  T (xk; tM+i 1;qM ][Kk;i] (4.42)
From a qualitative point-of-view, the modication outlined above 're-aligns' the surface heat
ux transient with it's response at the sensor location. This is achieved by imposing a nite time
oset (i.e., tN ) between heat ux transients applied to the front-side boundary and their subsequent
detection at the sensor.
Furthermore, solver instability due to the temporal misalignment discussed in 4.2.2.2 is
greatly reduced, and large numbers of future time steps are no longer needed to regularize the
SFSM algorithm.
It is worthwhile to note that the general 'form' of Beck's procedure remains unchanged.
Again, because the governing equations are the same parabolic equation sets shown in Eq.'s 4.11-
4.14 and 4.16-4.19, the mathematical arguments leading to 4.27 and 4.42 still hold. From a practical
point of view, this enable the same set of solution methodology (i.e., 'exact analytic', 'numerical',
etc.) as those permitted by Beck's original estimation routine.
4.2.3.1 Direct Measurement of Diusive Time Scale
Utilizing the ex-situ experimental apparatus discussed in the preceding chapter, two probes
are simultaneously subjected to the same heat square ux pulse. One sensor remains uncoated
and, as a result, provides direct measurement of the surface temperature. The second probe has a
low conductivity TBC applied to it's surface measurement junction. As a result, the temperature
response of the TBC probe represents the sub-TBC temperature eld. As outlined in the description
of the experimental setup, the delity of the sensor and the high frequency sampling-rate enabled
by the DAQ hardware provide microsecond-resolved temperature proles at each probe location an
example of which can be seen in Fig. 4.4.
The radiation chamber is operated under quasi steady-state conditions (i.e., xed rotational
speed, constant power delivery to heating element, etc.) and 400 consecutive cycles are recorded at
each probe location. These individual cycles are phase-averaged, and any remaining coherent noise
is treated with an appropriate lter. (Note: Specics of the phase-averaging and signal processing
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Figure 4.4: Ex situ temperature response for uncoated and TBC-treated probes. The delay asso-
ciated with the peak temperature value of the TBC trace is directly attributable to the diusive
time delay t. (Note: To enable a more direct comparison, both temperature proles have been
normalized by the maximum surface temperature.)
routines will be explored in complete detail in the next chapter. For now, the reader is asked to
accept that the data processing decisions outlined above are 'reasonable'.)
As a result of the pre-processing/lter eorts and the quasi-steady chamber operation, the
phase-average traces shown in Fig 4.4 exhibit excellent signal-to-noise characteristics and remain
representative of actual cycle dynamics. Furthermore, the maximum temperature value recorded at
each probe location can be identied directly. In this way, the dierence in arrival time between
respective maxima represents the diusive-time lag for the chambers specic operating conditions.
This procedure is formalized below:
t;Exp = tmax;Surface   tmax;SubSurface (4.43)
And, re-expressing as non-dimensionalized diusive time-steps:
N;Exp =
t;Exp
t
(4.44)
Again, N;Exp is expressed as a whole number by rounding the result of 4.44 to its nearest
integer value.
(Note: The experimental t shown in Fig. 4.4 is a function of the frequency of the surface
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heat ux event in the chamber. As a result, diusive time-scales measured in the chamber envi-
ronment will not translate directly to engine measurements. In practice, the chamber-derived t
must be scaled to match the engine's operational parameters, including: rotational speed, number
of 'heating events' per rotation, etc.)
In general, the empirically-derived diusion time interval dened above (4.44) oers key
advantages relative to parameter based estimates (4.41). Most obvious is the absence of the un-
certainty/error which often accompanies ill-dened thermophysical properties. This inaccuracy is
essentially bypassed by the direct measurement method.
Furthermore, even in the hypothetical extreme, when 'ideal' conditions are present and
thermophysical/spatial parameters are known to innite precision, the inuence of secondary heat
transfer parameters (e.g. thermal contact resistance at each layer, porosity fraction, etc.) may only
be known to gross approximations. Experimental evaluation of the  term inherently accounts for
all resistances within the heat transfer pathway. Ultimately this enables a more 'physical' description
of the diusive time.
4.2.4 Ex Situ Modied SFSM Results
The theoretical background and methodological adaptations of the preceding sections are
used to write an SFSM-based IHCP solver. Specically, this algorithm minimizes the objective
function described by Eq. 4.20 using the modied SFSM (i.e., Eq. 4.42).
The ex situ randation chamber is used to evaluate the quality of the SFSM-derived heat ux.
Specically, the spatial uniform surface boundary condition (qSurf ) is applied simultaneously to both
'untreated' (i.e., metal) and 'TBC-treated' probes. An Air Plasma Sprayed (APS) Yittria Stabilized
Zirconia (YSZ) thermal barrier is used exclusively during the validation eort. The coating layer
is 100m thick with minimal porosity fraction. A nickel-based bondcoat layer ( 50m) is applied
between the probe's metal surface and the main TBC to ensure adequate stress relief.
As discussed previously, raw temperature data is recorded over several hundred cycles, at
which point the individual cycles are phase-averaged, digitally ltered, and smoothed to enhance
signal quality. The results of this eort for the TBC-treated probe are shown in gure 4.5.
Direct surface measurements from the metal probe undergo similar pre-processing treatment.
The resulting phase-averaged data is used in conjunction with Fourier decomposition processing
techniques [18, 37] to calculate the surface heat ux. This 'direct' analytic analysis of surface
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Figure 4.5: Phase-averaged and ltered sub-TBC temperature trace from the radiation chamber.
The 95% condence region is only slightly larger than line thickness.
heat ux assumes a 1D conduction pathway (as does the SFSM), and provides a well-established
benchmark with which judge the outcome of the inverse analysis.
Results for inverse and direct methods are displayed in Fig. 4.6.
Minimization of the objective function eectively 'closes' the dierence between measured
(Y ) and modeled (T ) temperature traces. This is demonstrated by the overlapping proles in Fig.
4.6 (a). As a result, TBC surface heat ux estimates from the modied SFSM correlate quite well
with the direct calculations of surface heat ux as can be seen in Fig. 4.6 (b). Moreover, the
phasing and magnitude of the inverse heat ux solution is consistent with the metal probe results,
and thus the solution of the corresponding direct problem.
Of particular signicance is the ability of the TBCs surface temperature to dramatically
'swing' in response to the heating and cooling events see Fig. 4.6 (c). This is primarily due to
the low thermal conductivity, limited heat capacity, and relative 'thinness' of the YSZ layer. Im-
portantly, this initial experimental analysis, reinforcing the exaggerated dynamic prole of the "low
conductivity/low heat capacity" coating material conceptualized in the modeling work of the pre-
ceding chapters. The impact of elevated surface temperatures on combustion and cycle performance
metrics will be explored in detail in a later chapter. For now, the reader is asked to consider the
agreement between the direct and inverse heat ux calculations.
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Figure 4.6: Successful minimization of the objective function S (as dened by Eq. ref) yields sim-
ilar measured and modeled temperature proles at the sensor location: (a) "direct" and "inverse"
solutions to the surface heat ux, (b) the SFSM estimate is bounded by its uncertainty and the
associated surface temperature proles are also provided (c). Notice the dramatic increase in tem-
perature swing magnitude for the TBC surfacethis is a direct consequence of the order of magnitude
decrease in thermal conductivity of the coated probe versus its metal counterpart. Layer 'thickness'
and the volumetric heat capacity (i.e., Cp) also impact the magnitude of the surface temperature
prole.
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Figure 4.7: Phase-averaged and ltered sub-TBC temperature trace from the experimental engine
during red operation at 1200 RPM. The 95% condence region is slightly larger than that found
in the radiation chamber - the likely result of increased noise contamination and cyclic variability.
4.2.5 Application of Modied SFSM to In Situ Engine Measurements
With the SFSM algorithm validated ex situ, the IHCP solver is extended to derive surface
temperature and heat ux proles within the ring HCCI engine detailed in previous. The same
fast response heat ux probes used in the radiation chamber are mounted within the cylinder head
of the research engine. Plasma-sprayed YSZ is again selected as the primary TBC material. The
engine is operated in multiple congurations (i) 'uninsulated' where uncoated heat ux probes are
paired with an uncoated aluminum piston, and (ii) 'insulated', where a TBC-coated probe is paired
with a similarly coated piston.
An overview of the pre-processed, sub-TBC, data trace is provided in Fig 4.7. As expected,
the phase-averaging/ltering process yields a high-quality, 'averaged' temperature trace which is
input to the SFSM-based solver. Close inspection reveals a slightly expanded condence region
relative to the chamber's pre-processed trace. This largely results from the increased noise in the
engine environment, i.e., contaminants from both mechanical and electrical sources. As will be
outlined in detail in the next chapter, considerable eort is invested in the pre-processing of the
engine-derived temperature measurements. The modied SFSM algorithm remains sensitive to
excess noise levels, and targeted pre-process can have a dramatic impact on solver outcome.
Unlike the uniform heat source produced by the radiation chamber, engine heat ow is
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Figure 4.8: 'Direct' and 'inverse' estimates of the surface heatux for 1200 RPM
(11:7mg=cycleoffuel), 1600 RPM (10:5mg=cycleoffuel), 2000 (10:3mg=cycleoffuel), and 2000
(10:5mg=cycleoffuel). The associated surface temperature proles are also provided. The magni-
tude of the temperature swing at the TBC surface is signicantly increased relative to the metal
(i.e., uncoated) probe's prole.
both temporally and spatially variant a result of turbulent and reactive gas dynamics. To ensure
consistent evaluation between engine congurations, temperature measurements are taken from the
same probe location (i.e., "pulley-side"). Operational set-points (AFR, intake temperature/pressure,
etc.) are matched for each of the engine congurations to further ensure consistency.
Figure 4.8 summarizes in situ results across multiple engine speeds. Closure terms demon-
strate eective minimization of the Objective Function by the modied solver. The general phasing
and over-all delity of the heat ux event (particularly over CADs spanning compression and com-
bustion) remains consistent between the two engine congurations.
The dynamic characteristic in situ is qualitatively similar to that witness in the radiation
chamber. Specically, the TBC layer exhibits a much exaggerated surface temperature 'swing' during
compression and combustion heating (see Fig. (c)). The achieved temperature swing is relatively
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sharp, as desired. Surface temperature increases at a high rate towards the end of compression and
right after the start of combustion, and it declines back to values typical of the metal surface by
the start of the next intake event. The amplitude is highest at 1200rpm. It decreases somewhat at
higher speeds as teh swing stretches due to time scale eects.
The SFSM does appear to become more susceptible to signal contaminants throughout the
intake and exhaust processes (i.e., 'open-cycle'). As surface temperatures drop during gas exchange,
the relative strength of the mechanical noise (including valve actuation) increases degrading the
signal-to-noise ratio. As a result, open-cycle temperature measurements generally exhibit higher
statistical deviation from mean values. (Beyond it's immediate impact on signal delity, this also
increases the magnitude of the uncertainty bounds for the qSurf estimate over this range. Thus, the
systematic quantication of heat transfer of later chapters will focus on crank angles spanning late
compression into the early expansion where signal delity is high and uncertainty remains low.)
A few closing remarks with respect to TBCs impact on engine heat transfer, emissions,
and eciency. Given the dominance of convection within the engine environment, any dierences
in the thermal conditions at the gas-wall boundary (including elevated surface temperatures) will
have a dramatic impact on heat transfer. The TBC layer eectively decreases the dierential be-
tween combustion chamber surface temperature and that of the bulk gas during late-compression
and combustion. (Recall the conceptual plot presented at the onset of the modeling work). This
helps 'preserve' heat in-cylinder, which has been shown to have an immediate impact on engine
performance, emissions, and eciencies - particularly in the context of low temperature combustion
[79]. The analysis enabled by the modied SFSM algorithm helps to elucidate the inuence of TBCs
on HCCI, enabling quantication of key metrics including surface temperature and heat transfer.
This work forms the a major component of the following chapters.
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Chapter 5
Error Sources and Limitations of
the Inverse Solver: A Closer Look
Development and modication of inverse solution methodology was formalized in the pre-
ceding chapter. This section will serve to identify and evaluate the primary source(s) of error and
signal degradation (i.e., 'signal loss') related to the SFSM estimates. To better evaluate the in-
tegrity of the inverse-derived results, the current section will consider the following three areas: (i)
Impacts relating to the discretization of the equations governing the temperature eld (i.e., 1-D Fi-
nite dierence model), (ii) limitation associated with combined eect of low conductivity materials
and subsurface temperature measurements, and (iii) signal routing and instrumentation failure(s)
specic to the telemetry linkage.
5.1 Validation of Finite Dierence Model: A comparison of
Exact vs. Discretized Solutions
At the heart of the inverse solver is a discretized version of the governing heat diusion
system treated at length in earlier chapters. A particularly exible discretization method (commonly
know as the "Combined Method" [78]) takes the following form:
Tn+1i   Tni
t
= [
Tn+1i 1   2Tn+1i + Tn+1i+1
(x2)
+ (1  )T
n
i 1   2Tni + Tni+1
(x2)
] (5.1)
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Figure 5.1: A representative schematic of the simplied heat transfer system. To enable an exact
solution, a sine function is selected as a representative frontside boundary condition. A constant
temperature is applied at the backside boundary, and the slab itself is made of a single, uniform
material.
where i references the location (i.e., "node") within the temperature eld T at time n. In
addition,  represents thermal diusivity (m
2
s ), x the spatial step in meters (i.e., node spacing or
"mesh" resolution), and t the time-step in (sec). The coeecient  spans teh interval 0    1.
For cases where  = 0 5.1 reduces to a 'simple explicit' form of the dierence equation. Likewise,
 = 1 yields the 'simple implicit' variant. A more complete overview of this method can be found in
[78]. For now, the reader is asked to consider the case where  = frac12. This value of  transforms
5.1 into the "Crank-Nicholson" form of the discretized diusion equation. Evaluation of the leading
truncation error term reveals 2nd-order accuracy in both space and time.
In general, the algorthim for the resulting nite dierence equation follows the approach
rst outlined by Crank-Nicholson method. [45]
5.1.1 Periodic Heating: An Exact Solution Using Green's Functions
To assess the performance of the nite dierence model it is helpful to compare its numeri-
cal solution against an exact solution (when available) to the governing equations. Typically, exact
solutions are limited to relatively simple systems/boundary conditions - which generally limits their
application to 'idealized' problems. Despite this lack of range, it's possible to capture the essen-
tial dynamics of more complex heat transfer congurations by studying exact solutions of (near)
analogous systems when available. This is the approach employed herein.
The TBC treated probe and/or piston is more accurately modeled as a composite slab -
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that's to say, multiple layers (with varying thermophysical properties) occupy the space between
front and backside boundaries. (See Fig. 4.2 for reference). To simplify analysis, and enable
analytical techniques, we will temporarily consider a 'unislab' conguration - a single material system
with uniform material properties. Next, we must select a simplied boundary condition which
still captures the dynamical 'essence' of those found in both the radiation chamber and engine
environments. That's to say, a periodic boundary conditions with peak amplitude of 1 fracMWm2.
By exploiting the mathematical symmetry of the cosine function, we can approximate the periodicity
of both in situ/ex situ boundary conditions while avoiding the functional complexity (and, in the
case of the engine, considerable cycle-to-cycle variability) of both experimental regimes.
The mathematics of the governing system are formalized below:
@
@x
(k
@T
@x
) = c
@T
@t
; 0 < x < L (5.2)
T (x; 0) = To(x) (5.3)
 k@T
@x
= qo cos(!t) (5.4)
T (L; t) = To (5.5)
Note: In an eort to remain consistent with the modeling framework of preceeding chapters,
a xed temperature is applied at the backside boundary. Additionally, the initial temperature prole
(T (x; 0)) is spatial uniform, and set equal to To.
In an eort to remove dimensional constraints, temperature, time, position, and rotational
frequency may be re-express as:
~T =
T (x; t)  To
qoL=k
(5.6)
~x =
x
L
(5.7)
78
~t =
t
L2
(5.8)
~! =
!L2

(5.9)
Substitution of these non-dimensional term into Eq.'s 5.2 - 5.5 yields:
@2 ~T
@~x2
=
@ ~T
@~t
; 0 < ~x < 1 (5.10)
~T (~x; 0) = 0 (5.11)
 @
~T
@~x
= cos(~!~t) (5.12)
~T (1; ~t) = 0 (5.13)
The simplicity of this non-dimensionalized set of equations enables an exact solution in the
form of Green's Functions [20]. Specically, a "co-time", series solution may be expressed as a
function of non-dimensional space, time, and periodicity where:
~T (~x; ~t; ~!) = 2
1X
m=1
cos(m~x)
4m + ~!
2
[2m cos(~!~t) + ~! sin(~!~t)]  2
1X
m=1
cos(m~x)
4m + ~!
2
[2m exp( 2m~t)] (5.14)
where,
m = (m  1
2
) (5.15)
The 'counting variable' m represents the individual terms of the , and as the summation
implies runs from 1 to inf.
A brief comment regarding the summation terms on the right-hand-side of 5.14. The rst
series represents the 'steady periodic' component of the temperature solution, that's to say the
component of the over-all temperature eld which remains once 'start-up' transients (at early times)
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fade away. In contrast, the second term encodes the aformentioned 'decaying transient' component
of the temperature response. It should be noted that the 'steady periodic' term, as expressed in
5.14, is slow to converge - in other words, it requires rather large values of m. To ease analysis of
the "co-time" series, a non-series term may be substituted [20] as follows:
2
1X
m=1
cos(m~x)
4m + ~!
2
[2m cos(~!~t) + ~! sin(~!~t)] =) Real[
e~x   e (2 ~x)
(1 + e 2)
ei~!
~t] (5.16)
where,
 = (1 + i)
r
~!
2
(5.17)
The real part of the complex expression in 5.16 is substituted into ??, enabling more ecient
analysis. In practice the remaining terms associated with the early-time transient is generally trun-
cated by tracking the magnitude of the exponential operation . As one might expect, early times
require a slightly longer series (mtearly  100) to capture the inuence of the start-up transient,
while later times (as the "quasi" steady-state condition is approached) reduce the burden on the
series component (mtlate  25).
For a more in-depth treatment of Green's Functions, including the solution methodology
outlined above, the interested reader should reference the following source material [20]. In an eort
to establish the ecacy of the discretized thermal model (and the associated numerical approach)
of the present analysis, the Green's Functions will enable a qualitative comparison between solution
methodology.
5.1.1.1 Evaluation of Discretized Grid Size and Time Step
The solution methodology outlined above will enable evaluation of numerical results over
a range of rotational speeds and mesh sizes. In general, this analysis attempts to create engine-
relevant time scales by varying the periodicity of the applied sine wave. However, before comparing
the analytic and numeric methods, a brief note regarding rotational speeds is warranted.
Within the context of this dissertation, engine operation and analysis is limited to three
specic rotational speeds: 1200rpm, 1600rpm, and 2000rpm. Given the 4-stroke cycle sequence of
the HCCI test engine, red events (i.e., combustion at TDCf ) require two complete crank rotations.
This eectively 'halves' the periodicity of the 'heated' portion of the cycle relative to engine speed.
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Figure 5.2: A comparison between the exact temperature eld, and the results of the nite dierence
model - 600rpm, dx = 5  10 5m.
Thus, when a four-stroke engine spins at 1200rpm (20Hz), the periodicity of red events mimics a
10Hz event.
In contrast to the 4-stroke engine cycle, the sine wave associated with the front-side boundary
condition (i.e., the applied heat ux described in Eq. 5.5) produces a heating event with each
rotation. Thus, to ensure an engine relevant time-scale, the govern system will be evaluated for
rotational speeds which are a factor of two slower than the corresponding engine speeds. These
results are presented (graphically) below, and examine the slowest (1200rpm) and fastest (2000rpm)
engine speeds. A concise discussion of outcomes follows.
Figures 5.3 - 5.4 summarize the results of the grid study for the 1200rpm 'engine-equivalent'
case. The ultimate goal of this bench-marking analysis is twofold. First, equivalence between
the numerical solution to the governing system of equations and its analytic counterpart must be
established. Second, and not unrelated, the grid spacing which yields mesh independent results must
also be determined. It is only after both conditions are satised that numeric results can be treated
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Figure 5.3: A comparison between the exact temperature eld, and the results of the nite dierence
model - 600rpm, dx = 1  10 5m.
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Figure 5.4: A comparison between the exact temperature eld, and the results of the nite dierence
model - 600rpm, dx = 1  10 6m.
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Figure 5.5: A comparison between the exact temperature eld, and the results of the nite dierence
model - 1000rpm, dx = 5  10 5m.
as 'equivalent' to exact solutions within the delity of the current measurements and experimental
setup.
Figure 5.2 plots results for a relatively 'coarse' grid interval (dx = 5  10 5m). In addition,
Fig. 5.3 provides an intermediary grid spacing (dx = 1  10 5m), while Fig. 5.4 plots results for the
nest grid interval(dx = 1  10 6m).
A similar sequence of results is included for the 2000rpm 'engine-equivalent' case - Figures 5.6
- 5.7. In both sequences, temperature proles for both surface and subsurface locations are provided.
It should be noted that the subsurface location (at 150m depth) was selected to approximate the
desired TBC thickness. Recall, the TBC-treated temperature probes record temperature at depths
roughly equivalent to this interval. The error between analytic (Green's Function approach) and
numeric (Crank Nicholson) are also provided in.
In general, the error between solution methodologies moves toward a minimum as grid size
approaches the lower bound (dx = 1  10 6m). Within the context of experimental data, the error
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Figure 5.6: A comparison between the exact temperature eld, and the results of the nite dierence
model - 1000rpm, dx = 1  10 5m.
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Figure 5.7: A comparison between the exact temperature eld, and the results of the nite dierence
model - 1000rpm, dx = 1  10 6m.
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reported for the nest mesh is well below the expected uncertainty of the J-type thermocouples used
in both in/ex situ environments - (typically += 2oC or 2%, whichever is larger). Thus, the numeric
results may be treated as indeed equivalent to the exact solution with respect to the delity of the
associated experimental measurements.
As mentioned at the onset, this bench-marking should establish the appropriate mesh re-
quirement while also verifying the accuracy of the numeric approximation. Upon review of the
dx = 1  10 6m results, these conditions are satised for each of the rotational speeds. As such,
analysis within this dissertation is performed in accordance with the aforementioned grid spacing,
and will be treated as equivalent to exact solution methodology.
5.2 Periodic Surface Heating and Subsurface 'Information'
Loss
The exact solution discussed at length in the preceding section is also useful for evaluating
the propagation of specic frequency components given a composite boundary condition waveform.
Of particular interest are the interior locations corresponding to sub-surface temperature sensors
positions within the experimental environment.
Signal lag and attenuation is an inherent characteristic of the governing equations describ-
ing heat ow as it diuses away from the surface source term. In general, change in the surface
boundary condition (heat ux, in this case) will induce change in the temperature eld throughout
the domain of interest. However, the magnitude of the dynamic temperature response decreases at
locations further removed from the surface - again, as a result of the diusive nature of the governing
equation. This reality has a signicant impact on the 'recoverability limits' of inverse methods which
reconstruct surface trends using subsurface measurements. To gain a better 'feel' for the extent to
which such considerations impact the current analysis, a composite signal of three distinct frequency
bands will be considered. Furthermore, the propagation of the composite surface heating term is
evaluated for two distinct substrate materials - one metal and one ceramic.
In order to construct a a periodic heating term with multiple frequency components, su-
perposition of individual dine waves is pursued. As a consequence, linearity of the thermal system
is required. This implies that the relevant thermophysical parameters such as thermal conductivity
and heat capacity do not change as the temperature eld responses to the transient dynamics of
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the surface heating event. Such a pre-condition remains entirely compatible with the treatment
of thermophysical properties throughout the present work. That's to say, key parameters are held
constant over the temperature ranges considered in this dissertation.
The present section seeks to quantify the available frequency content at sub-surface loca-
tions corresponding to sensor positions. For the purposes of this work, frequency content is in fact
analagous with information. That's to say, transient heating (as dened by surface heating/cooling
processes) 'disturbs' the temperature eld at frequencies corresponding to physical processes. In the
engine environment, the principle frequency driving temperature transients is that of the combus-
tion event - which is determined by the rotational speed. This is particularly true given steady-state
operation. Additional frequencies generated by excessive 'ringing' (i.e., 'engine knock') may also be
present. In a physical sense, the composite temperature transient results in a temperature time-series
(i.e., prole) at the sensor location. In the metal engine, this sensor records surface temperatures.
The TBC-treated engine records subsurface temperatures. Thus, given the diusive nature of heat
conduction it is important to identify and evaluate the frequency spectrum which can (and cannot)
be resolved at the sensor locations. Ultimately, this information will help determine the limitation
of the inverse methodology utilized in the present study.
5.2.1 Quantify Information Loss via Superposition
In this section an eort is made to quantify the frequency content at surface and subsurface
locations which results when multiple sine waves (of varyingperiodicity) are applied to the surface
of the model introduces in Fig. 5.1. Two distinct material are considered, and dierences in the
resulting temperature elds are quantied.
To begin, the temperature eld resulting from the application of a multi-component surface
heat ux 'waveform' is considered. The waveform itself is constructed by superimposing three
separate sine waves, each oscillating at distinct frequencies (1200rpm or 20rot/s, 12,000rpm or
200 rot/s, and 120,000rpm or 2000 rot/s). It should be noted that 1200rpm is the most 'engine-
relevant' frequency in the above series. However, to better identify the impact of sensor placement
on information loss, an expanded frequency range is required.
The waveform which results after superposition of individual sine waves is shown in Fig. 5.8
- with subplot (a) showing individual waves and subplot (b) showing the combined waveform. The
power spectral density is also provided in Fig. 5.8c. The primary frequencies of the individual sine
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Figure 5.8: A superposition of three distinct sine waves, with frequencies spanning three-orders
of magnitude. Figure (a) plots individual waves, while (b) display the associated super-position.
Spectral density of the combined waveform is shown in (c).
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Figure 5.9: The solution to the temperature eld is evaluated at the metal surface. Figure (a) plots
the individual solution components, while (b) display the associated super-position. Spectral density
of the combined waveform is shown in (c).
waves correspond to the spectral density 'spikes' Notice the similar magnitudes.
Applying the composite boundary condition to the thermal system outlined in Fig. 5.1, and
assigning thermophysical properties congruent with the stainless steel body of the IR Telemetrics
probe, results in the surface proles displayed in Fig. 5.9a-c. The corresponding subsurface proles
are displayed in Fig. 5.11a-c.
Inspection of the surface temperature response shown in Fig. 5.9a-b reveals dynamic behav-
ior which is physically consistent with the relative time-scale(s) of the individual sine waves. That's
to say that the temperature swing associated with the highest frequency component exhibits the
smallest peak-to-peak span. After all, this waveform results in smallest heating/cooling time (in an
absolute sense) relative to the other sine waves. Likewise, the sine wave with the lowest oscillatory
frequency yields the highest peak-to-peak temperature swing. This behavior translates directly to
the spectral density peaks shown in Fig. 5.9c. Simply, surface signal strength (and by extension
'information') is remains amplied towards the lower end of the frequency band.
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Figure 5.10: The solution to the temperature eld is evaluated at the gadolinium zirconate surface.
Figure (a) plots the individual solution components, while (b) display the associated super-position.
Spectral density of the combined waveform is shown in (c).
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Figure 5.11: The solution to the temperature eld is evaluated 150m below the metal surface.
Figure (a) plots the individual solution components, while (b) display the associated super-position.
Spectral density of the combined waveform is shown in (c).
A similar series of plots is shown for a thermal system which has been assigned properties
equivalent to the gadolinium zirconate material. These results, compiled in Fig. 5.10a-c, show
similar behavior to the corresponding metal trends. It should be noted that the over-all magnitude
of the peak-to-peak surface temperature swing is elevated for the gdzr case. This observation remains
entirely consistent with the temperature swing concept developed at the onset of this dissertation.
Furthermore, when evaluating the composite waveform of in Fig. 5.10b, the contributions from the
individual sine waves are readily identiable in the composite waveform.
We now consider the analysis at the center of this current section. Specically, we consider
the temperature eld 150m below the surface of the respective materials. For the metal case,
results are shown in Fig, 5.11a-c. Here the diusive nature of governing system begins to manifest.
The composite waveform has 'lost' the majority of the frequency content associated with the 2000
rot/s sine wave. Qualitatively, this is apparent in the superposed signal of 5.11b. To gain a more
quantitative assessment, one should consider the power spectral density reported in 5.11c. Here, the
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Figure 5.12: The solution to the temperature eld is evaluated 150m below the gadolinium zironate
surface. Figure (a) plots the individual solution components, while (b) display the associated super-
position. Spectral density of the combined waveform is shown in (c).
relative power between lowest-to-highest frequency waveforms spans nearly 6.5 orders of magnitude.
In comparison, the spectral peaks accompanying the metal surface PSD were within two orders of
magnitude of eachother. Clearly information associated with the highest frequency component of
the over-all transient are 'lost' prior to arrival at the subsurface sensor location.
Finally, the subsurface results for the GDZR treated probe are considered. As shown in
Fig. 5.12a-c, the width of the 'surviving' frequency band continues to diminish, with only the lowest
frequency component registering at the subsurface. The qualitative response of the subsurface
waveform is clearly dominated by the 20rot/s sine wave. A 'trace' amount of energy remains at
the 200 rot/s location, while energy from the 2000 rot/s sine wave is undetectable at the sensor
location. Only the 20 rot/s wave transfers energy (and thus, usable 'information') 150m below the
gdzr material's surface.
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5.2.2 Concluding Remarks
Signal attenuation is an inherent feature of any diusive system. As such, the current heat
transfer conguration is subject to information 'loss' at subsurface sensor locations. By utilizing the
exact solution developed in Sec. 5, a composite waveform spanning three orders of magnitude was
utilized as the front side boundary condition. This approach enabled the 'recoverability limits' of
inverse methods to be quantied relative to the available frequency content at the sensor location. in
general, the assessment demonstrated that engine-relevant frequencies are still present at the sensor
location for both metal and gdzr congurations. However, upper range spectral content was not
present at the probe depth. This may have implications for higher frequency components of the
surface temperature and/or heat ux proles. This being said, the primary component of engine
heat events (i.e., combustion) disturbs the temperature eld at the sensor location - and thus inverse
methods remain applicable.
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Chapter 6
Quantifying the Impact of Thermal
Barrier Coatings on Heat Transfer
This chapter serves as the 'meeting ground' for the various models, techniques, and analytic
processes discussed in the preceding chapters. Together, this combined 'toolset' will enable quanti-
tative assessment of heat transfer at the cylinder. The thermal composition of the interior charge
will also be assessed. Accordingly, two major thrusts will be pursued.
First, the inverse solver developed in the preceding chapter, along with direct measurements
from the metal engine, will be used to quantify in situ surface temperatures and heat ux. Analysis
will consider key cycle metrics, (including instantaneous work-rate, combustion eciency, etc.), in
an eort to better understand the mechanism(s) underlying performance and eciency gains. The
data presented in this section will compare metal engine results against those of the gadolinium
zirconate treated engine.
The eorts of the current analysis will ultimately support the analysis of subsequent chap-
ters, where a novel post-processing technique will combine the results of 1stLaw Heat Release Anal-
ysis with predicted ignition-delay time using an HCCI-relevant autoignition correlation. In essence,
this method assigns charge mass (from the Mass Fraction Burned prole) to hypothetical temper-
ature 'zones' (modeled within the A.I. correlation) to enable a probabilistic description of the in-
cylinder charge temperature distribution. This technique quanties the degree to which in-cylinder
contents are 'Thermally Stratied'. This section will compare metal engine results against three
95
separate coating formulations.
6.1 Global Heat Transfer
The evaluation of cylinder-wide (i.e., 'global') heat transfer is a combined eort, relying
on the complete array of analytic and experimental methods highlighted in the preceding chapters.
Instrumentation is expanded to include the telemetry linkage system. the apparatus will provide
a vastly expanded measurement array, where temperature measurements from multiple in-cylinder
locations inform a global heat transfer evaluation. Similar instrumentation arrays are explored for
both metal and gadolinium zirconate engine congurations - enabling direct comparison of surface
temperatures and heat ux proles. As a consequence, the following analysis will utilize both 'direct'
and 'inverse' approaches to evaluate the associated heat transfer congurations.
To begin, this section will summarize relevant experimental considerations - reviewing the
expanded instrumentation array and establishing common measurement locations for each of the
engine conguration. A detailed overview of the requisite processing/calculation methodology is
also provided. This eort is intended to make clear the 'analytic pathway' from raw temperature
measurements to global heat loss numbers. The realities of experimental noise and sub-optimal
instrument integrity (i.e., sensor degradation) will also be discussed. Clear disclosure of these details
(and the associated impact on signal delity, etc.) will help contextualize quantitative conclusions
relative to the integrity of the underlying raw measurements.
To help facilitate this analysis, a detailed 'walk through' of relevant processing methodology
is included for the '1200 Fuel Match' engine operational point. This eort will review signal quality
and processing specics at each of the shared (spatial) measurement locations. Finally, results from
individual locations will be used to construct a representative Global Heat Flux Trace. Dierent
averaging strategies will discussed, and their outcomes evaluated.
Following the thorough presentation of the preceding section, comprehensive point-by-point
analysis described above is streamlined. Instead, results and discussion are limited to the Global
proles. This approach enables more ecient analysis across the complete engine operational range.
To further strengthen the temperature-based observations, a detailed analysis of instanta-
neous cycle-work (both rate-based and cumulative) is also provided. Accordingly, a crank-angle
resolved work-rate (i.e., dP=dV ) is constructed for each of the operational cases listed above. This
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analysis oers an independent (pressure-based) perspective on cycle gains (i.e., eciency mecha-
nism). This nal eort ties critical TBC parameters to heat transfer trends and cycle performance
metrics - helping to reveal the full dimensional impact of the coating formulation.
6.1.1 A Review of Instrumentation
The telemetry linkage apparatus represents the major experimental component of the present
work. Although this device greatly expands the measurement array, successful integration into the
the existing data acquisition stream (and sucient operational longevity) represent the major ex-
perimental challenge of this work. A number of the specic challenges where highlighted in detail
in the last chapter.
As a consequence of the high-risk/high-reward characteristic of the expanded experimental
array, a limited number of measurement locations remain operational for the duration of metal/GDZR
engine experiments. To ensure a 'even-handed' comparison between the engine results, analysis is
limited measurement locations which remained operational for both engine congurations. These
'shared' locations are detailed in Fig.6.1.
The in-cylinder measurement array also includes the head mounted probes shown earlier in
teh experimental setup. This expands surface coverage to non-reciprocating engine components.
Head locations utilize the 'IR-Telemetrics' style probe. (Recall, pistons are instrumented with
'Medtherm' probes.) As a consequence, the head-derived temperature information exhibits higher
over-all signal quality, and remains less susceptible to the mechanical failure modes associated with
the reciprocating linkage assembly. Individual signal quality and the associated processing sequence
are reviewed in detail below.
6.1.2 Derivation of Global Heat Flux from In-Cylinder Temperature Mea-
surements
This section provides an in-depth look at the signal-delity characteristics, processing out-
comes, and heat transfer results for each of the 'shared' probe locations identied in Fig. 6.1. 'Lo-
calized' heat ux is calculated using 'direct' (metal engine) and 'inverse' (TBC engine) techniques.
These results are transformed into rate-based expressions, and integrated over combustion-relevant
crank-angles to evaluate cumulative heat 'loss' between the respective engine congurations.
97
Figure 6.1: A review of piston thermocouple locations. Those remaining operational for both metal
and GDZR engine experiments are highlighted in purple. The bowl region remains well 'sampled'
(probes 1,7,8), while the squish region is limited to a single probe (6). Two head-mounted probes
are also available for analysis.
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Figure 6.2: Measured ('direct') and estimated ('inverse') surface temperatures for the metal and
gadolinium zirconate engine congurations. Operational conditions: 1200RPM; _fuel = 11:6 mgcycle
To enable more compact analysis, 'local' results are spatially averaged to construct a single
'global' prole. The averaging processes has the added benet of further attenuating non-coherent
noise.
In an eort to provide a more complete overview of the processing routine (while disclosing
the implication of individual decisions), full details are provided for the '1200RPM Fuel Match'
point (i.e., '1200f '). This detailed review is followed by a summary of heat transfer outcomes for
the remaining operational points - where focus shifts to the spatially-averaged data.
Piston Location: 'Psi'
Analysis of the '1200f' point begins with a comparison of surface temperature proles at
the Psi location. A convention introduced here, and followed throughout the analysis, is the iden-
tication of sensor location in the upper left quadrant of Fig. 6.2.
Metal and GDZR surface temperature proles are compared at the Psi location. As a
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consequence of inherently low thermal conductivity, the SFSM results clearly show GDZR's dramatic
surface temperature 'swing' in-response to the incident combustion heat. Peak values occur shortly
after TDCf , and largely 'recover' to metal-like levels during the gas exchange process.
A few remarks regarding 'open-cycle' temperature values are warranted. As discussed at
length in the preceding chapter, signal-to-noise is least favorable during open-cycle crank angles.
This is largely driven by decreased signal amplitude in the (almost complete) absence of signicant
heating/cooling events. As a consequence, SFSM-derived results generally exhibit their lowest level
of delity during this time - and in extreme cases may prove unreliable.
A notable exception involves impingement of fuel spray atop the piston surface during the
DI event. Certain probe locations on the piston surface interact directly with the fuel spray during
this period. (Recall, injection begins at 333obTDCf ). The impinging fuel demands a considerable
amount of heat as it transitions from liquid lm to vapor. As a consequence, this phase transition
generates a measurable negative heat ux at the sensor location - which ultimately manifest as a
downward temperature spike. This detail, barely visible in the current gure (i.e., Fig.), becomes
noticeably pronounced at other piston locations and/or operational points.
The results of the SFSM sequence, again for the Psi location are shown in Fig. 6.3. Solver
convergence is demonstrated in (a), with measured and modeled sub-TBC proles 'falling' on top of
each-other. This agreement is further established in the 'measured-vs.-modeled' dierence proles
plotted in (b). Finally, the resulting surface heat ux is plotted against the metal engine prole.
Initial inspection shows both smaller peak heat ux and evidence of fuel interaction in the vicinity
of the Psi location.
The crank-angle resolved heat ux prole shown in Fig. 6.3c is converted into a rate-
based metric using the exposed in-cylinder surface area. Note: Piston and redeck surface area is
estimated using their representative CAD (i.e., 'computer added design') models within SolidWorks.
This values remain constant across the engine cycle. In contrast, the exposed surface area of the
cylinder liner varies with crank angle. This values are calculated using the following sequence [43].
First the distance between crank axis and wrist pin oset is determined using the following
expression:
s() = a cos  +
 
l2   a2 sin2  12 (6.1)
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Figure 6.3: Summary of SFSM results, where: (a)Display's solver convergence at the node cor-
responding to the recorded subsurface temperature. (b)Displays dierence (i.e., 'Error') between
measured and modeled temps in (a). Lastly, (c) shows measured qSurf;Metal ('direct') and esti-
mated qSurf;GDZR ('inverse').
Figure 6.4: Crank-angle resolved (i.e., 'Instantaneous') surface area for two crank rotations - one
complete engine cycle. Note: PistonArea = 6998:4e
 6(m2) and HeadArea = 101:37e 4(m2). Ex-
posed liner area (i.e., 'ALiner') varies with crank position, and can be calculated using geometric
parameters outlined in an earlier section.
101
This allows a crank-angle resolved volume array to be calculated such that:
V () = Vc +

4
B2 (L+ a  s())

(6.2)
Given the cylindrical geometry of the liner, the displaced cylinder volume may be re-
expressed as an instantaneous liner surface area where,
ALiner() =
4
B
(V ()  Vc) (6.3)
With the result of Eq.6.3 the total surface area at each crank angle may be re-expressed as:
ATotal = AHead +APiston +ALiner (6.4)
The results of this eort, reecting the engine geometry outlined in an earlier section are
shown in Fig. 6.4
The instantaneous surface area values are used in conjunction with the heat ux proles
reported in Fig. 6.5a to calculate the representative 'heat ow rate' shown in Fig. 6.5b (left axis).
The qualitative characteristic of these proles largely matches that of the heat ux trace. However,
a few notable deviations exist - particularly over closed-cycle crank angle degrees.
For example, in-cylinder surface area is greatest when the piston approaches TDC - see
Fig 6.4. These 'elevated' scalar values are essentially used as a multiplier when converting from
W=m2 (i.e., instantaneous heat ux) to J=CAD (i.e., heat ow rate). Thus, features of the heat ux
trace in the vicinity of the TDC locations are 'exaggerated' by the increased magnitude of the area
scalar. In the case of the SFSM-derived prole, this is particularly unfortunate as the signal quality
is lowest over this portion of the cycle. (As discussed, open-cycle temperature traces have degraded
signal-to-noise in the absence of 'signicant' heating/cooling events). This reality will limit analysis
of cumulative heat loss to crank angles spanning late-compression and combustion.
A nal comparison between metal and GDZR-treated engine variants involves the evaluation
of 'combustion-relevant' heat loss. This metric will be limited to the crank angles immediately
surround TDCfiring, and will include the  90 to 90 interval. The heat loss rate of Fig.6.5b is
numerically integrated to better evaluate total heat loss over this interval. The outcome of this
evaluation is shown in Fig.6.5c.
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Figure 6.5: The instantaneous qSurf proles from 6.3 are re-plotted in (a). Instantaneous surface
area is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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The trends reported in the cumulative heat ux trace are somewhat counter-intuitive. That's
to say, the total heat loss reported for the metal engine conguration is less than the values reported
for GDZR-treated engine. This result is in direct opposition to the advanced combustion phasing,
decreased burn duration, and increased combustion eciency reported for TBC engine congurations
[80]. In short, the cumulative heat loss observation at this probe location is rather suspect.
Closer inspection of the heat loss prole reported in Fig.6.5 may help identify the source
of this discrepancy. First, the phasing of the peak heat ux (and corresponding heat loss rate) in
the GDZR engine are phased later than the peak value measured in the metal engine. This is most
likely the result of the pre-processing eorts performed during SFSM analysis. Slight 're-shaping'
of the sub-TBC temperature trace (due to excessive smoothing of signal noise, for example) could
substantially alter the character and phasing of the surface heat ux estimate. Furthermore, the
'oscillatory' behavior of SFSM-derived heat ux trace during the 90CAD 180CAD interval is most
certainly not physical. Again, noise within the sub-TBC trace is the likely culprit. However, the net
eect of this feature is the further elevation of the cumulative heat loss within the GDZR-treated
engine to values beyond those reported for the metal engine.
In an eort to counteract the inuence of noise-driven error at individual probe locations,
spatially-averaged heat ux and heat loss proles are constructed. However, the remaining shared
probe locations will be examined before the 'averaged' results are considered.
Piston Location: 'Psvi'
Next, the piston surface probe at the 'Psvi' location is considered. This probe represent the
only shared location in the piston squish zone. A similar processing sequence is pursued, beginning
with a comparison of surface temperature proles for each of the engine congurations.
Similar to the trends shown for the 'Psi' location, the GDZR-treated piston exhibits a dra-
matic increase in surface temperature over late-compression and combustion processes - see Fig.6.6.
A major qualitative distinction accompanying the data from this probe location is the relative 'clean-
liness' of the signal. In contrast the trace results at the 'Psi' probe, measurements at this spatial
location contain inherently less noise.
Again, agreement between the measured sub-TBC temperature and the modeled trace are
excellent - as shown in Fig.6.7a - Fig.6.7b. A comparison between metal and GDZR surface heat ux
proles are also shown (Fig.6.7c.). As anticipated, open-cycle heat ux is similar between engine
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Figure 6.6: Measured ('direct') and estimated ('inverse') surface temperatures for the metal and
gadolinium zirconate engine congurations. Operational conditions: 1200RPM; _fuel = 11:6 mgcycle
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Figure 6.7: Summary of SFSM results, where: (a)Display's solver convergence at the node cor-
responding to the recorded subsurface temperature. (b)Displays dierence (i.e., 'Error') between
measured and modeled temps in (a). Lastly, (c) shows measured qSurf;Metal ('direct') and esti-
mated qSurf;GDZR ('inverse').
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Figure 6.8: The instantaneous qSurf proles from 6.3 are replotted in (a). Instantaneous surface
area is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
types, with the largest relative dierences occurring over the crank angles spanning TDC.
The instantaneous heat ux proles of Fig.6.7c and Fig.6.8a are again re-expressed as heat
loss rates in Fig.6.8b (left axis). Note the substantial agreement between engine types over open-
cycle crank-angles. This is largely driven by the superior signal quality at the 'Psvi' location. This
enhanced signal condition is most likely the combined result of better probe health (i.e., 'intact'
measurement junctions) and more optimal pre-processing of the sub-TBC temperature trace.
Evaluation of total heat loss over the  90 to 90 interval is again shown in the nal sequence
of Fig.6.8. Unlike the results reported for the 'Psi' location, a more physically-consistent trend is
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Figure 6.9: Measured ('direct') and estimated ('inverse') surface temperatures for the metal and
gadolinium zirconate engine congurations. Operational conditions: 1200RPM; _fuel = 11:6 mgcycle
shown in Fig6.8c. A slight reduction in cumulative heat loss is displayed for the GDZR engine,
particularly over the crank angles corresponding to the peak surface temperature values reported in
Fig.6.6. Interesting to note is the 'convergence' of total heat loss at the conclusion of the evaluation
interval (i.e., 90oaTDCf ). This result is consistent with the trends reported for a separate coating
material by citeo2017inverse.
Piston Location: 'Psvii'
Analysis now considers the 'PSvii' probe. Data recorded at this location stands in distinct
contrast to the temperature measurements detailed at the 'Psi' and 'Psvi' locations. Although the
'Psvii' measurement junction remains functional, signal delity is signicantly compromised - the
likely result of increased noise susceptibility of a physically degraded measurement junction.
The poor signal quality of the subsurface temperature measurement is amplied in the
SFSM surface temperature estimate shown in Fig.6.9. Although the general qualitative characteristic
108
Figure 6.10: Summary of SFSM results, where: (a)Display's solver convergence at the node cor-
responding to the recorded subsurface temperature. (b)Displays dierence (i.e., 'Error') between
measured and modeled temps in (a). Lastly, (c) shows measured qSurf;Metal ('direct') and esti-
mated qSurf;GDZR ('inverse').
of the SFSM-derived surface temperature prole remains consistent with the previously discussed
results, a substantial noise train extends throughout the cycle. However, it is interesting to note the
substantial dip in GDZR surface temperature during intake and early compression relative to the
metal engine trace. It should be noted that both the metal and TBC-treated engine congurations
are subject to fuel impingement at this location. A slightly negative 'dip' (2 degrees) in surface
temperature is clearly shown in the metal piston data. Thus, it remains a reasonable expectation
that the GDZR material should experience a similar 'cooling' event, when the impinging (liquid)
fuel spray contacts the TBC surface. Furthermore, the low thermal inertia of the GDZR material
enables the material to respond quickly to surface heating and cooling transients. Thus, in a manner
similar to the rapid temperature swing observed during compression/combustion heating, the GDZR
surface temperature will likewise trend downward during impingement events. This behavior remains
consistent with the idealized coating behavior conceptualized at the onset.
In general, convergence of the inverse solver remains excellent at this probe location. That
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said, 'hints' of subsurface noise can be seen in rapidly uctuating component of the proles shown
in Fig.6.10a. The high frequencies associated with the noise-driven uctuations extend beyond the
solver's capability. This behavior further manifests in the error reported in Fig.6.10b, where large
noise-driven transients elevate the localized error magnitude. Despite the noise contaminants, and
the associated error, the general qualitative characteristics of the temperature swing remain intact.
Furthermore, peak surface heat ux estimates remain below those measured in the metal engine -
see Fig.6.10c. Taken together, these attributes oer further verication of the GDZR material as a
favorable TBC formulation.
Finally, heat loss is evaluated for the 'Psvii' location. The familiar 'heat-ow-rate' to 'cu-
mulative heat loss' calculation pathway is pursued to quantify the combustion-relevant heat ow.
Consistent with the results of the preceding sections, pervasive noise contamination continues to de-
grades the delity of the SFSM-derived estimates. The severity of the noise at this location renders
the nal analysis questionable. In a practical sense, the uctuating (wave-like) noise component
of the continuous heat transfer rate shown in Fig.6.11b severely limits meaningful analysis of this
prole. (Recall, when converting heat ux to heat ow rate, an instantaneous surface area scalar
is applied at each time-step. The scalar values are greatest over open-cycle crank angle - which
unfortunately coincide with the most 'exaggerated component of the noise train.) However, some
signal stability is regained when integrating the the signal over the  90to90 CAD interval. Limit-
ing analysis to the qualitative characteristic of this prole, reduction in over-all heat loss is again
demonstrated over crank angles spanning the combustion event.
Piston Location: 'Psviii'
Attention now shifts to the nal shared piston location, 'Psviii', shown in the upper right-
hand quadrant of Fig.6.12. This locations captures the temperature response in the bowl, towards
the exhaust side of the piston. The estimated surface temperature prole again exhibits the desired
temperature swing prole, rising quickly in response to the combustion event, while shedding heat
over the open portion of the cycle. It should noted that open cycles temperatures remains slightly
elevated with respect to the metal surface prole. This may be the result of slight variability in
the coating thickness (additional material would increase the eective heat capacity). The incom-
plete treatment of raw thermocouple voltage (error in reference temp, etc) is also a potential error
source. Regardless of the source for this minor oset - physical or otherwise - the respective engine
110
Figure 6.11: The instantaneous qSurf proles from 6.3 are replotted in (a). Instantaneous surface
area is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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Figure 6.12: Measured ('direct') and estimated ('inverse') surface temperatures for the metal and
gadolinium zirconate engine congurations. Operational conditions: 1200RPM; _fuel = 11:6 mgcycle
congurations are with 7oC over the open cycle. As a result, charge heating (if any) would likely
be minor.
A nal qualitative note regarding the proles plotted in Fig.6.12. Signal delity is much
improved relative to the 'Psvii' location. This improvement strengthens the qualitative conclusions
for the analysis associated with this location.
The high-delity signal further enhances solver closure at the sub-TBC temperature (Fig.6.12a)
- where modeled/measured temperature traces are shown to agree within 0.01oC (Fig.6.12b) . The
sub-TBC convergence, and favorable signal characteristic enable relatively high qualitative consis-
tency of the SFSM surface heat ux estimate (Fig.6.12c).
The heat ux reported in Fig.6.14a is again converted to an instantaneous heat ow rate
(Fig.6.14b, left margin). Accordingly, this trace is integrated over the -90 to 90 CAD interval to
evaluate total heat loss during late compression/combustion. The results for this particular probe
location also suggest reduced heat loss for the TBC-treated engine.
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Figure 6.13: Summary of SFSM results, where: (a)Display's solver convergence at the node cor-
responding to the recorded subsurface temperature. (b)Displays dierence (i.e., 'Error') between
measured and modeled temps in (a). Lastly, (c) shows measured qSurf;Metal ('direct') and esti-
mated qSurf;GDZR ('inverse').
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Figure 6.14: The instantaneous qSurf proles from 6.3 are replotted in (a). Instantaneous surface
area is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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Head Location: 'HL'
The nal shared in-cylinder sensor location corresponds to the 'HL' probe, which is mounted
in the head. As a reminder, the heat ux probe at this location is coated to match the conguration
of the corresponding piston. In this way, the metal engine utilizes an uncoated probe at this location
while the GDZR-treated engine applies an identical TBC layer to the surface of the frontside junction.
A few critical details help distinguish measurements from this probe location from those
described previously. First, the location itself is no longer conned to the piston region. Instead, the
pulley-side, head location detailed in an earlier chapter is considered. The most immediate benet
of this location is its 'stationary' nature. That's to say, the 'HL' probe (and the delity of its signal)
is not forced to withstand the extreme dynamic conditions of the piston-derived measurement.
Second, the probe itself utilizes the IR-style design, where a stainless body (304 alloy) and laser
welded platinum junction, is used in place of the MEDTERM probe type. In general, the IR probe
results in heightened signal delity (i.e., higher magnitude temperature response given a xed heat
ux), and a more robust over-all design. This last point remains largely anecdotal, but none-the-less
reects observations and experimental outcomes obtained over 100 operational hours.
Data analysis for this probe location begins by reviewing the familiar sequence plotted
in Fig.6.15. Here a temperature swing of 65oC is estimated at the surface of the TBC. This
magnitude remains consistent with the estimates obtained at other (piston) locations. As discussed,
the stationary mounting at this location, combined with the enhanced 'IR' probe design/response
results in a very 'clean' temperature signal. It is also important to note the TBC temperature prole
at this location again 'mimics' metal-like values over the open cycle - providing further evidence of
teh desired 'swing-like' behavior.
Figure 6.16a demonstrates the inverse solver's closure onto the measure sub-TBC tempera-
tures at the 'HL' location. Error (Fig.6.16b) is well within acceptable limits. It should be noted that
the 'largest' convergence error occurs during the rapid, combustion-driven transient. This behavior
is consistent with the dynamic limitation(s) of the SFSM technique - where the 'recovery' of high
frequency transients are somewhat limited by the stiness introduced by regularization inherent to
the methodology.
The nal sequence of Fig.6.15 (i.e., 'c') displays the estimated surface heat ux at the 'HL'
location. Notice the high quality character of the heat ux estimate, where the dynamic attributes of
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Figure 6.15: Measured ('direct') and estimated ('inverse') surface temperatures for the metal and
gadolinium zirconate engine congurations. Operational conditions: 1200RPM; _fuel = 11:6 mgcycle
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Figure 6.16: Summary of SFSM results, where: (a)Display's solver convergence at the node cor-
responding to the recorded subsurface temperature. (b)Displays dierence (i.e., 'Error') between
measured and modeled temps in (a). Lastly, (c) shows measured qSurf;Metal ('direct') and esti-
mated qSurf;GDZR ('inverse').
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secondary events (rebreath, gas exchange) are clearly visible. In general, this probe location exhibits
the highest level of signal quality among the shared measurement array.
The crank-angle resolved surface heat ux of Fig.'s6.15c and 6.17a is again transformed
into a representative heat ow rate using the surface area array. This result is shown in Fig.6.17b
(left-hand axis). Due to the high signal delity present in the heat ux trace, the heat-ow rate
prole exhibits a similar enhanced quality. Integrating over combustion relevant crank-angles results
in the cumulative prole displayed in Fig.6.17b (right-hand axis). The cumulative proles suggest
an over-all decrease in Heat Loss for the GDZR engine. Qualitatively this result is consistent with
the trends reported for the majority of the piston probe locations - lending further support to a
'global' decrease in heat loss within the TBC-treated engine.
Spatial Averaging and Global Heat Transfer
To better assess the net impact of the GDZR layer, a 'global' heat ux prole is constructed.
This processes averages individual probe locations over the engine cycle - resulting in a spatially
representative prole. Despite the limited instrumentation array, this approach has been shown to
accurately close the energy balance associated with targetted 1st Law analysis [19].
As with most averaging processes, random signal uctuations associated with non-coherent
noise are largely 'canceled' during the averaging process. Only the signal features which are shared
among the probe locations 'survive' the averaging process. Thus, an additional benet of the afore-
mentioned 'spatial averaging' is the positive impact on signal noise.
Figure 6.18 plots the global results obtained using two separate averaging windows. This
comparative eort is meant to demonstrate the inuence of critical averaging decisions, including
the impact of window size and the inclusion of individual low-quality traces. Figures 6.18a - 6.18b
utilize the full measurement array (i.e., all shared probe locations). In contrast, the results shown in
Figs.6.18c - 6.18d excluded the lowest quality measurement (i.e., signals from the 'Psvii' location).
In addition to the piston locations highlighted in the embedded schematic, the 'HL' head-mounted
probe is included in both averaging windows.
A general characteristic of the results presented in Fig.6.18 is the enhanced signal-to-noise
ratio over open-cycle crank angles. As discussed above, most of the non-coherent contaminants
have been removed by the averaging process. The increased signal delity enables a more direct
comparison between the SFSM-derived results and those utilizing direct engine measurements.
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Figure 6.17: The instantaneous qSurf proles from 6.3 are replotted in (a). Instantaneous surface
area is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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Figure 6.18: The instantaneous qSurf proles from 6.3 are re-plotted in (a). Instantaneous surface
area is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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Figure 6.19: Instantaneous cycle work for the 1200 fuel match case. Continuous and stroke-wise
work (a), and the associated IMEP values (b). To better determine the impact of the GDZR layer
during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The dierence
between the metal and GDZR trace is further highlighted in (d).
Global Heat Transfer/Instantaneous Work - 1200 Fuel Match
To better identify the impact(s) of the decreased heat loss reported in the preceding section,
cycle work is evaluated. In this section, pressure-derived metrics (work, MEP, etc.) are used to
explore the impact of TBC's without the aid of temperature measurements. This approach enables
independent verication of the global trends reported in the preceding section. Of equal importance,
is the ability to directly identify the gains (relative to instantaneous cycle work) resulting from
reduced heat loss. These trends will be analyzed from both 'continuous' and 'stoke-wise' perspectives.
The proles in Fig.6.19a provide visual representation of the integration pathway across
the "P-V" curve. The left-hand axis considers an instantaneous work rate, where the 'localized'
"P-V" integration is limited to a single time-step (i.e., :5 CADs). The rate-based expression can be
integrated over the entire cycle to determine the net cycle work (indicated). This number is typically
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normalized by the displaced volume, and reported as a Mean Eective Pressure (MEP) - which is
shown on the rightmost axis of Fig.6.19a. As expected, the GDZR engine conguration exhibits
higher MEP for the 1200 'Fuel Match' operational point.
To better understand the mechanism(s) driving the physical gains behind the increased cycle
eciency, the analysis of Fig.6.19a carried-out seperately for each stroke of the engine cycle. This
eort is shown in Fig.6.19b. Rate-based estimates are again shown on the right, with cumulative
results reported on the left. Inspection reveals essentially identical curves spanning the intake,
compression, and exhaust proles. The similarity is actually quite encouraging as it provides direct
evidence that charge heating (and the associated increase in pumping work and/or decrease in
peak compression work) is not a concern for this operational point. In contrast, the GDZR prole
deviates from the metal trace during expansion. This is a critical observation and deserves additional
discussion.
Returning to the conceptual temperature-swing model outlined in an earlier chapter, the
reduced dierential between bulk and surface temperature should reduce heat loss. As the TBC
surface reaches it peak value shortly after TDC, the impact on heat transfer should be greatest. In
the case of HCCI, decreased heat lost should help enhance both thermal and combustion eciencies.
Indeed, this conceptual narrative is entirely consistent with the work-rate/MEP discrepancy
shown in Fig.6.19b. Simply put, reduced heat loss during combustion/expansion in the GDZR engine
manifests as additional cycle work. This trend is explored for the remaining operational points below.
6.1.3 Summary of Results Across Engine Operational Range
The analysis of the preceding section is extended to include a compete array of opera-
tional speeds. Additionally, in an eort to better isolate the impact(s) of heat transfer, engine
measurements from both 'fuel match' and 'fuel/phase match' operational procedures are considered.
Graphics summarizing these results follow. In general, the observations and trends detailed above
remain consistent throughout the operational regime, further supporting the 'global' behavior and
accompanying analysis. Finally, concise remarks summarizing high-level outcomes of this chapter
are provided.
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Figure 6.20: The spatially averaged qSurf proles are plotted in (a). Instantaneous surface area
is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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Figure 6.21: The spatially averaged qSurf proles are plotted in (a). Instantaneous surface area
is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
124
Figure 6.22: The spatially averaged qSurf proles are plotted in (a). Instantaneous surface area
is used to calculated the corresponding 'heat ow rate' ( Jcad ). This rate is then integrated over
'closed-cycle' crank angles to evaluate total heat loss at the wall (J) (b).
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Figure 6.23: Instantaneous cycle work for the 1200 fuel match case. Continuous and stroke-wise
work (a), and the associated IMEP values (b). To better determine the impact of the GDZR layer
during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The dierence
between the metal and GDZR trace is further highlighted in (d).
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Figure 6.24: Instantaneous cycle work for the 1200 fuel/phase match case. Continuous and stroke-
wise work (a), and the associated IMEP values (b). To better determine the impact of the GDZR
layer during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The
dierence between the metal and GDZR trace is further highlighted in (d).
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Figure 6.25: Instantaneous cycle work for the 1600 fuel match case. Continuous and stroke-wise
work (a), and the associated IMEP values (b). To better determine the impact of the GDZR layer
during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The dierence
between the metal and GDZR trace is further highlighted in (d).
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Figure 6.26: Instantaneous cycle work for the 1600 fuel/phase match case. Continuous and stroke-
wise work (a), and the associated IMEP values (b). To better determine the impact of the GDZR
layer during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The
dierence between the metal and GDZR trace is further highlighted in (d).
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Figure 6.27: Instantaneous cycle work for the 2000 fuel match case. Continuous and stroke-wise
work (a), and the associated IMEP values (b). To better determine the impact of the GDZR layer
during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The dierence
between the metal and GDZR trace is further highlighted in (d).
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Figure 6.28: Instantaneous cycle work for the 2000 fuel/phase match case. Continuous and stroke-
wise work (a), and the associated IMEP values (b). To better determine the impact of the GDZR
layer during combustion/expansion, a detailed view of the expansion stroke is shown in (c). The
dierence between the metal and GDZR trace is further highlighted in (d).
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6.1.4 Concluding Remarks
Analysis within this chapter has established an analytic benchmark with which surface tem-
perature and heat transfer metrics are quantied. The gadolinium zirconate treated engine exhibits a
substantial surface temperature \swing" in response to compression and combustion processes. The
elevated closed-cycle surface temperature changes the conditions at the gas-wall interface, which
in-turn has a quantiable impact on heat transfer. Pressure-based analysis also reveals gains in
cycle work as a result of decreased heat loss. Both instances show that the gains restricted to closed-
cycle operation. Furthermore, charge heating (manifesting as increased pumping work during gas
exchange) has not been observed. Together, these observations provide substantial experimental
evidence of highly benecial coating performance.
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Chapter 7
Thermal Stratication Analysis
In this section, a post-processing technique known as Thermal Stratication Analysis (TSA)
is used to quantify the impact of Thermal Barrier Coatings on the temperature distribution within
the bulk gas of a gasoline-fueled Homogeneous Charge Compression Ignition (HCCI) engine. Using
an empirically derived ignition delay correlation for HCCI-relevant air-to-fuel ratios, an autoignition
integral is tracked across multiple temperature 'zones' within the cylinder. Mass is assigned to each
zone using the Mass Fraction Burn (MFB) prole from the pressure-based heat release analysis.
Estimates of charge temperature distributions across early-compression and combustion-relevant
crank angles are calculated. Ultimately, this analysis provides a statistical description of in-cylinder
thermal composition across a variety of TBC formulations.
7.1 Overview of TSA Methodology
A concise overview of Thermal Stratication Analysis is provided. Requisite theoretical
background and other vital considerations are discussed. The content presented in this section
(including motivating principles and background material) is largely derived from the pioneering
work of [58] and [59]. The present eort contains a limited number of modications/deviations with
respect to the original formulation. These details are noted as are their implications.
The TSA constructs in-cylinder temperature distributions throughout the engine cycle from
probability density functions constructed via the mass fraction burned behavior, which is derived
from experimental pressure measurements. The cylinder contents are discretized into various zones,
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which have no specic spatial orientation but contain a xed portion of the total trapped mass.
Interactions zones are limited to compression/expansion eects, with no inter-zonal diusion or
heat transfer. Autoignition of the charge within each temperature zone is tracked throughout the
compression/combustion process. In this way, the zonal temperature histories are aligned with the
experimental MFB.
A more detailed overview begins with a review of the interdependence between the thermo-
kinetic processes underlying HCCI combustion and heat transfer losses at the cylinder wall.
7.1.1 Thermal Barriers and Thermo-Kinetic Combustion
The chemical kinetics governing gasoline compression ignition concepts are largely deter-
mined by the time-evolution of in-cylinder pressure and temperature. Simply put, for a uniform
charge composition (i.e., spatial homogeneity in ), autoignition chemistry is primarily a function of
in-cylinder pressure and temperature. As a consequence, engines which operate in a fully-premixed,
kinetically-driven, combustion mode (such as HCCI) are highly inuenced by the in-cylinder tem-
perature eld.
In this way, HCCI combustion resembles a 'cascade' of separate autoignition events - with
combustion progressing from the highest temperature zones towards those with lower temperature.
Furthermore, excessively 'cool' charge temperatures will slow the reactions underlying oxidation,
resulting in incomplete combustion. As will be shown, the 'cool tail' of the in-cylinder temperature
distribution has a dramatic impact on combustion eciency (Comb) and hydrocarbon emissions
(UBHC).
Given the inuence of charge temperature on HCCI combustion, eorts to actively inuence
the thermal conditions in the combustion chamber have been explored as a means to both control
burn rates and extend operational limits - ([85] and [83]). Traditionally, this 'active' management
of charge temperature has been limited to crank angle degrees (CAD) preceding intake valve closing
(IVC). Such eorts include pre-heating/cooling of intake air and/or induction of similarly conditioned
diluents. (The latter method impacts both the thermal and compositional make-up of the trapped
charge).
More recent eorts, including those presented in this dissertation, extend their reach into
the 'valve-closed' portion of the engine cycle. This is achieved primarily through the application
of low conductivity materials to in-cylinder surfaces. As demonstrated, suciently 'thin' (150
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Figure 7.1: The impact of coatings on cylinder pressure and heat release rate. In general, combustion
advances and burn duration decreases as TBC's with successively lower conductivities are considered.
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m), low-k coatings enable surface temperatures to closely mimic bulk gas behavior over the engine
cycle - elevating surface temperatures during late compression/expansion while rapidly shedding
heat to avoid charge heating during gas exchange. These elevated closed-cycle surface temperatures
have a dramatic impact on heat transfer at the gas-wall boundary. This is particularly true for the
gadolinium zirconate material, where surface temperature proles are an order-of-magnitude larger
than those measured for the metal engine conguration. Ultimately, the temperature at the gas-wall
interface determines largely determines heat transfer across this boundary - and by extension the
thermal composition of the interior charge.
An overriding goal of this work is to exploit the thermal sensitivity of HCCI through strategic
elevation of combustion chamber surface temperature. To better evaluate progress towards meeting
this goal, we will quantify the in-cylinder charge temperature distribution for a number of coating
formulations.
7.1.2 Mass Fraction Burned Proles: A Product of Heat Release Analysis
A critical component of the TSA methodology is the 'Mass Fraction Burned' (MFB) prole.
The MFB considered in this work stems from heat release analysis (HRA) of the cylinder pressure.
This section provides a concise overview of the theoretical framework supporting this analysis. Key
assumptions are discussed, as are requisite sub-models.
Heat release calculations in the present analysis apply a single-zone control-volume to the
combustion chamber in order to evaluate the energy balance of the system - i.e., 1stLaw approach.
To simplify calculations, analysis is limited to closed-cycle operation where mass-ux due to gas ex-
change (and the associated enthalpy ow) is not present. Crevice losses and blow-by (i.e., additional
mass loss) are also neglected in the current model. These pre-conditions enable the energy balance
equation to be stated compactly:
dU = @Q  @W (7.1)
Here, dU represents the sensible change in internal energy, @Q the energy associated with
combustion (QC) and heat loss (QHT ), and @W pressure-work on the piston. In the present work,
heat release during combustion is adjusted to reect combustion eciency (Comb) such that:
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QC = (m  LHV )Fuel  Comb (7.2)
Expanding the thermal energy term, and re-arranging Eq.7.1, the energy-balance may be
re-expressed as:
@QF = dU + @W + @QHT (7.3)
The total dierential element dU (i.e., internal energy term) in the present analysis is
modeled as a function of temperature, such that:
dU = mcV (T ) + u(T )dm (7.4)
Where cV is the specic heat of the air-fuel mixture at constant volume. Assuming Ideal
Gas behavior over the closed-cycle, and making use of the thermodynamic identity cV =R = 1=( 1),
the energy balance equation is re-expressed in rate-based form:
dQF
dt
=

   1p
dV
dt
+
1
   1V
dp
dt
+
dQHT
dt
(7.5)
This expression can be integrated over crank angles spanning combustion to produce the
Cumulative Gross Heat Release (QF ). This cumulative metric enables calculation of the Mass
Fraction Burn Curve, where:
MFB() =
QF ()
QF ()Max
(7.6)
A more complete derivation of Eq.7.5, along with detailed discussion of individual terms
(including the mass ux terms presently neglected) may be found in [43] and [31].
The integrity of the above model depends on the accuracy of the individual terms. As such,
the ratio of specic heats () and instantaneous heat-loss (QHT ) are determined using empirical cor-
relations derived specically for gasoline-fueled HCCI. These procedures are detailed in the following
section.
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7.1.3 Heat Transfer, Ratio of Specic Heats, and their Empirical Corre-
lations
Empirical correlations are employed to evaluate both  and heat transfer (dQHT ) terms
within the energy-balance of Eq. 7.5. Woschni's well known heat transfer correlation [91] forms the
foundation of the heat transfer model. In general, this approach assumes the following relation:
Nu = a Reb (7.7)
Where Nu and Re describe the respective 'Nusselt' and 'Reynolds' numbers. These ex-
pressions are typically dened for geometries approximating pipe ow. The a and b terms are
'tuning' parameters which may change depending on the specic application/dataset of interest.
Re-arranging terms - see [91] for full details) - results in the following expression:
h(n) =   L(n)b 1  k
b
 p(n)b (7.8)
This original result has been further modied by Chang et al in [19] to reect the HCCI
combustion process. It should be noted that this modied correlation was derived using an identical
engine platform to the current setup detailed above. Hence, its conclusions are directly applicable to
the present experiments. The authors in [19] describe an instantaneous convection coecient where:
h(n) =  

4V (n)
B2
 0:2
 p(n)0:8  T (n) 0:73  w(n)0:8 (7.9)
Here, n is the generic time-step,  is a scaling coecient used to reect engine-specic char-
acteristics, w is the instantaneous piston speed, k and  reect thermal conductivity and kinematic
viscosity, p is the measured cylinder pressure, T is the associated bulk-charge temperature, and w
describes a representative in-cylinder gas velocity. The reader should again refer to [91] and [19] for
the specic form of these term. In general, gas velocity is expressed as a function of mean piston
speed (during a motored cycle), with additional, combustion-mode-specic terms used to capture the
combustion-induced component of gas velocity. This latter parameter represent a major dierence
between the referenced correlations.
A temperature-dependent expression for the ratio of specic heats '' (also from [19]) is
used Eq.7.5. Again, the interested reader is referred to the appropriate reference for full details.
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Results are described using a 3rd order polynomial, which appears below:
(T ) =  9:967 10 12  T 3 + 6:207 10 8 : : : : : :  T 2   1:436 10 4  T + 1:396 (7.10)
With the addition of the above expression Eq.7.5 can be evaluated across closed-cycle crank
angles. This, and the methodology described in Eq. 7.6, enables calculation of the MFB prole at
each of the engine operating conditions.
7.1.3.1 Autoignition Correlations and the Prediction of Ignition Delay'
A variety of HCCI-relevant ignition delay correlations are reported in the literature [40] [34].
In general, these expression are based on the experimental evaluation of ignition delay times using
rapid compression machines and/or constant-volume combustion rigs. Critical parameters including
eective pressure, temperature, equivalence ratio, and O2 content are systematically varied across
engine-relevant values. Results of this experimental matrix are often used to construct an Arrhenius
power-law equation, with individual terms describing the relative contribution of the aforementioned
parameters.
Figure 7.2 provides an example of a 'raw' experimental pressure time-history, derived from
a rapid compression machine operating under HCCI-like conditions [40].
As an alternative to the direct measurement of ignition delay, autoignition time-scales may
be examined using a numerical approach. Typically, a chemical mechanism (with 102 103 individual
species) is required to suciently model a representative fuel. (Isooctane, C8H18, is a commonly se-
lected as a gasoline-like fuel). The system of equations governing oxidation chemistry are discretized,
and solved across a range of thermo-kinetic parameters. In this way, the time interval corresponding
to autoigntion can be evaluated. A considerable strength of this technique is the ability to track
the contribution(s) of individual species and monitor intermediary reactions. However, the over-all
delity of the method relies on the underlying fuel model. Furthermore, the complexity associated
with 'real' fuel blends (including gasoline) are often beyond the practical limits of available compu-
tational resources. As a result, analysis is often limited to simplied (often single component) fuels
such as iso-octane. A comprehensive study, comparing numerical results from a detailed chemical
mechanism with the outcome of multiple experimental datasets can be found in [34].
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Figure 7.2: A lean air-fuel mixture is compressed ( 10ms  t < 0ms) in a specialized (non-
reciprocating) experimental rig. The compressed charge is maintained under quiescent, and quasi-
static conditions. Peak compression pressure occurs at t = 0ms. The vessel pressure dips slightly
- a result of heat loss - and is followed by a modest pressure rises at the onset of low-temperature
reactions (i.e., 'cool ame' activity). These preliminary oxidation reactions are followed by a rapid
increase in pressure at t  8ms. This marks the onset of the primary combustion event. 'Igni-
tion Delay' is thus dened as the time interval between 'End of Compression' and the recorded
'Ignition Pressure Increase'. Radiative emissions may also be used (UV and Visible light bands) to
independently verify the onset of the primary combustion event. Reprinted from [40].
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In the current work, thermal stratication analysis will utilize a modied form of the em-
pirical correlation reported by He and co-authors in [40]. The original expression is described using
an Arrhenius equation of the form:
 = 1:3  e 4  p 1:05   0:77   1:4O2  exp
33700
RT
(7.11)
With the corresponding unit convention: p(atm), T (K),  (iso-octane-to-O2 molar ratio),
O2(O2molar), (ms), and R = 1:98722cal=mol K.
To better reect the multi-component gasoline, engine platform, and operational regime of
the present analysis, a modied form of the above express is also considered [95].
 = 6:2  e 5  p 1:05   1:4O2  exp
33700
RT
(7.12)
Following the methodology of Livengood and Wu [62], autoignition occurs when the cumu-
lative delay time satises the following relation:
Z
1

 dt = 1 (7.13)
7.1.4 Constructing a Reduced Constituent Gasoline Surrogate
A number of thermo-chemical properties are required to fully evaluate the autoigniton cor-
relations described in Eq.7.11 and Eq.7.12. Furthermore, the ratio of specic heats () expressed
in Eq.7.14 is (in reality) a multi-variate function of temperature, pressure, and charge composition.
In order to more accurately account for the evolution of these parameters in the present analy-
sis, it is necessary to construct a representative fuel surrogate based on more fundamental (and
well-understood) constituents. For the analysis considered below, the research gasoline described in
Table 3.2 will be modeled as a three-component blend of isooctane (C8H18), n-Pentane (nC5H12),
and Benzene (C6H6). This eectively decomposes the research fuel into a much smaller subset
of well-understood components. Teh reduced complexity of these constituents enables the use of
empirical look-up tables. In other words, at each time-step, explicit values for critical parameters
including , R, etc., can be determined using tabulated thermo-chemical archives.
In the present analysis, thermo-chemical properties of the three-component surrogate are
derived from the NIST JANAF thermochemical database [86].
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7.1.5 The 'Temperature Zone': A Denition
At this stage, it is necessary to dene the so-called "Temperature Zone". This concept
becomes critically important during the autoignition-to-MFB mapping procedure detailed at length
in subsequent sections. In many ways, the temperature zone idea is at the heart of Thermal Strati-
cation Analysis, and will be treated accordingly.
In order to construct 'Temperature Zones' which are compatible with the reduced dimen-
sionality of the TSA methodology, a number of key simplications/assumptions are required. Zonal
interactions are limited to compression. There is no heat transfer or diusion between the zones,
but each zone is allowed to transfer heat to the cylinder walls. This assumption is congruous with
the PLIF work of [24], subject to isentropic compression.
In dimensional form, zone evolution is entirely dened by the following equation:
Tisen(n) = TIV C  P (n)
PIV C
(  1 )
(7.14)
As the above expression makes clear, the isentropic compression process if driven by the bulk
cylinder pressure. In this way, temperature zones 'feel' both the motored and combustion-driven
components of in-cylinder pressure. This is critical, as a substantial portion of the 'late' burn is in
direct response to the post-TDC pressure rise. (Recall, in-cylinder pressure rise after CAD = 0o is
the result of combustion, as the 'geometric' pressure peaks shortly before TDC.)
An example, detailing the evolution of unburned charge temperature proles for TIV C val-
ues, is provided in Fig. 7.3. Each of the individual temperature proles correspond to a unique
'temperature zone'. This concept (and it's relationship to measured values) will be developed below.
The TSA method, as developed in [58] and [59], further denes the temperature zone concept
in terms of a 'Normalized Zone Temperature' (NZT) - where charge temperature is referenced to both
isentropic and combustion chamber surface temperature proles. Mathematically, this translates to:
NZT =
TZone(n)  TSurf (n)
Tisen(n)  TSurf (n) (7.15)
For the special case where Normalized Zone Temperature equals unity, the dimensional zone
temperature (TZone) mimics the isentropic temperature prole (Tisen) described by Eq. 7.14. In
other words, NZT = 1 corresponds to the maximum temperature allowed given the underlying
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Figure 7.3: A comparison of closed-cycle temperature proles. "Temperature Zone" proles are
plotted in color, beginning at the Intake Valve Closing event and terminating at their predicted
autoignition time. For the data shown here, the ignition delay correlation of Eq.7.12 is used. As
expected, the zone with the 'hottest' initial temperature is rst to satisfy the autoignition require-
ments. Note how 'cooler' unburned temperature zones enjoy a secondary peak resulting from the
combustion process. The dashed lines show the bounds of the allowable temperature range. It
should be noted that the 'Bulk Temperature' is derived from the measured cylinder pressure - which
is inherently subject to heat transfer losses. Hence the magnitude of TBulk dips below the hottest
isentropic proles during compression. For reference, the measured in-cylinder surface temperature
is also plotted. Although dicult to detect at this scale, TSurf of the metal engine increases slightly
in response to compression/combustion heating.
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theory and assumptions. Furthermore, the numeric value of NZT remains invariant across closed-
cycle crank angles (denoted by n in Eq. 7.15.) This invariance simplies calculation, at the cost of
increased abstraction.
In order to regain some intuition, it is possible to re-express zone temperature in more
familiar units. Solving Eq. 7.15 for the dimensional temperature (TZone), and re-arranging terms
yields:
TZone(n) = (1 NZT )  TSurf (n) +NZT  Tisen(n) (7.16)
A few comments regarding equation 7.16. First, this expression resembles a 'weighted
average' between the maximum possible charge temperature (Tisen) and the minimum allowable
temperature (TSurf ).
(In the optically-derived sequence reported in [24], the coolest gas structures extend from the
'near wall' region where heat ows from the trapped charge to the chamber surface. Given sucient
time and quiescent ow (however unlikely), the system will reach an equilibrium state when the gas
temperature reaches that of the wall. Thus, TSurf represents a reasonable 'lower bound' for charge
temperature. This circumstance is synonymous with the NZT = 0 case.
In practice, Normalized Zone Temperature typically spans the 0:7  NZT  1 range.
The process used to determine the lower bound of Normalized Zone Temperatures for each engine
conguration is developed in the following section.
7.1.6 Temperature-Zone-to-Charge-Mass 'Mapping'
This sections will overview the nal (and perhaps most critical) component of the TSA
method. Evidence in support of the chosen AI correlation will also be provided. This is followed by
a detailed summary of the 'mapping' procedure where ignition-delay correlations, thermophysical
properties, and MFB proles collectively enable the 'mass weighting' of the temperature zones.
The mapping process begins by calculating ignition delay across multiple temperature zones.
Independent autoignition integrals are then tracked across each zone until the conditions outlined in
Eq. 7.13 are satised - i.e., cumulative "1=" reaches unity. The crank angles spanning combustion
are converted into 'equivalent time' (using RPM), and the ignition delay estimates are paired with
their respective (temporal) location on the MFB prole. In this way, each temperature zone is 'mass
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weighted' according to its 'position' on the mass fraction burned curve.
From a theoretical point of view, a 'perfectly calibrated' AI correlation should position
the rst autoignition event (i.e., AI for the 'hottest' zone) at MFB  1%. In other words, the
predicted start of combustion (SOC) should align with experimental observation. As a consequence,
the 'AI-to-MFB' mapping process can be used to assess the over-all quality of the ignition delay
correlation.
For example, a mapping outcome in which the predicted SOI's fail to span the entirety of
the MFB curve is most likely indicative of an AI-model/engine-experiment mismatch. Furthermore,
unassigned charge mass - as a consequence of incomplete mapping - will not be included in the TSA-
derived temperature distributions. Simply put, any error associated with ignition delay prediction
will carry through the calculation sequence, contaminating the nal product. Thus, selection of an
appropriate ignition delay correlation is critical.
Examples of this 'mapping' process, using ignition delay predictions from four separate
AI correlations, is provided in Fig.7.4. The sequence shown in Fig. (7.4) limits analysis to pres-
sures/temperatures from the metal engine.
The various subplots of Fig.7.4 predict autoignition of the zonal temperatures utilizing four
dierent ignition delay correlations. In general, Fig. 7.4b illustrate the best agreement between
predicted autoignition and the actual SOC for hottest temperature zones. As a result, the afore-
mentioned gures capture the highest amount of the charge mass - 98.9%relative to the experimental
curves. Thus, the ignition delay correlation provided in Eq. 7.12 was chosen for this work.
The disparity between AI prediction quality is amplied when the aforementioned 'AI-to-
MFB' mapping is performed on engine data from the gadolinium zirconate TBC conguration. Error
within the autoignition correlation is essentially amplied in the presence of GDZR's more rapid
burn. Results of this analysis is displayed in Fig. 7.5. Once again, the ignition delay correlation of
Eq.7.12 best predicts the onset of combustion, capturing a higher percentage of the burned mass.
7.1.7 Putting It All Together: A Concise Overview of the TSA Process
The processes outlined in each of the preceding sections will now be brought together.
Collectively, these components will enable a detailed description of the methodological approach
underlying Thermal Stratication Analysis.
To begin, ignition delay time is calculated across multiple temperature zones for each of
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Figure 7.4: Mapping of the various Temperature Zone's autoignition time across a variety of cor-
relations using measurements from the metal engine. These include: (a) Ign of Eq. 7.11, (b) Ign
of Eq. 7.12, and (c) Ign;Exp from [34], (d) Ign;Sim from [34]. Operational conditions: 1200RPM ,
TIntake = 90
oC, and 11:6mg=cycle of fuel. The best over-all performance is demonstrated by the
ignition delay correlation from Eq. 7.12 - where  98:9% of the burned mass is accounted for.
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Figure 7.5: Mapping of the various Temperature Zones' autoignition time across a variety of corre-
lations using measurements from the GDZR engine. These include: (a) Ign of Eq. 7.11, (b) Ign
of Eq. 7.12, and (c) Ign;Exp from [34], (d) Ign;Sim from [34]. Operational conditions: 1200RPM ,
TIntake = 90
oC, and 11:6mg=cycle of Fuel. Again, the best over-all performance is demonstrated
by Eq. 7.12 - where  99:2% of the burned mass is accounted for. Note the contrast with results
recorded in (a), where only 88:8% of burned mass is captured by the AI correlation of Eq. 7.11.
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the engine congurations. The range of required TZones for each of the engine congurations is
determined during the AI-to-MFB mapping procedure.
As a reminder, the initial temperature zone corresponds to the NZT = 1 case in Eq.7.16,
and is analogous with a purely isentropic compression process. Subsequent 'normalized zone tem-
peratures' are systematically lowered (i.e., NZT =) :99; :98; :97; :96:::) until the temperature zones
span the entirety of the MFB prole.
Note: Temperature zones which map to MFB values greater than unity are not allowed.
This limitation is physically consistent with the actual combustion process, where unburned charge
(and the possibility of combustion) does not extend beyond the upper bound of the mass fraction
burn prole (i.e., 100%MFB). A sweep of allowable temperature proles, along with the mapping
of their non-dimensional counterparts are shown in Fig. 7.6a - Fig. 7.6b for the metal engine.
Next, the pairing of Normalized Temperature and Charge Mass (Fig. 7.6b) is used to
establish the Cumulative Density Function (CDF) associated with the NZT's. Conceptually, it is
helpful to interpret this process as a transpose in the TZone's shown in Fig. 7.6b from the 'CAD/MFB
plane' to its 'TZone/CDF' counterpart. The results of this eort are displayed on the right-hand
axis of Fig. 7.6c.
With the Cumulative Density Function established, it is possible to derive the Probability
Density Function (PDF) using the following relation:
PDF (T ) =
d (CDF (T ))
dT
(7.17)
In the present analysis, the PDF is calculated by evaluating the numerical derivative of the
CDF prole. These results are shown in Fig. 7.6c.
An additional note regarding the PDF proles. In order to verify the integrity of these
numerically-derived distributions, an additional eort is made to construct a theoretically-sound
Tzone distribution. This secondary eort utilizes the "tdist" function available in the MATLAB
computational environment [66]. A 'kernel' distribution is selected, and the MFB-derived cumulative
density function is specied as the input object. From the documentation in [66],
A kernel distribution produces a non-parametric probability density estimate that
adapts itself to the data, rather than selecting a density with a particular parametric
form and estimating the parameters. This distribution is dened by a kernel density
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Figure 7.6: An overview of the main processing sequence of Thermal Stratication Analysis. In
(a), the isentropic temperature of the unburned charge is calculated by evaluating Eq.7.14 across
multiple 'zones'. These temperatures (along with empirically derived pressure and O2 fraction) are
used to evaluate the ignition delay (Eq. 7.12) and the corresponding autoigntion integral (Eq. 7.13).
A circular marker 'o' indicates the predicted autoignition time for each of the temperature proles.
Figure (b) maps individual temperature zones (TZone) onto the MFB prole using the results of (a).
Finally, Fig. (c) plots the cumulative density function and the associated PDF of the temperature
distribution at 20o bTDC.
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estimator, a smoothing function that determines the shape of the curve used to generate
the PDF, and a bandwidth value that controls the smoothness of the resulting density
curve."
Simply stated, the kernel distribution does not impose a specic form (Gaussian, Bino-
mial, etc.) Rather, the input data alone drives the shape of the distribution - avoiding the vari-
ous assumptions and preconditions associated with parametric density functions. Additionally, the
MATLAB-derived distribution satises the following property:
Z
PDF (T )dT = 1 (7.18)
The above condition is a fundamental property of all mathematically sound probability
density functions. However, such rigid 'completeness' is not guaranteed when the PDF calculation
'pathway' involves the numerically dierentiating an empirically-derived CDF.
As discussed, error in the predicted autoignition time translates into 'incomplete' mapping of
the MFB prole - which in the present analysis has an immediate impact on the PDF estimate. Fig.
7.5a provides a dramatic example of such a breakdown. Furthermore, this error typically manifests
during the earliest portion of the burn - about the rst 11% of total mass in the aforementioned
case. From the perspective of fully-premixed autoignition (i.e., HCCI), this early burn is driven by
the behavior of the 'hottest' temperature zones. If the ignition delay correlation fails to map the
early burn period, the mass occupying these zones is left unassigned - which in-eect biases the
temperature distribution in the direction of 'cooler' TZone's.
Thus, it is possible to evaluate the integrity of the empirically derived PDF (Eq. 7.17) by
comparing against the analogous kernel density estimate. If the two proles do not 'overlay' one
another, then the Autoignition-to-MFB mapping has failed to suciently capture the full range of
trapped mass. This point is visualized in Fig. 7.6c.
7.2 Closed-Cycle Charge Temperature Distribution
The theoretical framework and analytic methodology reviewed in the preceding sections
provide the foundation of Thermal Stratication Analysis. Having detailed the integration of these
components, the method is ready to be deployed. Accordingly, the distribution of temperature zones
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Figure 7.7: TSA results for the metal engine conguration operating at 1200RPM , TIntake = 90
oC,
and 11:6mg=cycle of Fuel. The zone temperature is plotted as a continuous surface starting across
the range of interest. Analysis begins at IVC and terminates at the CA90 location. The continuous
distribution is 'sliced' at critical locations during the compression and combustion processes. These
results are plotted on the embedded gures in the upper-half of the main gure.
will be estimated across a variety of engine congurations. Analysis will focus on the 1200 rpm 'fuel
match' operational point to ensure consistency between the data sets. Furthermore, the relatively
low rotational speed of this operating point oers the largest time-scale (in an absolute sense) for
heat transfer. The results of this analysis, both stand-alone and comparative, are presented below.
7.2.1 TSA Results: Metal Engine Conguration
Figure 7.7 oers an expanded view of the results originally summarized in Fig. 7.6. A few
important details must be discussed. First the temperature zones are reported in dimensionalized
form. This requires Eq. 7.16 to be evaluated across the majority closed-cycle crank angles. In fact,
TSA analysis begins at IVC (which remains the same for each engine conguration) and ends when
the last (and 'coolest') TZone ignites. As a result, the crank-angle range covered by the TZone PDF
varies slightly between engine conguration.
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The general evolution of the density function in Fig.7.7 is captured by the surface plot,
where the relative color intensity indicates mass density across the temperature zones. (See legend
beyond the right axis.) Some general characteristics of the density function include: i) the stretching
of 'thermal width' as the mixture is compressed and ii) the associated re-distribution of mass-density
into zones at the periphery (namely, towards the direction of 'cooler' temperatures). Upon initial
inspection, this trend remains consistent with both the qualitative behavior reported in [24] and
physical intuition. Namely, charge exhibiting very little temperature variation is trapped in-cylinder
at IVC. As the piston proceeds toward TDC, and the charge compresses, the range of TZone extends
into lower temperatures, where a 'growing' portion of the overall mass is re-assigned to cooler
temperature zones due to heat transfer at the cylinder wall. Remarkably, this predicted behavior is
consistent with the highly complex turbulent mixing process driving heat transfer. Recall the results
of Dronniou, et al [24], where the complex in-cylinder ow-eld transports cold, wall-derived, gas
structures into the hotter core region - extending the range of in-cylinder temperatures as charge is
compressed. The thermal width of the evolving PDF appears to peak in the proximity of TDC, at
which point the eects of combustion-driven compression can be seen.
To provide a more detailed perspective, the continuous PDF surface is 'sliced' at strategic
locations across the closed-cycle. This 'slicing' process targets two distinct in-cylinder processes: i)
the motor-driven compression of the air-fuel mixture, and ii) the evolution of the 'burn' throughout
key combustion markers. The cross-sections for each of these processes are projected into the upper
left corner of the main gure. The 'widening' of zone temperatures is again displayed in the plots
of individual 'compression slices' (red). The compression curve is sampled at 60o, 40o, and 20o
bTDCf - again showing TZone mass density moving in the direction of lower temperatures. The
second collection of PDF 'slices' occur over the crank-angles spanning combustion, and correspond
to CA10, CA50, and CA90. These proles are plotted in black in the right-most embedded plot.
In contrast to the monotonic increase in thermal width witnessed during compression, PDF proles
maintain a relatively constant amplitude and span during the combustion process. Combustion-
driven compression heating eectively shifts the temperature distribution associated with the early
burn period (CA10) into higher temperatures without dramatic change to the general shape and
magnitude of the prole.
Having established a general familiarity with the TZone distribution of the metal engine
conguration, analogous plots are generated for a variety of coating formulations.
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Figure 7.8: TSA results for the APS YSZ engine conguration operating at 1200RPM , TIntake =
90oC, and 11:6mg=cycle of Fuel. The zone temperature is plotted as a continuous surface starting
across the range of interest. Analysis begins at IVC and terminates at the CA90 location. To con-
tinuous distribution is 'sliced' at critical locations during the compression and combustion processes.
These results are plotted on the embedded gures in the upper-half of the main gure.
7.2.2 TSA Results: APS YSZ Engine Conguration
Figure 7.8 displays TSA results for the air plasma sprayed yittria stabilized zirconia (APS-
YSZ) TBC. This material represents a dramatic decrease in both thermal conductivity and heat
capacity relative to the aluminum piston. The reader is reminded of the outcomes summarized in
insert appropriate reference here - where SFSM analysis revealed a dramatic surface temperature
swing for the APS-YSZ material during late-compression/combustion. This elevated closed-cycle
surface temperature was shown to have a discernible impact on heat transfer, where heat loss over
combustion-relevant crank-angles decreased for the APS conguration.
The general character of the APS engine's temperature PDF remains consistent with the
results discussed in Sec. 7.2.1. For example, the distribution exhibits a 'widening' behavior as the
charge is compressed towards TDC. Furthermore, the thermal width of the distributions remains
relatively constant over the duration of the burn. Again, TZones are 'pushed' into higher temper-
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Figure 7.9: TSA results for the IPBiii engine conguration operating at 1200RPM , TIntake = 90
oC,
and 11:6mg=cycle of Fuel. The zone temperature is plotted as a continuous surface starting across
the range of interest. Analysis begins at IVC and terminates at the CA90 location. To continuous
distribution is 'sliced' at critical locations during the compression and combustion processes. These
results are plotted on the embedded gures in the upper-half of the main gure.
atures in response to combustion-driven compression. A more complete comparison is reserved for
Section 7.2.5, where the results from individual engine congurations are collectively examined.
7.2.3 TSA Results: IPBiii Engine Conguration
The IPBiii material is considered next. Figure 7.9 displays the familiar collection of tem-
perature zone distributions. Again, two distinct behaviors divide the motor-driven and combustion-
driven compression regimes. It should be noted that the distribution sequence terminates at an
earlier crank angle than the prior two case. This remains consistent with the advanced combustion
phasing and shorter burn duration accompanying the IPPBiii engine build.
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Figure 7.10: TSA results for the GDZR engine conguration operating at 1200RPM , TIntake =
90oC, and 11:6mg=cycle of Fuel. The zone temperature is plotted as a continuous surface starting
across the range of interest. Analysis begins at IVC and terminates at the CA90 location. To con-
tinuous distribution is 'sliced' at critical locations during the compression and combustion processes.
These results are plotted on the embedded gures in the upper-half of the main gure.
7.2.4 TSA Results: GDZR Engine Conguration
A nal iteration of TSA processing targets the gadolinium zirconate engine. As a reminder,
the GDZR material realizes the lowest thermal-conductivity/heat capacity among the TBCs con-
sidered in this study. As a result of these inherently attractive thermal properties, this engine
conguration exhibits the largest impact on heat-transfer - recall the analysis of Sec. insert appro-
priate reference here. As will be fully explored in Sec. 7.2.5, additional heat retained in-cylinder (as
a result of the GDZR material) has a dramatic impact on the TZone distributions - particularly over
the crank angles spanning combustion.
It should be noted that the GDZR distribution extends across a larger crank angle range
than any of the other proles. Physically, the temperature zones with the 'coolest' over-all time
histories autoignite last - positioning their respective distributions across these later crank angles.
The elongation of GDZR's TZone progression, exists somewhat in opposition to the more rapid burn
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of this engine conguration (i.e., decreased CA10-CA90 interval).
Although speculative, it is most likely error associated with the latest portion of the burn
- specically the predicted autoignition of charge mass after the 90% burn fraction marker - which
is responsible for articially extending the distribution into later crank angles. Supporting this
conjecture is the fact that CA90 for the GDZR engine remains advanced of all other congures.
This implies that despite exhibiting a marked reduction in CA10 to CA90 duration, the GDZR
engine conguration also has the 'longest' CA90 to CA100 duration. In summary, the result for this
latest region should be taken with a proverbial 'grain of salt'.
The extend to which the more general characteristics of this distribution deviate from the
behavior of the YSZ-based formulations will be examined more closely in subsequent analysis.
7.2.5 TSA Results: A Comparison of Engine Congurations
The continuous PDF for each engine conguration is 'sliced' at xed crank angles cor-
responding to specic compression (IVC, 60obTDCf , 20
obTDCf ) and combustion (CA10, CA50,
CA90) markers. In an eort to identify systematic trends, analysis is expanded to include temper-
ature distributions from each engine conguration. As will be demonstrated, these proles provide
a more direct comparison than the 'single-case' sequential plots shown in Fig.7.7. Analysis in the
present section will enable targeted 'bench-marking' between individual coating formulations.
7.2.6 Evolution of Charge Temperature Distribution During Compres-
sion
Figure 7.11 displays the the temperature zone distributions associated with the compression
(upper row) and combustion processes (lower row) for each engine congurations. Focusing rst on
the motor-driven compression proles, the extension of the Tzones tail into lower temperatures (as
the charge compresses toward TDC) is observed for all of the congurations. As discussed above,
this trend remains consistent with the turbulent entrainment of 'cool', wall-derived, zones into the
interior of the bulk charge. This is largely a consequence of the increasing temperature dierential
(between in-cylinder gas and surface conditions) and the complex ow and adverse pressure gradient
at the wall.
A slightly dierent, but still complimentary, interpretation position temperature zones with
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Figure 7.11: Temperature zone evolution during compression (upper row) and combustion (lower
row) processes. Specic location (e.g., 'IVC', 'CA10', etc.) is noted in the upper left corner of each
plot. The legends is included in the leftmost plot, and remains consistent across all locations.
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the most 'isentropic-like' behavior at the high-temperature tail of the temperature distribution.
In contrast, charge mass most aected by heat transfer is pushed into zones occupying the lowest
temperatures. Within this interpretive framework, one should reasonably expect charge temperature
of the TBC-treated engines to 'shift' towards higher values - which is indeed the observed behavior.
A clear separation can be seen between the results reported for the gadolinium zirconate
material when compared the remaining engine congurations. That's to say, the GDZR proles
appear to experience a larger shift into higher temperatures vs. other engine congurations while
maintaining similar over-all form and magnitude. This dramatic characteristic dierence deserves a
few additional comments.
Autoignition in this engine is supported by a "re-induction" event - where  45% of resid-
ual gas is re-induced during the valve overlap period. The re-entry of hot residual has a modest
(but measurable) impact on surface temperature(s) as seen in the re-breath 'humps' displayed in
[36] and [72]. This heating event elevates in-cylinder surface temperature in a manner consistent
with the main 'TSwing' phenomena discussed at length in [56] [30] [71] [72], where elevated surface
temperatures help preserve heat in-cylinder.
Following this reasoning to its logical conclusion yields the following outcomes: i) Retained
thermal energy at IVC 'pushes' the Tzone distribution into higher temperatures, and ii) higher zone
temperatures would help facilitate the advanced combustion phasing and reduced burn duration
experienced by the GDZR engine conguration.
7.2.7 Evolution of Charge Temperature Distribution During Combustion
Returning to Fig.7.11, focus is shifted to the temperature zones plotted in the lower row.
This sequence tracks the evolution of the temperature distribution across the familiar combustion
locations: CA10, CA50, CA90.
A cautionary note: 'Slicing' the PDF surface relative to combustion markers (instead of
specic crank locations) prevents direct temporal comparison between engine builds. Recall, com-
bustion phasing and duration vary with engine conguration - as shown in Fig. 7.1. This is a subtle,
but noteworthy distinction. That said, linking PDF's to the combustion event will ensure a more
consistent analysis of the respective TBC formulations across the combustion process.
At the onset of combustion (i.e., CA10), the temperature distributions shown in Fig.7.11 re-
main consistent with the late compression-period distribution (i.e., 20obTDCf ). The metal, Y SZ,
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and Y SZSP results are tightly grouped. The unburned charge mass in the gadolinium zirconate
engine is again 'pushed' into slightly higher temperatures, while the qualitative shape of the distri-
butions remain consistent.
As the burn progresses towards CA50, the TBC-aected temperature distributions begin
to 'advance' towards higher temperatures. A few physical mechanisms are likely supporting this
behavior. First, the combustion-driven pressure-rise elevates unburned zone temperature in a manner
consistent with Eq.7.14. As a consequence, engine congurations with advanced phasing - and by
default less available volume - will realize higher in-cylinder temperatures. Second, as TBC surface
temperature begins to rise in response to the initial burn, heat loss decreases, preserving higher
temperatures.
The above trends accelerate as combustion nears the CA90 marker. Cylinder pressure
continues to rise as remaining unburned charge ignites. Available volume remains small, largely
due to HCCI's rapid burn. These trends, combined with the continued upward 'swing' of the
TBC surface temperatures, transfer considerably more charge mass into higher temperature zones.
Reduced heat loss also facilitates higher combustion eciency which releases more heat (via HC
oxidation) in-cylinder, further elevating charge temperature.
It is worthwhile considering the enhanced Comb from a slightly dierent perspective. The
elevated pressures associated with the TBC-treated engines enable cooler zones to ignite. This
eectively extends the thermal width of their respective distributions. In comparison, the charge
mass which occupies similarly 'cool' temperature zones in the metal engine would fail to fully oxidize.
This is not only consistent with the increase in combustion eciency experienced in TBC-coated
engines [80] [71], but provides a logical link between increased Tzone width and reduced hydrocarbons
in the exhaust stream.
7.3 Conclusions
Insight from the preceding section provides an analytic pathway between TBC's thermo-
physical properties and associated cycle-level observations. The evolution of unburned zone tem-
peratures is, in reality, largely inuenced by heat loss at the gas-wall interface. Thermal barrier
coatings, with their inherently low thermal conductivity, exhibit elevated surface temperatures over
combustion-relevant crank angles [56] [30] [72] [71]. The magnitude and time-scale of this "temper-
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ature swing" is primarily determined by the thermophysical properties of the underlying material,
with low-conductivity/low-heat capacity formulations exhibiting the highest closed-cycle surface
temperatures. The TSA method correlates these fundamental material characteristics with the
thermal stratication of the trapped charge. In the context of HCCI, charge temperature largely
determines the onset of autoigniton. Excessively cool temperature zones, which fails to ignite, con-
tributes directly to increased UBHC and CO emissions - a result of reduced combustion eciency.
Unburned charge also lowers peak cylinder pressure, which limits expansion work, decreasing the
thermal eeciency of the cycle. Such trends are reported in [80] and [71].
In general, the temperature zone distributions associated with TBC engine congurations
'preserve' a higher percentage of charge mass in the 'hottest' possible temperature zones. This
is particularly true over crank angles spanning the combustion process. Furthermore, the general
trend is exaggerated for the TBC's with the most attractive thermal properties (lowest conductivity,
lowest heat capacity). As a result, the gadolinium zirconate material preserves the highest relative
percentage of charge mass towards the isentropic limit. The relative width of the temperature
distribution has also been linked with the observed combustion eciency trends.
Finally, it is import to re-call the methodological foundation underlying Thermal Strati-
cation Analysis. The results discussed above are derived (almost exclusively) from cylinder pressure
measurements. Much of the conceptual 'motivation' behind the interest in 'thin' thermal barrier ap-
plications is focused on the interplay between surface temperature 'swing' and heat loss at the wall.
The pressure-based analysis of the present work has quantied TBC's impact on heat transfer with
minimal reliance on measured/estimated surface temperatures. This serves as an important (and
essentially independent) 'check' on the results of more conventional temperature-based analysis.
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Chapter 8
Conclusions and Contributions
This concluding chapter will provide a concise review of the main outcomes of the preced-
ing chapters. Contributions within the current document which represent original work are also
highlighted.
8.1 Summary of Conclusions
8.1.1 A Conceptual Exploration of Thermal Barrier Coating Design Space
 Temperature 'swing' behavior is dened in the context of engine operation. Here, surface
temperature proles of idealized TBCs respond quickly to the compression and combustion
heating events, reducing the wall-gas temperature dierential.
 Employing a reduced dimensional model to explore the relevant TBC 'design space', a number
of critical outcomes have been identied. These include the relative impact (and importance)
of key TBC parameters including: thickness, heat capacity, and thermal conductivity.
 Furthermore, the inuence of engine speed (relative to absolute heat transfer timescale) is also
considered. The modeling outcomes suggests a coating selection which minimizes conductivity,
volumetric heat capacity, and thickness represents a preferred pathway.
 Finally, parametric optimization (via modeling) helps to dene the range of time-scales (and
thus, rpm) over which coating formulations exhibits favorable behavior relative to the metal
engine conguration.
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8.1.2 Inverse Heat Conduction and the Sequential Function Specication
Method
 This section modies the SFSM via inclusion of a diusive time scale. Eorts are made to
quantify the time-lag between a specic surface temperature 'event' and its subsequent response
at subsurface temperature probe. A review of parabolic heat diusion is provided, followed
by suggested methodology for estimation and eventual measurement of the surface-to-sensor
time lag.
 Utilizing the ex-situ experimental apparatus (i.e., 'Radiation Chamber'), two heat ux probes
are simultaneously subjected to the same heat square ux pulse. One sensor remains uncoated
and, while the second probe has a low conductivity TBC applied to it's surface measurement
junction. This conguration enables direct comparison between direct and inverse solution
methodology.
 Having been validated ex situ, the modied solver is applied to engine data where the temper-
ature swing is quantied under ring conditions.
 Given the dominance of convection within the engine environment, dierences in thermal
conditions at the gas-wall boundary (including elevated surface temperatures) are shown to
reduce heat loss at the sensor location.
8.1.3 Quantifying the Impact of Thermal Barrier Coatings on Heat Trans-
fer
 Using the inverse solver developed in the preceding chapter, along with direct measurements
from the metal engine, surface temperatures and heat ux proles were quantied for metal
and GDZR-treated engine congurations.
 Analysis also considered key cycle metrics, including instantaneous work-rate and combustion
eciency in an eort to better understand the mechanism(s) underlying performance and
eciency gains.
 Instrumentation is expanded to include both head mounted heat ux probes and instrumented
pistons.
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 The four shared piston locations (plus head probes) were used to derive a spatially 'global'
heat ux prole which revealed reduced heat loss during closed-cycle operation for the GDZR
engine.
 Furthermore, instantaneous work-rate proles (derived from in-cylinder pressure measure-
ments) further support the outcomes of the temperature-based analysis. Here, decreased heat
loss translates to increased work (and enhanced cycle eciency).
8.1.4 Thermal Stratication Analysis
 In this section, a post-processing technique known as Thermal Stratication Analysis (TSA)
is used to quantify the impact of Thermal Barrier Coatings on the temperature distribution
within the engine.
 Some general characteristics of the density function include: i) the stretching of 'thermal width'
as the mixture is compressed and ii) the associated re-distribution of mass-density into zones
at the periphery (namely, towards the direction of 'cooler' temperatures).
 These trend remains consistent with both the qualitative behavior reported in [24] and physical
intuition. Namely, charge exhibiting very little temperature variation is trapped in-cylinder
at IVC. As the piston proceeds toward TDC, and the charge compresses, the range of TZone
extends into lower temperatures, where a 'growing' portion of the overall mass is re-assigned
to cooler temperature zones due to heat transfer at the cylinder wall.
 The thermal width of the evolving PDF appears to peak in the proximity of TDC, at which
point the eects of combustion-driven compression can be seen.
 Temperature zone distributions associated with TBC engine congurations `preserve' a higher
percentage of charge mass in the `hottest' possible temperature zones. This is particularly true
over crank angles spanning the combustion process.
 This trend is exaggerated for the TBC's with the most attractive thermal properties (lowest
conductivity, lowest heat capacity).
 As a result, the temperature distribution associated with gadolinium zirconate preserves the
highest relative percentage of charge mass towards the isentropic limit.
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 The width of the temperature distribution has also been linked with the observed combustion
eciency trends.
 The elevated pressures associated with the TBC-treated engine, (a result of the advanced
combustion phasing), helps support autoigniton within the cooler zones. In eect, the increased
pressure compensates for lower temperatures.
 In comparison, the charge mass which occupies similarly `cool' temperature zones in the metal
engine fails to fully oxidize.
 This is consistent with the increase in combustion eciency experienced in TBC-coated engines
and provides a logical link between increased Tzone width and reduced hydrocarbons in the
exhaust stream.
8.2 Overview of Original Contributions
 Modication of the Sequential Function Specication Methodology to include the
diusive time scale. This work was critical to ensure the success of the inverse solver. The
engine environment is inherently requires targeted regularization to ensure stability of the
solver while preserving delity of the surface temperature and heat ux estimates.
 Application of modied SFSM to an engine-specic inverse heat transfer cong-
uration. The inverse heat transfer conguration resulting from the TBC-treated heat ux
probes and piston provided a tting platform to apply the methodology detailed above. Prior
eorts to evaluate thermal conditions of in-cylinder surfaces required direct measurements.
 Expanded instrumentation, including the GDZR-treated telemetry linkage sys-
tem. Considerable eort was invested into coating, constructing, and processing the sub-TBC
temperature measurements from the GDZR-treated piston.
 Evaluation of global heat loss between metal and TBC-treated engine platforms.
The present work represents the rst systematic (and thorough) evaluation of heat transfer
between metal and TBC-treated engine variants.
 Related analysis of charge temperature stratication (as a result of heat transfer)
between metal and TBC engines. Temperature based analysis is extended to consider
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pressure-derived metrics using Thermal Stratication Analysis. This eort provides consider-
able insight into the physical mechanisms underlying the advanced combustion phasing and
enhanced combustion eciency of the TDC-treated engine.
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