Identifying reliable domain-domain interactions (DDIs) will increase our ability to predict novel proteinprotein interactions (PPIs), to unravel interactions in protein complexes, and thus gain more information about the function and behavior of genes. One of the challenges of identifying reliable DDIs is domain promiscuity. Promiscuous domains are domains that can occur in many domain architectures and are therefore found in many proteins. This becomes a problem for a method where the score of a domain-pair is the ratio between observed and expected frequencies because the PPI network is sparse. As such, many protein-pairs will be non-interacting and domain-pairs with promiscuous domains will be penalized. This domain promiscuity challenge to the problem of inferring reliable DDIs from PPIs has been recognized, and a number of work-arounds have been proposed. In this paper, we report an application of Formal Concept Analysis (FCA) to this problem. We find that the relationship between formal concepts provide a natural way for rare domains to elevate the rank of promiscuous domains, and enrich highly ranked domain-pairs with reliable DDIs. This piggy-backing of promiscuous domains onto rare domains is possible due to the domain architecture of proteins which mixes promiscuous with rare domains.
Introduction
Proteins comprise domains which are evolutionary conserved sequence segments with the ability to fold and function independently. An important class of domains mediates protein-protein interactions (PPIs);
although not all interactions between proteins can be attributed to interactions between domains, and not all domains in multi-domain proteins play a direct role in protein interaction. Nonetheless, many computational methods which seek to predict PPIs with high accuracy rely on computationally inferred domain-domain interactions (DDIs), e.g. [1] .
Ideally, the inferred DDIs used to support the predicted PPIs are highly reliable themselves, that is there is a large overlap between the set of inferred DDIs and the set of physically verified or gold standard domain-domain interactions (GDDIs). This ideal is desirable not only to tease out specific interactions in a protein complex, but also to give predictive power to protein-protein interaction prediction methods (more on this point later in this section).
However, using GDDIs to predict PPIs generates a large number of false positives (non-interacting protein-pairs predicted as interacting) and thus reduces the accuracy of the prediction method. The large number of false positives stem from the fact that GDDIs are enriched with promiscuous domains.
Promiscuous domains can occur in many domain architectures [2] and thus appear in many proteins. But since the PPI network is sparse, many of these protein-pairs will be non-interacting.
It is parsimonious to re-use domain-pairs that can interact to facilitate PPIs. Indeed, many DDIs are conserved by evolution [3] and there is a high degree of DDI re-use by PPIs [4] . Promiscuous domains are observed to be heavily involved in PPI mediation [2] . In theory, PPI prediction methods which depend on inferred DDIs rely on the presence of this parsimony. The basic underlying thinking is DDIs inferred from PPIs in the training set can then be used to predict PPIs in the test set. Fundamental to the success of this strategy is a commonality between the proteins in the training and test sets, at least in the form of domain-pairs. When this commonality is reduced, e.g. through the use of rare DDIs to predict PPIs, the power (ability to generalize from sample to population) of a prediction method weakens. This flaw in existing computational PPI prediction methods was demonstrated in [5] wherein the predictive performances of seven PPI prediction methods deteriorated significantly as the intersection between the training protein set and the test protein set decreased to null (the number of domain-pairs in common also decreased Appendix:SM1).
The 'drift towards rare domain-pairs' phenomenon in PPI prediction methods has been noted [6] .
Such rare domain-pairs comprise domains which occur infrequently in a given protein sample but occurs in interacting protein-pairs so that rare domain-pairs appear to be highly reliable DDIs and good indicators of putative PPIs (since they dampen the increase in false positives). However, rare domainpairs are often not GDDIs. Further, rare domain-pairs have weak predictive value since by their nature, they are not commonly found in proteins and therefore the information that they interact is less reusable for the purpose of predicting PPIs. We suggest that the 'drift towards rare domain-pairs' phenomenon is partly a consequence of how computational PPI prediction methods are evaluated. However, the 'drift towards rare domain-pairs' is also because promiscuity prevents GDDIs from being highly ranked in computational methods to infer DDIs. Recognizing this domain promiscuity problem, additional measures have been taken to counteract its effects when inferring DDIs from PPIs, e.g. [6] [7] [8] .
In this paper, we show how Formal Concept Analysis (FCA) [8] (section 4) can be used to overcome the promiscuity problem for detecting GDDIs from a given set of PPIs. Our method is different from previous proposals in several ways:
It is a more discrete approach, and we believe this is the first use of FCA in this manner.
(ii) We are able to identify necessary conditions for our method to work.
(iii) We can relate the results of our method to the characteristics of the given input data.
Basic definitions
Let P be the set of proteins and A the set of domains. Every protein in P comprises one or more domains 
The set of non-PPIs is also a symmetric relation on P, and a non-interacting protein-pair (x, y) 0 also
There may be pairs in P=×=P which are neither interacting nor non-interacting because they do not satisfy the same organism condition.
The set of DDIs is a symmetric relation on A, and domain self-interaction is possible. A protein-pair (x, y) generates domain-pairs, each of which may or may not be reliable, through the cross-product of their domains, i.e.: D(x) × D(y). A domain-pair (a, b) generates a set of protein-pairs, each of which may or may not be interacting, through the cross-product of their respective protein sets, i.e.: P(a) × P(b). For a domain-pair (a, b) to be a DDI, it must generate at least one interacting protein-pair.
The Riley dataset and its characteristics
The Riley dataset [8] has been re-used in a number of studies, e.g.: [6, 10] . This dataset comprises 11,403
proteins from 68 organisms ( Amongst these possible DDIs are 783 gold standard domain-domain interactions (GDDIs). GDDIs are domain-pairs whose physical interaction has been verified experimentally. The GDDIs were obtained from [6] . Over half (403/783 = 51.57%) of the GDDIs are self-interacting (homotypic), but less than 1%
(1262/176450) of the non-GDDIs are self-interacting. DDIs which mediate PPIs are enriched with homotypic domain-pairs [3, 11] . A PPI with at least one GDDI is a gold-PPI (GPPI). There are 850 GPPIs in the Riley dataset. In the remainder of this section, we examine the Riley dataset to support assertions made in Section 1 and the discussion in the rest of this paper. Specifically, the data characteristics of interest are:
Highly reliable domain-domain interactions (GDDIs) are enriched with promiscuous domains.
(ii) GDDIs generate significantly more true positive PPIs and also more false positive PPIs than non-GDDIS. More true positive PPIs agrees with the parsimony or the re-use principle for GDDIs, and more false positive PPIs accords with the promiscuity of gold domains.
(iii) Protein domain architectures are mostly a mix of rare and promiscuous domains.
GDDIs are significantly enriched with promiscuous domains.
To test this assertion and its corollary that domain-pairs comprising rare domains are often not GDDIs, A domain is more promiscuous if it occurs more frequently in a given set of proteins, i.e. given P and {a, b} ⊂ A, N(a) > N(b) implies a is more promiscuous than b.
We observed that domains are not distributed normally amongst proteins. Few domains occur much more frequently and most domains occur infrequently. The log-log plot in Fig. 1 shows the right-skewed distribution of domain occurrence which is exhibited more clearly by the set of all domains than the set of gold domains (even though the set of all domains is much larger than the set of gold domains). The difference in frequency distributions is significant. Analysis with R's Wilcox test function confirms that the set of gold domains is significantly more promiscuous than the set of all domains (Appendix SM2). The rare domains outnumber the promiscuous domains several fold. There are fewer rare domains in the set of gold domains than in the set of all domains. (Right) In general, the more frequently a domain occurs, the more likely it is to be a gold domain.
The bar chart in Fig. 1 (Table 2) . Table 2 shows the breakdown of proteins by domain architecture.
The most popular domain architecture is a combination of promiscuous and rare domains. At least a third of the proteins have the mixed domain architecture. Mixed architecture proteins are the workhorse proteins in our method. They enable the piggy-back mechanism described in section 5. When |P(a)| ≤ 5 is the criterion for identifying rare domains, the domains pooled from the set of mixed architecture proteins include 53.43% of the gold domains (Table 3) . When |P(a)| ≤ 10, the number of proteins with mixed domain architecture decreases, resulting in a concomitant decline in the coverage of gold domains by the set of domains from mixed architecture proteins to 41%. 
Formal Concept Analysis
Formal Concept Analysis (FCA) [9] is a technique to organize a (finite) set of objects G (German: For the application in this paper, the set of objects is the set of proteins, i.e. G = P, the set of attributes is the set of domains, i.e. M = A, and g I m denotes protein g has domain m, i.e. m ∈ D(g) and dually g ∈ P(m). Table 4 is the cross-table for the relation between proteins and domains associated with the organism S. pombe in the Riley dataset. The concept lattice expressing this relation is given in Fig. 2 . Freq.
Fig. 2 The concept lattice for the S. pombe relation in Table 4 .
Details
In this section, we describe FCA in enough detail to support the discussion in this paper. The more mathematically inclined are referred to [9] for a rigorous and complete exposition of FCA.
A concept c ∈ s(G, concept ∈ ↓{c}. The intent of a concept c is the union of the intent of each concept ∈ ↑{c}. This relationship between concepts makes it possible to reduce the labeling of concepts to objects and attributes specific to a concept (Fig. 3) . Changing the labels does not change the concepts. A concept lattice with reduced labeling is a reduced concept lattice.
Fig. 3
The oa concept lattice for the relation in Table 4 . The oA and Oa concept lattices can be found in the Appendix SM5.
There are then four possible ways to label a concept lattice: (i) with complete object labels and complete attribute labels (OA); (ii) with reduced object labels and reduced attribute labels (oa); (iii) with complete object labels and reduced attribute labels (Oa); and (iv) with reduced object labels and complete attribute labels (oA). The oa and oA combinations produce object-reduced concept lattices. The oa and
Oa combinations produce attribute-reduced concept lattices. We explore each combination in our work on proteins and their domains in section 5. It is possible for two different combinations to produce two different outcomes because we use the labels of objects and attributes instead of the objects and attributes themselves. We use O L (c) to refer to the set of object-labels for O(c), and similarly A L (c) to refer to the set of attribute-labels for A(c).
Points of note
(i) Promiscuous domains gravitate towards the top of an attribute-reduced concept lattice (Fig. 3 &   Fig. SM5.2 ). This is expected since for a domain to be promiscuous, it must occur in many proteins. In FCA language, involving more proteins (objects) means a larger extent, and as one goes up in a concept lattice extents increase in size, culminating in the top element whose extent is the entire object set. For S. pombe, the domains with frequency N(d) > 1 are Pkinase (5), SAM_2 (2) and Cyclin_N(2) ( Table 4 ) and they reside in concepts one step away from the top element and two steps away from the bottom element in Fig. 3 . The rare (non-promiscuous)
domains gravitate towards the bottom of an attribute-reduced concept lattice since by their rarity, rare domains command smaller extents.
(ii) The position of a protein in an object-reduced concept lattice depends on the promiscuity of its domain(s). Three of the four single-domain proteins for S. pombe have domains whose N(d) > 1, and these single-domain proteins (10, 1076 and 659) reside in concepts one step away from the top element in Fig. 3 . A multi-domain protein with a combination of promiscuous and rare domains will appear in an object-reduced concept lattice with its rare domains. E.g.: protein 620 appears with domain Cyclin_C and not with Cyclin_N in Fig. 3 . Also in Fig. 3 , protein 16
appears with its Pfam-B domains (which tend to be rare) in concept 2 and not with the more promiscuous Pkinase in concept 1. In general therefore, proteins with rare domains will gravitate towards the bottom of an object-reduced concept lattice, and proteins with only promiscuous domains will gravitate towards the top of an object-reduced concept lattice. Further, because attribute-labels accumulate downwards in a concept lattice, concepts containing proteins with a combination of only rare domains will be found in an object-reduced concept lattice below concepts containing proteins with only one rare domain. Similarly, concepts containing proteins with a combination of only promiscuous domains will be found in an object-reduced concept lattice below concepts containing proteins with only one promiscuous domain. The reduced concept lattice in the Appendix SM4 illustrates these points more clearly.
(iii) Object-label sets and attribute-label sets may be empty in a reduced concept lattice. This follows from points (i) and (ii). The more numerous rare domains will "consume" proteins and leave fewer proteins available to promiscuous domains. So an empty object-label set O L (c) = ∅ is more likely towards the top of an attribute-reduced concept lattice. In an object-reduced concept lattice, object labels appear exactly once and the set of object labels (proteins) is finite. Dually in an attribute-reduced concept lattice, attribute labels appear exactly once and the set of attribute labels (domains) is finite.
Domain-pair Scoring and Ranking
One of the earliest methods for detecting over-represented 'correlated sequence-signatures' e.g. domainpairs, in a database of protein-protein interactions uses the log-odds of the ratio between observed and expected frequencies to score pairs of sequence-signatures [14] . Larger scores indicate a frequency of occurrence in the database which is higher than expected by random chance. This method was called the Association method in [1] and some subsequent papers adopted this moniker, e.g.: [6] .
Specifically, the score of a domain-pair (a, b) with the Association method is AM(a, negative in value with a maximum of log 2 (1) = 0 which is the score for domain-pairs that occur only between interacting protein-pairs, and an undefined minimum of log 2 (0) which is the score for domainpairs that occur only between non-interacting protein-pairs. Domain-pairs with larger scores are ranked more favourably (given higher rank).
The Riley dataset (section 3) comprises proteins from multiple organisms and both interacting and non-interacting proteins are restricted to those from the same organism. To handle this situation,
and b ∈ D(y)} | is the number of non-interacting protein-pairs in the database such that a is a domain of protein x and b is a domain of protein y.
Concept-based scoring and ranking <CB, PG>
Our concept-based scoring scheme also uses the log-odds ratio AM(a, b) described before, but the scoring is done using pairs of concepts, excluding the top and the bottom concepts (and any other concepts with either an empty extent or an empty intent). Protein interactions and non-interactions are confined to the object-labels of a concept-pair, and a domain-pair may be evaluated zero or more times depending on which type of concept lattice is used. If more than one score exists for a domain-pair, the domain-pair is assigned the largest score and the number of unique scores strictly smaller than the largest score is recorded. If a domain-pair is scoreless (e.g. log 2 (0)), it is ranked below all other domain-pairs with scores. Because there is potential for many domain-pairs to have the same score, a two-tier system which considers the best score (CB) and how the best score was obtained (PG) is used to rank domainpairs. Domain-pairs with larger CB and larger PG are ranked more favourably in terms of interaction reliability. The expectations are (i) highly ranked domain-pairs are enriched with GDDIs, and (ii) in a set of putative DDIs for a PPI, the highest ranked DDI is a GDDI [15] . proteins containing a domain appears in the extent of a concept whose intent has the domain.
S. pombe example
Interactions and non-interactions between the ten S. pombe proteins in the Riley dataset are depicted in Fig. 4 . The presence (absence) of an edge between two nodes denotes an interaction (non-interaction). A bolded edge signifies that the two endpoint proteins form a GPPI. A GPPI is a PPI that is support by at least one GDDI. Table 5 works out the concept-based score for the gold standard domain-pair (Pkinase, Pkinase). In the concept lattices which are not attribute-reduced, i.e.: OA in Fig. 2 and oA in Fig. SM5 .1, Pkinase appears in the attribute-label set of concepts c1, c3, c2 and c7, which yields the 10 concept-pairs in Table   5 . In the attribute-reduced concept lattices, i.e.: oa in Fig. 3 and Oa in Fig. SM5 .2, Pkinase appears in the attribute-label set of concept c1 only and yields a single concept-pair to process.
Domain pair scoring for the four types of concept lattices: OA, oA, Oa and oa, all work in the same way. To illustrate, we take c1 × c2 from OA, which yields interacting protein-pairs (16, 16) and (16, 1076), and non-interacting protein-pairs (10, 16), (10, 136) and (10, 949) . This makes the conceptbased score for (Pkinase, Pkinase) = log 2 (2 / (2 + 3)). But this is not the maximum score for (Pkinase, Pkinase). For concept lattice type OA, the maximum score for (Pkinase, Pkinase) is log 2 (1) and it is obtained through c2 × c2. We say that CB OA (Pkinase, Pkinase) = 0.0.
CB OA (Pkinase, Pkinase) > CB Oa (Pkinase, Pkinase) because in OA, a concept lattice which is not attribute-reduced, Pkinase appears with other rare domains belonging to a protein, and in this case the protein (16) interacts with itself. This is an instance of a promiscuous domain (Pkinase) riding piggy-back on rare domains (the Pfam-B domains) to boost its concept-based score. In Oa, a concept lattice which is attribute-reduced, there is no opportunity for Pkinase to piggy-back on other domains.
CB Oa (Pkinase, Pkinase) = AM(Pkinase, Pkinase), the score obtained via the Associative method. 
log 2 (1/1) log 2 (1/1) log 2 (2/15) scoreless Number of score improvements (piggy-backs) PG 2 1 0 0
The protein-pair interactions producing the higher scores for promiscuous domain-pairs need not be self-interacting; although GDDIs have a higher propensity to be self-interacting than non-GDDIs (section The two examples given before illustrate three important points:
(i) Piggy-backing on rare domains help GDDIs, which largely comprise promiscuous domains, boost their CB scores.
(ii) A necessary condition for piggy-backing is a concept lattice which is not attribute-reduced.
(iii) Another necessary condition, which is satisfied by the Riley dataset, is most proteins have mixed architecture (section 3.3). This is so that it is possible for a promiscuous domain and a rare domain to reside in the same intent.
A desirable consequence of piggy-backing is highly ranked DDIs can be enriched with GDDIs. This is one of the two tests we conduct with the entire Riley dataset in section 6. A companion test, which is also performed in section 6, is whether the highest ranking DDI for a GPPI is a GDDI. This method was first performed by Nye et al. [15] to predict domain-domain contacts for interacting protein pairs, and was used in [6] to evaluate their DDI prediction method. For brevity, we refer this method as the Nye test.
We use strict comparison for the Nye test: if for a GPPI, there is a non-GDDI with the same highest rank as a GDDI, the test fails for the GPPI. A GPPI with more DDIs and a small GDDI/DDI ratio poses more of a challenge for the Nye test. The protein-pair (16, 1076) is a GPPI since it is supported by the (Pkinase, Pkinase) GDDI. Following the definition in section 2, this protein-pair generates the four DDIs listed in Table 6 . The GDDI (Pkinase, Pkinase) is the highest ranking DDI only when the OA concept lattice is used. This example illustrates the tie-breaking role of PG between some domain-pairs with identical CB scores. Table 6 Examining the DDIs of GPPI(16, 1076). A GDDI is the highest ranking DDI only when the OA concept lattice is used. PG values help differentiate domain-pairs with identical scores. PG = 0 when an attribute-reduced concept lattice is used since attribute-labels appear only once and thus there is no chance for domains to ride piggy-back. There are three GPPIs for S. pombe in the Riley dataset are listed in Table 7 . Only rankings made with the OA concept lattice correctly placed a GDDI as the highest ranking DDI for all three GPPIs. The other three concept lattice types correctly placed a GDDI as the highest ranking DDI for only one of the GPPIs, and this GPPI has a GDDI/DDI ratio of 1.0. 
Application of concept-based domain-pair ranking to the Riley dataset
The concept-based scoring method (section 5.1) is applied to the Riley dataset (section 3) using all four types of concept lattices (section 4.1) and the resultant domain-pair ranking is evaluated on two fronts:
(i) GDDI recovery (section 6.1), and
(ii) the Nye test (section 6.2).
The hypothesis is that when the necessary conditions for concept-based scoring are present (section 5.2), highly ranked domain-pairs will be enriched with GDDIs. This in turn will aid GDDI recovery and increase the pass rate with the Nye test.
The concept-based scoring method is further evaluated under the following four circumstances, all of which are related to the input data:
(i) Under the default or original circumstance, the complete Riley dataset is used without modification. Since all PPIs in the given input data are used for the evaluation of domain-pairs, the probability of including a PPI, Pe = 1.0.
(ii) PPI data obtained via high-throughput methods are error-prone. To account for the inaccuracies in PPI data, the robustness of computational methods when dealing with PPIs is commonly tested by using Pe < 1.0. Ref. [6] for example, reported the results for their method at Pe = 0.5. We do the same and evaluate the concept-based scoring method at Pe = 0.5, that is each PPI from the set of PPIs in the Riley dataset is included with 50% probability. Naturally, the final input data will have a reduced number of GDDIs and GPPIs.
(iii) Another way we modify the input PPI network is by permuting the nodes. We do this in such a way that the original number of PPIs per organism remains invariant and the original network structure (e.g. degree distribution, average path length, clustering and assortativity) is preserved.
(iv) Finally, to test the assertion put forth so far that a mixed domain architecture is a necessary condition for piggy-backing, we shuffled the domains of proteins such that the number of domains and their frequency of occurrence in proteins remain unchanged. We also preserve the number of domains per protein, although for this scenario we allow domain repetitions and so a protein becomes a multi-set of domains. Domain shuffling was accomplished with the following steps:
1. Place every instance of a domain in the input data into a sequence, sorted by frequency of occurrence. Domain instances with identical frequency are shuffled amongst themselves.
2. Sort the proteins by their size, i.e. number of domains they contain.
3. Starting from the largest to the smallest protein, assign domains to proteins starting from the least to the most frequently occurring domains. The reason for this is to reduce domain repetition within a protein.
The impact of shuffling on domain architecture is shown in 
GDDI Recovery
GDDI recovery is performed by searching domain-pairs in rank order starting from the highest to the lowest ranked domain-pairs. The search space of domain-pairs is created by generating all possible domain-pairs (DDIs) for the given set of PPIs. Domain-pairs with the same rank are shuffled amongst themselves. Each time a GDDI is found, the True Positive Rate (TPR) increases. TPR(t) = number of GDDIs found so far at search step t / total number of GDDIs to find. Each time a non-GDDI is met, the False Positive Rate (FPR) increases. FPR(t) = number of non-GDDIs met so far at search step t / total number of non-GDDIs. The total number of non-GDDIs is the number of DDIs less the number of GDDIs. Results for GDDI recovery under the four input data conditions described before are reported in
Figs. 6-9. We make the following observations about the GDDI recovery results:
Concept lattices that are not attribute-reduced (OA and oA) produce better results (higher TPR or Sensitivity) at lower FPR (higher Specificity).
(ii) The Associative method (Oa) performed the worst in all four circumstances.
(iii) The OA result is most robust to the changes in input data introduced here. This contradicts our expectation with regards to the impact of domain architecture and the importance of piggybacking for our concept-based scoring method (Fig. 9 ). Unexpectedly also, the Associative method (Oa) results suffer the most from domain shuffling. However, results for the Nye test (Table 8) with Oa actually show an improvement when domains are shuffled. An improvement in GDDI recovery with Oa can also be seen if the Oa domain-pair ranks are reversed (Oa_r plot in Fig. 9 ).
When the flipped ROC for Oa is taken into account, we conclude that except for domain shuffling, GDDI recovery is most robust with concept-based scoring using the OA concept lattice. 
Nye test
The Nye test [15] (section 5.2) asks of each GPPI whether the highest scoring DDI from all domain-pairs generated by a GPPI is a GDDI. If the highest scoring domain-pair for a GPPI is a GDDI (and there are no other non-GPPIs with the same highest score), the GPPI passes the Nye test. (Fig. 10) . Fig. 11 breaks down the Default (Pe = 1.0) results in Table 8 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  39 42  44  45  48  49  50  53  55  56  59  60  63  64  66  69  71  72  73  74  77  78  80  88  91  96  99  105  106  110  120  125  134  137  139  165  171 Number of DDIs per GPPI OA oA Oa oa Fig. 11 Fraction of GPPIs that pass the Nye test, i.e. where a GDDI is the highest ranking DDI. Default test condition, Pe = 1.0.
Summary and concluding remarks
A method based on Formal Concept Analysis to infer reliable domain-domain interactions from proteinprotein interactions was proposed and shown to be feasible even in the presence of domain promiscuity.
The proposed method outperforms the Associative method on two fronts: GDDI recovery and the Nye test. The effectiveness of the method is due to a piggy-backing mechanism. Two necessary conditions to enable piggy-backing are: (i) mixed domain architecture, and (ii) concept-based scoring and ranking based on a concept lattice that is not attribute-reduced. The problem of using highly reliable domain-pairs to predict protein-protein interactions with high accuracy remains a future challenge. Wilcoxon rank sum test with continuity correction data: gddi$non_pairs and ddi$non_pairs W = 79464083, p-value = 1.229e-13 alternative hypothesis: true location shift is greater than 0 SM4: Concept lattice example to support section 4.2. Fig. 1 [8] .
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Fig. SM4.1:
The OA concept lattice for the relation in Table SM4 .1
Fig. SM4.2:
The oa concept lattice for the relation in Table SM4.1 Attributes with frequency > 4 (a.k.a. the promiscuous attributes: B, G, R and O) appear in concepts one step away from the top concept. The remaining attributes Y, V and A all appear only twice in the set of objects, and they appear at least two steps away from the top concept. Promiscuous attributes appear towards the top and rare attributes appear towards the bottom of an attribute-reduced concept lattice.
Objects comprising only one frequently occurring attributes (6, 7, 2, 9 and 11) appear in concepts one step away from the top concept. Objects with two or more promiscuous attributes only (0, 8, 3, 5) appear in concepts at least two steps away from the top concept. The objects comprising promiscuous and rare attributes (mixed attribute architecture: 4, 10, 1) appear one step away from the bottom concept. Objects comprising only promiscuous attributes appear towards the top of an object-reduced concept lattice. Mixed attribute objects appear towards the bottom of an object-reduced concept lattice. Table 4 . Fig. SM5.2 The Oa concept lattice for the S. pombe relation in Table 4 . 
SM6: A demonstration of concept-based scoring with Bacillus subtilis

