The acquisition of the 3D shape of real objects is a rapidly expanding field with various applications in Cornputer Aided Design, archeology, design, entertainment and so on. In this paper wepropose a new approach for 3D object reconstruction from range data. Our approach is based on the modelization of the object surfaces with a set of RBFs (Radial Basis Functions). Our originality is the fact that the reconstruction is independent from the object geometry; it can be applied for smooth objects as well as for objects with sharp boundaries. To enhance the efficiency of the RBF modelization, we propose also an efficient isosurfacing algorithm. Unlike conventional reconstruction techniques, no prior information about the acquisition process is required. We demonstrate the ability of our approach to reconstruct a wide range of 3D objects through a set of experiments.
Introduction
Advanced computer graphics applications require detailed 3D models of their environment. The desire to reduce the dependency on the human input in making realistic 3D models of real complex scenes has resulted in an increased role of the world measurement in the computer graphics society.
Recent growth in implicit surface representations with their foundations established early in the development of 3D curves and surfaces in computer graphics3), has created new interest in polygon free reconstruction and representation of 3D objects and scenes from a set of scattered data. This was also motivated by the recent advances in CPU speeds, available memory and computing costs. However, managing complex models remains difficult. Early works in implicit models use a combination of boolean operations and blending functions to describe CAD objects12). These techniques are suitable for object description rather than reconstruction. Piecewise parametric splines have also been used to define surfaces implicitly. An introduction to these techniques can be found in the paper12).
J.C.Carr et. al.2) have developed techniques for modelling and reconstructing 3D objects from surface point data using a set of RBFs (Radial Basis Functions).
This work provides some insight into how one implicit function can be fitted to complex and smooth objects.
It allows a direct specification of a complex surface from dense, irregular data samples. However, their approach is adapted only for smooth objects without sharp boundaries. More ever, only a random subset of the initial scarred points is used to fit the implicit function.
Although this optimization reduces dramatically the fitting time and the required memory, a better result could be obtained by using prior knowledge about the scene to model or statistical analysis on the initial data set.
On the other hand, to reconstruct sharp features such as edges and corners, super-quadratic surfaces are widely used13). Although it allows to approximate sharp features, the resulting surface remains mathematically smooth at the sharp boundaries. This paper introduces a new approach for 3D Object modelling and reconstruction from range data. First, 10. 25) the object surface is fitted with a set of RBFs. The merit of our technique is the fact we don't make any restriction on the object geometry. This technique is coupled to an efficient isosurfacing algorithm which will allow us to extract with a high precision the mesh representation of the scene from the RBF based implicit representation. As we will show in the next sections, our approach is fully automatic, and no prior knowledge about the acquisition system is required. However, in this paper, the range data acquisition problem is not considered. This problem is well studied in many papers1)8)9). In our work, we consider that the 3D range data are already available. The distinctions between our work and the well-known techniques are:
The entire object is modelled with a single im-
No restriction is made on the object geometry:
the approach is adapted for smooth objects as well as objects with sharp boundaries.
(3) For a fast fitting of the R,BF to the data set, unlike the previous method in2), the center reduction technique is not random but uses a statistical analysis on the initial data. This gives a powerful optimization tool. (4) In the iso-surface extraction step, the range data are used in order to localize the surface. This avoid extra evaluations of the implicit function and results in less computational complexity.
In section 2, we will introduce our technique for surface fitting using RBFs and explain how it can be optimized in order to be able to fit any given set of points. Given a set of n scanned 3D points S = {si = (xi, yi, zi), i = 1... n}, the problem is to find a surface M which fits the points in S. A common and efficient analytical representation of the surface M is to use an implicit function f. Thus, every point s = (x, y, z) belonging to M has to satisfy the following equation;
An efficient way is to choose f as the signed distance of a point (x, y, z) to the closest point on M. In our case, we wish to find a function f which is zero for every point in the set 8,
In order to avoid the solution that f is zero everywhere, we add off-surface points to the original data; Now the second term of the equation (6) controls the surface sharpness. In our work, we propose to use the rectangular function defined as;
The behavior of these two functions and their linear The automatic estimation is a very complex problem and will be a subject of future work. Fig. 2 (a) shows the reconstruction of the same cube using the thin-plate described in2), while the reconstruction in Fig. 2 (2), (3) and (4) 
Fast estimation of the function parameters
The objective in this step is to develop a fast evaluation method for solving the equation system (9). Here we present only the application for RBF and the results.
The reader is referred to4)5) for the related theory.
The first idea is to define another basis for the sub- Fig. 3 . The boundary nodes are again subdivided and the process is repeated until we reach the finest level of subdivision. Then, the implicit function,
given by the equation (4), is evaluated at the vertices of each leaf of the octree classified as boundary. The polygon meshes are generated using the traditional Marching Cube method. This approach has two main advantages over the previous ones10)11). In fact, during the subdivision and classification process, the RBF is not evaluated. Indeed, the geometric properties of the 3D
object and information about the acquisition system, if available, are used as classification criteria. The second advantage is the fact that it allows the incorporation of some information about the acquisition system, when available, thus it makes the approach more general.
Node Classification
Node classification is the most critical step in the isosurface extraction process; each node in the octree is classified into boundary or non-boundary. When the voxel is located between the view point and the surface, or far away it is classified as a nonboundary node. Otherwise the voxelit will classified as a boundary node. For the objects in Fig.  5 and Fig. 6 , we used the point (a) 
A detailed view of the generated surface. reduction technique mentioned in section 2.3 because CAD objects contain many facets and can be approximated to planes. However we didn't use such optimization for the reconstruction of the Stanford Bunny in Fig. 4 , the initial subset is selected randomly.
We can see in Table 1 that the REF centers are reduced to almost 20% of the on-surface and off-surface points while the fitting error remains acceptable. Although our reduction ratio is less than the method proposed in 2) where the centers are reduced to 12%, our algorithm is much more faster. This is due to the fact that our center selection method is deterministic, thus the suitable centers are selected in less than 3 iterations, while in2) many iterations are required since the selection is random. Table 2 illustrates the effect of the fitting threshold E on the final result and the fitting time, for the range data in Fig. 5 . In fact, choosing a small value of E will reduce the fitting error while it increases the processing time. The setting of E is left to the user in order to balance between processing time and fitting quality. Fig. 7 Comparison of the average curvature tively, would require more than 30GB of RAM and inestimable computational time (0(N3)). But using our method which makes a transformation to the Lagrange basis, the observed RAM peak is 87.3/11B for the bunny.
data. Table 3 shows a comparison of the computational time between our method and the one proposed in2) using the range data of the happy Budha statue.
This table shows clearly that our method is much faster than previously proposed ones. This demonstrates the efficiency of the optimization techniques we introduced. Analysis for every center on its restricted neighborhood.
The resulting eigenvectors are an efficient measure of the surface sharpness at a given center. This will allow more control over the surface topology.
Finally in this work we did not consider a mesh optimization step. Reducing the number of the generated polygon meshes is important for real time applications.
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