Abstract. In this paper we refine the notion of tree-decomposition by introducing acyclic (R, D)-clustering, where clusters are subsets of vertices of a graph and R and D are the maximum radius and the maximum diameter of these subsets. We design a routing scheme for graphs admitting induced acyclic (R, D)-clustering where the induced radius and the induced diameter of each cluster are at most 2. We show that, by constructing a family of special spanning trees, one can achieve a routing scheme of deviation ∆ ≤ 2R with labels of size O(log 3 n/ log log n) bits per vertex and O(1) routing protocol for these graphs. We investigate also some special graph classes admitting induced acyclic (R, D)-clustering with induced radius and diameter less than or equal to 2, namely, chordal bipartite, homogeneously orderable, and interval graphs. We achieve the deviation ∆ = 1 for interval graphs and ∆ = 2 for chordal bipartite and homogeneously orderable graphs.
Introduction
Routing is one of the basic tasks that a distributed network of processors must be able to perform. A routing scheme is a mechanism that can deliver packets of information from any node of the network to any other node. More specifically, a routing scheme is a distributed algorithm. Each processor in the network has a routing daemon (known also as a message passing algorithm or a forwarding protocol) running on it. This daemon receives packets of information and has to decide whether these packets have already reached their destination, and if not, how to forward them towards their destination. A network can be viewed as a graph, with the vertices representing processors and the edges representing direct connections between processors. It is naturally desirable to route messages along paths that are as short as possible.
Routing scheme design is a well-studied subject. For a general overview we refer the reader to [14] . Most routing schemes are labeling schemes that assign two kind of labels to every vertex of a graph. The first label is the address of the vertex, the second is a data structure called local routing table. These labels are assigned in such a way that at every source vertex x its routing daemon can quickly decide, based on the two labels stored locally in x and the address of any destination node y, whether the packet has reached its destination, and if not, to which neighbor of x to forward the packet.
A straightforward approach to routing is to store a complete routing table at each vertex of the graph, specifying for each destination y the first edge (or identifier of that edge, indicating the output port) along some shortest path from x to y. While this approach guarantees optimal (shortest path) routing, it is too expensive for large systems since it requires total O(n 2 log δ) memory bits for an n-vertex graph with maximum degree δ. Thus, for large scale communication networks, it is important to design routing schemes that produce short enough routes and have sufficiently low memory requirements.
Unfortunately, for every shortest path routing strategy and for all δ, there is a graph of degree bounded by δ for which Ω(n log δ) bit routing tables are required simultaneously on Θ(n) vertices [11] . This matches the memory requirements of complete routing tables. To obtain routing schemes for general graphs that use o(n) of memory at each vertex, one has to abandon the requirement that packets are always delivered via shortest paths, and settle instead for the requirement that packets are routed on paths that are relatively close to shortest. The efficiency of a routing scheme is measured in terms of its additive stretch, called deviation (or multiplicative stretch, called delay), namely, the maximum surplus (or ratio) between the length of a route, produced by the scheme for a pair of vertices, and the shortest route. There is a tradeoff between the memory requirements of a routing scheme and the worst case stretch factor it guarantees. Any multiplicative t-stretched routing scheme must use Ω( √ n) bits for some vertices in some graphs for t < 5 [18] , Ω(n) bits for t < 3 [9] , and Ω(n log n) bits for t < 1.4 [11] . These lower bounds show that it is not possible to lower memory requirements of a routing scheme for an arbitrary network if it is desirable to route messages along paths close to optimal. Therefore it is interesting, both from a theoretical and a practical view point, to look for specific routing strategies on graph families with certain topological properties.
One way of implementing such routing schemes, called interval routing, has been introduced in [16] and later generalized in [13] . In this special routing method, the complete routing tables are compressed by grouping the destination addresses which correspond to the same output port. Then each group is encoded as an interval, so that it is easy to check weather a destination address belongs to the group. This approach requires O(δ log n) bit labels and O(log δ) forwarding protocol, where δ is the maximum degree of a vertex of the graph. A graph must satisfy some topological properties in order to support interval routing, especially if one insists on paths close to optimal. Routing schemes for many graph classes were obtained by using interval routing techniques. The classical and most recent results in this field are presented in [8] .
New routing schemes for interval graphs, circular-arc graphs and permutation graphs were presented in [5] . The design of these simple schemes uses properties of intersection models. Although this approach gives some improvement over existing earlier routing schemes, the local memory requirements increase with the degree of the vertex as in interval routing.
Graphs with regular topologies, as hypercubes, tori, rings, complete graphs, etc., have specific routing schemes using O(log n)-bit labels. It is interesting to investigate which other classes of graphs admit routing schemes with labels not depending on vertex degrees, that route messages along near-optimal path. A shortest path routing scheme for trees of arbitrary degree and diameter is described in [7, 17] . It assigns each vertex of an n-vertex tree a O(log 2 n/ log log n)-bit label. Given the label of a source vertex and the label of a destination vertex it is possible to determine in constant time the neighbor of the source vertex that leads towards the destination. These routing schemes for trees serve as a base for designing routing strategies for more general graphs. Indeed, if there is a family of spanning trees such that for each pair of vertices of a graph, there is a tree in the family containing a low-stretch path between them, then the tree routing scheme can be applied within that tree. This approach was used in [4] to obtain a routing scheme of deviation 2 with labels of size O(log 3 n/ log log n) bits per vertex and O(1) routing protocol for chordal graphs. The scheme uses the notion of tree-decomposition introduced in [15] . There, a family of spanning trees is a collection of Breadth-First-Search trees associated with each node of the tree-decomposition. It is shown that, despite the fact that the size of the family can be O(n), it is enough for each vertex to keep routing labels of only O(log n) trees and, nevertheless, for each pair of vertices, a tree containing a low-stretch path between them can be determined in constant time.
In this paper we refine the notion of tree-decomposition by introducing acyclic (R, D)-clustering, where clusters are subsets of vertices of a graph and R and D are the maximum radius and diameter of these subsets. We develop a routing scheme for graphs admitting induced acyclic (R, D)-clustering where the induced radius and the induced diameter of each cluster are at most 2. We show that, by constructing a family of special spanning trees, one can produce a routing scheme of deviation ∆ ≤ 2R with labels of size O(log 3 n/ log log n) bits per vertex and O(1) routing protocol for these graphs. Our routing strategy is inspired by and based on the work of Dourisboure and Gavoille [4] . Recently we learned that [3] , too, generalizes the approach taken in [4] and obtains a routing scheme of deviation ∆ ≤ 2D with labels of size O(D log 3 n) bits per vertex and O(log(Dlogn)) routing protocol for the so-called tree-length D graphs [3] (which turns out to be equivalent to the class of graphs admitting acyclic (D, D)-clustering).
We investigate some special graph classes admitting induced acyclic (R, D)-clustering with induced radius and diameter less than or equal to 2, namely, chordal bipartite, homogeneously orderable, and interval graphs. We achieve the deviation ∆ = 1 for interval graphs and ∆ = 2 for chordal bipartite and homogeneously orderable graphs, while the routing schemes of [3, 4] produce ∆ = 2 for interval graphs and ∆ = 4 for chordal bipartite graphs. To the best of our knowledge this is the first routing scheme that is presented for homogeneously orderable graphs. Note that they include such well known families of graphs as distance-hereditary graphs, strongly chordal graphs, dually chordal graphs as well as homogeneous graphs (see [2] ). Additionally, we achieve a constant time routing protocol and slightly lower memory requirements for chordal bipartite graphs (from [3] one could infer for chordal bipartite graphs a scheme with labels of size O(log 3 n) bits per vertex and O(loglogn) routing protocol).
Preliminaries
All graphs occurring in this paper are connected, finite, undirected, loopless, and without multiple edges. For a subset S ⊆ V of vertices of G, let G(S) be a subgraph of G induced by S. By n = |V | we denote the number of vertices in G.
is the smallest number of edges in a path connecting u and v. The distance between a vertex u ∈ V and a set S is dist [15] , except that clusters have to satisfy bounds on the radius and the diameter.
Our concept of acyclic (R, D)-clustering is a tree decomposition introduced by Robertson and Seymour

Definition 1. A graph G = (V, E) admits an acyclic (R, D)-clustering if there exists a tree T whose nodes
.., C κ } are subsets of V , called clusters, such that the following holds:
T is called a tree-decomposition of G. The value κ = |C| is called the size of the clustering, R and D are called the radius of clustering and the diameter of clustering, respectively. We assume that acyclic clustering is reduced, meaning that no cluster is contained in any other cluster (clearly any acyclic clustering can be reduced).
We say that a graph G = (V, E) admits an induced acyclic (R, D)-clustering if max C∈C {rad(C)} ≤ R and max C∈C {diam(C)} ≤ D, where R and D are nonnegative integers called the induced radius of clustering and the induced diameter of clustering, respectively. An example of a graph admitting an induced acyclic (1,2)-clustering is given in Fig. 1 .
Note that the notion of acyclic (R, D)-clustering and the well-known notion of tree-width of a graph (see [15] ), are not related to each other. For instance, any clique has an acyclic (1,1)-clustering but is of unbounded tree-width, whereas any cycle of length k has tree-width 2 but admits only acyclic (
We will use the following property of acyclic clustering. It is proved in the full version of the paper [6] . Recall that a graph is chordal if it does not contain any induced cycles of length greater than
Lemma 1.
The following statements are equivalent.
A graph G = (V, E) admits an acyclic (R, D)-clustering.
For a graph G = (V, E) there exists a graph
G + = (V, E + ) such that E ⊆ E + , G + is chordal,
and for any maximal clique
Since a chordal graph can have at most n maximal cliques [12] , from Lemma 1 we obtain that any acyclic (R, D)-clustering has at most n clusters, i.e., κ ≤ n.
Routing Scheme
Let G be a graph that admits an acyclic (R, D)-clustering and T be a treedecomposition associated with it. We assume that T is rooted (say, at C 1 ). In a rooted tree T , nca T (X, Y ) denotes the nearest common ancestor of nodes X and Y of T .
Definition 2. For every vertex u of G, the ball of u, denoted by B(u), is a node Z of T with minimum depth such that u ∈ Z.
It is well known that any tree T with κ nodes has a node C, called a centroid and computable in O(κ) time, such that any maximal by inclusion subtree of T , not containing C, (i.e., any connected component of T \C) has at most κ/2 nodes. For the tree T of acyclic clustering we build a hierarchical tree H recursively as follows. All nodes of T are nodes in H. The root of H is C, a centroid of T , and the children are the roots of the hierarchical trees of the connected components of T \ C. Note that the height of H is O(log κ). The hierarchical tree for the graph in Fig. 1 is given in Fig. 2 Let G = (V, E) be a graph that admits an induced acyclic (R, D)-clustering with R ≤ 2 and D ≤ 2. Let X be a node of H and u be a vertex of G such that u / ∈ X and B(u) is a descendant of X in H.
* ∈ X, be a shortest path of G from u to X. Let C 0 = B(u) and C i be the cluster closest to
Note that such clusters exist by condition 2 of Definition 1. Let Q i be the shortest path in T between C i−1 and C i , 1 ≤ i ≤ k. Let Q k+1 be the shortest path in T between C k and X. Observe that, by condition 3 of Definition 1,
i=1 Q i be a path between B(u) and X and Q be the shortest path between B(u) and X in T . Note that, in general, Q(P ) is not a simple path, and Q ⊆ Q(P ) for any path P between u and X.
For any two clusters Y and Z such that Y, Z ∈ Q , we say that Y precedes
Lemma 2. There exists a shortest path
Proof. Obviously, C 0 = B(u) ∈ Q for any P . Assume, by induction, that there exists a path P = {z 0 , z 1 , z 2 , . . . , z k } between u and X such that C l ∈ Q for 0 ≤ l ≤ i − 1 < k and C 0 C 1 . . . C i−1 . We will show that there exists a path P between u and X such that C l ∈ Q for 0 ≤ l ≤ i and C 0 C 1 . . .
C i as follows. Let C be a cluster closest to C i in T such that C ∈ Q . Since X ∈ Q , there exists an integer p such that i < p ≤ k + 1 and C ∈ Q p . Let j > 0 be the smallest number such that C ∈ Q i+j . Notice that z i+j−1 ∈ C. Since z i−1 ∈ C and C has diameter 2, we immediately obtain that 1 ≤ j ≤ 2.
Note that z i / ∈ C, otherwise C = C i ∈ Q , a contradiction with C i / ∈ Q . Thus, j = 2, and C contains z i+1 .
We claim that C i−1 ≺ C. Otherwise, C i−1 would contain either z i , meaning C i = C i−1 ∈ Q , a contradiction, or z q , q > i, which is not possible, since C i−1 has diameter 2 and P is a shortest path. Let C * be the cluster closest to
* is on the path in T between C i−1 and C i , by condition 3 of Definition 1,
Recall that P is a shortest path and, therefore, z i−1 and z i+1 are not adjacent in G. Since C * has induced diameter 2, there exists a vertex z * ∈ C * such that z * is adjacent to both z i−1 and z i+1 . We replace z i with z * in P and obtain a new shortest path P = {z 0 , z 1 , . . . , z i−1 , z * , z i+1 , . . . , z k }. Clearly, the paths Q(P ) and Q(P ) have a common prefix
. We will prove that C i ∈ Q and C i−1 C i as follows. Assume, by contradiction, that C i / ∈ Q . Let C i be the cluster closest to C i in T such that C i ∈ Q . Since C i is on the path in T between C i and C * , z * ∈ C i and z * ∈ C * , by condition 3 of Definition 1, z * ∈ C i . Similarly, since C i is on the path in T between C i and C i−1 ,
, we obtain a contradiction, which proves C i ∈ Q .
It remains to prove that
, then, by condition 3 of Definition 1, z i−2 ∈ C i . In this case, C i is the cluster containing z i−2 and z i−1 and closer to C i−2 than C i−1 , a contradiction. If C i C i−2 , then C i contains a vertex z i−j , j > 2, which is not possible since z * ∈ C i , C i has diameter 2, and P is a shortest path. Thus, C i−1 C i .
In the full version of this paper [6] , we show that such a path P , which we call a Q-simple path, can be constructed in O(n 2 ) time.
Lemma 3. Let P be a Q-simple shortest path between u and X. Let
Proof. By Lemma 2, for each w ∈ P there exists a cluster C w ∈ Q such that w ∈ C w . By Definition 2, for w ∈ W , B(w) ∈ Q * holds, where Q * is the path between C w and the root of T . Clearly, B(w) / ∈ Q ∩ Q * , otherwise B(w) ∈ Q . Thus, B(w) is on the path between nca T (B(u), X) and the root of T . Since w ∈ C w , w ∈ B(w), and nca T (B(u), X) is on the path between C w and B(w), by condition 3 of Definition 1, w ∈ nca T (B(u), X) for all w ∈ W . Since the diameter of clusters is 2, and P is a shortest path, |P ∩ nca T (B(u), X)| ≤ 3. Thus, |W | ≤ 3. ∈ Q , then, by Lemma 3, the number of such vertices z is bounded by 3.
Lemma 4. Let u and v be two vertices of G and X = nca H (B(u), B(v)), then X is a separator between u and v in G.
Proof. Let P = {u = z 0 , z 1 , z 2 , . . . , z k = v} be a path from u to v and C 0 = B(u). Let C i be the cluster closest to 
Thus, any node of Q uv (P ) and, hence, any node of Q uv contains a vertex of any path P between u and v. By construction of H, X ∈ Q uv and, therefore, X is a separator between u and v. For any node X of H, we construct a tree in G in the following way. Let U be a set of vertices of G such that U ⊆ {V \ X} and B(u) is a descendant of X in H for u ∈ U . First, for each u ∈ U , we construct a Q-simple shortest path P (u) from u to X. Second, we construct a tree t(X) spanning X such that its diame-
Finally, we build a graph G X = u∈U P (u) t(X) and construct in a BreadthFirst-Search manner starting from t(X) a special spanning tree T of G X .
Lemma 5. A spanning tree T of G X can be constructed in such a way that for any u ∈ U , the path of T from u to X contains at most 3 vertices z such that B(z) is not a descendent of X in H.
Proof. Let P (u) be a path in G X from u ∈ U to X and W (P (u)) = {z ∈ P (u) :
, be the BFS-layers of G X with respect to X. A spanning tree T of G X can be constructed starting from t(X) in the following way. For all u ∈ L 1 , the parent(u) is a vertex x ∈ X such that |W (P (u))| is minimum, where P (u) is the path {u, x} of
)| is minimum, where P (u) = {u, P (v)}. The above construction guarantees that u is connected to X in T via a path P (u) with minimum possible |W (P (u))|. Since there is a path in G X between u ∈ U and X that is Q-simple, by Corollary 1, |W (P (u))| ≤ 3 for any u ∈ U .
Lemma 6. Let u, v be two vertices of G, X = nca H (B(u), B(v)), T be the tree associated with X, and P T be a path from u to v in T . Then there are no more than 7 vertices z, such that z ∈ P T and B(z) is not a descendant of X in H.
Proof. By Lemma 5, there are at most 3 such vertices on the path between u and X and there are at most 3 more such vertices on the path between v and X. Since X has induced diameter 2, there is at most 1 other such vertex of X that is on the path between u and v in T . u and v be two vertices of G, X = nca H (B(u), B(v) ), and T be the tree associated with X,
Lemma 7. Let
Proof. By Lemma 4, X is a separator between u and v. Let P G be a shortest path from u to v in G. Let u ∈ P G be the vertex closest to u such that u ∈ X and let v ∈ P G be the vertex closest to v such that v ∈ X. v) . Similarly, let P T be the path from u to v in T . Let u ∈ P T be the vertex closest to u such that u ∈ X and let v ∈ P T be the vertex closest to v such that v ∈ X.
We observe that, by construction of Proof. We associate a tree T (X), constructed as described above, with each node X of the hierarchical tree H. Each vertex u of G only stores routing information for trees T (X) such that B(u) is a descendant of X. Since the height of H is at most log n, there are at most log n such trees. For every pair of vertices u and v we can find X = nca H (B(u), B(v) ). This can be done in constant time by introducing a binary label of O(log n) bits in the address of each vertex [10] . By Lemma 7, we have dist
To implement the routing in the tree T (X) we use the scheme presented in [7] . This scheme uses addresses and labels of length O(log 2 n/ log log n) bits and runs in constant time.
Along the route between u and v in T (X), there might be vertices w such that B(w) is not a descendant of X in H and therefore w does not have the routing label for the tree T (X). By Lemma 6, the number of such vertices is constant. We store in advance port numbers for such vertices in routing labels, which requires each vertex u to have an additional O(log n)-bit label for each of log n trees. The proofs of the lemmas from the following sections are omitted and can be found in the full version of the paper [6] .
Chordal-Bipartite Graphs and Interval Graphs
A bipartite graph is chordal bipartite if it does not contain any induced cycles of length greater than 4 [12] . Let G = (X ∪ Y, E) be a chordal bipartite graph. We construct a graph G + = (X ∪ Y, E + ) by adding edges between any two vertices x 1 , x 2 ∈ X for which there exists a vertex y ∈ Y such that x 1 y, x 2 y ∈ E.
Lemma 8. Any chordal-bipartite graph G admits an induced acyclic (R, D)-
clustering with R = 1 and D = 2. Moreover, C = {C 1 , C 2 , ..., C |Y | }, where C i = N G [y i ], y i ∈ Y .
Theorem 2. Any chordal-bipartite graph G admits a loop-free routing scheme of deviation ∆ = 2 with addresses and routing labels of size O(log 3 n/ log log n) bits per vertex and O(1) routing protocol.
A graph G is an interval graph if it is the intersection graph of a finite set of intervals (line segments) on a line. It is well known [12] that interval graphs form a proper subclass of chordal graphs. Hence, we have This lemma and Theorem 1 already imply for interval graphs existence of a loop-free routing scheme of deviation ∆ = 2 with addresses and routing labels of size O(log 3 n/ log log n) bits per vertex and O(1) routing protocol. In what follows, we show that even a deviation ∆ = 1 can be achieved.
Lemma 10. For any maximal clique X of an interval graph
Let H be a hierarchical tree for G. For any node X of H, we construct a spanning tree T of G X in the following way. Let U be a set of vertices of G such that U ⊆ {V \ X} and B(u) is a descendant of X in H for any u ∈ U . For each u ∈ U , we construct a Q-simple shortest path P (u) = {u, z 1 , . . . , z k , x} from u to X such that x is either x l or x r . Since X is a clique, a spanning tree t(X) is a star with center at x l . Finally, we build a graph G X = u∈U P (u) t(X) and construct in a Breadth-First-Search manner starting from t(X) a special spanning tree T of G X (see Lemma 5) . 
Lemma 11. Let u and v be two vertices of an interval graph G, X = nca H (B(u), B(v)), and T be a tree associated with
X. Then, dist T (u, v) ≤ dist G (u, v) + ∆ with ∆ = 1.
Homogeneously Orderable Graphs
A nonempty set U ⊆ V is homogeneous in G = (V, E) if all vertices of U have the same neighborhood in V \ U . The disk of radius k centered at v is the set of vertices of distance at most k from v:
is the graph with vertex set V and edges between vertices u and v with distance dist 
v n ).
G is homogeneously orderable if it has a homogeneous elimination ordering. As it was shown in [1] , homogeneously orderable graphs include such well known classes of graphs as distance-hereditary graphs, strongly chordal graphs, dually chordal graphs, and homogeneous graphs (for the definitions see [2] ). Let U 1 , U 2 be disjoint sets in V . If every vertex of U 1 is adjacent to every vertex of U 2 then U 1 and U 2 form a join, denoted by U 1 U 2 . A set U ⊆ V is join-split if U is the join of two non-empty sets, i.e. U = U 1 U 2 . The following theorem represents a well-known characterization of homogeneously orderable graphs.
Theorem 4. [1] G is homogeneously orderable if and only if G
2 is chordal and every maximal 2-set of G is join-split.
Taking into account Lemma 1 and considering G + = G 2 , we conclude. This corollary and Theorem 1 already imply for homogeneously orderable graphs existence of a routing scheme of deviation ∆ = 4 with addresses and routing labels of size O(log 3 n/ log log n) bits per vertex and O(1) routing protocol. In what follows, we show that, in fact, the scheme described in Section 3 gives for homogeneously orderable graphs a routing scheme of deviation ∆ = 2.
Let T be a tree decomposition of a homogeneously orderable graph G = (V, E) and H be its hierarchical tree. With each node X = U 1 U 2 of H we associate a spanning tree T of G X as described in Section 3, where a spanning tree t(X) of X is constructed as follows. Beginning at an arbitrary vertex s 1 ∈ U 1 , we visit all vertices in U 2 , then continuing from any vertex s 2 ∈ U 2 , we visit all vertices in U 1 \ {s 1 }. Clearly, diam t(X) = 3. 
