In this paper, we consider a numerical homogenization of the poroelasticity problem with stochastic properties. The proposed method based on the construction of the deep neural network (DNN) for fast calculation of the effective properties for a coarse grid approximation of the problem. We train neural networks on the set of the selected realizations of the local microscale stochastic fields and macroscale characteristics (permeability and elasticity tensors). We construct a deep learning method through convolutional neural network (CNN) to learn a map between stochastic fields and effective properties.
Introduction
Uncertainties remain in most models of real world problems and arise due to lack of knowledge of heterogeneous properties. Uncertainties may be described by stochastic models with uncertain parameters . In the subsurface processes an uncertainty of the properties varying in space. Numerical solution of such problems is difficult and some type of coarsening is necessary to perform fast calculations without resolving small scale heterogeneity by grid. However, most of coarse grid methods are developed for fixed realization of the property field and such coarse grid models may not be sufficient for fast simulations.
Classical numerical methods for solving problems with heterogeneous properties are based on the standard finite element or finite volume approximations. For the applicability and convergence, the size of the computational grid must be small enough to explicitly resolve all the heterogeneity by the grid. Approximation on a fine grid significantly increases the dimension of the discrete problem and requires large computational resources. For such problems, we should use multiscale or upscaling methods to create effective approximations on a coarse grid [31, 33, 6, 7, 32, 3] . For the periodic media, an asymptotic two-scale homogenization
In this work, we construct a machine learning algorithm for an accurate and fast calculations of the effective properties of the random poroelastic media (permeability and elasticity tensors). We develop a machine learning method through a construction of convolutional neural network (CNN) to learn a map between stochastic fields and effective properties. For training convolutional network, we calculate reference effective properties by the solution of the local problems, whereas input data we use a local heterogeneous property on the structured grid (array of pixel values). After that, we use this network to significantly reduce the calculation time of effective characteristics and coarse grid solution of the poroelasticity problem in stochastic media.
The paper is organized as follows. In Section 2, we consider model poroelasticity problem in stochastic media with fine grid approximation. Next, we present a numerical homogenization technique for coarse grid solution in Section 3. In Section 4, we present a machine learning algorithm for accelerating effective property prediction for stochastic poroelastic media. In Section 5, we present numerical results for two and three-dimensional problems for random media with exponential variogram, where we present errors of numerical homogenization for some test cases, results of the training of the machine learning algorithms, relative errors of algorithm for several samples of realizations. Finally, in Section 5, we present and discuss time of machine learning algorithm construction and prediction time.
Model problem
Let p and u are the pressure and displacement. In domain Ω, we consider linear poroelasticity problem for (p, u) [19, 11, 17] 
where C is the elasticity tensor, k is the permeability, σ is the stress tensor, ν f is the fluid viscosity, f is the source term, M is the Biot modulus and α is the Biot-Willis fluid-solid coupling coefficient and
We note that, k and C are stochastic coefficients and M , α, ν f are constants. Since the permeability and elastic modulus are a stochastic function, p and u are also stochastic.
Here for two-dimensional case (2D), we have
and for three-dimensional case (3D)
We consider system of equations (1) with following initial and boundary conditions
Variational formulation. We use a finite element method to find an approximate solution of the poroelasticity problem. Let
where d = 2, 3. We have following variational formulation of the problem: find (u, p) ∈ V × Q such that
where
Fine grid system. Let T h is the fine grid partition of the computational domain Ω into finite elements.
In particular, we use piecewise linear basis functions for finite element approximation. The standard implicit finite difference scheme is used for the approximation with time step size τ and superscripts n, n + 1 denote previous and current time levels. We will use fine grid formulation for reference solution and error calculations in Section 5. On the fine grid, the equation (4) can be presented in matrix form:
, φ i and ψ i are the linear basis functions defined on T h .
Numerical homogenization
The size of the computational grids for heterogeneous media must be small enough to explicitly resolve all the heterogeneous by the grid. Approximation on a fine grid significantly increases the dimension of the discrete problem, therefore the computational time, as well as the amount of used memory are also increase.
For construction of the coarse grid approximation, we use a numerical homogenization technique, where we solve local problems on a fine grid to identify effective coefficients for each coarse grid cell [31, 10, 15, 24] .
where N c is the number of the coarse grid cells and i is the coarse grid cell index. We calculate effective permeability and elastic coefficient, k * and C * in each coarse cell for nonperiodic heterogeneous media for some given realization.
Permeability tensor. For calculation of the effective permeability, we solve following local problem
where k Ki is the restriction of the heterogeneous coefficient k(x, ω) to local domain K i . Here x = (x 1 , x 2 )
for 2D case and x = (x 1 , x 2 , x 3 ) for 3D case. Therefore, for 2D problem, we solve two local problems and for 3D problem, we have three local problems. Note that, another boundary conditions can be applied for local problem.
Next, we can find elements of the effective permeability tensor for current
where d is problem dimention, d = 2 or 3. This permeability tensor is symmetric.
Elasticity tensor. For effective elastic modulus, we apply similar algorithm and solve following local
The elements of the effective elastic modulus are calculated as follows
This elaticity tensor is symmetric.
There are existed several approaches for the numerical homogenization methods based on the two-scale asymptotic analysis with solution of the local problems in representative volume K i with periodic boundary condition, Dirichlet or Neumann boundary condition, or mixed boundary condition.
Coarse grid system. Finally, we solve the poroelasticity problem on a coarse grid with precalculated effective permeability and elastic modulus
using Galerkin finite element method. We note that, for each random field realization, we should calculate effective properties. This calculation can be computationally expensive due to solution of the local problems in each coarse cell up to fine grid resolution of the heterogeneous fields. Next, we will describe the construction of the machine learning algorithm for the fast calculation. We will use presented properties calculation technique for creating a dataset for train and test a deep neural network.
Machine learning algorithm
In this section, we present a machine learning approach for solution of the stochastic poroelasticity problem.
The main idea is to use different realizations of the permeability and elastic coefficient fields to train and test a deep neural network. After that, constructed deep network is used to fast and accurate solution of the coarse grid poroelasticity system.
We have following main steps:
• Generate dataset to train and test of the neural network.
• Construction of the neural network and test it on a set of realizations.
• Fast construction and solution of the coarse grid system using trained neural network for effective property prediction.
Next, we consider generation of the dataset and network construction in details.
Stochastic properties
We suppose isotropic permeability field and for elasticity tensor, we have
for 2D and 3D problems, respectively. Here for Lame parameters, we have
.
where η = const is the Poisson's ratio.
Let Y (x, ω) is the random normal field generated by the Karhunen-Loéve (KL) expansion with the corresponding covariance matrix R(x, y) [1, 14] . We suppose that the Covariance structure R(x, y) is of the
where l 1 , l 2 , l 3 are the correlation lengths and σ 2 is the variance.
We have
where ν k is the stochastic coefficients, ϕ k and λ k are the eigenfunctions and eigenvalues .
The stochastic permeability and elastic modulus fields (κ = κ(x, ω), E = E(x, ω)) are given as follows
where α > 0 is the strength of the randomness.
Dataset
We construct deep neural network, whereas input parameters we use a set of fine grid random properties in local domains and as output, we use an effective properties (k and C ).
We have following steps:
• Generate a set of random realizations of Y (x, ω l ) (l = 1, M ) and
• Define a uniform N × N coarse grid
• For each realization k(x, ω l ):
-Divide permeability into local domains, k Ki (x, ω l ).
-Calculate effective permeability tensor k * ,Ki (ω l ) by solution of the local problems in K i .
• For each realization E(x, ω l ):
-Divide elastic modulus into local domains, E Ki (x, ω l ).
-Calculate effective elasticity tensor C * ,Ki by solution of the local problems in K i .
• Save {k
• Normalize dataset and use it for machine learning algorithm construction.
We have two datasets: (1) 2D stochastic fields and (2) The input of the network is d -dimensional normalized array
where X j has size N d l and j = 1, L is the size of the dataset, where L = M · N c . The output for the numerical homogenization is the normalized array of the effective properties
where k * ,Ki and C * ,Ki are tensors that represented as array with symmetric property. 
Network
In recent years, many new highly effective methods for constructing artificial intelligence have appeared.
This jump is associated with the development of new methods based on the construction of deep learning methods through convolutional neural networks, and the development of open source libraries that accelerate calculations on GPUs. The architecture of a convolutional neural network (CNN) contains composing of the convolutional and pooling layers that passed through a non-linearity such as a ReLU functions [21, 20] .
Several layers of convolution, non-linearity and pooling are stacked, and completes with a several fullyconnected layers.
We train a convolutional neural network by a dataset {X j → Y j } of local random coefficients (X j ) and macroscale characteristics (effective medium properties, Y j ). Constructed machine learning algorithm efficiently determine of dependencies and used for fast calculation of a effective properties of random media.
To generate a dataset for machine learning, the samples X j are generated randomly and to compute train set Y j , we use numerical homogenization
Next, we divide dataset into train, validation and test sets with sizes N train , N val and N test . As test set,
we take 60 % of data, another 40 % randomly divided between train and validation set in 80/20 proportion.
Therefore, following dataset is used for train convolutional neural network (CNN)
Train set:
We use validation set to validate a training process and test data for testing constructed machine learning algorithm. After that we use the constructed network as a "black box" for fast prediction of the effective properties for a given local heterogeneity:
Convolutional neural network is the deep neural network with multiple layers that compute a function
, where X i is the input data and W is the system parameters. By a training process, a machine learning algorithm solve the optimization problem to find model weights that best describe the train set by minimization of the loss function. In this work, we use the mean square error (MSE) as a loss function 
Results
The numerical calculations of the effective properties has been implemented with the open-source finite element software FEniCS [23] . Implementation of the machine learning method is based on the open source library Keras [9] . Keras is a open-source library that provide high-level building blocks for developing deep-learning models and based on the several backend engines. We use TensorFlow backend [2] .
We consider three test cases with different KL-expansion parameters for dataset generation: Test 1. 2D problem with l At first, we present results for numerical homogenization method for poroelasticity problem in the stochastic media and compare errors between coarse grid solution and reference (fine grid) solutions. Next, we present results for the machine learning algorithm and calculate errors for train and test datasets. Finally, we consider a coarse grid solution of the problem, where effective properties are calculated using constructed machine learning method and discuss computational efficiency of the presented method.
Numerical homogenization results
In this section, we present numerical results of the numerical homogenization method for poroelasticity problems in heterogeneous media. For poroelastic problem, we set α = 1 and M = 1. As initial conditions, we set p 0 = 0 and perform calculations for T max = 0.001 with 20 time steps. We perform calculations using structured coarse and fine grids. For each test problems, we consider three cases by varying a heterogeneous elasticity modulus and permeability. We set following boundary conditions where Γ L and Γ R are the left and right boundaries, Γ B and Γ T are the bottom and top boundaries, ∂Ω = 
where Γ L and Γ R are the left and right boundaries, Γ B and Γ T are the bottom and top boundaries, Γ F and Γ W are the forward and backward boundaries,
We compute relative L 2 and energy errors between fine grid (reference) solution (p f , u f ) and coarse grid solution (p, u)
We consider three test cases for different heterogeneity (see Figure 1 ) for Tests 1, 2 and 3. For 2D problems (Tests 1 and 2), coarse grid is 10 × 10 and fine grid is 320 × 320. For 3D problems (Test 3), coarse grid is 5 × 5 × 5 and fine grid is 60 × 60 × 60. In Table 1 , we present the relative L 2 and energy errors of the coarse grid solver for Tests 1,2 and 3. We observe good accuracy for both 2D and 3D test problems with different heterogeneity. Next, we consider a machine learning technique for fast prediction of the effective properties for Tests 1, 2 and 3.
Results of the learning process
For dataset construction, we generate a set of random realizations Y (x, ω l ) (l = 1, M ) and construct
Then for each k Ki (x, ω l ) and E Ki (x, ω l ) using numerical homogenization technique, we calculate {k We set M = 100, N = 10 for 2D problems and N = 5 for 3D problem. Therefore, we have dataset with size L = 100 · 10 2 (for Tests 1 and for Test 2, separately) and L = 100 · 5 3 (Test 3). Therefore input of the network is d -dimensional normalized array
where X j has size N Input: train and validation set (i = 1, ..., (N train + N val ))
2D Convolution with L 1 filters with (3, 3) -kernel and RELU activation
Max pooling with (2, 2) -kernel
2D Convolution with L 2 filters with (3, 3) -kernel and RELU activation
2D Convolution with L 3 filters with (3, 3) -kernel and RELU activation
2D Convolution with L 4 filters with (3, 3) -kernel and RELU activation
Fully connected layer with dropout
Fully connected layer with dropout L 5
Output N out Table 2 : Convolutional neural network architecture for prediction effective properties.
, N out = 3 for effective permeability prediction and N out = 6 for elasticity tensor. 2D problem.
Input: train and validation set (i = 1, ...,
3D Convolution with L 1 filters with (3, 3, 3) -kernel and RELU activation
Max pooling with (2, 2, 2) -kernel
3D Convolution with L 2 filters with (3, 3, 3) -kernel and RELU activation
Fully connected layer with dropout L 3
Output N out Table 3 : Convolutional neural network architecture for prediction effective properties.
, N out = 6 for effective permeability prediction and N out = 21 for elasticity tensor. 3D
problem. The output for the numerical homogenization is the normalized array of the effective properties
where k * ,Ki and C * ,Ki are tensors that represented as array with symmetric property.
The dataset {X j → Y j } used to train, validate and test the neural network (see Figures 2, 3 and 4 for illustration of k(x, ω l ) and E(x, ω l )). Each dataset is divided into 3200:800:6000 ratio for training, validation and test sets. and 3D problems are presented in Tables 2 and 3 . Proposed CNN for 2D problems contains 11 layers and 7
layers for 3D problems. The input data X i is a N For error calculation on the train and test dataset, we use mean square errors, relative mean absolute and relative root mean square errors
where Y i andỸ i denotes the reference and predicted values for sample X i
Convergence of the loss function for Test 1 (2D) is presented in Figure 5 , where we plot the relative root mean square error (RMSE) and relative mean absolute error (MAE) vs epoch number. We depict loss functions for train and validation sets for learning of the effective permeability tensor. In Figures 6 and   7 , we present a parity plots comparing preference property values against predicted using CNN. Learning performance of CNN for 2D and 3D problems are presented in Tables 4, 7 and 6 for Tests 1, 2 and 3, respectively. We observe good convergence for the relative errors for train and test sets. In Figure 8 , we present results for numerical homogenization for 100 samples of the random field. We depict a relative mean square error in percentages for pressure and displacements with effective coefficients predicted using machine learning algorithm for Test 1, 2 and 3. We observe small errors (near one percent)
Numerical homogenization with machine learning approach
with fast calculations using a machine learning algorithm.
Finally, we discuss the computational gain of the machine learning method that achieved by the fast calculations of the effective properties and local matrices. We divide calculation on the offline and online stages for machine learning algorithm. On the online stage, we train neural network on the GPU by a given train and validation datasets. We note that, here we didn't consider time of the dataset construction. On Test 1.
Test 2.
Test 3. We observe high speedup of the calculations using GPU. Time is 1574.910 seconds if we train the neural network on CPU (2.9 GHz Intel Core i5) and 13.025 seconds on GPU for Test 1 (effective permeability tensor). Therefore, we obtain ×38 faster neural network construction on the GPU (Nvidia GeForce GTX 1080Ti). In Table 7 , we present time of offline and online stages. On the table, we depict the offline calculation speedup using direct simulations and prediction using CNN. We have approximately ×80 faster calculations for effective permeability and ×(130 − 290) faster for effective elasticity tensor.
Conclusion
In this work, we considered a numerical homogenization of the poroelasticity problem with stochastic properties. For accelerating of the calculations of the effective properties, we constructed a machine learning algorithm. We constructed a machine learning algorithm through convolutional neural network (CNN) to learn a map between input stochastic fields to effective properties. We trained neural network on the set of the selected realizations of the local microscale stochastic fields and macroscale characteristics (permeability and elasticity tensors). Proposed method is used to make fast and accurate effective property predictions for numerical solution of the poroelasticity problems in stochastic media.
