The use at time t of available observations from a time series to forecast its value at some future time t+ provides an important basis for planning and control. The obtaining of good forecasts is an important part of model building at IIASA. It is shown in this paper that: i) Srown's forecasting procedures are optimal in terms of achieving minimum mean square error forecasts only if the underlying stochastic process is included in a limited subclass of ARIPJA (pIdIq) processes.
ii) The implication of point (i) is that the users of Brown's procedures tacitly assume that the stochastic processes which occur in the real world are from the particular restricted sul~clnss of ARINA (p,d,q) processes.
No reason can be found why these particular models should occur more frequently than others.
iii) It is further shown that even if a stochastic process which would lead to Brown's model occurred, the actual methods used for making the forecasts are clunlsy and much simpler procedures can be employed.
1. --The -. -------class of autoregressive integrated moving average processes and their minimum mean sauare error forecasts An approach to the modelling and forecasting of stationary and nonstationary processes, such as commonly occur in business, economics and engineering, is discussed by Box [14] , it uses a three stage iterative model building procedure of .--identification, estimation and --diagnostic checking.
The class of autoregressive integrated moving average (ARIVA) models of order (p,d,q) which is discussfXl in [2] can be written ARIMA (p,d,q) processes provide a class of models capable of representing time series which, although not necessarily stationary, are homogeneous and in statistical equilibrium.
The stochastic process in (1.1) can equivalently be written in terms of current and previous shocks at where or in terms of a weighted sum of previous values of the stochastic process and the current shock at. In particular, for R = 1
Forecasts can be updated from one time origin to the other by Although forecasts are calculated and updated most conveniently from the difference equation form (1.5), from the point of studying the nature of the forecasts it is profitable to consider the explicit form of the forecast function. The eventual forecast function is the solution of the difference equation
and is given by 2,(e) = bt (t)ft (el+. In genp+d eral, these functions can be polynomials, exponentials, sines, cosines or combinations of these functions.
For a given forecast origin t, the coefficients b* (t) = [bt (t) , . . . ,bG+d (t) ] ' are constants and are the same for all lead times R; however they change from one forecast origin to the next and as shown by Box and Jenkins [2] Exponential smoothing techniques have received broad attention in the existing literature, especially in the area of management science. These procedures are fully automatic which means that once a computer program has been written, forecasts for any time series can be derived without manual intervention. The fact that they are automatic has been put forward as an advantage of the scheme. However it can equally well be argued that this is a great disadvantage since it discourages the use of the human mind in circumstances where this instrument could be used with profit.
The basic exponential smoothing equation replaces an observed ser'ies zt by a smoothed series zt, an exponentially weighted average of current and past values of z.
The latest available smoothed value is used to forecast all future observations This basic exponential smoothing procedure by Holt [6] , Winters [11] , Brown [3] was, and still is, used frequently to derive forecasts of economic and business data. Muth [9] investigated the conditions under which this procedure provides minimum mean square error forecasts. He showed that the underlying process has to be given by the ARIMA (0,1,1) process Generalizations of exponential smoothing procedures have been considered by Brown [3] , Brown Summarv of the ea.uivalence theorem:
In the appendix we prove the following theorem.
Brown's exponential smoothing forecast procedures with The equivalent ARIMA model is given by 3. 12-point sinusoidal model ii) The exponentially discounted least squares procedure then forces the right hand side of the difference equation (moving average operator) to be of the form '(BB). It is thus automatically determined by the autoregressive part on the left hand side of model (3.1) and is a function of the smoothing constant only.
iii) The smoothing constant B is assumed to be known.
Brown states that the smoothing constant should be picked between .7 and .9. Actual study of tine series, however, gives no empirical support to this assertion and no theoretical reasons seem to be available for discussion. The supposition that B ought to be picked in this range appears strange.
The n-weights inplied by Brown's model
The n-weights for the ARIMA model (3.1 ) are given by 2 n nj = Bvlnj-,+B V'~IT~-~+...+B ' n n j-n It is instructive to look at the T-weights since they show how past observations are discounted to derive one step ahead minimum mean square error forecasts
One must ask the question: "Is there any reason to believe that the world behaves according to this class of weight functions given in (3.2) ?" Pandit [8] has tried to find some theoretical reasons why business, economic, and quality control systems can be predicted by exponential smoothing methods, giving it a "spring-dashpoint" interpretation. The analogy seems strange and is contradicted by many time series, which have been modelled by the three stage iterative Box-Jenkins method .
The data themselves should determine the form of the model and the.value of its parameters. The n-weights should depend on the underlying process which has to be identified properly.
Computation of the forecasts
Brown's forecasting procedures are claimed to be computationally efficient.
It is easily seen, however, that the forecasts can be derived more readily directly from the difference 
4.
Illustrative examnles Table 3 .
There is no point in going through the Box-Jenkins three stage iterative method for this series because this appears to be an artificial series which has been manufactured from the model (4.4).
However if at the moment we suppose that forecasts of this type are needed, the theory of this paper supplies a much simpler method of obtaining the forecasts. The stochastic difference equation which would provide minimum mean square error forecasts for the procedure (4.4) is given by Forecasts for the model (4.4) Forecasts for the model (4.4) t ime lead using Brown's method of foreusing the equivalent difference origin time casting with smoothing equation (4.5) for the calconstant B = .9
culation of the forecasts Table 3 :
Forecasts for the Warmdot filter sales using Brown's model (4.4 
):
Comparison of Brown's method of calculating the forecasts and the forecasts derived from the equivalent difference equation (4.5) . In the following corollary we use the fact that if the characteristic equation of the ARIMA model has a complex root, the conjugate complex will be a solution, too.
Corollary 1:
Model B: We consider the ARIMA model where the coefficients of (P(B) are real.
Furthermore it is assumed that the roots of v(B) = 0 are distinct and lie on the unit circle, and that the eventual forecast function is given by Model A: Consider the Brown forecasting procedure with fitting functions
The coefficients of the forecast function are fitted by discounted least squares with smoothing coefficient B, 0 < B < 1. Then the Brown forecasting procedure with fitting functions as specified in model A will provide minimum mean square error forecasts if and only if the underlying stochastic process is given by the ARIMA model B.
In the following theorem we relax the assumption-of distinct roots of P(B) = 0.
Theorem 2:
Model B: v(B) zt = v(BB) at as specified in corollary 1, however we allow the possibility of multiple roots of v(B) = 0 on the unit circle. We define at z and through continued application vs(BB) t of corollary 1 the claim is proved.
q.e.d.
