Abstract. For d ≥ 1, a word w ∈ {0, 1} 
Introduction

A word w ∈ {0, 1}
Z is called k-balanced if for any two blocks B, B ′ ⊂ Z of equal length, the number of occurrences of the symbol 1 in B and B ′ differ by at most k. We will call a word w balanced if it is kbalanced for some k ≥ 1. In the literature 1-balanced words are often called balanced. However, following [1] , we will reserve this term for the weaker property.
Balanced words occur naturally in many different areas, including ergodic theory, number theory, and theoretical computer science ( [2] , [3] , [6] ). The study of balanced words was initiated by Morse and Hedlund ( [4] , [5] ). They obtained a classification theorem for 1-balanced words involving the density (asymptotic frequency of the symbol 1) of the underlying word. In particular, they proved that any 1-balanced word w ∈ {0, 1} Z admits a density, and 1-balanced words in {0, 1} If a is an irrational number sufficiently close to 1 2 then our proof
shows that there exists a k-balanced word w in {0, 1} Z 2 with k = 33 that has density a.
Density of balanced words
For a set B, |B| will denote the cardinality of B. For a, b ∈ Z with a ≤ b we will denote the set {a, a + 1,
A word w is said to have a density if there exists a ∈ [0, 1] such that |S w ∩ R n |/|R n | → a as n → ∞ for every sequence of rectangles {R n } with |R n | → ∞.
Lemma 2.1. Let a,f and w(f ) be as above. Suppose there exists M > 0 such that for every rectangle R,
Then w(f ) is a balanced word with density a.
, it follows that for any rectangle R,
. This implies that |S w(f ) ∩ R|/|R| → a as |R| → ∞, i.e., w(f ) has density a. If R ′ is a translate of R then the above equation also shows that
Hence w(f ) is a 2M-balanced word.
, we will denote the monomial u
with c g ∈ Z and c g = 0 for all but finitely many g.
will denote the space of all bounded
for all m ∈ Z, then there exists a balanced word w ∈ W d with density a.
and let θ * denote the ring homomorphism from Q d to Q 1 induced by
.
It is easy to see that θ
We note that q = q 1 · · · q d , where
We note that ||s|| ∞ = ||u
the right hand side of the above equality has 2 d terms of the form
is arbitrary, the given assertion follows from the previous lemma.
It is easy to see that for any f ∈ l ∞ (Z) the value of (u − 1) Proof. In view of the previous theorem it is enough to construct
Two dimensional balanced words
Now we consider the case when d = 2. Let h be an arbitrary function from R 2 to {a, a − 1}. We define a function T h : R 2 → R 2 by T h (x, y) = (x + y, y + h(x, y)).
We define (x n , y n ) = T n h (0, 0), x = {x i } and y = {y i }. Since x n+1 = x n + y n , it follows that (u − 1) · x = y. Hence for all n ≥ 1,
As x 1 = x 2 = 0, Theorem 1.1 follows from Corollary 2.3 and the following result :
Proof. We define h : R 2 → {a, a − 1} as follows : h(x, y) = a − 1 if y + a > 1, or if both x and y + a are positive. Otherwise, h(x, y) = a.
We define (x n , y n ) = T h(x i , y i ) = a − 1. In particular, y i+1 ≤ y i ≤ 0. In the second case, when y i + a ≤ 0, it is easy to see that y i+1 = y i + h(x i , y i ) ≤ 0 irrespective of whether h(x i , y i ) = a or a − 1. Combining these two cases, we observe that y i+1 ≤ 0 whenever y i ≤ 0. Therefore the sequence y l , y l+1 , . . . , y k−1 decreases by 1 − a at each step as long as y i is positive, and once it becomes non-positive it remains non-positive. So there exists a unique j ∈ [l, k − 1] such that y i > 0 for l ≤ i < j and y i ≤ 0 for i ≥ j. Since
We note that y l ≤ 1, y j−1 > 0, and y i+1 = y i − (1 − a) for i < j. This
. From the previous claim we see that
. This contradiction shows that x i ≤ α for all i.
To complete the proof of the given assertion we need to show that the sequence {x i } is also bounded from below. We set β = 2 + 1 a and claim that x i ≥ −β for all i. Suppose this is not the case. We pick k such that x k < −β and define
As before, we look at the finite sequence y l , y l+1 , . . . , y k−1 . If y i < 0 for some i ∈ [l, k − 1], then y i + a < 1. Since
then there are two possibilities. In the first case, when y i + a ≤ 1, from the definition of h it follows that h(x i , y i ) = a. In particular, y i+1 > y i ≥ 0. In the second case, when y i + a > 1, it is easy to see that y i+1 = y i + h(x i , y i ) > 0 irrespective of whether h(x i , y i ) = a or a − 1. Combining these two cases, we observe that y i+1 ≥ 0 whenever y i ≥ 0. Therefore the sequence y l , y l+1 , . . . , y k−1 increases by a at each step as long as y i is negative, and once it becomes non-negative it remains non-negative. So there exists a unique j ∈ [l, k − 1] such that y i < 0 for l ≤ i < j and y i ≥ 0 for i ≥ j. Since x i+1 − x i = y i , it follows that x j+1 ≤ x j+2 ≤ · · · ≤ x k < −β.
We note that y l ≥ −1, y j−1 < 0, and y i+1 = y i + a for i < j. This shows that (j − 1 − l) ≤ 1 a
. From the previous claim we see that x i+1 = x i + y i ≥ x i − 1 for all i. As x l ≥ 0, we obtain that
This contradiction shows that x i ≥ −β for all i.
