Considering the problem of risk-sensitive parameter estimation, we propose a fairly wide family of lower bounds on the exponential moments of the quadratic error, both in the Bayesian and the non-Bayesian regime. This family of bounds, which is based on a change of measures, offers considerable freedom in the choice of the reference measure, and our efforts are devoted to explore this freedom to a certain extent. Our focus is mostly on signal models that are relevant to communication problems, namely, models of a parameter-dependent signal (modulated signal) corrupted by additive white Gaussian noise, but the methodology proposed is also applicable to other types of parametric families, such as models of linear systems driven by random input signals (white noise, in most cases), and others. In addition to the well known motivations of the risk-sensitive cost function (i.e., the exponential quadratic cost function), which is most notably, the robustness to model uncertainty, we also view this cost function as a tool for studying fundamental limits concerning the tail behavior of the estimation error.
I. INTRODUCTION
While the minimum mean square error (MMSE) has been the most customary performance criterion for estimators in several areas, such as estimation theory and statistics, the exponential moments of the quadratic error have received much less attention in those fields. In the theory of optimization and stochastic filtering and control, on the other hand, minimizing exponential moments of the quadratic error, has been studied intensively, and it is well-known as the risk-sensitive or riskaverse cost function.
One motivation for using the exponential function of the loss is to impose sensitivity to large values of the loss, hence the qualifier "risk-sensitive". Another motivation is robustness to uncertainties [1] , [5] . As explained in [7, p. 349 , paragraph of eq. (11)], minimization of the exponential moment of the loss is equivalent to minimization of the expected loss for the worst distribution in the -neighborhood (in the divergence sense) of the given distribution. There are additional motivations for minimizing exponential moments, which are relevant to parameter estimation, and indeed, risk-sensitive parameter estimation has been widely studied (see references in the full version). First, E exp{α(θ − θ) 2 } is the moment-generating function of (θ − θ) 2 , and hence provides full information about its distribution. If we find an estimator that uniformly minimizes E exp{α(θ − θ) 2 } for all α ≥ 0 this is stronger than minimizing the first moment. Second, the minimization of exponential moments helps in minimizing probabilities of large deviations events, like Pr{|θ − θ| ≥ δ}.
An important feature of the estimation error, ≡θ − θ, is its tail behavior. It turns out that when the support of θ is unbounded, there is a critical value α c , such that for every α < α c , E exp{α(θ−θ) 2 } is finite at least for some estimators, whereas, for α ≥ α c , it must diverge for any estimatorθ. When this is the case, there exists no estimator whose tail decays faster than a Gaussian tail of the form exp(−α c 2 ). Thus, deriving bounds on α c is an important aspect. Interestingly, in many models, our bounds on α c will be tight although the corresponding bounds to the mean exponential quadratic error are not always tight.
We propose a wide family of lower bounds on exponential moments of the squared error, both in the Bayesian and non-Bayesian regimes. This family of bounds is based on a change of measure, combined with the plethora of existing bounds for the ordinary mean square error (MSE). The bounds are applied mostly to signal models that are relevant to communications, namely, models of a parameter-dependent signal (i.e., a modulated signal) corrupted by noise, but the methodology is also applicable to other parametric families. Another aspect that we demonstrate (in the full version of the paper) for a very simple parametric model, is that the risk-sensitive cost function may be subject to phase transitions.
II. NOTATION, PROBLEM SETTING AND PRELIMINARIES
Consider a parametric family of probability functions, 1 {P (y|θ), θ ∈ A}, where θ is a parameter and y is a set of observations. For most of the paper, θ will be a scalar parameter. The set of observations, y, may either be a vector y = (y 1 , . . . , y n ) (in the discrete-time case) or a waveform y = {y(t), 0 ≤ t ≤ T } (in the continuous-time, Gaussian case), depending on the context. In the latter case, P (y|θ) will be defined via a complete family of orthonormal basis functions, according to the well known conventions (see, e.g., [6, Chap. 8] ). In the Bayesian setting, we assume that θ is a random variable, distributed according to a given prior P (θ), whose support is A. The joint density of θ and y will be given by P (θ, y) = P (θ)P (y|θ). Alternative joint densities of θ and y will be denoted by the letter Q (e.g., Q(θ), Q(y|θ), 1 Probability density functions (pdfs) in the continuous case, or probability mass functions (pmfs) in the discrete case. etc.). An estimator,θ, of the parameter θ, is a function of y only. We will use capital letters to designate randomness. Accordingly, Y will denote the random observation set, and in the Bayesian setting Θ will denote a random parameter governed by P (θ). In the non-Bayesian setting, where θ is assumed an unknown deterministic variable, E θ {f (Y )} will denote the expectation of a function f of Y , w.r.t. P (·|θ). An estimatorθ ≡θ(y) is called unbiased if for every θ ∈ A, we have E θθ = θ. The Kullback-Leibler divergence between the conditional densities Pθ = P (·|θ) and P θ = P (·|θ) is defined as D(Pθ P θ ) = Eθ ln P (Y |θ)/P (Y |θ), provided that the support of P (·|θ) covers the one of P (·|θ).
In the Bayesian setting, the expectation of a given function f (Y , Θ), will be denoted by E{f (Y , Θ)}. The conditional expectation of f (Y , Θ) given Y = y will be denoted by E{f (y, Θ)|y}. Expectations and conditional expectations w.r.t. an alternative joint density {Q(θ, y)} will be sub-
The Kullback-Leibler divergence between Q and P will be defined as D(Q P ) = E Q ln Q(Θ, Y )/P (Θ, Y ), provided that the support of Q covers the support of P .
We judge the performance of an estimator according to the exponential moment of the squared error, henceforth referred to as the risk-sensitive cost function, which is parametrized by α > 0, called the risk-sensitive factor, and is defined as follows. In the non-Bayesian regime, Λ NB (θ, θ, α)
with the aim of minimizing Λ NB over all unbiased estimators, uniformly for all θ ∈ A. In the Bayesian regime, the risk-sensitive cost function is defined as
with the quest of minimizing Λ B over all estimators in general. The choice of α controls the level of risk-sensitivity. The larger is α, the greater is the sensitivity to large errors. The limit α → 0 recovers ordinary MSE estimation. We emphasize that the optimal Bayesian estimatorθ = arg min η E{e α(Θ−η) 2 |y} is not trivial to calculate, in general, as it is associated with the solution η of the equation η = E{Θe α(Θ−η) 2 |y}/E{e α(Θ−η) 2 |y}, which cannot be solved in closed-form in most cases. Thus, the need for good lower bounds to Λ NB (θ, θ, α) and Λ B (θ, α) is at least as crucial as in the classical case of the MSE cost function.
III. GENERIC LOWER BOUNDS
Our basic result is provided in the following theorem, whose proof appears in the full version.
Theorem 1: Consider the parametric family defined in Section 2.
1) For every estimatorθ,
where Q is an arbitrary joint density of (Θ, Y ) and
whereθ is an arbitrary parameter value in A and L NB (θ) is any non-Bayesian lower bound on the MSE, Eθ(θ − θ) 2 , for unbiased estimators. As can be seen, both bounds offer many degrees of freedom. In the Bayesian lower bound, there is freedom to choose both the reference model, Q and the MSE lower bound, L B (Q). Since (1) applies for any Q, we select the one that maximizes the r.h.s. of (1) over a class Q, which should be wide enough to deliver good bounds, but structured enough to make the maximization tractable. L B (Q) can chosen, for example, to be the Bayesian Cramér-Rao lower bound (BCLRB) [8] , or the Weiss-Weinstein lower bound (WWLB) [10] , or any their many variants, see, e.g., [9] and many references therein. Similar comments apply to the non-Bayesian setting. Here the degrees of freedom are in the selection ofθ and in the selection of the non-Bayesian MSE lower bound, L NB (θ). The best choice ofθ is, of course, the one that maximizes the r.h.s. of (2) over A, but this maximization is not always easy. The MSE lower bound can be one of many existing non-Bayesian lower bounds for unbiased estimators, for example, the non-Bayesian Cramér-Rao lower bound (see, e.g., [8] ), the Bhattacharyya bound [3] , the Chapman-Robbins bound [4] , etc.
When the support of θ is unbounded, the maximization of the lower bound might yield infinity for large enough α, say, for α ≥ α c , where α c is referred to as the critical α. This means that the pdf of the estimation error, ∆ =θ − θ, decays more slowly than exp{−α c 2 } as | | → ∞. Theorem 1 then yields upper bounds to α c . If α c = 0, it means that no estimator has an estimation error tail that decays as fast as any Gaussian. We will encounter situations where this is indeed the case: interestingly, while for many estimators, the error is nearly Gaussian around the origin (the central limit theorem), the tails may decay slower than any Gaussian tail. In the other extreme, if α c = ∞, which is the case where the lower bound is finite for all α, the tail of the error decays faster than any Gaussian. Of course, when A is a finite interval, this is trivially the case.
Some of the bounds easily extend to the vector case. Considering, for example,
where α and θ are now both column vectors of dimension k and the superscript T denotes transposition, the above is readily lower bounded by
where I −1 (θ) is the inverse of the Fisher information matrix associated with {P (·|θ), θ ∈ A}. This gives fundamental limits on arbitrary projections of the estimation error as well as on the behavior of the tails of the estimation error in various directions in IR k . We will attempt to explore some of these degrees of freedom. Most of our efforts will be given to the Bayesian regime, but we will also devote some attention to the non-Bayesian one. All proofs appear in the full version of the paper.
IV. THE BAYESIAN REGIME

A. Conditions for Tightness of the Lower Bound
Applying Observation 1 of [7, p. 347] to Bayesian parameter estimation, we find that an estimatorθ minimizes Λ B (θ, α) if it minimizes E Q (θ − Θ) 2 , where Q(θ|y) is given by
and where Z(y) is a normalization constant. In other words, to minimize Λ B (θ, α), the estimator has to be E Q {Θ|y}. This condition is circular, since Q depends onθ, which in turn depends on Q. Therefore, it is more useful for checking whether a given estimator is optimal than as a method of finding the optimal estimator. Let us lower bound E Q (θ −Θ) 2 by L B (Q), which is given by the BCRLB w.r.t. Q, that is,
where W (θ, y) ∆ = ∂ ln Q(θ, y)/∂θ. As shown in [8, p. 73 ], a necessary and sufficient condition for the tightness of the BCRLB is that Q(θ|y) is Gaussian with variance given by the r.h.s. of (6), independently 2 of y, and whose mean is any function of y. This function is also the optimal MMSE estimator that achieves the BCRLB w.r.t. Q. Combining this with (5), we find that eq. (1), with L B (Q) given by (6), is a tight lower bound when P (θ|y) is Gaussian with meanθ(y) and variance independent of y.
B. Non-linear Signal Models and Linear Reference Models
The above conditions on Q holds when Θ is Gaussian, and given Θ = θ, Y is Gaussian with a mean given by a linear function of θ. This motivates us to choose Q to be Gaussian. We begin with the case where P and Q are Gaussian linear models. Under P , let Θ ∼ N (0, σ 2 ) and for a given Θ = θ,
where n(t) is additive white Gaussian noise (independent of Θ) with spectral density N 0 /2, and {s(t), 0 ≤ t ≤ T } is a given waveform with energy E s . Defining z = T 0 s(t)y(t)dt, it is easily seen that P (θ|y) = P (θ|z) 2 A tighter bound is obtained by averaging (over Y ) the conditional BCRLB given y, where the expectation at the denominator of (6) is replaced by the conditional expectation given y. The necessary and sufficient condition for the achievability is Gaussianity of the posterior, where the conditional mean and the conditional variance are allowed to depend on y.
Thus, if we define
and so, this estimator minimizes also Λ B (θ, α) for every
The resulting minimum achievable Λ B (θ, α) is given by − 1 2 ln(1−α/α c ), and indeed the estimator error =θ(Y )−Θ has a Gaussian tail at rate α c .
Next, suppose that under P , Θ ∼ N (0, σ 2 ) and y(t) = x(t, θ) + n(t), 0 ≤ t ≤ T , where x(t, θ) is continuoustime waveform, with energy E x independently 3 of θ. Now, under Q, let Θ ∼ N (0,σ 2 ) and y(t) be as in (7), and there is freedom to chooseσ 2 and the auxiliary signal s(t). To apply Theorem 1, we derive D(Q P ), which decomposes to the sum of two terms. The first is D[N (0,σ 2 ) N (0, σ 2 )] = 1 2 σ 2 σ 2 − lnσ 2 σ 2 − 1 , and the second is the expected divergence between the two Gaussians of y given θ. In general, the divergence between the probability measures of y(t) = x 1 (t) + n(t), and y(t) = x 2 (t) + n(t), 0 ≤ t ≤ T , is T 0 [x 1 (t) − x 2 (t)] 2 dt/N 0 . Therefore, applying (1), we have
where C xs (θ)
which when substituted in (11), yields
where λ ∆ = E s /N 0 and the remaining degrees of freedom are λ andσ 2 . Consider the maximization w.r.t. λ. The above lower bound is f
If a is small relative to b, c and d, the first term is negligible and a good choice of λ maximizes −cλ + d √ λ, namely, λ = d 2 /4c 2 . Substituting into (13), we obtain
Particularizing to phase modulation, x(t, θ) = 2Ex T · cos(ωt + θ), it is shown (see the full version) that:
, and so, the lower bound becomes,
For example, ifσ 2 = σ 2 , this becomes
If σ 2 is large, thenσ 2 should be chosen large too, and then the terms containing e −σ 2 /2 are negligible. Under this approximation, the optimalσ 2 isσ 2 = σ 2 /(1 − 2ασ 2 ), which when substituted into (15), yields Λ B (θ, α) ≥ − 1 2 ln(1−2ασ 2 )−E x /N 0 , which is finite for α < 1 2σ 2 , namely, α c is upper bounded by 1 2σ 2 . It turns out that this bound is tight, as it is achieved at least byθ ≡ 0, whose estimation error, = −Θ is indeed Gaussian with variance σ 2 . In other words, for this model, α c = 1/(2σ 2 ). We observe that in this non-linear signal model, the Gaussian tail of the estimation error is due to the prior only. This is different from the Gaussian-linear model considered before, where we found that α c = 1 2σ 2 + Es N0 , which contains contributions of both the prior and the observation.
C. More General Priors
So far, we have considered Gaussian priors for both P and for Q. This limits the framework to models where A = IR. For reasons discussed above, it is convenient to work with a Gaussian prior for Q, but if θ takes values in a finite interval, the divergence between the priors would be infinite and the bound would be useless. This motivates to extend the scope to general priors whose support may not be the entire real line.
Considering the case where Q(θ) and Q(y|θ) is according to (7) , then under certain conditions (see, e.g., [8] ), the BCRLB is given by
Q(θ) dθ. Given a prior P , a convenient choice for Q, here indexed by an auxiliary parameter β > 0, is Q β (θ) = P β (θ)/Z(β), Z(β) being a normalization constant. Denoting φ(β) = ln Z(β), the Kullback-Leibler divergence is given by D(Q β P ) = (β −1)φ (β)−φ(β). Now optimize the bound w.r.t. β and E s , where the optimal s(t) for a given E s is as before. Of course, for a general Q, the calculation of E Q {Θx(t, Θ)} will be modified accordingly, as earlier we have calculated it with a Gaussian prior. This depends, of course, on β.
Consider, for example, delay estimation, where under P , x(t, θ) = x(t − θ), and assume that the derivativeẋ(t) has finite energy. Suppose that under Q, the signal is s(t − θ), where s(·) is subject to optimization. In this case, the lower bound on Λ B (θ, α) is α
The optimization over s(·) involves calculus of variations and the optimal solution s * (t) is shown (see full version), to be obtained by solving the differential equation, s * (t) −s * (t) λ = x(t), with boundary conditionsṡ * (0) =ṡ * (T ) = 0. For example, let
where ω 0 is known. Then,
Now, denoting ν = λ/(λ + ω 2 0 ), we have 1 
Note that by selecting ν = 0, this can be further lower bounded by
which is finite as long as α < α c , where α c can be evaluated by
where β 0 is such that lim β→β0 I(Q β ) = 0 (for a Gaussian prior, β 0 = 0 and α c = 1 2σ 2 ). If no such β 0 exists, α c is infinite. The case of frequency estimation, where x(t, θ) = a(t) sin(θt) + b(t) cos(θt) is handled similarly. In that case, the optimum auxiliary signal turns out to be s(t, θ) = λx(t, θ)/(t 2 + λ), where λ is as before.
The above bounds were based solely on the BCRLB. In the full version of the paper, we demonstrate that other MSE bounds may be used as well, like the WWLB [9] , [10] .
D. The Logarithmic Probability Comparison Bound
As mentioned earlier, for the model (7), the estimator (9) minimizes all exponential moments of the squared error, and the performance is
Returning to the model where Θ ∼ N (0, σ 2 ) and y(t) = x(t, θ) + n(t), and letting Q be again defined by Θ ∼ N (0,σ 2 ) and y(t) = θs(t) + n(t), here we use a more general family of inequalities, where the Kullback-Leibler divergence is replaced by the Rényi divergence. This family induces a class of bounds referred to as the logarithmic probability comparison bound (LPCB), [1] , [2] . The idea is as follows. For a given a > 1, define the Rényi divergence as
Then, for a given RV X, governed by either P or Q, the underlying family of [1] is ln E P e aX ≥ a a−1 ln E Q e (a−1)X − aD a (Q P ). Note that the inequality ln E P e X ≥ E Q X − D(Q P ), that we have used before, is the special case of a ↓ 1. Applying this more general inequality with X = β(θ − θ) 2 (β > 0, a given constant) and defining α = aβ, we obtain the following lower bound on Λ B (θ, α) for every α > β > 0:
whereα c = 1 2σ 2 + Es N0 . Upon deriving an expression for the last term, assuming that T 0 x(t, θ)dt is a constant q, independent of θ, and letting s(t) ≡ E s /T (DC), this lower bound becomes (see full version):
where we are free to maximize over β < α, E s ≥ 0 and σ 2 > 0. Choosing, for example,σ 2 = σ 2 and E s → 0 we get
which, for β → 0, limits α c to 1/2σ 2 .
V. THE NON-BAYESIAN REGIME Let y(t) = k i=1 θ i s i (t) + n(t), where {s i (t)} all have the same energy, E s and let Γ be the k × k matrix of correlations with entries given by γ ij = 1 Es T 0 s i (t)s j (t)dt. In this case, D(θ θ) = (θ − θ) T Γ(θ − θ), the CRLB is N 0 Γ −1 /2E s , and
where A ≺ B means that B − A is non-negative definite. The condition αα T ≺ Es N0 Γ is equivalent to α T Γ −1 α < E s /N 0 . Here, the estimation error of the ML estimator of θ is a zero mean Gaussian vector with covariance matrix N0 2Es Γ −1 , and so the exponential moment performance of this estimator is given by
which is larger than the lower bound but is asymptotically the same when N0 Es α T Γ −1 α 1. Here α c is extended from a single point, in the scalar parameter case, to the contour of a k-dimensional ellipsoid defined by α T c Γ −1 α c = E s /N 0 , and so, the ML estimator has an optimal tail (in all directions) in this sense.
In the full paper, we also consider the non-linear scalar model y(t) = x(t, θ) + n(t), where T 0 x 2 (t, θ)dt is independent of θ. It is shown that if A is unlimited, the lower bound is infinite for every α > 0, namely, α c = 0. In other words, no unbiased estimator has a Gaussian tail however slow. The same conclusion applies whenever the energy grows slower than quadratically with θ. The conclusion α c = 0 is not surprising in view of the fact that for the same signal model, we obtained α c = 1 2σ 2 in the Gaussian prior case. In the Bayesian case, α c was positive due to the prior only, and now the prior does not exist, so that α c vanishes.
