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Abstract
Climate engineering aims to offset human-driven climate change through engineering interven-
tions. This thesis focuses on the deployment of Solar Radiation Management (SRM) methods
which aim to counteract radiative forcing generated by the concentration of atmospheric 퐶푂2.
The climate system is investigated as a closed-loop control problem with uncertainties in its dy-
namics mitigated by robust and adaptive control strategies. Indeed, an adaptive controller for
climate engineering is presented for the first time in a multi-variable control scheme. A low
order three-box energy model is developed for the climate system to investigate such adaptive
control strategies. Climate engineering measures are then deployed in 3 boxes, thus representing
northern, southern and central (equatorial) bands. It is demonstrated that, through the on-line
estimation of the controller parameters, adaptive control can overcome key-issues related to un-
certainties of the climate model, external radiative forcing and actuator dynamics. The use of
adaptive control provides a robust means of dealing with unforeseeable abrupt perturbations and
the parametrisation of the model considered, while still providing bounds on stability and control
performance. Importantly, the convergence of the controller is guaranteed through the Lyapunov
stability criterion. Moreover, an analytical model describing the main latitudinal dynamics of the
Earth’s climate with closed-loop control has been developed. This model has analytical solution
and allows for quick evaluations of non-uniform climate engineering strategies. Multi-objective
analyses are considered and analytical expressions for control laws with latitudinal resolution are
obtained in several scenarios. Results are broadly comparable with the literature, demonstrating
model’s utility in rapidly assessing climate engineering controls laws. Using the PDE model,
ice line dynamics are investigated and a Lyapunov stability analysis is employed to estimate the
maximum insolation reduction before the current climate falls into an ice-covered state. This pro-
vides an extreme operational boundary for future climate engineering ventures. Finally, the PDE
model is employed to investigate strategies involving the deployment of space shields. The grade
of obscuration provided at each latitude is estimated and an optimization process performed in
order to minimize the shield size and to find the ideal orbit to counteract 2x퐶푂2 concentration.
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Chapter 1
Introduction
In this thesis, closed-loop control strategies for solar radiation management(SRM) are employed
in two climate models to counteract radiative forcing from the excess of carbon dioxide in the
atmosphere. Particular attention is given to space-based SRM methods, such as the deployment
of large shields in space. This chapter presents the motivation, objectives, and structure of the
thesis. In addition, a list of the author’s relevant publications is reported.
1.1 Thesis objectives and motivation
One of the criticisms of climate engineering is that regional impacts are not addressed, therefore
effort has been put into the development of two energy balance models which, although simple,
take the largest latitudinal disparities into account and provide insight into the main climatic pro-
cesses involved. Progress in computing speed has led to the development of sophisticated models
with millions of degrees of freedom which are capable of describing most climatic processes in
great detail. However, these models are slow and computationally expensive. In contrast, low
order climate models are quick and can be easily employed to promptly investigate radiative sce-
narios and control strategies, yet capturing major latitudinal disparities caused by SRM. Two
climate models with different latitudinal resolution are developed. These models are not substi-
tutes for high fidelity GCMs, but allow a better understanding of the dynamics of the problem
and can easily be employed to assess the performance of new control strategies.
As in previous work [1–4], the problem is considered within the frame of a closed-loop con-
trol system with the application of techniques from control theory to develop multi-objective
climate engineering strategies. In particular, an adaptive control strategy is proposed for the first
1
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time in climate engineering. With respect to themore classical approaches employed in literature,
such as PI control in feedback [1, 2], adaptive control is able to manage the large uncertainties
in the climate model and provide the estimation of the radiative forcing required to minimize the
temperature anomaly in many different scenarios.
The objectives are listed as follows:
• To develop simple energy balancemodels to quickly assess the effects of new control strate-
gies with latitudinal resolution.
• To introduce an adaptive controller for climate engineering to deal with highly uncertain
climate models, therefore de-emphasising the importance of using an accurate model to
describe the climate system.
• To develop a quick and effective method to evaluate multi-objective closed-loop control
strategies.
• To define constraints on SRM through investigating the dynamics of the ice line in model
with continuous latitude resolution.
• To determine a new strategy for the deployment of shields in Earth orbit for SRM that
takes latitudinal disparities into account.
1.2 Thesis structure
In Chapter 2, the main concepts which form the foundation of this thesis are described. A techni-
cal evaluation of past progress on Energy Balance Models (EBMs) is given (Section 3.1), along
with a model for the dynamics of the ice line (Section 3.2) and a description of the radiative sce-
narios employed throughout the thesis (Section 3.3). Particular attention is given to the Repre-
sentative Concentration Pathways (RCPs). Moreover, in Section 3.4, the basic concepts required
to describe the dynamics of sulphur aerosol injected in the stratosphere are outlined. In Section
3.5, the orbital dynamics of space shields and perturbations in Low Earth Orbit (LEO) are briefly
discussed, along with the characterisation of the Sun’s apparent motion around Earth. Finally,
the last section of Chapter 3 concerns the description of three control strategies employed in the
thesis: a PI controller optimized through the Linear Quadratic Regulator (LQR) method (Sec-
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tion 3.6.1), a model reference adaptive controller (Section 3.6.2) and an optimal control strategy
(Section 3.6.3).
In Chapter 4, a 3-box model for the climate system is developed and validated. In this model,
the Earth is divided into three latitudinal bands to account for largest latitudinal disparities, with
heat transfer between the boxes to capture the poleward transport of energy from the equator.
The 3-box model is then employed to assess an adaptive controller for climate engineering in
three different strategies (Section 4.4). Moreover, the simplicity of the model allows for the
investigation of controllability and observability of the system for the first time (Section 4.3).
In Chapter 5, the performance of the adaptive controller is investigated in several scenarios
and the outcomes compared with a PI controller in feedback and an optimal control strategy.
Importantly, the behaviour of these control strategies is investigated through the response of the
3-box model in the case of large uncertainties in the parameters of the climate model (Section
5.2), and for other perturbations, such as actuators failure (Section 5.3) and changes in actuator
dynamics (Section 5.4). Moreover, an extended version of the model to 5 boxes is employed
in Section 5.6 in order to investigate the reliability of adaptive control in the case of a dramatic
change in albedo due to the collapse of the Arctic ice-sheet.
Taking a step forward from the 3-box model, a continuous Partial Derivative Equation (PDE)
model for the climate system with latitudinal resolution is developed in Chapter 6, which can be
considered as the extension of the 3-box model to an infinite number of boxes. This model pro-
vides an analytical solution and is employed to assess multi-objective control strategies. Specif-
ically, it is shown that analytical control laws for SRM can be developed to achieve a specific
temperature profile. In Section 6.3, three different control strategies involving the minimisation
of the mean global temperature, the temperature gradient and the equator-to-pole temperature
gradient, are considered with a PI controller in a closed-loop system. Also, in Section 6.4, an
analytical control law to counteract a doubling of 퐶푂2 is developed through the PDE model.
In Chapter 7, the PDE model is employed to analyse the dynamics of the ice line, defined as
the lowest latitude at which the surface is assumed to be covered by snow or ice. The investigation
of ice line stability in Section 7.2 allows the estimation of an upper bound on SRM given as the
largest insolation reduction applicable before the climate system falls into an ice-covered state
(Section 7.3). Moreover, the recovery from an ice-covered state is evaluated and discussed in
Section 7.4. This analysis provides an absolute boundary for SRM interventions in the climate
system, although it is far from planned SRM interventions.
CHAPTER 1. INTRODUCTION 4
The other SRM strategy considered in this thesis regards the deployment of large shields
in Earth orbit to reduce insolation. This method is investigated in Chapter 8 and the grade of
obscuration provided by the shield is estimated through geometrical considerations in Section
8.2. Moreover, in Section 8.2, an optimisation process is performed to design an optimal orbit
for the shield to counteract a doubling of 퐶푂2, taking into account latitudinal disparities with the
PDE model. Results are reported in Sections (8.6.1,8.6.3), where strategies involving a single
shield or multiple shields are considered.
Finally, the conclusions of the thesis and recommended future works can be found in Chapter
9.
1.3 Authored papers and posters
The research which forms this thesis has been presented in two conference posters (Climate
engineering research Symposium 2015, AGU Fall Meeting 2016,) and submitted to two peer
reviewed journals. In particular, the paper "Multiple input control strategies for robust and adap-
tive climate engineering in a low order 3-box model" was accepted for publication in Proceeding
of the Royal Society A. This paper provides details of the research described in Chapter 4 and
Chapter 5. Whereas, the paper "A continuous latitudinal energy balance model to explore non-
uniform climate engineering strategies" was accepted for publication in the Journal of Climate
Dynamics. The research found in this paper has been outlined in Chapter 6 and Chapter 7.
The full list of authored posters and papers is given as follows:
• Bonetti, F & McInnes, C. (2018). Multiple input control strategies for robust and adap-
tive climate engineering in a low-order 3-box model. Proceedings of the Royal Society A:
Mathematical, Physical and Engineering Science. 474. 20180447. 10.1098/rspa.2018.0447.
• Bonetti, F&McInnes, C. (2018). A continuous latitudinal energy balancemodel to explore
non-uniform climate engineering strategies. Climate Dynamics. 10.1007/s00382-018-
4474-y. .
• Bonetti, F. andMcInnes, C.R (2015). Climate engineering as a robust and adaptive closed-
loop system. In: Climate engineering research Symposium, 7-10 July 2015, Berlin, Ger-
many.
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• Bonetti, F. and McInnes, C.R. (2016). A continuous latitudinal energy balance model to
explore non-uniform climate engineering strategies. In: AGU Fall Meeting, 12-16 De-
cember 2016, San Francisco (CA), US.
Chapter 2
Literature review
A literature review of the most relevant topics regarding climate engineering and the issues re-
lated to the science of climate modelling can be found in this chapter.
2.1 Earth’s energy budget and radiative forcing
The Sun provides the Earth with solar radiation, half of which is absorbed by the Earth’s surface,
20% is absorbed by the atmosphere and approximately 30% is reflected back into space due
to the Earth’s albedo generated by atmospheric gases, aerosols, clouds and surface reflectance.
The majority of the outgoing energy flux is longwave radiation, i.e. it is in the infra-red part
of the spectrum. A fraction of this energy is absorbed by clouds and by several components of
the atmosphere, such as water vapour, carbon dioxide, methane (퐶퐻4), nitrous oxide (푁2푂) and
other greenhouse gases (GHGs). The component of infra-red radiation directed downwards heats
the lower atmosphere and the Earth’s surface, generating the so-called greenhouse effect.
The Sun does not provide a uniformly-distributed input of energy. Indeed, a larger fraction of
the energy is received by tropical and sub-tropical regions rather than the poles. A fraction of this
energy received in the tropics is then redistributed to middle and high latitudes by atmospheric
and ocean transport processes. Changes in the Earth’ global energy budget can be caused either
by changes in the net incoming solar radiation, such as changes in the Sun’s total energy output,
changes in the Earth’s albedo, or changes in the outgoing infra-red radiation.
An other important factor which plays a key role in the quantification of the overall energy
budget is aerosols. Some aerosols are capable of increasing atmospheric reflectivity, whereas
others substantially absorb radiation. Also, since aerosols can generate cloud condensation nuclei
6
CHAPTER 2. LITERATURE REVIEW 7
or ice nuclei, they can also affect cloud albedo. Because of these phenomena, aerosol types,
distribution and size can cause important changes in cloud albedo and lifetime [5, 6]. The effect
of clouds on the climate system is controversial since they can increase albedo and therefore
providing cooling, as well as having warming effects through the transfer of infra-red radiation.
It is still uncertain whether the overall radiative effect of clouds is cooling or warming [7]. At
the present time, confidence in the representation of processes involving clouds and aerosols is
low [8, 9].
Human activities have augmented the greenhouse effect. A primary direct effect is the emis-
sion of GHGs (퐶푂2, 퐶퐻4, 푁2푂 and chlorofluorocarbons (CFCs)) into the atmosphere. A
secondary effect is provided by the emission of other pollutants, such as carbon monoxide,
volatile organic compounds, nitrogen oxides and sulphur dioxide, which act as precursors of
aerosols [10]. Additionally, anthropogenic climate change involves effects on the water cycle
and land surface processes. In particular, land usage changes such as the conversion of forests
to agricultural land modifies the reflectivity of the land, rates of evotranspiration and radiation
emissions [10, 11].
These modifications perturb the Earth’s radiation budget producing a Radiative Forcing (RF)
that affects the entire climate system. When a radiative forcing is applied, internal feedbacks
determine the overall response of the climate system [12, 13]. Feedback mechanisms in the
climate system that can be either positive, thus amplifying the effect of the forcing on the climate,
or negative and therefore reducing it [14]. Two of the main feedback effects are given by water
vapour feedback and ice-albedo feedback. Water vapour provides a positive feedback for the
climate system. An increase in surface temperature enhances the concentration of water vapour
found in the atmosphere and a larger greenhouse effect is generated leading to further warming.
The second strong feedback mechanism is ice albedo feedback. The melting of highly reflective
ice or snow causes a decrease of albedo due to the low reflectivity of the land exposed beneath the
ice layer. Thus, more radiation is absorbed by the land surface providing additional warming [15].
One of the biggest difficulties in accounting for feedback mechanisms is the timescale re-
quired to assess their full impact. Some feedbacks work quickly, within hours, whereas others
need decades or centuries to take effect [14].
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2.2 From climate change to Solar Radiation Management
Human activities have had an impact on the Earth’s energy budget, resulting from increasing
concentrations of greenhouse gases such as carbon dioxide, methane and nitrous oxide. This
conclusion is the result of observations of the atmosphere, oceans and ice sheets through past
and present records. It is therefore well established that current atmospheric concentrations of
greenhouse gases (GHGs) are unprecedented and that 퐶푂2-producing fossil fuels and industrial
processes have been detected as the major cause of rising temperatures [16].
Cumulative emissions of 퐶푂2 largely govern global mean surface warming. Considering
emission history and observed warming, a strong linear relationship is found between cumu-
lative 퐶푂2 emissions and global temperature changes. Indeed, it is estimated that the global
mean surface temperature change per 1000 GtC of 퐶푂2 is in the range of 0.8◦퐶 to 2.5◦퐶 . Both
modelling and observations are in agreement regarding these values [17].
Risk and impacts due to climate change include rising sea levels, inland and coastal flooding,
disrupted livelihoods, periods of extreme heat and more frequent extreme weather events. These
phenomena will have a significant impact on food and water supplies, particularly in rural areas,
and will likely affect worst those population groups which are the least wealthy. Finally, biodi-
versity and ecosystems will be affected by dramatic climatic changes [7]. Climate change due to
emissions of 퐶푂2 is also found to be irreversible for several centuries unless countermeasures
are considered for the reduction of 퐶푂2 concentration in the atmosphere [18].
For these reasons, efforts have focused on the long-term reduction ofGHGs emissions through
mitigation. However, total anthropogenic emissions have continued to increase despite climate
change mitigation policies adopted on a global scale. With high confidence, this steady growth is
attributed to the global increase in population, economic activities, lifestyle, energy and land use
patterns [7, 9]. Thus, since the required decline in emissions rates has never been achieved [19]
and further warming is forecast, interest in climate engineering for future risk-mitigation has
developed.
Climate engineering [20], also known as geoengineering, aims to offset human-driven cli-
mate change through the intentional manipulation of the climate system. It involves techniques
developed both to reduce the concentration of carbon dioxide in the atmosphere and to coun-
teract the radiative forcing that it generates. Climate engineering techniques can therefore be
categorised into two main groups: Carbon Dioxide Removal (CDR) and Solar Radiation Man-
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agement (SRM) methods [21]. A summary of the main techniques employed can be found in
Fig. (2.1).
Strong economic, socio-political and ethical concerns are at the centre of an ongoing debate
about whether climate engineering techniques should be deployed [22]. The intrinsic complexity
of the climate system and its uncertainties generates a high probability of unexpected side effects.
Therefore many scientists think that any intentional human intervention on the climate could
never be considered safe [20].
Moreover, the possibility of implementing climate engineering would cause significant geo-
political tensions about how to define an optimal strategy. Although geoengineering could be
deployed unilaterally or by individual countries, the impacts would be global in any case [23].
In fact, it is expected that any climate engineering strategy would generate large benefits for
some countries and disadvantages for others. Also, poorer countries are more vulnerable to
climate change but they would likely be unable to afford the deployment of geoengineering [24].
Moreover, agreement on the characterisation of the objectives would represent an additional
challenge. More specifically, countries may have varying goals for the implementation of climate
engineering.
Although these concerns are extremely relevant to any discussion regarding climate engi-
neering, and therefore to this thesis, they are beyond the scope of this research and they will not
be investigated in detail. However, a description of the most relevant CDR and SRM techniques
follows, along with a list of relevant side-effects and impacts on population and environment.
2.2.1 CDR methods
CDR methods act on the Global Carbon Cycle (GCC) and aim to increase the 퐶푂2-storage ca-
pability of natural reservoirs (land (soil and vegetation), ocean) [25]. The carbon cycle can be
described as a series of reservoirs which are connected by exchange fluxes. The increased quan-
tity of carbon in the global system due to anthropogenic sources is therefore distributed amongst
these reservoirs. Similarly, the fraction of carbon being stored as 퐶푂2 in the atmosphere is
related to the efficiency of the redistribution processes of carbon amongst the reservoirs. The
removal of anthropogenic 퐶푂2 from the atmosphere by natural processes requires several hun-
dred thousand years under static climatic conditions [26]. For these reasons, techniques based
on the intentional manipulation of the carbon cycle have been considered (CDR). A summary of
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Figure 2.1: Summary of climate engineering strategies. Courtesy of Rita Erven/Kiel-Earth-
Institute, licensed under a Creative Commons Attribution-NoDerivatives 4.0 International Li-
cense, http://www.spp-climate-engineering.de.
the main CDR strategies, aiming to enhance existing ocean or land carbon sinks, or to generate
new ones, follows [27].
Initially, the combined use of CDR and SRM techniques was considered for this research,
but given that CDR effects are completely irrelevant within the timescales required to observe
climate system response to SRM, it was decided to focus the effort on SRM strategies.
The decision to focus the thesis on SRMmethods is also related to the initial objective of the
research: the investigation of space-based climate engineering strategies such as space mirrors.
Therefore, CDR methods are not further investigated in this thesis but the following descrip-
tion of the main CDR techniques is useful for understanding the key differences between SRM
and CDR methods. It is important to emphasise that all of the values reported in the next para-
graph regarding radiative forcing achieved through a given technique are subject to uncertainty.
In fact, all the specific values reported are the results of one or more simulations which employ
models and emissions scenarios subject to uncertainties. Moreover, uncertainties are expected
to be larger for those simulations which run over a longer time period as in the case of CDR
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techniques.
With regards to the land sink: carbon is currently stored mostly in soil (1500 PgC) and only
550 PgC in vegetation [28]. In general, carbon on land has a shorter lifetime than carbon in the
deep ocean and goes from 2 to 500 years. In [29], it was found that land sinks could in principle
be increased and an overall radiative forcing of −0.24푊 ∕푚2 could be achieved in the long term.
Stronger effects may be obtained, but issues with requirements for food production as well as the
increasing global population would follow [30]. The enhancement of land carbon sink can be
achieved for example through afforestation (radiative forcing of −0.49푊 ∕푚2 could be achieved
by 2050 [29]), biochar (−0.12푊 ∕푚2 by 2050 [21]), bio-energy with carbon capture and storage
(BECS) which are similar to air 퐶푂2 capture, but these provide a more economic solution. Opti-
mistic results from [31] provided a possible radiative forcing of−0.74푊 ∕푚2 by 2050. However,
the feasibility of many of the proposed solutions is doubtful and subject to uncertainty. More-
oveor, an high demand of land would be required [31]. Concerns are raised upon afforestation
(and reforestation) for effects on species diversity due to loss of habitat. Regional impacts would
also be observed since terrestrial vegetation is also a source of organic aerosols [32]. Regarding
bio-char, long term side effect are expected, such as the final conversion of bio-char in ocean sed-
iments with a small loss of carbon forecast and the darkening of the soil, which would decrease
the albedo. Regarding the increase of the ocean carbon sink, the enhancing the solubility pump
by increasing dwelling and of the biological pump through the addition of iron are considered.
The solubility pump is responsible for the movement of water from low latitudes to high lati-
tudes, providing cooling and absorbing 퐶푂2 before it sinks into the deep ocean. Otherwise the
biological pump is driven by the carbon found in biological materials which sinks into the deep
ocean [33]. CDR methods aiming to increase ocean reservoirs aim to modify the effects of the
pumps and to transport more 퐶푂2 into the deep ocean. Increasing dwelling, according to [34],
would be very costly and provide a radiative forcing that could be as low as −0.0019 푊 ∕푚2.
Otherwise, as shown in [35–37], the addition of iron into areas where it would limit productivity
could produce a radiative forcing of −0.22 푊 ∕푚2 by 2100. Potential side effects caused by a
possible enhancement of the biological pump are the loss of biodiversity and changing emis-
sions of gases and aerosols. Finally, the required ocean acidification is a concern [38]. The
return timescale for these type of strategies ranges from weeks to millennia [33]. Finally, the
third group of CDR techniques regard the possibility of capturing carbon dioxide from air and
storing it in sediments, lithosphere of the deep ocean [39]. Through air capture, it is possible to
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create carbon reservoirs of any size [40]. The only limitation of this strategy is represented by
the storage capacity of the sink generated. Also, air capture is only in its development phase and
materials costs of the infrastructure still need to be addressed [41].
2.2.2 SRM methods
In contrast to CDR techniques, SRM exploits more direct interventions aiming to counter the
warming associated with increasing GHG concentrations by reducing the amount of solar energy
absorbed. SRM methods include, for example, deploying vast thin-film space mirrors to reduce
direct solar insolation and so decrease radiative forcing [42] or injecting scattering aerosols in
the stratosphere [43]. These strategies will be discussed in more detail below. Through the
description of CDR methods above, it has been pointed out that these methods require long
time-scales to deliver a significant reduction in carbon dioxide concentration, while SRM can be
considered a relatively fast-acting method, although it does not directly affect the carbon cycle.
However, a general concernwith SRM is that its effects will be unevenly distributed across the
Earth. Incoming solar radiation is not equally distributed and, since SRM strategies are directly
related to the pattern of insolation, when SRM is uniformly applied the poles are left relatively
warmer and the tropical regions cooler [44,45]. This effect would undoubtedly generate adverse
impacts of SRM and results suggest a reduction of global precipitation with larger regional vari-
ations [45, 46]. More details on regional disparities caused by SRM are given below for each
strategy considered.
Moreover, it is worth mentioning that the so-called risk of termination shock is a concern for
the deployment of SRM. This effect regards the rapid and harmful rise in temperatures which
would be triggered if SRMmethods are deployed and then suddenly stopped [47]. Possible events
which could cause a sudden interruption of SRM strategies are, for example, wars, political
actions, terrorist attacks or natural phenomena. However, as discussed in [47], policies could be
considered which make a termination shock less likely.
As discussed in Section 1.1, this thesis focuses on an evaluation of the effects of SRM meth-
ods on the climate system using simple climate models and new multi-variable control strategies
in order to overcome issues associated with regional disparities.
A summary of the most relevant SRM methods can be found below.
Sun shields in space
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The incoming solar radiation can be decreased by deploying large space shields. In [43, 48–
50] the possibility of employing space shields for climate engineering near the Sun-Earth 퐿1
point is explored. In particular, in [50], optimal configurations of orbiting occulting disks were
investigated using a globally resolved energy balance model to mitigate regional differences.
Moreover, in [43], approximately 106 kg small-angle metallic scatterers at 퐿1 were proposed to
scatter rather than directly reflect sunlight.
In a report of the National Academy of Sciences (NAS) [51] the deployment of a space shield
in Low-Earth-Orbit (LEO) at an altitude of 200 km was discussed and 55,000 orbiting mirrors of
100 푘푚2 area each, aligned in random orbits were proposed to counteract climate change from a
doubling of atmospheric 퐶푂2.
Moreover, in [52], artificial planetary rings, composed of passive particles or parasols in
orbit about Earth were considered to provide shading. Specifically, a one dimensional climate
model (10 degrees latitudinal resolution) was employed and it was estimated that a parasol area
of 5×106 푘푚2 in an equatorial orbit at 1300-3800 km would be the most useful configuration.
According to [53], shields could, in principle, be able to counteract global warming completely
within approximately 5 years. However, it is important to remember that these results are af-
fected by uncertainties. Moreover, in reality, because of uncertainties in climate models, in the
estimation of radiative forcing and for regional disparities caused by SRM, some excess heat
would remain [44]. It is forecast that the deployment of space shields would slow down the hy-
drological cycle and decrease precipitations of 2% [46, 54]. In particular, in [53] it is found that
this effect would be larger over land because elevated 퐶푂2 tends to reduce evapotranspiration.
Moreover, regarding regional effects, larger impacts are expected over vegetation. In fact, an
over-cooling of the summer and an under-cooling of the winter are foreseen with changes in the
plant growing cycle.
This method has been considered in Chapter 8, where strategies for Sun shields deployed in
Low Earth Orbit are investigated with latitudinal disparities taken into account.
Stratospheric aerosols
Large volcanic eruptions, such as Mt Pinatubo in June 1991 [55], demonstrated that injecting
sulphate aerosols in the lower stratosphere would generate a cooling effect. Analysing the erup-
tions, it was found that sulphur dioxide in the stratosphere reacts and generates sulphate aerosols
which are able to scatter short wave radiation and absorb/emit long wave radiation [56]. Employ-
CHAPTER 2. LITERATURE REVIEW 14
ing this strategy in simulations, it was estimated that an increase of planetary albedo of 0.012 [21]
is required to counteract a doubling of 퐶푂2, although results are affected by uncertainties. The
quantity of aerosol required for this task mainly depends on the injection location and size of
particles. It was found that the quantity of aerosol required would range between 1.5 Tg S per
year and 5 Tg S per year [57, 58]. If smaller particles are employed, a stronger effect could be
achieved since these would not affect long wave radiation [56]. However, smaller particles have
a shorted lifetime and need to be replaced more often. Lifetime of the particles depends also on
the deployment location and lower stratosphere is preferred to the troposphere to have an optimal
coverage [57,59]. Also, injection in the troposphere is excluded because of the serious concerns
regarding potential impacts on human health [51].
For the injection, artillery guns or balloons have been suggested as a delivery method for
푆푂2 [55]. Although this strategy show big potential to counteract global warming, it would
have significant side effects. It is expected the ozone depletion [55] which would require up to
60 years for the recovery in both hemispheres [60]. Moreover, disruption of monsoons in Asia
and Africa is forecast [59] and, also in this case, precipitation over land would decrease. Finally
photosynthesis in land and water will be affected.
Further details of the aerosol physics and resulting radiative forcing are reported in Section
3.4.
Enhanced cloud albedo
Another SRM strategy evaluated to counteract radiative forcing regards the increase of reflec-
tivity of marine stratiform clouds through the generation of cloud condensation nuclei (CCN).
This strategy would enhance the concentration of cloud droplets and thus of the cloud albedo
(Twomey effect) [61, 62]. According to [5], anthropogenic aerosols could currently affect cloud
albedo providing a negative radiative forcing of −0.7푊 ∕푚2. However, low confidence is given
to this result because of large uncertainties in the aerosol-cloud interaction. In general, cloud
albedo can be enhanced mechanically or biologically.
Mechanical processes involve fine sea spray, for example generated by vessels with Flettner
rotors which are autonomous and are powered by energy from the wind [63, 64]. A fraction of
sea spray would be lifted to provide CCN. The initial concept was discussed in [65] and it was
estimated that CCN could be increased by 50-100% providing a possible increase of cloud albedo
of 0.02 and of global albedo of 0.005, which was considered enough to counteract a doubling
CHAPTER 2. LITERATURE REVIEW 15
of 퐶푂2. However, [21] argued that an increase of 0.074 in the cloud albedo would be required.
This argument is due to the large uncertainty in cloud albedo, which ranges between 0.3 and
0.7. Initially, no side effects were found for this strategy [66], but later it has been argued that
increasing the reflectivity of clouds would mean that less light reaches the surface and impacts
are expected on the ecosystem. Additionally, precipitation could be affected locally.
Cloud albedo can also be increased through biological methods, for example by fertilising
areas of the Southern Ocean with iron to stimulate the emission of Dimethylsulphoniopropionate
(DMSp) which generates sulphate aerosols [62]. Aerosols deriving from DMSp are in fact the
main source of CCN. In [67], it was found that by fertilising the Southern Ocean for 1 month in
summer, a regional cooling of 2 degrees could, in principle, be achieved. However, only 50% of
the experiments provided good results.
Enhancement of surface albedo
Ideas regarding the increase of surface albedo involve the modification of grassland, crop-
lands, cities and deserts.
Effects of modification of vegetation albedo [68,69] largely depends on the area of the mod-
ified surface. In [68], it is estimated that the surface albedo of grasslands can be increased of
25% using bioengineered grasses or variegated plants. This result could provide an annual global
average radiative forcing of −0.56푊 ∕푚2. Also, in [69], the TRIFFID vegetation model is em-
ployed to find that, increasing the reflectivity of croplands, it could be possible to achieve a
radiative forcing of ≈ −0.24푊 ∕푚2. Although these methods seem promising, few studies exist
thus far and results are considered uncertain and unconvincing [21]. Negative effects of this tech-
nique regard the reduction of available light for photosynthesis and thus a reduction of carbon
uptake [68].
Moreover, the albedo of human settlement can be increased by the employment of reflective
roofs or pavements [68,70]. Again, effects depend on the area where themodification takes place.
In particular, in [68] it was found that a globally averaged radiative forcing of −0.17 푊 ∕푚2
could, in principle, be achieved providing a worldwide albedo reduction of 0.000875. It is not
clear how long the change in albedo would last, but it is expected that this would disappear over
time because of the decrease of coating material performance.
Another possibility regards a change of albedo in global desert areas. These regions are of
interest because they are uninhabited, flat and in stable conditions [21]. Albedo enhancements
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between 0.2 and 0.5 have been forecast and, in [71], a 2% albedo increase (corresponding to a
possible radiative forcing of−2.75푊 ∕푚2) was estimated if 4.5million square miles of desert are
covered with reflective surfaces made of white polyethylene on aluminium substrate. However,
the authors suggest that both global and regional modelling of the climate should be performed
to understand the effects of this technology on temperatures, hydrological cycles and wind pat-
terns. This strong alteration of the surface properties causes the desert to be cooler than before.
This effect generates concerns regarding the production of iron from the desert which is of great
importance for the ocean. If the productivity of iron decreases then ocean carbon sinks could
also be diminished.
2.3 Climate modelling and the role of uncertainties
Climate models were originally employed to reproduce observed surface temperature trends.
Afterwards their use has been extended to the forecast of the climate response to changes in the
radiative forcing [72].
Many models exist: the simplest energy balance models use only one box to represent the cli-
mate system and solve the energy balance problem to obtain the mean global surface temperature.
From these simple models, with increased computer speed, complex three-dimensional models
with millions of degrees of freedom can provide accurate estimation of the temperature across the
Earth’s surface, taking into account atmosphere, land, ocean and cryosphere processes, so-called
General Circulation Models (GCMs) [26]. Thus, although these models can be physically realis-
tic, they are computationally expensive. In contrast, low order one-dimensional climate models
can be found in [73], [74] and [75]. In particular, considering elementary thermodynamics, [73]
and [74] proposed low order climate models to investigate the climate state as a function of the
solar constant, whereas [75] investigated in detail global energy balance models using a general
transport term. Moreover, a Green’s function approach is used in [75] to obtain the explicit an-
alytical solution of a diffusive climate model in terms of hyper-geometric functions. Low order
energy models are considered in this thesis to take into account the main physical processes that
describe the climate system and to efficiently implement closed-loop control strategies.
The components of the climate system present a large range of dynamical timescales, from
rapid responses of some radiative feedbacks tomillennial scale responses such as those associated
with the carbon cycle and ice sheets [76]. Assuming that anthropogenic emissions are suddenly
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reduced to zero [77], the climate system would slowly respond until reaching an equilibrium
state. However, because of the large timescale of the processes of absorption of 퐶푂2 in the
climate system, it could take centuries before reaching a new equilibrium [76]. This behaviour
represents an inertia of the climate system to any external change.
Considering a positive change in the radiation budget, while the surface temperature in-
creases, the outgoing radiation increases as well inhibiting the further increase of the temper-
ature [78, 79]. Therefore, a new equilibrium temperature is soon achieved. The most important
identifier of climate models is the equilibrium climate sensitivity, which is obtained through an
equilibrium climate simulation. Such simulations provide information on the difference between
the initial and final states of the model simulated, neglecting the time-dependent response. As-
suming a small perturbation of the system, a linear relationship can be considered between the
radiative forcing applied and the subsequent temperature change [80].
Δ푇 = 훽−10 퐹 (2.1)
In general, 훽0 in Eq. (2.1) is defined as the climate feedback parameter which depends on the
type of forcing applied [81]. The equilibrium climate sensitivity is defined as the equilibrium
mean surface air temperature perturbation (Δ푇 ) resulting from a doubling of carbon dioxide
radiative forcing above pre-industrial levels [82]. Knowing the equilibrium climate sensitivity is
essential for the interpretation of climate models and for future projections in response to a given
forcing [78, 80]. However, this quantity is not well known and high uncertainties are carried
throughout simulations up to the generation of forecast. Indeed, in [7], several climate models
have been compared in order to estimate the correct value for the equilibrium climate sensitivity
and it is found that, again, this is an uncertain quantity in the range 1.5◦퐶 to 4.5◦퐶 .
Managing the uncertainties of the climate system is a significant challenge, specifically be-
cause of the multiple spatial and temporal scales involved. Observations may be able to reduce
the uncertainties of short timescale processes, but with regards to those processes that occur over
longer timescales, the process may require very long observational baselines.
Uncertainty can result from a wide range of sources. Many processes and mechanisms are
well understood, but others are not, such as aerosol and clouds effects. The interactions between
several climatic and non-climatic influences change with time and lead to high uncertainties [83].
Uncertainties related to climatic influences are, for example, observational uncertainties of an-
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thropogenic forcing contributions to temperature increase in Antarctica, or uncertainties due to
lack of direct observation of natural phenomena, or large uncertainties in the potential biogeo-
chemical effects and in the evolution of tropical ocean dynamics. Other types of uncertainties
are related to the complex interactions between the changing climate and the vulnerability and
exposure of people, societies and ecosystems [7].
In the science of climate modelling, uncertainties can be divided into four main categories:
uncertainty in radiative forcing, caused by uncertainty on future GHG emissions; uncertainty
in the model; climate variability and initial condition uncertainty; and forcing and boundary
condition uncertainty [84]. Uncertainty in the climate model is an important contributor to un-
certainties in the prediction of the climate response. This is mainly introduced by errors in the
representation of the dynamics and physical processes of the climate system and in its response to
external forcing. Scenario uncertainties are related to the limited understanding of future emis-
sions, GHG concentration or trends of radiative forcing [85]. Natural variability in the climate
does not depend on the presence of radiative forcing [86] and represents the natural variations
occurring internal to the climate system. Therefore, it is challenging to quantify and it is affected
by high uncertainty.
2.4 Closed-loop climate engineering in MIMO systems
As seen in Section 2.3, uncertainties are a concern in climate modelling. Previous work [1–4,87]
introduced climate engineering strategies in a closed-loop system.
When open-loop strategies are considered, results show significant error in achieving the
required climate objectives [1]. Therefore, feedback control strategies are essential to deal with
uncertainties and accomplish any SRM strategy [87].
In particular, in [1] an explicit feedback of the observed climate state is implemented in a
fully coupled general circulation model of the Earth’s climate to manage uncertainty in both the
radiative forcing and the climate’s dynamic response to this forcing. In [2], a simple PI controller
and an 퐻 8 -suboptimal SRM controller are considered in a reduced-complexity climate model
MAGICC.Moreover, in [3], a feedback controller is employed to stabilize the global temperature
anomaly at 2◦퐶 . Specifically, it is shown that it is possible to achieve a straightforward optimal
feedback control design to reflect important aspects of climate mitigation. In particular, in [3],
the positioning of closed-loop eigenvalues in the complex plane are considered as a part of the
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mitigation debate.
Also, it is important to mention the approach considered in [88], where a model predictive
control has been employed. This control method uses a model of the system to predict its future
behaviour along a prediction horizon. During every iteration, a finite horizon open-loop optimal
control problem is solved using the current state of the plant as the initial state.
In this thesis, closed-loop control strategies are employed to overcome issues related to uncer-
tainties in the climate model employed, the radiative scenarios and the SRMmethods considered,
such as stratospheric aerosols injection. In particular, effectiveness of an adaptive controller for
climate engineering, which involves both feedback and feed forward strategies, is shown for
the first time. This is a methodology closely related to the model predictive control employed
in [88,89], but as is shown later, adaptive control guarantees convergence through the implemen-
tation of the Lyapunov stability criterion. Otherwise, in [88], convergence of the control scheme
is not guaranteed when non-stochastic phenomena affect the dynamical system. Further details
on the comparison between the adaptive control strategy employed in this thesis and the model
predictive control in [88] can be found in Chapters (4,5).
Another issue to deal with regards latitudinal differences due to SRM. In fact, when SRM
methods are employed, it is important to assess control strategies taking regional disparities
into account. Prior work, where SRM methods are considered using a single control variable,
can only influence global dynamics. For this reason other recent work [90–94] has investigated
Multi-Input-Multi-Output (MIMO) systems and control strategies to assess latitudinal disparities
of SRM. In [95] and [90] an atmosphere-ocean general circulation model (AOGCM) is used to
explore the potential of SRMwith multiple degrees of freedom. Also, in [91,92,96], injections of
sulphate aerosols at multiple locations are considered to reduce incoming solar radiation with a
coupled atmosphere-ocean general circulation model. MIMO systems will be considered in this
thesis by employing climate models with latitudinal resolution and independent control variables
to quickly address regional disparities of SRM.
Thus, closed-loop control strategies for MIMO systems will be developed in this thesis to
deal with uncertainties and regional disparities caused by SRM.
Chapter 3
Dynamical models and control techniques
This chapter describes the key technical concepts which are employed in this thesis. These con-
cepts will be adapted later in the thesis to provide the tools necessary to assess climate engi-
neering techniques and, more specifically, issues with regional disparities due to SRM as well as
uncertainties in climate modelling.
In this thesis, two different types of energy models are employed to describe the climate
system. In Section 3.1, these models are described, forming the baseline for the development
of the 3-box model in Chapter 4 and the PDE model in Chapter 6. In Section 3.2, an analytical
method for the investigation of the dynamics of the ice line is described. This analysis will be
employed in Chapter 7 for the assessment of constraints on SRM used in combination with the
PDE model developed in Section 6.2.
Moreover, the concept of radiative forcing due to carbon dioxide and, in particular, the Rep-
resentative Concentration Pathways (RCPs) are found in Section 3.3. The radiative scenarios
described in this section will be employed for the validation of the 3-box model in Section 4.2.1
and to assess the performance of adaptive control in several scenarios in Chapters (4,5).
In this thesis, two particular SRM strategies are investigated: sulphur aerosol injection and the
deployment of space shields. In Section 3.4, the dynamics of sulphur aerosols in the stratosphere
are described. This allows an estimation of the radiative forcing from aerosol injection, and will
be included in the closed-loop control system for the 3-box model in Section 5.4. In Section
3.5, the orbital mechanics required to develop SRM strategies involving space shields are briefly
described. In particular, Section 3.5.1 describes the estimation of the position of the shield in
space. Also, in Section 3.5.2, orbital perturbations for a high area-to-mass ratio object in Low
Earth Orbit (LEO) are investigated and in Section 3.5.3 the Sun’s apparent motion around the
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Earth is described, which is required to determine the geometry between Sun and shield. These
concepts will be later employed in Chapter 8.
Finally, the control strategies employed in this thesis are described in Section 3.6, where the
dynamics of PI control (Section 3.6.1), adaptive control (Section 3.6.2) and optimal control (Sec-
tion 3.6.3) are reported. In particular, optimal control and PI control are considered in Chapter
5 for comparison with adaptive control. Furthermore, in Chapter 6, PI control is considered for
estimation of the required insolation reduction in several multi-objective control strategies.
3.1 Energy Models for the climate system
This section describes the dynamics of the energy balance model which is employed to develop
the climate model in Chapter 4 for the 3-box model and in Chapter 6 for the PDE model.
The Earth’s climate is governed by its energy budget, which is the energy balance between
incoming and outgoing radiation. The Sun provides the Earth with an average power of 1370
푊 ∕푚2 which is unevenly distributed over all latitudes because of the ellipticity and the tilt of the
Earth’s polar axis. Moreover, equatorial regions are heated more than the polar regions because
of the low incident angle of solar rays at high latitudes. Part of the incoming solar radiation, also
termed insolation, is absorbed and distributed between the components of the Earth’s climate
system. Some solar radiation is partly reflected and absorbed by atmosphere and clouds, and
part is re-emitted. When the incoming and outgoing energy are balanced, the Earth’s mean
temperature remains constant.
The energy balance can be written as the balance between the insolation and the out-going
radiation lost to space as a black body [26]:
휎푇 4 =푄0(1−훼) (3.1)
where 휎 is the Stefan-Boltzmann constant, 푄0 = 1367∕4푊 ∕푚2 is the mean annual insolation,
and 훼 is the mean annual planetary albedo (equal to 0.7) [75]. However, in this model, the Earth
is treated as a black body. Considering the atmosphere, a fraction of the incident radiation is
absorbed and causes the surface to warm. The warmed surface radiates energy back to space,
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primarily in the infra-red (IR) region of the spectrum. Thus, Eq. (3.1) can be re-written as:
퐼퐼푅 =푄0(1−훼) (3.2)
Following [75] and [73], a valid approximation for the the infra-red radiation is found. In fact,
for small perturbations about some level, term 퐼퐼푅 in Eq. (3.2) can be written as a linear function
of the surface temperature as follows:
퐼퐼푅 = 푎+푏푇0 (3.3)
where 푎 and 푏 are constants that take into account cloudiness, infra-red absorbing gases and water
vapour, deduced from observations. In particular, it is found that the values of 푎 and 푏 providing
the best fit for observations in the northern hemisphere are 203.3 푊 ∕푚2 and 2.09 푊 ∕푚2∕◦퐶 ,
respectively. Thus, substituting Eq. (3.3) into Eq. (3.1) and solving for 푇0 leads to a global mean
annual surface temperature of 14.97◦퐶 , which is in agreement with observations [26, 75].
The model described in Eq. (3.1) is a zero-dimensional model since only annual average
heat flows are considered. This model can then be improved by including heat transport between
latitudes. The energy transported by a latitudinal element to its neighbours due to the movement
of geophysical fluids is represented by a diffusion process where the transport is proportional to
the gradient of the temperature field. Following [97], a one-dimensional model can be written
as:
− 푑
푑푥
퐷(1−푥2)푑푇 (푥)
푑푥
+푎+푏푇 (푥) =푄0푆(푥)훼(푥) (3.4)
where it is assumed that each term can be represented as a function of the zonally averaged
temperature at sea level. This will form the basis of the analysis in Chapter 6.
In Eq. (3.4), 푥 represents the sine of the latitude, and퐷 is the diffusive term for heat transport,
which can depend on 푥. However, considering 퐷 dependent on 푥 would noticeably complicate
the problem, thus it is usually considered as a free parameter to be adjusted empirically. In [75],
it is found that 퐷 = 0.649푊 ∕푚2∕◦퐶 would provide a matching value of the temperature at the
North pole as−28◦퐶 . The expressions 푆(푥) and 훼(푥) are employed as the latitudinal distribution
of insolation and co-albedo, given by [97]:
푆(푥) = 1+푆2푃 (2,푥) (3.5)
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훼(푥) = 훼0+훼2푃 (2,푥) (3.6)
where 푆2 = −0.477 is a constant, and 푃 (2,푥) = 12
(
3푥2−1
) is the second Legendre polynomial
[97]. In Eq. (3.6), 훼(푥) represents the absorption losses due to the planetary albedo and allows the
inclusion of ice-albedo feedback in the model. Ice-albedo feedback is a positive feedback which
links changes in surface albedo with changes in snow and ice cover. With increasing temperature,
the quantity of ice/snow decreases as well as the fraction of insolation absorbed/reflected by the
system, therefore reinforcing the warming [98].
In order to avoid a non-physical solution diverging at the poles, it is required that the horizon-
tal flux of heat vanishes at the poles and the equator. This condition is imposed by considering
the following boundary condition:
−퐷(1−푥2)1∕2푑푇 (푥)
푑푥
= 0 푥 = 0,1 (3.7)
The effect of the heat conduction mechanism in the climate system results in the transport of heat
from the equator to the poles, thus warming the poles and cooling the equator. It is important to
highlight that the expression employed for the heat transport, given by the first term on the left in
Eq. (3.4), is particularly convenient in this case because it represents the physical phenomenon
of heat conduction, and therefore assures convergence of the solution.
Considering Eq. (3.6), a good fit for the mean annual values of albedo for the northern
hemisphere is obtained by considering 훼0 = 0.681 and 훼2 = −0.202 [99]. Thus, the incoming
solar radiation inclusive of albedo losses can be found in Fig. (3.1). Although Eqs. (3.5)-(3.6)
provide a good fit only for the northern hemisphere, in Fig. (3.1), data has been extended to
the southern hemisphere symmetrically for completeness. The plot in Fig. (3.1) is obtained
considering the distribution of the function 푄0푆(푥)훼(푥) with the sine of the latitude 푥 and, as
expected, it is not uniform over latitude and there is a difference greater than 200푊 ∕푚2 between
the annual mean insolation at the equator (푥 = 0) and at the poles (푥 = ±1). This phenomenon
is key to understanding SRM requirements in order to counteract climate change.
Indeed, since SRM involves a reduction of the incoming solar radiation, its effect is largely
dictated by the latitudinal distribution shown in Fig. (3.1). In the following chapters this phe-
nomenon is taken into account in order to estimate the required insolation reduction for several
radiative scenarios and to overcome issues related to regional disparities.
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Figure 3.1: Latitudinal distribution of the annual mean insolation according to Eqs. (3.5)-(3.6).
Substituting the expressions considered for 푆(푥) and 훼(푥), the system in Eq. (3.4) can be
solved analytically as found in [75]. Equation (3.4) can be written as:
퐿[푇 ]+푎 =푄0푆(푥)훼(푥) (3.8)
where 퐿 is a linear operator in 푇 that can be written as:
퐿[푇 ] = −퐷 푑
푑푥
[
(1−푥2) 푑
푑푥
푇 (푥)
]
+푏푇 (푥) (3.9)
This is a non-uniform problem of heat conduction and can be solved with the formalism of the
Green’s function. Following the process described in [75], considering the boundary conditions
in Eq. (3.7), the Green’s function associated with the linear operator in Eq. (3.9) can be written
as follows:
퐺(푥,휉) =
∑
푛(푒푣푒푛)
(2푛+1)푃 (푛,푥)푃 (푛,휉)
퐿푛
(3.10)
where the summation considers only even values of 푛. Also, 퐿푛 = 푛(푛+1)퐷+ 푏 represent the
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eigenvalues associated with the linear operator of the system and 푃 (푛,푥) is the 푛th-degree Leg-
endre Polynomial computed in 푥. Once the Green’s function of the problem is known, the formal
solution of the system can be written as:
푇 (푥) = ∫
1
0
퐺(푥,휉)(푆(휉)훼(휉)−푎(휉))푑휉 (3.11)
Thus, developing the expression above, it is possible to obtain the latitudinal distribution of
the surface temperature in the northern hemisphere.
Finally, the one-dimensional model in Eq. (3.4) can be extended to include time and longitude
dependence. As in [75], in this case, an energy storage term depending on the heat capacity is
added. The system can then be written as follows:
퐶(푥,퓁)휕푇 (푥, 푡)
휕푡
−퐷 휕
휕푥
(1−푥2) 휕
휕푥
푇 (푥, 푡)+푎+푏푇 (푥, 푡) =푄0푆(푥, 푡)훼(푥, 푡) (3.12)
where퐶 is the heat capacity which, in general, depends on latitude 푥 and longitude 퓁. According
to [75], 퐶 can be expressed in terms of the infra-red parameter 푏 and it is given by 0.16푏 years
over land and 4.7푏 years over the ocean mixed layer. Also, in Eq. (3.12), terms for insolation
and surface albedo depend on time, providing the possibility of including seasonal effects in the
model.
The analytical expressions for푆(푥, 푡) and 훼(푥, 푡) that include seasonal effects are found in [75]
and are summarised as follows:
푆(푥, 푡) = 1+ [0.006 푠푖푛(2휋푡)−0.796 푐표푠(2휋푡)]푥−0.477 푃 (2,푥) (3.13)
훼(푥, 푡) = 1−
( 1
100
[31.9+(7.2 푐표푠(2휋푡)+5.4 푠푖푛(2휋푡))푥+20.2 푃 (2,푥)]
)
(3.14)
where 푡 is the time in years. Thus, the distribution of the insolation inclusive of albedo losses
(the function푄0푆(푥, 푡)훼(푥, 푡)) with time and latitude can be found in Fig. (3.2). In particular, for
the southern hemisphere, the same functions are employed with a lag of 6 months [75].
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Figure 3.2: Distribution of seasonal insolation with latitude according to Eqs. (3.13)-(3.14).
3.2 Dynamics of the ice line
In this section the main principles required to investigate the dynamics of the ice line will be
described, and used later in Chapter 7.
The ice line is defined as the latitude where the temperature reaches 푇푠 = −10◦퐶 and it is
assumed that when the temperature is equal to or less than 푇푠 the surface is ice-covered and higher
surface albedo is expected. The term "ice-covered" represents one of the two stable equilibrium
states of the climate system [100]. In the current climate state the ice line is at 푥= 푥푠0 =0.95 [75].
Considering the stationary perturbation theory in [75], it is possible to determine the variation
of the ice line given a small perturbation in radiative forcing. As in [101], the temperature at the
perturbed ice line is obtained by expanding the ice line condition to first order in small quantities
as in Eq. (3.15):
푇 (푥푠+ 훿푥푠, 푡) = 푇 (푥푠, 푡)+
(휕푇
휕푥
)
푥푠
훿푥푠 (3.15)
where 푇 (푥푠, 푡) = 푇 (푥푠, 8) + 훿푇 (푥푠, 푡), 훿푥푠 is the variation of the ice line latitude and 푇 (푥, 8) is
the temperature field at latitude 푥 at equilibrium, i.e. for 푡→ 8. Because of the ice line condition,
Eq. (3.15) can also be written as 푇 (푥푠+훿푥푠, 푡) = 푇푠 = 푇 (푥푠, 8), therefore the variation of the ice
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line latitude is given by [101]:
훿푥푠(푥, 푡) =
훿푇 (푥, 푡)(
휕푇 (푥, 8)
휕푥
)
푥푠
(3.16)
Thus, considering Eq. (3.16) in the time-dependent energy balance equation (Eq. (3.12)), a
solution of the following form is expected:
훿푇 (푥, 푡) = 훿푇 (푥)푒−휆푡∕퐶 (3.17)
where 휆 is the stability eigenvalue of the equilibrium solution 푇 (푥, 푡) under a perturbation 훿푇 .
Following the stationary perturbation theory in [75], the analytical expression of 훿푇 (푥), which
includes the effect of the ice line shift, as a function of a generic small perturbation can be written
as:
훿푇 (푥) = ∫
푥1
푥0
퐺푍(푥,휉) 푈 (휉)푑휉 (3.18)
where 푈 is the radiative forcing perturbation that causes the ice line shift. For the equator and
the pole, respectively, the limits are set as 푥0 = 0 and 푥1 = 1. The term 퐺푍(푥,휉) in Eq. (3.18) is
given as follows:
퐺푍(푥,휉) = 퐺(푥,휉)+
푑푥푠
푑푄
푄0(
푆(푥푠0)훼(푥푠0)
) [∫ 푥1푥0 퐺(푥,휉)푆(휉)휕훼(휉,푥푠0)휕푥푠 푑휉
]
퐺(푥,휉) (3.19)
where 퐺푍 represents the temperature response to a ring of heat added/subtracted at a given lati-
tude and includes the effect of the ice line shift to first order, as found in [75]. In Eq. (3.19), the
integral term represents the contribution of the ice-albedo feedback which is multiplied by the
slope of the ice line 푑푥푠∕푑푄.
The denominator of Eq. (3.16) depends on the stability eigenvalue 휆 and can be computed
as follows: (
휕푇 (푥, 8)
휕푥
)
푥푠0
= ∫
푥1
푥0
퐺휆(푥푠0, 휉)푄0푆(휉)
휕훼
휕푥푠
(휉,푥푠0) 푑휉 (3.20)
where 퐺휆 is a generalisation of 퐺 (see Section 3.1) and is given as:
퐺휆(푥,휉) =
∞∑
푛=1
(2푛+1)푃 (푛,푥)푃 (푛,휉)
퐿푛−휆
(3.21)
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As can be seen in the expression above, 퐺휆(푥,휉) is a continuous function of 휆, except at the
eigenvalues of 퐿 where it is not defined [75].
In order to understand the meaning of 휆 it is necessary to consider the linear stability of the
1-Dmodel in [75]. A transcendental equation, which is satisfied only for the stability eigenvalues
휆, can be developed and written as follows [75]:
푑푄
푑푥푠
(푥푠0) = 휆
푄20
푎+푏푇푠
∑
푛
푏푆(푥푠)
(
푃 (푛,푥푠)
)2
퐿푛(퐿푛−휆)
= 퐹휆 (3.22)
where 퐿푛,푃 (푛,푥), 푎 and 푏 are given in Section 3.1 and the function 퐹휆 is given by the right-hand
side of Eq. (3.22). Again, this analysis is used later in Chapter 7.
3.3 Radiative forcing scenarios
As discussed in the previous sections, the climate system can be described by an energy bal-
ance model. If the incoming and outgoing radiation are balanced, a mean annual temperature of
14.9◦퐶 is maintained. However, climate change, and in particular the increasing concentration
of carbon dioxide in the atmosphere, generates a radiative forcing leading to temperature anoma-
lies. The relationship between the concentration of atmospheric carbon dioxide and the radiative
forcing generated is given as follow [102]:
퐹퐶푂2 =
퐹2x퐶푂2
푙푛(2)
푙푛
(
푐푐(푡)
푐푐0
)
(3.23)
where 퐹2x퐶푂2 is the radiative forcing associated with a doubling of 퐶푂2 equal to 3.71 푊 ∕푚2
[26], 푐푐0 is the 퐶푂2 concentration during pre-industrial times (278 ppm in 1775 [103,104]) and
푐푐푡 is the 퐶푂2 concentration at time 푡.
Moreover, long-term simulations have allowed the use of historical data to develop and up-
date future projections. Therefore, it has been possible to reconstruct and simulate past climate
conditions. On the basis of reconstructed data, forecasting of future emissions becomes possible.
In particular, four scenarios for future radiative forcing due to GHGs and aerosols have recently
been developed, i.e. the Representative Concentration Pathways (RCPs) [105], which can be
found in Fig. (3.3). These scenarios are developed in [106] considering atmospheric concen-
tration observations and emissions estimates for greenhouse gases between 1750 and 2005. In
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particular, in [106], the reduced-complexity carbon cycle climate model MAGICC6 is employed
to emulate the average response of models assessed in the IPCC Fourth Assessment Report.
These scenarios provide assessment of future radiative forcing under unpredictable and uncer-
tain conditions. The forcing scenarios are used to estimate future changes in climate forcing
and provide useful references in order to compare different climate models. RCPs consider all
sources of anthropogenic GHG emissions to describe the four radiative scenarios providing pro-
jections of GHGs concentrations, emissions of air pollutants such as aerosols and land use data.
Carbon dioxide (퐶푂2) represents about 80 to 90% of the total anthropogenic forcing in all RCP
scenarios up to the end of the 21st century.
The RCP scenarios are identified by stabilisation in terms of radiative forcing achieved at
2100. In fact, the weakest scenario, RCP2.6 has a peak forcing of 3푊 ∕푚2 and then decreases to
approximately 2.6푊 ∕푚2 by 2100; the medium-low RCP4.5 and the medium-high RCP6.0 show
stabilisation at 2100 of 4.5 and 6푊 ∕푚2, respectively; and themost challenging scenario, RCP8.5
implies a radiative forcing of 8.5푊 ∕푚2 at 2100 [9]. Thus, as can seen from Fig. (3.3), the most
encouraging scenario is represented by RCP2.6, which considers effective mitigation of GHGs,
followed by the RCP4.5 which considers a low-level mitigation strategy, whereas, the other two
scenarios take very high GHG emissions into account and no mitigation is assumed [7]. The
temperature change foreseen for the four scenarios is in the range (0.3◦퐶 −1.7◦퐶) for RCP2.6,
(1.1◦퐶 −2.6◦퐶) for RCP4.5, (1.4◦퐶 −3.1◦퐶) for RCP6.0 and (2.6◦퐶 −4.8◦퐶) for RCP8.5 [76].
These Scenarios will be used in Chapter 4 and Chapter 6.
It is important to underline that these are one of the few radiative scenarios available and it was
chosen amongst others because most of the literature employed in this research (for comparisons
and validations of climate models and control strategies) uses RCP radiative scenarios. How-
ever, it is worth mentioning that there is a newer database named SSP (Shared Socioeconomic
Pathways) [107, 108]. The SSPs are part of a new framework that the climate change research
community has adopted to facilitate the integrated analysis of future climate impacts. In these
scenarios, climate forcing is combined with socio-economic conditions. These two factors allow
the evaluation of mitigation, adaptation and residual climate damage.
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Figure 3.3: Trend of the Representative Concentration Pathways (RCPs) with related uncer-
tainties as defined by Integrated Assessment Model (IAM)-based estimates. Figure reprinted
from Long-term Climate Change: Projections, Commitments and Irreversibility. Fifth Assess-
ment Report of the Intergovernmental Panel on Climate Change (IPCC), 2013, Retrieved from
https://www.ipcc.ch/. Copyright (2013) by Cambridge University Press, Cambridge, United
Kingdom and New York, NY, USA.
3.4 Stratospheric aerosol injection
Solar RadiationManagement (SRM) techniques involve the intentional manipulation of the plan-
etary surface or atmospheric albedo. SRM does not directly impact effects of elevated atmo-
spheric 퐶푂2 in the carbon cycle, but can affect the carbon and other biogeochemical cycles
indirectly through their climate effects [109].
In this thesis, strategies such as the injection of scattering aerosols in the stratosphere [43]
and the deployment of vast thin-film space reflectors to reduce direct solar insolation [42] are
considered to reduce radiative forcing.
In this section, the main features of stratospheric aerosols injection are assessed. Sulphate
Aerosols (SAs) are fine solid particles of a sulphate solution that are produced by reactions in
the atmosphere from gaseous precursors. The main natural precursors are sulphur dioxide (푆푂2)
from volcanoes and anthropogenic sources and dimethylsulphide (DMS) from the terrestrial bio-
sphere [110].
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The injection of sulphur particles would essentially mimic the atmospheric effects that follow
volcanic eruptions. The eruption of Mount Pinatubo in the Philippines in 1991 provided a good
example of the effect of sulphur injection. This eruption is, in fact, often cited as the inspiration
for this concept. Following the eruption, massive quantities of particulate matter and sulphur
dioxide were ejected into the atmosphere. This aerosol layer was reported to have lowered aver-
age temperatures around the globe by about 0.5 degrees over the following three years.
SAs are able to interact with solar radiation through both absorption and scattering. When
injection of sulphate aerosols into the stratosphere takes place, two main effects can be consid-
ered: the direct effect of the aerosol, given by the aerosol-radiation interaction, and the indirect
Twomey effect [111] due to aerosol-cloud interactions. However, only direct radiative forcing is
considered in this thesis because of large uncertainties in the modelling of aerosol-cloud interac-
tion. The dynamical processes of atmospheric aerosols can alter their particle size distribution.
Here, the model employed aims to reproduce aerosol behaviour after injection into the strato-
sphere in three latitude bands in Chapter 4 and then to compute the resulting radiative forcing.
The aerosol column in the stratospheremodifies incoming solar radiation. In order to quantify
this effect, the direct radiative forcing Δ퐹 as a function of time is computed through Eq. (3.24)
[112]:
Δ퐹 =
푄0
2
 2푎 (1−퐴푐)휔훽(1−푅푠)2휏(푡) (3.24)
The direct radiative forcing depends on the properties of the incident radiation, atmospheric op-
tical properties (atmospheric transmission 푎 = 0.76, fractional cloud cover퐴푐 = 0.6 and surface
reflectance 푅푠 = 0.15 [112]) and aerosol optical properties (single scattering albedo 휔, aerosol
optical depth 휏(푡), average up-scatter fraction 훽). In particular, the aerosols optical depth includes
a time decay and latitudinal diffusion of particles and provides direct information regarding the
influence of aerosols on radiative forcing.
The required radiative forcing through the aerosol optical depth can then be converted to an
aerosol mass concentration (푔∕푚3) through Eq. (3.25) [113]:
푀푎(푡) =
휏(푡)
∫ 푟푓푟0 푁(푟) 푑푟 퐸푒푥푡 푧
(3.25)
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or, as more commonly found in literature, the aerosol number density (1∕푚3):
푁푎(푡) =
푀(푡)
∫ 푟푓푟0 43휋(2푟)3휌 푁(푟) 푑푟
(3.26)
where, 푟0 and 푟푓 define the range of particle radii set respectively to 0.1 휇푚 and 1 휇푚. Addition-
ally, 휌 is the aerosol density (2 푔∕푐푚3), 푧 is the altitude of injection and 퐸푒푥푡 is the extinction
parameter which can be estimated through Mie Theory and for aerosol particles is usually given
by 3.5 푚2∕푔 [111].
In Eqs. (3.25)-(3.26), 푁(푟) represents the aerosol size distribution. Once precursors of the
aerosol particles are injected in the stratosphere, the particles formed have a range of sizes, so
the log-normal size distribution function푁(푟) given is employed [114]:
푁(푟) =
푁0√
2휋 푙푛(휎)
exp
[
−
(
푙표푔(푟)− 푙표푔(푟푚)
)2
2 푙푛2휎
]
(3.27)
where 푁0 (1∕푚3) is the number density of particles of mean radius 푟푚 = 0.05 휇푚 and standard
deviation 휎 = 2.03 휇푚 [57].
In particular, regarding the injection of aerosol particles, in [91, 92] a coupled atmosphere-
ocean general circulation model with fully interactive stratospheric chemistry is employed to
simulate aerosol injections at multiple locations to meet multiple simultaneous surface tempera-
ture objectives. Moreover in [96], multiple injection strategies are considered to achieve a desired
radiative forcing profile using a two-dimensional chemistry-transport-aerosol model.
The production of such an artificial aerosol layer could be accomplished by releasing sulphur
particles into the stratosphere from aircraft or by dispersing them from balloons. The required
altitude to enter the stratosphere would be 11 km at the poles or 17 km at the equator [55].
Existing civil aircraft could be modified at relatively low cost to deliver sufficient amounts of the
required material [115], whereas military cargo planes would have a limited payload for this task
[116]. Moreover, while aircraft exhausts would also produce additional forms of pollution, this
could potentially be avoided through the use of ground-based artillery (such as electromagnetic
railguns) [116]. Finally, high-altitude balloons can in principle be used to lift precursor gases.
However, thus far, no balloon has ever been deployed to the necessary altitude [57].
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3.5 Orbital dynamics for space shields
3.5.1 Orbital parameters and Earth Centred Reference Frame (ECRF)
Figure 3.4: Representation of the orbital elements and the orbital plane with respect to the equa-
torial plane.
In this section, key elements of orbital dynamics will be considered and used later in Chapter
8. Considering a spacecraft which is in an elliptical orbit around the Earth with semi-major axis
푎, eccentricity 푒, orbit inclination 푖, longitude of ascending node Ω and argument of perigee 휔,
the true anomaly 휃∗ can be found as [117]:
푠푖푛(휃∗) = ((
√
1− 푒2)푠푖푛(퐸(푡))
1− 푒 푐표푠(퐸(푡))
(3.28)
푐표푠(휃∗) = ( 푐표푠(퐸(푡))− 푒
1− 푒 푐표푠(퐸(푡))
(3.29)
In Eqs. (3.28)-(3.29), 퐸(푡) is the eccentric anomaly found by solving Kepler’s equation: 푀(푡) =
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퐸(푡) − 푒 푠푖푛(퐸(푡)), where 푀(푡) = 푛0(푡− 푡0) is the mean anomaly of the spacecraft at time 푡 (푡0
initial time, 푛0 =
√
휇퐸
푎3 is the mean motion with 휇퐸 = 398600.4 푘푚3∕푠2 the Earth’s planetary
constant [118]). As can be seen in Fig. (3.4), the true anomaly describes the angular position of
the spacecraft in orbit measured from the perigee. Thus, considering the geometry described in
Fig (3.4), the projection of the spacecraft position on the equatorial plane is given by:
푥푝푙푎푛푒 = 푟(푡) 푐표푠(휃∗(푡)+휔) (3.30)
푦푝푙푎푛푒 = 푟(푡) 푠푖푛(휃∗(푡)+휔) (3.31)
Thus, the components of the position vector in an Earth Centred Rotating Frame can be written
as:
푥푠 = 푥푝푙푎푛푒푐표푠(Ω−휔퐸푡)− 푟(푡)−푦푝푙푎푛푒푐표푠(푖)푠푖푛(Ω−휔퐸푡) (3.32)
푦푠 = 푥푝푙푎푛푒푠푖푛(Ω−휔퐸푡)+ 푟(푡)+푦푝푙푎푛푒푐표푠(푖)푐표푠(Ω−휔퐸푡) (3.33)
푧푠 = 푦푝푙푎푛푒푠푖푛(푖) (3.34)
where 푟(푡) = 푎 [1− 푒 푐표푠(퐸(푡))] is the distance between the spacecraft and the Earth’s centre at
time 푡. Again, these expressions will be used later in Chapter 8.
3.5.2 Orbital perturbations
In this section, orbital perturbations due to the effect of the Earth’s oblateness and solar radiation
pressure (SRP) are investigated. These perturbations are crucial for the estimation of the actual
position of a spacecraft in orbit. In particular, SRP perturbations are not negligible for high
area-to-mass ratio objects such as large reflective space shields, as is considered in Chapter 8.
The three components of the acceleration perturbation due to SRP along the radial, transversal
and normal direction can be written as [119]:
푎푆푅푃푅 =푎푆푅푃0
{
푠푖푛(훿)
[
푐표푠(Ω)푐표푠(휆⊙)+ 푠푖푛(Ω)푠푖푛(휆⊙)푐표푠(휖)
]
+ 푐표푠(훿)푠푖푛(휆⊙)푠푖푛(휖)
} (3.35)
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푎푆푅푃푇 = 푎푆푅푃0
{
푠푖푛(휆⊙)푐표푠(Ω)푐표푠(휖)− 푐표푠(휆⊙)푠푖푛(Ω)
} (3.36)
푎푆푅푃퐻 =푎푆푅푃0
{
−푐표푠(훿)
[
푐표푠(Ω)푐표푠(휆⊙)+ 푠푖푛(Ω)푠푖푛(휆⊙)푐표푠(휖)
]
+ 푠푖푛(훿)푠푖푛(휆⊙)푠푖푛(휖)
}
(3.37)
with 푎푆푅푃0 = 푃푆푅푃 퐶푟 퐴푀푚 푠푖푛2 (훾), where 푃푆푅푃 is the solar pressure at 1퐴푈 equal to 4.56×10−6
푁∕푚2 [120] and 퐶푟 is the reflectivity coefficient given by 1+ 푟푠푝 where 푟푠푝 is the reflectivity of
the space shield material [121]. Also, 퐴푀∕푚 is the area-to-mass ratio of the reflector and 훾 is
the incident angle (defined as the angle between incoming and reflected solar radiation).
Moreover, in Eqs. (3.35)-(3.37), 훿 is the spacecraft’s declination that locates its position on
the celestial sphere in the equatorial coordinate system. In particular, as can be seen in Fig. (3.5),
the declination’s angle is measured north or south of the celestial equator, along the hour circle
defined by the right ascension (RA). Thus, considering Figs. (3.4) and (3.5), the declination can
be written as:
훿 = 푎푟푐푠푖푛
[
푠푖푛(푖)푠푖푛(휃∗(푡))
] (3.38)
Also, 휆⊙ is the Sun’s true ecliptic longitude described in Section 3.5.3, 휔퐸 is the Earth’s angular
rate and 휖 is the ecliptic obliquity equal to 23.44◦. The time dependency of terms 훿 and 휆⊙ is
omitted in the expressions above for completeness.
With regards to the Earth’s oblateness perturbations, two phenomena need to be taken into
account: regression of the nodes and orbit precession. Thus, as found in [122], 퐽2 secular effects
on Ω and 휔 can be written as:
Ω̇퐽2 = −
3
2
퐽2푅2퐸
푝̄2
푛̄푐표푠(푖̄) (3.39)
휔̇퐽2 =
3
2
퐽2푅2퐸
푝̄2
푛̄
(
2− 5
2
푠푖푛2(푖̄)
)
(3.40)
where the overbar represents the mean value of the parameter as can be found in [123]. Also,
퐽2 is the oblateness parameter (1.083×10−3), 푅퐸 is the Earth’s radius and 푝 = 푎(1− 푒2) is the
semi-parameter.
Equations (3.39-3.40) represent secular variations, due to the geopotential term 퐽2, of the
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Figure 3.5: Representation of the spacecraft position in spherical coordinates on the celestial
sphere.
longitude of ascending node and the argument of perigee of the orbit, respectively. In addition,
small cyclic variations of semi-major axis, eccentricity and inclination are observed but they are
not relevant when simulations are performed over a long duration.
3.5.3 The Sun’s apparent motion around the Earth
The estimation of Sun’s position in orbit with respect to Earth is required to estimate the grade
of obscuration of solar shields in space in Chapter 8.
Given a Julian Ephemeris Date 퐽퐷, it is possible to estimate the position of the Sun in ecliptic
coordinates. Thus, time 푇 , measured in Julian Centuries of 36525 ephemeris days from the epoch
J2000.0 (2000 January 1.5 TD) is given by:
푇 = 퐽퐷−2451545.0
36525
(3.41)
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where 2451545.0 is the Julian date corresponding to 2000 January 1.5. Then, the geometric
mean longitude of the Sun, referred to the mean equinox of the date, can be written as:
퐿0 = 280.46645◦+36000.76983◦푇 +0.0003032◦푇 2 (3.42)
The mean anomaly of the Sun is then given by:
푀 = 357.52910◦+35999.05030◦푇 −0.0001559푇 2−0.00000048푇 3 (3.43)
with 퐿0 and푀 constrained in the range 0◦−360◦. Then, the Sun’s equation of centre 퐶 can be
obtained as follow:
퐶 =
(
1.914600◦−0.004817◦푇 −0.000014◦푇 2
)
푠푖푛(푀)+ (0.01993◦−0.000101◦푇 )푠푖푛(2푀)
+0.000290◦푠푖푛(3푀)
(3.44)
where 퐶 provides the angular difference between the actual position of a body in its elliptical
orbit and the position it would occupy if its motion was uniform and in a circular orbit of the
same period. Then, the Sun’s true ecliptic longitude and declination can be written as:
휆⊙ = 퐿0+퐶 (3.45)
훿⊙ = 푎푟푐푠푖푛
[
푠푖푛(휖)푠푖푛(휆⊙)
] (3.46)
Once the Sun’s true longitude and declination are known, it is possible to evaluate the Sun’s
rectangular equatorial coordinates as follow:
퐗⊙ =
⎛⎜⎜⎜⎜⎝
푥⊙
푦⊙
푧⊙
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
푐표푠(훿⊙)푐표푠(휆⊙−휔퐸푡)
푐표푠(훿⊙)푠푖푛(휆⊙−휔퐸푡)
푠푖푛(훿⊙)
⎞⎟⎟⎟⎟⎠
(3.47)
Again, these key results is used later in Chapter 8.
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3.6 Control techniques
3.6.1 PI control
In this section, a feedback control strategy designed with an unconstrained linear quadratic reg-
ulator (LQR) optimisation method is described, as is used in Chapter 5.
In commonwith other (single input) control analyses [1,4], a PI controller can be employed to
design a feedback control scheme. The PI parameters can be obtained by LQR optimisation [124]
which solves the algebraic Riccati equation. The LQR method aims to minimise a cost function
퐽 in Eq. (3.48) subject to the constraint 퐱̇ =퐴퐱+퐅+퐵퐔 represented by the system’s dynamics,
where 퐱 is the state vector, 퐅 is the vector of external forcing, 퐵 is the control distribution matrix
and 퐔 is a generic control vector. The cost function 퐽 is now defined as:
퐽 = ∫
∞
0
(
퐱푇푄퐱+퐔푇푅퐔
)
푑푡 (3.48)
where푄 and푅 are positive definite weighting matrices. In particular,푄 weights the state vector
퐱 and 푅 weights the control effort. If 푅 is large, the cost function is dominated by the control
effort 퐔, otherwise when 푅 is small 퐽 is dominated by the state error 퐱.
It is found that the optimal expression for the control 퐔 is given by [124]:
퐔∗ = −
[
푅−1퐵푇푃
]
퐱 = −[퐾]퐱 (3.49)
where 푃 is the steady-state solution of the Riccati equation 푃퐴+퐴푇푃푥+푄−푃퐵푅−1퐵푇푃 = 0.
Through the LQR method the poles of the closed-loop system are placed in stable, suitably-
damped locations in the complex plane. The method also guarantees a phase margin larger than
60 degrees. Thus, the outputs of the process are the static gain matrix 퐾 = [퐾푃 퐾퐼] and the
control law which can be written as:
퐔 = −퐾푃 퐱−퐾퐼 ∫
푡
0
퐱 푑푡 (3.50)
where 퐾푃 and 퐾퐼 are proportional and integral gain matrices, respectively.
The controller matrices 푄 and 푅 are regulated to achieve the required objective, i.e. the
minimisation of the temperature anomaly, and so control the state vector. In particular, this PI
controller is used in this thesis as a benchmark to compare results with adaptive control. This is
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considered a valid choice because PI control is widely used for closed-loop control systems in
climate engineering as explained in Sec. (2.4).
It is worth noting that, as will be seen in Chapter 5, matrices퐾푝 and퐾푖 are designed through
the LQR method for a generic case where the temperature anomaly needs to be minimized in
all latitudinal bands. After that, the same controller is tested in cases when changes occurs in
either the plant model, or in the actuator dynamics, or in case of sudden perturbations. It needs
to be highlighted that the controller has not been modified purposely for these new simulations
in order to have insight on the sensitivity of PI control.
3.6.2 Adaptive control
The adaptive controller used later in Chapter 4 and Chapter 5 is the direct model reference adap-
tive control (MRAC) [125, 126]. As shown in Fig. (3.6), the main elements of this controller
are: (1) a reference model which specifies the desired response to external commands; (2) a
plant model whose general structure is known but its parameters are uncertain; (3) a controller
that provides tracking; (4) adaptation laws to adjust the parameters of the control law during the
process (feedforward and feedback).
This specific adaptive control technique has been selected against other robust control meth-
ods because of its simplicity and clear connection with the real world as well as the additional
analytical insight it provides.
The goal of the MRAC is to create a closed loop controller with parameters that can be
updated to change the response of the uncertain system to that of an ideal model.
The relationship between the key components of this controller and the real world can be
easily outlined. The reference model in Fig. (3.6) represents the real world which is unknown,
whereas the 3box model is a simplified model, whose structure represents current understanding
of the general processes occurring in the real world, but its parameters are unknown. The adaptive
control laws aim to minimize the difference between the real world model and the simple 3-box
model. Therefore, model parameters are implicitly estimated and updated during every iteration,
taking into account external inputs (퐶푂2 radiative forcing given by 푟(푡) in Fig. (3.6)), error be-
tween real world model and 3-box model (error term 푒) and uncertainties. Thus, this controller
can then be considered a close relative of the model predictive controllers used in [88,89]. How-
ever, an important difference between the two approaches needs to considered. In fact, as showed
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in this section, convergence of the adaptation laws employed here is guaranteed through the Lya-
punov stability criterion, whereas the same cannot be said for the method employed in [88, 89]
(more details in Section 4.4).
Figure 3.6: Model Reference Adaptive Control (MRAC) scheme.
Consider a system (given by the reference model in Fig. (3.6)) where the system matrix 퐴푚
and the output 퐱퐦 are unknown and a stable system (given by the model provided to describe
the dynamics) whose system matrix 퐴 and output 퐱 are provided. The goal is to find a control
law 퐔 such that the error 퐞 in Fig. (3.6) between the output of the dynamical model (퐱) and
the reference model (퐱퐦) vanishes when 푡→∞. The known system employed to describe the
dynamics is uncertain and can be written as:
퐱̇ = 퐴퐱+퐵(퐔+Θ푇 퐱)+퐰 (3.51)
where the termΘ푇 퐱 is now used to match the uncertainties of the system, whereΘ is an unknown
parameter matrix that is part of the control law (see Eq. (3.52)) and 퐰 is a bounded disturbance.
The adaptive control law is parametrised as follows:
퐔 =퐾푇푥 퐱+퐾
푇
푟 퐫−Θ
푇 퐱 (3.52)
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where 퐾푥, 퐾푟 and Θ are the dynamical gain matrices whose parameters are estimated at each
iteration and 퐫 is the external forcing.
This controller does not provide an explicit estimation of the plant parameters, but it is pos-
sible to show how these are updated at each iteration. Substituting Eq. (3.52) in Eq. (3.51) it is
found that:
퐱̇ =
(
퐴+퐵퐾푇푥
)
퐱+퐵퐾푇푟 퐫+퐰 (3.53)
Thus, as for any feedback controller, the plant dynamics, represented by 퐴, are modified by term
퐵퐾푇푥 . However, in this case, as in [88, 89], matrix 퐾푥 is propagated with time according to
its own dynamics (as will be seen later). Therefore the plant parameters are modified during
every iteration. The main difference with respect to the approach employed in [88,89] is that the
Lyapunov stability criterion is used here to find laws for the controller matrices which guarantee
asymptotic stability.
Moreover, it is worth noting that term −Θ푇 퐱 is employed to deal with large uncertainties.
Thus, to estimate the dynamics of the controller matrices through the Lyapunov criterion,
the error between the 3-box model and the reference model needs to be computed. According
to [125], it can be shown that the error dynamics can be written as follow:
퐞̇ = 퐱̇(푡)− 퐱̇푚(푡) = 퐴푚퐞+퐵
(
Δ퐾푇푥 퐞+Δ퐾
푇
푟 퐫+ΔΘ
푇 퐞
) (3.54)
where 퐱퐦 and 퐴푚 are the unknown state vector and the unknown system matrix of the reference
model (see Fig. 3.6). Also, Δ퐾푥, Δ퐾푟 andΔΘ are given by the difference between the estimated
and the ideal gain matrices.
Through the method of Lyapunov [125,127] it is possible to choose adaptive laws, i.e. control
laws to suitably update the gain matrices at each iteration. These adaptive laws are chosen such
that the time-derivative of a Lyapunov function decreases along the error dynamics trajectory.
The Lyapunov function candidate for the design of an MRAC system of 3푡ℎ order is given
by:
푉 (퐞,Δ퐾푥,Δ퐾푟,ΔΘ) = 퐞푇푃 퐞+푇 푟
[
Δ퐾푇푥 Γ
−1
푥 Δ퐾푥
]
+푇 푟
[
Δ퐾푇푟 Γ
−1
푟 Δ퐾푟
]
+푇 푟
[
ΔΘ푇Γ−1휃 ΔΘ
]
(3.55)
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where Γ푥, Γ푟 and Γ휃 are symmetric positive definite matrices and 푃 is a unique symmetric posi-
tive definite solution of the algebraic Lyapunov equation (푃퐴+퐴푇푃 =−푀 with푀 a symmetric
positive definite matrix). If the adaptive control laws are chosen as follows:
퐾̇푥 = −Γ푥퐞퐞푇푃퐵 (3.56)
퐾̇푟 = −Γ푟퐫퐞푇푃퐵 (3.57)
Θ̇ = −Γ휃퐞퐞푇푃퐵 (3.58)
the time derivative of the Lyapunov function becomes negative semi-definite:
푉̇ (퐞(푡),Δ퐾푥(푡),Δ퐾푟(푡),ΔΘ(푡)) = −퐞푇 (푡)푀퐞(푡) (3.59)
The invariant set theorems of La Salle and Barbalat’s Lemma extend the concept of the Lyapunov
function providing asymptotic stability analysis tools for autonomous and non-autonomous sys-
tems with a negative semi-definite time-derivative of a Lyapunov function [125]. Therefore,
when 푡→∞, 푉̇ (퐞, 푡) = 0 and it follows from Eq. (3.59) that ||퐞(푡)|| = 0.
3.6.3 Optimal control
This section regards the description of open-loop optimal control, which is employed in Chapter
5. Optimal control involves the determination of control and state vectors for a dynamic system
to minimise a performance index. Considering the following performance index:
퐽 = 휙(퐱(푡푓 ))+∫
푡푓
푡0
퐿(퐱(푡),퐮(푡), 푡) 푑푡 (3.60)
the objective is to find the control vector 퐮(푡) so that 퐽 , subject to 퐱̇(푡) = 푓 (퐱(푡),퐮(푡), 푡)with initial
condition 퐱(푡0) = 퐱ퟎ and constraint 퐮(푡) ≤ 퐮퐦퐚퐱, is minimised.
In the case of climate engineering, the minimisation of the the performance index with con-
strained control variables allowsminimisation of the temperature anomaly with aminimum given
economic effort. It therefore represents the link between needed insolation reduction to achieve
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a certain climate engineering objective and available resources.
The calculus of variations [128] provides an analytical method to solve this constrained op-
timisation problem. The index 퐽 can be adjoined with constraints through the time-varying
Lagrange multiplier vector 흁 (also called co-states). Thus, the augmented performance index
becomes:
퐽̄ = 휙(퐱(푡푓 ))+∫
푡푓
푡0
퐿(퐱(푡),퐮(푡), 푡)+흁(푡)푇 (푓 (퐱(푡),퐮(푡), 푡)− 퐱̇) 푑푡 (3.61)
The Hamiltonian function of the system can now be defined as:
퐻(퐱,퐮, 푡,흁) = 퐿(퐱,퐮, 푡)+흁푇푓 (퐱,퐮, 푡) (3.62)
where the time dependence of the vectors 퐱, 퐮 and 흁 is omitted for simplicity. Thus, Eq. (3.61)
becomes:
퐽̄ = 휙(퐱(푡푓 ))+∫
푡푓
푡0
퐻(퐱,퐮, 푡,흁)−흁(푡)푇 퐱̇ 푑푡 (3.63)
The vector 흁 is arbitrary and its components will be therefore chosen so that 퐽̄ is minimised. Fol-
lowing [128], the conditions required are summarised below. In particular, the co-state dynamics
are given by:
흁̇(푡) = −휕퐻
휕퐱
(3.64)
and the stationary condition for the Hamiltonian function is given by:
(휕퐻
휕퐮
)
퐮=퐮∗
= 0 (3.65)
The inequality constraints associated with the control variables require the use of the minimum
principle of Pontryagin stating that the function퐻 needs to be minimised over all admissible 퐮
in order to find optimal values of 퐱∗ and 흁∗. The Pontryagin principle can be summarised as
follows:
퐻
(
퐱∗,퐮∗,흁∗
) ≤퐻 (퐱∗,퐮,흁∗) (3.66)
where 퐮∗ is the optimal control law that minimizes the Hamiltonian function.
Moreover, depending on the specific constraints of the problem, boundary conditions for the
co-state and Hamiltonian functions can be defined. Specifically, for each state variable which is
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not constrained at final time, the following condition can be written as:
휇(푡푓 ) =
(휕휙(퐱(푡푓 ))
휕푥
)
푡=푡푓
(3.67)
Also, if the final time is unconstrained, a transversality condition for the Hamiltonian can be
written as:
퐻(푡푓 ) = −
(휕휙(퐱(푡푓 ))
휕푡
)
푡=푡푓
(3.68)
The main issue of this method is solving the co-state dynamics with final conditions (3.67).
Again, this optimal control strategy will be used later in Chapter 5.
Chapter 4
SRM Control strategies to minimize
temperature in a three-box climate model
4.1 Introduction
In this Chapter, a 3-box model for the climate system is developed and, with respect to previous
work [1–4], a new closed-loop strategy involving an adaptive controller is considered for climate
engineering. This control strategy is able to deal with large uncertainties, which represent one
of the main issues for the modelling of the climate system, as noted in Section 2.3.
Moreover, as seen in Section 2.2, SRM strategies are strictly linked to the latitudinal distribu-
tion of insolation and, therefore, uniform reductions would cause large regional disparities. To
avoid this effect, multi-variable control methods are employed in a 3-box model, where largest
latitudinal differences are taken into account. In particular, this chapter focuses on an evaluation
of the effects of SRM methods considering a generic control function, representing a reduction
of insolation (see Section 4.4), which is obtained by employing adaptive control methods as de-
scribed in Section 3.6.2. Afterwards, in Chapter 5, following the procedure reported in Section
3.4, a simple dynamic model is considered for sulphur aerosols.
In Section 4.2, the 3-box model is described. The Earth is divided into three latitudinal bands
to account for northern and southern zones and the equator, with heat transfer between the boxes
to capture the poleward transport of energy from the equator. It is demonstrated that the model,
with its simplicity, enables different control methods to be easily implemented and evaluated.
The simple 3-box model provides clarity to assess the performance of these strategies.
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The use of a simple 3-box model (rather than a single transfer function) allows latitudinal
controllability and observability to begin to be investigated in Section 4.3. Indeed, the formal
controllability of the problem is assessed using the 3-box model. In particular, in this context,
the asymmetry of the northern and southern bands are found to play an important role.
Moreover, a Model-Reference Adaptive Controller (MRAC), already introduced in Section
3.6.2, is investigated for climate engineering and in Section 4.4 its performance is examined for
three different control strategies. This type of controller overcomes issues related to the large
uncertainties of the 3-box-model providing effective control, despite that the plant model is not
well known. The stability of this control method is also investigated using Lyapunov methods.
Finally, a concluding discussion can be found in Section 4.5.
4.2 Three-box model of the climate system
In Section 4.4, a non-uniform robust control strategy will be developed to minimise latitudinal
disparities from climate engineering deployment using multiple control inputs. For this task a
low order model of the climate system with three latitudinal bands is developed. The Earth’s
surface is divided in three bands: southern and northern bands (latitude bands in the ranges
(−65◦,−90◦), (65◦,90◦)) and a central band (−65◦,65◦). In this way, coarse latitudinal dynamics
are taken into account.
Considering the energy balance model in Eq. (3.12) (Section 3.1), the latitudinal subdivision
can be represented through a 3-box model defined by Eq. (4.1-4.3). In particular, with respect to
the model in Eq. (3.12), constant values of the heat capacity are considered taking into account
land and water distributions, as will be described later. Also, a simplified expression is employed
for the latitudinal heat transport rate, which is related to the temperature difference between the
boxes. It is important to note that, in order to match observations, different values for the heat
transport coefficients are employed for the latitudinal bands, and as a consequence the 3-box
model cannot be considered an energy balance model. This outcome is likely to be related to
the absence in the model of mean circulation in the atmosphere and ocean. This decision was
taken in order to maintain a tractable problem. Finally, external forcing and control variables are
included in the model.
It is important to note that the model is not considered a substitute for high fidelity General
Circulation Models (GCM), but is used to assess the performance of adaptive control strategies
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and to allow an investigation of formal controllability properties which are key to multi-variable
control. Moreover, as will be shown later, adaptive control is robust to uncertainties in the climate
model itself; therefore the importance of the model employed can be de-emphasised.
The subdivision of the system into three latitudinal bands is now developed to consider the
use of three separate control processes. As noted earlier, this is motivated by the need to begin
to investigate how to overcome issues associated with the largest latitudinal disparities of the
impacts of SRM technologies.
In Eqs. (4.1-4.3) 푇푖 is the surface temperature and 푖= 1,2,3 represents the northern band, the
central band and the southern band, respectively. Also, a term 퐹푒푥푡 considers external forcing due
to anthropogenic GHGs emissions and a function 푈푖 (푖= 1,2,3) represents the generic reduction
of insolation. In Section 5.4, the dynamics of stratospheric aerosols is considered for the function
푈푖 (푖= 1,2,3) in order to demonstrate the robustness of adaptive control to the choice of actuator
dynamics.
The model is defined using 3 coupled linear equations which can be written as:
퐶1
푑푇1(푡)
푑푡
=푄0푆1(1−훼1)− (푎1+푏1푇1)−푘1(푇1−푇2)+퐹푒푥푡+푈1 (4.1)
퐶2
푑푇2(푡)
푑푡
=푄0푆2(1−훼2)− (푎2+푏2푇2)−
1
2
푘2(푇2−푇1)−
1
2
푘2(푇2−푇3)+퐹푒푥푡+푈2 (4.2)
퐶3
푑푇3(푡)
푑푡
=푄0푆3(1−훼3)− (푎3+푏3푇3)−푘3(푇3−푇2)+퐹푒푥푡+푈3 (4.3)
where, 푄0푆푖 and 훼푖 (i=1,2,3) are the mean annual insolation and the planetary albedo in each
latitudinal band, respectively. These are assumed to be fixed, although time-dependent seasonal
variation could in principle be included.
The expression in Eq. (3.3) found in Section 3.1 is employed for the outgoing infra-red ra-
diation. Specifically, it is noted that values of 푎 and 푏 from [75] reported in Section 3.1 describe
well the infra-red radiation of the central band of the 3-box model (푎2 = 203.3 푊 ∕푚2, 푏2 =
2.09푊 ∕푚2∕◦퐶), whereas, a more specific infra-red parametrisation for the northern and south-
ern hemispheres is used for the northern band (푎1, 푏1) and southern band (푎3, 푏3) [73]. According
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to work in [73] the out-going infra-red radiation can be represented as:
푎+푏 푇 (푡) = 퐴1+퐴2퐴푐 +(퐵1+퐵2퐴푐)푇 (푡) (4.4)
where 퐴1 = 257 푊 ∕푚2, 퐴2 = −91 푊 ∕푚2, 퐵1 = 1.63 푊 ∕푚2∕◦퐶 , 퐵2 = −0.11 푊 ∕푚2∕◦퐶
for the northern band and 퐴1 = 262 푊 ∕푚2, 퐴2 = −81 푊 ∕푚2, 퐵1 = 1.64 푊 ∕푚2∕◦퐶, 퐵2 =
−0.09푊 ∕푚2∕◦퐶 for the southern band, whereas 퐴푐 is the cloud cover fraction set to 0.5 [75].
Through climatological records of zonal surface temperature and satellite observations this fit
has been proven to be quite accurate [129].
Moreover,퐶푖 (i=1,2,3) is the effective heat capacity for each latitudinal band, which is largely
determined by the different hemispherical distributions of land and water. The heat capacity
over land is approximately 1/30 of the capacity over the ocean mixed layer [75], therefore,
since a larger fraction of water is found in the southern hemisphere a larger heat capacity is
expected. Considering the fraction of water and land in each hemisphere (oceans cover 61% of
the northern hemisphere and the 82% of the southern hemisphere) the heat capacity, in terms
of 푏1 and 푏3, is 2.88 푏1 years for the northern hemisphere and 3.79 푏3 years for the southern
hemisphere. The values of the heat capacities are given in years as in [75] to show the combina-
tion of the time-scales of land and oceans for the southern and northern hemisphere. From Eq.
(4.4) 푏1 = 1.575푊 ∕푚2∕◦퐶 and 푏3 = 1.595푊 ∕푚2∕◦퐶 , therefore 퐶 = 4.542푊 푦푟∕푚2∕◦퐶 and
퐶2 = 6.048 푊 푦푟∕푚2∕◦퐶 . As for the infra-red radiation, these values for the heat capacity are
employed for the northern band (퐶1) and the southern band (퐶3) and their average is used for the
central band (퐶2).
The term for the latitudinal heat transport rate is considered proportional to the temperature
difference between two contiguous latitudinal zones, which provides coupling between the boxes.
In accordancewith the 2푛푑 law of thermodynamics, it is the transport of heat fromwarmer tropical
to colder polar regions that leads to a downgrading of energy and an increase of the Earth’s
global entropy [130]. In this case, the poleward heat transport can be approximated by a transport
coefficient 푘 given by 푘1 = 0.549푊 ∕푚2∕퐾 [75] for the northern band and 푘3 = 0.649푊 ∕푚2∕퐾
for the southern band. For this specific model, the values of 푘1 and 푘3 are selected so that the
mean annual temperature at the equator represents the current climate (푇 ≃ 30 ◦퐶 [75]). With
regard to the central band, the transport coefficient needs to be larger at the equator than the
higher latitudes [75], therefore a value of 0.73푊 ∕푚2∕퐾 is considered for 푘2.
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Considering variations of temperature around the equilibrium state of each latitudinal band
푇푒푞푖 (푖 = 1,2,3), the following transformation can be used for each band:
휁푖 =
푇푖−푇푒푞푖
푇푒푞푖
푖 = 1,2,3 (4.5)
Moreover, since Eqs. (4.1-4.3) form a linear system of differential equations, they can be written
in the form 푑휻푑푡 = 퐴휻 +퐅+퐔 where 휻 is the 3x1 state vector defining the temperature anomalies
and where 퐴 is the system matrix and 퐅 is a forcing vector given by:
퐴 =
⎛⎜⎜⎜⎜⎝
푗11 푗12 0
푗21 푗22 푗23
0 푗32 푗33
⎞⎟⎟⎟⎟⎠
(4.6)
퐅(푡) =
⎛⎜⎜⎜⎜⎝
푄0푆1(1−훼1)− (푎1+푏1푇1)−푘1
(
푇푒푞1 −푇푒푞2
)
+퐹푒푥푡(푡)
푄0푆2(1−훼2)− (푎2+푏2푇2)−푘2
(
푇푒푞2 −
1
2푇푒푞1 −
1
2푇푒푞3
)
+퐹푒푥푡(푡)
푄0푆3(1−훼3)− (푎3+푏3푇3)−푘3
(
푇푒푞3 −푇푒푞2
)
+퐹푒푥푡(푡)
⎞⎟⎟⎟⎟⎠
(4.7)
with 푗푖푖 = − (푏푖+푘푖)퐶푖 (푖 = 1,2,3), 푗12 =
푘1
퐶1
ℎ21, 푗21 = 12
푘2
퐶2
ℎ12, 푗23 = 12
푘2
퐶2
ℎ32, 푗32 = 푘3퐶3ℎ23 where
ℎ푖푗 =
푇푒푞푖
푇푒푞푗
(푖, 푗 = 1,2,3). Considering these transformations, it is possible to write the transfer
function scheme for the 3-box model represented by 3 connected transfer functions, as can be
seen in Fig. (4.1). In particular, the external inputs (퐅(푡)) are highlighted in yellow whereas the
temperature anomalies represent the outputs (휁 (푡)) and are highlighted in green. Moreover, the
scheme in Fig. (4.1) shows distinctly the interactions between the boxes: the first box (northern
band) receives the contribution 푗12 (light blue) from the second box (central band); the second box
receives contributions 푗21 (orange) from the first box and 푗23 (red) from the third box (southern
band), whereas the third box receives the contribution 푗32 (light blue) from the second box. The
elements internal to each band are given by terms 푗푖푖 (푖 = 1,2,3) and are highlighted in grey in
Fig. (4.1). The equilibrium temperatures in the three zones can be computed considering the
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Figure 4.1: Scheme for the three-box energy model described by 푑휻푑푡 = 퐴휻 +퐅+퐔.
equilibrium state of the system in Eqs. (4.1-4.3). External forcing is then ignored so that:
퐅(0) =
⎛⎜⎜⎜⎜⎝
푄0푆1(1−훼1)− (푎1+푏1푇푒푞1)−푘1
(
푇푒푞1 −푇푒푞2
)
푄0푆2(1−훼2)− (푎2+푏2푇푒푞2)−푘2
(
푇푒푞2 −
1
2푇푒푞1 −
1
2푇푒푞3
)
푄0푆3(1−훼3)− (푎3+푏3푇푒푞3)−푘3
(
푇푒푞3 −푇푒푞2
)
⎞⎟⎟⎟⎟⎠
(4.8)
The system defined by Eq. (4.8) can then be solved to obtain the equilibrium temperatures of
the three bands given by (푇푒푞1 ,푇푒푞2 ,푇푒푞3) = (−28.9◦퐶,14.7◦퐶,−34.5◦퐶) [75]. The terms 푆푖 (푖 =
1,2,3) are constants related to the latitudinal distribution reported in Eq. (3.5) (Section 3.1).
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Table 4.1: Values of 푆푖 and the Earth’s albedo for the three latitudinal bands [131].
Northern Band Central Band Southern Band
푆푖 0.60625 1.0882 0.545625
훼푖 0.498 0.281 0.498
Specifically, data considered for 푆푖 and for the Earth’s albedo 훼푖 are reported in Table (4.1)
and are the average of values reported by Warren [131]. The terms 푆푖 are weight functions that
determine the quantity of incoming solar radiation in each latitudinal band and are not necessarily
bounded between 0 and 1 since 푄0 is only the average value of the incoming solar radiation, not
the maximum value.
Now that the terms 푗 are defined and the matrix 퐴 is completely defined, it is possible to
write the 3 transfer functions for the three-box model as follow:
휁1(푡)
퐹1(푡)+푈1(푡)
=
푗23푗32− 푗12푗23+ 푗12푗33− 푗22푗33[
(푗11− 푠)(푗22− 푠)− 푗12푗21
]
(푗33− 푠)+ 푗23푗32(푠− 푗11)
(4.9)
휁2(푡)
퐹2(푡)+푈2(푡)
=
푗11푗23− 푗11푗33+ 푗21푗33+(푗11− 푗21− 푗23+ 푗33)푠− 푠2[
(푗11− 푠)(푗22− 푠)− 푗12푗21
]
(푗33− 푠)+ 푗23푗32(푠− 푗11)
(4.10)
휁3(푡)
퐹3(푡)+푈3(푡)
=
푗12푗21− 푗11푗22+ 푗11푗32− 푗21푗32+(푗11+ 푗22− 푗32)푠− 푠2[
(푗11− 푠)(푗22− 푠)− 푗12푗21
]
(푗33− 푠)+ 푗23푗32(푠− 푗11)
(4.11)
Applying the external input 퐹푖(푡)+푈푖(푡) (푖 = 1,2,3) to the transfer functions in Eqs. (4.9-4.11)
the response of the system is obtained in terms of temperature anomalies in the three latitudinal
bands 휁푖 (푖= 1,2,3). Substituting values of 푗푖푗 , 푗푖푖 (푖= 1,2,3) in Eqs. (4.9-4.11), the expressions
above become:
휁1(푡)
퐹1(푡)+푈1(푡)
= (0.374367+ 푠)(0.650065+ 푠)
(0.322541+ 푠)(0.430703+ 푠)(0.617928+ 푠)
(4.12)
휁2(푡)
퐹2(푡)+푈2(푡)
= (0.404076+ 푠)(0.572404+ 푠)
(0.322541+ 푠)(0.430703+ 푠)(0.617928+ 푠)
(4.13)
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휁3(푡)
퐹3(푡)+푈3(푡)
= (0.462339+ 푠)(0.64512+ 푠)
(0.322541+ 푠)(0.430703+ 푠)(0.617928+ 푠)
(4.14)
As expected, the denominator in Eqs. (4.12-4.14) is the same for the three bands since it depends
only on the system matrix 퐴 in the state space model. Indeed, the roots of the denominators
are given by the eigenvalues of the system which are also its poles. For the three-box model,
as can be seen from the expressions above, the eigenvalues are real and negative as expected
(−0.6179,−0.4307,−0.3225), demonstrating that the system is asymptotically stable.
The zeros of the system are given by the roots of the numerator of each transfer function
and depend on how inputs and outputs are coupled to the states. The zeros thus depend on
the matrices 퐴, 퐵 (control distribution matrix), and Ψ (measurement matrix) in the state space
description (matrices 퐵 and Ψ are described in more detail in Section 4.3). In particular, the
zeros are different for the three bands because the measured quantity is 휁1(푡) in Eq. (4.12) with
Ψ = [1 0 0], 휁2(푡) in Eq. (4.13) with Ψ = [0 1 0] and 휁3(푡) in Eq. (4.14) with Ψ = [0 0 1].
4.2.1 Validation of the model
The response of the model described above to the four RCPs scenarios defined in Section 3.3 is
shown in Fig. (4.2) where the average temperature between the three latitudinal bands is reported
for the four cases.
This result is obtained considering 푈푖 = 0 (푖 = 1,2,3) in Eqs. (4.1-4.3) and is comparable
with other simulations in the literature, for example in [132] where the behaviour of the CMIP5
model under the RCPs scenarios is reported. In particular, in Fig. (4.2), the uncertainty range
of the temperature anomaly at 푡 = 2100 is reported as found in Fig. 1 from Ref. [132] for each
radiative scenario and in every case the response of the model is within the relevant uncertainty
range (see also the values of temperature anomaly forecast for the 4 scenarios in [76] reported
in Section 3.3). Also, it is worth noticing that, according to the data reported in Fig. (4.2), the
value of the temperature anomaly in 2018 is found to be ≈ 0.48◦퐶 which is in agreement with
observation from HadCRUT.4.6 data set 1. In particular, the annual average of the global surface
temperature data set is considered for the comparison.
This approach is considered as the verification of the general correctness and usefulness of
the model developed. Also, considering the step response to a doubling of 퐶푂2, the climate
1Met Office Hadley Centre observations datasets, https://www.metoffice.gov.uk/hadobs/
hadcrut4/data/current/download.html#gridded_fields.
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sensitivity of the 3-box model is estimated to be 2.3◦퐶 , which is within the acceptable range of
values found for other climate models [133].
Moreover, in Fig. (4.2) as in all the other simulations, Gaussian noise (푤) with a normal
distribution (zero mean and 25% standard deviation, considering a 50% uncertainty range for the
temperature anomaly as in [76, 87]) is added to the signal later to simulate climate variability.
Now that the 3-box model has been presented and validated, the development of the adaptive
control strategies for climate engineering can proceed. In the following sections the investigation
of the stability of the system, the controllability and the observability of the strategies considered
and the assessment of adaptive control strategies for highly-uncertain systems is presented.
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Figure 4.2: Response of the 3-box model described in Eqs. (4.1-4.3) to RCP scenarios. Uncer-
tainty ranges for RCP scenarios found in [132] are reported on the right-hand side.
4.3 Controllability and observability of the three-box model
The stability of the 3-box model defined by Eqs. (4.1-4.3) has been investigated in Section 4.2
and it is found that the system is asymptotically stable.
From the point of view of the control system, low order models with more than one input and
one output, such as the 3-box model, are of particular interest since it allows for the investigation
of some important properties of the system. In particular, in this section, the formal controlla-
bility and observability of the system is investigated by exploring the control architecture.
Four cases are investigated: reduction of the temperature anomaly (a) in the northern band,
(b) in the northern and southern band, (c) in all the three zones and (d) in the central band only.
CHAPTER 4. CONTROL STRATEGIES IN A THREE-BOX CLIMATE MODEL 54
The four strategies are summarised in Table (4.2) where the area of deployment provides the
latitudinal band in which the deployment of SRM takes place, the number of controllers (or
actuators) indicates the number of latitudinal bands in which SRM is deployed and the objective
to minimise represents the latitudinal band where the temperature anomaly is driven to zero.
In particular, the latter indicates the objective of each strategy in the cases when the system is
controllable.
Table 4.2: Summary of the four control strategies investigated.
Case Area of deployment # Controllers Objective to minimise
a Northern band 1 Northern band
b Northern and Southern bands 2 Northern and Southern bands
c Northern, Southern and Central bands 3 all 3 bands
d Central band 1 all 3 bands
The system in Section 4.2 now becomes 푑휻푑푡 =퐴휻+퐅+퐵퐔where퐵 is the control distribution
matrix, with as many columns as the number of controllers and 3 rows equal to the dimension
of the system. The number of controllers (or actuators) are different for each strategy (a-d) as
reported in Table (4.2).
For each strategy, the controllability of the system can be verified. Since 퐴 is a non-singular
3×3matrix, the controllability matrix [134] associated with the system in Eqs. (4.1-4.3) is given
by:
Σ = [퐵 퐴퐵 퐴2퐵] (4.15)
where Eq. (4.15) is used to evaluate when 푟푎푛푘(Σ) = 푟푎푛푘(퐴). In that case the system is fully
controllable and so it is in principle possible to drive the three internal states of the system from
any initial state to any other final state in a finite time interval.
The matrix Σ is determined for cases (a-d) and the system is found always to be controllable
for strategies (a-c) and for strategy (d) only if the asymmetries of the poles are taken into account
in the model, as will be discussed later. The controllability matrices for cases (a-c) are reported
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below:
Σ푎 =
⎛⎜⎜⎜⎜⎝
1 −0.4896 0.2463
0 0.0391 −0.0345
0 0 0.0026
⎞⎟⎟⎟⎟⎠
(4.16)
Σ푏 =
⎛⎜⎜⎜⎜⎝
1 0 −0.4896 0 0.2463 0.0065
0 0 0.0391 0.0385 −0.0345 −0.0274
0 1 0 −0.3187 0.0026 0.1041
⎞⎟⎟⎟⎟⎠
(4.17)
Σ푐 =
⎛⎜⎜⎜⎜⎝
1 0 −0.4896 0.1693 0 0.2463 −0.1492 0.0065
0 1 0 0.0391 −0.3920 0.0385 −0.0344 0.1628 −0.0274
0 0 1 0 0.0661 −0.3187 0.0026 −0.0469 0.1041
⎞⎟⎟⎟⎟⎠
(4.18)
The actuator matrices, 퐵푎, 퐵푏 and 퐵푐 , used to compute the controllability matrices above, are
given by:
퐵푎 =
⎛⎜⎜⎜⎜⎝
1
0
0
⎞⎟⎟⎟⎟⎠
퐵푏 =
⎛⎜⎜⎜⎜⎝
1 0
0 0
0 1
⎞⎟⎟⎟⎟⎠
퐵푐 =
⎛⎜⎜⎜⎜⎝
1 0 0
0 1 0
0 0 1
⎞⎟⎟⎟⎟⎠
(4.19)
With regard to strategy (d), it has been noted that if the asymmetries of the southern band with
respect to the northern band are neglected and the same climate parameters are used for both
latitudinal bands (퐶1 = 퐶3, 푏1 = 푏3, 푘1 = 푘3), it can be demonstrated that the system is uncon-
trollable. In this case, if only the central band is controlled and so the matrix 퐵 is given by the
vector (0,1,0)푇 then, according to Eq. (4.15), the controllability matrix of the system is:
Σ푑 =
⎛⎜⎜⎜⎜⎝
0 푗21 푗11푗21+ 푗21푗22
1 푗22 푗12푗21+ 푗222+ 푗23푗32
0 푗23 푗22푗23+ 푗23푗33
⎞⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎝
0 0.1185 −0.0941
1 −0.3973 0.1678
0 0.1203 −0.0955
⎞⎟⎟⎟⎟⎠
(4.20)
The numerical values for the components of Σ푑 in Eq. (4.20) are obtained considering 퐶 =
7.3푊 푦푟∕푚2∕퐾 , 푏 = 2.17푊 ∕푚2∕◦퐶 and 푘 = 0.73푊 ∕푚2∕퐾 for both poles [75].
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In this case, the uncontrollability of the system is due to the symmetry of the central bandwith
respect to poles: the poles are not significantly different to each other, therefore the associated
rows (1푠푡 and 3푟푑) are not independent. For this reason, 푟푎푛푘(Σ) < 푟푎푛푘(퐴) and the system
cannot be controlled.
However, when the asymmetry of the poles (mainly due to the different fraction of land
and water) are taken into account and the climate parameters in Section 4.2 are considered, the
controllability matrix for strategy (d) can be written as:
Σ푑 =
⎛⎜⎜⎜⎜⎝
0 0.1693 −0.1492
1 −0.3920 0.1628
0 0.0661 −0.0470
⎞⎟⎟⎟⎟⎠
(4.21)
The system is now controllable and this means that a temperature anomaly can in principle be
driven to zero in all the three latitudinal bands, even if SRM is deployed only in the central band.
This case has been considered to investigate the limits of controllability of the system, however
it is not investigated further in this thesis.
In a similar way it is possible to investigate the observability of the system in each case. This
feature is also useful to understand the number of observable states when not all measurements
are available. This could in principle occur, for example, if some measurements cannot be con-
sidered reliable or even if a geopolitical disagreement causes degraded data. The observability
matrix of a system is given by:
 = [Ψ Ψ퐴 Ψ퐴2] (4.22)
where Ψ is the matrix of measurements with as many rows as the number of sensors and 3
columns equal to the dimension of the system. The model is completely observable if the matrix
 has full rank 3. Considering the cases in Table (4.2), as expected, the results confirm the
outcomes from the analysis of controllability: the system is fully observable in cases (a-c) and
in case (d) if asymmetries of the poles are taken into account.
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4.4 Adaptive controller for multi-variable control strategies
In this section, adaptive control strategies which are able to deal with large uncertainties are
considered. The adaptive controller employed in this work is the direct model reference adaptive
control (MRAC) [125,126] which has been introduced in Section 3.6.2. In this control strategy,
control parameters are updated in real time to modify the response of the system as required,
which guarantees convergence in the case of large uncertainties.
It is worth noting that in [88], a model predictive controller is considered. This method in-
volves the minimisation of a cost function over the prediction horizon to compute the new system
inputs at every iteration. This method implements a concept which is similar to an adaptive con-
troller. However, recursive least squares (RLS) estimation is employed and, in principle, this
may lead to the estimation of parameters which generate an unstable control scheme when non-
stochastic phenomena affect the dynamical system.
Otherwise, the convergence of the MRAC employed in this thesis is guaranteed through the
implementation of the Lyapunov stability criterion, which is used to estimate the structure of the
control gains dynamics (as was seen in Section (3.6.2)).
Moreover, adaptive controllers are of particular interest for their simple representation and
the clear linkage with the real world. It is in fact possible to add perturbing forcings, represent-
ing natural phenomena or possible dangerous circumstances, to the system without making any
change in the structure of the controller and demonstrating that the controller adjusts itself to
most situations. This cannot be guaranteed a priori with a model predictive controller.
Equation (3.51) is now considered to describe the 3-box model. In this case, 퐱= 휻 (i.e. vector
of temperature anomalies), Eq. (4.6) is considered to be the system matrix 퐴 and 퐫 is given by
the radiative forcing 퐅퐶푂2(푡). Then, the system in Eqs. (4.1-4.3) can be written as:
휻̇ = 퐴휻 +퐵(퐔+Θ푇 휻)+퐰 (4.23)
where the matrix Θ takes uncertainties in the system into account, as noted in Section 3.6.2.
Also, 퐰 represents Gaussian noise with a normal distribution (with 0 mean and 25% standard
deviation, as discussed in Section 4.2).
According to [125], the control law 퐔 in Eq. (3.52) can be employed so that the error
퐞 = 휻 − 휻푚 (where subscript 푚 refers to the reference model) is equal to zero for 푡→∞. The
standard MRAC is usually known to become unstable in the presence of time delay. However, in
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this specific problem, since the external forcing (퐫(푡)) is persistently exciting the system (푅퐶푃4.5
scenario [135]), it is demonstrated in [125] that MRAC systems are robust despite uncertainties.
Comparisons of the adaptive control strategy to conventional PI control is provided later in Chap-
ter 5.
Control strategies with PI control in feedback have been employed for climate engineer-
ing [1, 4, 90] as discussed in Section 3.6.1. Such control strategies can handle certain classes
of parametric and dynamic uncertainties. However, adaptive control can tolerate much larger
uncertainties because of the on-line estimation of the control law gains. Adaptive control there-
fore represents the natural solution for problems where only a nominal model of the real-world
plant is available for control design and the plant parameters can vary [136]. Adaptive control ap-
pears therefore to be of significant benefit for climate engineering. Moreover, it is demonstrated
that adaptive control is also able to deal with unforeseen major perturbations, that are likely to
occur when SRM is deployed, and also uncertainty in the actuator dynamics.
The method is based on the dynamical estimation of the parameters of the gain matrices and it
has been proved that, despite the uncertainties on the parameters of the plant (the climate model),
a suitable control strategy can always be developed. Even if the actual gains deviate from the
nominal control gains, adaptive control guarantees that the values for the control gain matrices
are always included in the admissible domain that would not result in loss of system stability.
The adaptive control strategy is now applied in all the three cases reported in Table (4.2). As
noted in Section 4.3, the dimensions of 퐵 depend on the configuration of the control strategy
(i.e. on the number of actuators) and for this reason a different controllability matrix is obtained
in each case. Equations (3.56-3.58) are employed to adjust the control matrices 퐾푥,퐾푟 and Θ at
each iteration.
The symmetric matrices Γ휁 , Γ푟, ΓΘ and푀 are chosen so that all the system’s variables have
the same order of magnitude and are comparable during the estimation of the adaptive control
laws. It is important to note that these matrices are set before the beginning of the control process
and it is not necessary to modify them despite changes in external inputs because of the on-line
update of the control laws. The chosen values for these matrices for cases (a-c) (Table (4.2)) are
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reported below.
Γ휁퐴 =
⎛⎜⎜⎜⎜⎝
39 108 2×108
108 1 1
2×108 1 3×109
⎞⎟⎟⎟⎟⎠
Γ푟퐴 =
⎛⎜⎜⎜⎜⎝
109 105 105
105 1 1
105 1 109
⎞⎟⎟⎟⎟⎠
(4.24)
Γ휁퐵 =
⎛⎜⎜⎜⎜⎝
109 2×108 109
2×108 10−10 1
109 1 1
⎞⎟⎟⎟⎟⎠
Γ푟퐵 =
⎛⎜⎜⎜⎜⎝
108 108 108
108 1 1
108 1 1
⎞⎟⎟⎟⎟⎠
(4.25)
Γ휁퐶 =
⎛⎜⎜⎜⎜⎝
10 10 10
10 10 10
10 10 10
⎞⎟⎟⎟⎟⎠
Γ푟퐶 =
⎛⎜⎜⎜⎜⎝
100 10 100
10 10 10
100 10 100
⎞⎟⎟⎟⎟⎠
(4.26)
ΓΘ퐴 =
⎛⎜⎜⎜⎜⎝
3×103 105 105
105 1 1
105 1 3×103
⎞⎟⎟⎟⎟⎠
ΓΘ퐵 =
⎛⎜⎜⎜⎜⎝
100 1 1
1 1 1
1 1 100
⎞⎟⎟⎟⎟⎠
ΓΘ퐶 =
⎛⎜⎜⎜⎜⎝
10 10 10
10 20 10
10 10 10
⎞⎟⎟⎟⎟⎠
(4.27)
Moreover, the matrices푀 and 푃 , given by the solution of the Lyapunov equation (see Section
4.4) are given below for cases (a-c).
푀퐴 = 10−11
⎛⎜⎜⎜⎜⎝
1 0 0
0 0.1 0
0 0 0.9
⎞⎟⎟⎟⎟⎠
푃퐴 = 10−10
⎛⎜⎜⎜⎜⎝
0.1092 0.0092 0.0028
0.0092 0.0120 0.0111
0.0028 0.0111 0.1250
⎞⎟⎟⎟⎟⎠
(4.28)
푀퐵 = 10−9
⎛⎜⎜⎜⎜⎝
0.01 0 0
0 10−5 0
0 0 1
⎞⎟⎟⎟⎟⎠
푃퐵 = 10−8
⎛⎜⎜⎜⎜⎝
0.0011 0.0004 0.0016
0.0004 0.0014 0.0108
0.0016 0.0108 0.1379
⎞⎟⎟⎟⎟⎠
(4.29)
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Figure 4.3: Case A: response of the temperature perturbation 휁 (◦퐶) (top) in the 3 latitudinal
bands and required insolation reduction (bottom) under the푅퐶푃4.5 radiative scenario with SRM
(adaptive control strategy) deployed in 2030 in the northern band (number of actuators=1). 푁
is the northern band, 퐶 the central band and 푆 the southern band.
푀퐶 =
⎛⎜⎜⎜⎜⎝
10−4 0 0
0 10−4 0
0 0 2×10−3
⎞⎟⎟⎟⎟⎠
푃퐶 = 10−4
⎛⎜⎜⎜⎜⎝
1.1136 0.2564 0.3621
0.2564 1.2678 2.2847
0.3621 2.2847 27.6137
⎞⎟⎟⎟⎟⎠
(4.30)
The matrices푀 , Γ휁 , Γ푟 and ΓΘ depend on the control strategy and their values are chosen in
order to control the temperature anomaly in the northern band in case (a), in both northern and
southern bands in case (b) and in all the latitudinal bands in case (c).
The temperature anomaly, defined in Eq. (4.5), and the required insolation reduction are
shown in Figs (4.3-4.5) for each of the three cases using the adaptive control strategy. In the
first case (Fig. (4.3)) the insolation reduction is considered in the northern band. In this case,
the temperature anomaly in the northern band is reduced after approximately 15 years from the
deployment of SRM and a maximum of 1% insolation reduction is required.
It can be noted that in the second case (Fig. (4.4)) two controllers (or actuators) are considered
and SRM is deployed in both northern and southern bands. The temperature in the central band
is influenced by the heat transport between the boxes and approaches 1.2◦퐶 . Again, the control
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Figure 4.4: Case B: response of the temperature perturbation 휁 (◦퐶) (top) in the 3 latitudinal
bands and required insolation reduction (bottom) under the푅퐶푃4.5 radiative scenario with SRM
(adaptive control strategy) deployed in 2030 in the northern and southern bands (number of
actuators=2).
law is able to minimise the temperature anomaly in both Northern and Southern bands by 2050-
2060 with a maximum insolation reduction of 1% in the northern band and 0.7% in the southern
band. The third case (Fig. (4.5)) regards the full systemwhere SRM is deployed in all bands. It is
important to note that the main objective of case (c) is to minimise the temperature in the central
band, although effort has been made during the control design so that the temperature anomaly in
the other two bands do not become negative. In particular, in this case, the temperature anomaly
in all the latitudinal bands is minimised within approximately 10 years. As can be seen, the
minimisation in the central band is also connected with the decline of the temperature in the
other two bands. A maximum insolation reduction of approximately 0.8% and 0.6% is required
in the northern and southern bands, respectively, and 0.2% in the central band.
As can be seen, adaptive control provides the necessary control of radiative forcing in the
3-box model to counteract human-driven climate change under the푅퐶푃 4.5 scenario with a 50%
uncertainty range for the temperature anomaly due to climate variability [76,87], as discussed in
Section 4.2. Moreover, the overall insolation reduction required in case 푐 is approximately 1.6%
which is broadly comparable with literature [87].
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Figure 4.5: Case C: response of the temperature perturbation 휁 (◦퐶) (top) in the 3 latitudinal
bands and required insolation reduction (bottom) under the푅퐶푃4.5 radiative scenario with SRM
(adaptive control strategy) deployed in 2030 in all the latitudinal bands (number of actuators=3).
In this section, it has been demonstrated that adaptive control, as with PI control (see [87]),
deals well with uncertainties due to climate variability. However, in the next Chapter, the ro-
bustness of adaptive control to large uncertainties in the parameters of the climate model, to
unforeseen perturbations and to the choice of the actuator is demonstrated. Comparisons of the
results from these investigations with the implementation of PI control are reported for each case
and key differences between the two approaches are noted.
4.5 Conclusions
A 3-box model for the climate system has been employed: the Earth’s surface is divided into the
northern, southern and central latitude bands to account for temperature disparities between mid
and high latitudes. Assuming independent climate engineering interventions in each band, the
model provides amultiple input control system to explore strategies tomitigate latitudinal climate
warming and provide clarity to assess the performance of adaptive and PI control strategies. A
new control strategy involving an adaptive controller is considered for the first time for climate
engineering to counteract human-driven climate change.
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The 3-box model does not aim to be a substitute for high fidelity General Circulation Models
(GCM) models for the description of the climate system. However, for the purposes of this thesis
(i.e. to establish a control strategy able to overcome issues related to large uncertainties), it is a
useful tool to demonstrate the performance of adaptive control strategies.
The multi-variable approach with the 3-box model also allows for an investigation of the for-
mal controllability and observability of the system for the first time. The controllability analysis
demonstrates that three of the strategies considered are always controllable with the 3-boxmodel.
The fourth strategy involving the control of the three latitudinal bands through the deployment of
SRM in the central band only shows that the system can be controlled only if the asymmetries of
the northern and southern bands are taken into account. Considering the controllability matrix,
it is demonstrated that if the same climate parameters are considered for these two bands, the
matrix has two linearly-dependent rows and is therefore uncontrollable. Otherwise, considering
the largely different fraction of land and water in the two hemispheres the system then becomes
controllable.
Chapter 5
Performance of adaptive control in a
three-box model
5.1 Introduction
The 3-box model for the climate system developed in the previous chapter is now considered to
investigate the performance and robustness of the adaptive control strategy described in Section
3.6.2 and employed in Chapter 4. The performance is compared with a proportional-integral (PI)
controller in feedback and an optimal control strategy. Importantly, it is demonstrated that adap-
tive control can compensate for large uncertainties in the climate model parameters, in the dy-
namics of the actuators considered as well as in cases of abrupt perturbations. It therefore offers
a robust strategy for closed-loop deployment of SRM. In particular, the method is demonstrated
to be of critical importance in the case of unknown perturbations, such as lack of information on
key parameters of the climate model or a partial failure of the actuators.
Robustness is demonstrated through introducing significant changes in the model parameters
in Section 5.2 and comparing the results of two different control strategies. Moreover, the ro-
bustness of the adaptive controller is further tested in Section 5.3 where a scenario involving an
abrupt perturbation is considered and in Section 5.4 where the dynamics of stratospheric aerosols
is considered. Again, the 3-box model with multiple control inputs allows such issues to begin
to be addressed, albeit at coarse length-scales.
Moreover, in Section 5.5, a constrained optimal control strategy is applied to the 3-box model
considering the theory of calculus of variations. This section provides insight on feasible SRM
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strategies with a given constrained economic effort. In particular, a generic control law, repre-
senting the trend of required insolation reduction, is found for case (c) described in Chapter 4
and results are discussed and compared with the adaptive control performance.
Finally, in Section 5.6, the 3-box model is expanded to 5 boxes to provide higher resolution
of the polar bands. This modification of the model is employed to investigate effects of a collapse
of the Arctic ice sheet and the required insolation reduction to counteract the resulting change
of albedo. The analysis also demonstrates the utility of low order models to quickly investigate
new climate engineering feedback control strategies.
5.2 Management of uncertain parameters in the three-boxmodel
Simulations developed in this section are used to illustrate a comparison between the implemen-
tation of PI and adaptive control in case (3) of Table (4.2).
In particular, an ideal PI controller is designed and tuned in order to minimise the temperature
anomaly in the three latitudinal bands for case (3) of Table (4.2). This analysis is employed as a
base-line in order to later compare its performance with adaptive control methods. PI control is
used for this purpose in order to make easy comparisons with results from the literature where
PI control is widely employed.
It is important to highlight that matrices 퐾푝 and 퐾푖 are designed with the LQR method for a
generic case where the temperature anomaly needs to be minimised in all latitudinal bands (case
(c)). After that, the same controller is tested in cases when changes occur in either the plant
model, or in the actuator dynamics, or in case of sudden perturbations. It needs to be noted that
the controller has not been modified purposely to have insight on the sensitivity of PI control
with respect to adaptive control.
The control law employed is given by the expression in Eq. (3.50), which can be rewritten
as:
퐔 = −퐾푃 휻 −퐾퐼 ∫
푡
0
휻 푑푡 (5.1)
with 퐾푃 and 퐾퐼 matrices (3x3), given by the proportional and integral gain matrices, whose
components are found through linear quadratic regulator (LQR) optimisation (see Section 3.6.1
for details). In this case, because of the coupling between the three boxes in the climate model,
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both the matrices are completely full. Their expressions are:
퐾푃 =
⎛⎜⎜⎜⎜⎝
3.214 0.084 −0.00084
0.3191 0.4606 0.151
−0.00082 0.0399 0.0399
⎞⎟⎟⎟⎟⎠
(5.2)
퐾퐼 =
⎛⎜⎜⎜⎜⎝
0.053 0.0025 −0.00027
−0.01494 0.0312 −0.0071
−0.0003 0.0012 0.0533
⎞⎟⎟⎟⎟⎠
(5.3)
It will be showed that adaptive control is able to tolerate larger uncertainties in the parameters of
the plant model with respect to a PI controller, providing good performance in all circumstances.
Thus, simulations are performed where the three main parameters of the 3-box model (the
heat capacity 퐶푖 (푖= 1,2,3), the transport coefficient 푘푖 (푖= 1,2,3) and the infra-red parameter 푏푖
(푖= 1,2,3)) are modified and the system’s response is investigated in the cases when the adaptive
and the PI controller are employed. In particular, three sets of climate parameters are reported
in Table (5.1) for the northern and southern band and the central band. Values in Table (5.1)
are obtained considering slight variations around the nominal values considered in Section 4.2
and values of the climate parameters found in [157], where the global thermal properties of 16
AOGCMs participating in phase 5 of the Coupled Model Intercomparison Project (CMIP5) are
determined.
Table 5.1: Sets of climate parameters considered for the three latitudinal bands in order to com-
pare adaptive and PI control strategies.
Case 퐶1 푘1 푏1 퐶3 푘3 푏3 퐶2 푘2 푏2
I 3.2 0.649 1.675 7.04 0.2325 1.195 5.12 0.44 1.8
II 6 1.049 2.675 10.04 0.5325 1.995 8.02 0.79 2.9
III 10.54 1.249 2.175 12.04 0.6325 2.045 11.29 0.94 2.5
As will be seen, the PI control shows deteriorated performance when the model parameters
drift from their nominal values. In particular, an issue is found in the minimisation of the tem-
perature anomaly in the northern and southern bands: plots in the bottom of Figs. (5.1-5.3-5.5)
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show that control with the PI controller in feedback is not able to correctly track the dynamics of
the state and drive the anomalies to zero. Although the temperature anomaly for the central band
is minimised, the control strategy is not considered successful because it is not effective in the
other latitudinal bands. Moreover, it is noticeable that with a larger drift of the model parameters
it is more unlikely that the control is effective (see case I in the bottom plot of Fig. (5.1)), there-
fore PI control is considered unreliable with major uncertainties in the climate model. Whereas,
plots in the top of Figs. (5.1-5.3-5.5) indicate that adaptive control provides good performance
in all cases considered and no marked variations are reported with respect to the nominal case.
Therefore, as expected, the simulations with PI control demonstrate that the controller is
rather sensitive to the parametrisation of the climate model. The results do not provide acceptable
solutions and the control methods cannot be considered as robust as adaptive control techniques
in dealing with the inevitable large (and unknown) uncertainties of the climate system.
As can be seen in Figs. (5.1-5.5), when comparing PI and adaptive control, the temperature
anomaly is not completely minimised in any of the three cases. In particular, in case I, where
the smallest drift of parameters is considered, the temperature anomaly is reduced in the central
band but, at the same time, becomes negative in the northern band and does not decrease to zero
in the southern band. In fact, as can be seen in Fig. (5.2), the controller overestimates the amount
of insolation reduction needed in the northern band and underestimate the amount needed in the
southern band. Whereas, in cases II and III the solution does not converge and, as can be seen
in Figs. (5.4,5.6), the required insolation reduction is wrongly evaluated in the northern and
southern bands because the control gains are not chosen purposely for this task.
Thus, Pi control cannot be considered as reliable as adaptive control in dealing with highly-
uncertain models.
A key point to note is that, since adaptive control demonstrates robustness to large uncertain-
ties in the climate model employed, the fidelity of the model used is of less importance if this
control strategy is considered.
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Figure 5.1: Trend of temperature anomaly with adaptive control (top) and PI control (bottom)
applied to the three latitudinal bands for the first sets of climate parameters (see case I in Table
(5.1)).
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Figure 5.2: Insolation reduction required when adaptive control (top) and PI control (bottom) are
applied to the three latitudinal bands for the first sets of climate parameters (see case I in Table
(5.1)).
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Figure 5.3: Trend of temperature anomaly with adaptive control (top) and PI control (bottom)
applied to the three latitudinal bands for the second sets of climate parameters (see case II in
Table (5.1)).
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Figure 5.4: Insolation reduction required when adaptive control (top) and PI control (bottom)
applied to the three latitudinal bands for the second sets of climate parameters (see case II in
Table (5.1)).
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Figure 5.5: Trend of temperature anomaly with adaptive control (top) and PI control (bottom)
are applied to the three latitudinal bands for the third sets of climate parameters (see case III in
Table (5.1)).
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Figure 5.6: Insolation reduction required when adaptive control (top) and PI control (bottom)
are applied to the three latitudinal bands for the third sets of climate parameters (see case III in
Table (5.1)).
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5.3 Unforeseen major perturbations
In the previous section it was demonstrated that adaptive control is able to deal with large un-
certainties in the climate model by up-dating the control parameters as required to minimise the
temperature anomalies. A further interesting analysis regards the possible occurrence of unfore-
seen major perturbations, such as a sudden partial failure of the climate engineering intervention.
In principle this event could be caused, for example, by the deterioration or failure of one or more
actuators (of whatever type) during the course of the implementation of the climate engineering
strategy.
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Figure 5.7: Temperature anomalies for the three latitudinal bands with a sudden disruption of
SRM occurring at 2065 with the application of adaptive control (top) and PI control (bottom).
In particular, in this section, employing the control law in Eq. (3.50) with the gain matrices in
Eq. (5.2), it is assumed that in 2065 the actuators in the northern and southern latitudinal bands
become only 50 % efficient (actuator effectiveness is only 50% of the commanded effort).
In these circumstances, the performance of adaptive control and PI control are considered and
the results found in top and bottom of Fig. (5.7), respectively. In the simulations, in both cases,
a large perturbation occurs at 2065, where the control effectiveness of the temperature anomaly
in the northern and southern bands is reduced by 50%. In the case of the adaptive control, the
controller parameters are automatically adjusted in order to counteract the perturbation in these
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new circumstances. Specifically, the adaptive control registers the change, increases the control
effort in the central band and so provides the required control in the northern and southern bands
through the coupling between the boxes via heat diffusion. Whereas, when PI control is applied
(bottom of Fig. (5.7)), the temperature anomaly in the central band is minimised but in the other
bands diverges reaching approximately −2.1◦퐶 in the northern band and 3◦퐶 in the southern
band.
In this section it is demonstrated that adaptive control is of critical importance in effec-
tively compensating unforeseeable perturbations and failures in the climate engineering system,
whereas the PI controller is not able to deal with these abrupt changes.
5.4 Adaptive and PI controller with aerosol dynamics
Hitherto, a generic control function (퐔) representing the reduction of the incoming solar radiation
has been considered in the closed loop control system and the performance of adaptive and PI
control have been considered in several scenarios (variation of the system’s parameters in Section
5.2, and abrupt disruption of SRM in Section 5.3).
In this section, the robustness of adaptive and PI control methods is investigated in the case
when a specific actuator is chosen. Among SRM methods, the emission of sulphate aerosols in
the stratosphere is now considered in the closed-loop control system.
Here, the model employed considers the decay process of aerosol particles from the strato-
sphere in each latitudinal band and the poleward diffusion of aerosols injected in the central band.
More detailed models describing the aerosols dynamics can be found in [91, 92, 96].
Therefore, considering the latitude-average aerosol radiative forcing described in Section
3.4 [112], the first-order dynamics of the control inputs can be written as a 3-components vector
as follow:
푑푈푖
푑푡
=
푆푖
2
 2푎 (1−퐴푐)휔푖훽푖(1−푅푠)2휏0푖(푡) 푒−푡∕Γ푖 푖 = 1,2,3 (5.4)
where 푈푖 are the components of the control vectors also found in Eqs. (4.1-4.3) and Γ푖 (i=1,2,3)
denotes the time constant associated with the rate of removal of aerosols, which is of order 1 푦푒푎푟
for stratospheric aerosols in the central band (Γ2) and 3 푚표푛푡ℎ푠 for aerosols in the northern and
southern bands (Γ1, Γ3) [59]. As can be seen from Eq. (5.4), aerosol dynamics depends on the
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incident radiation properties (푆푖 is the incoming solar radiation in the 푖푡ℎ band, as discussed in
Section 4.2), the optical properties of the atmosphere (푎, 퐴푐 and 푅푠 are defined in Section 3.4)
and the optical properties of aerosols (single scattering albedo 휔1 = 휔3 = 0.9, 휔2 = 0.5 [113],
aerosol optical depth 휏푖(푡) (푖 = 1,2,3), average up-scatter fraction 훽1 = 훽3 = 0.21, 훽2∉̆ = 0.27
[111]).
Considering Eq. (5.4), the dynamics associated with the removal of the aerosol particles
can be expressed through a first order transfer function for each latitudinal band that links the
actuated and the commanded control, 푈푎푖 and 푈푐푖 (i=1,2,3) respectively. A simple proportional
term is considered for the diffusion from the central band to the northern and southern bands.
These relationships are summarised for each latitudinal band as follow:
푈푎1(푠) =
1
Γ1푠+1
푈푐1(푠)+푘푑푈푎2(푠) (5.5)
푈푎2(푠) =
1
Γ2푠+1
푈푐2(푠)−2푘푑푈푎2(푠) (5.6)
푈푎3(푠) =
1
Γ3푠+1
푈푐3(푠)+푘푑푈푎2(푠) (5.7)
where 푘푑 is a diffusion coefficient set to 0.05 as in [158], where the latitudinal diffusion of the
aerosol particles ejected after the eruption of El Chicon is considered.
These expressions are used directly in the closed-loop system for the three latitudinal bands
in order to take into account the decay process of aerosol particles and their poleward diffusion
while the control laws are estimated. The altitude of injection is set to 25 푘푚 for the central band
and to 20 푘푚 for the northern and southern bands [59].
Finally, in order to make comparisons with results from the literature, the emission rate of
the aerosol particles (푇 푔∕푦푒푎푟) is estimated through the following expression [159]:
퐸푎푖 =
푑퐵푎푖(푡)
푑푡
푖 = 1,2,3 (5.8)
where 퐵푎푖(푡) is the mass (푇 푔) of aerosol particles (or sulphur burden [112]) in the 푖푡ℎ latitudinal
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band and is given by:
퐵푎푖(푡) =푀푎푖(푡)퐴푖 푖 = 1,2,3 (5.9)
Here,푀푎푖(푡) is the aerosol mass concentration of the 푖푡ℎ band reported in Eq. (3.25) and 퐴푖 (푖 =
1,2,3) is the area covered given by 13.9% for the poles (from 65◦푁 to 90◦푁 and from 65◦푆 to
90◦푆) and 72.2% (from 65◦푆 to 65◦푁) for the central band. In order to compare the results with
data in the literature, the mass of aerosol particles is converted into units of sulphur according
to [57], where the following equivalence is reported: 4 푇 푔 푆 = 1 푇 푔 of aerosol particles.
Therefore, applying adaptive control and PI control to case (푐) of Table (4.2) and considering
the aerosol dynamics described above in the closed-loop control system, Figs. (5.8-5.9) are
obtained.
In particular, Fig. (5.8) shows the trend of the temperature anomalies and the time history of
the required sulphur burden for each band when adaptive control is applied. Whereas, Fig. (5.9)
shows results when the PI control is applied.
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Figure 5.8: Trend of the temperature anomalies for the three latitudinal bands (top) and required
sulphur burden (푇 푔 푆) (bottom) when adaptive control is applied to the 3-box model.
It is important to note that the control parameters employed for the two control methods are
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Figure 5.9: Trend of the temperature anomalies for the three latitudinal bands (top) and required
sulphur burden (푇 푔 푆) (bottom) when PI control is applied to the 3-box model.
the same used to minimise the temperature anomalies with a generic SRM control function as in
Chapter 4 and Section 5.2. Specifically, the control parameters reported in Eqs. (4.26)-(4.27.c)-
(4.30) are employed for the adaptive control and those found in Eq. (5.2) for the PI control.
The analysis aims to demonstrate that the control parameters for the adaptive control do not
depend on the SRM strategy considered, demonstrating that this method is robust to the choice
of the actuator employed. This result is shown in Fig. (5.8) where the temperature anomalies
are minimised in all latitudinal bands when adaptive control is employed. Whereas, for the PI
control, it can be seen in Fig. (5.9), that the temperature anomalies largely diverge, specifically in
the northern and southern bands, where they reaches ≈ −1◦퐶 and ≈ 1.3◦퐶 , respectively. Adap-
tive control is able to deal with aerosol diffusion because the control gains are updated during
every iteration in order to minimise the temperature anomaly while also considering the actua-
tor dynamics. For this reason, it is also expected that in case the aerosol dynamics are different
from that assumed here, or another actuator is considered, an adaptive controller would be able
to minimise the temperature anomaly and to estimate the required SRM effort. In the case of PI
control, the control gains need to be selected for every specific case because once chosen they
are not automatically up-dated; therefore, when different actuator dynamics are considered, the
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Figure 5.10: Trend of the temperature anomalies for the three latitudinal bands (top) and re-
quired sulphur burden (푇 푔 푆) (bottom) when adaptive control is applied to the 3-box model with
new regional boundaries: (−45◦,+45◦) for the central band and (±45◦,±90◦) for northern and
southern band.
PI control does not deliver the same performance.
With regards to the sulphur burden, in order to offset the radiative forcing from the 푅퐶푃4.5
scenario (see Fig. (4.2)), the time-decay of the aerosol particles and their poleward diffusion
from the central band, the aerosol mass needs to increase with time. In particular, at the bottom
of Fig. (5.8), the aerosol mass shows a periodic trend with a steady increase up to ≈ 8 푇 푔 푆 in
the central band, whereas the concentration in the northern and southern bands rises up to only
2−3 푇 푔 푆. Otherwise, in Fig. (5.9), the trend of the aerosol burden (bottom figure) reaches a
peak of 6 푇 푔 푆 for the central band, providing sufficient insolation reduction to minimise the
temperature anomaly. Whereas, with PI control an incorrect estimation of the required control
is found for the northern and southern bands due to the fact that the control parameters are not
taking the aerosol dynamics into account.
Values of the sulphur burden in Fig. (5.8) are in accordance with values found in [160] (see
Table (2) in [160]) for a given value of the optical depth for aerosol deployed at approximately
25 km (30ℎ푃 ).
Case (c) of Table (4.2) is the most critical because it involves the control of the temperature
anomaly in the central band, which is higher than the other two bands. However, the required
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emission rates are still within an acceptable range of values: around 0.6− 0.4 푇 푔 푆 per year
in the northern and southern bands, respectively, and around 2 푇 푔 푆 per year in the central
band. Although comparison with the literature is complicated because the experiments differ in
size, area of injection and environment, in [161] a similar experiment with the 푅퐶푃 4.5 scenario
has been performed and an emission rate of 6 푇 푔 푆∕푦푟 found (in an open-loop simulation) to
counteract radiative forcing [160].
Moreover, GeoMIP (GeoengineeringModel Intercomparison Project) experiment G3 consid-
ers an emission rate of 5 푇 푔푆푂2 per year (2.5 푇 푔 푆∕푦푟) on the equator to balance the 푅퐶푃4.5
scenario with stratospheric aerosols for the period between 2020 and 2070 [162].
Moreover, the 3-box model can be employed to evaluate the influence of the boundaries
chosen for the three latitudinal bands. Thus, assuming the new boundaries, given by (−45◦,45◦)
for the central band and (±45◦ to ±90◦) for northern and southern bands, the analysis of adaptive
control with sulphur aerosols dynamics is performed again. The results are reported in Fig. (5.10)
and it is found that, choosing boundaries closer to mid-latitudes causes the behaviour of each box
to become similar to each other, loosing some information on the most important differences
between the polar and central regions. This effect is particularly visible for the northern and
southern bands in Fig. (5.10).
Also, as expected, considering the new boundaries, it is found that the distribution of aerosols
required is different in each band with respect to the previous case investigated, but the overall
quantity of aerosols is estimated to be the same in both cases, as expected (see Fig. (5.10) for
comparison). This result highlights the independence of the aerosol injection strategy from the
boundaries of the 3-box model.
5.5 Comparison of adaptive and constrained optimal control
This section considers the implementation of the optimal control theory described in Section
3.6.3 with constraints on the magnitude of the control variables. This analysis will be used
to assess the possibility of enforcing engineering constraints on the closed-loop system and to
compare the results with the outcomes from the implementation of adaptive control in Chapter
4. The constrained variable 푈 represents the economic effort needed to accomplish the SRM
strategy, such as the deployment of space shields or the injection of sulphur aerosol. It is therefore
an index of the global cost required to implement climate engineering through SRM.
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Using the calculus of variations [128] a functional 퐽 of the form reported in Eq. (3.60) can
be minimised. Considering the system summarised by Eqs. (4.6)-(4.7) and Eq. (3.60), the index
of performance to be minimised under the constraint 휻̇ = 퐴휻 +퐅(푡)+퐵퐔 can be written as:
퐽 (휻 ,퐔, 푡) = 휻(푡푓 )+∫
푡푓
푡0
1
2
퐔2(푡)+흁푇 (푡) (퐴퐱+퐵퐮+퐅(푡)− 퐱̇) 푑푡 (5.10)
with ퟎ<퐔<퐔푚푎푥 and where the state 휻 at the final time 푡푓 and the integrated state variables and
controls between 푡0 and 푡푓 are considered. The vector퐔푚푎푥 is the maximum insolation reduction
allowed in the three latitudinal bands which can be used to enforce engineering constraints.
The variables 퐔푖 (푖= 1,2,3) are constrained between 0 and the maximum control value 푈푖푚푎푥
(푖 = 1,2,3). Reasonable values are chosen for 푈푖푚푎푥 (푖 = 1,2,3) as follow:
퐔푚푎푥 =
⎛⎜⎜⎜⎜⎝
0.012
0.012
0.012
⎞⎟⎟⎟⎟⎠
(5.11)
As will be seen later, the maximum required reduction in solar insolation does not rise above
1.2%, enforcing the required constraint defined by Eq. (5.11).
The Hamiltonian function can now be written as follow [128]:
퐻(휻 ,퐔,흁, 푡) = 퐔2+흁푇 (푡) (퐴퐱+퐵퐮+퐅(푡)) (5.12)
Following Section 3.6.3, conditions to satisfy in order to minimise Eq. (5.10) involve the
co-state dynamics, stationary condition of the Hamiltonian function and boundary conditions.
The co-state dynamics (from Eq. (3.64)) for this problem are summarised as:
휇̇1 = −
휕퐻
휕휁1
= −
(
푗11휆1+ 푗21휆2
) (5.13)
휇̇2 = −
휕퐻
휕휁2
= −
(
푗12휁1+ 푗22휁2+ 푗32휁3
) (5.14)
휇̇3 = −
휕퐻
휕휁3
= −
(
푗23휁2+ 푗33휁3
) (5.15)
where the 푗-terms are given by the components of the state matrix (퐴) in Eq. (4.6). The stationary
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condition (from Eq. (3.65)) provides:
휇1(푡) = −푢∗1(푡)퐶1
휇2(푡) = −푢∗2(푡)퐶2
휇3(푡) = −푢∗3(푡)퐶3
(5.16)
where 푢∗푖 (푡) (푖= 1,2,3) are the optimal control laws for the three bands that minimize the Hamil-
tonian function, as seen in Eq. (3.66).
Furthermore, Eq. (3.67) becomes:
휇1(푡푓 ) = 1
휇2(푡푓 ) = 1
휇3(푡푓 ) = 1
(5.17)
According to Pontryagin’s minimum principle, the optimal control 퐔∗ is given by the vector
퐔 that minimizes the Hamiltonian function according to Eq. (3.66).
Thus, in order to solve the optimisation problem it is necessary to solve the state dynamics
with initial conditions on the temperature anomaly 휁푖 (푖 = 1,2,3) and the co-state dynamics with
the final conditions for 휇푖, (푖 = 1,2,3) reported in Eq. (5.17). Then, once the co-state dynamics
are known, following Eq. (5.16), it is possible to estimate the optimal control law (푢∗).
This control strategy is applied to case (c) of Table (4.2), for which the objective is to min-
imise the temperature anomalies in all the three bands. An appropriate control law that minimizes
the functional 퐽 (휻 ,퐔, 푡) in Eq. (5.10) is obtained. Results of the simulation can be found in Fig.
(5.11), where the trend of the temperature anomaly under the 푅퐶푃 45 scenario in the three lat-
itudinal bands is found for the period between 2030, when SRM is deployed, and 2045, when
the temperature anomalies are reduced in all the latitudinal bands. It is found that the control
law provides the required insolation reduction which minimises the temperature anomaly in all
latitudinal bands in 15 years and requires a maximum reduction in insolation of 1.2% (in the
northern band) as specified in Eq. (5.11). The reduction of the temperature anomaly in Fig.
(5.11) is obtained considering a maximum reduction in solar insolation of 1.2% in each band,
which provides a negative radiative forcing of 13.43푊 ∕푚2 in the central band and 5.38−6.36
푊 ∕푚2 in the northern and southern band, respectively. The main difference that can be noted
with respect to results from adaptive control applied in case (c) is that the temperature anomaly
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Figure 5.11: Trend of the temperature anomaly and required insolation reduction when a con-
strained optimal controller (푼푚푎푥 = (0.012,0.012,0.012)) is applied to the 3-box model to min-imise the temperature anomalies of all the latitudinal bands (case (c) in Table (4.2)).
is minimised by 2050 when adaptive control is applied, i.e. within 20 years from the implemen-
tation of SRM, whereas it requires only 15 years when constrained optimal control is employed.
This is justified by the higher insolation reduction required for the optimal control case. Indeed,
comparing Fig. (4.5) and Fig. (5.11), it can be noted that only a 0.8-0.6% reduction of insolation
is required in the northern and southern bands against 1.2-1% when optimal control is employed.
This last value for insolation reduction can be easily reduced by decreasing the maximum control
magnitude allowed (푼푚푎푥). As can be seen in Fig. (5.12), when a smaller 푼푚푎푥 is considered,
more time is required to minimise the temperature anomaly; in fact ≈ 24 푦푒푎푟푠 are required if a
maximum insolation reduction of 0.9% is considered.
Moreover, as for PI and adaptive control in Section 5.2, performance of the constrained op-
timal control and, in particular, robustness to uncertainties are investigated for the three set of
climate parameters in Table (5.1). However, since optimal control is not known to be robust to
uncertainties, this analysis is considered of secondary importance with respect to the implemen-
tation of PI and adaptive control and results are only briefly discussed in this section. Indeed,
the estimation of the co-states, described in this section, is a difficult process that needs to be
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Figure 5.12: Constrained optimal control (푼푚푎푥 = (0.009,0.009,0.009)) applied to the 3-boxmodel to minimise the temperature anomalies of all the latitudinal bands (case (c) in Table (4.2)).
developed with high accuracy. Therefore, it is expected that this control strategy would be sus-
ceptible to large uncertainties. It is found that, in case I, where the smallest drift of parameters
is considered, the temperature anomaly begins to be reduced in the three bands (from ∼ 3◦퐶 to
∼ 0.8−1◦퐶) only in the final years of the simulation. Whereas, in cases II and III the optimisa-
tion does not converge and it is not possible to estimate the required control. Thus, as expected,
optimal control is not able to deal with highly uncertain models.
5.6 Performance of adaptive control with collapsing ice-sheet
in a 5-box climate model
In this section, the 3-box model is modified in order to take into account the climate conditions
near the North Pole and South Pole. In fact, between ±70◦ and ±90◦ ice sheets provide a consid-
erably different albedo with respect to any other region on Earth with the Arctic and Antarctic
albedo as high as 0.6-0.7 [100]. Several analytical climate models in the literature consider a
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step function albedo in order to model the insolation of these regions [97], but these are difficult
to manage and can easily generate mathematical artefacts [149].
Otherwise, the 3-boxmodel can be easily expanded to 푛-boxes, following the structure in Eqs.
(4.1-4.3), and so provides a useful tool to quickly investigate the effect of climate engineering
over the polar regions and their interaction with the other latitudinal bands.
Thus, the 3-box model becomes a 5-box model considering the following subdivision: south-
ern polar band (−90◦,70◦), southern band (−70◦,−50◦), central band (−50◦,50◦), northern band
(50◦,70◦), northern polar band (70◦,90◦). This model can be written as follow:
퐶푛
푑푇푛(푡)
푑푡
=푄0푆푛(1−훼푛)− (푎푛+푏푛푇푛)−푘푛(푇푛−푇1)+퐹푒푥푡+푈푛 (5.18)
퐶1
푑푇1(푡)
푑푡
=푄0푆1(1−훼1)− (푎1+푏1푇1)−
1
2
푘1(푇1−푇푛)−
1
2
푘1(푇1−푇2)+퐹푒푥푡+푈1 (5.19)
퐶2
푑푇2(푡)
푑푡
=푄0푆2(1−훼2)− (푎2+푏2푇2)−
1
2
푘2(푇2−푇1)−
1
2
푘2(푇2−푇3)+퐹푒푥푡+푈2 (5.20)
퐶3
푑푇3(푡)
푑푡
=푄0푆3(1−훼3)− (푎3+푏3푇3)−
1
2
푘3(푇3−푇2)−
1
2
푘3(푇3−푇푠)+퐹푒푥푡+푈3 (5.21)
퐶푠
푑푇푠(푡)
푑푡
=푄0푆푠(1−훼푠)− (푎푠+푏푠푇푠)−푘푠(푇푠−푇3)+퐹푒푥푡+푈푠 (5.22)
In particular, for the northern polar band the model parameters are 퐶푛 = 4.2푊 푦푟∕푚2∕◦, 푆푛 =
176.56 푊 ∕푚2, 훼푛 = 0.6665, 푏푛 = 1.45 푊 ∕푚2∕◦, 푘푛 = 0.52 푊 ∕푚2∕퐾; and for the southern
polar band 퐶푠 = 6.5 푊 푦푟∕푚2∕◦, 푆푠 = 194.21 푊 ∕푚2, 훼푠 = 0.7095, 푏푠 = 1.47 푊 ∕푚2∕◦, 푘푠 =
0.76푊 ∕푚2∕퐾 [100, 131].
As before the 푅퐶푃 4.5 radiative scenario is considered as a uniformly distributed external
disturbance. However, in this case, for example, it is now assumed that in 2060 a major collapse
of the ice sheet in the Arctic (northern polar band) occurs. Consequently, a rapid reduction
of the Arctic albedo (1% per year) takes place. In this simulation, SRM is deployed in 2030
with an adaptive controller. Thus, it is expected that the controller adjusts the control gains
to counteract the radiative forcing due to increasing 퐶푂2 as well as providing the necessary
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insolation reduction in the north polar band when the change in the albedo occurs in 2060.
Results of the simulation can be found in Fig. (5.13), where it can be seen that adaptive control
is able to deal with the sudden change in albedo due to the collapsing ice sheets in the Arctic and
rapidly provides the required insolation reduction to counteract all external disturbances.
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Figure 5.13: Temperature anomalies (top) due to the RCP4.5 scenario and insolation reduction
(bottom) for the five latitudinal bands with adaptive control deployed in all the latitudinal bands
in 2030 and a collapse of the ice sheet in the northern polar band occurring in 2060.
5.7 Conclusions
Performance and robustness of an adaptive controller for climate engineering has been evaluated
and compared with a PI controller and an optimal control strategy. Considering variations of
the three main model parameters of the 3-box model, adaptive, PI control and constrained opti-
mal control methods have been analysed in order to investigate the susceptibility of the control
strategies to uncertainties in the model. Results show that adaptive control is robust to large
uncertainties in the climate model itself, de-emphasizing therefore the importance of the model
employed. Whereas, as expected, PI control and constrained optimal control show poor perfor-
mance when large variations from the nominal model parameters are considered and, therefore,
they do not provide satisfactory results in any of the cases investigated.
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Moreover, adaptive control shows excellent performance in case of unforeseen perturbations,
such as a sudden partial failure in the climate engineering intervention in the northern and south-
ern bands. In fact, the controller parameters are automatically adjusted in order to counteract the
perturbation in these new circumstances. In this case results from the implementation of the PI
control show poor performance in the northern and souther bands.
Finally, it has been demonstrated that adaptive control is also robust to the choice of the
method employed to deploy SRM. When the dynamics of stratospheric sulphur aerosols is con-
sidered as the actuator in the closed loop system, without modifying the adaptive control pa-
rameters, again, the controller is able to respond properly in order to minimise the temperature
anomalies in all the latitudinal bands. Also, no significant changes are found with respect to the
case where a generic control function is used.
Results indicate that the temperature anomaly under the 푅퐶푃 4.5 scenario could be offset
in all the three latitudinal bands injecting 0.6-0.4 푇 푔 푆∕푦푟 in the northern and southern bands,
respectively, and 2 푇 푔 푆∕푦푟 in the central band. The values estimated for the emission rates are
within acceptable bounds and are broadly comparable with results from the literature.
Applying a PI controller in the same circumstances, it is noted that the estimated sulphur
burden required to minimise the temperature anomalies is incorrectly estimated in the northern
and southern bands leading to poor performance.
Thus, since adaptive control has shown superior performance in several scenarios, it has been
chosen as the controller for the last simulation, involving a collapse of the ice-sheets in the Arctic.
In particular, in this case extreme climatic conditions of northern and southern polar bands are
considered by adding two additional latitudinal bands to the model. Again, adaptive control
provided the necessary insolation reduction to counteract radiative forcing due to carbon dioxide
as well as a rapid change in albedo caused by the melting ice in the Arctic region.
Therefore, as expected, these simulations demonstrate that adaptive control works well with
large uncertainties in the climate model, with unforeseeable perturbations and does not depend
on the method chosen to deploy SRM. Since the control gain matrices are updated during every
iteration, adaptive control guarantees the convergence of the strategy.
Finally, optimal control strategies have been employed to minimize the temperature anoma-
lies in the three latitudinal bands with two different boundary conditions for the control variables.
This control method allows the finding of solution strategies with limited global costs. In par-
ticular, it is found that the maximum economic effort required (in terms of insolation reduction)
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is directly linked to the time required to accomplish the objective. It is found that, reducing
the maximum insolation reduction allowed, more time is required to minimize the temperature
anomaly in all latitudinal bands. Thus, this method can be employed to quickly determine the
insolation reduction required to minimize the temperature anomaly within a specific period of
time.
Chapter 6
Continuous latitudinal climate model for
closed-loop control
6.1 Introduction
This chapter aims to approximate the complexity of the climate system with a simple model that
takes into account its main features as described in [75], and to develop continuous control laws
for climate engineering as a function of latitude. The work therefore builds on the 3-box (and
5-box) models of Chapter 4. Efforts have been made to develop a continuous-time system with
latitudinal resolution with which it is possible to explore control strategies to investigate issues
related to latitudinal disparities and the side effects of SRM interventions. The use of efficient
analytical methods provides a useful tool to rapidly assess SRM strategies with latitudinal reso-
lution and allows efficient application of multi-objective analyses.
Moreover, through this procedure the latitudinal impact of SRM can be directly addressed.
In general, the pattern of insolation reduction that can be generated using SRM does not match
the pattern of climate change impacts due to increased 퐶푂2.
In fact, despite the simplicity of the model, results which are broadly comparable with the lit-
erature [4] are found. This demonstrates the utility of the model in rapidly assessing new climate
engineering strategies and control laws. The model can assess the trade-off between the number
of degrees of freedom of SRM and the RMS error in latitudinal temperature compensation, for
example.
Section 6.2 addresses a mathematical model to describe the climate system with a single
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partial differential equation (PDE); here, the analytical solution to compute the temperature per-
turbation due to atmospheric carbon dioxide (퐶푂2) is developed. Moreover, several control
functions are applied to the model in open-loop control strategies in Section 6.3.2 to analyse the
response of the model and show disadvantages of these strategies with respect to closed-loop
control methods.
In Section 6.3 a multi-objective control analysis is undertaken with a PI feedback control and
the trade-off between number of the considered degrees of freedom and the resulting RMS error
in temperature compensation is investigated. Thus, considering the deployment of climate engi-
neering through a reduction of incoming solar radiation, a control law to drive the temperature
perturbation to zero is developed. In particular, although in Chapter 5 the superior performance
of adaptive control has been demonstrated, a PI control is employed in this section in order to
show that the PDE model is able to deliver comparable results with respect to GCMs employed
in the literature with PI control.
Finally, in Section 6.4 the PDEmodel is employed to find the analytical control law to achieve
a desired temperature profile when the concentration of carbon dioxide in the atmosphere dou-
bles.
6.2 PDE model for non-uniform climate engineering
In this section, an analytical solution of the dynamical model for the climate system with lati-
tudinal resolution in Eq. (3.12) is found. With respect to [75], where the analytical solution of
a one-dimensional equilibrium model with diffusive heat transfer was developed to investigate
ice feedback mechanisms, here temperature is also considered as a function of time. Moreover,
both hemispheres are considered and differences in land and oceans are taken into account for
the computation of capacity. The model is then employed to explore control strategies based on
a reduction of insolation. Again, the model is an extension of the multiple box model of Chapter
4, in the asymptotic limit of an infinite number of boxes.
As described in Section 3.1, an energy model [26] is used to describe the main dynamics
of the Earth’s climate and the diffusion of heat between latitudinal bands. This allows for an
evaluation of non-uniform climate engineering strategies. In particular, the model has the ad-
vantage of being analytically tractable, allowing new strategies to be efficiently assessed prior to
more detailed analysis. Following Eq. (3.12), the PDE system investigated in this chapter can
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be summarised as:
퐶
휕푇 (푥, 푡)
휕푡
=푄0푆(푥)훼(푥,푥푠)− (푎+푏푇 (푥, 푡))+
휕
휕푥
퐷(1−푥2)휕푇 (푥, 푡)
휕푥
(6.1)
where the terms have already been defined in Section 3.1.
In general, Eq. (6.1) allows for the computation of the zonally-averaged surface temperature
푇 , as function of the time 푡 and the sine of latitude 푥. Importantly, the model allows for a
range of forcing terms, therefore the presence of 퐶푂2 forcing and a control function representing
the deployment of SRM strategies can be included. The solution is constrained by Neumann
boundary conditions (Eq. (3.7)) at the poles (푥 = ±1) and the equator (푥 = 0).
Increasing the forcing in one hemisphere relative to the other causes a shift of the latitude
of zero heat-flux inducing large precipitation anomalies. However, this effect is not taken into
account in this chapter in order to keep the analysis manageable. In fact, it is worth noting that
the problem in Eq. (6.1) represents a specific non-homogeneous heat equation with boundary
conditions which has a known Green function and an analytical solution can be found. This
cannot in general be said if other terms depending on time or latitude are included.
Equation (6.1) represents an EBMwhere the incoming and outgoing energy are balanced and
an equilibrium temperature distribution with latitude is reached. Specifically, 푇 (푥, 푡) represents
the annual zonally-averaged temperature field. The incoming energy is the solar radiation and the
energy losses are given by the effect of the Earth’s albedo and the infra-red radiation leaving the
top of a latitudinal element. The energy transported by a latitudinal element to its neighbours due
to the movement of geophysical fluids is represented by a diffusion process where the transport
is proportional to the gradient of the temperature field. In this Chapter, as is shown later, some
of these parameters are taken from data in the literature [26, 73, 75] and others are chosen in
order to match the time-domain step response of high-fidelity numerical models. In this way it
is possible to regulate the equilibrium climate sensitivity of the system which is a key parameter
for comparison between climate models. Therefore, the goal of this model is emulating the
behaviour of complex numerical models with a more convenient analytical structure to easily
(and rapidly) implement climate engineering strategies based on SRM.
The problem is split in two separate processes for the two hemispheres, with the solution
found for the Northern hemisphere when 0 < 푥 < 1 and for the Southern hemisphere when
−1 < 푥 < 0. This operation allows for a more specific description of the physical processes
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in each hemisphere through the use of appropriate parameters. The expression in Eq. (4.4) is
employed for the outgoing infra-red radiation, with values for the empirical constants 푎 and 푏 for
the Northern and Southern hemispheres reported in Section 4.2.
Moreover, 푆(푥) again describes the distribution of the incident solar radiation averaged over
1 year for which the expression in Eq. (3.5) is considered. Then, 훼(푥,푥푠) is the planetary co-
albedo at latitude 푥 [75] for which a smooth albedo formulation, that includes the definition of
the ice line at 푥 = 푥푠, is considered [137]:
훼(푥,푥푠) =
훼푤+훼푖
2
+
훼푖−훼푤
2
푡푎푛ℎ
(
푀(푥−푥푠)
) (6.2)
where 훼푤 is the co-albedo of water set to 1 − 0.32, 훼푖 is the co-albedo of ice set to 1 − 0.55
and the parameter 푀 represents the steepness of the albedo function near the ice line and is
set to 12. The value of 푥푠 for the current climate is set to 푥푠0 = ±0.95 for the Northern and
Southern hemisphere, respectively. Moreover, in Eq. (6.1) 퐷 is an empirical constant de-
scribing the latitudinal transport of energy. Its value for the Northern hemisphere is given by
0.649 푊 ∕푚2∕◦퐶 [75], whereas the value for the Southern hemisphere is found in order to sat-
isfy the condition 푇푁 (0, 8) = 푇푆(0, 8), where 푇푁∕푆(푥, 8) are the temperature fields at latitude 푥
for the Northern and Southern hemispheres in the equilibrium state (푡→ 8). Thus, the value of
퐷 for the Southern hemisphere that satisfies this condition is 0.322푊 ∕푚2∕◦퐶 .
Different values of the transport coefficient are employed for the PDE model in this chapter
and the 3-boxmodel in Chapter 4. This choice is related to the different parametrisation employed
for the distribution of solar insolation and co-albedo as well as the different latitudinal resolution
of the two climate models.
Finally, 퐶 is the effective heat capacity for which values employed for the Northern and
Southern band in the 3-box model in Section 4.2 are considered. It is worth noting that the model
neglects the mean circulation in both the atmosphere and oceans but includes the heat transport
due to circulation. This approach allows for tractable mathematics and analytical solutions.
The system in Eq. (6.1) with the boundary conditions in Eq. (3.7) can be identified as the
non-homogeneous heat equation with Neumann boundary conditions and has an analytical solu-
tion [139]. As in [75] for the one-dimensional model, an efficient, straightforward approach for
solving such problems and obtaining an analytical solution is provided by the Green’s function
formalism as noted in Section 3.1. Green’s functions are constructed by utilizing the eigenfunc-
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tions and eigenvalues of the differential operators from which the system is constructed [138].
Once the Green’s function for a given problem is known, the solution for the latitudinal distribu-
tion of the temperature is immediately computed from the analytical expression for the Green’s
function [139].
The general solution in terms of the Green’s function can be written as [138]:
푇 (푥, 푡) = ∫
휉푓
휉0
푇 (휉,0) 퐺(푥,휉, 푡,0)푑휉+∫
푡
0 ∫
휉푓
휉0
퐺(푥,휉, 푡, 휏)Φ(휉,휏) 푑휉푑휏 (6.3)
where 퐺(푥,휉, 푡, 휏) is the Green’s function associated with the differential operators in Eq. (6.1)
with Neumann boundary conditions and can be written as [138]:
퐺(푥,휉, 푡, 휏) = 퐺(푥,휉)퐺푡(푡, 휏) =
∞∑
푛=1
(2푛+1)푃 (푛,푥)푃 (푛,휉)
퐿푛
1
퐶
exp
(
− 푡− 휏
퐿푡
)
(6.4)
where퐿푛 are the eigenvalues of the linear operator given in Section 3.1 and퐿푡 is the time constant
given approximately by 퐶훽0∕푏, where 훽0 is the climate sensitivity of the model as determined
later. The Green’s function 퐺(푥,휉, 푡, 휏) represents the temperature perturbation 훿푇 (푥, 푡), at lat-
itude 푥, at time 푡, due to an instantaneous heat source of unit strength, located at 휉, releasing
its energy instantaneously at time 휏. Therefore, the argument ‘휉,휏’ in Eq. (6.4) represents an
impulse, given by the heat source term [139], whereas ‘푥, 푡’ represent the resulting effect. More-
over, Φ is the external forcing of the system which in this case depends only on 푥 and can be
written as:
Φ(푥) =푄0푆(푥)(훼(푥,푥푠))−푎 (6.5)
In general, the first term on the right-hand side of Eq. (6.3) is the contribution of the initial
condition given by the Green’s function, evaluated at 휏 = 0, multiplied by 푇 (푥,0) and integrated
over the hemisphere. The second term then represents the contribution of the forcing to the
temperature profile. Then 푇 (푥,0) is the latitudinal distribution of the temperature (at initial time
푡 = 0) which can be found by Eq. (3.11) considering the 1-dimensional model.
The annual zonally-averaged surface equilibrium temperature for the two hemispheres can
be obtained considering 푇 (푥, 푡) in Eq. (6.3) at the final time 푡 = 푡푓 . The result is reported in Fig.
(6.1) and is consistent with the literature [73, 75, 140].
Considering the combination of the behaviour in the two hemispheres, the step response of
the PDE model for the climate system can be found in Fig. (6.2) together with the response
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Figure 6.1: Latitudinal distribution of the annual zonally-averaged surface equilibrium tempera-
ture for Northern and Southern hemispheres.
from a first order linear model (dashed line) [90] and a semi-infinite diffusion model [142]. The
behaviour of the PDE model is comparable with the semi-infinite diffusion model. In particular,
the two curves (continuous black thick and thin lines) reach the same equilibrium temperature,
although the relaxation profile is different. In the semi-infinite diffusion model, the overall heat
capacity is given by 4.063 years with an equilibrium climate sensitivity of 2.71◦퐶 [142], which is
comparable with the HadCM3Lmodel. As can be seen in Fig. (6.2), in this case, the perturbation
is considered with respect to the equilibrium temperature. This version of the model, where only
the temperature anomaly with respect to the equilibrium state is considered, is described in detail
in the next section. According to [101] and [75], the fundamental sensitivity of the system can
be estimated for the PDE model as follows:
훽0 =
푄0
100
(
∫
1
0 ∫
1
0
퐺푥(푥,휉)푆(휉)
(
훼(휉,푥푠0)+푄0
푑푥푠
푑푄
휕훼(휉,푥푠)
휕푥푠
)
푑휉 푑푥
)
(6.6)
where 푑푥푠∕푑푄 is the slope surface of the ice line (푥푠), i.e. the latitude where the temperature is
−10◦퐶 (ice line) and the surface is assumed to be covered by ice. Again, in the current climate
the ice line is at 푥푠0 = ±0.95. The value for the slope of the ice line can be found considering
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Eq. (2.9) in [75]. The term 휕훼(푥,푥푠)∕휕푥푠 is the derivative of the co-albedo function in Eq. (6.2)
with respect to the ice line calculated at 푥푠0. Computing Eq. (6.6) for the Southern and Northern
hemisphere, it can be demonstrated that the averaged sensitivity of the PDE model in Eq. (6.1)
with the chosen parameters is 2.32◦퐶 .
Figure 6.2: Step response for the global mean temperature in the time domain due to the step
change in radiative forcing of 1 푊 ∕푚2 at 푡 = 1 year of the climate model reported in Eq. (6.1)
(black thick solid line), a first-order model (dashed line) [90] and a semi-infinite diffusion model
(black thin solid line) [90], [142].
6.3 Multi-objective control strategies with a PI controller
6.3.1 Methodology
It is important to highlight that the expression for the external forcingΦ(푥, 푡) is a generic function;
therefore, it can be used to implement climate engineering strategies and analyse the behaviour
of the PDE model. In this section a slightly modified version of the model in Eq. (6.1), where
the system is considered in the neighbourhood of its equilibrium state, is presented.
This version includes external forcing which represents the excess of carbon dioxide in the
atmosphere. This forcing term (퐹퐶푂2) causes an imbalance in the radiative forcing in Eq. (6.1)
producing an anomaly in the latitudinal temperature profile. In particular, the 1pct퐶푂2 scenario
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[143] is considered in this section, where a constant increase in carbon dioxide concentration of
1% per year is assumed.
Assuming the deployment of a climate engineering strategy consisting of a reduction of inso-
lation (SRM), a control function is defined as 푈 (푥, 푡)푄0 푆(푥)훼(푥,푥푠), which in general depends
on both latitude and time. This term is included in the model through Eqs. (6.7)-(6.8) and aims
to reduce the temperature anomaly generated by the excess of atmospheric 퐶푂2.
Thus, considering a small radiative perturbation 훿퐹퐶푂2 , it is possible to solve the equation
governing the temperature perturbation as follows:
훿푇 (푥, 푡) = ∫
휉푓
휉0
∫
푡
0
퐺(푥,휉, 푡, 휏)Φ(푥, 푡) 푑휏 푑휉 (6.7)
where, in this case, Φ is given by the forcing due to atmospheric 퐶푂2 and the deployment of
climate engineering intervention:
Φ(푥, 푡) = 훿퐹퐶푂2(푥, 푡)−푈 (푥, 푡)푄0푆(푥)훼(푥,푥푠) (6.8)
As can be noted, since only perturbations around the equilibrium temperature of the system
are considered, the term depending on 푇 (푥,0) is equal to zero and only the perturbation term of
Eq. (6.3) is considered in Eq. (6.7).
The analytical expression for the temperature distribution, obtained through the Green’s func-
tion approach, allows for a fast and efficient investigation of the effects of SRM deployment
on the climate system. The advantages of using such an approximate mathematical model for
closed-loop control purposes can be summarised as follow: (1) capturing latitudinal disparities
in induced cooling; (2) easy application of optimisation processes and multi-objective analyses;
(3) clearer understanding of the key climatic processes involved and the effects of closed-loop
control on them; (4) the possibility of developing an analytical control function with latitudi-
nal resolution; (5) the efficient assessment of new climate engineering strategies, prior to more
detailed analysis.
The 1pct퐶푂2 scenario assumes that the 퐶푂2 concentration in the atmosphere rises steadily
at 1% per year; therefore, considering Eq. (3.23), the associated radiative forcing can be obtained
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through the following relationship:
퐹퐶푂2(푡) =
퐹2x퐶푂2
푙푛(2)
log
(
푐푐
푐푐0
elog(1.01)푡
)
(푊 ∕푚2) (6.9)
where the expression found in [144] for the radiative forcing due to atmospheric 퐶푂2 is consid-
ered. Here, 푐푐 is the current퐶푂2 concentration in the atmosphere (400 ppm [104]) and log(1.01)
represents the 1% per year growth rate.
The model described offers an analytical approach to the design of control strategies to coun-
teract radiative forcing on a latitudinal basis. Following the same approach used in [90], a multi-
objective control strategy is applied to the system. The objectives regard the minimisation of
changes in the global mean temperature, the temperature gradient and the equator-to-pole tem-
perature gradient due to increasing 퐶푂2. For this purpose the functions to minimise are defined
by the projection of the temperature distribution 훿푇 (푥, 푡) onto the first three Legendre polynomial
functions [90, 145] that are reported below:
퐿0 = 1 (6.10)
퐿1(푥) = 푥 (6.11)
퐿2(푥) =
1
2
(3푥2−1) (6.12)
Considering Eqs. (6.10-6.12) and the analytical solution of the PDE system for the temperature
anomaly in Eq. (6.7), the three outputs can be defined as follow:
훿푇푖(푡) = ∫
푥푓
푥0
훿푇 (푥, 푡)퐿푖(푥) 푑푥 푖 = 0,1,2 (6.13)
with 푥0 = 푠푖푛(휙0) and 푥푓 = 푠푖푛(휙푓 ), where subscripts 0 and 푓 represent the extremes of the
hemispheric integration.
The latitudinal distribution of 훿푇0(푥, 푡)퐿0, 훿푇1(푥, 푡)퐿1(푥) and 훿푇2(푥, 푡)퐿2(푥) under the 1pct퐶푂2
scenario when SRM is not deployed (푈 (푥, 푡) = 0) can be found in Figs. (6.3- 6.5).
It is important to note that the integration for the Southern hemisphere is necessary in all three
cases since the function 훿푇 (푥, 푡) is distinct for the Northern and Southern hemisphere because
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Figure 6.3: Latitudinal distribution of the global mean temperature anomaly 훿푇0(◦퐶) with timeunder the 1푝푐푡퐶푂2 scenario.
of the parameters selected (see Section 6.2 for details). Therefore, the process described in this
section needs to be undertaken for both hemispheres.
As in [90], the first goal will now consider the minimisation of the global mean temperature
훿푇0(푡) (case 1), the second case also considers the minimisation of the temperature gradient
훿푇1(푡) (case 2), and the third case investigates the full problem where all the three objectives are
taken into account (case 3).
6.3.2 Implementation of a PI controller
The general analytical solution of the PDE model in Eq. (6.3) allows for any type of control
function 푈 (푥, 푡). Thus, the response of the PDE model to several open-loop control laws under
the 1pct퐶푂2 scenario can be investigated. In Figs (6.6-6.9) the temperature anomaly is reported
when several functions 푈 (푥, 푡) are employed in a open-loop control system.
In particular, Fig. (6.6) shows the effect of the 1pct퐶푂2 scenario on 훿푇 (푥, 푡)when a latitudinally-
uniform constant control is considered (푈 = 1%, 푈 = 2%) and when no control is applied (brown
surface with 푈 = 0). As can be seen, the system never reaches an equilibrium state because of
the time-variation of the radiative forcing that is not compensated for by the constant value of the
control function. Also, the latitudinal pattern of the insolation (푆(푥)훼(푥,푥푠)) causes the control
function to have a non-uniform distribution with larger cooling effects at the equator with respect
to the poles.
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Figure 6.4: Latitudinal distribution of the temperature anomaly gradient 훿푇1(◦퐶)with time underthe 1푝푐푡퐶푂2 scenario.
Moreover, in Figs (6.7-6.8), several linear and quadratic profiles from the poles to equator
are considered (푈 = 1.5푥 %, 푈 = 2.5푥 %, 푈 = 2푥2 %, 푈 = 3푥2 %) and compared with the
uncontrolled case (brown surface). These functions represent time-independent reductions of
insolation which are latitudinally non-uniform, thus latitudinal variations can be noted but the
temperature anomaly continues to increase due to 퐶푂2 forcing. Moreover, although in both
cases 푈 = 0 at the equator (푥 = 0), Fig. (6.7) shows insolation reduction toward the north and
insolation growth toward the south, whereas Fig. (6.8) shows a reduction near both poles due to
the quadratic nature of the control function employed.
Finally, in Fig. (6.9), the effect of temporal variations of latitudinally-uniform control laws
are investigated (푈 = 0.01푡%, 푈 = 0.03푡%where 푡 is measured in an years). Again, latitudinally
uniform control laws show the effects of the distribution of insolation. Although the tempera-
ture anomaly decreases everywhere an over-cooling of the tropics and under-cooling of the high
latitudes regions can be noted.
In conclusion, this analysis shows that the climate system never reaches an equilibrium state
when generic open-loop control systems are employed. It is also suggested that the required
control law is a combination of the control functions used for the open-loop control schemes
(function depending on 푥, 푥2 and 푡) which should be specifically chosen for the each radiative
scenario. This is a task that can be accomplished with the PDE model. Therefore, a PI controller
in feedback will be employed with the PDE model to minimise the temperature anomaly for
several multi-objective control strategies as summarised later in Table (6.1).
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Figure 6.5: Latitudinal distribution of the equator-to-pole temperature anomaly gradient 훿푇2(◦퐶)with time under the 1푝푐푡퐶푂2 scenario.
U=0%
U=1%
U=2%
Figure 6.6: Response of the temperature anomaly under 1pct퐶푂2 scenario with constant valuesof the control law: 푈 = 0% (brown surface), 푈 = 1% (orange surface), 푈 = 2% (yellow surface)
A Proportional-Integral (PI) controller is now employed to achieve the required control ob-
jectives. This control structure is a feedback control strategy with delay, where the control at time
푡 depends on the state 훿푇푖 at the previous time (푡−1) (years). This approach is justified since
observations of the temperature distribution during year 푡 would be used to estimate the quantity
of material required, for example if the injection of stratospheric aerosol is used. The time to
collect data, implement decision-making processes are then assumed to cause a delay between
the time of observation and the deployment of the climate engineering strategy. As in [1], in
this analysis a time-delay of 1 year is considered. Other important properties of feedback control
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U=0%
U=1.5x%
U=2.5x%
Figure 6.7: Response of the temperature anomaly under 1pct퐶푂2 scenario with linear relation-ships of the control law with the latitude: 푈 = 0% (brown surface), 푈 = 1.5푥% (orange surface),
푈 = 2.5푥 % (yellow surface)
U=0%
U=2x2%
U=3x2%
Figure 6.8: Response of the temperature anomaly under 1pct퐶푂2 scenario with quadratic re-lationships of the control law with the latitude: 푈 = 0% (brown surface), 푈 = 2푥2 % (orange
surface), 푈 = 3푥2 % (yellow surface)
systems and advantages of their use in climate engineering can be found in [4] and [1].
Following Section 3.6.1, the general structure of the PI control used to achieve the objectives
can be defined as:
푈푖(푡) = 푘푃 푖 훿푇푖(푡−1)+푘퐼푖∫
푡
0
훿푇푖(푡−1) 푑푡 푖 = 0,1,2 (6.14)
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Figure 6.9: Response of the temperature anomaly under 1pct퐶푂2 scenario with time-dependentcontrol laws: 푈 = 0% (brown surface), 푈 = 0.01푡 % (orange surface), 푈 = 0.03푡 % (yellow
surface)
where 푈0(푡) aims to minimise the global mean temperature 훿푇0(푡), 푈1(푡) regards the control of
훿푇1(푡) and 푈2(푡) of 훿푇2(푡), respectively. The control functions for cases (1), (2) and (3) can be
written as:
푈1푥1(푡) = 푈0(푡)퐿0 (6.15)
푈2푥2(푥, 푡) = 푈0(푡)퐿0+푈1(푡)퐿1(푥) (6.16)
푈3푥3(푥, 푡) = 푈0(푡)퐿0+푈1(푡)퐿1(푥)+푈2(푡)퐿2(푥) (6.17)
where 퐿푖 (푖 = 1,2,3) are again the first three Legendre polynomial functions. As can be seen
from Eqs. (6.15-6.17), the control functions are given by a combination of the functions 푈푖(푡),
describing the time-history of the control (given by the outcomes of the PI control strategy) and
the functions 퐿푖(푥), characterizing the latitudinal distribution of the control. The results of this
investigation are presented in detail in the following section.
6.3.3 Results of multi-objective control strategies
Considering the analytical solution of the PDE system in Eq. (6.7), the three outputs, 훿푇0(푡),
훿푇1(푡) and 훿푇2(푡), can be computed through Eq. (6.13). As noted earlier, climate engineering
through the reduction of insolation is deployed in case (1) to minimise the global mean temper-
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ature, in case (2) to drive both 훿푇0(푡) and the temperature gradient 훿푇1(푡) to zero and, finally,
in case (3), all three outputs are controlled. Again, in this analysis the 1pct퐶푂2 scenario is
considered. To achieve these strategies, the control functions reported in Eqs. (6.15-6.17) are
employed.
The three control strategies are summarised in Table (6.1). Specifically, the controlled out-
puts are indicated with the symbol “⋆” in the first three columns, whereas, in the last column the
control function employed is reported for each case. Values for 푘푃 푖 and 푘퐼푖 (푖= 1,2,3) are chosen
Table 6.1: Summary of the control strategies considered.
case 훿푇0(푡) 훿푇1(푡) 훿푇2(푡) Control function
1 ⋆ - - 푈1푥1(푡)2 ⋆ ⋆ - 푈2푥2(푥, 푡)3 ⋆ ⋆ ⋆ 푈3푥3(푥, 푡)
in order to ensure a fast response whilst avoiding excessively increasing the system’s sensitivity
to natural variability [4]. In particular, a response time of 3 years is assumed to select the gains
for 푈0, 푈1 and 푈2 in Eq. (6.14). As can be seen in [4], higher gains would provide a quicker
response to changes, but also a higher amplification of natural variability. Moreover, one of the
purposes of this section is the comparison with results found in [4], therefore an effort is made
to reproduce the scenario employed in [4].
The PI-control scheme is now fully defined and the control functions, in terms of the reduc-
tion of insolation, are obtained. Figure (6.10) shows the time-history of 푈1푥1(푡), which has a
uniform distribution at every latitude since the first Legendre polynomial 퐿0 does not depend on
푥. This strategy shows the effect of a latitudinally-uniform reduction of insolation that increases
with time. However, although the increase of atmospheric 퐶푂2 is uniformly distributed there
is an amplified effect at the poles. Therefore, when uniform cooling is applied as in case (1), a
overcooling of the tropics and an undercooling of the poles occurs with the northern hemisphere
cooler than the southern hemisphere (see also [90]). This result can be seen from Fig. (6.18)
where the latitudinal distribution of the zonal mean temperature at the final time is reported for
the three cases.
Hemispheric differences are related to the different distribution of ocean and land between
the two hemispheres and, in particular, to the impact of the ocean on heat transport [146]. These
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effects are taken into account in the PDE model through the values of the heat capacities and the
transport coefficients employed for the northern and southern hemispheres.
Figure (6.11) shows the function 푈2푥2(푥, 푡), employed in the case (2), which is given by the
combination of the feedback control of 훿푇0(푡) and 훿푇1(푡). Its latitudinal distribution is dictated by
the first and the second Legendre polynomial expressions in order to minimize the global mean
temperature as well as the temperature gradient.
The additional feedback control of the inter-hemispheric temperature gradient in case (2)
reduces disparities between the temperature residuals in the north pole and the south pole and
decreases over-cooling of the tropics. Therefore, as can be seen in Fig. (6.11), a larger cooling
effect is required in the southern hemisphere.
As noted in [90], the additional feedback control of the inter-hemispheric temperature gra-
dient in case (3) reduces disparities between the temperature residuals in the north pole and the
south pole and decreases over-cooling of the tropics. Again, these effects are also confirmed in
Fig. (6.18).
Finally, Fig. (6.12) shows the distribution of the control function employed in the full case
(3), where the equator-to-pole temperature gradient is also minimized.
In all three cases the control strategy employed is consistently comparable with the numerical
results obtained in [90], where multi-objective control strategies are applied to two fully coupled
atmosphere-ocean general circulation models (AOGCM) that participated in CMIP5, the CESM
1.0.2 (Community Earth SystemModel) and the GISSModelE2 (the Goddard Institute for Space
Studies) in order to minimize 훿푇0(푡), 훿푇1(푡) and 훿푇2(푡). In particular, the control responses ob-
tained with the analytical solution of the PDEmodel are comparable with those obtained through
the CESM. However the model shows low sensitivity to the control of 퐿1 as occurs for the GISS
model.
The results regarding the three outputs of the multi-objective control strategy simulations
are reported in Figs. (6.13-6.15). In particular, the output time-history of 훿푇0(푡) is reported in
Fig. (6.13), whereas Fig. (6.14) and Fig. (6.15) show 훿푇1(푡) and 훿푇2(푡), respectively. Each
figure includes three curves: the black line represents case (1), the dark-grey line represents case
(2) and the light-grey line shows the full case (3). Therefore, it is possible to analyse the effect
of every control strategy on each output. Moreover, a Gaussian noise (zero mean and standard
deviation set to 10−2) is added to the outputs of the temperature level to simulate measurement
noise and climate variability.
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Figure 6.10: Latitudinal distribution of the control function 푈1푥1 with the time.
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Figure 6.11: Latitudinal distribution of the control function 푈2푥2 with the time.
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Figure 6.12: Latitudinal distribution of the control function 푈3푥3 with the time.
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Figure 6.13: Perturbation of the global mean temperature 훿푇0(◦퐶) (panel a) in cases 1 (blackline), 2 (blue line), 3 (red line).
It can be seen from Figs. (6.13-6.15) that, in all the cases considered, the objective of each
specific requirement is achieved. In fact the global mean temperature in case (1), the inter-
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Figure 6.14: Perturbation of the inter-hemispheric temperature gradient 훿푇1 (◦퐶) (panel b) incases 1 (black line), 2 (blue line), 3 (red line).
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Figure 6.15: Perturbation of the equator-to-pole temperature gradient 훿푇2 (◦퐶) in cases 1 (blackline), 2 (blue line), 3 (red line).
hemispheric temperature gradient in case (2) and the equator-to-pole temperature gradient in
case (3) are minimized. Although, from Fig. (6.14), it can be noted that the system is not very
sensitive to 푈1 and it is found that 훿푇1 is reduced to a mean value of approximately 0.02◦퐶 . This
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result is comparable with the outcome from the GISS model found in [90]. Moreover, negative
effects are found for the objectives that are not managed in a particular case, such as 훿푇1 in cases
(1) and (3) and 훿푇2 in cases (1) and (2).
In accordance with results from the literature [90, 147], the required latitudinally-uniform
reduction of insolation increases linearly with time as the atmospheric 퐶푂2 concentration grows
(see Fig. (6.10)) and mainly aims to decrease the global mean temperature 훿푇0.
With respect to similar simulations from the literature, the results for 훿푇0(푡), 훿푇1(푡) and 훿푇2(푡)
are comparable with results reported in [90]. Finally, in a rather similar way to the literature the
equator-to-pole temperature gradient (훿푇2) in Fig. (6.15) shows convergence to zero steady-state
error in case (3), while in case (1) it shows large sensitivity to climate variability (noise). It
is therefore clear that the analytic PDE model can provide an efficient and effective means of
investigating non-uniform climate engineering strategies.
Moreover, the model described in this chapter also allows for an analysis of the zonal mean
temperature. Therefore, a trade-off between the number of controlled degrees of freedom of SRM
and the compensation of the zonal mean temperature is performed. Considering Eq. (6.7), the
zonal mean temperature anomaly is computed and it is found that the rms error in compensating
훿푇 is 0.84◦퐶 , 0.81◦퐶 and 0.31◦퐶 when 푈1푥1, 푈2푥2 and 푈3푥3 are applied to the system respec-
tively. These results are shown in Fig. (6.18), where the zonal mean temperature at the final time
is reported with latitude for the three cases considered. As can be seen, the temperature anomaly
is noticeably lower in case (3). This result demonstrates that the zonal mean temperature is not
completely minimized in any case, but that the overall rms error decreases when more degrees
of freedom are managed. In fact, in the case when SRM is not deployed (푈 = 0) the overall
rms error due to the 1pct퐶푂2 scenario is 1.41◦퐶 . Thus, the computed control functions are able
to manage the reduction of the global mean temperature anomaly, the temperature gradient and
equator-to-pole temperature gradient, and greater benefits are found for the zonal mean temper-
ature in all the three cases. In particular, case 3 is the most advantageous and indicates larger
residuals of the zonal mean temperature anomaly when 3 degrees of freedom are considered.
This outcome is also confirmed in [145], where several combinations of the 퐿0,퐿1 and 퐿2
distributions are employed for SRM. In particular, it is found that the rms zonalmean land temper-
ature change from a doubling of 퐶푂2 is reduced when more degrees of freedom are considered.
Also, it is found that with a uniform SRM distribution and increased control closer to the poles,
there is a more nearly uniform offsetting of퐶푂2-induced warming that restores global mean tem-
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perature without over-cooling the equatorial regions and under-cooling the polar regions. This
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Figure 6.16: Contour Plot of the control law estimated to minimise the rms zonal mean temper-
ature anomaly due to the 1pct퐶푂2 scenario over 70 years.
can also be demonstrated through the PDE model when the 1푝푐푡퐶푂2 scenario is considered. As
will be noted in Sec. (6.4), the PDE model can be employed to find a control law with latitudinal
resolution to obtain a desired temperature profile. Therefore, the analytical solution reported in
Eq. (6.3) is used to reduce to zero the rms zonal mean temperature and so Figs. (6.17-6.16) are
obtained. In particular, the control law has been found by setting the expression of the rms zonal
mean temperature provided through the PDE model to zero. As expected, the radiative forcing
required to counteract the 1pct퐶푂2 scenario increases with time (see Fig. (6.16)) and is larger at
the poles than the equator in order to avoid the under-cooling that would be caused by a uniform
deployment of SRM. In particular, this can be noted from Fig. (6.17), where the latitudinal dis-
tribution of the control law at the final time of the simulation (when the radiative forcing is at its
maximum) is reported. This method is equivalent to the selection of the necessary combination
of 퐿0, 퐿1 and 퐿2. In particular, it is found that small levels of control over 퐿1 are required.
As can be seen, the PDE model quickly produces the control function required to achieve the
required goals. Other quantitative analysis of PI, or other control laws, can again be efficiently
performed using the PDE model.
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Figure 6.17: Latitudinal distribution of the control law estimated to minimise the rms zonal mean
temperature anomaly at the final time 푡푓 = 70 years.
6.4 Analytical control law to counteract a doubling of 퐶푂2
The analytical solution of the PDE model reported in Eq. (6.3) can be employed to find a control
law with latitudinal resolution to obtain a desired temperature profile. As demonstrated in the
previous section, PI control is used in a closed-loop scheme to achieve the minimisation of the
required objectives. The final outcome is the appropriate time-dependent control function that
takes latitudinal disparities into account.
In this section, a more generic case is investigated first, where a control function is estimated
in order to achieve a specific temperature profile. Assuming a doubling of 퐶푂2 (which amounts
to a forcing of 퐹2×퐶푂2 = 3.71 푊 ∕푚2) the necessary reduction of solar radiation to drive the
temperature back to the pre-industrial profile is evaluated and expressed through a control law
with latitudinal resolution.
The analytical solution of the system in Eq. (6.7), i.e. the case when small variations of
temperature around the equilibrium state are assumed, is considered as well as an external forcing
that accounts for a doubling of 퐶푂2 and the climate engineering intervention as given below:
Φ(푥, 푡) = 퐹2×퐶푂2 −푈 (푥, 푡)푄0푆(푥)훼(푥,푥푠) (6.18)
CHAPTER 6. MULTI-OBJECTIVE CONTROL IN A PDE MODEL 108
Pointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi t
Pointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPoint
i tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i toint
i tPointi tPointi tointP i tointP i tointi tPointi tPointi tPoint
i tointP i tointP i tointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tointP i tointP i tointi tP
ointi tPointi tPointi tointP i tointP i tointi tP
ointi tPointi tointP i tointP i tointi tPoint
i tPointi tointP i tointP i tointi tPointi t
Pointi tPointi tointP i tointP i tointi t
Pointi tPointi tointP i tointP i toint
i tPointi tPointi tointP i tointP i toint
i tPointi tPointi tPointi tointP i t
ointP i tointi tPointi tPointi toint
P i tointP i tointi tPointi tPoint
i tointP i tointP i tointi tPoint
i tPointi tPointi tointP i toint
P i tointi tPointi tPointi toint
P i tointP i tointi tPointi t
Pointi tointP i tointP i tointi t
Pointi tPointi tPointi toint
P i tointP i tointi tPointi t
Pointi tointP i tointP i toint
i tPointi tPointi tointP i t
ointP i tointi tPointi tPoint
i tPointi tointP i tointP i t
ointi tPointi tPointi toint
P i tointP i tointi tPoint
i tPointi tointP i toint
P i tointi tPointi tPoint
i tPointi tointP i toint
P i tointi tPointi tPoint
i tointP i tointP i toint
i tPointi tPointi toint
P i tointP i tointi tP
ointi tPointi tPointi t
ointP i tointP i tointi t
Pointi tPointi tointP
i tointP i tointi tPoint
i tPointi tointP i toint
P i tointi tPointi tP
ointi tPointi tointP
i tointP i tointi tP
ointi tPointi tointP
i tointP i tointi tP
ointi tPointi tointP
i tointP i tointi tP
ointi tPointi tPoint
i tointP i tointP i t
ointi tPointi tPoint
i tointP i tointP i t
ointi tPointi tPoint
i tointP i tointP i t
ointi tPointi tPoint
i tPointi tointP i t
ointP i tointi tPoint
i tPointi tointP i t
ointP i tointi tPoint
i tPointi tointP i t
ointP i tointi tPoint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPoint
i tointP i toint
P i tointi tPoint
i tPointi tointP
i tointP i toint
i tPointi tPoint
i tPointi tointP
i tointP i toint
i tPointi tPoint
i tointP i toint
P i tointi tPoint
i tPointi tointP
i tointP i toint
i tPointi tPoint
i tPointi tointP
i tointP i toint
i tPointi tPoint
i tointP i toint
P i tointi tPoint
i tPointi tointP
i tointP i toint
i tPointi tPoint
i tPointi toint
P i tointP i t
ointi tPointi t
Pointi tointP i t
ointP i tointi t
Pointi tPoint
i tointP i toint
P i tointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i to ni tP
ointi tPo ni t
ointP i tointP i
o nti tPoini t
Pointi tPoint
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti t
Poini ti tPoin
i tiPointi t
ointP i tioint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i t
i tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPoint
i tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i t
ointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPoint
i tointP i tointP i tointi tPointi tPointi tointP i tointP i t
ointi tPointi tPointi tPointi tointP i tointP i tointi tP
ointi tPointi tointP i tointP i tointi tPointi tPoint
i tointP i tointP i tointi tPointi tPointi tPoint
i tointP i tointP i tointi tPointi tPointi t
ointP i tointP i tointi tPointi tPointi toint
P i tointP i tointi tPointi tPointi tPoint
i tointP i tointP i tointi tPointi tPoint
i tointP i tointP i tointi tPointi t
Pointi tointP i tointP i tointi tPoint
i tPointi tPointi tointP i tointP i t
ointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tointP
i tointP i tointi tPointi tPoint
i tPointi tointP i tointP i toint
i tPointi tPointi tointP i toint
P i tointi tPointi tPointi t
ointP i tointP i tointi tPoint
i tPointi tPointi tointP i t
ointP i tointi tPointi tPoint
i tointP i tointP i tointi t
Pointi tPointi tointP i t
ointP i tointi tPointi tPoint
i tPointi tointP i tointP i t
ointi tPointi tPointi t
ointP i tointP i tointi tP
ointi tPointi tointP i t
ointP i tointi tPointi tP
ointi tPointi tointP i t
ointP i tointi tPointi t
Pointi tointP i tointP i t
ointi tPointi tPointi t
ointP i tointP i tointi t
Pointi tPointi tPoint
i tointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
ointP i tointP i t
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
ointP i tointP i t
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
Pointi tointP i t
ointP i tointi t
Pointi tPoint
i tointP i toint
P i tointi tPoint
i tPointi toint
P i tointP i t
ointi tPointi t
Pointi tPoint
i tointP i toint
P i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to ni tPoint
i tPo ni tointP
i to nP i toint
P i toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i tioint
P ii toinP i ti
ointP ii toinP i t
iointP ii toin
P i tiointP ii t
oinP i tiointP i
i toinP i ti toin
P i tiointP i
i tointP ii t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
ointP i tointi t
Pointi tointP i t
ointi tPointi t
Pointi tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i t
iii ti ti ti ti ti ti ti ti tointi tointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i tointP i tointi tPoint
i tPointi tointP i tointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tPointi tointP i t
ointP i tointi tPointi tPointi tointP i tointP i tointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tPointi tointP i tointP i tointi tPointi t
Pointi tointP i tointP i tointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tPointi tointP i tointP i toint
i tPointi tPointi tointP i tointP i tointi tPointi t
Pointi tointP i tointP i tointi tPointi tPointi t
Pointi tointP i tointP i tointi tPointi tPoint
i tointP i tointP i tointi tPointi tPointi t
ointP i tointP i tointi tPointi tPointi t
Pointi tointP i tointP i tointi tPointi t
Pointi tointP i tointP i tointi tPoint
i tPointi tointP i tointP i tointi tP
ointi tPointi tPointi tointP i toint
P i tointi tPointi tPointi tointP i t
ointP i tointi tPointi tPointi t
ointP i tointP i tointi tPointi tP
ointi tPointi tointP i tointP i t
ointi tPointi tPointi tointP i t
ointP i tointi tPointi tPoint
i tointP i tointP i tointi tP
ointi tPointi tPointi tointP
i tointP i tointi tPointi t
Pointi tointP i tointP i toint
i tPointi tPointi tointP i t
ointP i tointi tPointi tPoint
i tPointi tointP i toint
P i tointi tPointi tPoint
i tointP i tointP i toint
i tPointi tPointi tointP
i tointP i tointi tPoint
i tPointi tPointi tointP
i tointP i tointi tPoint
i tPointi tointP i toint
P i tointi tPointi tPoint
i tointP i tointP i toint
i tPointi tPointi tPoint
i tointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
ointP i tointP i toint
i tPointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i toint
P i tointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
ointP i tointP i t
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
ointP i tointP i t
ointi tPointi t
Pointi tointP i t
ointP i tointi tP
ointi tPointi t
Pointi tointP i t
ointP i tointi t
Pointi tPoint
i tointP i toint
P i tointi tPoint
i tPointi toint
P i tointP i t
ointi tPointi t
Pointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i to n
i tPointi to n
P i tointP i t
o ni tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
iP i toini tP i
ointiP i toini t
P iointiP i toin
i tP iointiP i t
oini tP iointi
P i toini tP ioint
i tP iointi t
P iointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointP i t
ointP i toint
P i tointi t
Pointi ti t
ointi toint
i tointi t
ointi toint
i tointi t
ointi ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i tii
iii t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti ti t
i ti toint
i tointi t
ointi toint
i tointi t
ointi toint
i tointi t
ointi toint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
i ti ti toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti toinP ti tointP i tointP i tointiP tointi tPointi tPointi toinP ti toinP ti toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti
tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPoin
ti toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP tointi tPoint
i toinP ti tointP i tointiP tointi tPointi toinP ti tointP i tointiP toin
ti tPointi toinP ti tointP i tointiP tointi tPointi toinP ti t
oinP ti tointP i tointiP tointi tPointi toinP ti tointP i t
ointiP tointi tPointi toinP ti tointP i tointiP toin
ti tPointi toinP ti toinP ti tointP i tointiP toin
ti tPointi toinP ti tointP i tointiP tointi
tPointi toinP ti tointP i tointiP tointi t
Pointi toinP ti toinP ti tointP i tointiP t
ointi tPointi toinP ti tointP i tointi
P tointi tPointi toinP ti tointP i toin
tiP tointi tPointi toinP ti toinP ti
tointP i tointiP tointi tPointi t
oinP ti tointP i tointiP tointi tPoin
ti toinP ti tointP i tointiP toin
ti tPointi toinP ti toinP ti toin
tP i tointiP tointi tPointi t
oinP ti tointP i tointiP tointi
tPointi toinP ti tointP i toint
iP tointi tPointi toinP ti t
oinP ti tointP i tointiP toint
i tPointi toinP ti tointP i t
ointiP tointi tPointi toin
P ti tointP i tointiP toint
i tPointi toinP ti toinP ti
tointP i tointiP tointi t
Pointi toinP ti tointP i t
ointiP tointi tPointi t
oinP ti tointP i tointiP t
ointi tPointi toinP ti t
oinP ti tointP i tointiP t
ointi tPointi toinP ti
tointP i tointiP toint
i tPointi toinP ti toin
tP i tointiP tointi t
Pointi toinP ti toinP ti
tointP i tointiP toint
i tPointi toinP ti toin
tP i tointiP tointi
tPointi toinP ti toin
tP i tointiP tointi
tPointi toinP ti toin
P ti tointP i tointi
P tointi tPointi toin
P ti tointP i tointi
P tointi tPointi toin
P ti tointP i tointi
P tointi tPointi toin
P ti toinP ti toint
P i tointiP tointi
tPointi toinP ti t
ointP i tointiP toin
ti tPointi toinP t
i tointP i tointi
P tointi tPointi t
oinP ti toinP ti toin
tP i tointiP toint
i tPointi toinP ti
tointP i tointiP t
ointi tPointi toin
P ti tointP i toint
iP tointi tPoint
i toinP ti toinP t
i tointP i toint
iP tointi tPoint
i toinP ti toint
P i tointiP toint
i tPointi toinP t
i tointP i toint
iP tointi tPoint
i toinP ti toinP t
i tointP i toint
iP tointi tPoint
i toinP ti toint
P i tointiP toint
i tPointi toinP t
i tointP i toint
iP tointi tPoint
i toinP ti toinP t
i tointP i toint
iP tointi tPoin
ti toinP ti t
ointP i tointi
P tointi tPoint
i toinP ti toin
tP i tointiP t
ointi tPointi
toinP ti toinP t
i tointP i toin
tiP tointiP t
ointiP tointi
P tointiP toint
iP tointiP toin
tiP tointiP t
ointiP tointi
P tointiP toint
iP tointiP toin
tiP tointiP t
ointiP tointi
P tointiP toint
iP tointiP toin
tiP tointiP t
ointiP tointi
P tointiP toint
iP tointiP toin
tiP tointiP t
ointiP tointi
P tointiP toint
iP tointiP toin
tiP tointi
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPo nti
toinP tio nti
P tointiPoint
i tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini tiPoint
ii tPoini ti
Pointii tPoini t
iPointii tPoin
i tiPointii t
Poini tiPointi
i tPoini ti tPoin
i ti tPoini t
ointP ii toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tointP i toint
i tPointi toint
P i tointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi tPoint
i tPointi t
Pointi tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i tPointi t
Pointi tPoint
i t
sssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss
ssssssssss
ssssssss
ssssss
sssss
sssss
sssss
ssss
ssss
ssss
sss
sss
sss
sss
sss
sss
sss
sss
sss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
s
sssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss
ssssssssssss
ssssssss
sssssss
ssssss
sssss
sssss
sssss
ssss
ssss
ssss
ssss
sss
sss
sss
sss
sss
sss
sss
sss
sss
sss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
ss
s
-0.9 -0.6 -0.3 0 0.3 0.6 0.9
-0.6
-0.3
0
0.3
0.6
0.9
x
T
0
(°
C
)
U1x1
U2x2
U3x3
Figure 6.18: Latitudinal distribution of the zonal mean temperature at final time (푡푓 = 70 푦푒푎푟푠)for the three considered cases.
Although the radiative forcing 퐹2×퐶푂2 is constant with latitude, the climate engineering inter-
vention consists in the fractional reduction of the incoming solar radiation (given by the term
푄0푆(푥)훼(푥,푥푠), see Fig.(3.1) in Section 3.1) and therefore depends on its latitudinal distribu-
tion. In this context, the control function 푈 (푥, 푡), required to counteract the effect of 퐹2×퐶푂2 , can
now be found by setting Φ(푥, 푡) to zero.
6.4.1 Results
Unlike the 1pct퐶푂2 scenario used in Section 6.3.2, in this section a doubling of 퐶푂2 concentra-
tion in the atmosphere is considered. In particular, two cases are considered for this simulation:
in the first case a gradual change from the pre-industrial level up to a doubling of 퐶푂2 occurs
over 70 years (with a time constant equal to 34.4 years and 퐹퐶푂2 = 퐹2×퐶푂2 when 푡 = 70 푦푒푎푟푠),
whereas, in the second case, the external forcing consists of a step change in radiative forcing
equal to 퐹2×퐶푂2 .
The output of the first control strategy is given by the control law in Fig. (6.19.a), where the
required fractional reduction of insolation is reported for the Northern and Southern hemisphere.
As expected, the required control to counteract 퐹퐶푂2 increases with time up to approximately 4%
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of insolation at higher latitudes.
In the second case (Fig. 6.19.b), a constant radiative forcing equal to a doubling of 퐶푂2 is
assumed and a slightly larger control effort is necessary overall. In fact the maximum value of
푈 (푥, 푡) required is 4.5% of the incoming solar radiation. This is due to the larger temperature
anomaly caused by the steady radiative forcing with respect to the gradual change investigated in
the first case. Moreover, integrating푈 (푥, 푡) over latitude, it is possible to estimate the global mean
solar insolation reduction required to counteract a doubling of 퐶푂2. This is found to be 1.78 %,
which is comparable with the value of 1.8% found in literature where the global temperature is
investigated for a doubling of the atmospheric 퐶푂2 content, such as in [46] and [54].
The increase in atmospheric 퐶푂2 concentration causes warming everywhere but requires a
larger cooling at the poles. This can be justified considering the pattern of the incoming solar
radiation (see Fig. (3.1)). When SRM is considered, the latitudinal distribution of the control
law is always related to the pattern of insolation and the response of the climate system, which
in this chapter is given by the PDE model described in Section 6.2.
Since the insolation is larger at the equator and lower at the poles, in order for the term
푈 (푥, 푡)푄0푆(푥)훼(푥,푥푠) to be constant over latitude and balance퐹2×퐶푂2 , in both cases investigated,
the pattern of 푈 (푥, 푡) is required to have an inverse latitudinal distribution with respect to the
incoming solar radiation. Therefore, it is found that the required control is larger at the poles than
at the equator. This result is againwidely comparablewith the literature, for example [44,46,145].
6.5 Conclusions
The analytical solution of a time-dependent model for the climate system with latitudinal resolu-
tion has been developed in this chapter to assess multi-objective closed-loop climate engineering
strategies. The system investigated is a PDE model which is analytically solved for any external
forcing providing the latitudinal distribution of the temperature perturbation with time.
The model can be employed to investigate climate engineering strategies taking into account
latitudinal disparities. High-fidelity numerical models for the climate can also be used to evaluate
climate engineering strategies, but these models are computationally expensive. In contrast, the
use of the PDE model provides a useful tool to rapidly assess SRM strategies, providing a clear
understanding of the climate dynamics involved.
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Figure 6.19: Control law to counteract (panel a) a time-increasing radiative forcing that reaches
퐹2×퐶푂2 = 3.71푊 ∕푚
2 in 70 years and (panel b) a constant radiative forcing equal to 퐹2×퐶푂2 .
The PDEmodel developed in this chapter is employed in three simulations (cases (1), (2), (3))
to explore multi-objective strategies with a PI feedback control. Several objectives were simulta-
neouslyminimised and the latitudinal response investigated considering a steady increase of퐶푂2
concentration in the atmosphere (1pct퐶푂2 scenario). The model provided analytical expressions
for suitable control functions for three strategies, and proved to be effective when multi-objective
analyses are considered. In fact, despite the simplicity of the model, results which are broadly
comparable with the literature are found. The distributions of the control functions with latitude
are obtained using the analytical solution of the PDE model and are again consistently compa-
rable with the literature. In particular, the control responses and the temperature trends obtained
with the analytical solution of the PDE model are comparable with those achieved through the
CESM 1.0.2 (Community Earth System Model). This approach is considered as the verification
of the general correctness and usefulness of the model developed.
Moreover, the model is used for the analysis of the zonal mean temperature. In agree-
ment with the literature, it is found that the rms zonal mean temperature anomaly caused by
the 1pct퐶푂2 scenario decreases when more degrees of freedom are managed. Also, the PDE
model can be employed to find the exact control law required and reduce the zonal mean temper-
ature perturbation to zero. It is found that a non-uniform SRM distribution with increased control
closer to the poles provides a more uniform offsetting of 퐶푂2-induced warming and restores the
mean temperature without over-cooling equatorial regions and under-cooling polar regions.
Chapter 7
Constraints on Solar Radiation
Management
7.1 Introduction
In the previous chapter it has been demonstrated that the PDE model is a useful tool for climate
engineering and can be used to develop analytical control laws for multi-objective strategies.
In this chapter the PDE model is employed to explore constraints on SRM. In particular, the
model can be used to investigate ice line dynamics, providing extreme operational limits on SRM
obtained through the latitudinal model. Through this investigation, it is possible to compare
the estimated SRM necessary to counteract anthropogenic climate change with the insolation
reduction which would cause instability of the climate system through bifurcation to an ice-
covered state.
With respect to other similar calculations in the literature [75,99,140], the insolation reduc-
tion that would trigger climate instability is given as a function of both latitude and time, provid-
ing more information for appropriate comparisons with commonly considered SRM strategies.
Moreover, as found in [140], climate models which include the dependence from time produce
an output which is less sensitive to changes in the solar constant. Also, for the purposes of this
thesis, a time-dependent model allows time-dependent control functions for insolation reduction
to be estimated. As will be seen later, this is a fundamental issue with the dynamics of the ice
line and for SRM investigations in general.
In Section 7.2, considering the PDE model in the previous chapter, the ice line dynamics
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are modelled and in Section 7.3 constraints on SRM are investigated by exploring the effect of
climate engineering on the dynamics of the ice line. Moreover, in Section 7.4, it is assumed that
the upper limit of SRM is exceeded and the climate system has fallen into a ice-covered state. In
these conditions the recovery from the new climate state is investigated estimating the insolation
increment needed. Finally, a concluding discussion and main results can be found in Section 7.5.
7.2 Modelling the ice line dynamics
In this section the dynamics of the ice line is investigated using the analytical solution of the
PDE model in Eq. (6.1). Climate engineering involves the manipulation of the climate system,
therefore the analysis of the stability of the global climate system (related to ice line dynamics)
is of critical relevance for the study of the impact of climate engineering interventions.
This analysis is also of key importance for climate engineering involving SRMsince it demon-
strates that the extent of the insolation reduction commonly considered for SRM is far from trig-
gering large-scale instability of the climate system. However, the definition of such boundaries
is a requirement for engineering ventures. It will be shown that the PDE can be readily adapted
for such analysis.
The Lyapunov stability criterion is now used to find the critical climate engineering interven-
tion that would lead the current climate towards an ice-covered state. An upper limit on SRM is
therefore found by exploring the effect of climate engineering on the dynamics of the ice line.
While this limit is of course highly unlikely to be reached, the analytical PDE model provides
insight into the extreme operational boundaries of SRM.
For simplicity, this strategy is employed for the Northern hemisphere only, therefore 푥1 = 1
always refers to the North pole and the value employed in this section for the climate sensitivity
takes into account only the Northern hemisphere (훽0 = 2.735◦퐶).
As discussed in Section 3.2, the ice line represents the latitude where 푇푠 =−10◦퐶 , and so for
any 푇 ≤ 푇푠, the surface is entirely covered by ice and the albedo is as high as 0.55 [75].
As can be seen from Eq. (3.17), 훿푇 (푥, 푡) depends on the stability eigenvalue 휆 of the 1-
dimensional model found in [75], where 휆 can be obtained through the investigation of the tran-
scendental equation given in Eq. (3.22).
According to [75], onemeans of obtaining 푑푄∕푑푥푠 is a relationship depending on the climate
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sensitivity of the model (훽0) as given below:
푑푄
푑푥푠
(푥푠) =
푄20푆(푥푠)Δ훼
100퐵훽0−(푎+푏푇 8) (7.1)
where, Δ훼 is the change of albedo at the ice line equal to |푎푖 − 푎푤| = 0.23, and where 푎푖 and
푎푤 are ice and water albedo coefficients defined in Section 6.2. In particular, expression of the
smooth albedo in Eq. (6.2) is employed.
Thus, the functions 푑푄푑푥푠 (푥푠0) and 퐹휆 can be plotted as a function of 휆 as shown in Figure (7.1).
The intersections of the curves provide the roots 휆 of Eq. (3.22). In the case when 푑푄푑푥푠 (푥푠0) < 0
the lowest root is negative and the solution is unstable. This condition represents state II and is
equivalent to the transition between state I given by the present climate and state III representing
the ice-covered Earth, according to the notation in [75].
The three equilibrium states are shown in Figure (7.2), where the potential function Π nor-
malised with respect to 푄0 is illustrated as a function of 푇0. Here, 푇0 is the global equilibrium
temperature, which is defined as the integral of 푇 (푥,0) (see Eq. 3.11) with respect to latitude.
The expression of Π(푇0) can be found in [75] and it is reported in Eq. (7.2):
Π(푇0) = 푎푇0+
1
2
푏푇 20 −푄0∫
푇0
0
퐻0(푇 ′0) 푑푇
′
0 (7.2)
Here,퐻0(푇0) is the planetary co-albedo which is defined by:
퐻0(푥푠(푇 )) = 푎푖+(푎푤−푎푖)(푥푠(푇 )+
1
2
푆2(푥푠(푇 )−푥푠(푇 )3)) (7.3)
where the expression 푥푠(푇 ) represents the ice line given as a function of the temperature for
which Eq. (3.16) is employed with 훿푇 used as the independent variable. Thus, with respect to
Eq. (6.2), Eq. (7.3) includes the ice-albedo feedback. In fact, according to [75], the position of
the iceline depends on the global mean temperature as follows:
푥푠 = 1 푇0 > 15◦퐶
푥푠 = 0 푇0 < −15◦퐶
푥푠 = 1−
(푇0−15)
30 −15
◦퐶 < 푇0 < 15◦퐶
(7.4)
Solving Eq. (3.22) for 휆 with 푑푄푑푥푠 < 0, the lowest root is found to be 휆 = −0.3086. As will be
CHAPTER 7. CONSTRAINTS ON SOLAR RADIATION MANAGEMENT 114
shown in Section 7.3, the value found for 휆 determines the reduction of insolation required to
drive the climate system from state I to II. Since state II is unstable (as can be seen in Figure
(7.2)) any larger reduction of insolation would make the system fall into state III; therefore,
the estimated insolation reduction represents the reduction of insolation required before an ice-
covered state is in principle achieved.
In Figure (7.3) the lowest root of Eq. (3.22) is reported for several climate sensitivities and
it can be seen that the greater the sensitivity of the model, the closer to zero the value of 휆. The
PDE model has a sensitivity of 2.74◦퐶 for the Northern hemisphere, again with 휆=−0.3086. In
other cases, 휆 can be less than−1 if the climate model has a sensitivity of 2◦퐶 . Thus, as expected,
in a more sensitive model a smaller change in insolation is necessary to reach the condition for
instability.
Therefore a value of 휆 equal to -0.3086 is employed in Section 7.3 in order to estimate the
limiting control function 푈푖푐푒(푥, 푡) so that the solution 푇 (푥, 푡) approaches the ice-covered stable
solution.
Fλ
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dxs
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Figure 7.1: Plot of functions 푑푄푑푥푠 and 퐹휆 versus the stability parameter 휆.
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Figure 7.2: Normalised potential function with respect to the global equilibrium temperature 푇0.Labels I, II and III represent the equilibrium states of the climate system, i.e. the current climate
condition, an intermediate unstable equilibrium state and the ice-covered state, respectively.
7.3 Estimation of SRM Constraints
In Sections 3.2 and 7.2, the approach to determine the constraint on SRM through the ice line
stability analysis has been detailed. Investigating the dynamics of the ice line and employing the
Lyapunov stability criterion, it is now possible to estimate the form of 푈푖푐푒(푥, 푡) to move the ice
line from its current position to the equator (푥푠→ 0).
Therefore, the result of this investigation provides the limit of SRM in terms of the maximum
reduction of insolation applicable before the Earth’s climate approaches a new ice-covered state.
Again, this provides an extreme operational boundary for SRM, which can be obtained from the
analytic PDE model developed in Section 6.2. However, it is clearly unlikely that such a control
boundary would be reached.
Substituting Eq. (3.17) and Eq. (3.20) found in Section 3.1 in Eq. (3.16), an expression for
훿푥푠 as a function of the control variable 푈 is obtained.
In order to estimate the reduction of solar radiation required to destabilise the climate system
and then achieve the condition of an ice-covered state (푥푠→ 0), the quadratic expression in Eq.
(7.5) is considered as a candidate Lyapunov function:
푣(푥푠(푥, 푡,푈 )) =
1
2
푥푠(푥, 푡,푈 )2 =
1
2
(푥푠0+ 훿푥푠(푥, 푡,푈 ))2 (7.5)
CHAPTER 7. CONSTRAINTS ON SOLAR RADIATION MANAGEMENT 116
-3.0 -2.5 -2.0 -1.5 -1.0 -0.5 0.0
1.6
1.8
2.0
2.2
2.4
2.6
2.8
3.0
β
0
C
)
Figure 7.3: Values of the lowest root of Eq. (3.22), i.e. the stability eigenvalue 휆, for several
values of the climate sensitivity. The intersection of the grey lines represents the value of 휆
associated to the climate sensitivity of the PDE model.
The Lyapunov stability criterion [141] states that the dynamical system 푥̇푠 = 푓 (푥푠(푥, 푡,푈 )) is
unstable at 푥푠0 in the sense of Lyapunov if:
(a) 푣(푥푠0) = 0
(b) 푣(푥푠(푥, 푡,푈 )) > 0 for 푥푠 ≠ 푥푠0
(c) 휕휕푡푣(푥푠(푥, 푡,푈 )) > 0
In particular, relationship (c) provides the unstable condition if reversed. In order to satisfy
condition (a), a function 푣(푥푠(푥, 푡,푈 )) is computed at 푥푠0 = 0.95 and the Lyapunov function
becomes:
푉 (푥푠(푥, 푡,푈 )) = 푣(푥푠(푥, 푡,푈 ))−푣(푥푠0) (7.6)
Since the quadratic expression in Eq. (7.5) is considered, the Lyapunov function is locally pos-
itive and therefore condition (b) is satisfied. For condition (c) the first time-derivative of 푉 is
developed. Substituting Eq. (3.16) in Eq. (7.5), the analytical expression for 푉 (푥푠(푥, 푡,푈 )) can
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then be developed as follow:
푉 (푥푠(푥, 푡,푈 )) = 푈푒
− 휆푡퐶 푓6
(
퐹1(푥)
(
푓5푥푠0−푓6푇0+퐹 (푥푠0)
(
푓6푇0−푓5푥푠0
)))
푓 25
+ 1
2
푈2푒−
2휆푡
퐶 푓 26
퐹1(푥)2−퐹1(푥푠0)2
푓 25
(7.7)
As can be seen in the expression above, 푉 (푥푠(푥, 푡,푈 )) is given by the multiplication of a series
of analytical functions which can be found in Appendix (A). These expressions are obtained
using symbolic computing. In particular, 퐹1(푥) depends on the system parameters, such as the
planetary albedo, insolation, outgoing infra-red radiation, transport coefficient and the slope of
the ice line, whereas, 푓5(휆) and 푓6(휆) depend on the stability eigenvalue 휆.
Computing the first time derivative of Eq. (7.7), which also includes the time-dependence of
푈 , and solving the inequality 휕휕푡푉 (푥푠(푥, 푡,푈 )) > 0 for the variable 푈 the following condition is
obtained:
푈푖푐푒(푥, 푡) ≥ −푓푈1(푥)푓푈2(푥) +
√
푓푈2(푥)퐶1+
푓 2푈1(푥)푒
−2휆푡퐶
푓푈2(푥)
푓푈2(푥)
√
푒−
2휆푡
퐶
푓푈2(푥)
(7.8)
where the analytical expressions for functions 푓푈1(푥) and 푓푈2(푥) can be found in Appendix (B).
As can be seen from Eq. (7.8), condition (c) of the Lyapunov stability criterion is satisfied by
an infinite number of control functions. Each of these functions is identified by a specific value
of the parameter 퐶1, which enables the selection of the initial condition for the control function
푈 . In Fig. (7.4), control functions with values of 퐶1 between 0 and 3 can be found.
If 퐶1 is set to zero in Eq. (7.8), the boundary control function, labelled 푈푏표푢푛푑 , is obtained.
Combining 푈푏표푢푛푑(푥, 푡) with the latitudinal distribution of the albedo and the insolation, it is
possible to estimate the minimum insolation reduction required to achieve an ice-covered state.
Therefore,푈푏표푢푛푑(푥, 푡)푆(푥)훼(푥,푥푠) (see Fig. (7.5)) is theminimum reduction of insolation which
would force a transition to an ice-covered equilibrium state.
Thus, if the cooling applied is below one of the curves reported in Fig. (7.4), the cur-
rent climate will converge to the new ice-covered equilibrium state. Considering the bound-
ary function 푈푏표푢푛푑(푥, 푡), as expected, the required insolation reduction is larger at the equator
(푈∕푄0 ≃ −11.5% for 푥 = 0) than at high latitudes (푈∕푄0 ≃ −4.16% for 푥 = 0.90) and in partic-
ular 푈∕푄0 = 0 for 푥 ≥ 0.95 since that region is already covered by ice. Considering 푈푏표푢푛푑(푥, 푡)
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Figure 7.4: Family of control (0 < 퐶1 < 3) functions satisfying condition in Eq. (7.8).
at 푡 = 0, it is estimated that a minimum overall reduction of insolation of approximately 8.8%
is required to achieve an unstable state (equilibrium condition II in Fig. (7.2)) with 푥푠0 = 0.55.
This result is consistent with the literature [99, 148, 149], for example in [99] Fig.(3), where it
can be seen that a decrease of 8−9% of the solar constant is required to achieve 푥푠 ≃ 0.5.
As seen in Fig. (6.19), in order to counteract a doubling of 퐶푂2, a reduction of insolation
of 4 − 4.5% is required at the poles and only 1 − 1.5% at the equator. Comparing this result
with Fig. (7.5), although the cooling required at the equator to achieve the ice-covered state
is considerably higher than 1.5%, the required deployment of SRM at the poles to counteract
퐹2푥퐶푂2 is in principle sufficient to move the ice line to lower latitudes. However, if the energy
input to the tropics is left nearly constant, as in this case, changes in the albedo of the middle and
upper latitudes can eventually be mitigated by the exporting of energy from the tropics [140].
Therefore, the instability of the system would not be triggered. This analysis is of importance
to climate engineering involving SRM since it demonstrates that the extent of the insolation
reduction commonly considered for SRM is rather far from such a catastrophic boundary.
In order to compute the new temperature profile, representing the third equilibrium state (see
Fig. (7.2)), a small perturbation 훿푈 with 휆 < −1 is considered. The perturbed temperature
obtained by the reduction of insolation given by 푈푏표푢푛푑(푥, 푡) to drive the system from the current
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Figure 7.5: Boundary control function obtained setting 퐶1 = 0 in Eq. (7.8), where any SRMprofile within the surface which satisfies Eq. (7.8) will lead to an ice-covered state.
climate state (I) to the unstable state (II) can therefore be computed as follow:
훿푇12푖푐푒(푥, 푡) = ∫
푡
0
훿푇12(푥,휏)퐺푡(푡, 휏) 푑휏 (7.9)
with 훿푇12 given by Eq. (3.18), where the expression for 푈 is substituted from 푈푏표푢푛푑 and 퐺푡 is
reported in Eq. (6.4) in Section 6.2.
To describe the transition from state II to an ice-covered state (III), Eq. (7.9) becomes:
훿푇23푖푐푒(푥, 푡) = ∫
푡
0
훿푇23(푥,휏)퐺푡(푡, 휏) 푑휏 (7.10)
with 훿푇23 given by Eq. (3.18), where the expression for 푈 is substituted from 푈푏표푢푛푑(푥, 푡) +
훿푈 (푥, 푡).
Figure (7.6) shows the latitudinal distribution of 푇12푖푐푒(푥, 푡) and 푇23푖푐푒(푥, 푡) given by:
푇12푖푐푒(푥, 푡) = 푇 (푥, 푡)+훿푇12푖푐푒(푥, 푡) (7.11)
푇23푖푐푒(푥, 푡) = 푇 (푥, 푡)+훿푇23푖푐푒(푥, 푡) (7.12)
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where 푇12푖푐푒 and 푇23푖푐푒 represent the equilibrium temperatures reached after the perturbations
훿푇12푖푐푒 and 훿푇23푖푐푒 are applied to the system. In particular, 훿푇23푖푐푒 achieves the climate state III,
i.e. the condition of an ice-covered Earth with 푥푠 = 0. However, for any 푈 (푥, 푡) smaller than
푈푏표푢푛푑(푥, 푡) the climate system would remain in state I (current climate with 푥푠0 = 0.95). Also,
in Fig. (7.6), 푇 (푥, 푡) is given by the equilibrium solution describing the current climate (Eq.
(6.3)).
In accordance with the literature [150], in this new climate state the maximum temperature
obtained is −20.44◦퐶 , whereas the global average temperature given by the integration over
latitude of 푇 (푥, 8), i.e. the equilibrium temperature, is −31.77◦퐶 , as expected from the inves-
tigation of the potential function for state III (see Fig. (7.2)). This result can be also seen in
Fig. (7.7), where the contours show equilibrium temperatures between −30◦퐶 and −35◦퐶 for
푥푠 ≤ 0.4 and specific values of (푄0+푈 )∕푄0. As seen in Fig. (7.7), another important feature for
T(x,t)
T23 ice(x,t)
Figure 7.6: Trend of the equilibrium temperature of the current climate (푇 (푥, 푡)) and the equilib-
rium temperatures obtained after the perturbation 푈푏표푢푛푑(푥, 푡) + 훿푈 (푡) is applied to the system,respectively.
the investigation of the dynamics of the ice line is the trend of 푥푠 for a given change of insolation
((푄0+푈 )∕푄0). This can be obtained through Eq. (50) in [75] where the parameters of the PDE
model, averaged between the Southern and Northern hemisphere in order to better imitate the
diffusive model in [75], are considered.
Despite the differences between the PDE model and the model described in [75], such as
the overall climate sensitivity and the parametrisation of the albedo (in [75] a step function is
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employed for 훼(푥,푥푠)), the results, reported in Fig. (7.7) of this work and in Fig. (8) in [75], are
broadly comparable. In both cases the climate system shows two equilibrium states for current
insolation conditions. As can be seen from Fig. (7.7), if the normalised insolation is decreased
to 0.94, the unstable equilibrium state is reached and although if the normalised insolation is
increased again the ice line decreases further and the ice-covered state is reached. As it will
be seen later, a much larger warming perturbation is required to lead the system back to the
current climate state if an ice-covered state is reached. This outcome is in agreement with the
literature where steady-state climate models are considered and suggests that only a 6% reduction
of insolation is required to trigger the instability. Otherwise following the approach developed
in this Chapter, with the PDE model in Section 6.2, it is found that the overall reduction needs
to be 8.8% to drive the system to instability (Section 6.4). This discrepancy is due to the time-
dependency of the PDE model employed [140].
The change of sign of the curve for 푥푠 > 0.8 in [75] is an artefact of the mathematical form
of the albedo step function, as explained by North et al. in [75], and it is therefore not visible in
Fig. (7.7) because a smooth function is considered for the albedo. Another similar model, where
the same function in Eq. (6.2) is employed for the albedo, can be found in [137]. In particular,
in [137], the graph of Fig. (7.7) is obtained through numerical simulations (and can be found in
Fig. (4.2) of [137]). Although the models employ different system parameters, the values of 푄
are broadly comparable with the normalised values shown in Fig. (7.7).
7.4 Recovery from an ice-covered state
Finally, the recovery from an ice-covered state is investigated for completeness. The procedure
described in Section 7.2 is applied again in order to estimate the variation of insolation necessary
to drive the Earth’s climate from an ice-covered state (III) to its previous state (the current climate
state I). Therefore, in this case, 푥푠0 = 0, 푇푠 = −20.44◦퐶 and 휆 = −0.28 (obtained through Eq.
(3.22)) are employed. Again, a family of control functions which would trigger a recovery is
found. In Fig. (7.8), several control functions are reported for values of 퐶1 between 0 and 3. As
before, the minimum control function can be found setting 퐶1 = 0 and Fig. (7.9) is obtained.
Therefore, considering the minimum control function reported in Fig. (7.9), it is estimated
that an overall increase of 푈∕푄0 = 30% is required to move the ice line from 푥푠 = 0 back to
푥푠 = 0.95. In particular, a maximum increase of 30.1% is required at the equator and a minimum
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Figure 7.7: Dotted curve represents the trend of the position of the ice line 푥푠 with the variation ofthe insolation (normalised over the current value of the solar constant 푄0). The values of 푥푠 areobtained computing Eq. (50) in [75] with the parameters of the PDEmodel (see Section 6.2). The
contours give information on the equilibrium temperature for a given insolation ((푄0+푈 )∕푄0)and ice line position (푥푠).
of 10.6% at the pole. This result can be also found in [148].
The family of functions 푈푟(푥, 푡) (푟 stands for recovery) provides the distribution of insolation
increase required to move the climate system back to current conditions. In particular, 푈푟(푥, 푡) is
obtained considering Eq. (3.16) and applying the Lyapunov stability criterion as for the previous
case. As before, the new equilibrium temperature can be computed through Eq. (7.9) and Fig.
(7.10) is then obtained. In particular, the trend of the temperature of the ice-covered climate state
is given by 푇23푖푐푒 whereas the new climate state reached is represented by 푇푟푒푐 .
It can be noted that the value of the equilibrium temperature at 푥 = 0.95 is −10◦퐶 and the
overall equilibrium temperature of the new climate state is 24.1◦퐶 . In accordance with other
results from the literature [75], the new equilibrium state is found to be much warmer than the
previous state with a global equilibrium temperature of order 13◦퐶 , despite that the ice line is
at 푥푠0 = 0.95 in both cases. This is due to latitudinal diffusion of heat towards the poles and
the strong ice-albedo feedback. Because of these phenomena, a considerable increase of solar
radiation is required near the equator to move the ice line back to the pole and this causes a
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Figure 7.8: Family of control functions (0 < 퐶1 < 3) for the recovery from an ice-covered state.
resulting warmer equilibrium climate state.
7.5 Conclusions
In this Chapter, the PDE model investigated in Chapter 6 is employed in order to investigate the
upper limit on SRM through the analysis of the ice line dynamics. This analysis is of importance
for climate engineering involving SRM since it demonstrates that the extent of the insolation
reduction commonly considered for SRM is far from the insolation reduction required to trigger
instability of the climate. However, the definition of such boundaries are of importance for any
engineering venture. With respect to other similar analysis in the literature, where the insolation
reduction required to achieve an ice-covered state is estimated, in this case, the whole family of
control functions which would destabilise the climate system is found and analytical expressions
are provided as a function of both latitude and time.
Results of the analysis show that the minimum overall control effort required for an ice-
covered state is approximately 8.8%, which decreases towards zero as the climate cools. In par-
ticular, the maximum insolation reduction is required at the equator (11.5%) and the minimum
at high latitudes (4.2%). The system then falls into a stable ice-covered state, where the global
equilibrium temperature is estimated to be −32◦퐶 .
The use of the PDE model allows a clear and quick assessment of the boundaries of SRM,
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Figure 7.9: Minimum control function required to recover from an ice-covered state obtained
setting 퐶1 = 0, where any SRM profile within the surface, which is also part of the family offunctions in Fig. (7.8), will lead to the current climate state
.
proving that the insolation reduction required to move the ice line to the equator is much larger
than that considered for SRM deployment. Again, it is highly unlikely to accidentally force an
ice-covered state.
Finally, the recovery from the ice-covered state is investigated, again through the approach
of the Lyapunov stability criterion. In this case, in accordance with the literature, an overall
increase of insolation of 30% (of which a maximum of 30.1% at the equator and a minimum of
10.6% at the pole) is required to restore the ice line to its previous position. The equilibrium
temperature of the new climate state is found to be approximately 24.1◦퐶 , which is greater than
the equilibrium temperature for the current climate. This is due to the effect of the latitudinal
diffusion towards the pole and the strong ice-albedo feedback that requires a large increase of the
insolation near the equator.
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Figure 7.10: Trend of the temperature of the ice-covered climate state (푇23푖푐푒(푥, 푡)) and the tem-perature obtained after the perturbation 푈푟(푥, 푡)푆(푥)훼(푥,푥푠0) is applied to the system, which isgiven by 푇푟푒푐(푥, 푡).
Chapter 8
Space solar shields to counteract climate
change in a latitudinal Energy Balance
Model
8.1 Introduction
Concepts for SRM, such as aerosol injection in the stratosphere or deployment of space-shields,
is generally seen as the fastest-acting and most efficient climate engineering scheme, particularly
compared to CDR. SRM strategies involving the deployment of large shields in Earth orbit to
reflect back a fraction of insolation, and therefore decrease global mean temperatures [42, 48],
are investigated in this chapter to counteract radiative forcing from a doubling of 퐶푂2 within
less than 2 decades.
With respect to prior work [42, 43, 49, 52, 151], in this chapter a continuous climate model
with latitudinal resolution is employed using the PDE model of Chapter 6. It is therefore possi-
ble to analytically estimate the insolation reduction required at every latitude and determine the
most suitable orbit for the shield. Moreover, orbital perturbations are included in the analysis to
estimate the shield position in orbit.
In order to counteract a doubling of 퐶푂2, equivalent to an insolation reduction of 1.78 %, it is
found in [50] that an occulting solar disk of radius 915 km would be required, whereas, in [152]
it is estimated that an interception area of 2×106 푘푚2, or a disk approximately 800 km in radius
would be required. However, these strategies do not take into account latitudinal disparities due
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to SRM.
The strategy employed in this chapter considers a shield in Earth orbit capable of providing
discontinuous shade on a latitudinal scale, which aims to match the required latitudinal profile
of insolation reduction needed to counteract a doubling of 퐶푂2 concentration. The main goal
of the chapter is to provide a strategy for SRM which takes into account the orbit of the shield,
latitudinal disparities as well as seasonal effects.
In Section 6.4, a continuous latitudinal PDE model with analytical solution is employed to
estimate the latitudinal insolation reduction required to counteract a doubling of 퐶푂2 concen-
tration. In this chapter, the PDE model is revised in order to include the grade of obscuration
provided by the space shields and then estimate the resulting effect on the temperature profile.
In Section 8.2, a formulation for the grade of obscuration is derived and is employed in the
PDE model to demonstrate the validity of the strategy by reproducing results from the literature.
Also, in Section 8.4, an analytical expression for the shield radius required is obtained and, in
Section 8.5, the geometry between Sun and shield is determined.
The design of the optimal orbit to provide a matching of the required latitudinal obscuration
pattern is also discussed in Section 8.5, where the description of an optimisation process is pro-
vided. In particular, the optimization is performed to minimise the shield’s size as well as to
provide large obscuration at high latitudes (requirement of the problem as found in Section 6.4).
Moreover, since space shields are high area-to-mass ratio objects, the effects of solar radiation
pressure (SRP), and also 퐽2 perturbations, on the orbit need to be investigated. Therefore, in
Section 8.6.2, the effect of these perturbations are quantified.
Results of the optimisation are reported in Section 8.6, where the efficiency of the strategy
employed is demonstrated investigating its effect upon the latitudinal temperature profile when
a single shield (Section 8.6.1) or a constellation of shields (Section 8.6.3) are deployed. Indeed,
when more than one shield is considered the radius of each shield can be largely reduced.
8.2 Grade of obscuration provided by a solar shield
Following Sections 3.1 and 6.2, the PDE model in Eq. (6.1) is employed in this chapter to
describe the climate system and to assess the effects of space shields. Equation (6.1) can be
summarised as:
퐶
휕푇 (푥, 푡)
휕푡
= 휕
휕푥
퐷(1−푥2)휕푇 (푥, 푡)
휕푥
−푏푇 (푥, 푡)+Φ(푥) (8.1)
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where terms and parameters are defined in Section 6.2 for each hemisphere. In particular, the
formulation in Eq. (4.4) is employed for the infra-red parameters 푎 and 푏. Moreover, Φ is the
external forcing of the system which in this case depends only on 푥 and can be written as:
Φ(푥) = (1−푈 )푄0푆(푥)(훼(푥,푥푠))−푎+퐹2×퐶푂2 (8.2)
In addition, with respect to Eq. (6.1), the radiative forcing due to a doubling of carbon dioxide
(퐹2×퐶푂2 = 3.71푊 ∕푚2) is included in Eq. (8.2).
The necessary reduction of insolation 푈 (푥) to drive the temperature back to pre-industrial
levels has been estimated in Section 6.4 and expressed through a control law with latitudinal
distribution in Fig. (6.19). As can be seen, the required control has a distinctive latitudinal distri-
bution which depends strictly on the latitudinal pattern of insolation (see Section 6.4 for further
details).
As seen in Fig. (6.19), in order to counteract a doubling of 퐶푂2, an insolation reduction of
3−4.5% is required near the poles, i.e. between latitudes ±50◦ to ±90◦, whereas only 1−2% is
necessary at lower latitudes. Therefore, the optimal orbit should provide a larger coverage of the
polar regions with respect to the low-latitude regions. Before initiating the optimisation process
which provides the optimal parameters for the shield’s orbit, it is necessary to estimate the grade
of obscuration provided by the shield. A shield in Low-Earth-Orbit (LEO) is assumed so that a
larger number of obscuration events would occur. This choice will be confirmed later through
the optimisation process.
Thus, in this section, a computation of the area of the shaded region on the Earth’s surface
is performed. Since the altitude of the orbit is rather low (LEO), it is necessary to consider the
shaded region as a spherical cap whose area is given by [153]:
퐴푒 = 2휋푅2퐸
(
1− 푐표푠
(
푅푠
푅퐸
))
(8.3)
where 푅푠 is the radius of the shield and 푅퐸 is the Earth’s radius.
The grade of obscuration at time 푡 and latitude 푥 is given by the ratio of 퐴푒 to the area of the
Earth’s sphere and can be written as:
(푥, 푡) = 1
2
(
1− 푐표푠
(
푅푠
푅퐸
))
푆(푥(푡), 푡)훼(푥(푡), 푡) (8.4)
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where, the terms 푆(푥, 푡) and 훼(푥, 푡) represent the latitudinal distribution of insolation and the
planetary albedo at time 푡 and latitude 푥 as described in Eqs. (3.13)-(3.14). These terms take
seasonal effects into account. In the PDE model in Eq. (8.1), the yearly-averaged functions
푆(푥) and 훼(푥,푥푠) from Eqs. (3.5)-(3.6) are employed to describe the latitudinal distribution of
the insolation in the PDE model since the behaviour of the climate system will be investigated
over several decades. However, in this case, the grade of obscuration provided by the shield
throughout one year is explored in conjunction with its orbital elements and the Sun’s position.
Seasonal variations are therefore of critical importance.
8.3 Validation of the strategy with the PDE latitudinal model
In this section the PDE model is employed to compute the required shield radius to counteract a
doubling of퐶푂2. In particular, since the objective of this section is the reproduction of the results
from the literature [51], seasonal effects will be neglected and the annual average insolation
(푆(푥)(훼(푥,푥푠))), with terms found in Eqs. (3.5)-(3.6), is considered for the obscuration function
in Eq. (8.4).
Thus, the expression for the grade of obscuration is largely simplified and can be analytically
solved considering the analytical solution of the PDEmodel found in Section 6.2. It is then found
that in order to quickly minimise the temperature anomaly, the radius of the shield needs to be
between 1350 km and 2600 km (depending on latitude) equivalent to an area of 5.7×106−2.1×
107 푘푚2 which is comparable with the area 55000×100 푘푚2 = 5.5×106 estimated in [51] for
a large cloud of 100∕푘푚2 reflectors. As can be seen, employing the PDE model, the latitudinal
resolution is maintained, therefore the analysis provides greater insight to the estimation of the
shield radius with respect to the literature. In fact, as expected, in principle the shield radius
required to minimise the temperature anomaly due to a doubling of 퐶푂2 concentration is not
constant and depends on the latitude as can be seen in Fig. (8.1). As expected, a smaller shield
is required at low latitudes because of the larger mean insolation received in those regions.
In the next section, an optimization process will be performed in order to find the ideal orbit
for the shield and provide sufficient obscuration at high latitudes. As will be seen, the optimiza-
tion process includes the orbital dynamics of the shield and it will be demonstrated that, choosing
an orbit which provides matching of the insolation reduction, it is possible to use a shield of fixed
size.
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Results from the literature can therefore be reproduced neglecting seasonal and latitudinal
effects and without purposely designing the shield orbit through an optimisation process. In the
next section, the method employed to select the ideal orbit for the shield, taking into account
latitudinal disparities due to the pattern of insolation and seasonal effects, will be developed.
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Figure 8.1: Required shield radius to counteract a doubling of퐶푂2 with latitude obtainedwithoutoptimisation and neglecting seasonal effects.
8.4 Estimation of the shield radius
In this section, a relationship to estimate the dimensions of the shield is found. In particular, the
radius of the shield is estimated considering the insolation reduction required at high latitudes
and then the orbit is designed in order to minimize the presence of the shield at low latitudes.
This strategy provides the matching insolation reduction to counteract a doubling of 퐶푂2 at each
latitude.
Thus, taking into account Eq. (8.4) with seasonal effects, discussed in Section 3.1, it is
possible to find the shield radius required to achieve the insolation reduction required at high
latitudes (>±50◦) to counteract a doubling of 퐶푂2. Again, the coverage of high latitude regions
is considered the main objective to find the shield size whereas the minimization of the time
spent at lower latitudes is achieved through the orbit design. Also, the value of ±50◦ was chosen
to identify the limit between high and low latitudes because, as can be seen in Fig. (6.19), the
most relevant variations for required insolation reduction occur near ±50◦.
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Integrating Eq. (8.4) over a year (푡푓 ), the yearly-averaged obscuration function 푦 at high
latitudes 푥푒 is obtained:
푦 = 12
(
1− 푐표푠
(
푅푠
푅퐸
))
∫
푡푓
0
푆(푥퐻 , 푡)훼(푥퐻 , 푡) 푑푡 (8.5)
where 푥퐻 represents the latitude of a point on the Earth’s surface within the shaded area which is
higher than a latitude of ±50◦. Using Eq. (8.5), the required shield radius which would provide
the necessary change in solar radiation at 푥퐻 during each obscurating event may be obtained
through the following expression:
푅푠(푥퐻 ) = 푅퐸 푎푟푐푐표푠
⎛⎜⎜⎝1−
2 푦
∫ 푡푓0 푆(푥퐻 , 푡)훼(푥퐻 , 푡) 푑푡
⎞⎟⎟⎠ (8.6)
The required value of 푦 can be written as:
푦 = 퐹2x퐶푂2푄0 푛표푏푠퐻 = 1.086% 푛표푏푠퐻 (8.7)
where 1.086% is the radiative forcing reduction required to counteract a doubling of퐶푂2 (3.71푊 ∕푚2)
normalised with respect to the solar constant. Radiative forcing due to carbon dioxide is uni-
formly distributed over all latitudes, therefore this value is constant. Also, 푛표푏푠퐻 is the number
of obscuration events occurring at high latitudes throughout each year. In particular, the num-
ber of obscuration events at high latitudes is considered in order to guarantee that the minimum
obscuration needed is provided at all latitudes. Selecting the final value of the shield through
this method would guarantee that there are no under-cooled regions. In this way, Eq. (8.6) can
be employed to estimate the shield radius to provide the necessary radiative forcing reduction
during every obscuration event, taking seasonal variations into account. In fact, the latitudinal
dependence of the control law is found in the terms 푆(푥(푡), 푡)훼(푥(푡), 푡), which also defines 푛표푏푠퐻 ,
and provides the latitudinal distribution of insolation reduction.
As will be seen in the Section 8.5, the estimation of the shield’s size is linked to the orbit ele-
ments of the shield since these are employed to determine the geometry between Sun and shield.
The geometry is then employed to determine coordinates of the shaded regions as a function of
time as well as the time of the year when obscuration occurs. Again, these contributions can be
found in the term 푆(푥퐻 , 푡)훼(푥퐻 , 푡) in Eq. (8.6).
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Moreover, the distinction between obscuration events occurring in winter and summer is of
relevance because, for example, as can be seen in Fig (3.1), in the northern hemisphere, during
summer months a larger quantity of insolation would be reflected back to space with respect to
the case when the shield is employed during winter months. As will be seen later, this response
is also considered in the optimisation process.
8.5 Design of the ideal shield orbit
In order to design the orbit of the solar shield, the geometry in Fig. (8.2) is considered. In par-
ticular, 퐗퐬 and 퐗⊙ are the position vectors of shield and Sun, respectively. Their expressions
can be found in Eqs. (3.32)-(3.47), where distances are measured in astronomical units (AU).
Specifically, the shield coordinates in the Earth centred rotating frame can be computed follow-
ing the process described in Section 3.5 for a given set of orbital elements (푎푠, 푒, 푖푠, Ω푠, 휔푠).
This procedure is included in the optimisation process performed to find the best combination of
orbital elements for the shield’s orbit. Moreover, as discussed in Section 3.5.2, long-term per-
turbations due to 퐽2 and solar radiation pressure have a non-negligible effect on the longitude of
ascending node and argument of perigee. Therefore these perturbations are taken into account
in the optimisation process and are computed at every iteration in order to correctly estimate the
shield position.
The equation of the line connecting the Sun and shield is퐗=퐗⊙+푑퐥, where 푑 is the distance
along the line centred at the Sun and 퐥 is a unit vector representing the direction of the line which
can be written as:
퐥 =
(푥푠−푥⊙
퐷푠⊙
,
푦푠−푦⊙
퐷푠⊙
,
푧푠−푧⊙
퐷푠⊙
)
(8.8)
In Eq. (8.8), 퐷푠⊙ is the distance between Sun and shield in astronomical units. Combining the
line’s equation with an expression for the Earth’s sphere, it is possible to calculate the intersection
points (퐗푒1 and퐗푒2) on the Earth’s surface as shown in Fig. (8.2). One of these points represents
the location where a partial obscuration occurs, whereas the other is located on the other side
of Earth, as can be seen in Fig. (8.2). Thus, solving the resulting equation for 푑, the following
expression is obtained:
푑∗ = −퐥 ⋅퐗⊙±
√(
퐥 ⋅퐗⊙
)2− |퐗⊙|2+푅2푒 (8.9)
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Figure 8.2: Geometry of the obscuration of a location on the Earth’s surface provided by a space-
based solar shield.
where 푑∗ is the distance between the Sun and the two intersections on the Earth’s surface. The
Earth’s radius is also measured in 퐴푈 in Eq. (8.9).
When the term under the radical sign in Eq. (8.9) is larger than or equal to zero and퐗⊙ ⋅퐗퐬 >
0, i.e. the Sun and shield are on the same side with respect to the Earth, a partial obscuration
occurs at:
퐗퐞ퟏ =
(
푥푒1,푦푒1,푧푒1
)푇 = 퐗⊙+푑∗퐥 (8.10)
In particular, 푑∗ is computed considering the negative sign in Eq. (8.9) to find the coordinates
of 퐗퐞ퟏ and to neglect 퐗퐞ퟐ. Thus, the latitude of the intersection point can be written as:
휙푒 = 푎푟푐푠푖푛
(
푧푒1
푅푒
)
(8.11)
This expression provides the link between the orbit elements of the shield and the latitudinal
distribution of the obscuration pattern.
Then, considering the expression in Eq. (8.11), a process of maximisation is performed to
find the most suitable combination of orbital elements for the solar shield that would provide the
required insolation reduction to counteract a doubling of 퐶푂2 concentration as well as minimise
the size of the shield. The objective function, which attempts to maximize the latitude of the
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obscuration events while minimising the shield radius, may be written as follows:
 (푎푠, 푖푠, 푒,Ω푠,휔푠,퐴푠∕푚) = 휙̄푒휙∗푒 − 푅푠푅∗푠 (8.12)
where 휙̄푒 is the average latitude of the intersection point in a year which can be written as:
휙̄푒 =
푛표푏푠∑
푖=0
휙푒푖
푛표푏푠
(8.13)
here, 푛표푏푠 is the number of obscuration events occurring throughout the year. Moreover, in Eq.
(8.12), 휙∗푒 is equal to 90◦, i.e. the highest achievable latitude which represents the ideal case
in order to provide more obscuration at high latitudes. Thus, term 휙̄푒∕휙∗푒 is maximized when
휙̄푒 approaches 휙∗푒 . Similarly, 푅∗푠 represents the worst case scenario for the shield radius. After
several iterations, the most suitable value for 푅∗푠 was found to be 490 km. This value guarantees
that the terms in Eq. (8.12) maintain the same order of magnitude throughout the simulation.
Thus, term −푅푠∕푅∗푠 is maximized when 푅푠 is much smaller than 푅∗푠 .
It is worth noting that, 휙푒 and 푅푠 in Eq. (8.12) are normalised with respect to the respective
ideal/worst case to compare different quantities and combine them in a single expression. In fact,
both terms are in the range (0,1).
Finally, it was pointed out in Eq. (8.12) that the objective function depends on the orbital ele-
ments of the shield and퐴푠∕푚, i.e. the area-to-mass ratio of the shield, which affects perturbations
due to solar radiation pressure (see Section 3.5.2 for details).
It is important to note that 휙푒 (and therefore  ) exists only when the geometry required for
an obscuration event is satisfied. Therefore, the conditions for existence of an obscurating event
are verified at every iteration of the optimisation process.
8.6 Results
In this section, results from the optimisation process described in Section 8.5 are reported. In
particular, in Section 8.6.1 a strategy involving only one large shield in Earth orbit is considered,
whereas in Section 8.6.3 several smaller shields are considered to provide the insolation reduction
required to counteract a doubling of 퐶푂2.
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8.6.1 Single shield
The results of the optimisation are summarized in Fig. (8.3), where values for Ω푠, 휔푠,푀0 and 푖푠
which maximise the objective function  are reported for 64 different sets of initial conditions
used with the optimiser. Specifically, the initial conditions considered can be summarized as:
Ω푠(0) = [0 90 250 300]◦
휔푠(0) = [0 90 250 300]◦
푀0(0) = [0 90 250 300]◦
(8.14)
The optimized solutions are provided for the 64 combinations of initial conditions given in Eq.
(8.14) for the orbital elements. For the other orbital elements, the initial conditions considered
are 푖푠 = 70◦, 푎푠 = 7500 푘푚, 푒 = 0.01 and 퐴푠∕푚 = 10 푚2∕푘푔. These values are then modified
during the optimization process to find the maximum of the objective function in Eq. (8.12).
Through this approach, it is possible to obtain reliable results which do not depend on the
initial guess. Thus, the global maximum of the objective function can be found. The optimal
values found for the semi-major axis and eccentricity of the orbit are approximately 7500 푘푚 and
0.01, respectively, whereas, for the orbit inclination and longitude of the ascending node, values
can be found in Fig. (8.3). As can be seen, they are mostly in the following ranges: 60◦ < 푖푠 < 70◦
and 0◦ <Ω푠 < 40◦. Values of the other orbital elements are rather spread but mostly distributed
as follows: 휔푠 = (0◦,30◦,250◦) and푀0 = (0◦,250◦,300◦). Moreover, employing Eq. (8.6), it is
possible to estimate the shield radius in order to provide the necessary insolation reduction. This
investigation is performed for every set of orbital elements obtained through the maximisation
of the function  and Fig. (8.4) is therefore obtained.
The best solution, which provides the smallest shield radius, is chosen. Thus, it is found
that the the ideal orbit has the following orbital elements: semi-major axis of 7875.6 푘푚, orbit
inclination of 88.1◦, longitude of ascending node of 282◦, argument of the perigee of 252◦, mean
anomaly of 0◦ and area-to-mass ratio of 29 푚2∕푘푔. In this case, the minimum value found for
the shield radius required to provide the necessary latitudinal distribution of solar reduction is
estimated to be 1467 km. From Fig. (8.4), it can be seen that for any other combination of values
of inclination and longitude of the ascending node, larger values of the shield radius, ranging
from 1470 to 1540 km, are found.
Considering the result reported in Fig. (8.1), it can be noted that the optimal value found for
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the shield radius is close to the lowest estimate for the shield radius which would be enough to
achieve the insolation reduction required at low latitudes, but it would be too small to counteract a
doubling of 퐶푂2 concentration at high latitudes. However, as will be demonstrated, considering
the orbital elements found through the optimization process, the shield orbit and size defined, it
is possible to provide the necessary insolation reduction at every latitude.
Considering the optimal result achieved from the optimisation, the obscuration function may
be computed through Eq. (8.4) and the distribution of  as a function of time and latitude is
obtained (see Fig. (8.5)). In particular, the blue dots represent obscurating events at high lati-
tudes, whereas grey dots portray events at latitudes between −50◦ and 50◦. In addition to the
Figure 8.3: Values of the orbital elements resulting from the maximisation of function  for 64
different sets of initial conditions.
minimization of the shield radius, the goal of the optimisation process is the maximisation of
the obscuration at high latitudes and its minimisation between −50◦ and 50◦ in order to achieve
a pattern of insolation reduction which would match the distribution reported in Fig. (6.19). In
fact, it can be seen in Fig. (6.19) that a much smaller reduction of insolation is required at low
latitudes. Specifically, integrating the function 푈 (푥), found in Section 6.4, at low (L) and high
(H) latitudes in each hemisphere as follows:
푈퐿 = ∫
50◦
0
푈 (푠푖푛(휙))푑휙 (8.15)
CHAPTER 8. SPACE SHIELDS FOR CLIMATE ENGINEERING 137
Figure 8.4: Values of the set of orbital elements resulting from the maximisation of the function versus the value of the shield radius estimated to counteract a doubling of 퐶푂2 concentration.
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Figure 8.5: Latitudinal distribution of the obscuration function throughout a year provided by
a shield orbiting the Earth (푎푠 = 7875.6 푘푚, 푒 = 0.01, 푖푠 = 88.1◦, Ω푠 = 282.24◦, 휔푠 = 252.17◦,
푀0 = 0◦, 퐴푠∕푚 = 29.13 푚2∕푘푔, 푅푠 = 1467 푘푚).
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푈퐻 = ∫
90◦
50◦
푈 (푠푖푛(휙))푑휙 (8.16)
It is estimated that only a 1.25 % insolation reduction is required at low latitudes (푈퐿) and as
much as 3.5 % at high latitudes (푈퐻 ).
Results show that, for the case considered above which provides the minimum shield radius,
the shield would cover high-latitude regions for the 8.8 % of the year, whereas for the 29.4 % of
the year would provide obscuration at low latitudes (휙 < ±50◦).
Although high latitudes are covered for a smaller fraction of time, as can be seen in Fig. (8.5),
the polar regions are mostly obscured when the largest insolation is received, i.e. from May to
September in the northern hemisphere and from October to April in the southern hemisphere.
In this way, each obscurating event is more effective with respect to the case when the shield is
employed during the winter months. Therefore, if this strategy is employed, then a smaller shield
of fixed size would be necessary to provide the required insolation reduction at each latitude and
counteract a doubling of 퐶푂2 concentration. Specifically, this result is noted in Fig. (8.6), where
the latitudinal obscuration function can be found for both hemispheres. It can be seen then that
the obscuration provided by the shield is similar to the required insolation reduction estimated
previously.
−90 −60 −30 0 30 60 90
0
0.5
1
1.5
2
2.5
3
Latitude (°)
D
ai
ly
 O
bs
cu
ra
tio
n 
[%
]
Figure 8.6: Latitudinal distribution of the obscuration function provided by a shield each
day (푎푠 = 7875.6 푘푚, 푒 = 0.01, 푖푠 = 88.1◦, Ω푠 = 282.24◦, 휔푠 = 252.17◦, 푀0 = 0◦, 퐴푠∕푚 =
29.13 푚2∕푘푔, 푅푠 = 1467 푘푚).
The estimated obscuration function obtained in Fig. (8.5) can be substituted in the PDE
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model by considering:
푈 (푥, 푡) = (푥, 푡)
푆(푥)(훼(푥,푥푠))
(8.17)
where can be noted that the obscuration function already includes terms due to insolation, there-
fore it needs to be divided by 푆(푥)(훼(푥,푥푠)). Employing (8.17) in Eqs. (8.1-8.2), it is possible
to investigate the trend of the temperature anomaly due to a doubling of 퐶푂2 concentration in
the case when the space shield is deployed. Specifically, it is assumed that a step-change, repre-
senting a doubling of 퐶푂2, occurs in 2030 whereas the deployment of SRM starts from 2050.
In Fig. (8.7), the latitudinal distribution of the temperature profile under the 퐹2푥퐶푂2-scenario
is reported when SRM is not yet deployed (grey line) and when the shield is deployed in a orbit
described by the orbital elements that provided the minimum value of shield’s radius (black line).
In particular, it is possible to note from Fig. (8.7) that the effect of the shield provides a larger
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Figure 8.7: Latitudinal distribution of the temperature under a doubling of 퐶푂2 concentrationwith (red line) and without (black line) deployment of the space shield (푎푠 = 7875.6 푘푚, 푒= 0.01,
푖푠 = 88.1◦, Ω푠 = 282.24◦, 휔푠 = 252.17◦,푀0 = 0◦, 퐴푠∕푚 = 29.13 푚2∕푘푔, 푅푠 = 1467 푘푚).
temperature reduction at low latitudes. As previously discussed, this is due to the larger quantity
of solar radiation reaching those regions throughout the year.
Moreover, Fig. (8.8) shows the trend of the global equilibrium temperature throughout the
simulation. As can be seen, when the shield is deployed in 2050, the equilibrium temperature
starts decreasing and is driven back to its initial value of 14.37◦퐶 within 15 years.
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Figure 8.8: Trend of the global equilibrium temperature when a doubling of 퐶푂2 step-changeoccurs in 2040 and the deployment of a space shield.
8.6.2 Orbital perturbations
Space shields are high are-to-mass ratio objects; therefore, orbital perturbations, such as solar
radiation pressure (SRP) need to be assessed for the design of the optimum orbit. Thus, consid-
ering Section 3.5.2, Eqs. (3.35)-(3.37) are computed to calculate the SRP acceleration at every
iteration of the optimisation process. Specifically, the area-to-mass ratio of the shield (퐴푠∕푚) is
a variable of the optimisation procedure, as shown in Section 8.5, and is found to be 29 푚2∕푘푔
for the optimal solution found in Section 8.6.1. Also, the incident angle (defined as the angular
distance between the shield surface and direction of sun rays) is set to 훾 = 0◦ since the normal to
the shield is always perpendicular to the Sun. This is a reasonable assumption considering that
the goal is to maximize the area shaded. With regards to perturbations due to Earth’s oblateness,
as found in [122], 퐽2 secular effects on Ω푠 and 휔푠 are given by Eqs. (3.39)-(3.40).
The variations of the orbital elements estimated through theGauss variational equations [118]
were taken into account in the optimization process to compute the equatorial coordinates of the
shield (푥푠,푦푠,푧푠). Indeed, variations of longitude of the ascending node and argument of perigee
are key to estimate the actual position of the shield and determine the geometry between the
Earth and shield (see Fig. (8.2)).
In particular, it is expected that only the trend of the argument of perigee and longitude of
ascending node are affected whereas variation of inclination, semi-major axis and eccentricity
are negligible. Since these perturbations have been considered in the optimization process, the
choice of the optimal orbit has been influenced by the presence of these perturbations. Combining
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the effect of Earth’s oblateness and solar radiation pressure each year,, the total yearly effect can
be summarized by Δ휔푠 =−57.67◦ and ΔΩ푠 =−864.64◦. Also, resulting variations of 푎푠, 푖푠, Ω푠,
휔푠 and eccentricity can be found in Fig. (8.9).
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Figure 8.9: Variation of shied’s orbital elements (푎푠 = 7500 푘푚, 푖푠 = 70◦, 푒 = 0.01) due to theEarth’s oblateness and SRP perturbations (1 year simulation).
8.6.3 Multiple shields
In reality, it is very impractical to deploy a surface of radius 1467 푘푚 in space. Thus, it is
important to discuss how it is possible to further reduce the shield size. As in other work [51],
this can be accomplished by considering several smaller shields in a constellation and provide the
same obscuration pattern found in Section 8.6.1. It is worth noting that this new strategy would
not necessarily represent a cheaper option, but surely a more feasible solution. In fact, smaller
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shields would be provided with their own attitude control and independent steering capacity with
respect to other shields in the constellation.
Assuming the deployment of푁 shields, each of which provides a grade of obscuration equal
to 푦∕푁 per year, then the required radius for each shield can be obtained through Eq. (8.6).
Thus, Fig. (8.10) can be obtained, where the shield radius required to counteract a doubling
of 퐶푂2 with the number of shields to deploy is shown. It can be seen that only 25 shields are
required, for example, to reduce the radius of each shield to 290 km, but 100 shields need to be
deployed to decrease the radius to approximately 175 km. This behaviour is due to the fact that,
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Figure 8.10: Shield radius versus the number of shields required to counteract a doubling of
퐶푂2.
despite the number of shields deployed, the number of obscuration events is ultimately dictated
by a suitable geometry between Sun, Earth and shield. This condition represents an operational
limit on this SRM strategy.
As can be seen from Fig. (8.4), there are several combinations of the orbital elements found
which would result approximately in the same value for the shield’s radius. Those solutions from
Fig. (8.4) which can be considered the most interesting are reported in detail in Fig. (8.11) and
in Table (8.1) alongside with a list of the corresponding orbital elements and yearly perturbation
of longitude of ascending node and argument of perigee due to secular effects of 퐽2 and solar
radiation pressure. In Fig. (8.12) the grade of obscuration provided by the 10 shields considered
is shown for a year-long simulation. As expected, a larger obscuration is provided around June
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Figure 8.11: Orbital elements of the 10 cases selected from the optimisation results.
for the northern hemisphere and around December for the southern hemisphere because of the
larger quantity of incoming solar radiation reaching the Earth’s surface at those times of the year.
As noted before, as a result of the optimisation, the orbital elements of the shields are chosen
so that obscuration of the high latitude regions is provided during those times of the year. This
can be seen in Fig. (8.12), where the obscuration of high latitude regions is identified by blue
markers, whereas black markers represent the obscuration of the low-latitude regions.
Table 8.1: Orbital elements, shield radius (if a single shield is employed) and orbital perturba-
tions (over 1 year) for 10 cases selected from the optimisation results.
푎푠(푘푚) 푖푠 (◦) Ω푠 (◦) 휔푠 (◦) 푀0 (◦) 푅푠 (푘푚) A/m (푚2∕푘푔) ΔΩ푠(◦) Δ휔푠(◦)
1 7875.6 88.1 282.2 252.2 0 1467 29.1 -57.67 -864.9
2 7450.4 60 40.4 51 357.9 1485.4 2 -1056 264
3 7450 60 16.2 191.4 0.74 1477.5 15.8 -1056 264
4 7450 60.3 12.5 272.6 267.9 1478.8 2 -1046.4 240.13
5 7450 60 359.9 75.9 19.3 1482.5 18.8 -1056 264
6 7450 60 358.6 279.3 56.2 1475.2 8.6 -1056 264
7 7631.8 81.2 289.2 49 267.8 1473.6 12.3 -296.96 -856.98
8 7877.7 60 11 0.01 244.6 1480.6 2.6 -868.6 217.15
9 7669.9 60 359.4 360 116.8 1483.3 35.25 -953.79 238.45
10 7487.5 60 359.8 95 358.8 1481.4 8.5 -1037 259.4
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Figure 8.12: Trend of the grade of obscuration throughout 1 year provided by the first 10 shields
reported in Table (8.1).
8.7 Conclusions
The deployment of space shields for climate engineering has been investigated as a Solar Radia-
tion Management (SRM) strategy. In particular, the objective of this chapter is to find a feasible
strategy that takes into account latitudinal disparities due to SRM and provide the required inso-
lation reduction to counteract a doubling of 퐶푂2 through large space shields deployed in LEO.
Employing a continuous PDEmodel for the climate system, it was found that a larger cooling
near is required near the poles with respect to the equator. This is justified considering that the
latitudinal distribution of the control law is strictly related to the pattern of insolation.
The grade of obscuration provided by a shield deployed in LEO (altitude of approximately
1100 푘푚) is quantified through geometrical considerations in relationship to its orbit.
The expression for the grade of obscuration has been employed in the PDE model to match
results from the literature. As expected, it was found that a shield of different size is required at
each latitude to provide the required insolation reduction to avoid latitudinal over-cooling/under-
cooling. In particular, a shield radius of 1350 km would be required at low latitudes, whereas a
shield radius as large as 2600 km would be required at high latitudes to counteract a doubling of
퐶푂2.
Thus, with respect to prior work, in this chapter, an optimization process is performed to
design the ideal orbit for the shield taking into account latitudinal variation and seasonal effects.
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Thus, a strategy involving a shieldwith fixed sizewhich is able to provide the necessary insolation
reduction at every latitude is found.
The optimisation process provides the optimal orbit which would provide the matching lat-
itudinal obscuration pattern to counteract a doubling of 퐶푂2 concentration. In particular, the
goals of the optimisation process are the minimisation of the shield radius and the maximisation
of the obscuration of high-latitude regions in order to provide a larger cooling near the poles.
Indeed, as a result of the optimisation process, it is found that the required shield radius is
1467 km and the ideal orbit presents the following orbital elements: 푎푠 = 7875.6 푘푚, 푒 = 0.01,
푖푠 = 88.1◦, Ω푠 = 282.24◦, 휔푠 = 252.17◦,푀0 = 0◦. These orbital elements are selected through
the optimisation process so that the obscuration of the polar regions, i.e. latitudes ≥ 50◦, occurs
when the largest quantity of solar radiation is received, thus between May and September in the
northern hemisphere and between October and April in the southern hemisphere. This design
allows the deployment of a smaller shield to reflect a larger quantity of insolation back to space
during a single obscurating event.
Thus, it is demonstrated through this strategy that, it is possible to provide the necessary
latitudinal distribution of insolation reduction to minimise the latitudinal temperature anomaly
due to a doubling of 퐶푂2. In particular, with respect to other strategies previously considered in
the literature, which would involve a uniform distribution of insolation reduction, if this strategy
is employed no over-cooling of the tropics or under-cooling of the poles would occur.
Finally, it is found that the shield’s size can be further reduced if a constellation of shields
is considered instead. For example, if 25 shields are deployed, then it is estimated that each of
them should have a radius of 290 km to provide the required insolation reduction during each
obscuration event.
Chapter 9
Conclusions
This thesis has developed methods to quickly assess a range of new control strategies for So-
lar Radiation Management (SRM). The main issues of SRM were identified to be (1) regional
disparities in induced cooling due to the non-uniform distribution of insolation; and (2) manage-
ment of uncertainties in climate modelling due to poor knowledge of some physical processes
and forecast radiative scenario.
The conclusions drawn from each chapter can be found in the following sections.
9.1 Chapter 3
In Chapter 4, a 3-box climate model was developed where Earth is divided in three latitudinal
bands. This model, with its simplicity, takes the largest latitudinal disparities into account and
provides a useful tool to evaluate new multi-variable control methods. External forcing due to an
excess of atmospheric carbon dioxide and SRM control were included in the formulation. More-
over, heat transport from the warmer central band to the colder northern and southern bands was
considered, related to the temperature difference between contiguous boxes. This term provided
coupling between the three boxes.
The correctness of the 3-box model was demonstrated considering its response to four Radia-
tive Concentration Paths (RCPs) scenarios. It was found that the averaged temperature anomaly
between the three latitudinal bands which results from the radiative scenarios is within the rel-
evant uncertainty range for all four cases. In particular, the final outcomes were compared with
the behaviour of the CMIP5 model from the literature.
Moreover, since independent control variables are included for each latitudinal band, formal
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controllability and observability were investigated for the first time. Four different control strate-
gies were evaluated and it was found that it is possible to control the temperature anomaly in all
of the latitudinal bands deploying SRM only in the central band only if northern and southern
bands are dissimilar from each other, i.e. when differences in the two hemispheres, such as land
and water distribution, are considered in the model.
The structure of the 3-box model is particularly useful for the implementation of closed-loop
control strategies. The model was then employed to develop an adaptive control strategy for
climate engineering. This control strategy represents a means to deal with uncertain systems.
With respect to PI control, widely employed in the literature, adaptive control uses dynamic
gains which are updated during every iteration in order to compensate for uncertainty. In this
chapter, a model reference adaptive control was designed in order to minimize the temperature
anomalywith a 50% uncertainty range (zeromean and 25% standard deviation of the temperature)
and 3 different scenarios were considered. As expected, adaptive control was able to deal with
uncertainties and minimize temperature anomalies.
9.2 Chapter 4
Adaptive control was further explored in Chapter 5, where it was comparedwith SRMapproaches
from the literature, involving PI control, and with an optimal control strategy with constrained
control variables.
Simulations were performed demonstrating that adaptive control is robust to large uncer-
tainties in the parameters of the climate model, to sudden perturbations of the system, such as
actuator failure or rapid collapse of ice sheets, and to the dynamics of the SRM method consid-
ered. It was shown that, despite choosing different sets of the climate model parameters, adaptive
control always delivers good performance. Otherwise, PI control and optimal control strategies
do not always provide satisfactory results. In particular, these control methods are not able to
minimize the temperature anomaly in all latitudinal bands simultaneously if the model parame-
ters are uncertain. In all cases, it was not possible to minimize the anomaly in the central band
without causing under/over cooling in the northern or southern band. This result is not seen in
1-box models when only global dynamics are investigated, but it is otherwise verifiable through
the 3-box model. Interestingly, due to the robustness of adaptive control to large uncertainties in
the model employed, less importance can given to the details of the model used when this control
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strategy is considered.
Moreover, adaptive and PI control were compared in the case when a sudden partial failure of
an actuator occurs. It was assumed that the effectiveness of the SRM actuators in the northern and
southern bands was abruptly reduced by 50 % and it was found that only adaptive control is able
to cope with this event, whereas the temperature anomaly diverged greatly when PI control was
employed. Another case investigated regarded the implementation of specific aerosol dynamics,
including the modelling of poleward diffusion and time decay. It was shown that adaptive con-
trol is not susceptible to changes in the actuator dynamics and it is able to estimate the required
aerosol mass, providing results widely comparable with the literature. However, PI control un-
derestimated the aerosol mass required with diverging values of the temperature anomaly in the
northern and southern bands. Finally, adaptive control was considered in an expanded version
of the 3-box model with 5 latitudinal bands, where additional polar bands were considered in the
northern and southern hemisphere. This model was employed to demonstrate the performance of
the controller in case of collapse of the Arctic ice-sheet causing a rapid reduction of the albedo
in the northern polar band. Again, it was shown that adaptive control provides the insolation
reduction required to remove the temperature anomalies in all latitudinal bands.
9.3 Chapter 5
The 3-box model was extended to 푛-boxes to obtain the limiting case of a continuous latitudinal
PDE model which was explored in Chapter 6. An analytical solution for the PDE model was
derived through the Green’s function approach and the time-dependent temperature profile was
obtained as a function of latitude. The model provided an efficient application of optimisation
processes and multi-objective analyses.
Importantly, the parameters of the PDE model were chosen for each hemisphere in order to
replicate observed temperature profiles at equilibrium and to match the step response of high
fidelity models from the literature. In fact, it was demonstrated that the behaviour of the PDE
model is comparable with results from the HadCM3L model. In this way, it has been possible to
provide useful results with an efficient, analytical approach to investigate SRM strategies.
A PI control in feedback was employed with the PDE model to minimise several objectives
simultaneously. The objectives were the minimisation of changes in the global mean tempera-
ture, the temperature gradient and the equator-to-pole temperature gradient due to a 1% increase
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of 퐶푂2 concentration per year. As in other similar work from the literature, the latitudinal distri-
bution of the control functions was obtained as a combination of the first three Legendre polyno-
mial functions. Three cases were investigated and successfully compared with results from the
literature, demonstrating that the PDE model is a valid method of quickly implementing multi-
objective analyses. In particular, it was found that the temperature trends obtained employing
the analytical solution of the PDE model are comparable with results of the CESM 1.0.2 model.
Moreover, through the PDE model, it was possible to investigate the overall rms zonal mean
temperature and an analytical control law was obtained to reduce the zonal mean temperature
perturbation to zero. In accordance with the literature, it was found that increased control effort
near the poles with respect to the tropics is required to counteract warming induced by the excess
of atmospheric 퐶푂2. This result is directly linked to the latitudinal pattern of incoming solar
radiation which governs the SRM control mechanism.
Aswas noted, the use of an analytical climatemodel allowed for the development of analytical
control laws to obtain a required latitudinal temperature profile. Moreover, since themodel allows
for any forcing term to be considered, the response of the PDE model was investigated under a
doubling of 퐶푂2. Again, it was found that the required control law was strictly related to the
insolation distribution and the resulting overall insolation reduction was in agreement with values
found in the literature.
9.4 Chapter 6
In Chapter 7 the extreme operational limits of SRM were investigated. Employing the PDE
model developed in Chapter 6, it was possible to investigate the dynamics of the ice line, and its
stability, in order to determine the conditions for which the climate would reach an ice-covered
state. This analysis illustrated the size of the required SRM intervention for climate engineering
in comparison with the insolation reduction that would be required to trigger such an instability
of the climate system, demonstrating that this limit is far beyond expected SRM interventions.
The Lyapunov stability criterion was employed for this study. A quadratic expression de-
pending on the variation of the ice line position with time was found to be a good candidate
function. In particular, this expression was derived analytically through the solution of the PDE
model. Thus, the analytical expression of the Lyapunov function was employed to estimate the
family of control functions which satisfy a Lyapunov stability criterion. The infinite number of
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control functions are bounded by a minimum function which defines the minimum reduction of
insolation which would force the climate system to an ice-covered state. As expected, it was
estimated that the required insolation reduction to trigger the instability is larger near the equator
than at high latitudes. Moreover, it was also found that the stability limit largely depends on the
climate sensitivity of the model. Employing the boundary control function found in the PDE
model, it was possible to estimate the latitudinal profile of the surface equilibrium temperature
for the new climate state. Results are broadly comparable with the literature
Results from this analysis were also compared with the SRM intervention required to coun-
teract a doubling of 퐶푂2 concentration and it was found that the insolation reduction required
near the poles could in principle be enough to extend the ice line to lower latitudes. Neverthe-
less, a small insolation reduction to counteract a doubling of 퐶푂2 concentration is required at
the tropics, therefore, the poleward transport of energy from low to high latitudes would even-
tually mitigate the insolation reduction occurring near the poles and the instability would not be
triggered.
Finally, again following the Lyapunov stability criterion, recovery from an ice-covered state
was investigated. It was found that a large increase in insolation was required near the equator
to move the ice line back to the pole. In fact, it was estimated that the increase of insolation
required to recover from an ice-covered state is 3.5 times more than the reduction of insolation
required to trigger the instability. This result is in agreement with the literature and is due to the
latitudinal transport of heat towards the poles and the strong ice-albedo feedback. As a conse-
quence, the global equilibrium temperature of the new state achieved after the recovery would
be approximately 10◦퐶 higher than that associated with the current climate state.
9.5 Chapter 7
In the last technical chapter of this thesis, SRMmethods involving the deployment of large shields
in space have been investigated. Through the use of the PDE model described in Chapter 6, an
new concept for the optimal deployment of space shields in Low Earth Orbit was developed.
Because of the latitudinal disparities induced by SRMmethods, in order to counteract a dou-
bling of 퐶푂2 concentration in principle, a smaller shield is required at low latitudes with respect
to that needed at high latitudes. Therefore, an optimisation process was performed to design the
optimal orbit for a fixed shield and provide sufficient obscuration at high latitudes. In particular,
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including the orbital dynamics of the shield and seasonal effects in the optimisation process it
was shown that, selecting a suitable orbit which provides a matching insolation reduction, it is
possible to use a shield of fixed size.
Also, the optimisation included non-negligible orbital perturbations for high area-to-mass
ratio objects in Low Earth Orbit, such solar radiation pressure, and the 퐽2 effect.
The geometrical configuration between the Sun and shield, along with latitudinal and sea-
sonal effects were taken into account and an expression for the required latitudinal distribution
of the grade of obscuration with time was found. Through this expression, the relationship be-
tween the shield radius required to counteract a doubling of 퐶푂2 and the orbital elements of
the shield was computed. This expression was included in the optimisation process. The main
objectives of the optimisation were: the minimisation of the shield radius and the maximisation
of the obscuration at high latitudes.
Therefore, developing the optimisation process for different sets of initial conditions, it was
possible to find the global maximum of the objective function and obtain a solution independent
from the initial guess.
As a result of the optimisation process, seasonal effects were exploited in order to maximize
obscuration at high latitudes. In fact, although high-latitude regions are obscured for less time
with respect to the tropics, the regions near the poles are obscured when the largest quantity
of solar radiation is received, i.e. from May to September in the northern hemisphere and from
October to April in the southern hemisphere. Therefore, each obscurating event is more effective.
It has also been demonstrated that results from the literature can be reproduced through the
PDEmodel if latitudinal and seasonal effects are neglected and without specifically designing the
shield orbit. This outcome is considered as confirmation that seasonal and latitudinal variations
and the design of the optimal orbit are key processes.
Finally, a strategy involving multiple smaller shields was considered. It was found that by
increasing the number of shields deployed it was possible to further reduce the radius of each
shield. It was demonstrated that this method has a limit related to the number of shields de-
ployable in suitable orbits. In fact, the number of obscuration events is dictated by the required
geometry between the Sun, Earth and shield. This provides an operational limit for this SRM
strategy.
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9.6 Summary of findings
The conclusions are now drawn for each objective stated in the introduction:
• Two climate models with latitudinal resolution were developed to overcome the regional
disparities caused by SRM, and to deal with large uncertainties associated with climate
model parameters. These climate models are not designed to replace complex General
Circulation Models (GCM), which have millions of degrees of freedom, but they provide
a clear understanding of the main climatic processes. Moreover, these models speed up
and facilitate the assessment of new closed-loop control strategies.
• An adaptive controller for climate engineering is introduced. This controller is able to tol-
erate high uncertainties and deal with abrupt perturbations. The controller is tuned during
each iteration according to a control law found through the Lyapunov stability criterion.
Implementing this method guarantees the asymptotic stability of the controller. Compar-
isons with PI control show that adaptive control is able to provide excellent results where PI
control shows poor performance when not purposely tuned. As a result of this analysis, the
importance of using an accurate model to describe the climate system is de-emphasised.
• It is demonstrated that a continuous energy balance PDE model with latitudinal resolu-
tion has analytical solution and can be employed to evaluate multi-objective closed-loop
control strategies. Considering similar simulations from the literature, where high fidelity
numerical models are used, comparable results are found. Moreover, because of the ana-
lytical formulation employed, analytical control laws representing the pattern of insolation
reduction required, can be easily found for many different radiative scenarios. Thus, the
PDE model represents a useful tool to quickly assess many different SRM strategies with
any radiative scenario.
• The PDE model was further employed to investigate the dynamics of the ice line. The
position of the ice line gives information on the equilibrium states of the climate system.
It is known that the Earth’s climate has two equilibrium states, the current state and an
ice-covered state. An unstable equilibrium state is located between these two conditions.
In this study, the conditions to reach this unstable state are found in terms of insolation re-
duction required at each latitude. This study provided the upper limit of SRM strategies for
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climate engineering. Importantly, it is demonstrated that this limit would not be surpassed
by most SRM strategies generally considered.
• Finally, a new strategy regarding the deployment of large shields in space to reflect a frac-
tion of insolation back to space is proposed. Again, the PDE model has been employed
to assess the required obscuration pattern under a doubling of 퐶푂2 and an optimisation
process was performed to find the ideal orbit for the shield. Finally, in order to increase
the feasibility of this strategy, a constellation of shields is considered and a detailed de-
scription of the family of orbits employed is provided. Importantly, orbital perturbations
due to solar radiation pressure and Earth’s oblateness are taken into account to outline the
optimal orbits.
9.7 Future developments
The research presented in this thesis satisfied the objectives described in Chapter 1, by presenting
practical solutions to overcome issues related to latitudinal disparities caused by SRM strategies
and large uncertainties associated with the climate system. However, the study presented in this
thesis represents only the first step into potentially rich new paths of research and there is the
opportunity for further investigation in several areas.
Two climate models have been presented. In particular, a 3-box energy model for the climate
system has been employed to demonstrate the advantages of adaptive control strategies for cli-
mate engineering and its ability to deal with highly uncertain climate models. This new control
strategy provides flexibility for future SRM deployments. Also, it was demonstrated that adap-
tive control can be easily implemented in other models such as a 5-boxmodel that was considered
to investigate collapse of the Arctic ice sheets.
Moreover, a continuous PDEmodel with latitudinal resolution was developed and it has been
demonstrated that it can be used to provide analytical control laws to achieve any desired temper-
ature profile. Moreover, taking into account the main climatic processes, it has been found that
the PDE model is able to successfully replicate the behaviour of high fidelity numerical models.
In future research, it would be of interest to consider the implementation of adaptive control
within the PDE model through numerical simulation. This approach would provide a methodol-
ogy to extrapolate continuous control laws with latitudinal resolution for any radiative scenario.
The main benefits would be the prompt evaluation of SRM control strategies, the capability of
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managing model uncertainties and unforeseeable perturbations, and the possibility of overcom-
ing issues associated with regional disparities. Implementing adaptive control in a full GCM
would also be of great interest.
Another interesting development would be the inclusion of aerosols dynamics in the PDE
model with adaptive control. For example, the Global Aerosol Models (GAM) [154] or Trans-
port Chemical Aerosol Model (TCAM) [155] is already available in the literature and could
be employed. In this way, the mass of aerosols required at each latitude could be dynamically
estimated through adaptive control, taking into account the lifetime and latitudinal diffusion of
aerosol particles. In addition to the future work proposed above, suggestions to improve the PDE
model regard the inclusion of longitudinal resolution so that a detailed distribution of land and
ocean could be considered.
Moreover, although heat transport due to circulation is included, in order to maintain a
tractable problem, the assumption of negligible mean circulation in the atmosphere and ocean
is used. This simplification allowed for analytical solutions of the PDE model, but if numeri-
cal simulations are considered the PDE model could be improved by including mean circulation
terms. In addition, latitudinal dependence of the heat capacity coefficients and transport coef-
ficients for the northern and southern hemispheres could be taken into account to better define
inter-hemispheric disparities.
Regarding the study of the ice line stability, it is worth noting that the method employed for
investigation of the ice line dynamics provided in this thesis represents a general approach and
can be implemented through any climate model. In fact, the Lyapunov stability criterion can be
employed for both linear and non linear dynamical systems without any specific limitation.
Finally, regarding the deployment of space shields, the optimisation process developed in this
thesis could be implemented to design suitable orbits for other external forcing. The approach
considered in this thesis regarding space shields provides interesting SRM strategies to counteract
only constant radiative forcing scenarios. If other radiative scenarios are considered, such as the
RCP scenarios, time variation of the radiative forcing could require the shields to change orbit
(orbit plane, altitude, etc.) in order to provide the required latitudinal obscuration. In order to
introduce a more flexible strategy, several active shields, whose orbit can be controlled using
solar radiation pressure, should be taken into account.
Indeed, it would be interesting to develop future research on an adaptable orbit design strategy
with a constellation of shields. In this case, an optimisation process could be considered to find
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the most suitable orbit configurations, at several intervals of time, which can be achieved with
the smallest orbit control effort for the shields.
Finally, shields with variable cross-sectional area (or reflectivity) could be considered to pro-
vide a dynamical control of the latitudinal insolation reduction. Examples regarding the pos-
sibility of developing parabolic mirrors with adjustable focal lengths can be found in the liter-
ature [156]. This feature could also be included in simpler strategies with the employment of
membrane materials capable of becoming transparent for active reflectivity control.
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Appendix A
Analytical functions of 푉 (푥푠(푈,푡))
As seen in Chapter (7), the Lyapunov function depends on a number of analytical functions (Eq.
(7.7)) depending on the model parameters, the stability eigenvalue and the slope of the ice line.
Their complete description is given below.
In particular, function 퐹1(푥) is given by the combination of several functions as reported in
Eq. (A.1):
퐹1(푥) =푄0
√
푓푑1 푎푤퐹푤(푥)+
푎2푤Θ훼퐹푤2 (푥)+푎
2
푖Θ훼퐹푖(푥)+푎푖
(
퐹푖2 (푥)+푎푤퐹푤3 (푥)Θ훼
)
(퐵2+62퐵퐷+840퐷2)
푓푑1
(A.1)
where the functions Θ훼, 푓푑1 , 퐹푤(푥), 퐹푤2(푥), 퐹푤3(푥), 퐹푖(푥) and 퐹푖2(푥) are given by the follow-
ing expressions:
Θ훼 =
푑푥푠
푑푄
(푥푠0)
푄0
(푆훼)푥푠0
(A.2)
푓푑1 = 퐵(퐵+6퐷)(퐵+20퐷)(퐵+42퐷) (A.3)
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퐹푤(푥) = 퐵3
(
0.027푥6−1.0푥4+0.25푥2+1.0
)
+퐵2퐷
(
0.71푥6−49푥4+2.8푥2+68
)
+푆2(퐵3
(
−1.3푥6+0.57푥4+1.5푥2−0.50
)
+퐵2퐷
(
−34푥6−12푥4+98푥2−31
)
+퐵퐷2
(
−160푥6−90푥4+1000푥2−410
)
−420퐷3)+퐵퐷2(3.3푥6−260푥4−310푥2
+1200)+4400퐷3 (A.4)
퐹푤2(푥) = 퐵
8 (−6.3푥6+9.1푥4−1.8푥2+0.057)+퐵7퐷(−1000푥6+1500푥4−250푥2+7.9)
+퐵6퐷2
(
−66000푥6+98000푥4−12000푥2+490
)
+퐵5퐷3(−2.3×106푥6+3.4×106푥4
−210000푥2+21000)+퐵4퐷4
(
−4.3×107푥6+6.6×107푥4+1.8×106푥2+830000
)
+퐵3퐷5
(
−4.6×108푥6+7.1×108푥4+1.2×108푥2+2.4×107
)
+퐵2퐷6(−2.5×109푥6
+3.9×109푥4+1.4×109푥2+4.3×108)+푆2(퐵8
(
−6.1푥6+11푥4−2.5푥2+0.083
)
+퐵7퐷(
−920푥6+1700푥4−360푥2+11
)
+퐵6퐷2
(
−56000푥6+110000푥4−19000푥2+620
)
+퐵5퐷3
(
−1.7×106푥6+3.5×106푥4−420000푥2+21000
)
+퐵4퐷4(−2.8×107푥6
+6.2×107푥4−2.1×106푥2+670000)+퐵3퐷5(−2.4×108푥6+6.0×108푥4
+6.3×107푥2+1.9×107)+퐵2퐷6(−8.6×108푥6+2.7×109푥4+8.8×108푥2+
3.2×108)+푆2(퐵8
(
−1.2푥6+2.9푥4−0.89푥2+0.030
)
+퐵7퐷(−170푥6+460푥4−
130푥2+3.9)+퐵6퐷2
(
−10000푥6+29000푥4−7100푥2+190
)
+퐵5퐷3(−290000푥6+
910000푥4−170000.푥2+4500)+퐵4퐷4(−4.4×106푥6+1.5×107푥4−1.0×106푥2+
110000)+퐵3퐷5
(
−3.1×107푥6+1.1×108푥4+1.7×107푥2+3.6×106
)
+퐵2퐷6(
−5.5×107푥6+2.1×108푥4+1.9×108푥2+6.9×107
)
+퐵퐷7(1.3×108푥6−
5.0×108푥4−2.8×108푥2+4.5×108)−7.0×108퐷8)+퐵퐷7(−8.7×108푥6+4.4×109푥4+
2.3×109푥2+2.6×109)+5.9×109퐷8)+퐵퐷7(−5.3×109푥6+8.3×109푥4+5.8×109푥2+
3.9×109)+1.4×1010퐷8
(A.5)
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퐹푤3(푥) = 퐵
8(푆2(푆2
(
0.076푥6−0.19푥4+0.059푥2−0.0020
)
+0.43푥6−0.76푥4+0.19푥2
−0.0061)+0.51푥6−0.75푥4+0.15푥2−0.0047)+퐵7퐷(푆2(푆2
(
8.4푥6−23푥4+6.3푥2−0.18
)
+70푥6−150푥4+37푥2−1.2)+150푥6−220푥4+39푥2−1.2)+퐵6퐷2(푆2(푆2(330푥6−980푥4
+210푥2−5.0)+5100푥6−12000푥4+3000푥2−92)+15000푥6−22000푥4+3200푥2−110)+퐵5퐷3
(푆2
(
푆2
(
2300푥6−10000푥4−730푥2+7.6
)
+190000푥6−550000푥4+120000푥2−3600
)
+710000푥6−1.1×106푥4+110000푥2−5600)+퐵4퐷4(푆2(푆2(−220000푥6+590000푥4
−220000푥2+1800)+3.9×106푥6−1.4×107푥4+2.2×106푥2−83000)+1.8×107푥6−2.8×107푥4
+640000푥2−230000)+퐵3퐷5(푆2(푆2
(
−7.1×106푥6+2.3×107푥4−4.3×106푥2−7600
)
+3.9×107푥6−1.8×108푥4+9.8×106푥2−2.0×106)+2.5×108푥6−3.9×108푥4−3.8×107푥2
−8.0×106)+퐵2퐷6(푆2(푆2
(
−7.9×107푥6+2.8×108푥4+5.0×106푥2+1.2×106
)
+1.5×108푥6−1.2×109푥4−1.6×108푥2−5.1×107)+1.8×109푥6−2.7×109푥4−8.2×108푥2
−1.9×108)+퐵퐷7(푆2(푆2
(
−2.7×108푥6+9.9×108푥4+5.5×108푥2+1×108
)
+1.5×108푥6−2.8×109푥4−1.3×109푥2−7.2×108)+4.5×109푥6−7.0×109푥4−4.9×109푥2
−2.4×109)+퐷8
(
푆2
(
1.4×109푆2−3.5×109
)
−1.2×1010
)
(A.6)
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퐹푖(푥) = 퐵8
(
5.8푥6−8.4푥4+1.7푥2−0.052
)
+퐵7퐷
(
860푥6−1300푥4+210푥2−6.7
)
+퐵6퐷2
(
51000푥6−76000푥4+9000푥2−370
)
+퐵5퐷3(1.5×106푥6−2.3×106푥4
+110000푥2−16000)+퐵4퐷4
(
2.5×107푥6−3.8×107푥4−2.5×106푥2−600000
)
+퐵3퐷5
(
2.1×108푥6−3.2×108푥4−7.7×107푥2−1.6×107
)
+퐵2퐷6(
7.5×108푥6−1.2×109푥4−6.2×108푥2−2.4×108
)
+푆2(퐵8(5.6푥6−9.8푥4
+2.4푥2−0.077)+퐵7퐷
(
850푥6−1500푥4+320푥2−10
)
+퐵6퐷2(51000푥6−94000푥4
+16000푥2−530)+퐵5퐷3
(
1.5×106푥6−2.9×106푥4+300000푥2−18000
)
+퐵4퐷4(
2.4×107푥6−4.9×107푥4−61000푥2−590000
)
+퐵3퐷5(2.0×108푥6−4.1×108푥4
−7.3×107푥2−1.7×107)+퐵2퐷6
(
7.1×108푥6−1.5×109푥4−7.2×108푥2−2.7×108
)
+푆2(퐵8
(
1.1푥6−2.7푥4+0.83푥2−0.028
)
+퐵7퐷
(
160푥6−430푥4+120푥2−3.8
)
+퐵6퐷2
(
9700푥6−28000푥4+6900푥2−180
)
+퐵5퐷3(290000푥6−900000푥4
+170000푥2−4500)+퐵4퐷4
(
4.7×106푥6−1.5×107푥4+1.3×106푥2−110000
)
+퐵3퐷5
(
3.8×107푥6−1.3×108푥4−1.3×107푥2−3.6×106
)
+퐵2퐷6(1.3×108푥6
−4.9×108푥4−2.0×108푥2−7.1×107)+퐵퐷7(1.3×108푥6−5.0×108푥4−2.8×108푥2
−5.5×108)−7.0×108퐷8)+퐵퐷7
(
7.2×108푥6−1.6×109푥4−9.9×108푥2−1.9×109
)
−2.4×109퐷8)+퐵퐷7
(
8.0×108푥6−1.3×109푥4−8.7×108푥2−1.5×109
)
−2.0×109퐷8
(A.7)
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퐹푖2(푥) = 퐵
9(푆2
(
1.3푥6−0.57푥4+0.035푥2+0.00018
)
−0.027푥6+1.0푥4−0.25푥2
+0.0091)+퐵8퐷
(
푆2
(
200푥6−62푥4−0.071푥2+0.11
)
−4.2푥6+180푥4−35푥2+1.3
)
+퐵7퐷2
(
푆2
(
13000푥6−1900푥4−170푥2+2.8
)
−260푥6+13000푥4−1600푥2+78
)
+퐵6퐷3(푆2
(
410000푥6+7300푥4+3200푥2−210
)
−8600푥6+490000푥4−12000푥2
+3400)+퐵5퐷4(푆2
(
7.3×106푥6+1.4×106푥4+730000푥2+9700
)
−150000푥6
+9.8×106푥4+1.2×106푥2+150000)+퐵4퐷5(푆2(7.2×107푥6+2.6×107푥4+2.3×107푥2
+1.5×106)−1.5×106푥6+1.1×108푥4+3.7×107푥2+5.1×106)+퐵3퐷6(푆2(3.5×108푥6
+1.7×108푥4+2.6×108푥2+4.6×107)−7.3×106푥6+5.5×108푥4+4.0×108푥2+9.8×107)
+퐵2퐷7(푆2
(
6.6×108푥6+3.8×108푥4+8.9×108푥2+5.2×108
)
−1.4×107푥6
+1.1×109푥4+1.3×109푥2+9.0×108)+퐵퐷8
(
1.8×109푆2+2.8×109
) (A.8)
Finally, 푓5(휆) and 푓6(휆) depend on the stability eigenvalue and are given by the numerator and
denominator of Eq. (3.20), respectively.
푓5(휆) =1.6푄0
(
푎푖−푎푤
)
(휆
(
휆
(
휆
(
푆2+1.5
)
−44푆2−66
)
+490푆2+750
)
−1000푆2−1700)
(A.9)
푓6(휆) = (휆−29)(휆−15)(휆−5.5)(휆−1.6) (A.10)
Appendix B
Analytical functions of 푈푖푐푒(푥, 푡)
The expression found in Eq. (7.8) for the family of control functions which would trigger the
instability of the climate system depend on the functions 푓푈1 and 푓푈2. These functions are given
below:
푓푈1(푥) =
푓5푥푠0퐹1(푥푠0)−푓5푥푠0퐹1(푥)−푓6퐹1(푥푠0)푇0+푓6퐹1(푥)푇0
1.30×106
(B.1)
푓푈2(푥) =
(
퐹 21 (푥푠0)−퐹
2
1 (푥)
)2
76434.12
(B.2)
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