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ABSTRACT
Diverse field measurements and numerical modeling are used to address the problem of
ice flow and sediment transport near the transition between cold-based and warm-based ice
in a polythermal glacier terminus. With a two-dimensional finite element model, the impacts
of different surface boundary conditions on ice flow trajectories are evaluated where ice flows
over a slip/no-slip transition. Allowing ice to flow out of the top of the domain—explicitly
forbidden in past theoretical treatments of the problem—significantly reduces stresses in the
ice surrounding the transition. This modeling strategy was used with criteria for compres-
sive ice fracture and frictional slip on existing fractures to determine conditions under which
thrust faulting may occur in a glacier. The results indicate that compressive fracture of ice
should be rare in glaciers, although slip is possible on existing fractures that are extensive,
properly oriented, and weakened by elevated water pressure. Field measurements of englacial
structure, surface and subsurface velocity, temperature, and stress were made at the terminus
of Storglacia¨ren, a small polythermal glacier in northern Sweden. The formation of englacial
debris bands in the northern part of the terminus has recently been ascribed to thrust fault-
ing originating at an inferred slip/no-slip transition at the boundary between temperate and
cold-based ice. Our field measurements indicate that the basal thermal transition (BTT) does
not correspond to a slip/no-slip transition, although it may mark the start of a zone where
water freezes to the glacier sole, thereby entraining sediment. Slip over a mostly weak bed
beneath the accreted basal sediment limits longitudinal compressive stresses over most of the
terminus. In the debris-laden northern part of the terminus, greater resistance to motion due
to bed topography locally enhances longitudinal compression and causes upward transport of
debris-laden basal ice. This upward transport is not, however, due to thrusting: strain rates
xii
are likely at least five orders of magnitude too small for fracture. Instead, structural and
sedimentological observations along with stable isotope and tritium compositions in upglacier-
dipping debris bands indicate that the debris-band sequence has been overturned by folding.
The results highlight the role of studying ice mechanics and kinematics in a glacier terminus to
constrain interpretations of glacial structural features and the landforms inherited from them.
1CHAPTER 1
GENERAL INTRODUCTION
1.1 PROBLEM SUMMARY
Polythermal glaciers contain ice at the pressure melting temperature (temperate ice) and
ice below that temperature (cold ice). Modern polythermal glaciers are found all over the
world, particularly where mean surface temperatures are several degrees below freezing and
annual precipitation is low or moderate, such as in the Canadian arctic and northern Alaska.
These conditions are thought to have been even more widespread during past ice ages, in part
due to landform assemblages found near former ice margins. Correspondence between these
landforms and a polythermal glaciers is viewed as being sufficiently robust that paleoclimatic
parameters are sometimes derived from geomorphic forms [e.g., Hambrey et al., 1997]. Key
geomorphic features thought to be indicative of a warm-bedded interior and frozen margin
include glaciotectonic thrust slabs, tunnel channels, and broad belts of high-relief hummocky
moraine [e.g., Moran et al., 1980] (Figure 1.1). However, processes unique to frozen ice margins
that produce these landforms are poorly understood.
Landscapes like those of the glaciated Upper Midwest (USA) are dominated by depositional
features formed near glacier margins. Streamlined landforms aligned with the former ice-flow
direction and regularly-spaced ridges normal to the ice-flow direction are common features
associated with basal deposition and sculpting. Their constituent sediments are often poorly
sorted and contain clasts that are rounded and sometimes striated or faceted. In contrast,
landforms originating from melt-out and accumulation of sediment at the surface of an ablating
glacier are commonly more irregular and can be higher in local relief. In valley glaciers, the
2Figure 1.1 Diagrams showing the typical configuration of glaciers with
margins frozen to the bed and key associated landforms. Mod-
ified after Attig et al., [1989].
3debris found in these supgraglacially-formed landforms is often angular and coarse, having
originated as rockfall from valley walls onto the glacier surface. However, in many glaciers,
most notably ice caps and ice sheets, no valley walls are present and supraglacial debris is
derived from the base of the glacier. Hummocky moraine belts composed of such uncompacted,
indurated sediments testifies to their uplift from the glacier bed before they were melted out
at the glacier surface.
Cold and temperate ice may be distributed in polythermal glaciers in various ways, as
illustrated in Figure 1.2. These structures reflect the transfer of heat between the atmosphere,
ice and earth, advection and dissipation of heat in moving ice and water, and the absorption
or release of latent heat during ice/water phase changes. The interface between cold ice and
temperate ice is a dynamic one, where both the ice and the cold-temperate interface (often
called the CTS) migrate with time, and energy is released or absorbed in phase changes at the
melting temperature.
Processes occurring at the intersection of the CTS with the ice-bed interface (the basal
thermal transition, or BTT) are poorly understood, largely due to the challenge of accessing
the bed of a polythermal glacier. Temperate-based glaciers underlain by deformable sediment
typically move both by internal ice deformation and basal slip (including basal sliding and
bed deformation). In contrast, movement of cold-based glaciers is largely limited to internal
ice deformation. A common assumption is, therefore, that the BTT represents not only a
thermal transition but a slip/no-slip transition as well. Few measurements or observations
exist, however, to verify this assumption or to characterize the dynamic impact of a BTT on
a real glacier. The overarching goal of this dissertation is to investigate the impact of a frozen
margin on ice flow and sediment transport in an active glacier using geological, geophysical,
geochemical and numerical methods.
1.2 STORGLACIA¨REN
Storglacia¨ren is a small (∼ 3 km long) polythermal valley glacier in the Kebnekaise massif
of northern Sweden (Figure 1.3). Since the 1940’s, glaciologists have regularly visited Stor-
4Figure 1.2 Common cold and temperate ice distribution in polythermal
glaciers. Gray areas are temperate ice and white areas are cold
ice. Ice flow across the internal boundary between cold and
temperate ice, the CTS, is either from cold to temperate (there-
fore melting) shown with a dashed line, or from temperate to
cold (freezing) shown with a solid line. a) A mostly-cold valley
glacier with a small zone of temperate ice at the bed near the
equilibrium line (example: Trapridge Glacier, Yukon, Canada).
b) A mostly temperate valley glacier with a surface layer of
cold ice in the ablation zone that meets the bed at the margins
(example: Storglacia¨ren, Sweden; Kongsvegen, Svalbard). c) A
polythermal ice sheet with cold ice throughout the accumulation
area and zones of temperate ice in the margins. The left-hand
margin represents a fully-temperate ice margin (example: Des
Moines Lobe at 13 ka in Iowa), whereas the right-hand side
represents a temperate margin with a cold surface layer as in
(b) (example: Superior Lobe in Minnesota). After Blatter and
Hutter, [1991].
5Figure 1.3 Photograph of Storglacia¨ren from the east.
glacia¨ren to observe its behavior and record mass balance parameters [Holmlund and Jansson,
1999]. Ground-penetrating radar (GPR) surveys of the glacier have demonstrated that it is
polythermal, of the type shown in Figure 1.2b. On the northern portion of the terminus, an
ice-cored sediment ridge marks the outcrop of an englacial debris band that extends across the
northern third of the margin and dips upglacier. This feature has been exposed since 1994 and
was studied by Jansson et al., [2000] and Glasser et al., [2003]. While both studies reached
tentative conclusions that the prominent debris band was emplaced by thrusting, both also
noted that there was insufficient kinematic data to confirm their hypotheses.
Tarfala Research Station is a facility operated by Stockholm University located roughly
1 km from the terminus of Storglacia¨ren in the Tarfala valley. The research station provides
room and board, as well as instrumentation for glaciological research, including a GPR system,
a hot-water borehole drill and a steam-drill.
61.3 DISSERTATION ORGANIZATION
Each of Chapters 2-5 is a manuscript prepared for peer-reviewed publication. Several
authors have contributed to the work discussed in each chapter, but I am the primary researcher
and author in each. Each manuscript is expected to stand alone as a publication, so there is
necessarily some redundancy among the introductory sections. Reference style throughout has
been formatted to adhere to guidelines of American Geophysical Union journals. All remaining
formatting uses class and style files provided in Iowa State University’s Altthesis LATEXpackage.
Chapter 2 is a short-format manuscript that was accepted for publication by Annals of
Glaciology volume 50, number 52 (2009), a thematic issue covering dynamics in glaciology. The
paper focuses on the problem of ice flow across a slip/no-slip transition in the basal boundary
condition, one that may be relevant to a polythermal glacier terminus crossing a thawed-
bed/frozen-bed transition. This general problem has been addressed by several prior authors,
but none treats the upper boundary condition in a way that is consistent with the expectation
that ice melts from the glacier surface near the terminus. All previous authors have also treated
the basal boundary conditions at the slip/no-slip transition in a way that is mathematically
sound but physically unrealistic. This chapter therefore discusses the implications of imposing
more realistic boundary conditions at the upper surface and the bed. These improved boundary
conditions are implemented in several Finite Element models and the results are compared and
contrasted with prior solutions.
Chapter 3 is a manuscript accepted contingent upon minor revisions (as of June 15, 2009)
by the Journal of Geophysical Research – Earth Surface. This paper builds on Chapter 2
by solving the slip/no-slip problem at a glacier terminus with dimensions representing two
glaciological cases: the terminus of Storglacia¨ren, and the site of termination of a fast surge
of Variegated Glacier, Alaska, in 1983. Both settings have been inferred to be longitudinally-
compressive environments, and thrust faulting has been posited in both locations. The present
paper combines finite element modeling of these two settings with established semi-empirical
criteria for compressive fracture and Coulomb slip on existing fractures in ice. The fracture
and slip criteria are evaluated with velocity and stress fields from the finite element solutions to
7determine if a) compressive ice fracture leading to thrust faulting could occur in either setting,
and b) a pre-existing fracture could be activated as a thrust fault in either setting. The results
are used to constrain the range of parameter space for which thrusting in glacier termini is
mechanically feasible.
Chapter 4 is a manuscript in preparation that combines results of detailed field measure-
ments on the terminus of Storglacia¨ren with some of the mechanical principles developed in
Chapters 2-3. Instruments for measuring surface and subsurface velocity and strain rates, water
pressure, stress, and ice temperature were installed along two flow-parallel transects crossing
the thawed-bed/frozen-bed transition at the terminus. Results of these measurements were
used to drive and test diagnostic finite element simulations of each of the transects; rheological
parameters and basal boundary conditions were adjusted to achieve optimal fit between field
measurements and model output. On that basis, the influence of the frozen margin on ice flow
and sediment transport trajectories at the terminus was assessed.
Chapter 5 is also a manuscript in preparation that deals with field measurements from
Storglacia¨ren. The paper addresses the origin of the upglacier-dipping debris bands that out-
crop along the northern portion of the terminus, using geochemical, structural and kinematic
measurements. Stable isotope and tritium compositions of clean and debris-bearing ice were
measured to determine the entrainment mechanisms and relative ages of the debris bands.
Velocity fields and structural observations were used to infer the mechanisms responsible for
exposing the debris bands in their present location and orientation.
Finally, Chapter 6 is a brief summary of the key conclusions and broader implications of
this dissertation as a whole. Also, ideas for future work to build on the results presented herein
are briefly discussed.
Several appendices are included to provide further details, raw data, or ancillary materials
that are relevant to the project but not appropriate for inclusion in a chapter. All appendices
can be found after Chapter 6, in the order in which they are referred to in Chapters 2-5.
References follow the appendices.
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ICE FLOW ACROSS A WARM-BASED/COLD-BASED TRANSITION
AT A GLACIER MARGIN
A paper published in the Annals of Glaciology 50(52)
Peter L. Moore1, Neal R. Iverson1, and Denis Cohen1
Abstract
Where polythermal glaciers have frozen margins that buttress otherwise temperate-based
sliding ice, longitudinal compression can strongly influence ice flow trajectory, and consequently
sediment transport paths. Past efforts to model flow in the vicinity of a basal thermal transition
(BTT) have generally relied on simplified boundary conditions or rheological idealizations,
making these model results difficult to apply to real glacier termini. Herein, we present results
of numerical simulations using a power-law rheology and with boundary conditions that better
represent the frozen margin. Model results indicate that a transition to a non-sliding frozen
margin causes a decline in surface velocity made possible by upward ice flow, implying either
enhanced ablation for steady-state simulations or the formation of a surface bulge. Permitting
ice loss by ablation combined with realistic treatment of basal slip conditions subdues basal
stress concentrations and thereby inhibits development of structural discontinuities such as
thrust faults. Upward ice flow is accommodated by vertical extension upglacier of the BTT.
This strain regime can potentially account for key structural features in polythermal glacier
termini without appealing to thrusting.
1Department of Geological & Atmospheric Sciences, Iowa State University
92.1 INTRODUCTION
At the base of a polythermal glacier with a frozen margin, the transition from temperate-
based ice to cold-based ice, herein called the basal thermal transition (BTT), is generally
viewed as a slip/no-slip transition (Figure 2.1). Although some glaciologists have documented
basal motion at cold-based glaciers [e.g., Echelmeyer and Wang, 1987; Cuffey et al.,, 1999], it
occurs at rates that are often more than an order of magnitude smaller than those of temperate
glaciers. Therefore, rates of basal motion are expected to abruptly decline where fully-sliding
temperate-based ice transitions to fully-coupled cold-based ice.
Many authors have ascribed important processes to the BTT related to its role as a slip/no-
slip transition. Among the most commonly-cited of these processes is thrust faulting resulting
from longitudinal compression (herein, a distinction is made between faulting, where there is
slip along a discontinuity, and continuum flow where motion is accommodated by distributed
strain without a discontinuity). This hypothesis seems to have arisen by analogy with crustal
tectonics, and it finds support in some theoretical treatments of the problem. In models that
represent flow of linear-viscous ice over a bottom boundary that has a discrete transition from
free-slip to no-slip, a singularity in stresses and strain rates develops at the transition point.
Beneath idealized glaciers this singularity, or the analogous case of a transition from no-slip
to free slip, has been the focus of several modeling efforts [Hutter and Olunloyo, 1980,1981;
Barcilon and MacAyeal, 1993; Lliboutry, 2002], most of which employed analytical methods
for obtaining asymptotic approximations around the singular point. Although each study
attempted to extract a rigorous description of the ice dynamics in the area, each also acknowl-
edged that the singularity was an unphysical result. Nevertheless, Hutter and Olunloyo [1980]
and Lliboutry [2002] suggested that the high stress concentration at the BTT should cause
erosion of the substrate or faulting within the ice.
Here, we describe numerical experiments conducted to see how ice dynamics is influenced
by a frozen margin with more realistic boundary conditions and ice rheology. For generality, we
use two geometrically-simple domains and treat the ice as a homogeneous medium. The intent
is to relax some constraints, which have been motivated in part by mathematical convenience,
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to generate predictions of ice motion that can be more readily applied to glacier termini.
Of particular interest is the treatment of conditions at the upper and lower boundaries of the
glacier and resultant flow patterns as ice passes over the BTT. This modeling is also potentially
relevant to transitions in basal coupling arising from factors other than temperature variations
(e.g., soft bed /hard bed transition)
Figure 2.1 Geometry and flow of a polythermal glacier terminus.
Downglacier from where the freezing isotherm dips into the bed,
basal sliding is not permitted. This basal thermal transition
(BTT), therefore, represents a slip/no-slip transition.
2.2 BACKGROUND
Many modern polythermal glaciers are composed of a core of temperate ice capped with a
cold surface layer in the ablation zone that usually meets the bed near the front and lateral
margins (Figure 1) [e.g., Clarke and Blake, 1991; Blatter and Hutter, 1991]. As with all
grounded glaciers, these polythermal termini are characterized by a decrease in surface velocity
toward the margins, which in some cases may occur abruptly over the BTT [e.g., Jansson et
al., 2000]. This downglacier velocity decrease is attended by upward ice flow which, in steady
state, is balanced by ablation. Glaciers whose margins are frozen to the bed are noteworthy
for their debris content near the terminus. This debris, usually melting out from arcuate,
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upglacier-dipping bands and lenses, commonly appears to have a subglacial origin based on
the presence of rounded, striated clasts [e.g., Hambrey et al., 1999]. A popular interpretation
of these debris bands is that they represent sediment that has been entrained at the bed in
the temperate-based portion of the glacier and subsequently uplifted by thrust faulting to
the glacier surface [e.g., Hambrey et al., 1999]. Although surge-type glaciers contain some
of the best-documented examples of thrust-like features in polythermal termini, many other
non surge-type polythermal [e.g., Glasser et al., 2003] and temperate [e.g., Herbst et al., 2006
glaciers have structures that are interpreted as resulting from thrusting.
The most rational starting point for modeling ice flow in the vicinity of a frozen margin
is to consider the BTT to represent an abrupt change in boundary conditions. Hutter and
Olunloyo [1980, 1981] used the Weiner-Hopf method to solve for velocity and stress in the
neighborhood of a basal slip/no-slip transition (SNST). Their solutions represent the first
detailed discussions of the effects of a SNST on the local velocity field and basal shear stress.
Their model predicts that the transition from plug flow over the drag-free portion of the bed to
fully-developed parabolic flow downstream occurs over just a few ice thicknesses surrounding
the SNST and that the basal velocity gradient and stresses in the ice approach infinity near
the SNST. Barcilon and MacAyeal [1993] built upon Hutter and Olunloyos original analysis,
yielding similar asymptotic solutions for stresses and velocities in the vicinity of the SNST.
Lliboutry [2002] later analyzed flow in the neighborhood of the singularity for a non-linear ice
rheology. These solutions all prohibit mass loss across the top of the domain. The result is
that when basal ice decelerates approaching the no-slip base, ice higher up must accelerate to
satisfy conservation of mass.
Moreover, the infinite stresses predicted by analytical models of the SNST are impossible.
Thus, there must be a physically-meaningful way to place bounds on SNST singularities. A
strategy for doing this has been used for several decades in the field of fracture mechanics,
where classical linear-elastic models of cracked materials predict infinite stresses at crack tips
[e.g., Scholz, 2002]. It was recognized that at elevated stresses in the vicinity of a crack tip,
inelastic deformation must become important, thereby limiting stresses over a finite region
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surrounding the tip and invalidating the assumption of a continuum [e.g., Rudnicki, 1980;
Gross and Seelig, 2006]. If we imagine the ice-bed interface at the SNST as the tip of a sliding
shear crack (as McMeeking and Johnson [1986] did for a related problem), we would expect
to find a zone in the ice around the SNST where stress is limited by enhanced plastic yield,
perhaps associated with strain heating [cf. Renshaw and Schulson, 2004]. Outside of this
zone, normal power-law viscous flow would dominate. Addressing the related issue of crevasse
penetration in ice, van der Veen [1998] computed a range of values for the size of the plastic
zone in ice, with a reasonable average value on the order of one meter (van der Veen suggested
0.16-2.55 m based on various estimates of the fracture toughness of ice). Clearly, continuum
solutions for stresses on a finer scale around the SNST will overestimate stresses that can
physically arise even if the thermal transition is indeed sharp. There are several glaciological
reasons to further question the notion of an abrupt SNST. In a transition from water-rich
temperate ice to completely cold ice with little unfrozen intergranular water, there must be a
zone where the unfrozen water content decreases due to net freezing as heat is removed [Fowler
and Larson, 1978]. This should occur where ice is still at the pressure-melting temperature but
could result in a progressive increase in coupling strength between the ice and a soft bed [e.g.,
Fowler et al., 2001]. Additionally, if geological or hydrological heterogeneity in the substrate
causes the freezing isotherm to dip into the bed along a boundary that is wavy or patchy in
plan view, the effects of the BTT on ice flow may be further muted. Among the few studies
to investigate this transition in situ, Murray and Porter [2001] and Smith et al., [2002] found
that the surge front at Bakaninbreen in Svalbard, where basal velocity declines to near zero,
represented the patchy start of a marginal zone of subglacial permafrost rather than a sharp
boundary.
In summary, although idealized analytical models have provided a starting point for un-
derstanding the influence of frozen margins on ice flow, the relevance of these models to the
problem at hand is limited by their simplified boundary conditions. Moreover, most such
models are restricted to linear ice rheology. Numerical approaches such as the finite element
method can more readily handle the combined difficulties of mixed boundary conditions and
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nonlinear rheology while retaining the full-stress Stokes equations.
2.3 METHODS
We consider the slip/no-slip transition at the BTT using the finite element method im-
plemented with ELMER, a multi-physics modeling software freely available from the Finnish
Center for Scientific Computing (www.csc.fi/elmer). ELMER solves the equations governing
momentum and mass conservation for glacier flow, the Stokes equations, expressed here in
non-dimensional form for an inertia-free power-law fluid:
−∇˜P˜ + ∇˜ ·
(
˜˙
1−n
n
e
(
∇˜v˜ +
(
∇˜v˜
)T))
= 0 (2.1)
∇˜ · v˜ = 0 (2.2)
where P˜ is a pressure deviation from hydrostatic [Batchelor, 1967, p. 176], ˜˙e =
√
1
2
˜˙ij˜˙ij is
effective strain rate, v˜ is the velocity vector with vertical component v˜ and horizontal compo-
nent u˜, and n is the power-law exponent. The tilde (˜) denotes variables that are dimensionless.
Gradients of the output velocities were used to determine the components of the dimensionless
strain rate tensor, and corresponding components of the deviatoric stress tensor were computed
with the constitutive relation:
τ˜ij = B˜˜˙
(n−1)
e
˜˙ij (2.3)
where B˜ is the pre-factor in Glens flow law [Hooke, 2005]. Since we are interested primarily in
the sensitivity of ice flow to material properties and boundary conditions, the ice is assumed
to be homogeneous and B˜ is set everywhere to 1.
To generalize results and permit comparison with past modeling efforts, a simple 2D rectan-
gular domain scaled in units of ice thickness was used in initial model experiments (Figure 2.2).
The ice slab had no surface slope and all flow was driven by an influx of ice into the domain
from upglacier. A second type of domain had an upper surface described by a parabola.
Even for this domain, however, contributions to the stress field from local driving stresses
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Figure 2.2 Model domains and boundary conditions used in the finite el-
ement simulations: a) rectangular domain; b) domain with
parabolic upper surface; c) abrupt change in basal slip con-
dition.
were neglected, despite the sloping surface. This strategy allowed isolation of the impacts of
longitudinal coupling on ice flow.
As illustrated in Figure 2.2, horizontal ice flow with depth-independent dimensionless ve-
locity of 1 was prescribed along the left side of each domain. Ice was permitted to slip parallel
to the bed for a portion of the bottom boundary upglacier, but a transition to no-slip was
imposed downglacier. An initial group of simulations was run with the same boundary con-
ditions imposed by Hutter and Olunloyo [1980], where ice was permitted to exit the domain
only on the right-hand boundary. In these simulations, the upper boundary was shear-free,
with zero normal velocity. In all other simulations, the upper boundary was prescribed to be
stress-free. A consequence of the stress-free condition is that ice was free to exit the domain at
the top where ablation was assumed to remove mass. For simplicity, a steady-state geometry
was assumed, which required that ablation exactly match upward flow. This is not always a
safe assumption, and its implications are addressed separately below.
The transition from slip to no-slip at the bed was enforced as an abrupt transition between
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no-shear stress and no-slip conditions was at x˜ = 0, much like the treatments of previous
authors. Basal velocity at x˜ = 0 was required to be zero, while the magnitude of the hori-
zontal velocity at the neighboring node upglacier was left free. Linear basis functions ensured
that velocity gradients (and therefore stresses) were constant between nodes. With this in
mind, discretization was guided by the notion that elements smaller than or roughly equal
to the dimensions of the near-field plastic yielding zone (as defined above) would provide an
upper bound for stresses. Realizing that most modern polythermal glacier termini are less
than 200 meters thick at the BTT, using 1/200 as the minimum characteristic element size
around the SNST ensured that stresses were bounded within the 1 m zone of enhanced plastic
yielding. Stress fields obtained in this manner are viewed as more physically meaningful than
those resulting from idealizations that assume step-change transitions, with associated stresses
approaching infinity.
Domain geometries and meshes were created using the freely-available mesh-generation
software GMSH. Meshes ranged from a minimum of 5486 to a maximum of 27,156 linear,
triangular elements. Pressure-velocity solutions were obtained first by solving the weak form
of Equations 1-2 with three degrees of freedom at each node, u˜, v˜, and P˜. The deviatoric
stresses τ˜xx, τ˜yy, and τ˜xy were then computed directly from nodal velocity gradients. Note
that there is no prescribed functional relationship between slip velocity and basal stresses.
Solutions were obtained iteratively in each domain for ice with a power-law exponent n equal
to 1, 2, 3, and 4.
2.4 RESULTS
Each of the changes that were made to the geometry and conditions of the analytical SNST
problem had a discernable effect on simulation results. The results are, therefore, presented
as a series of changes to constraints beginning with a reference simulation using the Hutter
and Olunloyo [1980] formulation. We then describe effects of relaxing constraints on boundary
conditions, as well as domain geometry. While simulations were performed for a range of n
values, our focus is mostly on results for n = 3. Changes in n are found to have minimal effects
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on kinematics and to mostly affect the magnitudes of stresses.
Results from a simulation of the SNST problem as originally formulated by Hutter and
Olunloyo [1980] are shown in Figure 2.3, including the analytical solution with n = 1 (equations
5.7 and 7.7 in Hutter and Olunloyo [1980]) and finite element solutions for n = 1 and n = 3.
There is very good agreement between the Newtonian numerical and analytical solutions for
velocities and stresses (Figure2.3c-d) both in the far field and near the SNST, indicating that
the numerical approach gives accurate results. In the Newtonian case, ice does not begin to
respond to the SNST until it is about two ice thicknesses away from the transition (Figure 2.3c),
at which point the basal velocity declines steeply, causing a concentration in basal shear stress
at the SNST (Figure 2.3d). While the analytical solution indicates stresses approaching infinity
as x approaches 0, the corresponding numerical solution for n = 1 gives a finite peak shear stress
at x˜ = 0 (stresses are non-dimensionalized using the scheme of Cohen, [2000], see Appendix A
for details). Due to confinement at the top of the domain, surface velocity increases over this
region to conserve mass, reaching a steady surface speed within one ice thickness downglacier
of the SNST that is 33% larger than the upglacier surface velocity (Figure 2.3c). Numerical
results for n = 3 show similar behavior, albeit with an even more subdued stress concentration
(Figure 2.3d) and a smaller increase in surface velocity beyond the SNST (Figure 2.3c).
We consider further only a power-law rheology (n = 3) and explore effects of allowing flow
across the upper boundary and using a tapered (parabolic) domain geometry. These changes
are introduced additively, with the final simulation including both effects and the power-law
rheology.
Figure 2.4 summarizes representative finite element results for flow over an abrupt transition
in a rectangular domain, with a stress-free upper boundary and n = 3. At the extreme left-
hand side of the domain, the ice feels the no-slip boundary far downglacier (Figure 2.4a-b). As
a result, near-surface ice is deflected upward and across the top of the domain. The resulting
loss of mass allows the remaining ice to proceed through the domain more slowly, accounting
for the steady, nearly-linear decline in basal velocity over most of the slipping portion of the
bed (Figure 2.4c). Because the bed in that region cannot support a shear stress (as required
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Figure 2.3 Finite element results of a reference simulation under boundary
conditions employed by Hutter and Olunloyo [1980] compared
with their analytical results: a) velocity vector field for n = 1;
b) velocity vector field for n = 3; c) bed velocities from Hutter
and Olunloyos n = 1 result (solid line) and finite element so-
lutions for n = 1 (bed velocity is open circles, surface velocity
is dash-dot line) and n = 3 (bed velocity is dotted line, surface
velocity is dashed line); d) bed shear stress from Hutter and
Olunloyo (solid line) and finite element results for n = 1 (open
circles) and n = 3 (dashed line). The analytical results have
been rescaled here by a factor of 3 so that inflow velocity is 1
to facilitate direct comparison with later simulations.
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by the boundary condition), the horizontal surface velocity decreases almost identically. Only
within about one-half of an ice thickness of the SNST is there a departure from this pattern.
Here, the basal velocity gradient steepens much like the near-field solution in analytical models.
The result is a pronounced deviatoric stress gradient, for which we use bed shear and normal
stresses as proxies (Figure 2.4d). However, the reduced ice flux across the line x˜ = 0 due to
upward ice flow decreases the magnitude of the stress concentrations at the SNST by nearly
50% compared to the n = 3 case in Figure 2.3d. Horizontal and vertical surface velocities
continue to decline gradually as ice passes over the SNST, eventually becoming nearly zero
about two ice thicknesses beyond the SNST. In this zone of velocity decline, the horizontal
and vertical surface velocity components are nearly equal, indicating that the ice flow vector
there is inclined approximately 45◦ from the bed (Figure 2.4a). Downglacier from there, ice is
effectively stagnant because most of the inflow has already been lost to ablation.
Results for a simulation with an abrupt SNST and flow-through upper boundary are shown
in Figure 2.5 for a domain with a parabolic upper boundary. Although qualitatively very similar
to the results for the rectangular domain, there are subtle differences. A kinematic difference
is that velocity components no longer establish linear trends in the sliding portion of the
domain (Figure 2.5c), owing to the downglacier-changing surface slope. Nevertheless, as the
ice approaches the SNST it is still deflected upward, as in the rectangular domain, producing
a broad peak in upward velocity there and again leaving a wedge of effectively stagnant ice at
the terminus. Ice flow vectors over the SNST are inclined somewhat less steeply than for the
rectangular domain and stress magnitudes exhibit peaks at x˜ = 0 but remain small compared
to the reference case (Figure 2.3d).
Simulations were also attempted using a prescribed function describing a continuous decline
in basal velocity as a basal boundary condition. The smoothed sliding function further subdues
stress concentrations but predicts untenable negative shear stresses in the sliding portion of
the bed. Introducing gravity would likely eliminate these negative shear stresses but is beyond
the scope of the present paper. Nevertheless, even with the prescribed smooth decline in basal
velocity, ice flow is deflected toward the surface, leaving nearly-stagnant ice at the terminus.
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Figure 2.4 Results using a rectangular domain with an abrupt slip tran-
sition, n = 3, and an open (flow-through) upper boundary: a)
velocity vector field; b) streamlines; c) basal slip velocity (dot-
ted line), horizontal surface velocity (solid line) and vertical
velocity (dashed line). Inset shows enlargement of the region
around x˜ = 0; d) basal shear stress (solid line) and normal stress
(dashed line). Vertical scales in a) and b) are exaggerated.
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Figure 2.5 Results for a domain with a parabolic upper surface and abrupt
slip transition, with n = 3: a) velocity vector field; b) stream-
lines; c) basal slip velocity (dotted line), horizontal surface ve-
locity (solid line) and emergence velocity (dashed line), where
emergence velocity is defined as v˜e = v˜ + u˜ tanαs, where αs
is the ice surface slope. Inset shows enlargement of the region
around x˜ = 0; d) basal shear stress (solid line) and normal stress
(dashed line). Vertical scales in a) and b) are exaggerated.
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2.5 DISCUSSION
The close correspondence between the numerical and analytical results for the test case
shown in Figure 2.3 indicates that the finite element method can reliably represent the macro-
scopic velocity and stress fields of interest. Additionally, in close proximity to the abrupt
SNST, the numerical approximation limits stresses in a way that is consistent with the re-
quirement that ice only supports finite deviatoric stresses. For example, the results presented
in Figure 2.3d give a peak dimensionless shear stress at the SNST for n = 3 of approximately
3.58. When scaled to an arbitrary terminus thickness h0 = 50 m, the characteristic element
length used is 0.25 m, close to the lower end of the van der Veen [1998] plastic-zone range.
Further dimensionalizing (see Appendix A) with reasonable values for B (30 MPa s1/3) and
inflow velocity u0 (10 m a−1), the peak dimensional shear stress is 0.099 MPa at the SNST,
a good match with the commonly-cited 0.1 MPa yield strength of ice [e.g., Paterson, 1994 p.
188]. Therefore, in this particular scaling example, the numerical solution represents near-field
behavior around an abrupt SNST better than the analytical solutions. Further mesh refinement
around the SNST is not only unnecessary but would give unphysical results. For significantly
different values of scaling parameters, the mesh could readily be refined or coarsened around
the SNST to bound the solution appropriately.
Each of the steps taken to relax constraints of analytical solutions have significant impacts
on the velocity field. The most profound effect that can be seen by comparing either of Fig-
ures 2.4 or 2.5 with Figure 2.3 (n = 3) stems from allowing ice discharge out of the top of the
domain. In each simulation described in Figures 2.4-2.5, ice flow vectors acquire an upward
component immediately upon entering the domain. This impact can be clearly attributed to
the effect of discharge out of the domain on mass conservation. Ice entering the domain from
upglacier is deflected upward and out of the domain by slower-moving ice downglacier. As a
result, less ice needs to be conveyed further through the domain and downglacier velocities
decline. A change in the orientation of the upper surface across which mass is lost (i.e., use
of a parabolic upper boundary) both lengthens that surface and reduces the vertical velocity
component necessary to direct ice out of the domain. This changes the linearity of the longi-
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tudinal gradient in surface velocity as indicated by comparison of Figures 2.4c and 2.5c. The
value of n has very little effect on the velocity field except in the local neighborhood (within
3 elements) of the SNST. Comparison of the velocity field for otherwise identical simulations
indicates that outside of this zone a change from n = 1 to n = 4 produces changes in the
velocity field of less than 5% of the inflow velocity. The lack of a significant influence of the
value of n on the macroscopic velocity fields, combined with the conspicuous effects of changing
upper and lower boundary conditions, indicates that conservation of mass subject to boundary
constraints determines the velocity field much more than viscous deformation resistance. Had
we allowed for a transient free surface and permitted ablation to inexactly compensate upward
velocity, time-dependent evolution of the terminus geometry could have been calculated, but
that calculation is beyond the scope of the present analysis.
The primary features of interest in the simulated stress fields are the magnitude and distri-
bution of deviatoric stresses induced by the SNST. Each of the steps taken in relaxing model
constraints (Figures 2.3-2.5) reduces the magnitude of the basal shear stress peak. In particu-
lar, allowing ice flow across the upper boundary causes significant stress reduction. Upward ice
flow, balanced by ablation, decreases velocity gradients by reducing total horizontal ice flux.
The magnitude and distribution of deviatoric stresses on the bed would also be affected by the
smoothing of basal velocity. While the peak in basal deviatoric normal stress (which is the
opposite of longitudinal stress in plane strain and therefore an indication of longitudinal stress
transfer) occurs sharply at an abrupt SNST, it would be broadened for a smoother transition
and focused not where slip velocity nears zero but where the slip velocity gradient is greatest.
Allowing for nonzero basal shear stresses and a consequent departure from plug flow in the
freely-sliding portion of the model glacier would further improve realism. For example, if we
were to allow slip velocity in the model to adjust to basal stresses through an effective-stress
dependent slip law [e.g., Equation 21 of Paterson, 1994, p. 151], the enhanced normal stress on
the bed upglacier of the BTT (Figures 2.4d, 2.5d) would contribute to smoothing of the basal
velocity transition. Also, inclusion of local driving stresses (gravity) could potentially influence
results with the parabolic upper surface. Small but discernible effects of gravity are likely; for
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example, the volume of nearly-stagnant ice at the margin might be reduced by superposition
of simple shear driven by the down-slope component of the glacier weight. However, a major
influence of gravity on our results would not be likely, given the generally large deviatoric
stresses associated with longitudinal stress transfer at the BTT, relative to those associated
with the local glacier weight.
2.6 IMPLICATIONS
These results suggest that reliance on existing analytical models of SNSTs may lead, among
other things, to overestimation of the importance of thrusting in glacier margins. Longitudinal
compression across the BTT of a frozen margin deflects ice away from the bed, enhancing
upward ice flow and, upon ablation, removes it from the system. In three dimensions, a tran-
sition from temperate based ice to cold-based ice is almost certainly irregular or patchy. Even
where local velocity gradients are steep, strain heating would extend the zone of soft temperate
ice. If stresses did manage to reach a threshold level, plastic yield would accommodate strain.
Each of these processes would tend to broaden the transition from sliding to non-sliding ice,
thereby reducing the magnitude of stress concentrations. Without an extraordinary stress con-
centration, ice in typical glaciological environments will not behave in a brittle manner under
compression [Schulson, 2002].
Inspection of velocity vectors and streamlines in Figures 2.4-2.5 indicates that objects
initially near the bed in the sliding portion of a glacier would eventually emerge at the surface
within a few ice thicknesses of the BTT. Planar englacial features initially oriented parallel to
streamlines would be rotated along with the streamlines as they were passively transported
downglacier, attaining dips as large as 45◦. Because boundary conditions prevent basal drag
in the sliding segments, the dominant component of the strain field upglacier of the BTT
is horizontal shortening and vertical extension (pure shear). Under this regime, pre-existing
features oriented at an angle to streamlines would steepen as they move toward the BTT and
the surface, as indicated in Figure 2.6. An initially slightly-inclined structure deep in the ice,
such as a basally-accreted sediment lens, would become rotated to steeper angles by the time
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it outcropped at the glacier surface [cf. Hooke and Hudleston, 1978]. The addition of a bed-
parallel simple shear component arising from inclusion of gravity could counteract this rotation
to some degree if it were large compared to the longitudinal compressive stresses. Nevertheless,
upward deflection and substantial rotation of structural features formed at depth within the
glacier (such as debris bands in basal ice) may be explained by continuum flow in the vicinity
of a SNST. This provides a mechanism for generating thrust-like structures in ice margins
without appealing to uplift along a structural discontinuity.
Figure 2.6 Progressive deformation of a passive marker in the simulation
shown in Figure 2.5, assuming a steady state. A slightly con-
vex-up, subhoriztonal structure that is initially 0.04 ice thick-
nesses above the bed is rotated upglacier, longitudinally short-
ened, and vertically extended as it approaches the SNST and is
deflected toward the surface. Vertical exaggeration is 2 and the
dimensionless time step is 2h˜/u˜.
Finally, in most of our simulations, ice more than two ice thicknesses downglacier from
the SNST is largely stagnant, a result that contrasts greatly with the downglacier speed-up
predicted in earlier models that prevent ice flow out the top of the domain. Assuming that
ablation rates are roughly constant along a flowline or vary linearly with surface elevation, a
geometry such as the parabolic profile of Figure 2.5 would not be sustainable. The nearly-
stagnant ice at the terminus would melt away, unless insulation there provided by surface
debris or snow inhibited ablation sufficiently. Alternatively, if ablation was sufficient to balance
upward ice flux in the slow-moving terminus but was unable to keep pace with faster upward
flow immediately upglacier, a bulge would form in the ice surface in the vicinity of the BTT.
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A number of polythermal surge-type glaciers do develop such bulges near their surge fronts,
which in some cases appear to be coincident with their basal thermal transitions [e.g., Clarke
and Blake, 1991; Fowler et al., 2001].
2.7 CONCLUSIONS
Our numerical model builds on previous analytical models of SNSTs by using a power-
law rheology, realistic terminus geometry, allowing ice loss (ablation) from the top of the
model domain, and eliminating singularities in basal stresses. Under these more realistic
constraints, model results indicate that longitudinal compression at the BTT is accommodated
by vertical extension, resulting in uplift of ice from depth and a downglacier decline in surface
velocity. Upwardly deflected flow can account for the appearance at the glacier surface of
upglacier-dipping structures containing basal sediment even in the absence of thrusting along
discontinuities. Thrusting is further disfavored when account is taken of the numerous processes
that likely contribute to limiting stress magnitudes. Results also suggest that an imbalance
between the spatial patterns of upward ice velocity and ablation rate can lead to very different
terminus geometries.
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CHAPTER 3
CONDITIONS FOR THRUST FAULTING IN A GLACIER
A paper submitted to the
Journal of Geophysical Research - Solid Earth
Peter L. Moore1, Neal R. Iverson1, Denis Cohen1
ABSTRACT
Dipping, arcuate bands of debris-rich ice outcropping near the margins of glaciers are often
interpreted as thrust faults, assumed to originate in zones of longitudinal compression. Identi-
fication of thrusts is typically based on the geometry and sedimentology of the debris bands or
the crystal fabric of surrounding ice, but the physical processes necessary to generate thrusts
are rarely evaluated. Herein, we combine a numerical model of compressive ice flow near a
glacier margin with semi-empirical stress and strain-rate criteria for ice fracture and stress
criteria for frictional slip to determine the conditions necessary for thrust faulting in glaciers.
This model is applied to two different glaciological settings where longitudinal compression has
been documented: 1) the transition between warm-based and cold-based ice near the terminus
of Storglacia¨ren, Sweden; and 2) the downglacier extent of the 1983 surge front of Variegated
Glacier where surging ice encountered stagnant ice. Simulations representing the margin of
Storglacia¨ren indicate that peak compressive strain rates are six orders of magnitude too small
to induce fracture, whereas at Variegated glacier strain rates were an order of magnitude too
small for compressive fracture. In both groups of simulations, pre-existing sediment-filled frac-
tures governed by Coulomb friction are susceptible to slip if they are large, properly oriented,
1Dept. Geological and Atmospheric Sciences, Iowa State University
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and in the case of Storglacia¨ren subject to high water pressures. These requirements are most
likely to be met in fractures that already contain sediment, indicating that mechanisms other
than thrusting must be responsible for entraining and elevating the sediment.
3.1 INTRODUCTION
Thrusting of bed-derived sediment from the bottom of a glacier to its surface may be
an important mechanism of sediment transport [Alley et al., 1997] (Figure 3.1). Thrusting
may also result in unique suites of landforms indicative of supraglacial debris accumulation
near an ablating ice margin [Hambrey et al, 1997]. The observation of seams of indurated
diamicton along upglacier-dipping, arcuate surfaces outcropping near glacier termini is taken by
some as evidence of widespread thrusting [Hambrey et al., 1999]. Debris-bearing surfaces with
evident dip-slip offsets observed in tunnels or marginal ice exposures are also viewed as further
evidence that thrusting is important and ubiquitous [e.g., Goodsell et al., 2005]. However,
several authors have argued that development of thrust faults in grounded glacier ice should
be mechanically inhibited [e.g., Weertman, 1961; Hooke, 2005]. Among the key difficulties cited
is the comparatively large strain rate necessary to produce macroscopic compressive fractures
in ice [Paterson, 1994]. Large strain rates are necessary to exceed the rate at which strain can
be accommodated by ductile flow at the tips of small preexisting cracks [e.g., Schulson, 2001].
This problem can be surmounted, to some extent, by assuming that a thrust fault exploits a
pre-existing weakness in the ice such as a crevasse trace.
In this paper, we combine a two-dimensional, steady-state numerical model of ice flow over a
slip to no-slip transition at the bed with criteria describing two possible mechanisms for thrust
faulting: development of compressive fractures in initially-homogeneous ice and reactivation
of a preexisting and pervasive fracture. Attention is focused on conditions relevant to slip to
no-slip transitions in the termini of grounded glaciers, arising either from thermal transitions
at the glacier bed or from transients associated with surges. The intent is not to model the
evolution of fractures in time but to find the conditions under which fracture or frictional slip
can be initiated, since this is a prerequisite for the development of debris-bearing thrust faults.
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3.2 BACKGROUND
3.2.1 Field Observations
We are aware of only a single case in which the evidence for thrust faulting in a glacier
is unequivocal. Folding, buckling and faulting were observed near the terminus of Variegated
Glacier, Alaska, during its surge in 1983 [Raymond et al., 1987]. Propagation of the surge
into stagnant marginal ice produced peak compressive strain rates several orders of magnitude
larger than typical non-surge strain rates in that part of the glacier [Kamb et al., 1985; Sharp
et al., 1988]. Thrust faults dipping ∼40◦ upglacier accounted for as much as 50% of local
shortening and developed approximately parallel to the pre-existing foliation pattern in the
ice. Some thrusts were small and resulted in only a few meters of offset at the surface, while
others were much larger, accumulated large displacements, and cut through the downglacier
limbs of large bulge folds that preceded them [Sharp et al., 1988]. There is strong circumstantial
evidence that englacial or subglacial water-filled voids were opening during the passage of the
surge front, although the origin and extent of these voids is unknown [Raymond et al., 1987].
Figure 3.1 Schematic illustration of terminal thrust faults and consequent
accumulation of bed-derived debris at the ice surface.
Observations at a number of polythermal surge-type glaciers also point toward faulting
associated with propagation of a surge front into ice at a frozen margin, although the interpre-
tation of fault structures is often more equivocal in these cases. Clarke and Blake [1991] made
several observations on Trapridge glacier suggesting that a growing bulge in the ice surface
was associated with the growth of an englacial debris-rich discontinuity. This feature also co-
incided with a reversal in the temperature profile, suggesting that warm basal ice beneath the
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bulge was being uplifted along this discontinuity over colder, slower-moving ice ahead of the
bulge. Although no actively-slipping fault ever intersected the surface at Trapridge, upglacier-
dipping, debris rich structures that could be interpreted as thrust faults were later observed in
the stagnant ice closer to the terminus [pers.comm. John Shaw, 2008]. Hambrey et al. [1996]
and Murray et al. [1997] describe bands of ice bearing bed-derived debris emerging in the
vicinity of the transition between temperate and cold-based ice at Bakaninbreen, a surge-type
polythermal glacier in Svalbard. Ground-penetrating radar [Murray et al., 1997] and seismic
surveys [Smith et al., 2002] showed that some of these structures continued to depth and in-
tersected the bed near the thawed/frozen transition, which coincided with the downglacier
extent of a surge that lasted from 1985 until 1995 [Smith et al., 2002]. However, some features
once described as thrusts in similar polythermal surge-type glaciers have been re-interpreted
as basal crevasse-fill structures [Woodward et al., 2002; Glasser et al., 2003a and Woodward et
al., 2003].
In non surge-type glaciers, similar features outcropping in glacier termini have been ascribed
to thrust faulting. For example, structures with many of the characteristics attributed to
thrusting have been described in marginal ice in Greenland [Bishop, 1957], Alaska [Rabus
and Echelmeyer, 1998], Sweden [Glasser et al., 2003b], New Zealand [Kirkbride and Spedding,
1996], Switzerland [Herbst et al., 2006], and Canada [Goldthwait, 1951; Hambrey and Muller,
1978]. In Sweden, for example, Glasser et al. [2003b] examined debris-bands outcropping on
the surface of Storglacia¨ren, where typical ice surface velocities are on the order of 10 m a−1
[Jansson, et al., 2000] and strain rates are at least three orders of magnitude smaller than at
the surge front on Variegated Glacier. Nevertheless, Glasser et al. [2003b] interpreted sediment
characteristics, isotopic data and radar surveys to indicate that these bands continued all the
way to the bed, and hence were the products of thrusting.
Despite widespread reports of thrusts, some researchers have questioned the interpretation
of many of these structures. For example, some debris-bearing planar structures may be inher-
ited from the primary stratigraphy of the ice [e.g., Hooke and Hudleston, 1978], and others may
be sediment-filled surface [Bennett et al., 2000] or bottom [Ensminger et al., 2001; Woodward
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et al., 2002] crevasses that are subsequently rotated into upglacier-dipping orientations. Other
debris bands have been interpreted as basal ice that appears enclosed in ice due to overriding of
marginal aprons of superimposed ice [Hooke, 1973]. Similar features have also been interpreted
as glaciofluvial deposits from englacial flows [Kirkbride and Spedding, 1996].
Evidence supporting thrusting in glaciers is not limited to field observations. Mathemat-
ical models of ice flow suggest that abrupt transitions in basal drag can produce large stress
concentrations in the ice, perhaps sufficient to cause fracture [e.g., Hutter and Olunloyo, 1980;
Lliboutry, 2001]. In fact, these models produce mathematical singularities at the transition in
basal drag, leading to infinite deviatoric stresses there. However, such a result is untenable
because infinite stresses cannot be supported by ice. Furthermore, there are several mecha-
nisms that likely reduce the abruptness of the transition in basal drag and thereby reduce the
magnitude of stress concentrations, as discussed in CHAPTER 2 [see also, e.g., Fowler et al.,
2001]. The extent to which the basal drag transition is smeared out in the general case is
unknown, so for the simulations described hereinafter we adopt the assumption of an abrupt
transition.
3.2.2 Flow of ice
Under stress fields typical of glaciers, ice behaves in a largely ductile manner. While
crevasses are clear evidence of ice fracturing in tension, the compressive strength of ice is con-
siderably larger [e.g., Schulson, 2001]. Glens law, the constitutive relation that best describes
the flow of glacier ice, is [Hooke, 2005]
˙e =
(
τe
B
)n
(3.1)
where ˙e and τe are the effective strain rate and effective shear stress, respectively and B is a
viscosity parameter. The flow-law exponent n is thought to range from 1 to 4, depending on the
stress regime. While a composite value of 3 is usually used for simplicity, in circumstances where
deviatoric stresses are large, higher values of n may be appropriate. Such strongly nonlinear
behavior can lead to significant strain localization, and this can be further exaggerated if
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impurities (e.g., sparse sediment particles) or crystal fabrics soften discrete layers. Nevertheless,
under the right circumstances, ice is known to fracture in laboratory shear and compression
tests [e.g., Rist and Murrell, 1994].
3.2.3 Failure criteria
Glacier ice, like other natural polycrystalline materials, is rich in microscopic flaws such
as voids, inclusions, and cracks. These small flaws normally do not disrupt the macroscopic
ductile behavior, but can play an important role in fracture under some circumstances. No
matter the expected mode of failure, optimally-oriented flaws or pre-existing discontinuities will
likely be the locus of fault development. Shear failure requires overcoming frictional resistance
to initiation of slip along an incipient crack or slip surface. Assuming no cohesive strength,
the general expression for the shear stress, τy, sufficient to initiate slip is the simple Coulomb
criterion,τy = µσn , where σn is the stress normal to the sliding surface and µ is the coefficient of
static friction. A prerequisite to brittle compressive fracture of ice is slip along grain boundaries
or pre-existing cracks and the formation of slip-accommodating wing cracks where local tensile
stresses develop at crack tips [Schulson, 2001] (Figure 3.2a). Adjacent to wing cracks may be
subsidiary comb-cracks, which isolate slender columns of ice near the tips of incipient sliding
cracks. When brittle failure takes place, it is by the failure of these columns and linkage of
neighboring wing-cracks, creating a continuous zone of damage (Figure 3.2b-c). However, even
if the shear stress is sufficient to cause crack-interface slippage, crack growth will be inhibited
if the strain rate is small enough that strain at crack tips can be accommodated by ductile
ice flow. Thus, fracture of ice in compression is a complex function of the applied principal
stresses, frictional properties of the ice, rheological behavior of the ice, and geometry of the
crack system. Theoretical expressions for the criteria that must be met for brittle fracture are
described in Renshaw and Schulson [2001] and Schulson [2001]:
˙B/D =
2(32)
(n−1
2
)(n+ 1)2B∗K2Ic
cn/2
√
pi[(1−R)− µ(1 +R)] (3.2)
32
σf =
2KIc[
[1 + (1− µ1+R1−R)2/3]1/2
]1/2
[1 + 3µ2α2(1−R)2]1/2c1/2
(3.3)
where ˙B/D is the strain rate corresponding to the ductile-brittle transition, is the yield strength
of crack-bounding ice, B∗ is a fluidity parameter related to B, KIc is the fracture toughness
of ice, c is half the characteristic ice crystal diameter, α is the length-to-width ratio of the
columns of ice bounded by comb cracks, and R = σ3/σ1, the principal stress ratio. Herein, σ1
is the most compressive principal stress and σ3 is the least compressive. The same subscripting
convention is used for strain rates. If a body of ice is loaded such that the most compressive
stress and strain rate are larger than the critical values indicated in Equations 3.2 and 3.3,
respectively, the ice should undergo macroscopic brittle faulting. This scheme for defining
the onset of brittle fracture in ice is broadly consistent with a wide range of laboratory data
[Renshaw and Schulson, 2001]. If the least compressive principal stress is tensile, the frictional
terms disappear and the criterion for fracture can be expressed as [Ashby and Hallam, 1986]
σf =
KIc√
pic
(3.4)
The variables n, KIc , α, µ, and c in Equations 3.2-3.4 are all properties of the ice that can
be measured independently. The viscosity parameter B is temperature dependent, but for an
isothermal glacier is considered constant. Therefore, the only independent variable is the stress
ratio R, which may vary substantially in a glacier.
If a fracture already exists that spans the thickness of the glacier and that can be reac-
tivated, as envisioned by Hambrey et al. [1999], only Coulomb friction resists fault motion,
potentially mediated by the pressure of water that may fill the fracture. Retaining the princi-
pal stress notation, reactivation of such a fracture oriented at an angle θ to σ1 can occur when
[Scholz, 2002, equation 3.3]
(σ1 − pw)
(σ3 − pw) =
(1 + µ cot θ)
(1− µ tan θ) (3.5)
where pw is water pressure. Figure 3.3a illustrates a stress field that satisfies the Coulomb
criterion on a fracture oriented at the optimal angle θ0 to the most compressive stress and
33
Figure 3.2 Development of macroscopic fracture zones by propagation and
linkage of grain-scale flaws. a) single sliding crack under dif-
ferential stress showing opening-mode wing cracks and comb
cracks; b) schematic depiction of linkage of multiple cracks; and
c) failure of comb-crack-bounded columns creating a damage
zone and macroscopic fracture. After Schulson [2001].
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with an arbitrary choice of pw. This optimal orientation is a function of the friction angle φ,
θ0 =
pi
4
− φ
2
(3.6)
where φ = tan−1 µ. In the absence of a fracture so oriented, slip would continue to be sup-
pressed until either the applied stress increased or increased water pressure lowered the effective
stresses sufficiently to cause movement. Figure 3.3b illustrates schematically the components of
a hypothetical stress field that does not satisfy the Coulomb criterion across an entire fracture
surface. In this example, water pressure reduces friction in the lower 60% of the fracture, but
the upper portion of the fracture remains dry. Nevertheless, because ice overburden pressure
approaches zero near the surface while deviatoric stresses remain finite, the slip criterion is
more readily satisfied near the surface, even under dry conditions.
In both the fracture and slip criteria above, the stress fields are the primary independent
variables. This allows both criteria to be readily evaluated everywhere in a glacier where the
stress field can be determined, provided that material properties can be estimated.
3.3 METHODS
We use a two-dimensional finite element model of ice flow over a basal slip/no-slip transi-
tion (SNST) to evaluate whether thrust faulting is likely. The approach is to apply velocity
boundary conditions at the inflow and the bed and stress-free conditions on the surface, then
solve for englacial velocity and pressure fields assuming that all strain is accommodated by
continuum viscous flow. Strain rates, and hence stresses, are then determined from velocity
gradients, and the fracture criteria are evaluated everywhere in the domain. Finally we de-
termine a posteriori whether the developed stresses and strain rates are sufficient to induce
fracture or fault slip. No attempt is made to model the evolution of a fault once it has begun to
propagate. Instead, the goal is to constrain the range of parameter space under which faulting
can be initiated. The results are expected to be qualitatively relevant where ice undergoes lon-
gitudinal compression resulting from abrupt changes in basal drag, but can also be applicable
where compressive stress regimes arise under different circumstances.
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Figure 3.3 Illustration of the Coulomb criterion for slip on a fracture ori-
ented at an angle θ to the most compressive stress. a) Mohr
circle illustration of effect of water pressure on principal stresses;
and b) Illustration of components of the principal effective
stresses and their ratio, R, as a function of depth. Deviatoric
stresses (compression positive) are added to the total isotropic
pressure p0 (hydrostatic plus hydrodynamic) and water pres-
sure is subtracted. The resulting effective stress ratio varies
with depth and can result in satisfaction of the slip criterion
(gray shaded area) near the surface.
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The finite element method was implemented with ELMER, a public-license fluid dynamics
package developed by the Finnish Center for Scientific Computing [Gagliardini et al., 2007;
Gagliardini and Zwinger, 2008]. The model domain was discretized using GMSH, also public-
license software. To retain generality, the model domain was a rectangular region with height
equal to one and with length expressed in ice thicknesses. The length of the sliding portion of
the glacier inside the domain affects velocity gradients away from the SNST, so this length l0
is reported as l0 = κh0, where κ is an integer constant. Flow is driven by velocity boundary
conditions at the inlet and the bed, as illustrated in Figure 3.4, where dimensionless horizontal
and vertical velocity are u˜ and v˜, respectively. The natural boundary condition at the upper
surface is stress-free. As a consequence, ice can flow out of the domain across the upper
boundary, as well as the right-hand boundary. This domain represents a segment of the lower
ablation zone of a glacier that is driven by a constant ice flux from higher upglacier. This upper
boundary condition differs from some past treatments of this problem in which no flow across
the upper boundary was permitted, resulting in an acceleration of near-surface ice as it crossed
the SNST [e.g., Hutter and Olunloyo, 1980; Lliboutry, 2001). We are considering ice in the
ablation zone of a glacier, so it is essential to permit ice flow (and therefore discharge, which
should be balanced by ablation) across the top. The significance of this issue is addressed in
more detail in CHAPTER 2.
In model simulations we invoke an abrupt free-slip-to-no-slip transition at the bed, even
though this may not be the most realistic portrayal of this transition in a glacier. Under
such basal conditions, shear stress along the slipping portion of the bed must be zero and mass
conservation controls how basal sliding velocity changes approaching the SNST. In CHAPTER
2, we showed that basal-slip velocity under these boundary conditions declines almost linearly
from the inlet to the SNST, only becoming noticeably steeper within one half of an ice thickness
from the SNST. The resultant longitudinal velocity gradients should be viewed as maxima,
since both the implied no-drag sliding upglacier of the transition and the abrupt transition to
no-slip are idealizations. Stresses are directly related to velocity gradients, so our simulations
can be viewed as providing upper bounds for the stresses developed in such flows.
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Figure 3.4 Generalized model domain, boundary conditions and a repre-
sentative portion of the numerical mesh.
According to analytical models of similar problems [e.g., Hutter and Olunloyo, 1980; Lli-
boutry, 2001], the slip/no-slip transition produces a stress singularity at the point of transition,
such that stresses in the ice are infinite. Singularities like this are mathematical artifacts that
cannot be manifested in nature. Numerical discretization is a means of smoothing out the
singularity while still capturing the physics over length scales for which the continuum approx-
imation is valid. Therefore, model meshes are refined near the slip transition, but only so that
the edge length of the smallest elements is comparable to several crystal diameters when the
domain is scaled [see CHAPTER 2].
The model governing equations are the non-dimensional form of the Navier-Stokes equa-
tions, expressed for the power-law case with inertia neglected:
−∇˜P˜ + ∇˜ ·
[
˜˙e
1−n
n
(
∇˜v˜ +
(
∇˜v˜
)T)]
= 0, (3.7)
∇ · v˜ = 0, (3.8)
where P is the pressure deviation from hydrostatic and tildes indicate non-dimensional quan-
tities. Gradients of the output velocities are used to determine the components of the dimen-
sionless strain rate tensor, and corresponding components of the deviatoric stress tensor were
computed with the relation:
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τ˜ij = B˜ ˜˙e
1−n
n ˜˙ij (3.9)
For subsequent manipulation, nodal values of velocity, pressure, deviatoric stresses and strain
rates are interpolated from the unstructured finite element grid onto a regular grid with the
same minimum spacing. Use of principal stress ratios in the faulting criteria requires that
fully-scaled total stresses be used, so each of the stress components is re-scaled according to
the boundary conditions and geometry of the model for each case studied. Therefore, total
dimensional stresses are
σ =
B
2
(
u0
h0
)1/n
(P˜I− τ˜) + ρigdI (3.10)
where u0 is the dimensional inflow velocity and d is the dimensional depth below the ice surface,
with the ice thickness equal to h0. Principal stresses and their orientations are computed with
the standard relations
σ1,3 =
1
2
(σxx − σyy)±
[
1
2
(σxx − σyy)2 + σ2xy
]1/2
, (3.11)
γ =
1
2
tan−1
(
2σxy
σxx − σyy
)
, (3.12)
where γ is the angle between the x-axis in the model coordinate system and σ1. Strain rates
substituted for stresses in these equations suffices for determining principal strain rates.
To evaluate the fracture criteria, the value of R is determined at each node using the nodal
principal stresses. Where R > 0 is satisfied, both of the principal stresses are compressive, and
Equations 3.2-3.3 are evaluated to find the unique failure stress σf and brittle-ductile transition
strain rate ˙B/D at each node. The most compressive principal stress and strain rate at each
node are then compared with these critical values. For ease of graphical representation in this
and subsequent analyses of faulting criteria, the nodal values of maximum and critical stresses
(and strain rates) are compared as ratios Rσ ≡ σ1/σf , (R ≡ 1/B/D). Thus, a value of this
ratio equal to or greater than 1 implies satisfaction of the stress (strain rate) criterion there.
If R ≤ 0, nodal values of σ3 are compared with the tensile failure stress determined from the
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tensile fracture criterion (Equation 3.4) [Ashby and Hallam, 1986]. Where the relevant stress or
strain rate equals or exceeds the critical value determined from a fracture criterion at multiple
nodes (i.e., Rσ1 or R ≥ 1), initiation of brittle fracture is expected. Requiring satisfaction at
multiple nodes further ensures that singularities do not affect the results. Since growth of a
crack under steady stress generally results in enhanced stress concentrations at the crack tips,
after initiation, a macroscopic crack is expected to grow rapidly into a large fracture. Values
of the material properties used to evaluate Equations 3.2-3.5 are chosen from the literature as
best estimates, and reasonable variations around these estimates are investigated to evaluate
model sensitivity (Table 3.1).
The Coulomb slip criterion is treated in a similar manner. The left-hand side of Equation 3.5
is defined as the effective stress ratio, R:
R′ =
(σ1 − pw)
(σ3 − pw) (3.13)
and the right-hand side of Equation 3.5 is defined as the critical effective stress ratio:
R′c =
(1− µ tan θ)
(1 + µ cot θ)
(3.14)
Water pressure is scaled with the ice thickness by the parameter λ = (ρwgHt)/(ρwgh0), such
that λ = ρi/ρw corresponds to water pressure equal to ice overburden, where ρw and ρi are the
density of water and ice, respectively, and Ht is the hydraulic head in the ice. Equation 3.14 is
first solved at each node to define the critical effective stress ratio. The nodal principal stresses
are then used in Equation 3.13, and the ratio Rc/R evaluated (this ratio is the reciprocal of the
form used in the fracture criterion because the slip condition is approached as R decreases).
The preexisting fracture is first assumed to be optimally oriented everywhere. Water pressure
is also first assumed to be zero, then increased until the criterion is satisfied. The same process
is repeated for a family of non-optimal fracture orientations. The friction coefficient used for
the sliding interface is 0.5 a value that is reasonable for both granular materials and for cold
ice at low slip rates [Lambe and Whitman, 1969; Kennedy et al., 2000] but it is varied through
a large range to allow for different characteristics of the sliding interface.
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Table 3.1 Parameter values used in model simulations.
Parameter Values Refs
B 9.0− 10, 000MPa s1/n Cohen, [2000]
c 0.002m(Storgl.)−−0.05m(Var. Gl.) Paterson, [1994]; Pfeffer, [1992]
h0 20-40 m Raymond et al., [1987]
KIc 0.05-0.15 MPa m1/2 Fischer et al., [1995]
l0 4h0 − 13h0 Raymond et al., [1987]
n 1.0− 4.2 Raymond et al., [1987]
v0 4.76× 10−7(Storgl.)− 2.0× 10−4(Var. Gl.)ms−1 Raymond et al., [1987]
α 1.0 Renshaw and Schulson, [2001]
µ 0.1-1 (ice); 0.4-0.7 (debris) Schulson, [2001]
λ 0-0.915 -
Several scenarios are considered, all of which involve two-dimensional flow through rectan-
gular domains containing a basal SNST. In particular, domain characteristics for two groups
of simulations are chosen to roughly approximate stress fields in two contrasting cases: 1)
the terminus of Variegated Glacier in 1983 where a surge front propagated into stagnant ice;
and 2) the temperate-based to cold-based transition (BTT) at the margin of a polythermal
glacier such as Storglacia¨ren. While the Variegated surge termination did not coincide with
a basal thermal transition, the SNST where the surge propagated into stagnant marginal ice
is mechanically similar to a BTT. Information for the Variegated Glacier case is drawn from
literature [Kamb et al., 1985; Raymond et al., 1987; Sharp et al., 1988; Pfeffer, 1987; and
Pfeffer, 1992], while frozen margin parameters are derived from field data from Storglacia¨ren
[CHAPTER 4] as well as from Jansson et al. [2000].
3.4 RESULTS
Nondimensional velocity and deviatoric stress fields for all of our finite element simulations
are qualitatively similar. Values of n affect these fields in only subtle ways. An example of
the velocity and deviatoric stress solutions for a domain with a sliding length l0 = 8h0 and
n = 3 is shown in Figure 3.5. The transition from free-slip to no-slip boundary conditions is at
x = 0, resulting in longitudinal compression and vertical extension in the ice approaching the
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SNST. Horizontal deviatoric stresses are nearly uniform beyond 1.5 ice thicknesses upstream
of the SNST. Basal shear stress, required by the boundary conditions to be zero in the sliding
portion of the bed, peaks at the SNST and returns to negligible values beyond 2 ice thicknesses
downstream.
Dimensional total stress magnitudes and orientations are strongly affected by a SNST,
as illustrated in Figure 3.6. The principal stress ratio (R), shown in Figure 3.6, reaches a
maximum value (R = 1.0) on the right-hand side of the domain where deviatoric stresses
become small and the stress field is nearly hydrostatic. Upstream of the SNST deviatoric
stress magnitudes are non-negligible and can be quantified with Equation 3.10 and dimensional
variables B, h0 and u0. The stress field of Figure 3.6 corresponds to B = 77 MPa s1/3,h0
= 25 m, and u0 = 4.8 × 10−7m s−1, values roughly appropriate for the terminus region of
Storglacia¨ren. The associated principal-stress ratio R and the related effective stress ratio
R are the primary variables determining whether fracture or slip occurs. Except near the
SNST the deviatoric stresses are independent of depth, as shown in Figure 3.5c. However,
the hydrostatic component of the total stress field is a function of depth and becomes a larger
fraction of the total stress field near the surface. As a consequence, the principal-stress ratio
(i.e., the degree of confinement) decreases upward even though the deviatoric stress does not
(Figure 3.6).
3.4.1 Fracture criteria
Figure 3.7 shows the results when the fracture criteria (Equations 3.2 and 3.3) are evaluated
for the stress field shown in Figure 3.6, appropriate for conditions at Storglaciren. The strain
rate criterion is satisfied when R = ˙1/˙B/D ≥ 1 and likewise the stress criterion is satisfied
if Rσ = σ1/σf ≥ 1. Each ratio reaches a peak value in a small region around the SNST.
However, values are approximately five and one orders of magnitude too small for the strain-
rate and stress criteria, respectively, so neither criterion is satisfied. In all simulations, the stress
criterion is closer to being achieved than the strain-rate criterion. Since both components must
be satisfied to accomplish fracture, we hereinafter focus on results with only the strain-rate
42
Figure 3.5 Sample dimensionless velocity and stress results from a simula-
tion with l0 = 8h0 and n = 3. a) velocity vectors; b) steady-s-
tate streamlines; c) longitudinal deviatoric stress; and d) shear
stress.
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Figure 3.6 Principal stress ratio R and principal stress trajectories for the
same simulation shown in Figure 3.5.
criterion.
Evaluation of the strain-rate criterion for the Variegated surge-front simulations is shown
in Figure 3.8. In this simulation, l0 = 13h0, h0 = 25 m, u0 = 2.38 × 10−4m s−1, n = 4.2,
and B = 9 MPa s1/4.2 (Table 3.1). In the left panel (Fig 3.8a.), only the compressive fracture
criterion is evaluated, and the numerical values of Repsilon near the SNST are no more than
about 10−3. Just downstream from the SNST is an area where deviatoric stresses are elevated
sufficiently that the least compressive deviatoric stress (plunging steeply upglacier in this region
as in the case illustrated by σ3 in Figure 3.6) is larger in magnitude than the weight of the
overlying ice, making the least compressive principal stress negative, or tensile. There, the
frictional components of the fracture criterion vanish, and the conditions for fracture can be
described by Equation 3.4. In the right panel (Figure 3.8b), the area around this tensile regime
is enlarged, and the tensile criterion is evaluated, reaching values much closer to, but still less
than, 1.
Given that many of the input parameters in the fracture criterion are poorly constrained
for Variegated Glacier, we consider the effects on R of varying several of these parameters,
including the viscosity parameter B, fracture toughness KIc, inflow velocity u0, crack length
c, and crack-surface friction coefficient µ. The results are shown in Figure 3.9, where one pa-
rameter at a time is varied through a reasonable range (see Table 3.1). In all cases, parameter
adjustments that tended to increase R also caused the value of σ3 to become negative, indi-
cating that fracture would proceed only in tension. Nevertheless, reasonable variations of B
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and inflow velocity were all capable of satisfying the tensile fracture criterion in a small region
(comprising several nodes) just downglacier from the SNST.
3.4.2 Frictional slip criteria
When there is a pre-existing, penetrative fracture that is isolated from interaction with
water, the stress field is unchanged from the equivalent fracture-criterion case. The stress field
under these circumstances is the same as that shown in Figure 3.6. The optimal slip plane
(which is not generally the orientation of maximum shear stress [Scholz, 2002]) is at some angle
θ0, given in Equation 3.6, to the most compressive principal stress shown in Figure 3.6. Slip
will be most likely along fractures at this orientation. The Coulomb slip criterion evaluated
for this stress field with µ = 0.5 is shown in Figure 3.10a, appropriate for a fracture filled with
ice-free debris. Orientations of optimal slip surfaces (dashes) are also shown. Very near the top
of the domain and upglacier of the SNST in this simulation, where there is finite longitudinal
compression but very little overburden stress, the criterion is satisfied. Everywhere below
this near-surface horizon, and therefore along the plane of any bed-intersecting fracture, the
criterion is not satisfied. Therefore, slip is not expected under dry conditions with µ = 0.5.
However, for the stress field corresponding to the Variegated surge front, slip on optimally-
oriented fractures could readily occur over a large area upglacier from the SNST under dry
conditions (Figure 3.10b).
If water is permitted to fill the pre-existing fracture to a certain height under hydrostatic
pressure commensurate with that height, frictional resistance to slip is expected to decline
according to Equation 3.5, and wholesale slip should become more feasible. For the stress
field illustrated in Figure 3.10, an increase in water pressure up to 80% of the ice thickness
(λ = 0.8) results in satisfaction of the slip criterion through nearly the entire thickness of the
glacier within two ice-thicknesses of the SNST, as shown in Figure 3.11a. If on an optimally-
oriented fracture through this zone, there are small patches where the criterion is not satisfied
(Figure 3.11b), stress concentrations there will likely cause slippage over the entire fracture
surface [cf. Palmer and Rice, 1973]. In any case, further increasing the water pressure in
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the same fracture closer to ice overburden pressure permits complete satisfaction of the slip
criterion along an optimal surface.
If no fractures are optimally-oriented, the picture changes significantly. For the case above
where the criterion is almost fully satisfied for the length of a penetrative fracture when water
pressure is close to ice overburden pressure, a fracture that is rotated by 10◦ from the optimum
is far from satisfying the criterion. The effect of rotation of the preexisting fracture by 10◦
and 20◦ either direction from optimum is shown in Figure 3.11c. In any orientation outside of
about a 5◦ window around the optimum, water pressure must reach ice overburden pressure
before the fracture will be permitted to slip for µ = 0.5. This result, however, is sensitive to
the value of µ. As shown in Figure 3.11d, raising µ above 0.5 reduces the probability of slip,
whereas lowering µ greatly broadens the range of water pressures for which slip is permitted.
3.5 DISCUSSION
The model results presented here indicate that the compressive fracture criterion for ice of
Renshaw and Schulson [2001] and Schulson [2001] is not satisfied for any reasonable combina-
tions of the input parameters used. The simple interpretation of this result is that even under
exceptional glaciological circumstances, creation of a thrust fault by compressive fracture of
ice will not be possible. However, under extreme circumstances it may be possible to induce
tensile fracture if the least compressive principal stress becomes negative. The results also show
that given an optimally-oriented, penetrative fracture subjected to large compressive stresses,
slip may occur under certain conditions.
Glaciers are not likely to be totally homogeneous as we have assumed in evaluating the
fracture criterion, nor are they likely to have many existing fractures that both penetrate the
full thickness and width of the glacier and are optimally oriented. Much more likely are a large
number of preexisting, variously-oriented, macroscopic flaws that extend for distances on the
order of 10−3 to 10−1 ice thicknesses. These fractures may terminate in un-fractured ice at
depth and at their lateral extent so that even if slip at some point in the center of the frac-
ture is resisted only by Coulomb friction along the fracture interface, there will be additional
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viscous resistance offered by ice surrounding the fracture. Under these circumstances, neither
the fracture model nor the Coulomb slip model as presented above is strictly applicable. For
example, a crevasse trace that spans only 25% of the ice thickness and is not optimally ori-
ented should resist slip to the same degree as, or greater than, an equivalent fully-penetrating
crevasse. However, such a crevasse trace, owing to its size, will be more likely to grow than
grain-scale flaws in a macroscopically-homogeneous glacier.
3.5.1 Frozen Margin Simulations
Longitudinal strain rates across basal thermal transitions in non-surging polythermal glaciers
like Storglacia¨ren are orders of magnitude smaller than those in surge fronts. In such situa-
tions, thrusting must be preceded by the development of a large pre-existing fracture with an
orientation that is near optimum. The fracture criterion does not predict compressive frac-
ture with any reasonable variation of model parameters in simulations representing the frozen
margin of Storglacia¨ren. Results for pre-existing fractures indicate that slip will occur only
if the fracture orientation is near optimal and hydrostatic water pressures within the fracture
are close to ice overburden pressure. Upward seepage of water through a permeable fracture
would further promote slip owing to water-pressures in excess of hydrostatic necessary to drive
water flow.
3.5.2 Variegated Glacier Simulations
Simulations with conditions appropriate for Variegated Glacier were driven with large far-
field compressive strain rates u0/l0h0, but the computed peak compressive strain rates near the
SNST were too small to exceed the rate at which ice creep around incipient crack tips could
accommodate strain. Instead, under such intense longitudinal compression, a region near the
SNST was subject to net tensile stress. This tensile stress results from the least compressive
deviatoric stress being larger than (and of opposite sign as) the isotropic component of the stress
tensor. With some reasonable combinations of material parameters, the tensile failure criterion
could be satisfied in this zone. A tensile fracture in this area would open parallel to and extend
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normal to the tensile stress vector, which dips in the upglacier direction (Figure 3.6), producing
a downglacier dipping fracture–the opposite orientation of that expected for a thrust fault.
While downglacier-dipping tensile fractures alone cannot explain the mechanism of thrusting
at the Variegated surge termination, the tensile stress regime may have promoted initial crack
opening and buckling of ice. Indeed, Sharp et al. [1988] describe the appearance of thrust
faults at the surface of Variegated glacier only after a period of folding and buckling of surface
ice. Model results of Pfeffer [1987] show the development of zones of tensile stress near the
surge front. Pfeffer further suggests that thrust faulting could develop in these zones as a
result of hydrofracturing growth of an array of tensile cracks, with the mechanical assistance
of pressurized water. Growth and linkage of such fractures could provide a zone of damaged
ice sufficient to eventually allow thrusting along upglacier-dipping surfaces.
An alternative possibility is that pre-existing fractures were re-activated during the surge.
Model results indicate that any penetrative fracture that was reasonably close to the opti-
mal orientation would slip readily even under low water pressures (Figure 3.10). Since basal
water pressures were known to be remarkably high during the Variegated surge, even penetra-
tive fractures that were not oriented near the optimum could potentially have been activated.
However, no such reactivated fractures have been documented. On the contrary, Pfeffer [1987]
identified several upglacier-dipping, sediment-filled structures near the lower extent of surg-
ing that presumably existed prior to the 1982-1983 surge and found no evidence that they
accommodated slip during the surge.
3.5.3 Other considerations
We have, thus far, neglected any cohesion (unconfined strength) of pre-existing fractures.
This may indeed be an appropriate assumption for fracture planes that are filled with grain-
supported sediment. However, Arenson and Springman [2005] argue that cohesion increases as
a function of volumetric ice content for frozen granular materials, and that the cohesive term
in the Coulomb equation in fact follows Glen‘s law. Consideration of this case is beyond the
scope of this paper, but nevertheless it indicates that any ice-supported debris-rich structures
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in ice will resist shearing more than the cohesionless model presented here.
A notable and pervasive feature of the Coulomb simulations is a near-surface zone of slip,
even in the absence of water. This is a result of the nonzero horizontal deviatoric stresses where
ice overburden pressure disappears at the glacier surface. Thus, if the longitudinal compression
is sustained, slow slip on preexisting cracks could occur near the surface and be accommodated
by flow at depth. This could give the appearance of fault offset at the ice surface even if the
active portion of the fault did not extend more than a few meters deep. Similar features
have been described on numerous glaciers [e.g., Weertman, 1961 and references therein; Rabus
and Echelmeyer, 1997], although efforts to document slip on them have generally not been
successful. The lack of evidence for discrete displacements across such features has led some
authors to suggest that the surface relief often seen across thin debris layers is aresult of
differential ablation [e.g., Hooke, 1973].
If a pre-existing fracture is not filled with sediment, the mechanical behavior of the interface
under a compressive stress field is incompletely known. In the absence of debris or pressurized
interfacial water, sintering could become important. Laboratory experiments have demon-
strated that sintering strengthens an ice-ice interface because plastic flow around asperities
allows an increase in real contact area, enhanced by large normal forces and high homolo-
gous temperatures [e.g., Szabo and Schneebeli, 2007]. In laboratory experiments, Maeno and
Arakawa [2004] showed that even ice surfaces slipping across one another at small displacement
rates (10−6−10−8m s−1) experienced transient sintering that increased with temperature. For
example, at a temperature of −5◦ C and a sliding rate of 10−8m s−1 (reasonable values for a hy-
pothetical sliding fracture in Storglacirens terminus), a model based on their data predicts that
an ice-ice sliding interface is nine times stronger than the same interface sliding at 10−4m s−1,
and could exhibit friction coefficients in excess of 1.0. In the limit that sintering allows the real
contact area to equal the entire area of the interface, there is no fracture and the ice should
behave as a continuum [cf., Maeno and Arakawa, 2004]. The consequences of sintering in the
present context are that a pre-existing fracture surface, lacking debris, could heal in glacier
ice subject to normal compression or slow shear, resulting not only in a strengthened interface
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but one sealed from interaction with water. In this case, sediment-filled structures would be
favored for activation, and thrusting could not be appealed to for incorporating sediment into
the ice.
The simulations presented here have been designed to err on the side of overestimating
deviatoric stresses. By employing an abrupt SNST, we allow large stress concentrations to
develop near the point of transition. Relaxing this constraint would reduce peak deviatoric
stresses and strain rates, making them even smaller in comparison to critical values needed for
fracture. The immediate neighborhood of the SNST is where R is maximized, so smoothing the
SNST would make fracture even less likely. This adjustment, however, would not necessarily
inhibit Coulomb slip. Conditions favoring Coulomb slip on pre-existing fractures are enhanced
near the SNST, but are also enhanced over a large portion of the glacier surface upglacier from
the SNST.
3.6 CONCLUSIONS
Our results indicate that thrust faulting should be rare in glacier termini. A compressive
fracture criterion for ice is not satisfied for the extreme case represented by the 1983 surge
termination of Variegated glacier. Instead, the thrusting observed there is more likely to have
been the result of folding and tensile fracturing exacerbated by pressurized water, as envisioned
by Pfeffer [1987] and Sharp et al. [1988]. Nevertheless, thrusting cannot be precluded entirely
if it is assumed that a pre-existing fracture is present. Conditions permitting the development
of thrust faults are: 1) thin ice subject to large horizontal strain rates; and 2) large, optimally-
oriented pre-existing fractures in hydraulic communication with high-pressure water. The
former condition points to thin, frozen glacier termini, particularly where they are influenced
by surges. The latter condition favors structures already containing concentrated sediment,
and therefore requires that sediment be emplaced along the pre-existing surface by some other
process.
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Figure 3.7 Evaluation of compressive fracture criterion for the simulation
shown in Figures 3.5 and 3.6, representing Storglacia¨ren’s frozen
margin. a) Strain-rate criterion; and b) stress criterion.
Figure 3.8 Evaluation of strain rate criterion for simulation representing
the surge front at the 1983 termination of the Variegated Glacier
surge. a) Compressive strain rate criterion only. A small zone
between x = 0 and x = 0.5 and below about y = 0.05 is subject
to tensile stress; b) Enlargement of the tensile stress zone with
both the compressive and tensile fracture criterion evaluated.
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Figure 3.9 Model sensitivity to input parameters for the Variegated sim-
ulation shown in Figure 3.8. For each plot, one parameter is
varied while all other parameters are held constant at the “best
guess” values taken from the literature, and the strain-rate cri-
terion is re-evaluated. a) variation of viscosity parameter B;
b) variation of ice fracture toughness KIc; c) variation of in-
flow velocity u0 in m s−1; and d) variation in crack-length, c,
corresponding to half of the crystal diameter.
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Figure 3.10 Evaluation of the Coulomb slip criterion with no water pres-
sure on an englacial sliding interface for a) a simulation rep-
resenting Storglacia¨ren’s frozen margin; and b) a simula-
tion representing the surge termination at Variegated Glacier.
Hachures are parallel to the “optimal” fracture orientation θ0.
The ratio Rc/R is inverted compared to the fracture criterion
because slip occurs if R ≤ Rc.
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Figure 3.11 Evaluation of the Coulomb criterion for the Storglacia¨ren sim-
ulation and variation about best-guess values of parameters.
a) hydraulic head equal to 0.8 times the ice thickness. Plots
b-d are along-fracture profiles of the Coulomb criterion near
the vertical dashed line in (a) ; b) variation of water pressure;
c) variation of fracture orientation about the optimum; and d)
variation of friction coefficient.
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CHAPTER 4
IMPACT OF A COLD MARGIN ON ICE FLOW AND SEDIMENT
TRANSPORT AT THE TERMINUS OF STORGLACIA¨REN, SWEDEN
A paper in preparation for
Journal of Geophysical Research – Earth Surface
Peter L. Moore1, Neal R. Iverson1, Denis Cohen1, Keith A. Brugger2, Thomas S. Hooyer3,
Peter Jansson4, and Rickard Pettersson5
ABSTRACT
The cold-based termini of polythermal glaciers are usually assumed to adhere strongly to
an immobile substrate and thereby supply significant resistance to flow of warm based ice
upglacier. This compressive environment is often linked to uplift of basal sediment to the
surface of the glacier by folding and thrust faulting. Herein, we present field evidence and
numerical model results from the terminus of Storglacia¨ren, Sweden, showing that the cold
margin provides limited resistance to flow from upglacier. Ground-penetrating radar and ther-
mistor data indicate that the 20-25 m thick cold surface layer meets the bed roughly 100 m
from the ice margin. A heat and water balance, coupled with radar and field observations
suggest that a meter-scale layer of subglacial till may be accreted in this zone. However, sur-
face and basal velocity measurements and model results indicate that basal motion at rates
1Department of Geological & Atmospheric Sciences, Iowa State University
2Geology Discipline, University of Minnesota-Morris
3Department of Geology, University of Wisconsin-Milwaukee
4Department of Physical Geography and Quaternary Geology, University of Stockholm, Sweden
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greater than 1 m a−1 likely occurs even beneath the cold ice close to the margin. Longitudinal
stress gradients of 20-25 kPa of the terminus indicate that basal resistance offered by the cold
bed is small. However, close to the ice margin in the northern part of the terminus where
englacial debris bands containing bed-derived sediments are present, basal resistance is appar-
ently greater. Possible causes for the increased resistance in the northern part of the margin
are an adverse basal slope and enhanced basal water drainage. The greater basal resistance
requires higher longitudinal compressive stresses to permit basal slip, resulting in enhanced
vertical extension near the margin that brings basal sediment to the surface. Thrusting is
not feasible under these conditions, nor is it necessary to explain the uplift of sediment to
the surface. The results indicate that, where polythermal glaciers are underlain by unlithified
sediments, subglacial topography and hydrology may affect ice flow trajectories and sediment
transport pathways as much as or more than the thermal regime.
4.1 INTRODUCTION
Many polythermal glaciers have a cold surface layer of ice in the ablation zone that meets
the bed near the lateral margins and the terminus. Ice is often assumed to be frozen to
the substrate in these circumstances, thus inhibiting basal slip. Where wet-based ice in the
interior of the ablation area meets cold-based ice closer to the margins, large longitudinal stress
gradients are often expected. A common assertion is that the longitudinal compression near
the basal thermal transition (BTT) causes folding or thrust-faulting of the glacier, resulting in
uplift of debris layers to the glacier surface [e.g., Hambrey et al., 1999]. Broad belts of high-
relief hummocky topography in formerly-glaciated landscapes are often thought to arise from
the accumulation of debris on a retreating glacier surface, leading some glacial geologists to
link hummocky landscapes with the climatic regimes favoring polythermal glaciers [Hambrey
et al., 1997].
Folding and thrust faulting in compressive environments at glacier margins are frequently
inferred based on field observations, but constraints on the physical conditions sufficient to
cause folding or faulting are not well established. Folding is consistent with ductile behavior
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expected of ice under compression, but thrust faulting requires surpassing strain rate and
strength thresholds that have only recently been defined in closed form [Renshaw and Schulson,
2001]. Using this threshold, the mechanics of compressive faulting in glaciers was addressed in
[CHAPTER 3], where we concluded that the conditions necessary to promote thrusting should
be rare in glaciers. Unfortunately, there are few direct measurements of glacier kinematics in
glacier termini that have documented folds or thrust-like structures [but see, e.g., Clarke and
Blake, 1991; Murray et al., 2000].
4.1.1 Field Setting
Storglacia¨ren is a small, well-studied polythermal glacier in the mountains of northern
Sweden (Figure 4.1). Its cold surface layer has been studied in detail by Holmlund and Eriksson
[1989], Pettersson et al., [2003, 2004, 2007], which as of 2003 varied in thickness in the ablation
zone from 25–70 m. Based on this cold-layer thickness, the rim of cold-based ice near the
lateral margins and terminus of Storglacia¨ren is expected to be roughly 50–200 m wide. The
cold margin surrounds temperate-based ice that has been shown to undergo basal motion by
both sliding and bed deformation [e.g., Iverson et al., 1995].
Figure 4.1 Map of Storglacia¨ren showing the area of interest at the termi-
nus. Elevation in meters.
An arcuate, upglacier-dipping debris band emerged on the northern side of the terminus of
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Storglacia¨ren in 1994. Jansson et al. [2000] observed englacial reflections in ground-penetrating
radar (GPR) surveys that appeared to represent the continuation at depth of the major debris
band that outcrops at the surface. Projecting this reflection toward the glacier bed suggested
that it emanated from the transition between warm-based and cold-based ice. Jansson et al.
[2000] also found that the surface outcropping of this feature coincided with a 50% decline
in glacier surface velocity. These observations, along with sedimentological and geochemical
analyses led Glasser et al., [2003] to interpret tentatively that thrusting was responsible for the
debris band. Both Jansson et al. [2000] and Glasser et al. [2003] acknowledged, however, that
there were unanswered questions regarding the mechanics of thrusting. Herein, we attempt to
characterize the kinematics and mechanics of ice flow near the margin of Storglacia¨ren, Sweden,
using diverse field methods and numerical modeling. We test the hypothesis that the basal
thermal transition (BTT) at Storglacia¨ren is the site of substantial longitudinal compression,
thereby resulting in uplift of basal sediment to the ice surface.
4.2 METHODS
4.2.1 Field Methods
Field measurements were focused along two flow-parallel transects that were expected to
span the BTT based on prior work (Figure 4.2). One transect, which we refer to as the “south
transect” and where the bulk of the instrumentation was installed, was at the approximate
centerline of the glacier. The second, “north transect”, was 85 m north of the south transect
and intersected the southern end of the prominent debris ridge. Herein, an arbitrary coordinate
system is used when referring to measurements along these transsects: zero in this system refers
to a line connecting the uppermost surface velocity stake in each transect (S10 and N7) in the
positions where they were first surveyed.
Boreholes were drilled6 using a sled-mounted hot-water drill system housed at Tarfala
Research Station. All instrumentation was logged with Campbell CR10X and CR1000 data-
6Although “drilling” is the term normally used for making boreholes for instrument deployment, the holes
are hydraulically melted using a jet of hot water.
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Figure 4.2 Map of the terminus showing instrument locations. Abbrevia-
tions next to boreholes correspond to instrument names used in
the text. Elevation is in meters.
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loggers, powered with deep-cycle 12 V gel-cell batteries and trickle-charged with 5 W or 10 W
solar panels.
The location and character of transition between cold-based and warm-based ice were in-
vestigated with thermistor strings and ground-penetrating radar surveys. Ground-penetrating
radar is a useful tool for investigating the thermal structure of polythermal glaciers due pri-
marily to the fact that unfrozen-water in temperate ice causes substantial signal scattering
whereas cold ice is relatively transparent to radar waves. A Mal˚a ProEx GPR system with
100 MHz center frequency antennae was used for surveys in April and August 2008. The sys-
tem was used in constant-offset mode with a 1 meter antenna separation. The antennae were
pulled on sleds during the spring campaign and pushed on a wheeled cart in the summer. A
handheld GPS (Garmin 12 XL) integrated with the data collection system was used to locate
GPR profiles.
Thermistor strings were made at Iowa State University. Incisions were made in multi-
conductor cable at nominal intervals and Fenwal Uni-Curve NTC thermistors (5 kΩ, sn.192-
502LET-A01) were spliced onto two wires. Each thermistor had a committed signal wire, but
all thermistors on a string shared a common excitation wire. The thermistor leads and solder
points were staggered and insulated with vinyl tape to prevent short circuits and the incised
cable jacket was resealed over the thermistor with self-fusing electrical tape and then covered
generously with adhesive-lined heat-shrink tubing. Thermistors were distributed on each string
according to where temperature changes were expected to be most significant in the glacier.
At the bottom end of each thermistor string, a high-precision, temperature-insensitive resistor
(Vishay PTF56, 5 kΩ) was included as a means of isolating any changes in resistance resulting
from cable stretching. The thermistors were calibrated in the laboratory and logged in the field
with a Campbell CR10X datalogger, where a half-bridge measurement was completed with a
5 kΩ resistor. In this configuration, the relationship between resistance and thermistor voltage
is
Vt = Vs
Rt
Rref +Rt
, (4.1)
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where Vt is the output voltage of the half-bridge, Vs is the supplied voltage, Rt is the thermistor
resistance, and Rref is the (constant) resistance of the reference resistor. Voltage supply was
optimized to limit power consumption and self-heating effects while providing a large enough
voltage to maximize datalogger resolution. The thermistors have a factory uncertainty of
±0.2 ◦C, but calibration reduced this error significantly. Calibration was performed after
assembly in a cold room in a bath of water and ice chips made from distilled water, and
calibrated against a reference measurement (VECO temperature probe, ± 0.01 ◦C) using
a Campbell CR10X datalogger with a 0.067 mV resolution. The resulting uncertainty for
temperature measurements is ± 0.03 ◦C. Due to the large number of thermistors, the field
measurements were multiplexed with two Campbell AM-64 multiplexers.
Ice surface velocity was measured in 2006 and 2007 with a differential GPS (Trimble 4600 LS
and 4000 SSI) and in 2007 and 2008 with a total station (Geodimeter 610). 5 m aluminum
stakes were drilled vertically into the ice with a Heucke steam-drill at 20 m intervals along each
of the longitudinal transects. Most of the 20 stakes installed in 2006 were nearly melted out by
late July 2007, so a new stake array was installed in 2007 using the same longitudinal transects
as well as two new transverse transects. The new array was used for short-term and long-term
total station measurements in both 2007 and 2008. Four of the new stakes, arranged in a
diamond, were also used as a “strain net” to compute local strain rates. Differential GPS mea-
surements were made only once in 2006 and 2007. Each stake was occupied with the receiver
for 5-10 minutes, sampling at 10 second intervals. The differential GPS was also used in each
of the three summers 2006, 2007 and 2008 to map local ice surface topography and borehole
locations. Total station measurements were completed at 2-day or longer intervals in 2007
and 2008 to isolate differences between summer and mean annual velocity fields. Uncertainty
for the dGPS measurements varies depending on the position and visibility of satellites, but
is generally on the order of centimeters. Total station uncertainties depend on humidity and
temperature as well as instrument-prism distance, and are on the order of millimeters. Both
methods therefore yield reliable results (error less than 1%) in annual surface velocities that
are of order 1–10 m a−1.
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Basal motion was measured in 2007 and 2008 using “slidometers” [Blake et al., 1994]. A
slidometer is a potentiometer connected to a spool of wire terminating in a 2 cm diameter
metal anchor (Figure 4.3a). Our slidometers consisted of mini-extensometers (Micro-Epsilon
WPS1250-MK46-P) potted in dielectric grease-filled PVC containers. Anchors were stainless
steel cones custom-machined to fit loosely on the tip of the insertion tool (Figure 4.4). When
deployed through a borehole, a slidometer anchor was pounded into the glacier substrate
using a cable-drawn hammer and anvil and the potentiometer was allowed to freeze into the
borehole just above the bed, as depicted in Figure 4.3a. Any subsequent displacement of
the ice enclosing the potentiometer relative to the anchor was then measured as a resistance
change across the potentiometer. While originally designed to isolate basal sliding occurring
just at the ice-bed interface, our strategy was to pound them as deeply as possible into the
subglacial sediment layer to capture basal slip due to bed deformation as well as sliding. Before
attempting slidometer deployment, the bed in each borehole was tested with a penetration tool,
which is an attachment for the hammer assembly that allows estimation of the thickness of
the unlithified sediment layer at the bed. Slidometers were deployed only where the sediment
layer was thick enough to completely bury the anchor (≥5 cm). An inherent flaw in any
slidometer deployment is that the anchor may not be pounded through the entire thickness
of the mobile subglacial till layer. For example, if an ice lens, dense till layer or large cobble
prevents complete penetration of the anchor, the resulting measurement underestimates the
basal slip velocity by not recording some deformation of the bed at depth.
One slidometer that was originally constructed to be deployed as described above was
instead used to measure discrete fault motion across an englacial debris band (and therefore
called a “thrustometer”). The instrument was deployed in a borehole along the north stake
transect about 10 m upglacier from the surface outcropping of the debris. Drilling of this
borehole proceeded slowly beginning at a depth of ∼9.5 m, culminating in gushing of silt-
laden water. Subsequent drilling was through clean ice. After the silty discharge ceased, a
nearly-buoyant anchor (steel hex nuts embedded in a block of wood) was attached to the end
of 1.25 m of wire extending from the end of the thrustometer. The anchor and thrustometer
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Figure 4.3 Schematic illustration of tools used for measuring englacial and
subglacial motion. a) Slidometer with potentiometer frozen into
ice at the bottom of a borehole connected by wire to an anchor
pounded to the base of the substrate. b) A thrustometer span-
ning an englacial debris band, with a potentiometer suspended
above the debris band and an anchor secured below. c) Ver-
tical strainmeter, consisting of an extensometer mounted on
deeply-set stakes at the surface and connected to an anchor at
the bed with temperature-insensitive wire. d) Borehole incli-
nometer with centering springs.
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Figure 4.4 Photo of the slidometer insertion tool and the penetration tool.
The wire-drawn hammer (out of the field of view to the right)
impacts on the anvil on the right side of the photo, driving the
loosely-held anchor into the till substrate. The slidometer hous-
ing was also loosely tethered to the insertion tool. If the anchor
was firmly set in the till, the tension on the potentiometer wire
would prevent the slidometer housing from moving up as the
insertion tool is withdrawn and the instrument was successfully
deployed (see Figure 4.3a).
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were lowered into the borehole so that the anchor was suspended below the depth where debris
was encountered and the thrustometer was above the debris. The instrument was then allowed
to freeze in place, as shown in Figure 4.3c.
A different type of extensometer (Unimeasure HX-PA-10) was installed in 2006 and 2007 to
measure depth-integrated vertical strain in the ice near the inferred BTT. The extensometer
was secured to two 6 m aluminum stakes set deeply in the ice (∼5 m) and positioned over
a borehole drilled to the glacier bed as illustrated in Figure 4.3c. The extensometer wire
was connected to a heavy anchor with a length of grease-covered Invar wire, a temperature
insensitive iron/nickel alloy. The anchor was lowered to the base of the borehole and allowed to
freeze in. Extension measured by the instrument was assumed to result from vertical extension
over the entire ice thickness.
Englacial velocity was investigated by repeat borehole inclinometry, a method whereby the
3-dimensional trajectory of a borehole is measured two different times such that the difference
in the borehole trajectory reflects the internal deformation of the ice during the intervening
period [e.g., Blake and Clarke, 1992; Harper et al., 2001]. A complete inclinometry survey was
performed in new boreholes in August 2007, then repeated in the same holes after one year
had elapsed. Between surveys, a wire rope anchored at the top and bottom was allowed to
freeze into the borehole, after which it was presumed to behave passively as the ice deformed.
In 2008, a special attachment for the drill-stem allowed the nozzle to follow the wire while
melting to preserve the deformed shape of the borehole.
The borehole inclinometer (made by Geokon Inc., Lebanon, NH, USA, model 6000X) con-
tained two orthogonally-mounted accelerometers (in a plane normal to the long-axis of the
inclinometer casing) and a digital compass (Figure 4.3d). Following the method of Harper
et al., [2001], the inclinometer had centering springs on each end of the 1.5 m long casing,
allowing it to be deployed in an uncased borehole. After drilling a borehole, the inclinometer
was lowered in 1 meter increments to the bottom of the hole, and voltage outputs for the
two-axes of tilt and the digital compass were recorded with a Campbell CR10X datalogger at
2-second intervals. The instrument was then raised incrementally out of the borehole to obtain
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a second set of readings. In a few boreholes this down-and-up sequence was repeated to assess
the measurement error. Depth in the borehole was controlled by resting carefully-positioned
metal crimps stationed along the steel-reinforced cable on a borehole-cap, and was digitally
recorded with a manually-adjusted potentiometer. The inclinometer was allowed to rest at
each depth increment for 30 seconds and the readings from each depth were averaged to yield
a best estimate of tilt angle and azimuth.
Inclinometry data were processed by linking 1-meter vectors (because the instrument is
adjusted up or down in 1 meter increments) tail-to-tip from the known position of the top of
a borehole to the bottom, at each increment using the measured tilt angles and azimuth to
define the vector orientation (Figure 4.5). The real tilt vector of the instrument is determined
at any point by transforming the measured tilt components W and Z and the compass rotation
ψ of the W -axis relative to a reference azimuth (10◦) into northing (TN ) and easting (TE) tilt
components with the relations
TN = W cosψ − Z sinψ (4.2)
TE = W sinψ + Z cosψ (4.3)
The sine of each tilt component multiplied by 1 (because positive tilt is defined as a rotation of
the instrument top in the positive axis direction relative to the bottom) gives the map location
of the borehole 1 meter down-hole. The true elevation change of that point relative to the
tail of the vector is then determined with the cosine of one of the axial tilts. The resulting
northing, easting, and elevation coordinates are then used as the fixed reference for the next
tilt-vector down the hole.
The instrumental uncertainty for the inclinometer-datalogger system was ± 0.02◦ in tilt
and ± 0.07◦ in azimuth, resulting in a maximum position error for each increment of ∼1 mm.
However, the method, when used in uncased boreholes, has larger, additional sources of error
[Blake and Clarke, 1992; Harper et al., 2001]. Blake and Clarke [1992] demonstrated that
inclinometry tends to underestimate borehole tilt due to tension in the inclinometer cable,
which tends to pull the top of the instrument into a more vertical orientation than the hole
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Figure 4.5 Variables used for inverting inclinometry data for borehole tra-
jectory.
itself. As a result, inclinometry data were assumed to give minimum estimates of internal ice
deformation, and therefore yield maximum basal velocities. Furthermore, because the position
of only the borehole top was well known (from dGPS or total station surveys), misalignment
error and instrumental error could propagate down the hole. A detailed discussion of the
methods for estimating this error is provided in Appendix B, but the resulting uncertainty in
an inclinometry-derived estimate of basal slip velocity was nearly ± 1 m a−1 for a 25 meter
deep borehole.
Two types of instruments were used to explore the stress regime in the terminus region:
water pressure transducers and stressmeters. Local basal water pressure was measured in
several boreholes in temperate-based ice. Five Geokon vibrating-wire pressure transducers
(4500S-1.75 MPa) were installed during our three field seasons. These transducers were sam-
pled at 30-minute intervals in order to resolve diurnal and seasonal changes in subglacial water
pressure. Two diaphragm-type pressure transducers (Omega PX302, 0-2 MPa range) were
also installed in 2008 and were monitored at subsecond intervals. These “pressure-pulse” mea-
surements use a water-filled but hydraulically-isolated borehole to detect short-duration stress
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transients associated with episodic slip events at the bed [see Kavanaugh and Moore, in review].
Two biaxial stressmeters (Geokon 4350-1X) were installed in August 2007 along the southern
transect. Each stressmeter consisted of two orthogonally-mounted, vibrating-wire strain gages
and a digital compass enclosed in an oil-filled steel cylinder (0.59 m long, 0.076 m outside
diameter). Stress in the two horizontal axes was computed from measurements of cylinder wall
flexure (derived from changes in the resonant frequency of the vibrating wires) and knowledge
of the elastic properties of the cylinder, and referenced to compass directions using the digi-
tal compass. Unfortunately, laboratory calibration of these custom-made instruments raised
doubt in our ability to interpret the numerical output directly7, but the direction and relative
magnitudes of temporal changes can be confidently interpreted. Cold-room experimentation
and modeling will hopefully permit more confident use of numerical stressmeter output in
future work.
4.2.2 Modeling Approach
A two-dimensional, steady-state numerical model was applied to each of the two instru-
mented longitudinal transects to aid interpretation of the field measurements. A steady state
was assumed to simplify interpretation and is justified because Storglacia¨ren has not under-
gone major changes in terminus position in the past several decades [Holmlund and Jansson,
1999]. The finite element method was implemented using ELMER (www.csc.fi/elmer), a free
multiphysics package developed by the Finnish IT Center for Science. Meshes were generated
with GMSH, and results were post-processed in Matlab.
Ice flow was modeled with the Stokes equations for an incompressible, non-inertial power-
law fluid,
−∇P + ρig +∇ ·
[
B˙
1−n
n
e
(
∇v +∇vT )
)]
= 0 (4.4)
∇ · v = 0. (4.5)
7Applied uniaxial stresses in a cold-room recalibration were much smaller than stresses measured assuming
the biaxial factory calibration applied.
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where P is pressure, ρi is the density of ice, g is the gravity vector, B is a viscosity parameter,
n is the power-law exponent and v is the velocity vector. The temperature field in the thin ice
of the terminus has an impact on ice viscosity, so the viscosity parameter B was treated as a
function of temperature using a form of the Arrhenius relationship [Hooke, 2005],
B = B0 exp
(
Q
nRgT
)
, (4.6)
where B0 is a reference value for B, Q is the activation energy for ice creep, Rg is the universial
gas constant, and temperature T is in Kelvin. Temperature fields in the domains were assumed
to be steady to avoid coupling a complex advection-diffusion problem with the nonlinear flow
problem [cf. Aschwanden and Blatter, 2009]. The value of B0, a constant independent of
temperature but not independent of n, was adjusted to yield favorable fit between measured
and simulated englacial and ice surface velocities.
Model domains were generated using ice surface geometries derived from dGPS surveys in
2008 and bed geometry derived from GPR reflections from the glacier bed, adjusted according
to measured borehole depths. Surface and bed topography were simplified to smooth third-
or fourth-order polynomials (fitted with r2 > 0.99) to eliminate corners that cause numerical
artifacts. The geomtery (especially at the bed) of the downglacier edges of each domain is
uncertain due to incomplete GPR coverage and late-season snow cover and is extrapolated
from patterns established in the better-constrained portions of the terminus. These domains
are shown in Figures 4.6 and 4.7, along with the boundary conditions and temperature fields.
Ice flow in each simulation was driven by the gravitational body force and a combination
of velocity (Dirichlet) conditions at the left (inflow) boundary and the bed (Figures 4.6 and
4.7). Plane strain in the longitudinal flow plane was assumed. For both model domains, the
inflow condition was varied between maximum and minimum conditions, based on bounds for
englacial and subglacial velocities derived from inclinometer and slidometer measurements. In
all cases, the inflow condition was set so that velocity at the upper-left corner (i.e., the boundary
node at the top of the inflow boundary) was equal to the measured mean annual velocity there.
The basal boundary condition was defined in two ways to explore the impact of the BTT on
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Figure 4.6 Layout and boundary conditions in the southern transect model
domain. a) Domain boundary and boundary conditions, with
an inset showing a portion of the computational mesh. Dashed
gray line indicates the glacier bed where velocity normal to
the boundary was always zero. Bracketed boundary conditions
were alternatives. b) Temperature field derived from thermistor
measurements simplified to a 2D polynomial function. Nodal
temperatures were interpolated from the temperature field to
define the viscosity parameter using Equation 4.6.
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Figure 4.7 Layout and boundary conditions in the northern transect model
domain. a) Domain boundary and boundary conditions, with
an inset showing a portion of the computational mesh. Dashed
gray line indicates the glacier bed where velocity normal to
the boundary was always zero. Bracketed boundary conditions
were alternatives. b) Temperature field derived from GPR and
inferred to have the same vertical gradients as in the south do-
main. Nodal temperatures were interpolated from the temper-
ature field to define the viscosity parameter using Equation 4.6.
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Table 4.1 Parameter values used in Storglacia¨ren simulations
Parameter Value range Units
n 1–3
B0 7.7× 10−11 to 7.7× 10−13 (for n=1) Pa s
2.79× 10−3 to 2.79× 10−5 (for n=2) Pa s1/2
0.01 to 1 (for n=3) Pa s1/3
Q 139 kJ/mol.
R 0.008314 kJ/(mol.·K)
basal motion. In one case, a slip/no-slip condition was imposed at the point, inferred from
GPR and thermistor measurements, where the glacier becomes cold-based. Upglacier from
that point, the bed was assumed to support zero shear stress, and downglacier from the BTT
no slip was permitted. In the second case, a simple polynomial function describing basal slip
velocity was prescribed across the bed. The ice surface in all cases was stress-free and fixed,
implying that ice flux across the upper surface should be balanced by ablation to retain a
steady-state geometry.
Initial model runs were used to test the sensitivity of the system to variations in rheological
parameters, B0 and n. Parameters used are shown in Table 4.1. B0 values were chosen to give
B values for n = 3 similar to published values for Storglacia¨ren (approximately 7.0×107 Pa s1/3
[e.g., Hanson et al., 1995]. Since field instrumentation was concentrated in the south transect,
sensitivity analysis was done there and the results were assumed to hold in the northern transect
as well. Basal and inflow boundary conditions were then adjusted within the bounds allowed
by field measurements of englacial and subglacial velocity. Resulting horizontal and vertical
components of ice surface velocity were then compared with measured values to determine sets
of boundary conditions that best reproduced field observations in both domains.
4.3 RESULTS
4.3.1 Field Data
Instrumental data collection in all years of measurements was intermittent for several rea-
sons. The primary cause of hiatus was loss of datalogger power due to insufficient solar charging
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of logger batteries, often resulting from deep snow cover. The resulting time series are trun-
cated, with few instruments yielding uninterrupted data sets for more than one year. For ease
of plotting and comparison between datasets, we define a timescale in days beginning at Day 1
with the first datalogger deployment on 31 July, 2006. By this timescale, 1 August of 2007
and 2008 are day 366 and 732, respectively.
Temperature measurements show that the cold surface layer at the terminus near the glacier
centerline is 20-30 m thick (Figure 4.8). All three thermistor strings installed in 2006 were
apparently in temperate-based ice, so the string installed in 2007 (06TH4) was set farther
downglacier to verify that there was cold-based ice in the terminus. The lowest thermistor
in 06TH4, presumably at the bed, read -0.022◦C before it failed, which is just within the
thermistor uncertainty bounds (±0.03◦C) of the melting temperature. The basal temperature
gradient at 06TH4 remained steady at ∼0.1◦/m over the course of an entire year. Thus the
BTT, or at least the disappearance of a basal temperate ice layer, is likely located somewhere
between 06TH4 and the thermistor string just upglacier from there. Linear extrapolation of a
temperature field from the thermistors suggests that this transition in the southern transect
is at x = 108 ± 10 m (in the transect coordinate system).
Unprocessed GPR time sections from both the north and south transects are presented in
Figure 4.9. Temperate ice is visible in part c as zones of diffuse, low-energy reflections that
obscure the bed reflection. Cold ice is largely transparent to the radar. The GPR results
verify that temperate-based ice is present in the upper reaches of the study area, but this ice is
particularly evident in the south transect. Bed reflection amplitudes in the cold-based ice vary
considerably, perhaps due to differences in bed properties or water content. A strong reflector
is visible in the lower part of the north profile in both August and April surveys, perhaps
representing either a major englacial structure or a large bump on the bed (Figure 4.9a-b).
The apparent reflection coefficient of this feature is ∼0.3, consistent with sediment saturated
with unfrozen water (see Appendix C). An upglacier-dipping structure extending down from
surface is apparent at the lower end of the profile (upper right corner of Figure 4.9) but only
in the August survey. This reflector does not appear to continue all the way to the bed in
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Figure 4.8 Thermistor temperatures in the south transect as of November
2007. Thermistor string 06TH3 is farthest upglacier near x =
0, and 06TH4 is closest to the terminus. See Figure 4.2 for
locations.
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Figure 4.9 GPR profiles along the north (a-b) and south (c-d) transects in
August 2008. Flow direction in a)–c) is from left to right. in
d), the relative reflection coefficient envelopes have been plotted
along with a raw radar trace from c) maked by the dashed line.
See additional information on reflection coefficients in Appendix
C. The arrows in d) refer to three separate wavelets that could
correspond to distinct horizons.
the unmigrated time section but is otherwise situated properly to coincide with the subsurface
extent of the debris band. No distinct englacial or subglacial reflections are evident in the
south transect, shown in Figure 4.9c-d, but the character of the bed reflection changes along
the transect. At the upper end of the profile (low trace numbers), the bed reflection is very
weak, likely due to energy loss in the temperate ice wedge. In the middle of the transect, the
diffuse englacial reflections disappear and the bed reflection becomes bright, with a reflection
coefficient near 0.1. The bed contains multiple reflections at the lowest extent of the the south
transect, where a dim reflector appears just above a brighter reflection (Figure 4.9d).
The horizontal component of ice surface velocity declines smoothly in both transects with
proximity to the ice margin (Figure 4.10), and roughly parallels the stake transects (Fig-
ure 4.11). Mean annual surface velocity is approximately 9 m a−1 at the upper end of each
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transect, increasing by nearly 25% in the summer (Figure 4.10). Horizontal velocities at stakes
S1 and N1, the lowest in each transect, are non-negligible, particularly in the north where
velocity is ∼4 m a−1 in ice that is on the order of 5 m thick. Vertical velocities in the south
transect are negligible (∼0.1 m a−1) but approach 1 m a−1 in the lower half of the north
transect (Figure 4.10).
Figure 4.10 Mean annual and summer 2007 surface velocity components
in both transect.
Strain rates computed from the strain net indicate that longitudinal and vertical compo-
nents of strain rate are an order of magnitude larger than transverse components. The mean
annual longitudinal strain rate was 0.0404 a−1 (1.3 ×10−9 s−1), and the transverse component
was 0.0065 a−1 (1.9 ×10−10 s−1) (herein we treat compressive strains as positive). Assuming
incompressible ice, the vertical component should therefore be approximately -0.0469 a−1 (-1.5
×10−9 s−1). The mean vertical strain rate recorded near the upglacier end of the strain net
by the vertical-strain extensometer (Figure 4.12a, record EXT2) about a factor of 4 smaller
(-0.0132 a−1 or -4.2 ×10−10 s−1) during the period of measurement in early fall, 2008.
Eight slidometers were installed at the bed, four in 2007 and four more in 2008. All 2007
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Figure 4.11 Surface velocity field (horizontal component) derived from
mean annual velocity measurements at the terminus,
2007-2008. The dashed lines connect stakes used as a strain
net for strain-rate computations.
deployments were in the southern transect, distributed along the temperate-based portion of
the glacier. Only two of the 2007 slidometers yielded clear basal motion signals, one for two
months and the other for one month in early fall 2007, as shown in Figure 4.12a (SL7 and
SL8). Neither slidometer exhibited diurnal signals during this period, instead showing fairly
steady displacement rates. These instruments were located close to the inferred BTT, the
closer one recording slip at a slower rate (∼0.5 m a−1) than the instrument located farther
upglacier (∼1.1 m a−1). Both records were truncated in late October, 2007, but later records
from each instrument indicate that slip dispalcement between the slidometer housing and the
anchor ceased during the fall. The maximum extent of measurable slip using these instruments
is 1.25 m, so neither had reached this threshold when the record was truncated. A one week
period of record in early winter indicated that both slidometers increased their electrical resis-
tance (apparent decrease in displacement), likely due to splice weakening or cable stretching.
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SL7 apparently failed thereafter, but SL8 continued to return a puzzling record with little
permanent displacement from spring 2008 through fall 2008.
Two slidometers were installed in the upper part of each transect in 2008. One near the
upglacier end of each transect recorded steady slip for more than one month (Figure 4.12a,
SL5 and SL2). In the south transect, SL2 recorded a long-term average 2.75 m a−1 (although
slip speed gradually decreased from 3.6 to 1.8 m a−1 between days 760 and 764) while SL5
in the north transect recorded steady slip at about 4.1 m a−1. The instrument deployed as a
thrustometer in the lower end of the north transect recorded no net displacement over 40 days
of record.
Initial inclinometry surveys in 2007 included six boreholes, three in each longitudinal tran-
sect. Repeat surveys one year later succeeded in four of the six holes, but problems with the
steel wire that remained in the borehole between surveys prevented completion of the remain-
ing two. Deflection of the boreholes as indicated by inclinometry was small, ranging from zero
to 23% of the total displacement of the borehole surface as measured by the total station.
Figure 4.13 illustrates the apparent borehole trajectory for BH9, midway down the south tran-
sect and very near the inferred BTT, from both the initial survey and the final survey after
one year. A gentle quasi-parabolic profile is evident in the deformed trajectory of BH9. Each
of the other three boreholes lacks the expected parabolic profile of internal ice deformation
(Figure 4.14). Slip velocities computed from displacements measured at the borehole tops and
deformed borehole trajectories range from 4.2 to 9.0 m a−1, much larger than slip speeds from
slidometer measurements in the same area.
Subglacial water pressure records are available for late 2006 (Figure 4.15) and 2008 (Fig-
ure 4.12b). Pressure transducers installed in 2007 failed to return reliable numbers due to
interference between the vibrating wires in the pressure transducers and those in a biaxial
stressmeter sampled by the same datalogger. The 2006 water pressure record (PZ1) exhibits
a highly variable water pressure signal typical of a “hydraulically-connected” borehole in late
summer and fall 2006, with pressure normally well below ice overburden pressure. In late
fall, the high-frequency fluctuations ceased and water pressure steadily rose to near flotation,
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Figure 4.13 Results from repeat inclinometry of borehole (IBH9) in the
middle of the southern transect. One year elapsed between
the survey represented by the data points on the left (2007)
and the points on the right (2008). Arbitrary horizontal coor-
dinates are used rather than geographic coordinates for clarity.
Error ellipses are generated using the method outlined in the
Appendix. Net displacement at the base of the borehole is just
over 4 m.
interruptred by brief excursions. In spring, water pressures began to fluctuate again until the
sensor failed. For four months in spring 2008, PZ2 (Figure 4.12a) recorded slowly-varying
water pressure punctuated by several discrete draining events on days 676-679 and 691-693
(early- to mid-June, 2008). Each of these events corresponds to a stressmeter event discussed
below, and they occur shortly after the first extended period of above-zero temperatures in the
valley. After the second of these events, water pressure rose to roughly ice overburden pressure
for over a week, following an extended rainy period (days 690-696). Thereafter, water pressure
declined again to a value around ∼60% overburden. Some time after day 745, PZ2 apparently
became damaged.
Very brief water pressure pulses measured in one borehole during fall 2008 are shown
in Figure 4.12b (blue line). The transducer normally recorded ambient water pressure in
the sealed borehole, but several intervals containing brief water pressure spikes are evident,
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Figure 4.14 Results from repeat inclinometry of boreholes IBH9, IBH21,
IBH22 (See Figure 4.2 for locations). One year elapsed be-
tween the surveys represented by the data points on the left
(2007) and those on the right of each plot (2008). Red cir-
cles denote the mean locations from multiple re-surveys, while
open gray circles are individual survey points. Net displace-
ment at the base of the borehole corresponds to approximate
slip velocity, since the second round of inclinometry occurred
between 360-366 days after the first.
particularly in days 791-792, 816, 819 and 825. Small precipitation events are evident during
the first of these events, but none later, nor are there remarkably high temperatures that
might lead to meltwater inputs. Spike magnitudes vary from a few tens of kPa to 300 kPa in
discrete peaks. There is an unexpected correspondence between these pressure pulses and large
amplitude flickering of a slidometer (SL8), an instrument located more than 50 m downglacier
from the pressure transducer and with no electrical connection to it.
Of the two stressmeters deployed in summer 2007, only one recorded usable data (STR1,
with orthogonal stress components STR1A and STR1B, Figure 4.12b). Shortly after deploy-
ment in August 2007, the stressmeter gages established steady values around 0.58 MPa and
0.33 MPa, with the latter value corresponding to the the axis that was initially oriented roughly
north-south. Local ice thickness was 36 m at the deployment site, so ice overburden pressure
should be about 0.32 MPa, very close to the value for Gage A. Two types of stress changes are
visible in the record: 1) gradual (occurring over several weeks), low amplitude changes in stress
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Figure 4.15 Subglacial water pressure measured in the south transect from
late summer 2006 to winter 2007 (PZ1). Approximate ice over-
burden pressure is also shown for reference.
that are of opposite sign in each gage (e.g., the slow decline in STR1B and increase in STR1A
from days 790-825, Figure 4.12b); and 2) more rapid, higher-amplitude changes that are of the
same sign in both gages. The former events could correspond to slow changes in deviatoric
stress or they could be associated with rotation of the stressmeter (significant rotations were
recorded). The second type of event is more clearly related to changes in the local ice stress
regime. The large stress excursion beginning on day 433 (October 2007) correlates with an
order-of-magnitude increase in the vertical strain rate recorded by EXT2, shortly before EXT2
reached the end of its measurement range. Smaller stress excursions correspond to the water
pressure draining events described above in June 2008. A similarly small (∼10 kPa) but abrupt
increase in stress recorded by both gages corresponds to the onset on day 786 of the pressure
pulse activity described above.
4.3.2 Model Results
The model results presented here were obtained using some of the field measurements
presented above as input. In particular, the inflow and basal boundary conditions are de-
rived from our measurements of surface velocity (velocity stakes), englacial velocity profiles
(inclinometry) and basal slip velocity (inclinometry and slidometers). As mentioned earlier,
slidometer measurements have the potential to underestimate total basal slip velocities. Simi-
larly, inclinometry tends to underestimate borehole deformation for reasons discussed in Blake
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Figure 4.16 Constraints of basal slip velocity in both north and south
transects. Maximum estimates are derived from inclinometry,
while minimum estimates come from slidometers. Polynomial
approximations of the trends shown as maxima and minima
were used to drive the numerical models.
and Clarke [1992], and therefore can lead to overestimates of basal slip velocity. Therefore,
in driving the finite element model, we begin by considering end-member scenarios for input
velocities in which slidometer data give minimum basal velocities and inclinometer data give
maximum basal velocities, as illustrated in Figure 4.16.
A finite element simulation of ice flow in the south transect is shown in Figure 4.17, with
best guess values for B0 and n (n = 3 and B0 = 0.1 Pa s1/3) and using the maximum basal slip
velocity case corresponding to the inclinometry data. Consistent with inclinometry, the inflow
condition is one of “plug flow” with basal slip and surface velocity equal. Basal velocity is
prescribed as a linear function of distance along the transect, reaching zero only at the ice edge
and therefore representing a case in which the cold margin is mobile. The local gravitational
driving stress superimposes a simple-shear component that makes the surface velocity slightly
larger than the imposed bed velocity beyond the inflow. A separate simulation with only
gravitational (hydrostatic pressure) boundary conditions and similar rheological parameters
yielded much smaller surface velocities, indicating that some longitudinal stress gradients (i.e.,
a push from upglacier) are necessary to match observed velocity fields.
A comparison of measured and modeled surface velocity components (horizontal and ver-
tical) along the south transect as a function of ice rheology is shown in Figure 4.18. Boundary
conditions are as above for the maximum slip velocity case. Several combinations of rheological
parameters produce surface velocities that are qualitatively similar to measured values, but
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stiffer parameter combinations (lower n or higher B0) better match measurements quantita-
tively. Reducing the bed velocity (although still maintaining nonzero slip) to an intermediate
case produces similar results with less viscous ice.
For comparison with the maximum basal slip case, results for boundary conditions corre-
sponding to the minimum slip velocity case are presented in Figure 4.19. Here, basal velocity
declines, as suggested by the slidometers, to zero near x = 108. At the slip/no-slip transition,
stresses are concentrated, reaching over 0.4 MPa, and ice is diverted to the surface leaving
stagnant ice closer to the margin. Surface velocity components for this simulation are com-
pared with measurements in Figure 4.20. In this case, as with any simulation that contains
a transition from slip to no-slip beneath the terminus, there is a steep decline in horizontal
velocity and a peak in vertical velocity centered over the slip/no-slip transition that is not seen
in field measurements of the south transect.
In general, the results of numerical modeling of the south transect indicate that a slip/no-
slip transition is not present at x= 108 or elsewhere. Simulated surface velocity components are
best matched for high slip velocities if the ice is rheologically stiff, subject to some longitudinal
push from upglacier, and able to slip over the bed along the entire length of the transect.
Similarly favorable results can, however, be obtained with less viscous ice and a prescribed slip
velocity scenario intermediate between the minimum and maximum, as long as slip velocity
does not fall to zero before the margin.
In contrast to the south transect, surface velocity measurements from the north transect
(Figure 4.10) indicate a steep drop in horizontal velocity and peak in vertical velocity near
the margin. These surface velocity changes do not appear where the BTT is (as suggested
by interpretation of GPR), but rather over the strong internal reflector near the margin (Fig-
ure 4.9b). Therefore, both a slip/no-slip transition and a prescribed slip speed with steepening
longitudinal slip gradients near the margin are considered in north-transect simulations. A
third possibility not explored in detail here is that the bright GPR reflection beneath the
terminus is an immobile feature of the bed and that the ice must move up and over it. The
consequences of this interpretation are expected to be similar to the consequences of imposing
84
Figure 4.17 Simulated velocity and stress fields in the south transect driven
with a linear function describing basal slip velocity.
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Figure 4.18 Sensitivity of south transect surface velocities to rheological
parameters: a) n and b) B0. Solid lines are model horizontal
velocity component and dashed lines are the vertical compo-
nent. Symbols are measured velocity components.
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Figure 4.19 Simulated velocity and stress fields in the south transect over
a slip/no-slip transition in the bed at x = 108 m.
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Figure 4.20 Surface velocity in the south transect with flow over a
slip/no-slip transition in the bed at x = 108 m. Measured
surface velocity components are shown for comparison.
a steep longitudinal velocity gradient there. The same rheological parameters used in the south
transect are assumed in the north.
A simulation in which a polynomial basal slip function (with a steeper longitudinal gradient
near the margin) is prescribed at the bed along the north transect is shown in Figure 4.21.
The polynomial was chosen by trial and error to produce surface velocity patterns that match
measurements. Plug flow is assumed at the inflow boundary, consistent with the inclinometry
measurements. Ice flow in this simulation is largely horizontal, but deflected slightly upward
close to the margin. The steep velocity gradient near the margin results locally in elevated
longitudinal strain rates and correspondingly large stresses (peak effective deviatoric stress
exceeds 200 kPa).
The surface velocities predicted in the model with a prescribed basal slip velocity are
compared in Figure 4.22 with results generated with a slip/no-slip transition near the internal
GPR reflector, as well as with measured surface velocities. As in the south transect, the slip/no-
slip transition causes a symmetrical peak in the vertical component of surface velocity and an
abrupt decline in the horizontal component as ice is diverted away from the bed. Consequent
horizontal velocities downglacier from the slip transition are small compared to measurements,
suggesting that a slip/no-slip transition is too extreme.
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Figure 4.21 Simulated velocity and stress fields in the north transect driven
with a prescribed (polynomial) function describing basal slip
velocity.
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Figure 4.22 Modeled surface velocity components for slip/no-slip and pre-
scribed basal slip simulations in the north transect compared
with measurements.
4.4 DISCUSSION
4.4.1 Characteristics and Long-Term Behavior of the Terminus
Thermistors and GPR indicate that the cold surface layer in the terminus of Storglacia¨ren
is 20-30 m thick, and that a deep temperate ice layer is absent where ice is thinner than 20 m.
In the south transect, the BTT appears to be near x = 108 m based on extrapolation of
the thermistor temperature field, although the lowermost thermistor in 06TH4 (the farthest
downglacier thermistor string) is within error bars of the melting temperature. Most of the ice
in the north transect appears to be cold, although a thin wedge of temperate ice at the bed
may be present as far downglacier as x = 30 m. There is no evidence for isolated patches of
temperate ice at the base as seen in Bakaninbreen by Murray et al. [2000], although variable
reflection strength may indicate differences in bed moisture content or bed composition [e.g.,
Gades et al., 2000]. However, a bright englacial or subglacial reflector, which appeared in
both April and August surveys (Figure 4.9; also see Figure 10 in CHAPTER 5), suggests that
unfrozen – and wet – subglacial sediments may form a mound near the terminus, close to the
downward projection of the upglacier-dipping structure that is presumably a debris band. The
bright reflector is not clearly separate from the bed, and could thus be a sediment mound at
the glacier bed, or alternatively a persistent en- or subglacial drainage structure filled with
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sediment [see CHAPTER 5].
Ice surface velocities do not exhibit any significant expression of a slip/no-slip transition
at the BTT as would be predicted based on model results presented here and in CHAPTER
2. Horizontal velocities decline steadily toward the terminus but remain substantial (e.g., 4
m a−1 at stake N1) even at the lowest stake positions where ice is less than 10 m thick, showing
that the terminus is not stagnant. This suggests that even if the BTT positions identified in
thermistor and GPR surveys are correct, these transitions do not represent abrupt changes
in basal coupling. Only at the downglacier end of the north transect is there a substantial
deviation from a linear decline in surface velocity, and this is accompanied by a peak in the
vertical velocity component. This could be explained either by a slip/no-slip transition or a
steep decline in basal velocity occurring near the englacial reflection.
Slidometer measurements yielded consistently smaller basal slip velocities than the repeated
inclinometry surveys. Model results driven with slidometer-derived basal slip velocities do
not produce surface velocity patterns (within a reasonable range of parameter space) that
match measurements (Figure 4.20). If the ice is stiff (high B0), model results driven with the
inclinometry-derived basal slip appear to better match measurements. Therefore, basal motion
– either by sliding or bed deformation – must account for most of the ice motion across the
terminus, even where the ice is cold from the surface to the bed. One explanation for the
under-representation of basal motion by the slidometers is that some motion occurred deeper
within the substrate than the slidometer anchors were inserted, or perhaps at a till-bedrock
interface [cf. Truffer et al., 2000]. An alternative explanation is that some slidometer anchors
were partly incorporated into the moving glacier base, either by freeze-on or by squeezing of
till into the base of the boreholes through which the slidometers were installed. This may
explain the eventual cessation of slip recorded by Slidometer 8 (SL8) despite the fact that it
apparently continued to function.
Taken at face value, the stressmeter record shown in Figure 4.12b suggests that the ice near
the middle of the southern transect is under steady longitudinal compression. Difficulties with
calibration of the stressmeter make direct interpretation of the numerical output questionable,
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however. A force-balance analysis based on surface velocity measurements can be used for
comparison, as outlined in Appendix D. Depth-averaged longitudinal stress gradients are ex-
pected to represent roughly 25 kPa of additional basal shear stress at the terminus, which is
considerably smaller than local driving stresses estimated from ρighi sinαs (∼ 90 kPa). Brief
events recorded by the stressmeter, lasting days or weeks, change the magnitudes of the stresses
but do not affect the general pattern that the axis oriented roughly east-west and parallel to
flow is under larger stress than the orthogonal axis.
4.4.2 Short Term Behavior
Several of the transient events in the dataset shown in Figure 4.12 appear in multiple
instruments. Here we briefly discuss these events and their possible origins and the implications
of these events for interpreting the long-term behavior and appearance of the glacier terminus.
In early October 2007 (Days 433-445), both axes of the stressmeter recorded a large increase
in stress of 0.05-0.1 MPa. At the same time, the vertical strainmeter (Extensometer 2) indicated
an order of magnitude abrupt increase in vertical strain rate. Unfortunately, the extensometer
record ended on Day 435, so we cannot determine if the strain rate returned to its previous
value along with the reduction in stresses. Interestingly there is no expression of these events
in either slidometer (SL7 and SL8) that was recording at the time, even though all instruments
are within 50 m of one another. No precipitation event is clearly correlated to the onset of this
event, but a two-day period of season-high temperatures (inlcuding a night with temperatures
exceeding 10◦C) directly precedes it. A possible explanation for the increase in horizontal
stress is increased water input to the bed due to melting during this warm period. This may
have caused a transient increase in basal motion higher upglacier that increased longitudinal
compression of the ice in the terminus, but for some reason it did not affect local basal motion.
The increased stresses in the horizontal plane is corroborated by the increased vertical strain
rate. However, the lack of a response in the slidometers suggests that for some reason the bed
was able to sustain the increased driving stress without changing the mode and speed of basal
motion – at least motion across the thickness of substrate sampled by the slidometers.
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Several events in early and mid-June 2008 appear in the stressmeter record and are also
recorded by a vibrating-wire water pressure transducer. A rise in air temperature in the first
week of June appears to have led to this event, as no substantial precipitation is present. As
before the stressmeter axes both record a stress increase during two 2-day periods, but in
this case the magnitude of stress increase is only about 30-50 kPa. These events immediately
follow rapid 100 kPa declines in basal water pressure (corresponding to a 10 m drop in static
hydraulic head). No basal slip was recorded, though the only active slidometer (SL8) was no
longer producing a convincing slip signal. Given the timing of this event (early in the melt
season) and the correlation to rapid drops in subglacial water pressure, these events are similar
to “spring events” described in many places in the glaciological literature [e.g., Anderson et al.,
2004], which correspond to the transition from an inefficient, high-pressure subglacial hydraulic
system to a more efficient one as meltwater input is increased. The stress increase suggests that
basal motion upglacier was enhanced (i.e., basal resistance was decreased upglacier) and the
terminus was subjected to greater compression. The second of these events was accompanied
by a rainy period, which was likely responsible for the eventual rise of subglacial water pressure
to near flotation value.
A final series of notable events was indicated by the pressure-pulse transducers. At the
beginning of October (day 785), the pulse transducers and the stressmeter both indicated
a small but rapid rise in pressure of ∼10 kPa. At the same time, slidometer 8 recorded
several centimeters of apparent downglacier displacement. Five days later, the pressure pulse
transducers began to detect discrete pulses with magnitudes ranging from a few kPa to tens of
kPa, occurring intermittently over the remaining weeks of record in the fall. These pulses are
the subject of recent and ongoing work [Kavanaugh, 2009; Kavanaugh and Moore, in review]
and have also been measured at Trapridge Glacier in Canada – the only other site where pulse
measurements have been attempted. They are thought to indicate the rapid compression or
expansion of a borehole as stress is transferred englacially from patches of ice that have slipped
due to weakend basal resistance to patches that have stronger basal resistance. Puzzlingly, the
remaining slidometer (SL8) records rapid oscillations coincident with these events (as does
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another noisy slidometer not shown in Figure 4.12a. The displacements are on the order of a
decimeter per event both forward and in reverse, but they are not permanent and the slidometer
subsequently returns to an intermediate value. One interpretation is that the same events that
cause water in enclosed spaces in the ice to be compressed also cause water entry into the
enclosure that houses the slidometer circuitry, changing the resistance of the potentiometer.
However, this does not explain why the voltage returns to an ambient value after the pulse.
An alternative explanation is that the displacements recorded by the slidometer are vertical
(and therefore recoverable) rather than permanent shear. This might occur if the ice/bed
interfacial water layer was expanding and contracting with passing subglacial pressure pulses,
for example. Unfortunately the slidometer sampling rate of once per 30 minutes is not sufficient
to resolve the details of these events.
Each of the transient events described above involves a transfer of stress horizontally
through the ice from upglacier to the terminus. The magnitude of longitudinal stress transfers
to the terminus is small compared to the stresses predicted by models of ice flowing over a
slip/no-slip boundary [CHAPTER 3]. Nevertheless, this implies that the terminus – or part
of it – is more strongly coupled to the bed than is the ice upglacier, at least over the period
of these short-lived events. A comparison of mean annual and summer ice surface velocities
indicates a decreasing summer speed-up effect close to the terminus. Thus, for some reason the
lower part of the terminus is not sensitive to meltwater inputs and impedes acceleration of up-
glacier ice during periods of accelerated basal slip there. A possible cause is that near-marginal
subglacial sediments are well drained due to their proximity to the margin, and are therefore
not significantly affected by water pressure fluctuations occurring elsewhere away from the
margin. A simpler possibility is that meltwater inputs largely bypass the lower part of the
terminus through well-established subglacial channels, and do not affect bed strength there.
In the next section, we explore the terminus mechanics in light of these small longitudinal
stresses and our long-term field measurements and model results.
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4.4.3 Character of the Frozen Margin
Model results clearly indicate that the ice must be able to move over the bed to account
for observed surface velocities in both the north and south transects. This implies that the
BTT – until now defined by thermistor measurements and GPR surveys as the point where the
basal layer of temperate ice disappears – is not a slip/no-slip transition. Two interpretations
are possible: 1) The freezing isotherm meets the bed where we have defined the BTT, but the
glacier base remains at the melting temperature beyond the BTT; or 2) the freezing isotherm
descends into the bed resulting in ice and sediment accretion, but deformation is accommodated
deeper. The latter scenario requires a widespread subglacial sediment layer, a constraint that
is likely met at Storglacia¨ren. Each of these possibilities has implications for ice dynamics and
sediment transport, so each is considered below.
The character of the freezing isotherm where it encounters the bed is not known in detail at
any real polythermal glacier. Theoretical considerations point to the likely existence of three
distinct thermal zones surrounding the BTT (Figure 4.23). Blatter and Hutter [1991] show
that where the base of a glacier contains a temperate layer, no heat may be transported away
from the ice-bed interface since there is effectively zero temperature gradient in temperate ice
(Fowler et al. [2001] call this the Temperate, or T-zone). Any heating of the glacier base may
only melt ice at the interface. Where a glacier is cold throughout its thickness but just reaches
the melting temperature at the bed, heat may be conducted up through the ice according to
the vertical temperature gradient. Any additional heat supplied to the base of the ice may
be used for melting (Warm (W) zone). If the heat that can be conducted away from the
bed exceeds that supplied by all other continuous sources (e.g., geothermal heat), subglacial
water must supply the deficit by freezing at the ice/bed interface or within the pore spaces of
subglacial sediment (Cold (C) zone). The heat balance inequality that distinguishes between
the W and C zones determines whether the freezing isotherm remains at the bed or descends
into the bed. It, thereby, also determines whether sliding of clean glacier ice over the substrate
can accommodate motion or whether motion must occur within a subglacial sediment layer.
Two observations bear qualitatively on which thermal zones are likely prevalent at Stor-
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Figure 4.23 Schematic illustration of three thermal zones that may be de-
fined at the basal thermal transition. Zone T is the temper-
ate-based zone, where a layer of basal ice of finite thickness is
at the melting temperature, and heat imposed on the glacier
base may only be used to melt ice. In zone W, the ice is at
the melting temperature only at the ice-bed interface. There,
heat supplied to the glacier base may be conducted upward
through the ice according to the temperature gradient there,
but all additional heat is used for basal melting. Where the
heat that can be conducted upward through the ice exceeds
the supply by geothermal and basal dissipative sources, the
sign of the “melt rate” term reverses and basal freezing occurs
(Zone C). The width or existence of a zone W depends on the
availability of basal heat sources.
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glacia¨ren. Firstly, the lower portion of the south GPR transect appears to contain multiple
basal reflections, the lower ones seemingly brighter (Figure 4.9). This may be interpreted
to represent a cold accreted sediment layer overlying unfrozen, water-saturated sediment, al-
though more detailed higher-resolution radar in the area is needed to verify this inference.
Additionally, in CHAPTER 5 we suggest, based on geochemical data, that the sediment out-
cropping in the major debris band on the north side of the terminus was entrained near the
BTT by basal freeze-on. These observations provide circumstantial evidence that the freezing
isotherm dips into the bed somewhere before the ice margin.
Thermistor measurements provide additional insight into the heat balance at the bed. The
farthest-downglacier thermistor string (06TH4) records a steady basal temperature gradient
in the ice of −0.1◦C/m, constraining the flux of heat that is conducted away from the base of
the glacier. The implied basal heat flux qc = −kdT/dz is 0.210 W/m2, a value that is about
four times larger than typical continental geothermal fluxes and also four times larger than the
flux inferred from a deep permafrost core across the valley from Storglacia¨ren [Isaksen et al.,
2001]. Assuming that the geothermal flux is not significantly different from expected values8,
additional heat sources are required to explain the measured temperature gradient. Possible
additional heat sources include heat from sliding friction, dissipated energy from basal water
flow, and latent heat from basal freezing. The first and third of these sources are routinely
considered in analyses of, for example, Antarctic ice streams [e.g., Engelhardt et al., 1990].
Storglacia¨ren’s basal slip rates are, however, orders of magnitude smaller than those of ice
streams, and frictional heating is comparatively insignificant (∼0.005 W m2, compared to a
geothermal flux of ∼0.05 W m2). The second source is normally neglected despite its reported
capacity to sustain the melting temperature at the base of an otherwise cold glacier with
meager pore-water fluxes [see e.g., Clarke et al., 1984; Echelmeyer 1987]. The third source
may supply the necessary heat as long as a water source and basal accommodation space are
present. Because Storglacia¨ren is underlain by a layer of till that could act both as a porous
8Some analyses [Van der Veen et al., 2007] indicate that glacial valleys may focus heat flow, resulting in
up to ∼50% local enhancement. A crude 2D finite element model using the cross-sectional geometry of the
Storglacia¨ren valley suggests that geothermal heat flux could be enhanced by roughly 30%, far less than the
300% needed.
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meltwater passage and as accommodation space for subglacial freezing, each of the latter two
sources are considered.
A one-dimensional energy and water balance along the southern transect was used to
evaluate the likely contribution of each of these possible basal heat sources and to thereby
determine whether the ice-bed interface can remain at the melting temperature in a steady
state (presented in the Appendix). The analysis loosely follows those of Mooers [1990] and
Cutler et al. [2000], who evaluated the basal thermal regime of Pleistocene ice lobes in the
upper midwestern USA. The premise of our computation is as follows: if the heat flux implied
by 06TH4 thermistors is due entirely to geothermal flux and pore-water energy dissipation,
the minimum subglacial water discharge per unit width responsible for this heat flux may be
calculated at that point. If the heat supply by these combined sources is larger than the heat
conducted through the ice, basal melting may occur. Moving from the location of 06TH4
downglacier along the south transect, the ice thins. Assuming that the mean surface air (and
ice) temperature does not increase over the short distance between 06TH4 and the ice edge, the
temperature gradient steepens. Under thinner ice, more heat must be supplied from the bed
for the base to remain at the melting temperature. Assuming no net gain of pore water along
the subglacial flow path, the melt-rate at the base of the glacier must decrease. If the melt
rate at 06TH4 was zero, freezing must supply the needed heat. The results of a steady-state
analysis of this heat and water balance (Appendix E) indicate that up to a meter or more of
basal ice accretion may be occurring beneath the lower part of the southern transect to account
for the steep temperature gradient at 06TH4.
No englacial temperature data are available in the north transect, so we cannot perform
a similar heat and water balance analysis there. Similar principles should nevertheless apply
there, and an analogous interpretation there is possible. However, melting conditions (i.e.,
Zone W) could potentially persist closer to the ice margin due to the higher vertical strain
rates there. Vertical extension brings warmer ice upward and thereby reduces the basal tem-
perature gradient, potentially making more basal heat available for melting. This may be only
a small factor in the terminus of Storglacia¨ren, given the slow ice motion. Nevertheless, our
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interpretation in CHAPTER 5 that the debris band sediment was entrained by basal freeze-on
suggests that the freezing isotherm eventually enters the substrate in the northern transect
too, or did at the time that the debris band was formed.
4.4.4 Terminus Mechanics and Sediment Transport
Basal freeze-on beneath a cold glacier terminus is a familiar concept to glaciologists and
glacial geologists. Accreted sediment can then be transported significant distances if the glacier
margin is advancing or surging [e.g., MacAyeal, 1993]. Beneath a retreating glacier margin,
accreted sediment is less likely to travel great distances before being deposited, but the local
geomorphic and stratigraphic impacts may be important for later recognition by geologists.
To be transported at all, however, requires that the sediment-laden glacier slip either across
the ice-bed interface or within a deformable substrate. Significant slip is unlikely where the
accreted substrate includes rigid bedrock.
The mobility of a debris-laden glacier base over a deformable till is goverend by Coulomb
friction, such that the shear strength τ = µ(σn − pw). Whether slip occurs depends on the
relationship between this shear strength and the shear stress imposed on the till. Total normal
stress under the lower part of the south transect should vary from nearly zero at the edge to
over 200 kPa where the ice is 25 m thick. Elevated water pressure reduces effective stress and
shear strength, and if the mean water pressure is ∼60% of overburden pressure (a common
value from field measurements near the BTT) and the till has a friction coefficient of 0.5 (a
maximum value for basal tills sampled from Storglacia¨ren), the shear strength may be no
more than a few tens of kPa. Recent work has suggested that small-scale thermodynamic
processes that lower fluid pressures in a freezing environment may be locally important in
determining subglacial effective stresses [e.g., Christoffersson and Tulaczyk, 2003]. Regardless
of which processes control effective stress, the magnitude of longitudinal compression along the
terminus centerline appears to be limited by the strength of the glacier bed there.
In the northern portion of Storglacia¨ren’s frozen margin, the situation is somewhat different
than in the south due at least in part to the bed topography. Whereas the glacier bed in the
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center part of the terminus (along the south transect) slopes toward the margin, a moraine
mound along the northern portion of the terminus introduces a gentle adverse slope there.
Enhanced longitudinal compressive and vertical tensile strain rates implied by surface velocity
measurements in the north are consistent with increased resistance to motion. A simple static
stress analysis presented in the Appendix shows that the shear strength of a till under these
circumstances can be as much as 40% greater in the north than in the south under similar
hydraulic conditions. Drainage of pore-water near the margin and consequent higher effective
stress can further increase local resistance to basal motion. As mentioned above, GPR surveys
in both April and August 2008 identified an apparently ”wet” subglacial or englacial mound
within 20 m of the terminus. If this feature is an englacial body of wet, unfrozen debris, it
may allow water to drain laterally toward Nordjokk, a meltwater stream that issues from the
terminus about 50 m north of the north transect. If this feature is a rigid part of the glacier
bed, it may contribute locally to flow resistance and divert ice (and entrained sediment) to the
surface there. No similar feature was evident in the GPR surveys of Jansson et al. [2000], so
we cannot be certain of its nature without more data.
The greater longitudinal compression in the north likely influences sediment transport
paths, perhaps accounting for the presence of englacial debris bands there while the rest of
the terminus largely lacks them. If the bed offers more resistance to basal motion in the north
than elsewhere, entrained basal sediment may be transported upward and away from the bed
in vertically extending flow rather than along the bed. Despite the enhanced compression, we
emphasize that englacial strain rates in the terminus remain orders of magnitude too small
to induce compressive fracture [CHAPTER 3]. Therefore, thrusting is not a viable sediment
uplift mechanism. As discussed further in CHAPTER 5, the appearance of basally-derived
debris at the surface is likely due to bulk vertical extension in the ice near the terminus and
folding of the more competent intercalated debris layers.
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4.5 SUMMARY AND CONCLUSIONS
Radar and thermistor measurements indicate that the cold surface layer of Storglacia¨ren
meets the bed ∼100 m from the ice margin. Radar observations indicative of accreted sediment
layers and consideration of the subglacial heat balance suggest that basal freeze-on likely occurs
under this cold ice. However, model evaluation of field-constrained estimates of basal motion
indicates that basal slip must continue beneath the cold-based ice. Therefore, the BTT -
where the base of the glacier changes from temperate to cold – does not represent a slip/no-
slip transition, though it may correspond to the start of a zone of basal sediment entrainment.
The shear strength of the till likely determines whether the sediment-laden glacier then slips
across the bed. If slip is resisted only by a weak till, the entrained sediment is eventually
transported along the bed until it melts out again at the margin. Under these circumstances,
longitudinal stress gradients in the ice near the BTT are limited by the weak till. If the till is
relatively strong, larger shear stresses are required to mobilize it and longitudinal compressive
stresses can be higher. As a result, greater vertical extension of the ice may permit uplift of
basally-derived sediment to the surface. We suggest that the northern part of the terminus
of Storglacia¨ren is characterized by more resistance to basal motion than the central and
part, resulting in greater vertical transport of englacial and basal sediment in the north than
elsewhere. The difference in basal resistance may be due to differences in bed topography or
to more efficient subglacial water drainage on the north side of the terminus.
These results have several implications for the dynamics of polythermal ice masses and
the interpretation of the landscapes they construct. While a frozen margin may represent
an impediment to interior motion if the margin freezes to rigid bedrock, a thinner frozen
margin encompassing only unlithified sediment does not necessarily inhibit motion. Under such
circumstances, subglacial topography and hydraulic conditions may determine the strength of
the cold margin and consequently the resistance offered to ice motion. Supraglacial sediment
accumulation, and the landform groups that result, should occur more readily where the bed
strongly resists basal motion. In contrast, a weak bed limits longitudinal compression and
sediment uplift, resulting in little supraglacial sediment accumulation.
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CHAPTER 5
DEBRIS BAND ORIGIN AT THE TERMINUS OF STORGLACIA¨REN,
SWEDEN
A paper in preparation for
Quaternary Science Reviews
Peter L. Moore 1, Neal R. Iverson 1, Kevin Uno 2, Keith A. Brugger 3,
Matthew Dettinger 4, Thomas S. Hooyer 5,
Denis Cohen 1, Kip Solomon 2, Thure Cerling 2, Peter Jansson 6
ABSTRACT
Polythermal glacier termini often contain basally-derived englacial debris in upglacier-
dipping bands or lenses. Thrusting of active ice over slow-moving or stagnant marginal ice
that is frozen to the bed is often cited as a mechanism for bringing debris-rich basal ice to
the glacier surface. However, mechanical and kinematic considerations raise doubts about the
importance of thrusting in most glaciers. As part of a larger effort to characterize the dynamics
of ice flow and sediment transport at polythermal ice margins, we have investigated the flow
kinematics, structure, tritium concentration, and isotopic composition of ice at the margin
of Storglacia¨ren, Sweden, where englacial debris bands have been inferred to be a result of
thrusting. Two types of debris bands are distinguished: 1) an unsorted diamicton band that is
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laterally continuous for greater than 200 m, and 2) well-sorted sand and gravel bands that are
lenticular and discontinuous. Above-background tritium levels and enrichment of δ18O and δ2H
in ice from the diamicton band indicate entrainment by basal freeze-on, probably since 1952.
Isotopic enrichment and largely tritium-free ice in the sandy debris bands also indicate entrain-
ment in freezing water, but before 1952. The lenticular structure and sorted appearance of the
sandy bands suggest that they were deposited by englacial meltwater. The basally-accreted
diamicton band presently overlies the englacially-deposited sandy bands, suggesting that the
stratigraphy has been overturned. An interpretation consistent with these observations is
that the debris bands and the ice surrounding them were elevated and overturned by folding,
perhaps due to tilting and enhanced compression caused by subglacial topography near the
margin.
5.1 INTRODUCTION
Upglacier-dipping bands and lenses of sediment outcrop at the margins of many modern
polythermal glaciers. Commonly, homogeneous lithology and clast angularity indicate rockfall
as an origin for such structures, but in some cases – notably at the margins of ice caps that
are unbounded by valley walls – the debris must have an origin beneath the glacier. In valley
glaciers, poorly sorted, rounded and indurated sediments in englacial debris bands also suggest
a subglacial origin. Numerous mechanisms have been proposed for elevation of the basal debris
to an englacial position, some linked with specific entrainment processes [e.g., Ensminger et
al., 2001; Woodward et al., 2002]. Among the most frequently cited mechanisms for debris
band formation is thrust faulting of fast-moving ice over slower-moving ice downglacier [e.g.,
Boulton, 1970; Hambrey et al., 1999].
5.1.1 Field Setting
In 1994, an ice-cored ridge appeared at the surface on the northern side of the terminus
of Storglacia¨ren, a polythermal glacier in northern Sweden [Jansson et al., 2000](Figure 5.1).
This ice-cored sediment ridge and the associated debris bands have remained exposed at the
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glacier surface since then, although the outcrop is now close to the ice margin (Figure 5.2).
Several debris layers have been recognized in the area by previous workers [Glasser et al.,
2003]. The most prominent band outcrops for ∼200 m and roughly parallels the ice margin
from the northern edge of the terminus to about 30% of the way south across its width,
roughly coninciding with the extent of a moraine mound in the glacier forefield. This debris
band varies from about 10 to 30 cm in thickness, dips upglacier to the southwest between 20◦
and 50◦ (decreasing toward the south) and consists of poorly sorted, subangular to subrounded
sediments, primarily sand and gravel (Figure 5.3). Sediment concentration varies from 30-75%
by volume [Glasser et al., 2003; Uno, 2008]. Jansson et al. [2000] observed englacial reflections
in ground-penetrating radar (GPR) surveys that appeared to represent the continuation at
depth of the debris band that outcrops at the surface. Projecting this reflection toward the
glacier bed suggested that it emanated from the transition between warm-based and cold-based
ice. Jansson et al. [2000] also found that the surface outcropping of this feature coincided with
a steep decline in glacier surface velocity. These observations, combined with sedimentological
analysis of the debris, led Glasser et al. [2003] to conclude that the terminus of Storglacia¨ren
was under substantial longitudinal compression and that this compression was accommodated
by thrust faulting and consequent uplift of dirty basal ice to the surface.
5.1.2 Thrusting
Thrusting implies discrete slip along a discontinuity in the ice. In the literature, thrusting
either entails sediment entrainment by scraping into an actively-slipping fault or simply ad-
vecting already entrained basal sediment upward along the fault. Numerous laboratory and
field experiments have indicated that ice becomes stiffer with increasing debris concentrations
greater than ∼ 10% debris by volume [e.g., Hooke et al.,, 1972]. Therefore, shear within a
dense debris layer is likely an untenable mechanism for fault slip. Furthermore, in CHAPTER
3 we suggest that shear fracture of ice under compression should be rare in glaciers based on
evaluation of fracture and slip criteria for ice. Alternative hypotheses for the origin of debris
bands have been posited by authors who object to the mechanical implications of compres-
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Figure 5.1 Contour map of Storglacia¨ren with the study area highlighted.
Figure 5.2 Photo of the terminus of Storglacia¨ren from the north showing
the distinct debris ridge near the margin. A small moraine
mound is visible in the middle-ground on the left side of the
photo, extending from the meltwater stream (Nordjokk) on the
near side to an ice-marginal snow field on the far side.
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Figure 5.3 Photo of the southern extent of the ice-cored debris ridge in
2008. Ice flow is from right to left
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sive fracture in ice under glaciological conditions, or who find evidence that contradicts some
tenet of the thrusting hypothesis. Popular alternative mechanisms include injection into basal
crevasses [e.g., Ensminger et al., 2001; Woodward et al., 2002], glacio-fluvial transport along
pre-existing englacial fractures [e.g., Kirkbride and Spedding, 1996], or passive advection and
rotation along upturned flowlines under compressive stresses [CHAPTER 2].
Distinct displacement patterns resulting from active thrusting in a glacier should be de-
tectable with surface velocity and strain rate measurements. However, nearly all studies that
have identified englacial thrusts have focused on more indirect analyses such as sediment and
ice texture and fabric descriptions, structural mapping and isotopic composition. In the only
case where englacial thrusting is known to have occurred, direct measurements of displacement
gradients and growth of the surface expression of a fault at the surge termination of Variegated
Glacier in 1983 were key to identifying the presence of a discontinuity [Raymond et al., 1987;
Sharp et al., 1988]. Indirect indications of kinematics such as distinct topographic bulges over
surge fronts at Trapridge Glacier [Clarke and Blake, 1991] and Bakaninbreen [Murray et al.,
2000] have been suggested as evidence for active thrusting, but these cases are not unequivocal.
Similar surface expressions indicative of zones of intense compression in non-surging glaciers
are not common, and attempts to directly measure discrete slip along apparent fault traces are
usually unsuccessful [e.g. Rabus and Echelmeyer, 1998]. Furthermore, patterns of subsurface
(especially basal) velocity variation in faulting glaciers and their links to surface displacements
are not well constrained. Model results provide some basis for predicting the surface expres-
sion of different styles of deformation under longitudinal compression. In CHAPTER 4, a
numerical model was used to investigate the impacts of different basal boundary conditions
on surface velocities along two transects in the terminus of Storglacia¨ren. In all models with
a sharp decline in basal velocity (a necessary condition for thrusting), a sharp drop in the
horizontal component of surface velocity and peak in its vertical component are predicted in
the overlying ice. Thus, surface velocity measurements and surface morphology observations
at Storglacia¨ren could help to constrain the mechanisms of debris uplift at the ice margin.
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5.1.3 Sediment Entrainment
Basal sediment can be entrained by a number of processes involving both ice and meltwa-
ter [for a review, see Alley et al., 1997; Knight, 1997]. Basal sliding can incorporate diffuse
basal sediment as ice creep, melting and refreezing allow ice to move past obstacles in the bed
[e.g., Hubbard and Sharp, 1995]. If basal effective stress is sufficiently large, regelation infiltra-
tion (downward penetration of ice into a porous substrate by melting and refreezing around
particles) can incorporate dense sediment layers a few decimeters thick [e.g., Iverson, 2000;
Iverson et al., 2007]. Meltwater moving along the ice-bed interface or in englacial fractures or
conduits can freeze and capture suspeded sediment if the water becomes supercooled by rapid
decompression [e.g., Lawson et al., 1998; Ensminger et al., 1998]. Finally, where the climate is
sufficiently cool that the near-surface ice is subfreezing (i.e., in cold or polythermal glaciers),
meltwater at the bed can freeze on to the glacier base as heat is lost by conduction through the
ice [Weertman, 1961]. This mechanism can potentially entrain very thick packages of dense
debris. Glasser et al. [2003] tentatively concluded that regelation infiltration was responsible
for entraining the debris-band sediments at Storglacia¨ren, but they noted that the oxygen iso-
topic signatures (the only isotope measurements they reported) were not fully consistent with
this mechanism.
Stable isotopes are commonly measured in glaciers to investigate processes that involve
melting and/or refreezing of ice, including entrainment processes. Glacier ice begins as snow-
fall, so stable oxygen and hydrogen isotopic compositions in normal ”englacial ice” would be
expected to fall along a local meteoric water line (LMWL) defined by the variations in δ2H
and δ18O [e.g., Knight 1997] in precipitation (see Appendix G for a review of delta-notation).
Meteoric water lines typically have a slope (δ2H/δ18O) of ∼ 8. In theory, any systematic de-
viation from that trend in debris-laden ice can indicate that some fractionation process such
as melting and refreezing has affected the distribution of light and heavy isotopes. Deviations
from the LMWL may therefore constrain the debris entrainment process.
Iverson and Souchez [1996] showed that debris-rich ice formed by regelation infiltration in
an open system (liquid water can flow through the unfrozen pore space) would have a depth-
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varying isotopic composition that reflects the progressive loss of light isotopes due to incomplete
refreezing. For each increment of infiltration, loss of some portion of the melted glacier ice at
the base of the frozen debris layer would concentrate heavy isotopes in the remaining refrozen
portion. Therefore, ice at the top of a debris layer would have an isotopic composotion similar
to the debris-free ice above it, but isotopic ratios would become progressively more enriched
from the top of the layer to the bottom7.
In a hydraulically “closed” subglacial system with a source water composition falling on
the LMWL, freezing of the water reservoir initially produces isotopically-enriched ice as heavy
isotopes are preferentially sequestered in the solid phase. As freezing continues, late-forming
ice is therefore depleted relative to the initial liquid [Jouzel and Souchez, 1982], but all of
the isotopic compositions fall along a freezing slope. In subsequent laboratory experiments,
Souchez and Jouzel [1984] demonstrated that freezing of meltwater in a more realistic open
system (where unaltered water moves through the system while freezing takes place) produces
only ice that is isotopically enriched relative to the source water and falls on a line with slope
S =
αO
βD
×
(
αO − 1
βD − 1
)
×
(
1000 + δ0D
1000 + δ0O
)
, (5.1)
where α and β are the water-ice fractionation factors for deuterium and oxygen, respectively,
and δ0 refers to the initial isotopic values of the parent water. For example, with source water
δ2H and δ18O equal to –90 per mil and –13 per mil respectively, the open-system freezing
slope should be approximately 6.8. However, if the source water composition changes over
the period of accretion, the ice would not exhibit a freezing slope described by Equation 1,
nor would it necessarily be enriched relative to the glacier ice above if the source water is
significantly lighter [Souchez and de Groote, 1985]. Therefore, open-system freeze-on does not
always produce vertical isotopic trends across accreted ice layers.
Debris layers produced by freeze-on and regelation infiltration may also be distinguished
by using the radioactive isotope tritium, 3H, under the right circumstances. Large amounts
of tritium were introduced into the atmosphere as a result of surface thermonuclear weapons
7The term “enrichment” is used here to refer to enrichment in the heavy isotope relative to the source water
or ice.
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testing in the middle of the last century. Widespread above-ground testing commenced in
1951-1952, peaked in the early 1960s, but was banned in 1963 by the Limited Test Ban Treaty.
Despite the ban, several nations continued above-ground testing, albeit less frequently. As a
result, atmospheric production rates of tritium have declined since 1963 as the tritium (half-life
= 12.3 a) has decayed to its daughter product, 3He. Pre-bomb background levels of tritium
in the mid-latitude northern hemisphere are thought to have been ∼ 4-8 TU [Clark and Fritz,
1997]. Kotzer et al., [2000] measured radionuclides in a Canadian arctic ice cap and determined
that pre-bomb precipitation at higher latitudes was as high as 12.5 TU. In contrast, tritium
concentration in northern Scandinavia precipitation during summer of 1963 exceeded 3000 TU
[Clark and Fritz, 1997]. Tritium activity can be described by a standard exponential decay
function
At = A0e−λ3H t (5.2)
where At,0 are tritium activities (or concentrations) at the time of interest and the t time
of precipitation, respectively, λ3H is the decay constant for tritium and t is time after pre-
cipitation. Pre-bomb precipitation in 1950 containing 12.5 TU would contain only 0.48 TU
after 58 years of decay, and older ice would contain still less. Therefore, 0.5 TU represents a
reasonable maximum value for pre-bomb ice. For glaciers large enough that ice residence times
are several hundreds or thousands of years (this includes Storglacia¨ren), glacial ice regelating
into the bed near the terminus should be effectively free of tritium (concentrations 0.5 TU).
Ice formed after 1952 could have higher tritium concentrations, up to about 240 TU for ice
formed in 1963 (assuming 3000 TU in precipitation). Therefore, tritium concentrations larger
than 0.5 TU in ice can be taken to indicate that at least some fraction of the ice was formed
from water that condensed in the atmosphere after 1952 [Strasser et al., 1996].
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5.2 METHODS
5.2.1 Terminus structure
Between 2006 and 2008, 40 boreholes were drilled in the northern half of the terminus
region, primarily for instrumentation. Each of the 26 boreholes drilled in 2007 was inspected
with a submersible borehole video camera (Deep Sea Power & Light, Inc., SS1370C) connected
to a video recorder (Canon GL2). The camera field of view was illuminated by an adjustable
LED, but camera orientation in the borehole was not measured. Englacial debris, structures
and voids were recorded where they could be seen in the borehole walls.
The internal structure of the terminus was also investigated with GPR surveys. GPR is
a useful tool for investigating the thermal structure of polythermal glaciers largely because
unfrozen water in temperate ice results in substantial signal scattering, whereas cold ice is
relatively transparent to radar waves. A Mal˚a ProEx GPR system with 100 MHz antennae
was used in April and August 2008. The system was used in constant-offset mode with a 1
meter antenna separation. The antennae were pulled on sleds during the spring campaign and
pushed on a wheeled cart in the summer. Data processing consisted of a dewow filter, a linear
time gain, and elevation correction. Time-sections were converted into distance using a wave
velocity in cold ice of 0.168 m ns−1.
5.2.2 Ice Flow
Instrumentation and methods used to characterize the present velocity, stress, and strain-
rate fields in the terminus are discussed in detail in CHAPTER 4, but those methods most
relevant to the present work are briefly reviewed here. Surface velocity was measured in a
stake network spanning the northern half of the glacier margin from August 2006 to August
2008. In 2006-7, a differential GPS (Trimble 4600 series) was used to measure stake posi-
tions to compute mean annual velocities along three transects, including one that crossed the
debris-band outcrop. The stake network was re-established in the same area in 2007 with two
longitudinal and two tranverse transects. This stake network remained active through 2008,
and was measured with a Geodimeter total station.
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Figure 5.4 Map of the southern portion of the debris-band outcrop and
approximate ice sampling locations. The cross-hatched portion
of the debris band was not visible at the surface until 2008,
though it was encountered in 2007 beneath the surface while
probing with a steam drill. Contours represent the subsurface
location of the debris band as determined by probing in 2007.
Map coordinates are Swedish grid RT90 2.5gV.
5.2.3 Debris Bands
The debris band that appears to be the primary sediment source for the ice-cored sediment
ridge outcrops upglacier from other, more discontinuous bands, and was presumed to over-
lie the discontinuous bands stratigraphically (Figure 5.4). The orientation of this band was
investigated englacially using a “Heucke” steam drill. Whereas the hot-water drill used for
drilling boreholes was able to slowly penetrate through decimeter-thick englacial debris bands,
the Heucke drill could not. Therefore, the depth of the debris band at a given map location
was inferred to be the depth at which downward melting with the Heucke drill was halted. A
network of 18 holes was drilled in 2007 in the ice just upglacier from the surface expression of
the debris band.
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Samples of ice were obtained from within and immediately surrounding the debris bands
in 2006 [Uno, 2008] and 2008 for stable isotope and tritium analysis (sample sites are shown in
Figure 5.4). For reference, samples of young bubbly ice were also taken from the upper ablation
area and water was sampled from each of the two major meltwater streams issuing from the
glacier terminus (Nordjokk and Sydjokk). To minimize contamination from surface meltwater,
ice was sampled from at least 20 cm beneath the surface. Samples were either chipped from
the ice with a hammer and chisel or were extruded through an ice screw. Ice for the stable
isotope samples was stored in 125 ml polyester bottles, and tritium samples were stored in
1 L bottles, both sealed with parafilm. Samples were then shipped to the University of Utah
for analysis. Stable isotopes δ2D and δ18O were measured there using standard methods (CF-
TCEA-IRMS). Tritium content was measured using the “helium ingrowth” method. In this
method, tritiogenic 3He is measured in a mass spectrometer after a degassed sample of water
containing tritium has been allowed to sit and accumulate 3He by β-decay of 3H for several
months [e.g., Clarke et al., 1976].
5.3 RESULTS
The debris bands appear to be of two different types, judging from the extent of the different
debris bodies and the texture of the sediments they contain. The most prominent band – the
one that controls the location of the ice-cored ridge – is predominantly a coarse, poorly-sorted
diamicton layer ranging from 10 cm to 25 cm thick (Figure 5.5). Within the diamicton layer,
centimeter-scale pockets of clear ice, elongated parallel to the band, are common. The upper
and lower boundaries of the band are irregular on a centimeter scale but sharp. Along its
outcrop, the band bifurcates in at least one place and appears to become two bands, separated
by a thin wedge of coarse-grained ice (Figure 5.6). The debris content in the diamicton band is
∼ 25− 35% by volume implying a high porosity. The second type of band outcrops in various
places a short distance (0-5 m) downglacier from the diamicton band (Figure 5.7). Exposures
are not laterally continuous over distances of more than 10 m, and in places they pinch out
abruptly at a rounded edge (as in Figure 5.7a). Three separate debris bodies of this type
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Figure 5.5 Close-up photo of the diamicton debris band in an exposure on
the southern end of the ice-cored ridge (near sampling site 1).
Ice axe grip is ∼20 cm long.
were seen in 2008 including one near the glacier centerline whose lateral extent was less than
5 m. Like the primary band, these secondary bands have volumentric debris contents as low
as 25%, but can be as high as ∼ 70%. The debris is largely well-sorted sand with lenses of
gravel (Figure 5.7b). In contrast to the diamicton band, no intercalated pockets of clear ice
are present. The boundaries of the band are wavy but sharp and the surrounding ice is clear
and coarse.
Probing with the steam drill was able to reach depths of only 9-10 m, but revealed that a
continuous debris layer does indeed dip upglacier and toward the centerline (Figure 5.4). The
dip is steepest near the surface and becomes more gentle with depth, particularly toward the
southern extent of the band. Probing in 2007 indicated that the band continued at depth some
distance to the south of where its outcrop disappeared at that time. This was confirmed in
2008 as ablation exposed approximately 10 m of outcrop to the south of where it was visible
in 2007. However, radar profiles and borehole video inspection of the area suggest that the
feature does not continue as far south as the glacier centerline. The debris band thus appears
to be limited to the portion of the terminus abutting the small moraine mound on the northern
edge of the ice margin.
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Figure 5.6 Exposure of a split in the diamicton debris band. The two
separate branches apparently merged again (or one pinched out)
beneath a supraglacial meltwater channel a few meters away.
Field notebook is ∼10 cm long.
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Figure 5.7 Cleared exposure of a sandy debris band on the downglacier face
of the ice-cored ridge (view in both photos is looking upglacier).
a) Northern edge of a sandy band outcrop, showing the rounded
band margin and internal bounding surfaces suggesting scouring
or concentric (edge to middle) layering. b) Photo taken 2 m
south along the same band as above, showing sorted gravel layer
within the lens. Glove is ∼18 cm long.
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Borehole video images were obscured in many places by water that was opaque with sus-
pended sediment, even when 24 hours elpased between drilling and video inspection. In two
holes, the transition between clear and cloudy water occurred sharply partway down the hole.
This phenomenon was interpreted by Hooke and Pohjola [1996] to represent the intersection
of the borehole with an englacial conduit. In three boreholes nearest to the debris bands,
the water was turbid all the way to the ice surface. In these three boreholes, when drilling
intersected the debris band8, silty water began rushing from the hole and in one case continued
for more than 24 hours (Figure 5.9). When these boreholes stopped discharging water, they
appeared to be clogged with silt-laden ice crystals. This indicates that drilling tapped a pres-
surized englacial conduit which may have caused supercooling of the water as it ascended the
borehole, as observed by Hooke and Pohjola [1996]. During the same week that these effusive
boreholes were drilled, “natural” discharges of silty water were seen nearby emerging along
folia with the same attitude as the debris band. There was no nearby supraglacial stream
upslope, so the source for both water and sediment must have been englacial or subglacial.
However, in contrast to the findings of Fountain et al., [2005], there was only one clear example
of an englacial conduit or void noted in the borehole video of the terminus. This is perhaps
not surprising, given the fact that in the cold ice at the terminus, passages that were not kept
open by a constant energetic flow of water would be expected to freeze shut.
As a whole, the video imagery indicates that englacial debris content is greater in the
northern part of the glacier margin than it is near the centerline. Above the diamicton debris
band in the north side, the englacial debris is in clots or thin silty bands (Figure 5.8a-b). There
were no clear indications of additional major debris bands in any of the holes, nor was there
any sign of a substantial debris layer that could correspond to the second englacial reflection
noted in Jansson et al., [2000].
Processed radargrams from a longitudinal transect across the area containing the debris
8Hot water drilling normally proceeded at a rate of 0.2-0.5 meters per minute when the drilling system was
optimized. In the northeasternmost boreholes we encountered zones at depths less than the full ice thickness
where drilling proceeded an order of magnitude slower for a few decimeters but then rapidly increased again.
Video in these holes was difficult due to turbid water and/or frazil ice, but we infer that debris-rich ice was
responsible for these periods of slow drilling.
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Figure 5.8 Frame captures from borehole video exploration of the northern
portion of the terminus. a) Thin silty bands; b) clotted debris
∼ 5 m above the bed in a borehole in the middle of the north
stake transect; and c) the surface of the diamicton debris band
in a steam-drill hole drilled less than 5 meters upglacier from
the debris ridge on the ice surface. The gray electrical cable
seen in a) and b) is 1 cm in diameter. In c), the field of view is
approximately 10 cm.
bands are shown in Figure 5.10 (GPR results are also discussed in CHAPTER 4) from both
April and August surveys. Thin hyperbolic reflections are boulders or small water-filled con-
duits and the vertical “tracks” of narrow bright hyperbolae extending down from the surface
correspond to a borehole near the survey line. No distinct upglacier-dipping planar reflections
are evident in the April dataset, but there are several with varying reflection power in August.
A bright, upglacier-dipping reflection on the left edge of Figure 5.10b is likely one of the major
debris bands seen on the surface. Two more upglacier dipping reflectors are evident to the right
of the borehole reflection, again only visible in the August survey. Another bright, downglacier-
dipping reflection on the left side appears in both surveys and is located just above where the
debris band would be expected to meet the bed. However, the feature’s extent appears to be
greater in April. The feature appears to be part of a local mound in the bed in the August sur-
vey, but no mound-like reflections appear surrounding the bright downglacier-dipping refelctor
in April. Away from the margin, bed reflection strength is greater in August.
Surface velocity measurements are shown in Figures 4.10-4.11 [CHAPTER 4]. In the south
profile there is a nearly linear decline in horizontal velocity with distance downglacier. The
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Figure 5.9 Photograph of the discharge of silty water from borehole 16,
drilled in July 2007 on the north borehole transect approxi-
mately 20 m upglacier from the debris band (although the debris
band did not outcrop this far south until 2008). Silty discharge
continued for over 24 hours and left the borehole clogged with
silt-laden frazil ice.
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Figure 5.10 Longitudinal GPR profiles along the north transect crossing
the debris band outcrop in a) April and; b) August 2008. Both
profiles cover approximately the same area, are scaled the same
and have been processed identically. Ice flow is from right to
left.
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horizontal velocity in the northern profile declines more rapidly, with the velocity gradient
steepening with proximity to the margin. There is a corresponding increase in vertical velocity
near the margin, with no such increase the south profile. Both profiles, however, show non-
negligible horizontal velocities in very thin ice near the margin—an unexpected result for a
region expected to be frozen to the substrate.
The δ2H and δ18O data for profiles across each of the three sites sampled in 2008 are
shown in Figure 5.11. Scatter is significant and spatial patterns are difficult to clearly define.
A possible trend toward increasing depletion from top to bottom at site 1 is equivocal. Data
from all 50 ice and water samples taken in 2006 [Uno, 2008] and 2008 are plotted in Figure 5.12
and listed in Table A.1 in the Appendix. The Local Meteoric Water Line (LMWL), with a
slope of 7.96, is also plotted for reference [Uno, 2008]. A linear regression of the entire data
set gives a line with a slope of 6.2. There is a great deal of overlap between the clear and
debris-rich ice samples, particularly in Deuterium (Figure 5.13). Nevertheless, a Student’s
t-test9 on the population indicates that the clean and debris-rich ice isotopic compositions are
statistically distinct at the 95% confidence level (p = 0.0025 for δ2H, p = 0.00064 for δ18O).
Tritium in debris-rich ice, surrounding clean ice, young bubbly ice and meltwater streams
are compared in Figure 5.14 and shown in Table 1. Only in the clear ice are tritium con-
centrations consistently near zero, although three of four debris-rich ice samples from sandy
bands are also nearly zero. The fourth sandy ice sample, taken less than one meter away from
one of the tritium-free samples, had a tritium concentration of 3.3 ± 0.4 TU. Three separate
analyses from this sample yielded the same result, so no measurement error is likely, suggesting
that tritium heterogeneity in the sandy band is real. In contrast, the diamicton band had a
fairly consistent tritium concentration of approximately 1 TU (Figure 5.15). Recent glacier ice
(represented by the “young bubbly ice” sampled from near the equilibrium line) appears to
have ∼ 3.2 TU, but changing temperatures and meteoric water sources can cause this to vary
9The two sample t-test evaluates whether the means of two normally-distributed populations of samples are
equal (the ”null” hypothesis). For a 95% confidence test, a p-value lower than 0.05 indicates that the null
hypothesis must be rejected in favor of an alternative hypothesis. The alternative hypothesis in this case is that
the debris-rich ice is more isotopically enriched than the clean ice.
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Figure 5.11 Stable isotope profiles across debris bands sampled in 2008
(locations shown in Figure 5.4). Photos have been rotated so
that the top is upglacier. Sites 1 and 3 are in the diamicton
band whereas site 2 is in a sandy band. Shaded areas in site
1 plots are meant to suggest a trend toward depletion with
depth in the diamicton band.
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Figure 5.12 Scatter plot showing the oxygen and deuterium isotope com-
position of debris-rich, clear and bubbly ices and meltwater.
All values are per mil relative to VSMOW. The regression
equation in the upper left is a linear least-squares fit to the
entire data set. The LMWL, with a slope of 7.96, was con-
structed based on hundreds of rain and snow samples (unpub-
lished data, P. Jansson).
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Figure 5.13 Comparison of debris-rich ice and surrounding clear ice iso-
topic compositions for deuterium and oxygen. Each box en-
closes the mean (symbol), the median, (horizontal bar) and
the standard deviation of the population. The bars extend to
the 5th and 95th percentiles of the distribution and × denotes
extreme values.
Figure 5.14 Box plot of tritium values for debris-rich, clear, and young ice,
compared with those of meltwater streams. Graph symbols
are as in Figure 5.13.
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Table 5.1 Tritium in Storglacia¨ren ice and water
Sample no. Ice facies Tritium content (TU) ± 2σ
1DB1 diamicton 0.87 0.20
1DB2 diamicton 1.10 0.33
3DB1 diamicton 1.57 0.57
3DB2 diamicton 0.72 0.44
2DB1 sandy 0.13 0.18
2DB2 sandy 0.43 0.21
0DB1 sandy 0.5 0.3
0DB2 sandy 3.3 0.4
1BDB1 clear 0.08 0.09
1BDB2 clear 0.24 0.11
0ADB1 clear 0.0 0.3
0ADB2 clear 0.0 0.3
0BDB1 clear 0.0 0.1
0BDB2 clear 0.5 0.3
0BDB3 clear 0.0 0.4
0BDB4 clear 0.0 0.2
YBI1 young bubbly 3.0 0.4
YBI2 young bubbly 3.2 0.4
Nord06 Nordjokk meltwater 5.6 1.0
Nord08 Nordjokk meltwater 5.89 0.51
Syd06 Sydjokk meltwater 3.4 0.7
Syd08 Sydjokk meltwater 3.84 0.43
in time and space, so this is not necessarily representative of modern meteoric precipitation10.
The northern meltwater stream, Nordjokk, which is thought to drain primarily the lower abla-
tion area below the major bedrock riegel [Seaberg et al., 1988], had consistently higher tritium
(∼5.7 TU) than Sydjokk (∼3.4 TU), which drains the upper ablation area. This is perhaps not
surprising given that the snowline in mid-summer (when samples were taken) had receded well
into the upper ablation area, thus exposing old, pre-bomb glacier ice to ablation in the lower
reaches of the glacier while the upper ablation area and accumulation area were still ablating
snow and young ice. The tritium measurements are compared in Figure 5.16 to projected
decay curves for ice formed from precipitation in 1970, 1980 and 1990, using ranges of tritium
concentrations taken from Clark and Fritz [1997].
10A sample of rainwater taken in 2006 near Kiruna, Sweden, had 12 TU
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Figure 5.15 Comparison of tritium variability between diamicton and
sandy debris bands. Graph symbols are as in Figure 5.13.
Figure 5.16 Tritium measurements from 2006 and 2008 plotted along with
projected decay curves (note the logarithimc scale on the ver-
tical axis) for representative ranges of tritium in precipitation.
Historical tritium data were taken from Clark and Fritz [1997]
from 1970, 1980, and 1990 to define initial ranges (colored
polygons bounded by dashed lines) of tritium concentration in
precipitation. Decay curves were computed with Equation 5.2.
The outlier from the sandy band data set and the young ice
measurements have been omitted for clarity.
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5.4 DISCUSSION
The presence or absence of appreciable tritium in debris-band ice provides a constraint on
the timing and mechanism of debris entrainment. Debris-band ice containing more than 0.5 TU
would be expected to have a freeze-on origin near the BTT since the transit time between the
bed and the ice surface is on the order of 10-20 years (ice thickness divided by emergence
velocity). However, debris-band ice that lacks tritium (concentration less than 0.5 TU) could
have been entrained either near the BTT by regelation infiltration with old glacier ice, or by
either mechanism prior to 1952. The stable isotopic composition of these debris-bearing ices
can help to distinguish between these entrainment processes if the ice is older. Tritium-free
debris-rich ice showing a progressive enrichment in heavy isotopes downward from the top of
the band was likely formed by simple regelation infiltration. Debris-rich ice without tritium and
exhibiting an enriched stable isotopic composition that does not describe a trend of increasing
enrichment with depth is better explained by freeze-on.
The stable isotope and tritium data from Storglacia¨ren do not fit cleanly within the scheme
outlined above. Only one site (Site 1) exhibited an isotopic trend across the debris band, but
a profile across the same band (Site 3) a few tens of meters away yielded no such trend (Fig-
ure 5.11). This likely excludes closed-system freezing and simple regelation infiltration as the
primary debris entrainment mechanisms responsible for the debris bands. The stable isotopes,
when lumped together, do appear to regress to a typical freezing slope. However, taken alone,
the individual sampling sites present no well-defined freezing slope. Several authors have noted
that temperate glacier ice is frequently enriched relative to the parent snow (which should fall
along the LMWL) due to partial refreezing when summer snowmelt percolates into the snow-
pack in the accumulation zone [e.g., Sharp et al., 1960; Arnason, 1969]. Therefore, the fact
that even the young bubbly ice falls along the freezing slope is not surprising, and indicates
that it may not be possible to glean anything useful from the co-isotopic trend. Nevertheless,
the isotopic enrichment of much of the debris-rich ice relative to the clear ice suggests that
the debris-bands are not primary structures that formed in the accumulation zone, but rather
that they were entrained later. Indeed, the presence of substantial tritium in several samples
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of the debris-rich ice suggests that some of the debris may have been entrained post-1952.
5.4.1 Sandy Debris Bands
The sandy debris-rich layers exhibit grain sorting that indicates water-transported sedi-
ment, and the stable isotope composition of each of the samples from these bands is enriched
compared to most of the clean ice surrounding them. However, the fact that only one sample
from these bands contains more than 0.5 TU suggests that they were entrained prior to 1952.
The high-tritium measurement in one sample was likely not in error because three indepen-
dent analyses yielded similar values. Recalling that drilling through englacial debris bands
occasionally resulted in tapping an englacial water conduit, a reasonable interpretation is that
portions of some debris bands have been exploited as porous passages for young meltwater
through the otherwise hydraulically-tight cold margin.
The lenticular cross-section of the sandy bands, their largely well-sorted textures and their
internal structures are consistent with englacial deposition by water moving along a fracture
or conduit completely surrounded by ice. Upward transport of coarse gravels into ice marginal
fractures or conduits dipping more than 40◦ is possible, as discussed in Appendix H. However,
deposition and preservation of this material in a conduit with a gradient near the sediment’s
angle of repose (25-40◦) would be difficult. Therefore it is likely that the sandy bands have been
rotated upglacier since formation at lower inclination. Several authors have suggested in the
past that overdeepened valleys may drive water flow around overdeepenings or into englacial
passages [e.g., Hooke et al., 1988]. There are at least three major overdeepenings along the
length of the Storglacia¨ren valley, and Fountain et al. [2005] have shown that – at least in the
middle of the ablation area – englacial fractures are very common.
5.4.2 Diamicton Debris Band
The diamicton in the main debris band closely resembles a coarse till. On this basis,
entrainment likely occurred at the bed, and in accord with the interpretation of the sandy
band, this ice has been subsequently elevated and rotated. The apparent trend in Site 1 of
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decreasing enrichment from top to bottom is puzzling in light of the enrichment trend that
would be expected by simple entrainment mechanisms. One solution is to presume that the
stratigraphy is inverted and that the upright sequence does show a downward enrichment in
heavy isotopes as one might expect from regelation infiltration. An alternative interpretation
is that the Site 1 profile is a truncated trend of closed-system freeze-on. However, neither of
these interpretations is consistent with the isotopic profile in Site 3 (Figure 5.11), which is
in the same band. Thus, the stable isotope data do not clearly point to either entrainment
mechanism. Because the diamicton-band ice is uniformly tritiated, albeit at low levels, recent
freeze-on has likely contributed to entrainment. However, these low tritium levels, compared
to young ice and meltwater streams, indicate that snowmelt, rain, or surface melt near the
equilibrium line (all sources expected to be tritiated to ≥ 3 TU) are only a small component
of this ice.
Two scenarios could account for the observed low-level tritium in accreted ice. The simplest
scenario, invoking a tritium mass balance, is that the source water from which the basal ice is
frozen is derived from multiple sources. For example, to get ice with 1 TU, 3 parts melt water
from old, untritiated ice (0 TU) could be mixed with one part meteoric water or melt from
young ice with 4 TU. An alternative and perhaps more complex scenario is that freeze-on with
tritiated water alternated with regelation infiltration [e.g., Rempel, 2008] and so the debris-rich
ice has both old glacial ice and young accretion ice components.
The elevated tritium levels in all of the diamicton-bearing ice suggests that the debris layer
was likely accreted no more than 57 years ago. The poor sorting, cobble-sized clasts and clear-
ice inclusions all point to entrainment from the glacier bed. However, the lack of a distinct
stable isotope enrichment trend across the debris band suggests that it was not entrained by
simple regelation or freeze-on from a single isolated water reservoir. Instead, the diamicton
was probably entrained at least in part by freeze-on from a source-water reservoir that changed
with time. This result contrasts with the conclusions of Glasser et al. [2003], who hypothesized
that regelation infiltration was the entrainment mechanism based on a more limited body of
geochemical data.
129
In summary, the tritium and stable isotope data along with observations at the surface
suggest that the two types of debris bands were entrained by different processes and in different
positions relative to the glacier bed and margin. The sandy bands were likely entrained prior
to 1952 as subglacial water entered englacial passages or fractures, transporting and depositing
sand and gravel with it. These resulting sand and gravel bodies were above the bed at the
time of formation and thereafter. The diamicton debris band was entrained at the bed (and
thus was originally below the sandy bands) a short distance from the terminus, perhaps close
to the BTT. Substantial englacial debris content in the northern part of the terminus, similar
in appearance to the diffuse debris-bearing ice often ascribed to formation during regelation
sliding, is consistent with the implication that deep basal ice is exposed there.
5.4.3 Mechanism of Uplift and Stratigraphic Inversion
A structural puzzle emerges if the interpretations of the geochemical measurements above
are correct. In a typical glacier, englacial ice gets older with increasing depth, but ice accreted
to the bottom is younger with increasing depth (Figure 5.17). At Storglacia¨ren, the sandy
debris bands appear to be older than the diamicton band. The sandy bands are presently found
downglacier from – and therefore stratigraphically below – the diamicton band, indicating
that the stratigraphy has been inverted. This apparent overturning of stratigraphy requires a
mechanism that is consistent with observations and kinematic measurements at the terminus.
The implications of thrusting and folding as potential mechanisms are considered below.
Figure 5.18 illustrates two ways to uplift the diamicton band so that its outcrop overlies
the sandy band. Glasser et al., [2003] favored thrusting as the uplift mechanism, so this is
considered first. Several authors have presented criteria for recognition of englacial thrust
faults in the field, most notably Hambrey et al., [1999]. These criteria may help to identify
surfaces that have undergone some shear offset, but alone they are insufficient to explain the
transport of basal material to the surface by thrusting. At Storglacia¨ren, minimum slip offset
rates required to explain debris band origin by thrusting are constrained both by the sediment
transport distances and the timescale implied from tritium in the diamicton debris band.
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Figure 5.17 Illustration of the typical stratigraphy-age relationships in
glaciers. Flowlines indicate particle paths from the accumu-
lation zone to the ablation zone. Ice along flowline 1 has the
longest transit time, while ice along flowline 4 has the shortest.
At any point in time, englacial ice gets older with depth, and
as a consequence older ice is normally exposed at the termi-
nus. The inset illustrates that ice accreted to the bed of the
glacier is younger with depth. Ice layer i accreted first, then
ii and iii, so without any overturning, the isotopically oldest
accreted ice should outcrop above younger accreted layers.
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The minimum offset on a thrust necessary to elevate debris from the bed to the surface is
h0/ sin θ for a fault that makes a mean angle θ with the horizontal in a glacier of thickness
h0. Pre-existing planar features (e.g., primary stratification, foliation, or channel fills) in the
hanging-wall would be rotated to near-parallel with the fault plane after this much offset, and
out of parallel with the corresponding structures in the footwall by an angle of θ. Pre-existing
marker horizons could not be correlated across the fault after this much offset because all cross-
cut structures would have been uplifted vertically a distance h0, or one entire ice thickness. No
vertical, flow-parallel outcrops of ice were available for inspection at Storglacia¨ren in 2006-8,
so structural correlation was not attempted.
The maximum transit time between entrainment of the diamicton at the bed and sam-
pling in the newly-exposed southern extent of the debris band at the surface is 56 years
(1952 to 2008). For 25 m thick ice and a fault dipping on average 30◦, a fault-slip rate of
(25 m/sin 30◦)/56 a = 0.89 m a−1, or nearly one meter per year, would just suffice to bring
newly-accreted tritium-bearing basal ice to the surface. This fault displacement would require
0.5 m of enhanced ablation on the hanging wall to make it escape detection as a hanging-wall
fault escarpment. As discussed in CHAPTER 4, an attempt in 2008 to measure slip offset
englacially across 1.5 m of ice enclosing the diamicton debris band yielded no displacement.
Moreover, there are no ice surface escarpments on the northern portion of Storglacia¨ren’s ter-
minus, nor have any been documented despite yearly field efforts on Storglacia¨ren beginning
in 1946.
The appearance of an apparently-older sandy debris band downglacier from the diamicton
band but with roughly the same dip is also difficult to reconcile with thrusting. As illustrated in
Figure 5.18 and mentioned above, thrusting should rotate hanging-wall structures to increasing
upglacier dips while leaving footwall structures largely untilted. The result, in outcrop, should
be systematic discordance between any previously-subparallel structures across the fault that
predated the thrust (Figure 5.18b). No systematic discordance between foliations or debris
layers is present in the descriptions of Glasser et al. [2003], nor was discordance apparent in
2006-8.
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Figure 5.18 Schematic illustration of structural relationships developed
through thrusting and folding at the terminus. a) Initial con-
figuration of foliation (thin gray lines), a discontinuous sandy
debris band (dashed line) and a diamicton debris band. b)
Structural relationships after thrusting, where the red line is
the thrust plane. All features in the hanging-wall (upglacier
side of the fault) are rotated parallel with the fault plane and
are no longer parallel with the features in the footwall. c)
Structural relationships after development of an overturned,
isoclinal fold. Structures in the upglacier and downglacier
limbs at the core of the fold may be roughly parallel, and
the downglacier limb exhibits overturned stratigraphy.
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An alternative to thrusting that alleviates this geometric problem is folding (Figure 5.18c).
An overturned isoclinal fold 11. Folding is occasionally invoked to account for many of the same
structures as thrust faulting, and is further described as a predecessor to thrusting, although
few [apart from, e.g., Hudleston, 1976] have carefully considered the implied kinematics of
folding in glaciers. Nevertheless, overturned and recumbent folds are often observed in vertical
outcrops at glacier margins [e.g., Hambrey et al., 1999]. In addition to possibly accounting
for the observed structures, the ductile behavior involved in folding is consistent with the
rheology of ice and does not require discrete offsets that would lead to surface escarpments.
The formation and amplification of a fold should, however, be accompanied by an increase in
vertical velocity near the fold hinge, which is consistent with our surface velocity measurements.
A remaining question is why a fold might develop near the ice margin on the northern
part of the terminus? In CHAPTER 4, we suggested that basal resistance to ice motion was
greater in the northern part of the terminus than elsewhere, largely due to bed geometry but
perhaps also due to differing drainage conditions. The terminus encounters a small hill (visible
in Figure 5.2) on the north side of the ice margin, which results in a gentle adverse bed slope
at the ice edge. Additionally, the GPR results in Figure 5.10 suggest that there may be a
subglacial mound beneath the ice close to the margin. Why this mound is evident in August
but not in April is unclear, but if it represents a relatively rigid structure at the base of the ice,
it may be responsible for fold initiation. Alternatively, if it is not stationary (as suggested by
its absence in the nearby GPR surveys of Jansson et al. [2000], it could be an accumulation
of basal debris at the core of a fold where the rates of basal motion – and therefore transport
of deforming sediment – decline.
If a glacier margin under longitudinal compression is viewed as a viscous medium containing
layers of greater effective viscosity (as expected of dense debris layers, [e.g., Hooke et al.,, 1972]),
a well-documented tendency is for the more competent layers to buckle [e.g., Ramsay, 1967,
p. 375]. Buckling in layers of anisotropic ice with differing grain sizes (and therefore differing
effective viscosities) has been documented in laboratory experiments [Wilson and Russell-Head
11In isoclinal folds, the layering is tightly folded such that opposing limbs become nearly parallel. Overturned
isoclinal folds have a non-vertical axial plane.
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1979]. Thus, longitudinal compression due to an adverse bed slope or a subglacial mound could
possibly lead to folding. In the downglacier limb of an overturned isoclinal fold, the original
stratigraphy would be inverted.
5.5 CONCLUSIONS
The data and observations presented here point to separate entrainment mechanisms for
the two types of debris bands found on the north margin of Storglacia¨ren. The diamicton was
entrained at the bed, either by freeze-on alone or by a combination of regelation infiltration
and freeze-on. The sorted sand and gravel lenses were entrained englacially by meltwater
flowing through subhorizontal fractures or conduits in the ice. This occurred before 1952,
perhaps as basal water was diverted englacially in one of Storglacia¨ren’s overdeepenings. After
deposition and freeze-in of the sediment, portions of these bands may have been exploited by
meltwater flow, locally introducing a post-1952 geochemical signature to the ice. Uniformly
low but significant tritium levels in the diamicton-bearing ice likely reflect recent entrainment
at the bed. The tritium content and unsystematic isotopic enrichment suggest that basal
freeze-on with a mixed source containing some young water partly responsible for entrainment.
This basally-entrained sediment and the overlying englacially-deposited sandy band were then
uplifted to the surface and overturned.
There is no evidence for discrete displacement across the debris band at present, nor are
there any past kinematic observations consistent with thrusting along a discrete surface at Stor-
glacia¨ren. Therefore, thrusting is not a viable mechanism for stratigraphic inversion exposure
of these debris bands at the ice surface. Radar profiles from the northern part of the glacier
margin show a possible subglacial obstacle beneath the debris band and a gentle adverse bed
slope where the glacier margin encouters a moraine mound. A higher vertical strain rate in the
area surrounding the bands may reflect enhanced longitudinal compression and concomitant
vertical strain rates related to folding there.
Our results have several implications for the interpretation of debris-band structures in
glaciers elsewhere. In accordance with other authors [e.g., Kirkbride and Spedding, 1996],
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lenticular debris bands containing sorted sediments are hypothesized to be the result of sed-
iment transport in englacial meltwater flows. Stable isotope data suggest that isotopic sig-
natures preserved in debris-bearing ice can be profoundly altered if the structure acts as a
passage for porous meltwater flow after entrainment. Finally, additional kinematic criteria are
suggested for testing the englacial thrusting hypothesis for the origin of debris bands. These
criteria highlight the importance of considering ice mechanics and kinematics in interpreting
basal debris-bearing structures in glaciers.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 CONCLUSIONS
The mechanical basis for thrust faulting in glaciers is weak. Model results using boundary
conditions appropriate for glacier termini indicate that even under extreme circumstances,
compressive fracture in most glaciers is not feasible. Furthermore, only if pre-existing fractures
are spatially extensive, properly oriented, and filled with a weak, water-saturated granular
material is thrust motion likely activated, and only then under substantial longitudinal stresses.
Measurements at Storglacia¨ren focused on the northern half of the terminus indicate that
the basal thermal transition has little effect on glacier motion and that debris bands do not
result from thrusting. The cold surface layer appears to meet the bed about 100 m from the
ice margin. Model results suggest that freeze-on of basal sediments by conductive cooling
likely occurs in the thinner ice near the margin. This is corroborated by the tritium and
isotopic composition of debris bands exposed near the terminus. Nevertheless, surface and
subsurface velocity measurements indicate that the basal thermal transition does not have
a discernable impact on basal motion. As a result, longitudinal stresses are minimal over
most of the terminus. The only part of the terminus that appears to be under significant
compression is the area surrounding the debris-band outcrops, where vertical ice velocity peaks
and horizontal velocity declines steeply. This area of enhanced compression seemingly coincides
with the extent of a proglacial moraine mound that gives the terminus a gentle adverse bed
slope. Additional local resistance to flow may be offered by a subglacial structure that appears
in some radar images through the area. This locally-enhanced resistance to horizontal motion
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causes vertical extension in the ice near the margin, allowing transport of sediment from deep
in the ice toward the surface. Strain rates in the ice, however, are several orders of magnitude
too small to cause thrusting. The stratigraphy of englacial debris layers as they presently
outcrop at the terminus appears to be inverted based on tritium age relationships, suggesting
that folding could be the process responsible for uplift.
These results challenge previous interpretations of the Storglacia¨ren debris bands and their
implications for ice dynamics in the area. They also highlight the importance of considering
the mechanical implications of interpretations that are based on qualitative observations of
englacial structures. These interpretations rely on an idealized conceptual framework that is
not always grounded in sound physics. On the other hand, the idealizations often used to
simplify analytical models of glacier processes—such as the imposition of a slip/no-slip con-
dition at a cold-temperate basal transition—ignore important physical processes that inhibit
such circumstances from arising. These conceptual and mathematical idealizations, because
they allow researchers to arrive at the same conclusion from vastly different starting points,
have perpetuated the belief that thrusting is important and widespread in glaciers. An im-
portant implication of this dissertation is that thrusting in glaciers is likely greatly overstated
in the literature. We suggest rather that englacial debris bands exhibiting some of the same
characteristics of what many have called thrusts can be generated in simpler ways that are
fully consistent with the mechanics of ice and sediment transport. We further demonstrate
that a frozen margin is not always subject to substantial longitudinal compression, especially
in glacier margins underlain by weak, unlithified sediment.
6.2 FUTURE WORK
Future directions for building on this research are numerous and could include field and
theoretical approaches. In particular, a theoretical investigation of the basal thermal transi-
tion from a thermodynamic perspective is warranted, since feedbacks between mechanical and
thermal processes likely control the geometry and stability of the freezing isotherm. At Stor-
glacia¨ren, many questions remain regarding the subglacial environment. Further exploration
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of the basal hydrological system near and below the BTT may help illuminate how meltwater
negotiates the cold margin, under what conditions a less efficient hydrological system might
develop, and how such a hydrological system would affect ice dynamics. Both of these research
directions parallel past and ongoing investigations into the mechanisms of glacier surging.
Indeed, many polythermal glaciers do surge, and the thermal structure and subglacial hydrol-
ogy are often implicated in surge initiation or termination. So why is surging suppressed at
Storglacia¨ren?
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APPENDIX A. Nondimensionalization of the Momentum Equation
In chapters 2 and 3, the Stokes equations are solved in nondimensional form for steady-state
flow of ice with a power-law rheology. This appendix describes how the momentum equation
is nondimensionalized. The full momentum balance reads
ρ
(
∂v
∂t
+ v · ∇v
)
= −∇P I +∇ · τ, (A.1)
where ρ is the fluid (ice) density v is the velocity vector, t is time, P is the pressure (deviation
from hydrostatic), I is the identity tensor (diagonal ones), τ is the deviatoric stress tensor,
and ∇ is the grad operator. The constitutive relation is often used to rewrite the last term in
terms of velocities and viscosity. The constitutive relation for power-law ice is
τ = B˙e(
1−n
n
)˙ = B˙e(
1−n
n
)(∇v + (∇v)T ), (A.2)
where ˙e is the effective strain rate, ˙ is the strain rate tensor, B is the viscosity parameter
and n is the power law exponent. Substituting this into Equation A.1 yields
ρ
(
∂v
∂t
+ v · ∇v
)
= −∇P I +∇ ·
[
B˙e
( 1−n
n
)(∇v + (∇v)T )
]
. (A.3)
The variables in this equation are normally nondimensionalized as follows:
∇ = ∇˜/h0 (A.4)
v = v˜v0 (A.5)
t = t˜
(
h0
v0
)
(A.6)
˙ = ˜˙
(
v0
h0
)
(A.7)
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P = P˜ρgh0 or P = P˜B1
(
v0
h20
)(
v0
h0
)( 1−n
n
)
(A.8)
B = B˜B1 (A.9)
where the tilde (˜) indicates a nondimensional variable and subscripted quantities are dimen-
sional reference values. Note that there are two ways to nondimensionalize the pressure. The
equations are normally solved by scaling the pressure term with the viscosity group, which
results in the expression
(
ρv20
h0
)(
∂v˜
∂t
+ v˜ · ∇˜v˜
)
=
(−B1v0
h20
)(
v0
h0
)( 1−n
n
)[
∇˜P˜ I + ∇˜ ·
[
B˜˜˙
( 1−n
n
)
e (∇˜v˜ + (∇˜v˜)T )
] ]
. (A.10)
which can be rearranged to yield
(
ρv0h0
−B1( v0h0 )
( 1
n
)
)(
∂v˜
∂t
+ v˜ · ∇˜v˜
)
= ∇˜P˜ I + ∇˜ ·
[
B˜˜˙
( 1−n
n
)
e (∇˜v˜ + (∇˜v˜)T )
]
. (A.11)
The dimensionless group on the left-hand side is the Reynolds number for a power-law fluid
(i.e., the numerator represents inertial forces and the denominator represents viscous forces).
For steady Stokes flow, this number is zero, and the momentum balance simplifies to
∇˜P˜ I + ∇˜ ·
[
B˜˜˙
( 1−n
n
)
e (∇˜v˜ + (∇˜v˜)T )
]
= 0. (A.12)
This is the nondimensionalizations scheme used throughout the dissertation. An alternative
approach is to scale the pressure term with hydrostatic pressure under a static thickness of h0.
This results in the equation
(
ρv20
h0
)(
∂v˜
∂t
+ v˜ · ∇˜v˜
)
= −ρg∇˜P˜ I +B1
(
v0
h20
)(
v0
h0
)( 1−n
n
)
∇˜ ·
[
B˜˜˙
( 1−n
n
)
e (∇˜v˜ + (∇˜v˜)T )
]
, (A.13)
which can be rearranged to give
ρv0h0
B1( v0h0 )
( 1−n
n
)
(
∂v˜
∂t
+ v˜ · ∇˜v˜
)
= − ρgh0
B1( v0h0 )
( 1
n
)
∇˜P˜ I + ∇˜ ·
[
B˜˜˙
( 1−n
n
)
e (∇˜v˜ + (∇˜v˜)T )
]
. (A.14)
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In this form, there are now two dimensionless groups. On the left-hand side, the Reynolds
number as above. The dimensionless group on the right-hand side goes by many names in
different contexts and represents the ratio between hydrostatic pressure (confinement) and
deviatoric stresses arising from viscous flow. In the context of evaluating fracture and slip
criteria as we have done in CHAPTER 3, this number may be used as a means of evaluating
the degree of confinement.
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APPENDIX B. Iclinometry Error Analysis
Apart from the instrumental uncertainty that results from the hardware used to collect
inclinometry data, there is an additional source of error that may result from misalignment
of the inclinometer with the borehole, particularly if the borehole is oversized compared with
the diameter of the instrument. Since only the position of the top of the borehole is known,
this error propagates as interdependent measurements accumulate down the hole, such that
uncertainties grow larger with depth. We estimate these uncertainties following closely the
method of Harper et al. [2001].
Because each borehole is measured with the inclinometer only 2-4 times at each survey
(i.e., a descending survey and ascending survey provide two data sets), a reliable estimate of
errors cannot be made uniquely for each borehole. Instead, recognizing that the error we wish
to evaluate is one inherent to the method, it may be inferred to be independent of borehole
location, and primarily a function of depth. Therefore, estimation of uncertainty uses the
entire population of inclinometry surveys to construct a larger data set. From boreholes 3, 9,
21, and 22, we have nine pairs of down-up surveys from 2007 and 2008. If we define the x- and
y-coordinate axes so that they point east and north, respectively, then the difference between,
for example, the x coordinates at depth j from the up and down surveys is xijD and likewise
for y coordinates. Taking the mean of the difference at each depth and across all boreholes,
we define
x¯jD =
1
n
n∑
i=1
xijD, (B.1)
and likewise for y, where i = 1,2,3,n, and n is the number of survey pairs at the depth
of interest. The square of the difference between each of the nine up-down differences and
the mean,(xijD − x¯jD)2, is then the variance at each depth, while the covariance of x and y
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differences is (xijD − x¯jD)(yijD − y¯jD). A variance-covariance matrix SD for each depth can
then be constructed:
SD =
1
n− 1
 ∑ni=1(xijD − x¯jD)2 ∑ni=1(xijD − x¯jD)(yijD − y¯jD)∑n
i=1(xijD − x¯jD)(yijD − y¯jD)
∑n
i=1(yijD − y¯jD)2
 (B.2)
At the largest depths surveyed with the inclinometer, there is only one pair of observations,
so n = 1 and Equation B.2 yields and infinite matrix. For these depths, the normalization
factor preceding the matrix in Equation B.2 is replaced with 1/n, producing an equally valid
definition of the variance and covariance [e.g., Taylor, 1997]. Following Harper et al. [2001], we
use the covariance matrix at each depth to define an error ellipse in the x-y plane representing
a 95% confidence interval for the true location of the borehole. The eigenvalues (λ1, λ2) and
associated eigenvectors (e1, e2) of the covariance matrices, scaled by the desired (αF = 0.05)
F-distribution function, are used to find the axis dimensions (l1, l2) and orientations (β0, the
angle between e1 and the positive x-axis) of the 95% confidence error ellipse at each depth.
The half-lengths of the major and minor axes of the error ellipse are
lm =
√
λm
√
(n− 1)p
s(n− p)Fp,n−p(αF ), (B.3)
where m = (1,2), p = 2, and s = 2 and the F-distribution is found from standard tables with
αF = 0.05. The second radical term on the right-hand side becomes irrational when there are
fewer than 3 pairs of observations, which is the case in our dataset for depths greater than
28 m. In these circumstances, we use the length-scaling function for n = 3, realizing that this
represents a minimum for the true statistical error at 95% confidence.
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APPENDIX C. GPR Reflection Amplitudes
A simplistic analysis of relative radar reflection amplitudes can allow us to qualitatively
distinguish between different reflecting media. In theory, a transmitting antenna provides a
signal with a given energy E0 that is subsequently attenuated by various processes. A simple
estimate of the signal energy remaining at a given depth is
Ez = E0e−ηz, (C.1)
where η is a material-dependent attenuation factor. A common value of η for glacier ice is
0.01 dB m−1. Since the signal must return to the receiving antenna, the relevant z is twice
the depth to the reflection. If received energy is normalized by the ”direct coupling” (DC)
reflection that appears at the start of a time section, the value of Ez should approximate the
relative reflection coefficient.
The theoretical radar reflection amplitude depends on the dielectric constants (relative
permittivity) of the media above (ε1) and below (ε2) the reflection. The relative reflection
coefficient is
Rr =
ε2 − ε1
ε2 + ε1
. (C.2)
Therefore, the greater the contrast in dielectric properties at a material interface, the larger the
reflection coefficient and more of the incident energy is returned. Values of relative permittivity
for several common materials encountered in glacial environments are given in Table C.1, with
values taken from Murray et al. [2000] and Hubbard and Glasser [2005].
Normalized or relative reflection amplitude can, therefore, be estimated graphically as shown
in Figure 9d of CHAPTER 4. Here, normalized energy envelopes have been plotted for relative
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Table C.1 Common dielectric constants for materials in glacial settings
Material Relative Permittivity
Air 1
Water 80
Wet till 18-20
Frozen till 4-6
Granite 4-6
Ice 3-4
reflection coefficients of 0.3 (appropriate for clean ice overlying wet till) and 0.05 (a lower bound
for clean ice overlying dirty ice or frozen till).
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APPENDIX D. Force Balance in the Terminus
The simplest and most common direct field measurements in glaciology take place on the
ice surface. However, many of the most desirable variables that glaciologists wish to constrain
relate to the subsurface. Of particular interest to glaciological modelers is basal drag, which
is not necessarily equal to the local gravitational driving stress. A method was, therefore,
developed [e.g., Van der Veen and Whillans, 1989] to compute basal drag and related quantities
using velocities measured at the surface. Necessary assumptions are that strain rates at the
surface are representative of the depth-averaged values. It has been shown [Bahr et al., 1994]
that this method can yield non-unique solutions, but this becomes less problematic when
surface measurements are averaged over lengthscales of several ice thicknesses. At the front of
Storglacia¨ren where our measurements were made, ice thickness is 10-40 m thick, with 25 m as
a reasonable average. We therefore consider averages over longitudinal distances of ∼ 100 m.
Loosely following the method and finite difference notation of Hooke [2005], the relationship
between the dominant terms in a balance of stresses is
ρighi sinαs − τb −B˙
1−n
n
e
[
((2˙xx + ˙yy)hi |down −(2˙xx + ˙yy)hi |up)
∆x
]
− · · ·
−B˙
1−n
n
e
[
˙yxhi |north −˙yxhi |south)
∆y
]
= 0 (D.1)
where αs is ice surface slope, hi is local ice thickness and up, down, north and south refer to
vertical faces of an ice volume of interest. The remaining variables are as defined in the text,
CHAPTER 4. Significant simplification can be achieved if transverse strain rates and lateral
shear strain are negligible – in other words eliminating all strain rates with y-components and
effectively flattening the problem to the x− z plane. With these simplifying assumptions, the
balance becomes
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ρighi sinαs − τb −B˙
1−n
n
xx
[
2(˙xxhi |down −˙xxhi |up)
∆x
]
= 0, (D.2)
where the third term is often called the G-term. The meaning of this equation is that the basal
shear stress at any point on the bed is primarily a function of the local gravitational driving
stress (the first term) and any push or pull from ice upglacier and downglacier. In other words,
the push or pull transfers stress longitudinally to increase or decrease the shear stress felt by
the bed in the area of interest.
Using measured ice thicknesses and velocities for stakes N6-7, N1-2, and S2-3 and S9-10, we
compute the G-term to estimate the magnitude of longitudinal stresses. The results indicate
that the terminus in both north and south transects supports ∼20-25 kPa of basal shear stress
in excess of local driving stress. The terms used in the computation are shown in Table D.1.
A drawback of using an averaging length of 100 m is that the along-flow variation in strain
rates seen in the north transect is smoothed out. If shorter averaging lengths were used, the
lower part of the north transect would likely stand out as a site of enhanced stress gradients.
Table D.1 Terms in the computation of longitudinal stress gradients
Location ∆x, m hi|up,m ˙xx|up, s−1 hi|down,m ˙xx|down, s−1 G-term, Pa
South 115 43 8.58 ×10−10 19 1.30 ×10−9 25351
North 97 31 6.87 ×10−10 8 4.72 ×10−9 21062
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APPENDIX E. Heat and Water Balances Beneath the Terminus
The heat balance at the bed of a glacier can be written:
qg + qm + qw + qf + qc = 0 (E.1)
where the terms on the left-hand side correspond to geothermal heat flux, heat dissipation due
to groundwater flow, heat production or consumption due to freezing or melting at the bed,
frictional heat, and heat conducted away from the bed. Beneath the slow-moving terminus at
Storglaciaren, frictional heat is expected to be a small term (0.005W/m2) and is neglected in
the present analysis, though it is trivial to include it. The second term qm is of different sign
depending on whether ice is freezing onto or melting from the base of the glacier. Defining F
as the total thickness of the frozen-on layer (including debris, if it is incorporated), a positive
freeze-on rate dF/dt is a positive heat flux, and this heat flux term is equal to
qm = nρiL
dF
dt
, (E.2)
where n is the porosity of the subglacial material and L is the latent heat of fusion. Heat due to
subglacial water flow is not included in most discussions of basal heat balance [e.g., Paterson,
1994], though it has been shown that it can be an important heat source beneath soft-bedded
polythermal glaciers [Clarke et al., 1984; Echelmeyer, 1987]. Assuming that the potential
energy change as water flows down-gradient through a porous subglacial layer is dissipated as
heat [e.g., Manga and Kirchner, 2004], an expression for the heat flux from this source is
qw =
Qw
w
dφh
dx
, (E.3)
where Qw/w is discharge per unit width and the hydraulic potential φh = ρwgHt. Assuming
that the basal water system beneath the cold terminus is a closed system, the discharge per
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unit width at any place along the transect depends on how much of the pore water is frozen-on
to the glacier base. Using Darcy‘s law,
Qw = −KhdHt
dx
(ha − F ), (E.4)
where Kh is the hydraulic conductivity of the substrate and ha is the thickness of the subglacial
aquifer. Here we are neglecting the small density difference between water and ice. Substituting
this expression into the expression for qw and rewriting Equation E.1, the heat balance equation
becomes
qg + ρwgKh
(
dHt
dx
)2
(ha − F ) + nρiLdF
dt
+ k
dT
dz
= 0. (E.5)
Thus far, we assume that the thickness of ice frozen on to the base of the glacier is small
compared to the ice thickness and that seasonal swings in surface air temperature do not
affect the temperature gradient at the glacier bed. These assumptions are reasonable near the
upper part of the cold margin where the ice is nearly 20 m thick, but become unreasonable
as ice thickness becomes smaller than about 10 m. A correction for this case is considered
below. Equation E.5 can be rearranged to yield a first-order differential equation in F , which
is complicated by the fact that the water-balance and heat balance are coupled. The ODE can
be expressed in a simplified form as
A
dF
dt
−BF + C = 0, (E.6)
where
A = nρL B = ρwgKh
(
dHt
dx
)2
C = qg + ρwgKh
(
dHt
dx
)2
ha + k
dT
dz
(E.7)
If we assume that F = 0 for all t at the lowermost thermistor string (x = 130 m), latent
heat from freeze-on is zero there and water flux must account for all of the difference between
geothermal heat and upward conductive heat flux. Taking best estimates for the other heat
balance terms, the discharge per unit width must be about 5 × 10−5m2 s−1. From Darcy‘s law
and assuming an aquifer width on the order of 100 m, this discharge value implies a hydraulic
conductivity (2 × 10−4m s−1) that is significantly larger than that estimated by Fischer et
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al., [1998] for Storglaciaren, but similar to the value found by Clarke et al., [1984] at Trapridge
Glacier. A general solution for Equation E.6 [e.g., Kline, 1977] is
F =
(
C
B
)(
exp
(−Bt
A
)
− 1
)
. (E.8)
A solution that accounts for the change in the total conducting thickness (glacier ice plus
accreted ice) was obtained by solving Equation E.8 iteratively, adjusting the ice thickness in
term C to include the thicness of ice frozen on during the preceding timestep (Figure E.1). We
neglect the small difference in thermal conductivity between glacier ice and frozen sediment
[cf. Echelmeyer, 1987]. This solution also assumes that periodic surface temperature changes
do not influence the temperature at the base of the ice. However, because the ice accretion
proceeds rapidly (> 50% freeze-on in the first model year) and the seasonal temperature signal
attenuates to about one quarter of its surface amplitude at 4 m depth [Paterson, 1994], we
infer that this would have only a small and transient effect on basal freeze-on.
The assumptions built into this analysis may be relaxed to give more conservative numbers.
For example, water flux beneath the center of the terminus may change along the transect.
There may indeed be a convergent water flow toward the centerline, increasing the heat sup-
plied by pore-water dissipation. Additionally, in many years the winter snowpack does not
completely disappear on the lower part of the terminus and melting and refreezing in the
snowpack leaves a superimposed ice layer on the surface. Surface refreezing can warm the up-
per portion of the glacier beneath the snow apron, thereby reducing the vertical temperature
gradient and drawing less heat from below. Based on these factors, the accreted thickness in the
lower part of the terminus can be reduced significantly. Nevertheless, freeze-on of meter-scale
ice layers is possible beneath the terminus.
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Figure E.1 Time-space plot of the thickness of frozen-on ice at the base
of the terminus below 06TH4. Each line in the mesh parallel
to the distance axis is a snapshot of accreted ice thickness at
a particular time. Likewise, each line parallel to the time axis
is the time history of freezing at a point along the transect.
Total elapsed time is 5 years, at which point a steady-state is
approximately reached.
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APPENDIX F. Resistance to Basal Motion at the Terminus
The frictional strength of dry till is defined by the Coulomb criterion τ = µσn. The normal
stress σn depends on the weight of the material and the component of any additional stresses
normal to the bed surface. In addition to overcoming friction, work must be done against
gravity to move a rigid mass up a hill.
Due to the convex-up bed topography in the south transect, longitudinal stresses do not
contribute to normal stresses in subglacial sediment. The resistance to motion there is simply
S = µ(ρigh cosβ), (F.1)
where µ is the till friction coefficient and β is the bed slope. In the north transect, there is a
gentle adverse slope near the ice margin. Therefore, a component of longitudinal stress acts
normal to the bed, assuming that the longitudinal stress vector acts in the direction of the bed
slope averaged over several ice-thicknesses. To move ice up the slope, work must also be done
against gravity, so the applied stress must be at least
S = µ(ρigh cosβ +G sinβ) + ρigh sinβ (F.2)
where G is the deviatoric stress transmitted longitudinally through the ice (Figure F.1). Tak-
ing, for example, 10 m thick ice in each transect and a 10◦ slope downglacier in the south and
a 10◦ adverse slope in the north, the resistance to basal motion in the south is 44 kPa. In the
north, the resistance depends on the magnitude of stress gradients but for G = 20 kPa, the
resising stresses sum to 61 kPa, about 40% larger than in the south. This analysis neglects
the role of pore-water pressure in determining the frictional strength of subglacial sediment.
Differences in pore-water pressure in these two cases could subdue or exacerbate the differences
between the two cases.
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Figure F.1 Illustration of resistance to ice motion over subglacial sediments
on oppositely-inclined bed slopes, assuming rigid ice. See de-
tails in the text.
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APPENDIX G. Stable Isotope Data
The oxygen isotopic ratio of a sampe of ice is the ratio of 18O to 16O. Because this is
normally an exceedingly small number, it is expressed in parts per mil in delta notation, where
δ18O = 1000
(18O/16Omeas −18 O/16OVSMOW
18O/16OVSMOW
)
(G.1)
where VSMOW is the Vienna standard mean ocean water, a global standard. Deuterium can
be expressed in an analogous way.
Compiled oxygen and deuterium isotopic data are on the next page
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Table G.1 Stable isotope composition of Storglacia¨ren ice and water
Sample Facies δ2H 2σ δ18O 2σ
ADB1 clear -95.4 2.6 -13.5 0.4
ADB2 clear -96.3 0.6 -13.8 0.3
BDB1 clear -96.7 0.7 -13.9 0.3
BDB2 clear -96.8 0.9 -13.6 0.2
BDB2-C clear -97.3 0.9 -13.7 0.1
BDB3 clear -96.5 2.9 -13.7 0.2
WBDB1 clear -95.6 2.3 -13.4 0.1
WBDB1-C clear -94.5 2.4 -13.5 0.2
WBDB2 clear -89.9 2.2 -12.4 0.2
WBDB2-C clear -97.5 3.3 -13.7 0.4
DB1 debris -86.6 3.6 -12.2 0.3
DB2 debris -90.7 2.8 -12.7 0.3
DB3 debris -88.6 3.8 -12.4 0.4
DB2-C debris -91.0 2.7 -13.0 0.3
Nordjokk stream -103.8 1.6 -14.7 0.1
Supra stream -97.0 1.2 -13.8 0.1
Sydjokk stream -99.2 2.3 -13.9 0.3
UA bubbly -92.7 3.5 -13.0 0.4
UA-C bubbly -93.3 3.8 -13.0 0.4
KIR precip -60.0 0.6 -7.7 0.2
08 DO2DB1 debris rich -87.82 0.99 -12.05 0.09
08 DO2DB2 debris rich -86.51 0.98 -11.84 0.13
08 DO2DB3 debris rich -94.85 1.06 -13.23 0.07
08 DODB2 debris rich -91.12 0.61 -12.52 0.22
08 DODB3 debris rich -90.29 1.31 -12.22 0.11
DODB(TOP)1 debris rich -84.85 1.77 -12.06 0.22
2DB3 debris rich -91.78 0.69 -12.88 0.08
2DB2 debris rich -91.38 1.55 -12.77 0.01
2DB1 debris rich -91.07 1.11 -13.17 0.04
3DB2 debris rich -95.58 1.57 -13.04 0.10
3DB1 debris rich -92.28 0.10 -12.85 0.10
3DB3 debris rich -90.26 1.27 -12.51 0.09
08DOBDB1 clear -93.64 1.75 -13.67 0.11
08DOBDB2 clear -88.78 0.30 -12.60 0.12
08DOBDB3 clear -88.45 0.27 -12.45 0.07
08DOBDB4 clear -89.93 1.77 -12.95 0.10
08DOBDB5 clear -89.98 1.16 -13.02 0.12
08DOBDB6 clear -90.06 0.74 -12.80 0.08
2BDB3 clear -103.34 0.07 -14.38 0.04
2BDB2 clear -102.27 0.34 -14.36 0.07
2BDB1 clear -99.64 1.84 -13.92 0.23
2ADB2 clear -90.14 1.36 -13.07 0.08
2ADB3 clear -88.80 1.18 -12.63 0.03
2ADB1 clear -90.71 1.11 -12.92 0.21
3BDB1 clear -96.05 0.35 -13.49 0.19
3ADB2 clear -95.68 1.92 -13.26 0.12
3ADB1 clear -98.61 1.98 -14.08 0.05
3ADB3 clear -93.87 1.64 -13.16 0.21
3BDB2 clear -97.15 1.66 -13.65 0.13
3BDB3 clear -94.53 1.46 -13.27 0.06
156
APPENDIX H. Sediment Transport in Inclined Englacial Conduits
The transport of sand and gravel up a slope in an inclined conduit or fracture is a complex
problem, but some insight can be gained with classical fluid mechanics relationsihps. We begin
by considering vertical flow and then evaluate the effects of lowering the inclination of the flow
path.
Upward transport of a particle in a column of water requires that the upward drag force
equal the particle buoyant weight. Stokes’ law for settling spheres is regularly used to estimate
the flow velocity necessarily to provide this drag, but Stokes’ law is not strictly valid for
particles larger than silt if the fluid is water. Ferguson and Church [2004] recently developed
an expression that accounts for measured settling velocities in larger particles and converges
on the classical Stokes law for smaller particles. The settling or fall velocity, Wp, is defined as:
Wp =
GsD
2
C1ν + (0.75C2GsD3)0.5
, (H.1)
where Gs is the submerged specific gravity of the particle, D is the diameter of the particle,
ν is the viscosity of water and C1 and C2 are constants with values 20 and 1.1 repsectively.
Figure H.1 shows the fall velocity (or equivalently the suspension velocity) as a function of
particle diameter for a range of particle sizes including sands and gravel.
The sandy debris bands contain gravels as large as 2 cm diameter. Steady flows of 0.6
m s−1 in clear water may be sufficient to lift particles of this size. The presence of many
particles in the same column of water actually increases the drag per particle by an amount
W ∗p = Wp(1−C)m, where C is the sediment volumetric concentration and m is 2.32 for coarse
sediments in water [Leeder, 1999]. The presence of a nearby wall can also increase drag exerted
on particles depending on the ratio or grain size to wall aperture. For a particle-size-to-aperture
ratio of 0.1, this enhancement is about 20% [Denn, 1980]. The result is that a collection of
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Figure H.1 Settling velocity for a range of particle sizes using the relation
of Ferguson and Church [2004]. Dashed line shows the effect
on settling velocity of many particles (20% concentration).
gravel particles in water flowing upward in a channel may be transported upward if the upward
velocity exceeds approximately 0.3 m s−1.
Conditions necessary for upward flow in a vertical fracture in ice at 0.3 m s−1 may be
estimated using the Darcy-Weisbach equation for turbulent flow in a conduit. In terms of
pressure gradients, the equation is
dP
ds
=
fρf u¯
2
8rh
, (H.2)
where f is a dimensionless friction factor (f = 0.01 for ice [Schuler, 2002]), s is distance
along flow, u¯ is the average flow velocity and rh is the hydraulic radius of the flow, estimated
as the cross-sectional conduit area divided by the wetted perimeter of the conduit. The fluid
density ρf is greater than the density of water if the fluid is a suspension of particles in
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water. Using reasonable values (and noticing that the pressure that drives flow will be in
excess of hydrostatic), the excess pressure developed at the base of a 20 m column of water
enclosed in ice need only be about 30 Pa to produce the desired velocity. This value will be
increased somewhat by considring the effect of the particles on frictional losses. This loss term
is proportional to the square of the ratio between water and mean mixture velocity (Ww/W¯p)2
[Bain and Bonnington, 1970]. These variables are unknown but the ratio declines to unity as
they grow, since their difference should remain close to W ∗p . For an arbitrary choice for W¯p
of 1.0 m s−1, the increase in frictional losses is only 38%. For slower flows, this can in theory
increase to as much as 400% at the limiting settling velocity, making the pressure at the base
of the water column more like 120 Pa. This value is still quite small and it is not unreasonable
to expect overpressures in subglacial systems at this level.
Transport of particles up an inclined slope is more difficult than transport in a vertical
column of water, and depends on the mode of transport and the details of the turbulent
structure of the flow. Whereas in a vertical column, the drag force exerted by flowing water on
the particle opposes gravity, the less steeply the column is inclined the less drag force opposes
gravity. The result is that sediment behaves more as bedload in inclined conduits. Several
authors suggest that the energy required to transport particles as bedload in an inclined channel
is the “vector sum” of that for a vertical column and a horizontal channel. From a standard
Hjulstro¨m curve, an entrainment velocity for 2 cm diameter gravel is 2 m s−1. Plugging this
velocity in to the Darcy-Weisbach equation once again yields a pressure drop of more than 800
Pa per meter of flow, if account is taken of the increase in roughness offered by bedload.
For a conduit inclined 40◦ to the horizontal in 20 m thick ice, the total horizontal flow
distance is 23.8 m. The critical pressure drop to account for the horizontal component of
gravel transport is therefore nearly 20 kPa, corresponding to roughly 2 m of hydraulic head
drop over that distance. The addition of the upward lift component is negligible in this case.
The result indicates that for water driven by a hydraulic gradient greater than 0.1, transport
of gravel up a 40◦ slope is possible. If the subglacial hydraulic potential gradient under the
margin of Storglacia¨ren is comparable to the ice surface slope (∼ 0.2), such flows may be
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readily achieved given sufficient water volume.
Several details have been left out of the present analysis, including the sources and sinks
of the water transporting the sediments and the stability of the sediment upon deposition.
Nevertheless, it appears that a steeply inclined englacial passage does not necessarily prevent
transport of coarse materials.
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APPENDIX I. List of Symbols
The following notation list shows all mathematical symbols used throughout the disserta-
tion. An effort has been made to use the same symbol in each chapter to describe the same
quantity or variable, but to preserve convention a few symbols have been multiply defined
(e.g., n is porosity, a power-law exponent, and a number of samples). Units given apply only
to dimensional quantities, favor SI units when possible, and indicate the units most often
used in the text. Some variation does occur however (e.g., quoting mV or Pa when expressed
quantities are small compared to V and MPa). A tilde (˜) over a variable indicates that it is
dimensionless.
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Table I.1 Symbol definitions
Symbol Definition Units
At,0 Tritium activities or concetrations TU
B viscosity parameter in Glen’s law MPa s1/n
B∗ fluidity parameter in Glen’s law MPa−n s−1
B0 viscosity parameter in Arrhenius relation MPa s1/n
C1,2 constants in setlling law
c crack length m
D particle diameter m
d depth below ice surface m
E0 transmitted radar energy W
Ez depth-dependent incident radar energy W
e1,2 eigenvectors of covariance matrix
f Darcy-Weisbach friction factor
G longitudinal stress term MPa
Gs submerged specific gravity
g acceleration due to gravity m s−2
Ht total hydraulic head m
h0, hi ice thickness m
ha subglacial aquifer thickness m
hw height of water table in fracture m
I identity matrix
Kh hydraulic conductivity m s−1
KIc fracture toughness of ice MPa m1/2.
k thermal conductivity W (m K)−1
L latent heat of fusion for ice J kg−1
l0 length of domain upstream of SNST m
m˙ basal melt (freezing) rate m s−1
n exponent in Glen’s law
n porosity
pw water pressure, MPa
P pressure deviation from hydrostatic
Q activation energy for creep J mol−1
Qw water discharge m3 s−1
qc conductive heat flux W m−2
qf frictional slip heat flux W m−2
qg geothermal heat flux W m−2
qm latent heat flux W m−2
qtot total basal heat flux W m−2
qw heat flux due to water flow dissipation W m−2
162
Table I.2 Symbol definitions (continued)
Symbol Definition Units
R confinement ratio, R = σ3/σ1
Rc critical confinement ratio for slip
R′ effective confinement ratio, R = σ′3/σ′1
R′c critical effective confinement ratio for slip
Rg universal gas constant J (K mol)−1
Rref reference resistance Ω
Rt thermistor resistance Ω
R strain rate criterion R = ˙1/˙B/D
Rσ stress criterion, Rσ = σ1/σf
rh hydraulic radius m
S total resistance to glacier motion MPa
s distance along conduit m
T temperature K
TN , TE components of inclinometer trajectory m
u horizontal velocity component m s−1
u¯ mean turbulent flow velocity ms−1
u0 inflow velocity in the x-direction m s−1
Vt thermistor output voltage V
Vs thermistor supply voltage V
v vertical velocity component m s−1
v velocity vector m s−1
w width of subglacial aquifer m
Wp particle settling velocity m s−1
Ww upward water velocity m s−1
W ∗p population adjusted particle velocity m s−1
W¯ mean mixture velocity m s−1
W,Z inclinometer axial tilt components m
x, y, z horizontal coordinates m
x¯jD mean inclinometry x-coordinate at depth j m
xijD inclinometry x-coordinate i at depth j m
y¯jD mean inclinometry y-coordinate at depth j m
yijD inclinometry y-coordinate i at depth j m
α aspect ratio of columns bounded by wing cracks
αF F-distribution confidence level
αs ice surface slope
β glacier bed slope
γ angle between x-axis and σ1
ε1,2 relative permittivity
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Table I.3 Symbol definitions (continued)
Symbol Definition Units
˙e effective strain rate, ˙e =
√
1
2 ˙ij ˙ij s
−1
˙e effective strain rate
˙ij,xx,yy,xy strain rate tensor components
˙B/D strain rate at brittle-ductile transition s−1
η attenuation factor dB m−1
θ angle between fracture and σ1
θ0 optimal fracture angle
κ number of ice thicknesses in domain uabove SNST
λ water pressure parameter, λ = hw/hi
λ1,2 eigenvalues of covariance matrix
λ3H decay constant for tritium t−1
µ friction coefficient
ρ density kgm−3
ρi density of ice kgm−3
ρw density of water kgm−3
ρf fluid density kgm−3
σ1 most compressive principal stress MPa
σ3 least compressive principal stress MPa
σf stress required for brittle failure MPa
σxx total stress in x-direction MPa
σyy total stress in y-direction MPa
σxy = τxy shear stress MPa
τb basal shear stress MPa
τe effective shear stress, τe =
√
1
2τijτij MPa
τy Coulomb yield stress MPa
τij deviatoric stress components MPa
τ deviatoric stress tensor MPa
φ coefficient of internal friction
φh hydraulic potential MPa
ψ inclinometer compass orientation azimuth
∇ gradient operator
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