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Introduction
We model many decision analysis problems with a multiattribute utility function and a joint probability distribution for the prospects of the decision situation. When the variables of the decision situation have probability independence, the joint probability distribution is greatly simplified. In particular, the joint cumulative distribution of two independent variables, x and y, is the product of their marginal distributions,
In practice, however, it is important to incorporate probability dependence between the variables of the decision situation. Howard (1989) introduced knowledge maps to simplify the construction of joint probability distributions that capture probability dependence; Clemen et al. (2000) performed experiments to compare the accuracy of methods that assess probability dependence, and Lowell (1994) conducted sensitivity to probability and showed that the optimal decision alternative may change when dependence between the variables is incorporated.
In correspondence with joint probability functions, the construction of multiattribute utility functions is also simplified when some form of utility independence assumptions are satisfied. For example, when there is mutual utility independence between two attributes, x and y, their multiattribute utility function is of the multilinear form (Keeney and Raiffa 1976) .
U xy x y = k x U x x + k y U y y + k xy U x x U y y
where k x , k y , and k xy = 1 − k x − k y are constants, and U x x and U y y are the utility functions of attributes x and y respectively. Equation (2) decomposes multiattribute utility functions into marginal utility functions of the attributes. If in addition k x + k y = 1, then k xy = 0 and the utility function has the additive form U xy x y = k x U x x + k y U y y
When both k x and k y are equal to zero, then k xy = 1, and we have the multiplicative utility form U xy x y = U x x U y y
In practice, it may also be necessary to incorporate utility dependence between the attributes of a decision situation when constructing multiattribute utility functions. For example, our utility function for Decision Analysis 2(4), pp. 185-206, © 2005 INFORMS money may change with another attribute such as health state or wealth; our utility function for market share may change with revenue, and for everyday decisions, our utility for the choice of the main entrée for dinner may change with the type of appetizer we are offered. Dyer et al. (1992) reviewed several approaches to construct multiattribute utility functions in practice. One approach constructs a deterministic value function over the attributes and then assigns a utility function over the value function to represent the decision maker's risk preference (Matheson and Howard 1968) . This approach reduces the analysis into a onedimensional utility function over a single attribute and therefore requires no assumptions of either utility or preferential independence. To illustrate the value function approach further, consider the following example for constructing a multiattribute utility function of a peanut butter and jelly sandwich.
Example 1: The Peanut Butter and Jelly Sandwich. The attributes involved are thickness of both slices of bread, thickness of peanut butter, thickness of jelly, and the fraction of thickness of peanut butter to jelly. Note that these attributes do not satisfy the condition of preferential independence, as our preference order for each attribute may change with the values of the other attributes. For example, our preference for the sandwich is not a monotonically increasing function of the increase in thickness of peanut butter, jelly, or bread, and our preference for the thickness of jelly may change with the thickness of peanut butter. Nevertheless, we can construct a value function that determines our preference for the sandwich given any values of these four attributes.
An example of a value function that returns a dollar amount for the peanut butter and jelly sandwich is shown below:
where p, j, and b are the thicknesses of peanut butter, jelly, and bread, respectively; p * , j * , and b * are their optimal values; f is the fraction of thickness of peanut butter to jelly; f * is the optimal fraction, and V max is the dollar amount the decision maker is willing to pay for the optimal sandwich. The value function is defined over a domain of the attributes ranging from zero to twice their optimal values.
Note that the value function in (5) involves only deterministic preferences for the sandwich given the different values of the attributes and does not involve any measure of risk aversion. To construct the multiattribute utility function, we now assess a onedimensional utility function over the dollar value measure,
where U V is the utility function over dollar values. The multiattribute utility function is now completely determined by (5) and (6), and the risk-aversion function over each of the individual attributes is completely determined by the utility function over value and knowledge of the value function Sarin 1982, Matheson and Abbas 2004) . A second approach for constructing multiattribute utility functions involves three basic steps: (1) identifying the important attributes or conflicting objectives; (2) establishing the presence or absence of several possible preferential and utility independence assumptions (see, for example, Keeney 1974 , Bell 1977 , Farquhar 1975 , Meyer 1977 ; and (3) using the confirmed independence assumptions to decompose the utility function and assess its components. We note, however, that not all the utility independence assumptions cited in step 2 above reduce the utility function into marginal utility functions of the individual attributes. This implies that, even when some utility independence conditions do hold, we may still need to incorporate some form of utility dependence between the remaining attributes present.
Several authors have thus emphasized the need to incorporate utility dependence when constructing multiattribute utility functions. See for example Kirkwood (1976) , Bell (1979a, b) , Keeney (1981) , Farquhar and Fishburn (1982), and Harvey (1993) . For example, Bell (1979b) proposed a method to assess multiattribute utility functions on a grid and interpolate the utility function from the assessed values. This method does not make assumptions about utility independence.
In this paper, we present methods to incorporate utility dependence for attributes of a decision situation using tools that were developed for Downloaded from informs.org by [128.125.124 .17] on 26 June 2015, at 16:28 . For personal use only, all rights reserved. 187 joint cumulative probability distributions and that are familiar to most decision analysts. These methods include marginal conditional utility assessments and the method of copulas. We start our discussion by considering a class of multiattribute utility functions that shares some similar (although not identical) mathematical properties as those of joint cumulative probability distributions. We will refer to this class as attribute dominance utility functions. This class requires preferential independence between the attributes but does not require the assumption of utility independence. We then generalize our results and show that many functional forms of multiattribute utility function with preferential independence can be decomposed into attribute dominance utility functions that are easier to elicit. We show how the decision analyst can use this decomposition to provide more flexible models of utility functions that capture utility dependence or to derive the form of the utility function when utility independence or other conditions are specified.
Definition of Attribute Dominance Utility
We start our analysis with the case of two attributes and extend it to the case of multiple attributes. We use the term x y to represent a prospect (consequence) of a decision situation that has two attributes, x and y, where x ∈ x min x max and y ∈ y min y max . Our analysis will refer to situations where we can order the attributes such that x min y min is the least preferred prospect and x max y max is most preferred. Furthermore, we assume that the attributes have mutual preferential independence and the prospects are arranged such that for any x 0 , x 1 , y 0 , y 1 we have
With no significant loss of generality, we use a normalized multiattribute utility function, U xy x y , over the attributes in all of our analysis such that
Based on this formulation, we have
Now we define a class of multiattribute utility functions where a prospect x y is a least preferred prospect if either x or y is at its minimum value (the multiattribute utility function is a minimum if either of the attributes is a minimum). This requirement places the following constraints on the utility function
We call the multiattribute utility functions that satisfy Equations (7), (8), (9), and (10) attribute dominance utility functions, as any attribute set at a minimum dominates the remaining attributes and sets the multiattribute utility function to a minimum. From here on, we will use a superscript d for attribute dominance utility functions to differentiate them from general multiattribute utility functions. For example, in the case of a two-attribute dominance utility function, we will use the notation U d xy x y . We will also refer to any single attribute that sets the multiattribute utility function to zero when it falls below a certain minimum as a utility-dominant attribute. For example, if we have three attributes, x, y, and z, and if U x min y z = 0 ∀ y z, then we say that x is a utilitydominant attribute.
Attribute dominance utility functions appear in many applications of decision analysis practice, for example: (1) decisions involving life-and-death situations, where the attributes may be health state and consumption level (Howard 1980) ; (2) decisions involving tradeoffs between quality and quantity; (3) decisions that include many vital services such as electricity, gas, or telephone, where the attributes may be reduction in outage time and reduction in the number of households affected by the outage (Keeney 1992) ; and (4) many situations of everyday decisions such as the utility function for buying a car, as any of the attributes like leg space, fuel efficiency, and acceleration when set below a certain minimum will result in a car that does not meet the demands of the consumer and will set the utility function to a minimum. There are also decision situations where attribute dominance conditions do not exist. We will discuss these situations in more detail in § §6-8. Downloaded from informs.org by [128.125.124 In this section, we introduce some definitions for attribute dominance utility functions that highlight their analogy with joint cumulative probability distributions. For a discussion on the mathematical correspondence of univariate probability distributions and single-attribute utility functions, see Abbas (2002 Abbas ( , 2006 . Definition 1. Marginal utility function for attribute dominance utility functions. We define the marginal utility function over a single attribute, x, as the numerical value of the utility function when all other attributes are set at their maximum values. For example, in the case of two attributes we have
We note that the marginal utility function is itself an attribute dominance utility function with a single attribute and is, by our definition, normalized to range from zero to one. Definition 2. Conditional utility function for attribute dominance utility functions. We define a conditional utility function, U d y x y x , for attribute dominance utility functions as the normalized utility function for attribute y when we are guaranteed a fixed amount of attribute x. The conditional utility function U d y x y x is thus the path traced on the multiattribute utility function for a fixed value of x and is normalized to range from zero to one.
We can thus write the normalized conditional utility function as
The denominator in Equation (12) Rearranging Equation (12) gives
Equation (13) allows the construction of attribute dominance utility functions using marginal-conditional utility assessments analogous to the marginalconditional approach of joint probability distributions. As we shall see, this decomposition enables many of the tools that were developed to incorporate probability dependence to be applied to utility dependence.
In a similar manner, we can also define U 
Combining Equations (12) and (14), we have
It is important to think here about the interpretation and implications of Equation (15). In the analogous world of probability inference, we update our state of information about the outcome of an uncertain event by conditioning on the outcome of another event. This updating of information can be made even if there is no decision to be made and often helps us think more clearly about our degree of belief in the outcomes of uncertain events. For example, Howard (1989) demonstrates that it is helpful to condition our information on the outcomes of other variables through the use of disjoint knowledge maps, even if we are not interested in the distributions of all the variables considered. In a similar manner, Equation (15) provides a method to update our utility values over an attribute when we are guaranteed a fixed amount of another attribute. Equation (15) Similar to the state of information in probability, conditioning on the state of preference and on other attributes can help us think more clearly about our utility values for the different attributes. It is natural to extend our analogy and refer to Equation (15) as Bayes' rule for utility inference. The following example demonstrates the elicitation of attribute dominance utility functions using the marginal-conditional approach and an application of Bayes' rule for utility inference.
Example 2: A Medical Decision Situation. A patient undergoing a cancer treatment is deciding whether to have chemotherapy or radiotherapy. The two attributes involved are health state, y (measured by the quality of life on a normalized scale from zero to one), and consumption levels, x (measured in millions of dollars on a normalized scale from zero to one). The patient's preferences are such that when any of these attributes has a minimum value, the prospect is considered a least preferred prospect.
To assess the multiattribute utility function, we start by assessing the marginal utility function for consumption (wealth). Let us assume that the decision maker is risk neutral over the range of wealth levels considered, when the quality of life is at a maximum.
where x is expressed in millions of dollars. Now we assess the conditional utility function for quality of life given consumption (wealth). The decision maker states that he is risk averse over the quality of life, with a risk-aversion function that depends on the value of the wealth attribute. The decision maker assigns an exponential conditional utility function for quality of life given wealth as
where y is the quality of life and x = 1/ 0 + x = risk-aversion function, and 0 is a constant chosen to be $0.3 million in this example. The conditional utility function of Equation (17) is normalized to range from zero to one and can thus be assessed directly without the need for any further scaling of the utility function. The multiattribute utility function obtained using Equation (13) Figure 1 shows the multiattribute utility function for the decision maker's prospects. Now we determine the marginal utility function for quality of life as
where x max = 1/ 0 3 + 1 = 1/1 3. Using Bayes' rule for utility inference, we can also determine the conditional utility function for wealth given health state as If we used the product form of the marginal utility functions of (4) in our analysis, this would correspond to the assumption of utility independence between the attributes. As a result, the utility function for wealth would not update with different values of quality of life. The previous analysis thus provides the flexibility to model more representative utility functions that have the same marginal utility function but that incorporate utility dependence between the attributes. Note that the updating of our utility functions in Figure 2 (b) does not require a decision situation. In fact, the decision maker may have had the same thought process when thinking about the utility function for wealth by conditioning on the quality of life and the current state of preference. This methodology enables a better representation of the decision maker's preferences by conditioning on other attributes of interest.
We note that the construction of multiattribute utility functions using the marginal-conditional approach does not involve making explicit trade-offs between the attributes of the decision situation or specifying a value function. The assessment of trade-offs may be a difficult task especially in medical decision making or life-and-death situations. In the next section we present more properties of attribute dominance utility functions and show how the marginal-conditional approach also allows for the deduction of the tradeoff functions between the attributes.
Properties of Attribute Dominance Utility Functions
In this section we present several properties of attribute dominance utility functions and develop tools to facilitate their elicitation in practice.
Utility Independence Is Symmetric for
Attribute Dominance Utility We say that two utility-dominant attributes x and y have utility independence if the conditional utility function of attribute x does not depend on the value of attribute y. Using our previous definitions, we can thus write
Substituting for the value of U d x y x y from (21) into (15) gives
Rearranging (22) gives
If we substitute for the value of U d xy x y from (23) into (12), we get
Equation (24) shows that utility independence is a symmetric relationship for attribute dominance utility functions analogous to probability independence for joint probability distributions. This is an important result that we will use later in this paper. Downloaded from informs.org by [128.125.124 .17] on 26 June 2015, at 16:28 . For personal use only, all rights reserved.
Utility Inference Extends to Multiple
Attributes A three-attribute dominance utility function, U d xyz x y z , can be written as
where
are normalized conditional utility functions that range from zero to one. Equation (25) shows that the use of Bayes' rule for constructing attribute dominance utility functions extends to three attributes. By induction, we can use the same methodology for n attributes.
Conditional Utility Independence of Attribute
Dominance Utility Attributes y and z have conditional utility independence given attribute x if Equation (26) implies that attributes y and z have conditional utility independence given x if the attribute dominance utility function has the form
Similar to conditional probability independence, conditional utility independence conditions also simplify the assessment of attribute dominance utility functions.
Making Trade-offs with Utility-Dominant Attributes
The trade-off function between two utility-dominant attributes x and y can be determined as we move along a constant isopreference contour, U i , where
The change in utility value along this path must therefore be zero:
Rearranging gives
The actual trade-offs between the attributes can also be assessed separately, and Equation (30) 
Equation (31) provides a convenient method to determine the trade-off function between two utilitydominant attributes that have utility independence given their marginal utility functions. As a simple example, suppose we have two utility-dominant attributes, x and y, with utility independence. If the marginal utility function for each attribute is exponential over the domain 0 , then the normalized marginal utility functions have the form U x = 1 − e − 1 x and U y = 1 − e − 2 y , where 1 and 2 are the risk-aversion coefficients of x and y, respectively. The trade-off function between the two attributes can be obtained by direct substitution in (31) as 
Copula Structures for Attribute
Dominance Utility We have discussed the marginal-conditional approach to incorporate utility dependence for utility-dominant attributes. Copula methods can also be used to construct attribute dominance utility functions from marginal utility functions, similar to their use for constructing joint cumulative distributions from marginal probability functions (for a reference on copula structures, see Nelsen 1998 , and a for recent application to joint distributions see Clemen and Reilly 1999) . Using the copula approach, an attribute dominance utility function, U d x 1
x n x 1 x n , for attributes x 1 x n , can be expressed in terms of its marginal utility func-
, and a given copula structure as
where C x 1 x n is a copula structure. The copula approach allows the flexibility to model many forms of attribute dominance utility functions that have the same marginal utility functions but incorporate utility dependence. The chosen copula structure can have several forms, such as multivariate normal copulas and maximum entropy copulas. In correspondence with the properties of copula structures for joint cumulative probability distributions, using a copula structure yields an attribute dominance utility function that satisfies (7), (8), (9), and (10) in addition to the following constraint:
Equation (34) also implies that the mixed partial derivative 2 U d x y / x y ≥ 0. This is not a necessary condition for attribute dominance utility functions or for the use of Bayes' rule for utility inference. In other words, attribute dominance utility functions allow for more general functional forms than those of joint cumulative probability distributions where the left hand side of (34) can be negative. We observe that the product form of Equation (4), which assumes utility independence between the attributes, satisfies (34). Incorporating utility dependence for attribute dominance utility functions thus provides the flexibility to model more general forms of utility functions that capture the decision maker's preferences. We now illustrate how to construct a multiattribute utility function that incorporates utility dependence using our definition of the marginal utility functions of §3 and a bivariate copula structure.
Example 3: Utility Dependence with Copulas. Let us refer back to Example 2 and present another method to incorporate utility dependence between the two attributes. Recall that the marginal utility function of the wealth attribute, x, is a risk-neutral utility function, U d x x = x, 0 ≤ x ≤ 1, and the marginal utility function of attribute y is exponential with riskaversion coefficient
A copula structure is chosen from Frank's family of copulas (Frank 1979) as
where determines the level of utility dependence between attributes x and y. The multiattribute utility surface constructed using this method uses only the marginal utility functions and a single parameter, , that can be changed to match the desired trade-offs. When → 0, the multiattribute utility function becomes the product of the marginal utility functions and has a form similar to Equation (4). When increases, (35) incorporates utility dependence while maintaining the same marginal utility functions at the boundaries of the domain of the attributes.
4.5.1. Sensitivity to Utility Dependence. One method to assess the dependence parameter, , from the decision maker is to change its value and observe the corresponding isopreference contours. The contours that meet the decision maker's preferences can be used to determine the value of . For example, Figures 3 and 4 show the multiattribute utility surfaces for the two attributes of Example 2 and the corresponding isopreference contours using the copula structure of Equation (35). Both figures use the same marginal utility functions but have different values of .
We note here that the use of the copula method to determine the multiattribute utility function is very convenient when conducting a sensitivity analysis to the utility dependence parameter. For example, we can find the value of at which a given decision Downloaded from informs.org by [128.125.124 alternative will change and then find the corresponding isopreference contours. A binary question to the decision maker is sufficient to determine whether is above or below this value. Another way to assess is to first assess the marginal utility functions for the attributes and then assess some individual points on the multiattribute utility surface. By substituting for the values of these assessed points into Equation (35) The copula method for constructing attribute dominance utility functions extends to the case of more than two attributes. When multiple attributes are present, pairwise dependence assessments between each two attributes can be performed to determine the dependence parameters. Alternatively, we can also assess several utility points from the decision maker and solve for the values of the dependence parameters by substituting into the equation of the chosen copula structure.
Utility Diagrams for Attribute Dominance Utility
The use of graph-based methods to provide a compact representation of the decision situation dates back to the mid 1970s in efforts to automate the decision making process led by the Decision Analysis Group at Stanford Research Institute (see, for example, Miller et al. 1976 ). This work was followed by the invention of influence diagrams Matheson 1984/2005 ) that provide a compact representation of the dependence relations between the uncertainties present (in a portion of the influence diagram called the "relevance diagram") and also provide a graphic representation of the decisions nodes, as well as a value node that represents the decision maker's values and preferences. Using the properties of attribute dominance utility functions, we now define utility diagrams as graphic representations of the utility dependence relations between utility-dominant attributes, in correspondence with relevance diagrams that provide a graphical representation of the probability dependence relations between the variables present in the decision situation. Utility diagrams provide a compact representation of the utility dependence relations and facilitate the assessment of attribute dominance utility functions through a graphic deduction of the utility independence relations with inference and arrow reversals.
We define a utility diagram as a directed acyclic graph, G, whose nodes represent the utility-dominant attributes and whose arrows represent the possibility of utility dependence between them. The nodes in the utility diagram are the attributes that contribute directly to the decision maker's utility function. To clarify the distinction between direct and indirect attributes further, let us consider the following example from Howard (1990) . In buying a house, we may place a direct value on the view, because it affects desirability, and on the total cost associated with it. However, we would only place an indirect value on the cost of maintenance because it is only a part of the total cost, an attribute that we have placed direct value on. In principle we do not care about the breakdown of the total cost in terms of maintenance, insurance, or utilities, provided the total cost remains the same. Note, however, that if we were very proud to have a house with low maintenance and it would give us great pleasure to tell our friends about it, then we would place a direct value on maintenance cost, and it would be an attribute of direct value that appears in the utility diagram. Now let us start with the simplest utility diagram and assume we have a decision situation with two attributes, A and B, having utility independence. We represent this situation as a diagram with two nodes and no arrows connecting them ( Figure 5 ). The absence of the arrow implies that the two attributes are utility independent given our current state of preference. In other words, having different levels of attribute A will not affect our utility values for attribute B. Note again that utility independence is a symmetric relationship for this class of multiattribute utility functions. Similar to probability independence, the presence of utility independence can greatly simplify the elicitation of attribute dominance utility functions. The multiattribute utility function in this case is the product of the marginal utility functions of the attributes, and no other conditional utility func- Two Attributes with Utility Independence 
tions or dependence parameters need to be elicited.
When utility dependence exists between two attributes, we add an arrow between the two nodes in the utility diagram. An example of two attributes with utility dependence was discussed in Example 1, where the conditional utility function for consumption depended on the quality of life. The presence of an arrow implies the "possibility of" utility dependence between the two attributes given our current state of preferences ( Figure 6 ). This convention is often helpful in the early stages of the multiattribute utility assessment. For example, if we have not confirmed the utility independence assumptions between the attributes, we add an arrow between the two nodes and verify it later during the utility assessments. As we have seen, when the utility-dominant attributes have utility dependence, the attribute dominance utility function takes the form
Now we represent conditional utility independence graphically using utility diagrams. If two attributes, A and B, have conditional utility independence given a third attribute, C, we can represent this relationship using the utility diagram shown in Figure 7 . The attribute dominance utility function takes the form
Similar to the arrows in a relevance diagram, the arrows in the utility diagram represent a given utility assessment order. It may sometimes be useful to Three Attributes with Conditional Utility Independence
change this assessment order into one that is more comfortable to the decision maker to simplify the utility assessments or to verify the utility independence assumptions that have been made. To do this, we need a set of rules for inference and arrow reversals in utility diagrams. Analogous to relevance diagrams, the rules of arrow reversals in utility diagrams are as follows: (1) You can add an arrow between any two nodes of the utility diagram, provided you do not create a cycle, and (2) you can flip an arrow between two nodes, provided they are conditioned on the same attributes. Furthermore, the arbitrary removal of an arrow from the utility diagram is not permitted, as it asserts the existence of some utility independence conditions between the attributes that may not be available. Figure 8 shows an application of utility diagrams and the rules of arrow reversals to determine different assessment orders for attribute dominance utility assessment. Figure 8 Many of the graphic notions that were developed for joint probability functions can be translated into analogous notions for attribute dominance utility functions. For example, the use of "evocative" and "redundant" knowledge maps (Howard 1989 Figure 8 Different Orders for Attribute Dominance Utility Assessment
translates into equivalent notions that simplify the construction of attribute dominance utility functions, and the graphic methods of belief propagation (Pearl 1988) 
Relaxing the Attribute Dominance Conditions
In the previous discussions, we presented several properties of attribute dominance utility functions that simplify their elicitation in practice. These properties provide an incentive to reformulate the attributes whenever possible or to rescale them if they will result in attribute dominance utility functions. In many cases that arise in practice, however, attribute dominance utility conditions may not exist for all the attributes. In this section, we discuss some extensions of the attribute dominance utility approach to construct more general utility functions that satisfy (7), (8), and (9) but that have at least one nonutility-dominant attribute. These multiattribute utility functions will thus require the assumption of mutual preferential independence but will not require the attribute dominance condition of (10) or the assumption of utility independence between the attributes.
We also show that any multiattribute utility function with preferential independence can be decomposed into normalized marginal-conditional utility assessments of the attributes and the conditions under which these normalized assessments have the same mathematical properties as attribute dominance utility functions. The first extension of the attribute dominance utility approach applies to situations where the attributes become utility dominant over a sufficiently large domain. For example, let us refer back to the multiattribute utility function of an automobile discussed earlier. We observe that many of the attributes, such as leg space, fuel efficiency, or acceleration, become utility-dominant attributes when they fall below a certain minimum cutoff value. As a result, the methodology that we have discussed can still be applied to construct a multiattribute utility function for an automobile over a large enough domain. Note that the attribute dominance simplifications still hold in these situations even if the minimum cutoff values for the utility-dominant attributes are not included in the domain of the given problem. Furthermore, assessing the multiattribute utility function over the larger domain using a functional form for the marginalconditional utility assessments will not require additional effort because the utility values over the larger domain will not add to the number of parameters that need to be assessed.
A second approach for constructing multiattribute utility functions using the attribute dominance utility approach reformulates the attributes that are not utility dominant into utility-dominant attributes with the aid of a value function. For example, suppose we wish to construct a multiattribute utility function for three attributes faced by an oil company: (1) profit in the first year of operation, p 1 , (2) profit in the second year of operation, p 2 , and (3) the safety of the employees, S (Figure 9(a) ). Let us assume that the company regards the safety of its employees as a utility-dominant attribute but regards the first two attributes as not utility dominant (the rationale is that an increase in profit in year 2 may offset low values of profit in year 1 and vice versa). In these types of situations, we can use a value function to combine the first two attributes into a single value attribute that may Downloaded from informs.org by [128.125.124 .17] on 26 June 2015, at 16:28 . For personal use only, all rights reserved. be utility dominant. For example, if the value function determines the net present value of profit for two years, then V = p 1 + p 2 , where V is the net present value of profit and is the discount factor. We now have two attributes-(1) net present value of profit, V , and (2) safety of the employees, Sthat the company may regard as utility dominant. We can now make use of the methods discussed earlier to construct an attribute dominance utility function and think about our preferences for each of the utility-dominant attributes using the notion of utility inference. For example, we can now write
The value function calculation appears as a deterministic node in the decision diagram and is represented by two concentric ovals. An example of a value function that represents the net present value of profit in years one and two is shown in Figure 9 (b). The use of the value function to convert non-utilitydominant attributes into utility-dominant attributes can extend to any number of attributes and is particularly useful when preferential independence conditions do not exist for all the attributes. In the extreme case, we can assign a value function over all of the attributes, as we discussed earlier, and assign a onedimensional utility function over value.
A third approach for constructing multiattribute utility functions using the attribute dominance utility approach decomposes the multiattribute utility function in terms of smaller structures that have the same mathematical properties as attribute dominance utility functions. We discuss this decomposition in more detail in the next two sections.
Decomposing Two-Attribute Utility Functions
In this section, we present a general decomposition formula for two-attribute utility functions that satisfy (7), (8), and (9) but not (10) and show the conditions under which attribute dominance utility functions form their basic building blocks. We then show that special cases of this decomposition reduce to common expressions of multiattribute utility functions when utility independence or attribute dominance conditions are present. First we make the following definition. Definition 3. Second-order joint utility density function, u xy x y . For two-attribute utility functions, we define a joint utility density function as the mixed partial derivative (if it exists)
Note that the superscript d in Equation (40) 
Equation (42) applies to any general multiattribute utility function whose joint utility density exists (whether or not it has mutual preferential independence). When the attributes satisfy Equation (7), the terms U xy x y min and U xy x min y become monotonically increasing with both x and y. As a result, U xy x y min and U xy x min y become scaled singleattribute dominance utility functions (because the utility function is zero if that single attribute is set to a minimum); however, they are not normalized, as they do not have a maximum value equal to one. The normalizing constants for these utility functions are equal to k x = U xy x max y min and k y = U xy x min y max , respectively. In other words, we can write 
where k xy = I x max y max .
From (44), we note that U gd xy x y satisfies the normalizing condition of (9) U gd xy x min y min = 0 and U gd xy x max y max = 1 and the attribute dominance condition of Equation (10) (and therefore has the superscript d). As we shall see, however, U gd xy x y is not always a simple product of marginal-conditional utility assessments (and therefore has an additional superscript, g, to indicate that it is a general function of the utility assessments). Now we set the term U xy x min y min = 0 in Equation (42) 
Now if we fix the value of x = x max and trace the curve U xy x max y from y = y min to y = y max , we find that this curve starts at U xy x max y min k x and ends at U xy x max y max = 1. This curve is in effect the normalized marginal utility function, U d y y x max , scaled by an amount 1 − k x and shifted by k x . We can write
Substituting for the values of
from (43) and U xy x max y from (49) into (48) gives (47). Note that, by equating (47) and (41), the utility density integral, U gd xy x y , can be expressed in terms of attribute dominance utility functions of the form
To elicit the two-attribute utility function using Equation (47) In this latter case, two-attribute utility function can be decomposed in terms of marginal utility functions and a term, U d xy x y , which has the same mathematical properties as an attribute dominance utility function.
To see why this is true, recall that an attribute dominance utility function can be constructed using the product of the marginal-conditional utility assessments. Substituting for 
We illustrate a numeric application of Equation (52) Example 4: Utility Function for Profit. A decision maker with a logarithmic utility function for profit would like to construct a multiattribute utility function for his company using the two attributes: profit in the first year of operation, x, and profit in the second year, y (both attributes expressed in millions of dollars). The domain of monetary prospects for the utility function is $0 to $1 million in each year. The decision maker's initial wealth, w, is $1 million, and his time preference is represented by a discount factor of = 0 9.
Note that the two attributes have mutual preferential independence in this example, as more profit is always preferred to less. However, the logarithmic utility function for profit in the second year depends on the initial wealth in the second year, which is determined by the amount of profit achieved in the first year. Therefore, mutual utility independence between the two attributes is not a valid assumption in this example.
As we have discussed, one method to construct this multiattribute utility function is to use a deterministic value function for net present value and assign a logarithmic utility function over the value function. This approach reduces the multiattribute utility assessment into a one-dimensional utility assessment. Another method to construct this multiattribute utility function is to use marginal-conditional assessments and Equation (47). This method constructs the utility function using marginal-conditional utility assessments of attribute dominance utility functions. Alternatively, we can use Equation (52) and, as a simple approximation, assess the utility function using marginal utility assessments and a copula structure. For example, we will use the same copula structure of the form of Equation (35) to incorporate utility dependence. We now work through an example to illustrate this approach.
The normalized marginal utility assessments are given as
The constant terms k x = U xy x max y min and k y = U xy x min y max are elicited directly from the decision maker using typical von Neumann and Morgenstern probabilistic indifference assessment to a binary gamble that provides the most preferred and least preferred prospects, U xy x max y max and U xy x min y min , respectively, as
To evaluate the dependence parameter, , we need to make an additional utility assessment on the multiattribute utility surface. For example, if we assess U xy 0 5 0 5 = 0 62, we can now substitute into Equation (52) and solve for the value of = 0 23. The utility function for profit is shown in Figure 11 . Note that the isopreference contours for the utility function are linear with a slope equal to negative the reciprocal of the discount factor. This formulation provides a more representative multiattribute utility function whose isopreference contours better match the linear form of the contours for the net present value function.
Extensions to n-Attributes
We now generalize the previous analysis to n-attribute utility functions, U x 1 x 2 x n x 1 x 2 x n , using the following definitions.
Definition 4. k-order joint utility density function, u x 1 x 2 x k x 1 x 2 x k . We define a k-order joint utility density function, k ≤ n , over attributes,
where x 12 k is the set of complementary attributes of x 1 x 2 x k (the remaining attributes, x k+1 x k+2 x n ) and x o 12 k represent the complementary attributes set at their minimum values.
Definition 5. k-order utility density integral, I x 1 x 2 x k . We define a k-order joint utility density integral, k ≤ n , over attributes, x 1 x 2 x k as Note that I x i x j x k satisfies the attribute dominance conditions of Equation (10), because any attribute set a minimum results in a zero integral value.
Definition 6. Normalizing constants, k x 1 x 2 x k . We define a set of normalizing constants k x 1 x 2 x k , k ≤ n as
where x * i represents attribute x i set at its maximum value.
Definition 7. Normalized k-order utility density integral, U gd x 1 x 2 x k x 1 x 2 x k . We define the normalized k-order utility density integral, U gd
From the previous definitions, U gd x 1 x 2
x k x 1 x 2 x k again satisfies (9) and (10), where
and
Now we make the following decomposition for multiattribute utility functions.
x n , can be decomposed in terms of its normalized utility density integrals as
Proof. See the appendix. Equation (61) is a general decomposition for n-attribute utility functions with preferential independence. This expression can be used to derive the form of the utility function when other conditions are specified. Note that if we replace the terms (61) with their utility density integrals, I x 1 x 2 x k , we get a general decomposition that applies whether preferential independence conditions exist or not. We now present the following results for Proposition 1.
Result 1. We can now relate the normalizing constant by substituting for all possible combinations of the n-attributes at their minimum and maximum values in (61) and using the results of (59) and (60). The normalizing constants are determined as
The normalizing constants are thus equivalent to those used in the multilinear expansion for mutual utility independence (Keeney and Raiffa 1976) , which is a special case of Equation (61) when the terms U gd
x i , for all k ≤ n. This result also implies that with the multilinear form, any k-order joint utility density is equal to the product of k first-order marginal utility density functions and a constant k x 1 x 2 x k . A marginal utility density function is defined as the derivative of the normalized marginal utility function of the individual attributes (Abbas 2002) .
k , ∀ k, and the lower-order normalizing constants, k x 1 x 2 x m m < k ≤ n , are all equal to zero.
Proof. From (63), we see that each term
and lower-order normalizing constants, (Abbas 2003a, b) , log-linear models, and other methods that approximate joint distributions using lower-order joint probability assessments (Abbas 2005) . The analogous properties of attribute dominance utility functions and joint cumulative probability distributions lead to the notion of utility inference analogous to Bayes' rule for probability inference and the use of utility diagrams that help us think about our utility values for the different attributes or change the order of utility assessments or verify the assessments and utility independence assumptions that are made.
The analogy between attribute dominance utility functions and joint cumulative probability distributions leads to a variety of applications and several directions for future research. For example, the analogous interpretation of dynamic Bayesian networks leads to dynamic utility diagrams, and the use of Markov networks translates into Markov utility diagrams. Future work can also include special cases of attribute dominance utility functions such as Gaussian and exponential utility diagrams and models that determine the propagation of risk tolerances over the attributes within the utility diagram.
The analogy between attribute dominance utility functions and joint cumulative probability distributions also leads to future work on the assessment of joint cumulative distribution functions using the multiattribute utility methodology. For example, the analogous interpretation of isopreference contours for multiattribute utility functions defines isoprobability contours for joint cumulative distribution functions. Eliciting a one-dimensional cumulative distribution function over the isoprobability contours or over any of the variables provides another method for constructing joint cumulative probability distributions that reduces the joint probability assessment into a one-dimensional probability assessment.
The fundamental difference between properties of attribute dominance utility functions and joint cumulative distributions are the nonnegativity constraint on a joint probability density function and the absence of this constraint for a joint utility density of attribute dominance utility functions. This difference allows for further research on more general copula structures for attribute dominance utility functions that allow for negative joint densities.
In this paper, we discussed the construction of multiattribute utility functions using a value function over the attributes and a one-dimensional utility assessment over value. We also presented a general decomposition formula for multiattribute utility functions with preferential independence and showed the conditions under which attribute dominance utility functions form their basic building blocks. We illustrated how this decomposition reduces to special cases when utility independence or attribute dominance conditions are specified and, furthermore, how this decomposition enables multiattribute utility functions to be constructed using marginal utility functions and some dependence parameters. We also highlighted how this decomposition can be expressed in terms of the utility density integrals to provide a general decomposition that does not require preferential independence.
We have shown that when attribute dominance utility conditions exist; the construction of multiattribute utility functions that incorporate utility dependence is greatly simplified. This result provides an incentive to reformulate the attributes of a decision situation, whenever possible, to generate attribute dominance utility functions. 
Finally, the integral of the n-order joint utility density is 
The summation of the right-hand side leaves only the term U x 1 x 2 x n x 1 x 2 x n of Equation (81). By summing the left-hand side of Equations (75), (77) x n x 1 x 2 x n (82)
