Abstract. Many approaches to learning classifiers for structured objects (e.g., shapes) use generative models in a Bayesian framework. However, state-of-the-art classifiers for vectorial data (e.g., support vector machines) are learned discriminatively. A generative embedding is a mapping from the object space into a fixed dimensional feature space, induced by a generative model which is usually learned from data. The fixed dimensionality of these feature spaces permits the use of state of the art discriminative machines based on vectorial representations, thus bringing together the best of the discriminative and generative paradigms.
Introduction
Many approaches to the statistical learning of classifiers belong to one of two paradigms: generative and discriminative [24, 20] . Generative approaches are built upon probabilistic class models and a priori class probabilities, which are learnt from training data and combined via Bayes law to yield posterior probabilities. Discriminative methods aim at learning class boundaries, or posterior class probabilities, directly from data, without resorting to generative class models.
In generative approaches for data sequence, hidden Markov models (HMMs) [23] are widely used and their usefulness has been shown in different applications. Nevertheless, generative approaches can yield poor results for a variety of possible reasons, such as model mismatch due to the lack of prior knowledge, poor model estimates due to insufficient training data, for instance. To face this issue, several efforts have been recently made to enrich the generative paradigm with discriminative information. This may be achieved via discriminative training of HMMs using, for example, the maximum mutual information (MMI) [2] or the minimum Bayes risk (MBR) [15] criteria (see also [11] ). Alternatively, there exist generalizations of HMMs towards probabilistic discriminative models, such as conditional random fields (CRFs) [16] , in which conditional maximum likelihood is used to estimate the model parameters. The so-called generative embeddings methods (or generative score spaces) are another recently explored approach: the basic idea is to use the HMM (or some other generative model) to map the objects to be classified into a feature space, where discriminative techniques, possibly kernel-based, can be used.
The seminal work on generative embedding introduced the so-called Fisher score [13] . In that work, the features of a given object are the derivatives of the log-likelihood function under the assumed generative model, with respect to the model parameters, computed for that object. Other examples of generative embeddings can be found in [4, 7, 22, 5] , some of which are general while others are specifically tailored to a particular generative model.
Using a generative embedding involves two steps: (i) defining and learning the generative model and using it to build the embedding; (ii) discriminatively learning a (maybe kernel) classifier on the adopted score space. The literature on generative embeddings is essentially focused on step (i), usually using some standard off-theshelf tool for step (ii) -e.g., some kernel-based classifier, namely, a support vector machine (SVM) using classical linear or radial basis function (RBF) kernels.
In this paper, we adopt a different approach, by focusing also on the discriminative learning step. In particular, we combine some HMM-based generative embeddings with the recently introduced information theoretic kernels [17] . These new kernels, which are based on a non-extensive generalization of the classical Shannon information theory, are defined on (possibly unnormalized) probability measures. In [17] , they were successfully used in text categorization tasks, based on multinomial (bag-of-words type) text representations. Here, the idea is to consider the points of the generative embedding as multinomial probability distributions, thus valid arguments for the information theoretic kernels.
The proposed approach is instantiated with four different HMM-based generative embeddings into feature spaces (the Fisher score embedding [13] , the marginalized kernel space [27] , the state space and the transition space [5] ) and four information theoretic kernels [17] (the Jensen-Shannon kernel, the JensenTsallis kernel, and two versions of the weighted Jensen-Tsallis kernel). The experimental evaluation is performed using a 2D shape classification problem, obtaining results confirming the validity of the proposed approach.
HMM-Based Generative Embeddings

Hidden Markov Models
In this subsection, we briefly summarize the basic concepts of HMMs, mainly to set up the notation.
A discrete-time first order HMM [23] is a probabilistic model that describes a stochastic sequence
as being an indirect observation of a hidden Markovian random sequence of states Q = (Q 1 , Q 2 , . . . , Q T ), where, for t = 1, ..., T , Q t ∈ {1, 2, . . . , N} (the set of states). Each state has an associated probability function that specifies the probability of observing each possible symbol, given the state. An HMM is thus fully specified by a set of parameters λ = {A, B, π} where A = (a ij ) is the transition matrix, i.e.,
is the initial state probability distribution, i.e., π i = P (Q 1 = i), and B = (b i ), is the set of emission probability functions. If the observations are continuous, each b i is a probability density function, e.g., a Gaussian or a mixture of Gaussians. If the observations belong to a finite set
being the probability of emitting symbol v s in state i.
The Embeddings
The generative embedding can be defined as a function Φ which maps an observed sequence o = (o 1 , ..., o T ) into a vector, by employing a set of HMMs λ 1 , ..., λ C . Different approaches have been proposed to determine the set of models used to build the embedding [3] . Here, we adopt the following method: given a C-ary classification problem, we train one HMM for each class, and concatenate the vectors obtained by the embedding of each model, i.e.,
Below, we describe how φ(o, λ c ) is defined in the four cases considered in this paper. All the quantities needed to compute the different embeddings can be easily obtained using the forward-backward procedure [23] .
The Fisher Score Embedding (FSE). In the FSE, each sequence is represented by a feature vector containing derivatives of the log-likelihood of the generative model with respect to each of its parameters. Formally,
where λ i represents one of the L parameters of the model λ (elements of the transition matrices, emission and initial probabilities). For more details, see [9] .
The Marginalized Kernel Embedding (MKE).
The marginalized kernel (MK) for discrete HMMs is defined as
with
where the indicator function I(A) is 1 if A is true and 0 otherwise [27] . Let us collect all the m si (o, λ) values, for s = 1, ..., S and i = 1, ..., N , into
showing that the MK is nothing but a linear kernel. The MKE is thus simply given by
The State Space Embedding (SSE). The SSE is a recently introduced generative embedding [5] , in which the i-th component of the feature vector mesures, for an observed sequence o, the sum (over time) of the probabilities of finding the HMM specified by λ in state i. Formally,
Each component can be interpreted as the expected number of transitions from the corresponding state, given the observed sequence [23] .
The Transition Embedding (TE).
This embedding is similar to the SSE but it considers probabilities of transitions rather than states. Naturally, it is defined as
. . .
Each of the N 2 components of the vector can be interpreted as the expected number of transitions from a given state to another state, given the observed sequence [23] .
Information Theoretic Kernels
Kernels on probability measures have been shown very effective in classification problems involving text, images, and other types of data [10, 12, 14] . Given two probability measures p 1 and p 2 , representing two objects, several information theoretic kernels (ITKs) can be defined [17] . The Jensen-Shannon kernel is defined as k
with JS(p 1 , p 2 ) being the Jensen-Shannon divergence
where H(p) is the usual Shannon entropy. The Jensen-Tsallis (JT) kernel is given by
where ln q (x) = (
is the Jensen-Tsallis q-difference, and S q (r) is the Jensen-Tsallis entropy, defined, for a multinomial r = (r 1 , ..., r L ), with r i ≥ 0 and i r i = 1, as
In [17] , versions of these kernels applicable to unnormalized measures were also defined. Let μ 1 = ω 1 p 1 and μ 2 = ω 2 p 2 be two unnormalized measures, where p 1 and p 2 are the normalized counterparts (probability measures), and ω 1 and ω 2 arbitrary positive real numbers (weights). The weighted versions of the JT kernels are defined as follows:
-The weighted JT kernel (version A) is given by
where
and
-The weighted JT kernel (version B) is defined as
Proposed Approach
The approach proposed in this paper consists in defining a kernel between two observed sequences o and o as the composition of one of generative embeddings with one of the ITKs presented above. Formally,
where i ∈ {JT, A, B} indexes one of the Jensen-Tsallis kernels (11), (13), or (14) , and Φ is as given in (1), where φ is one the embeddings reviewed in Section 2.2.
Notice that this kernel is well defined because all the components of Φ(o) are non-negative, for any o; see (4), (7), and (8). In the case of the FSE, positivity is guaranteed by adding a positive offset to all the components of φ FSE . The family of kernels k JT q requires the arguments to be proper probability mass functions, which can be easily achieved by normalization. For the kernels k A q and k B q , this normalization is not required, so we also consider un-normalized arguments.
We use this kernel with support vector machine (SVM) classifiers. Recall that positive definiteness is a key condition for the applicability of a kernel in SVM learning. It was shown in [17] that k 
Experimental Evaluation
We tested the proposed approach on a 2D shape recognition task. For each shape, a sequence of curvature values is extracted from the corresponding contour, as in [19] . The sequences of curvatures are subsequently modeled by continuous 3-state HMMs with Gaussian emission densities.
We use the Chicken Pieces Database, denoted also as Chicken data 2 [1] . This dataset contains 446 binary images (silhouettes) of chicken pieces, each belonging to one of five classes representing specific chicken parts: wings (117 samples), backs (76), drumsticks (96), thighs and backs (61), and breasts (96). Some examples of this dataset are shown in Fig. 1 . This constitutes a challenging classification task, which has been recently used as a benchmark by several authors [3, 6, 8, 18, 19, 21, 22] .
The original set is split randomly into training and test sets (of equal size). The classification accuracy values reported in Table 1 are averages over 10 experiments. The constant C of SVMs and the parameter q of the information theoretic kernels was optimized by 10-fold cross validation (CV). The embeddings have been used with or without a space standardization (moving and scaling every feature). Actually, it has shown that, depending on the embedding, adequate standardization may often be crucial in obtaining high accuracy values [5, 26] . Table 1 . Classification accuracies obtained with the several embeddings and information theoretic kernels described in the text on the 2D shape recognition experiment. The rows with the indication "standardized" refer to experiments where the embeddings were standardized.
Embedding
Linear The results in Table 1 show that, except in one case, the best Jensen-Tsallis kernel for each embedding always outperforms the linear kernel, although not by much. Figure 2 plots the SVM accuracies, for different kernels, as a function of parameter q, for the transitions embedding (TE). In line with the results from [17] , the best performances are obtained for q < 1. Although we do not have, at this moment, a formal justification for this fact, it may be due to the following behavior of the JT kernels. For q < 1, the maximizer of k of HMM states, different accuracy assessment protocol), so the results should not be interpreted too strictly. However, we can observe that the best result from Table 1 (0.836) would be in third place (2.2% behind the best) in the ranking of methods shown in Table 2 , thus we can conclude that this preliminary experimental assessment shows that the proposed approach is competitive with the state-of-the-art.
Conclusions
In this paper, we have studied the combination of several HMM-based generative embeddings with the recently introduced non-extensive information theoretic kernels. We have tested these combinations on SVM-based classification of 2D shapes, with the generative embeddings obtained via HMM modeling of the sequence of curvatures of the shape's contour. Experiments on a benchmark dataset allow concluding that the classifiers thus obtained are competitive with the state-of-the-art methods. Current work includes a more thorough experimental evaluation of the method on other data sets of different nature.
