Adaptive kernel density estimator is an efficient estimator when the density to be estimated has long tail or multi-mode. They use varying bandwidths at each observation point by adapting a fixed bandwidth for data. It is well-known that bandwidth selection is too important for performance of kernel estimators. An efficient recent method is the generalized least square cross-validation which improves the least squares cross-validation. In this paper, performances of the adaptive kernel estimators obtained based on the generalized least square crossvalidation are investigated. We performed a simulation study to inform about performances of the modified adaptive kernel estimators. For the simulation, we use also the bandwidth selection methods of normal reference, least squares cross-validation, biased cross-validation, and plug-in methods. Simulation study shows that the adaptive kernel estimators improve the performances of the kernel estimators with fixed bandwidth selected based on generalized least square cross-validation.
Introduction
The kernel density estimation (KDE) is the most popular non-parametric method to estimate density function of a distribution. Let X 1, X 2, ..., X n be randomly chosen sample from a population with unknown probability density function f (x). The KDE for density function for any estimation point x is given as
where h is called as bandwidth or smoothing parameter which controls the smoothness of function. The choice of h is crucial. In Equation (1.1), k(.) is the kernel function which is assumed to satisfy following properties
The selection of kernel function is not as important as the selection of bandwidth and such selection is made by taking into consideration of the ease of calculation and differentiability features. Some popular kernel functions are Gaussian, Epanechnikov, Triangular, Quartic, and Triweight [9] .
The mean squared error (MSE), the mean integrated squared error (MISE), and the asymptotic MISE of KDE is follows as
where R(k) = ∫ k 2 (u) du [9, 13, 20] . The optimal bandwidth value which minimizes the AMISE is obtained as follows, To compute hopt approximately, there are the most widely-used methods such normal reference (NR), least squares cross-validation (LSCV), biased cross validation (BCV), and plug-in. Basic idea of these approaches is to use the estimations of unknowns. The issue that which one is the best is still controversial. Generally, it is determined which method works well heuristically and through experience in practice. In section 2, the basic properties of the most common fixed bandwidth selection methods are given. In section 3, the adaptive bandwidth selectors are introduced. We will give comparisons of performances of the selectors based on Monte Carlo simulations in section 4. In section 5, a real-data example is presented. Section 6 gives the conclusions.
Fixed bandwidth selectors
The simplest method for selecting a bandwidth h is to use the normal reference band (hNR). If f and k are assumed to be a normal distribution and a Gaussian kernel in Equation (1.5) respectively, then hopt becomes hNR as follows where σ and IQR are the standard deviation and the interquartile range of X, respectively [13, 16, 17] . By combining Equation (2.1) and Equation (2.2) and using the estimations of σ and IQR, a better normal reference bandwidth is obtained as
It is well-known thatĥNR works well if f approaches to normal distribution. Otherwise, it often obtains oversmooth estimations, specially in case of multi-modality [9, 16, 17, 20] . Recently, Zhang [21] proposed a robust simple and quick bandwidth selector hNR(p) based on quantile for kernel density estimation. Even Zhang [21] states that hNR(0.75) is a good choice of adaptive bandwidths by using the results of the simulation studies, but it is controversial.
As an automatic method, LSCV which also is called as unbiased cross-validation (UCV ) is a flexible and easy computable method. In LSCV, the optimal bandwidtĥ
which minimizes the following cross-validation function LSCV (h) over h is follows
where ∫f
is a leave-one-out kernel estimator that is computed from the sample points by ignoring Xi [2, 9, 14, 20] . LSCV bandwidth estimator is unbiased but highly variable depending on selected sample and often produces undersmooth estimations [4, 8, 12] . Differently from LSCV, BCV method is based on AMISE. The BCV bandwidtĥ
is the minimizer of
is a estimator of R(f ′′ ) and k ′′ is the second derivative of k [9, 20] . Scott and Terrell [14] showed thatĥBCV is more stable thanĥLSCV but a biased estimator. Chiu [4] stated thatĥBCV does not work for small sample sizes. Zhang [21] 's simulation studies showed that the minima of LSCV and BCV functions sometime occurs at extreme points of h, especially for sharp and multiple peaks. Basic idea of plug-in bandwidth selectors is plugging in estimates of the unknown quantities in hopt [20] . Sheather and Jones [15] proposed a bandwidth selectorĥSJ which is a plug-in approach. A version ofĥSJ is 'direct-plug-in' method. Another version ofĥSJ is 'solve-the-equation' method. Chiu [4] stated that procedure SJ performs quite well for densities close to normal distribution. Loader [11] expressed that "the much touted plugin approaches have fared rather poorly, being tuned largely by arbitrary specification of pilot bandwidths and being heavily biased when this specification is wrong". Zhang [21] showedĥSJ performs well in all cases (unimodal and multimodal).
Recently, a generalized least squares cross-validation (GLSCV) method is proposed by Zhang [22] . This method aims to improve the finite sample behavior of LSCV method. Zhang [22] give the GLSCV function as
where Φ(.) is Gaussian kernel and
The generalized LSCV bandwidth selectorĥLSCV g is defined as the minimizer of LSCVg(h) over h. Zhang [22] stated that "based on our simulation study, the poor finite sample behavior ofĥLSCV can be dramatically improved byĥLSCV g with 3 ≤ g ≤ 4, where g=4 seems to be the best choice for any sample size n". Zhang [22] give a script for computingĥLSCV g in R code [5] . By using this code, LSCVg (h) is minimized over h within [0.01ĥOS,ĥOS]. Here, hOS = 1.144n −1/5 S is the oversmoothed bandwidth selector for Gaussian Kernel where S is sample standard deviation [20] . In this study, we use also Zhang's codes located in our R codes for the simulation study.
Adaptive kernel density estimators
It is well known that all the classical bandwidth selection methods perform well if true density is close to normal distribution. Otherwise, they are problematic, specially for long-tailed or multi-moded densities. While a kernel density estimator with fixed bandwidth has performance well about the peak of a distribution, but performs poorly at the tails. It is not easy to find only one bandwidth which is satisfied adequately at peaks and tails of a density. As an efficient solution for handling this issue, it is to use the kernel estimator which has a different bandwidth for each data point. These type of kernel estimators are commonly called as adaptive kernel density estimators (AKDE). Van Kerm [19] states that it is commonly preferred for decreasing the oversmooth/undersmooth effects of the fixed bandwidth to use AKDE. Firstly, Breiman et. al. [3] introduced AKDE as
where h(Xi) is the variable bandwidth for each data point Xi and d is the number of dimension. Breiman et. al. [3] suggested that h(Xi) must be taken as being proportional to the distance from Xi to its kth nearest neighbor. Abramson [1] proposed that h(Xi) must be proportional to f −1/2 (Xi),with f replaced by a pilot estimate,for all dimensions. The mean squared error (MSE) off (x) with Abramson's approach is derived by Jones [10] for d=1 as follows:
where,
Silverman [17] suggested that h(Xi) must be proportional to (g/f (Xi)) 1/2 where g is the geometric mean off (Xi) values. Silverman [17] suggested a three-stage algorithm to compute adaptive kernel estimations.
(1) Compute a pilot estimationf (Xi) by using KDE with a fixed bandwidth h for all data points.
(2) Compute the local bandwidth factors as λi = {f
and α is the sensivity parameter which is commonly preferred as 0.5 [1] . (3) Compute the adaptive bandwidths as h(Xi) = hλi and estimate the adaptive kernel density as
Hall and Marron [7] and Terrell and Scott [18] showed that the AKDE have higher convergence rate than KDE's.
Cula et al. [6] investigated the finite sample performances of the modified adaptive kernel density estimatorsf g (x),f a (x), andf r (x). The modified adaptive kernel density
/n, and range ,r = maxf (Xi) − minf (Xi), instead of geometric mean g in Equation (3.2). Cula et al. [6] used the only LSCV bandwidth selector as fixed bandwidth selector and showed that the modified adaptive kernel density estimators based on LSCV outperform the classical kernel density estimators.
Here, we define new modified adaptive kernel density estimators based on using the the fixed bandwidth selectors NR, BCV, SJ, and LSCV4 asfNR,fBCV ,fSJ , andfLSCV 4 , respectively. We performed a simulation study to inform about performances of the all above modified estimators.
Finite sample performances of the modified adaptive bandwidth selectors
Because of theoretical difficulties of the kernel estimators, it is most common method to use Monte Carlo simulations for comparing their performances. We generate 1000 Monte Carlo samples of size n (50, 250, 1000) from the normal mixture model as follows
where µ = 0, 1, 5 and σ = 1, 0.5, 0.1 [22] . Following Zhang [22] , we use the 'directplug-in' (dpi) method forĥSJ and Gaussian kernel function for all estimations.
By using generated samples, the root mean integrated square error (RMISE) values of the fixed kernel estimations and the adaptive kernel estimations are computed. For each case, the average values of RMISE's over 1000 samples are given in Table 1, Table  2, and Table 3 . Figure 1 shows the behavior of the RMISE values graphically. It can be concluded the following comments.
As expected, the adaptive kernel density estimators significantly improve the classical kernel density estimators for all cases.
The classical and the adaptive BCV kernel density estimators perform poorly if the true density is sharp or two moded. Otherwise, they perform well. The adaptive BCV estimators often improve the classical BCV estimator. The classical generalized LSCV and adaptive generalized LSCV density estimators perform well for all cases. The adaptive estimatorf r LSCV 4 has generally very attractive performance. Specially, it has increasing performance unless the sample size is large. Classical LSCV and the adaptive-LSCV kernel density estimators perform well if the true density is far from normal. Otherwise, the LSCV-type estimators perform poorly. The adaptivef r LSCV estimator improves the classical LSCV estimator. The classical and the adaptive NR kernel density estimators perform generally poorly if true density is far from normal. Specially, they behave very poorly for two moded densities. The adaptive NR estimators improves the classical NR estimator for the most of such abnormal situations.
The classical and the adaptive SJ kernel density estimators perform well except for sharp densities. Again, the adaptive SJ estimators often improves the classical SJ estimator.
An Example
We realize an application for the all estimators with Gaussian kernel function. The application data is the durations (in minutes) of 272 eruptions of the Old Faithful geyser in Yellowstone National Park [9] . Fixed bandwidths for the kernel estimates are computed asĥNR = 0.394,ĥLSCV = 0.103,ĥBCV = 0.157,ĥSJ = 0.165, andĥLSCV 4 = 0.128. Figure 2 shows the data points and the considered all kernel estimates in this study. Figure 3 shows only the kernel estimates obtained based on selector GLSCV4.
All the estimates show clearly that the duration of eruption has a bimodal density. The adaptive kernel estimates behave similar to their classical kernel estimates tend to get better slightly. Specially, they lead to improve the estimates about the peaks and valley between the two peaks.
The adaptive estimators use the different bandwidth for each observation point. Therefore, they are more robust to the existence of outliers or extremes. Here, we focused the adaptive variates of the generalized LSCV estimator. We also compared the performances of the other adaptive estimates. The results show that the adaptive estimators often significantly improves the classical estimators.
