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Introduzione
Nella presente dissertazione saranno trattate delle osservazioni sulle tra-
sformazioni di Schwarz-Christoffel, mappanti il disco unitario nel poligono.
La teoria delle curve e le proprietà delle funzioni olomorfe ne costituiranno
principale fondamento.
Nel primo capitolo saranno richiamate alcune nozioni basilari di geome-
tria e analisi complessa, che rappresenteranno strumento utile nello sviluppo
dell’elaborato; nello specifico, la prima parte si soffermerà sull’interpretazione
matematica delle curve, col fine principale della caratterizzazione delle rette
quali curve a curvatura nulla, aspetto che giocherà un ruolo fondamentale
nel prosieguo della trattazione. Nella seconda parte saranno definite, inve-
ce, le funzione olomorfe e ne saranno dimostrate diverse proprietà. Infine,
saranno studiate le trasformazioni di Möbius, notevole classe di trasforma-
zioni conformi. In particolare, sarà utilizzato il birapporto per descrivere
rette e circonferenze, per poi mostrare che questi, tramite le trasformazioni
di Möbius, vengono mandati in rette o circonferenze.
Nel secondo capitolo, saranno analizzati alcuni aspetti di un altro ti-
po di mappe conformi: le trasformazioni di Schwarz-Christoffel per il disco
unitario.
In primo luogo, sarà enunciato il teorema della mappa di Riemann, il
quale consente di affermare l’esistenza di un biolomorfismo tra una regione
aperta semplicemente connessa Ω del piano complesso C, distinto da C e il
disco aperto di raggio unitario.
Questo teorema si riferisce solo a regioni aperte di C; ragion per cui,
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sarà presentato anche un teorema attribuito a Caratheodory, che raffina il
risultato precedente e fornisce le ipotesi da imporre ai bordi delle regioni
aperte Ω, necessarie ad estendere il risultato precedente alle chiusure.
Saranno fatte delle considerazioni che porteranno alla dimostrazione del
fatto che, dati a1, ..., an sul bordo del disco unitario e posto
Lai = {tai; t ≥ 1},
la funzione
f : C \ ∪ni=1Lai −→ C
cos̀ı definita
f(z) =
n∏
i=1
(z − ai)−λi
con λi ∈ R per ogni i = 1, ..., n, è ben posta e la funzione
F (z) = A
∫ z
0
dt
(t− a1)λ1 · · · (t− an)λn
+B
si dice trasformazione di Schwarz-Christoffel per il disco unitario, dove l’in-
tegrale (di Cauchy) altro non rappresenta che una primitiva della funzione
f(z).
Inizialmente si mostrerà che F si estende con continuità nei punti di
singolarità ai per ogni i = 1, ..., n.
Successivamente, si evidenzierà che gli archi di circonferenza delimitati dai
punti ai, i = 1, ..., n− 1, vengono trasformati in segmenti rettilinei, facendo
delle osservazioni sulle curvature.
Infine, si utilizzerà la definizione di indice di una curva rispetto ad un
punto e il principio dell’argomento, per dimostrare che se F manda il di-
sco unitario in un poligono con bordo una poligonale semplice, essa è un
biolomorfismo tra il disco unitario e la parte interna del poligono in questione.
Capitolo 1
Premesse
Questo capitolo si propone di illustrare alcune nozioni basilari necessarie
alla trattazione della tesi.
1.1 Curve e curvatura nel piano
In questa sezione verranno date le definizioni fondamentali riguardanti
le curve in Rn, con particolare attenzione allo studio della curvatura in
R2.
(a, b) sarà un intervallo di R.
Definizione 1.1. Una curva γ paramerizzata nel piano è una funzione
γ : (a, b) 7−→ Rn
L’immagine di γ in Rn si chiama traiettoria della curva. Se gli estremi della
curva γ(a), γ(b) coincidono, γ è chiusa. γ si dice semplice se è iniettiva.
Definizione 1.2. Sia γ : (a, b) 7−→ Rn e ϕ : (c, d) 7−→ (a, b) diffeomorfismo
allora γ ◦ ϕ : (c, d) 7−→ Rn è una nuova curva che si dice ottenuta per
riparametrizzazione.
Definizione 1.3. Due curve γ, ϕ si dicono equivalenti se ϕ si ottiene ripa-
rametrizzando γ.
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Definizione 1.4. Sia γ : (a, b) 7−→ Rn e t ∈ (a, b)
γ′(t) si dice vettore velocità di γ all’istante t: al variare di t, γ′(t) è
un vettore parallelo alla retta tangente alla curva nel punto γ(t), con verso
concorde al verso di percorrenza della curva.
Osservazione 1. I vettori velocità per curve equivalenti sono paralleli e hanno
lo stesso verso se la parametrizzazione ha derivata positiva; il loro modulo
dipende dalla parametrizzazione.
Definizione 1.5. γ : (a, b) 7−→ Rn si dice regolare in t0 ∈ (a, b) se γ′(t0) 6= 0.
γ si dice regolare se lo è per ogni t ∈ (a, b)
Definizione 1.6. Se γ è regolare, allora il versore tangente t(t0) :=
γ′(t0)
‖γ′(t0)‖ è
ben definito.
Osservazione 2. t è invariante per riparametrizzazioni che conservano l’orien-
tazione della curva.
Definizione 1.7 (Lunghezza di un arco di curva). Sia γ : (a, b) 7−→ Rn una
curva e α, ω ∈ (a, b) con α < ω.
Si consideri una suddivisione α = t0 < t1 < ... < tN = ω dell’intervallo [α, ω].
Ogni suddivisione definisce una poligonale
P : [α, ω] 7−→ Rn
di vertici γ(t0), ..., γ(tN).
La lunghezza di P è data da
L(P ) =
N∑
i=1
‖γ(ti)− γ(ti−1)‖.
Tale lunghezza è crescente per raffinamento (disuguaglianza triangolare).
L(γ) = supL(P )
Teorema 1.1.1. Sia γ : (a, b) 7−→ Rn una curva e α, ω ∈ (a, b) con α < ω.
L(γ, α, ω) =
∫ ω
α
‖γ′(t)‖dt
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Osservazione 3. L non varia per curve equivalenti.
Definizione 1.8. Ogni curva regolare γ : (a, b) 7−→ Rn ammette una pa-
rametrizzazione γ̃ a velocità unitaria equivalente a γ. Fissato t0 ∈ (a, b),
sia
s(t) =
∫ t
t0
||γ′(t)||dt.
Si osserva che s(t) è un diffeomorfismo con derivata positiva; sia s−1(s) il
diffeomorfismo inverso. Si definisce
γ̃(s) = γ(s−1(s)).
La curva γ̃ si dice parametrizzata in lunghezza d’arco e si dimostra facilmente
che ha velocità unitaria.
Definizione 1.9 (curvatura di una curva nel piano). Si consideri γ : (a, b) 7−→
R2 una curva regolare parametrizzata in lunghezza d’arco.
Sia
t(s) = γ′(s)
il versore tangente alla curva.
Il versore normale alla curva è dato da
n(s) =
γ′′(s)
||γ′′(s)||
;
t e n costituiscono una base ortonormale di R2 orientata positivamente, detta
sistema di riferimento di Frenet.
Si definisce curvatura della curva γ la funzione
k(s) = ||γ′′(s)|| = ||t′(s)||.
Se γ(s) = (γ1(s), γ2(s)),
dove γ1(s),γ2(s) sono le componenti della curva, vale la formula che segue
k(s) =
det
(
γ′1(s) γ
′
2(s)
γ′′1 (s) γ
′′
2 (s)
)
||γ′(s)||3
.
In generale, la curvatura indica quanto γ si discosta da una retta.
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Proposizione 1.1.2. Sia γ : (a, b) 7−→ R2 una curva regolare. Allora
valgono le equazioni di Frenett′(s) = k(s)n(s)n′(s) = −k(s)t(s)
Si caratterizzino, ora, le rette come curve a curvatura costante.
Proposizione 1.1.3. Sia γ : (a, b) 7−→ R2 una curva regolare parametrizzata
in lunghezza d’arco.
Allora k ≡ 0 se e solo se γ è una retta.
Dimostrazione. Per le equazioni di Frenet, t′ ≡ 0. Questo implica che t è
costante.
Ma γ′(s) = t(s), allora, essendo t costante, le componenti di γ sono
polinomi di primo grado, ovvero il supporto di γ è una retta.
Viceversa, se γ giace su una retta, esiste un vettore v ∈ R2 tale che, preso
t0 ∈ (a, b)
< γ(t)− γ(t0), v >≡ 0
Derivando una volta, si ottiene
< γ′(t), v >≡ 0
Derivando ancora
< γ′′(t), v >≡ 0
Dunque, sia γ′(t) che γ′′(t) sono ortogonali a v, quindi γ′(t) e γ′′(t) sono
paralleli e allora det
(
γ′1(s) γ
′
2(s)
γ′′1 (s) γ
′′
2 (s)
)
= 0 allora k ≡ 0.
1.2 Funzioni olomorfe
Nella seguente sezione saranno prese in esame le principali proprietà delle
funzioni olomorfe e ne saranno mostrati alcuni esempi.
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Definizione 1.10. Sia A ⊆ C aperto e f : A 7−→ C
Si dice che f è derivabile su A in z0 ∈ A se esiste il limite
f ′(z) = lim
x→z0
f(z)− f(z0)
z − z0
,
f ′(z0) si dice derivata complessa di f in z0 ∈ A.
Definizione 1.11. Sia A ⊆ C aperto.
Una funzione f : A 7−→ C si dice olomorfa se è derivabile in senso com-
plesso in ogni punto di A e se la derivata complessa f ′ : A 7−→ C è una
funzione continua in A.
Proposizione 1.2.1. Sia A ⊆ C aperto e sia f : A 7−→ C. Allora f è
C-derivabile su A in z0 se e solo se esiste g : A 7−→ C continua in z0 tale che
f(z) = f(z0) + (z − z0)g(z)
per ogni z ∈ A.
In tal caso f ′(z0) = g(z0)
Proposizione 1.2.2. Sia A ⊆ C aperto e f, g : A 7−→ C olomorfe
Allora la somma f +g ed il prodotto fg sono olomorfe e (f +g)′ = f ′+g′
e fg olomorfa e (fg)′ = f ′g + fg′.
Dimostrazione. Esistono h, k : A 7−→ C continue in z0 t.c.
h(z0) = f
′(z0) e f(z) = f(z0) + (z − z0)h(z)∀z ∈ A
k(z0) = g
′(z0) e g(z) = g(z0) + (z − z0)k(z)∀z ∈ A
Allora f + g derivabile e (f + g)′ = h(z0) + k(z0) = f
′(z0) + g
′(z0).
f(z)g(z) = f(z0)g(z0) + (z− z0)(f(z0)k(z) +h(z)g(z0) + (z− z0)h(z)k(z))
Ossia fg(z) = fg(z0) + (z− z0)(f(z0)k(z) +h(z)g(z0) + (z− z0)h(z)k(z))
Allora fg derivabile su A in z0 e (fg)
′(z0) = h(z0)g(z0) + f(z0)k(z0) =
= f ′(z0)g(z0) + f(z0)g
′(z0).
Proposizione 1.2.3. Sia A ⊆ C aperto, f : A 7−→ C olomorfa e f 6= 0
per ogni z ∈ A
Allora g = 1
f
olomorfa e g′(z) = − f
′(z)
f(z)2
per ogni z ∈ A
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Dimostrazione. Sia z0 ∈ A
esiste h : A 7−→ C continua in z0 tale che
per ogni z ∈ A f(z)− f(z0) = (z − z0)h(z) e f ′(z0) = h(z0)
Allora g(z)− g(z0) = 1f(z) −
1
f(z0)
= −(z − z0) h(z)f(z)f(z0)
Allora g derivabile in z0 e g
′(z0) =
−h(z0)
f(z0)f(z0)
= − f
′(z0)
f(z0)2
Proposizione 1.2.4. Sia A ⊆ C aperto, f, g : A 7−→ C olomorfe e
g(z) 6= z0∀z ∈ A
Allora h = f
g
è olomorfa e h′(z) = f
′(z)g(z)−f(z)g′(z)
g(z)2
Dimostrazione. h′(z) =
(
f
g
)′
(z) =
(
f 1
g
)′
(z) = f ′(z) 1
g(z)
+f(z)
(
1
g
)′
(z) = f
′(z)
g(z)
−
f(z)g′(z)
g(z)2
Proposizione 1.2.5. Siano A,B ⊆ C aperti e siano f : A 7−→ C e
g : B 7−→ C olomorfe tali che f(A) ⊆ f(B)
Allora la funzione composta g ◦ f : A 7−→ C è olomorfa e (g ◦ f)′(z) =
g′(f(z))f ′(z)
Dimostrazione. Siano h : A 7−→ C e k : B 7−→ C continue in z0 e w0 tali che
per ogni z ∈ A f(z)− f(z0) = (z − z0)h(z)
e per ogni w ∈ B g(w)− g(w0) = (w − w0)k(w)
Allora (g◦f)(z)−(g◦f)(z0) = g(f(z))−g(f(z0)) = (f(z)−f(z0))k(f(z)) =
(z − z0)h(z)k(f(z))
h(z)k(f(z)) è continua ⇒ g ◦ f derivabile in z0
(g ◦ f)′(z0) = k(z0)h(f(z0)) = g′(f(z0))f ′(z0)
Teorema 1.2.6. Siano A ⊆ C aperto e f : A 7−→ C olomorfa.
Allora f ′ : A 7−→ C è olomorfa.
Teorema 1.2.7. Sia A ⊆ C aperto e f : A 7−→ C.
f olomorfa su A se e solo se f di classe C1 su A in senso reale
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e valgono le equazioni di Cauchy Riemann
∂
∂y
f(x, y) = i
∂
∂x
f(x, y).
Alla dimostrazione si premette il seguente lemma
Lemma 1.2.8. Sia A ⊆ C aperto e f : A 7−→ C olomorfa
Allora f di classe C1 su A in senso reale e valgono
∂
∂x
f(x, y) = f ′
∂
∂y
f(x, y) = if ′
.
Dimostrazione. z0 = (x0 + iy0) ∈ A
∂
∂x
f(z0) = lim
t→0
f(z0 + t)− f(z0)
t
= f ′(z)
∂
∂y
f(z0) = lim
t→0
f(z0 + it)− f(z0)
t
= if ′(z)
Dimostrazione. 1.2.7 Sia f olomorfa, per il lemma precedente,
∂
∂x
f(x, y) = f ′
∂
∂y
f(x, y) = if ′
allora
i
∂
∂x
f(x, y) = if ′ =
∂
∂y
f(x, y)
Viceversa, si supponga che f sia di classe C1 su A e che sia verificata
∂
∂y
f(x, y) = i
∂
∂x
f(x, y).
Inoltre, sia z0 = x0 + iy0 ∈ A arbitrario.
Posto z = x+ iy, si ha il seguente sviluppo di Taylor per f centrato in z0
f(z) = f(z0) +
∂
∂x
f(z0)(x− x0) +
∂
∂y
f(z0)(y − y0) + g(z),
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dove limz→z0
g(z)
z−z0 = 0.
Per ipotesi, vale
∂
∂y
f(z0) = i
∂
∂x
f(z0).
Allora f(z) = f(z0) +
∂
∂x
f(z0)(x− x0) + i
∂
∂x
f(z0)(y − y0) + g(z) =
= f(z0) +
∂
∂x
f(z0)((x− x0) + i(y − y0)) + g(z) =
= f(z0) +
∂
∂x
f(z0)(z − z0) + g(z). Allora f(z)−f(z0)z−z0 =
∂
∂x
f(z0) +
g(z)
z − z0
Allora
lim
z→z0
f(z)− f(z0)
z − z0
=
∂
∂x
f(z0).
Definizione 1.12 (Funzione esponenziale complessa).
ez :=
∞∑
n=0
zn
n!
Proposizione 1.2.9. Siano z, w ∈ C
ez+w = ezew.
Dimostrazione. ez =
∞∑
n=0
zn
n!
, ew =
∞∑
n=0
wn
n!
ezew =
∞∑
n=0
∞∑
k=0
zk
k!
wn−k
(n− k)!
=
∞∑
n=0
∞∑
k=0
zkwn−k
k!(n− k)!
=
∞∑
n=0
1
n!
(
n
k
)
zkwn−k =
∞∑
n=0
1
n!
(z + w)n = ez+w
Teorema 1.2.10. La funzione z 7−→ ez è olomorfa e (ez)′ = ez
Lemma 1.2.11. Per ogni t ∈ R eit = cos t+ i sin t
Dimostrazione. Sia f(t) = eit = u(t) + iv(t), con u, v : R 7−→ R
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Allora u(t) = cos t, v(t) = sin t è soluzione del seguente problema di
Cauchy 
u′ = −v
v′ = u
u(0) = 1
v(0) = 0
.
Infatti le condizioni iniziali sono soddisfatte e, poiché
f ′(t) = u′(t) + iv′(t) = if(t) = iu(t)− v(t), si hau′ = −vv′ = u .
Si conclude per l’unicità della soluzione del problema di Cauchy.
Proposizione 1.2.12. Sia z = x+ iy, x, y ∈ R
ez = ex(cos y + i sin y).
Dimostrazione.
ez = ex+iy = exeiy = ex(cos y + i sin y)
Per poter definire il logaritmo complesso, è necessario restringere il do-
minio di ez, affinché se ne possa fare l’inversa.
Definizione 1.13 (Determinazione principale del logaritmo). Sia D = {z ∈
C;−π < Imz 6 π}
La restrizione di ez a D è iniettiva ed è una corrispondenza biunivoca tra
D e Cr {0}.
La funzione inversa di ez : C r {0}. 7−→ D si dice determinazione
principale del logaritmo e si indica con Log
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w = Logz ⇐⇒
z = ew−π < Imw 6 π .
Proposizione 1.2.13. D̊ = {z ∈ C;−π < Imz < π}
Log : Cr (R− ∪ {0}) 7−→ D̊ è olomorfa e (Logz)′ = 1
z
Definizione 1.14 (Determinazione principale della potenza). Sia z ∈ C∗ e
α ∈ C
zα = eαLogz
Definizione 1.15. Sia A ⊆ C aperto e sia γ : R ⊃ [a, b] 7−→ A una curva in
A di classe C1 a tratti.
Si definisce integrale di Cauchy di f lungo γ∫
γ
f(z)dz :=
∫ b
a
f(γ(t))γ′(t)dt.
Proposizione 1.2.14. Sia A ⊆ C un dominio e sia f : A 7−→ C olomorfa
Se f ammette una primitiva F : A 7−→ C, allora per ogni cammino
γ : [a, b] 7−→ A di classe C1 a tratti∫
γ
f(z)dz = F (γ(b))− F (γ(a))
In particolare, se γ è un cammino chiuso,∫
γ
f(z)dz = 0.
Definizione 1.16. A ⊆ C aperto, z0 ∈ A
Se f è olomorfa su Ar {z0} allora si dice che z0 è una singolarità isolata
per f .
Teorema 1.2.15 (Sviluppo di Laurent). Sia f olomorfa su Br(z0) r {z0}
dove Br(z0) è la palla centrata in z0 di raggio r,
f(z) =
+∞∑
n=−∞
an(z − zo)n,
con an =
1
2πi
∫
∂Bρ(z0)
f(w)
(w−z)n+1dw dove 0 < ρ < r
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Definizione 1.17 (Residuo). Sia D ⊆ C aperto e f olomorfa su D r {z0}
si definisce residuo di f in z0 il termine di grado −1 nello sviluppo di
Laurant di f in z0.
Teorema 1.2.16 (Teorema dei residui). Sia D un dominio limitato con
frontiera C1 a tratti e {z1, ..., zN} ∈ D
Se f è olomorfa su D r {z1, ..., zN} Allora∫
∂D
f(z)dz = 2πi
N∑
i=1
Res[f, zi].
Dimostrazione. Siano r1, ..., rN > 0 tali che Bri(zi) ⊆ D e Bri(zi)∩Brj(zj) =
∅ per ogni i 6= j
D̃ := D r ∪Bri(zi).
f risulta, quindi, essere olomorfa su D̃. Allora∫
∂D̃
f(z)dz = 0.
Dato che
∂D̃ = ∂D ∪ (∪ni=1γi),
dove γi è la circonferenza
γi(t) = zi + rie
−it,
t ∈ [0, 2π].
0 =
∫
∂D̃
f(z)dz =
∫
∂D
f(z)dz+
N∑
i=1
∫
γi
f(z)dz =
∫
∂D
f(z)dz−2πi
N∑
i=1
Res[f.zi].
Definizione 1.18. Sia γ : [a, b] −→ C una curva chiusa di classe C1 a tratti.
Dato w ∈ C \ γ([a, b]), si dice indice di γ rispetto a w
Indγ(w) =
1
2πi
∫
γ
dz
z − w
.
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Osservazione 4. L’indice di una curva γ intorno a w indica quante volte la
curva gira intorno a w.
Un’importante conseguenza del teorema dei residui è il seguente teorema.
Definizione 1.19. Una funzione olomorfa con un numero finito di poli si
chiama meromorfa.
Teorema 1.2.17 (Principio dell’argomento). Sia Ω ⊂ C un aperto e D ⊂ Ω
aperto limitato con D ⊂ Ω e con bordo ∂D C1 a tratti.
Sia f una funzione meromorfa su D senza zeri o poli su ∂D, allora
1
2πi
∫
∂D
f ′(z)
f(z)
dz = Z − P,
deve Z indica la somma delle molteplicità degli zeri di f in D e P indica la
somma degli ordini dei poli di f in D.
Dimostrazione. Per il teorema dei residui, si ha
1
2πi
∫
∂D
f ′(z)
f(z)
dz =
∑
zi
Res(
f ′(z)
f(z)
, zi),
con zi poli di
f ′(z)
f(z)
.
Si osserva che i poli di f
′(z)
f(z)
sono gli zeri e i poli di f .
Se ne calcolino quindi i residui.
Se z0 è uno zero di f con molteplicità n, si dimostra che
f(z) = (z − z0)nh(z)
con h(z) olomorfa in un intorno di z0 e h(z0) 6= 0.
Allora
f ′(z)
f(z)
=
n(z − z0)n−1h(z) + (z − z0)nh′(z)
(z − z0)nh(z)
=
n
(z − z0)
+
h′(z)
h(z)
.
Allora
n = Res(
f ′(z)
f(z)
, z0).
Analogamente, se zp è un polo di f di ordine n, si ha
−n = Res(f
′(z)
f(z)
, zp).
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Per ulteriori approfondimenti sull’argomento si rimanda a [3].
1.3 Trasformazioni di Möbius
In quest’ultima parte verranno presentate le trasformazioni conformi,
prestando particolare attenzione a quelle di Möbius.
Definizione 1.20 (trasformazione conforme). Ω ⊆ Rn, F : Ω 7−→ Rn,
F ∈ C1(Ω,Rn)
F si dice conforme se, per ogni z ∈ Ω, preserva l’angolo tra qualunque
coppia di curve che passano per il punto z.
Definizione 1.21. Si dice che F ∈ C1(Ω,Rn) mantiene l’orientamento se
detF ′(x) > 0, dove F ′ indica la matrice iacobiana di F .
Teorema 1.3.1. Ω ⊆ C aperto, f: Ω 7−→ C olomorfa e f ′ 6= 0 per ogni z ∈ Ω
Allora f è conforme e mantiene l’orientamento.
Dimostrazione. f = u+ iv
Si scriva f ′ in coordinate polari: f ′ = ρeiθ, ρ > 0 e θ ∈ [0, 2π]
f ′ ∼
(
ux uy
vx vy
)
.
Ma per le equazioni di Cauchy Riemann valeux = vyuy = −vx .
e quindi esistono ρ e θ che verificano(
ux uy
vx vy
)
=
(
ρ 0
0 ρ
)(
cos θ − sin θ
sin θ cos θ
)
ovvero f ′(z) è la composizione di un’omotetia di fattore ρ e una rotazione di
angolo θ, che sono entrambe trasformazioni conformi.
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Sarà studiata ora un’importante classe di trasformazioni conformi.
Definizione 1.22. Siano a, b, c, d ∈ C con ad 6= bc
L’applicazione f : C ∪ {∞} 7−→ C ∪ {∞} data da
f(z) =
az + b
cz + d
è una trasformazione di Möbius. Ovviamente è ben definita perché c e d non
possono essere entrambi nulli.
Inversioni (f(z) = 1
z
), traslazioni (f(z) = z + b) e omotetie (f(z) = az)
sono dette trasformazioni di Möbius elementari.
Ogni trasformazione di Möbius è la composizione di un numero finito di
trasformazioni elementari.
Le trasformazioni di Möbius non preservano lunghezze o aree, tuttavia,
si dimostra che preservano il birapporto(si rimanda a [2]), che ora si va a
definire.
Definizione 1.23. Siano z1, z2, z3, z4 ∈ C si definisce birapporto
{z1, z2, z3, z4} =
(z3−z1)
(z3−z2)
(z4−z1)
(z4−z2)
.
Tramite il birapporto è possibile fornire una caratterizzazione di rette e
circonferenze.
Presi tre punti allineati z1,z2,e z3, la retta passante per z1,z2,e z3 risulta
essere il luogo di punti {z; Im(z, z1, z2, z3) = 0}.
Presi tre punti non allineati z1,z2,e z3, la circonferenza passante per i tre
punti è {z; Im(z, z1, z2, z3) = 0}.
Per mostrare quanto appena affermato, si scriva (z3−z1)
(z3−z2) in coordinate
polari:
(z3−z1)
(z3−z2) = re
iθ, dove r = | (z3−z1)
(z3−z2) | e θ l’angolo compreso tra ~z3z1 e ~z3z2.
Si studi l’insieme dei punti z tali che Im{z, z1, z2, z3} = 0
Sia φ l’angolo compreso tra ~zz1 e ~zz2, allora Im{z, z1, z2, z3} = 0 se e solo
se θ ≡ φ modulo π (siano u, v ∈ C, Im(u
v
) = 0 se e solo se
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arg
(
u
v
)
≡ 0 modulo π se e solo se u e v sono R-linearmente dipendenti).
Quindi chiaramente l’insieme di tali z, quando z1, z2, z3 sono allineati,
costituisce la retta passante per questi punti.
Se, invece, z1, z2, z3 non sono allineati, per le ben note proprietà degli
angoli al centro e alla circonferenza, gli unici punti per cui vale θ ≡ φ modulo
π sono i punti sulla circonferenza passante per z1, z2, z3.
Proposizione 1.3.2. L’immagine tramite una trasformazione di Möbius di
una retta o di una circonferenza è una retta o una circonferenza.
Dimostrazione. Sia Σ = {z; Im(z, z1, z2, z3) = 0} una retta o una circonferen-
za, applicando una trasformazione di Möbius f a Σ, si ottiene una retta o una
circonferenza perché f preserva il birapporto e dunque se Im(z, z1, z2, z3) = 0
allora Im(f(z), f(z1), f(z2), f(z3)) = 0.

Capitolo 2
Alcune considerazioni sulla
formula di Schwarz-Christoffel
per il disco unitario
2.1 Formula di Schwarz-Christoffel per il di-
sco unitario
Cominciamo con enunciare due importanti teoremi, utili a presentare
la trasformazione di Schwarz-Christoffel. Per le dimostrazioni e ulteriori
dettagli a riguardo si rimanda a [1].
Definizione 2.1 (Insieme semplicemente connesso). Un insieme Ω ⊆ C si
dice semplicemente connesso se ogni curva chiusa γ con sostegno contenuto
in Ω è omotopa ad un cammino costante, ovvero se può essere deformata con
continuità ad un singolo punto senza uscire da Ω.
Teorema 2.1.1 (Teorema della mappa di Riemann). Ogni insieme aperto
Ω semplicemente connesso Ω ( C è biolomorfo al disco unitario D = {z ∈
C; |z| < 1}.
Inoltre, Caratheodory dimostrò che, imponendo delle condizioni di re-
golarità al bordo dell’aperto Ω, è possibile estendere il biolomorfismo tra il
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disco unitario e Ω , esistente per il teorema della mappa di Riemann, ad un
omeomorfismo tra le chiusure.
Al teorema premettiamo la definizione di curva di Jordan.
Definizione 2.2. Una curva di Jordan in C è una curva semplice chiusa
γ ⊂ C omeomorfa alla circonferenza unitaria.
Teorema 2.1.2. Siano Ω ⊂ C un aperto limitato semplicemente connesso e
D il disco unitario.
Un biolomorfismo f : Ω −→ D si estende a un omeomorfismo f̃ : Ω −→ D
se e solo se ∂Ω è una curva di Jordan.
In generale, trovare una formula per una mappa di Riemann, ovvero una
funzione che trasforma una regione semplicemente connessa data nel disco
unitario è molto difficile. Nel caso dei poligoni, tuttavia, si riesce a scrivere
una formula esplicita, che risolve tale problema di mappatura.
Definizione 2.3. Sia D il disco unitario e a ∈ ∂D.
Si ponga
Sa = {ta | t ≥ 0},
La = {ta | t ≥ 1}.
Siano a1, ..., an ∈ ∂D distinti a due a due e siano α1, ..., αn ∈ R.
Per ogni i = 1, ..., n, si fissi una determinazione del logaritmo
lai : C \ Sai −→ C
ossia una funzione olomorfa tale che
elai (z) = z.
Per ogni z ∈ C.
Siano date, ora, le funzioni
C \ Lai −→ C
cos̀ı definite
z −→ (z − ai)αi := eαilai (z−ai).
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Proposizione 2.1.3. Valgono le relazioni
(z − a)α(z − a)β = (z − a)α+β
(z − a)0 = 1
d
dz
((z − a)α) = α(z − a)α−1.
Dimostrazione. Mostriamo la prima uguaglianza
(z − a)α(z − a)β = eαl((z−a))eβl((z−a)) = e(α+β)l((z−a)) = (z − a)α+β.
Mostriamo, ora, la seconda uguaglianza
(z − a)0 = e0l((z−a)) = e0 = 1.
Mostriamo, infine, la terza uguaglianza
d
dz
((z − a)α) = d
dz
(eαl((z−a))) = eαl((z−a))
α
(z − a)
= α(z − a)α−1.
Definizione 2.4.
0α = 0.
Proposizione 2.1.4.
|(z − a)α| = |(z − a)|α.
Dimostrazione.
|(z − a)α| = |eαl((z−a))| = eαRe(l((z−a))) = eα log(|(z−a)|) = |(z − a)|α.
Proposizione 2.1.5. Se α ≥ 0, la funzione
(C \ S) ∪ {0} 3 z −→ (z − a)α
è continua.
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Dimostrazione. Essendo |(z − a)|α continua, si conclude per 2.1.4.
Proposizione 2.1.6.
lim
z→0
(z)α = 0.
Dimostrazione. Per la continuità
lim
z→0
zα = 0α = 0.
Proposizione 2.1.7. Siano ai ∈ ∂D, λi ∈ R, i = 1, ..., n.
La funzione definita sul dominio
f : C \ ∪ni=1Lai −→ C
mediante la formula
f(z) =
n∏
i=1
(z − ai)−λi (2.1)
è olomorfa e ammette su tale dominio una primitiva olomorfa.
Dimostrazione. La proposizione segue dal fatto che il dominio C \ Lai è
stellato rispetto all’origine.
Sia dato un poligono P nel piano complesso C, con n vertici, che indichia-
mo con w1, ..., wn. πλi e παi misurino rispettivamente l’ampiezza dell’angolo
esterno al vertice wi e l’ampiezza dell’angolo interno a wi per ogni i = 1, ..., n.
Chiaramente 0 < αi < 2 e αi + λi = 1. Si supponga poi, che −1 < λi < 1 e
λ1 + · · ·+ λn = 2.
È possibile dimostrare che esistono A 6= 0 e B,due costanti complesse e
a1, ..., an ∈ ∂D, chiamati prevertici, per cui la funzione
A
∫ z
0
dt
(t− a1)λ1 · · · (t− an)λn
+B (2.2)
manda il disco unitario D nel poligono P , con F (ai) = wi per ogni i = 1, ..., n.
La funzione appena descritta si chiama formula di Schwarz-Christoffel per
il disco unitario.
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2.2 Continuità sul bordo del disco unitario
L’intento di questa sezione è quello di mostrare che tutte le primitive
di f(z) su C \ ∪ni=1Lai si estendono con continuità nei punti ai per ogni
i = 1, ..., n.
Proposizione 2.2.1. Sia
f(z) = (z − z0)αg(z),
con g(z) olomorfa in z0
Allora f(z) ammette una primitiva della forma
F (z) = (z − z0)α+1G(z),
con G(z) olomorfa in z0.
Dimostrazione. Si consideri lo sviluppo di g(z) in serie di potenze in z0
g(z) =
∑
n>0
an(z − z0)n.
Abbiamo allora
f(z) = (z − z0)α
∑
n>0
an(z − z0)n =
∑
n>0
an(z − z0)n+α.
Integrando termine a termine, si ottiene una primitiva di f(z) nella forma
F (z) =
∑
n>0
am
n+ α + 1
(z − z0)n+α+1 = (z − z0)α+1
∑
n>0
an
n+ α + 1
(z − z0)n.
La funzione
G(z) =
∑
n>0
an
n+ α + 1
(z − z0)n
è chiaramente olomorfa in z0 e verifica
F (z) = (z − z0)α+1G(z)
come richiesto.
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Teorema 2.2.2. Siano a1, ..., an ∈ ∂D distinti a due a due, siano α1, ..., αn ∈
R e sia
f(z) =
n∏
i=1
(z − ai)αi .
Se αi > −1 allora ogni primitiva di f(z) su C \ ∪ni=1Lai si estende con
continuità nei punti a1, ..., an.
Dimostrazione. È possibile scrivere
f(z) = (z − aj)αjgj(z)
con
gj(z) =
∏
h6=j
(z − ah)αh
olomorfa in un intorno di ah per ogni j = 1, ..., n.
Per la proposizione 2.2.1 , la funzione f ammette in un intorno aj una
primitiva della forma
Fj(z) = (z − aj)αj+1Gj(z),
con Gj olomorfa in un intorno di aj.
Si conclude che F è continua in aj, perché prodotto di due funzioni
continue per 2.1.5.
Dato che −1 < λi < 1 per ogni i = 1, ..., n, per le considerazioni fatte fino
ad ora, 2.1 ammette primitiva, che si estende con continuità nei punti ai per
ogni i = 1, .., n.
2.3 Dal bordo del disco unitario alla poligo-
nale
Si mostrerà, ora, che per ogni i = 1, ..., n − 1, la formula di Schwarz-
Christoffel 2.2 mappa gli intervalli (ai, ai+1) in porzioni rettilinee.
Innanzitutto, si ricaveranno alcuni risultati utili a questo scopo.
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Proposizione 2.3.1. Siano z, w ∈ C t.c. |z| = |w| 6= 0, allora
Re
(
z
z + w
)
=
1
2
.
Dimostrazione. Utilizzando delle note proprietà dei numeri complessi, questa
proposizione si dimostra tramite semplici passaggi algebrici:
Re
(
z
z + w
)
=
1
2
(
z
z + w
+
z
z + w
)
=
1
2
(
|z|2 + zw + |z|2 + zw
|z|2 + zw + zw + |w|2
)
=
1
2
.
Si utilizzano, adesso, dei risultati a cui si è giunti nell’ultima sezione del
capitolo precedente per mostrare anche geometricamente perché vale quanto
appena visto.
Fissato w in C, si considerino la retta passante per l’origine e w, e la
circonferenza di centro l’origine passante per w.
Si vogliono studiare le immagini di tale retta e di tale circonferenza
tramite la seguente trasformazione di Möbius
z −→ z
z + w
.
È noto che l’immagine della retta data deve essere una retta o una
circonferenza; si prendano tre punti su di essa w,−w e 0 e se ne trovi
l’immagine.
w −→ 1
2
−w −→ ∞
0 −→ 0.
È chiaro, quindi, che la retta viene mandata nell’asse x.
Anche l’immagine della circonferenza deve essere una retta o una circon-
ferenza.
Si considerino i punti w e −w sul cerchio e calcolandone l’immagine, si
ottiene
w −→ 1
2
−w −→ ∞.
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Quindi, si trova che la circonferenza viene mandata in una retta passante
per 1
2
.
Dal momento che le trasformazioni di Möbius sono conformi, l’angolo
tra la retta e la circonferenza, che in questo caso è di 90 gradi, deve essere
preservato dalla trasformazione presa in esame.
Questo argomento porta alla conclusione che l’immagine della circonfe-
renza non può che essere la retta passante per 1
2
e perpendicolare all’asse
x.
Lemma 2.3.2. Sia data una curva γ(t) = x(t) + iy(t)
Allora
kγ =
Im(γ̇(t)γ̈(t))
|γ̇(t)|3
.
Dimostrazione.
γ̇(t)γ̈(t) = (ẋ+ iẏ)(ẍ+ iÿ) = (ẋ− iẏ)(ẍ+ iÿ) = ẋẍ+ ẏẏ + i(ẋÿ − ẍẏ)
Ma ẋÿ − ẍẏ = det
(
ẋ ẏ
ẍ ÿ
)
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Conseguenza immediata di tale lemma è la seguente proposizione.
Proposizione 2.3.3. kγ ≡ 0 se e solo se Im(γ̇(t)γ̈(t)) ≡ 0.
Teorema 2.3.4. Siano a1, ..., an ∈ ∂D, siano λ1, ..., λn ∈ R e sia
F (z) : C \ ∪ni=1Lai −→ C
una primitiva di
f(z) =
n∏
i=1
(z − ai)αi .
Se λ1 + · · · + λn = 2 allora F (z) trasforma ogni componente connessa di
∂D \ {a1, ..., an} in una porzione di retta.
Dimostrazione. Per quanto osservato precedentemente, basta dimostrare che
Se γ(t) = F (eit) allora Im(γ̇(t)γ̈(t)) ≡ 0 ovvero kγ ≡ 0.
Per prima cosa, si calcolino la derivata prima e la derivata seconda di γ(t)
γ̇(t) = iF ′(eit)eit
γ̈(t) = i2F ′′(eit)e2it + i2F ′(eit)eit.
Si denoti eit = z.
Si scriva il coniugato di γ̇(t)
γ̇(t) = −iF ′(z)z.
Dunque risulta
γ̇(t)γ̈(t) = −iF ′(z)z[−F ′′(z)z2 − F ′(z)z].
Moltiplicando −F ′(z)z per −F ′′(z)z2, si ottiene F ′(z)F ′′(z)z.
Moltiplicando −F ′(z)z per F ′(z)z, si ottiene |F ′(z)|2.
Ne consegue che
γ̇(t)γ̈(t) = i(F ′(z)F ′′(z)z + |F ′(z)|2).
Si osserva, ora, che
Im(γ̇(t)γ̈(t)) = Re(F ′(z)F ′′(z)z + |F ′(z)|2).
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Prima di procedere, si calcolino esplicitamente la derivata prima e la
derivata seconda di F.
F ′(z) =
1
(z − a1)λ1 · · · (z − an)λn
=
n∏
k=1
(z − ak)−λk
F ′′(z) =
n∑
k=1
−λk(z−ak)−λk−1
∏
h6=k
(z−ak)−λk =
n∑
k=1
−λk(z−ak)−1F ′(z) = −F ′(z)
n∑
k=1
λk
z − ak
.
Si torni al calcolo precedente e si sostituisca F ′′(z) con il risultato trovato
Re
(
−F ′(z)F ′(z)
n∑
k=1
λk
z − ak
z + |F ′(z)|2
)
= |F ′(z)|2Re
(
−
n∑
k=1
λkz
z − ak
+ 1
)
.
Ma
Re
(
−
n∑
k=1
λkz
z − ak
+ 1
)
= −
n∑
k=1
λkRe
(
z
z − ak
)
+ 1.
Gli ak appartengono alla circonferenza unitaria, quindi |ak| = |z| = 1 e
per il lemma appena dimostrato,
Re
(
z
z − ak
)
=
1
2
.
Inoltre
n∑
k=1
λk = 2.
Sostituendo, si conclude
Im(γ̇(t)γ̈(t)) = −1
2
2 + 1 = 0.
2.4 Dal disco unitario alla parte interna del
poligono
Ci si concentrerà, infine, sul comportamento della mappa F tra il disco
unitario e la parte interna del poligono.
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Teorema 2.4.1. Se la primitiva F della funzione f definita in 2.1 trasforma
il bordo del disco in una poligonale semplice ∂P , allora F manda il disco
unitario biolomorficamente nella parte interna del poligono.
Dimostrazione. Si consideri la funzione F che manda il disco unitario in un
poligono P che soddisfa le ipotesi del teorema e si fissi un punto w nella parte
interna di P .
Dato che la poligonale gira intorno a w una sola volta, l’indice di ∂P
rispetto al punto w è uguale a 1.
Quindi si ha
1 = Indw(∂
+P ) =
1
2πi
∫
(∂+P )
dj
(j − w)
=
Compiendo un cambio di variabili
=
1
2πi
∫
(∂+P )
F ′(z)
F (z)− w
dz.
Si osserva che F
′(z)
F (z)−w è la derivata logaritmica di F (z)− w
Allora vale il principio dell’argomento 1.2.17
1
2πi
∫
(∂+P )
F ′(z)
F (z)− w
dz = Z − P,
dove Z indica la somma delle molteplicità degli zeri di F (z)− w e P indica
la somma degli ordini dei poli di F (z)− w.
Ma dal momento che F (z)−w non ha poli, ne consegue che F (z)−w ha
un unico zero di molteplicità 1.
Dunque esiste un unico punto z ∈ D tale che F (z) = w.
Si conclude, quindi, che F (z) è un biolomorfismo.
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