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Kurzfassung
Verteilung und Mobilita¨t spielen in der Verkehrstelematik eine große Rolle.
Die verwendeten Datenquellen sind im Allgemeinen heterogen und von un-
terschiedlicher Qualita¨t. Im Rahmen des Verbundprojektes OVID der Uni-
versita¨t Karlsruhe (TH) bot das Institut fu¨r Programmstrukturen und Da-
tenorganisation (IPD) im Sommersemester 2004 ein Seminar mit dem Titel
”
Verteilung und Integration von Informationen im Verkehrsbereich“ an. In
diesem Seminar wurden Fragestellungen untersucht, die sich mit den An-
forderungen und existierenden Techniken fu¨r hochgradige Verteilung und
Mobilita¨t von Datenquellen im Verkehrsbereich bescha¨ftigten. Die dabei er-
zielten Ergebnisse werden in diesem Bericht vorgestellt.
Inhaltsverzeichnis
I Kleinste Datenquellen 1
1 Aggregierung in Sensornetzwerken 3
1.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Grundlagen . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1 Sensornetzwerke . . . . . . . . . . . . . . . . . . . . . 4
1.2.2 Anfragetypen . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.3 Allgemeine Aggregationstechniken . . . . . . . . . . . 5
1.3 TinyDB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.1 U¨berblick . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3.2 Bearbeitung von Aggregierungsanfragen . . . . . . . . 7
1.3.3 Anfrageoptimierung . . . . . . . . . . . . . . . . . . . 9
1.4 Cougar . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.1 U¨berblick . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.4.2 Bearbeitung von Aggregierungsanfrage . . . . . . . . . 11
1.4.3 Synchronisation . . . . . . . . . . . . . . . . . . . . . . 11
1.5 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
II Mobile Datenquellen 15
2 Datenmodelle und Anfragen 17
2.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.1.1 Probleme und Anforderungen an die Datenbank . . . 18
2.2 Datenmodelle fu¨r mobile Objekte . . . . . . . . . . . . . . . . 19
2.2.1 Datenmodell MOST . . . . . . . . . . . . . . . . . . . 19
2.2.2 Datenmodell fu¨r Moving Objects Databases . . . . . . 21
2.2.3 Vergleich beider Datenmodelle . . . . . . . . . . . . . 24
v
vi INHALTSVERZEICHNIS
2.3 Anfragen u¨ber mobile Objekte . . . . . . . . . . . . . . . . . 24
2.3.1 Datenbankhistorie und Anfragearten . . . . . . . . . . 24
2.3.2 Future Temporal Logic — FTL . . . . . . . . . . . . . 26
2.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Indexstrukturen 31
3.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.2 B-Baum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Beschreibung . . . . . . . . . . . . . . . . . . . . . . . 32
3.2.2 Beispiel-Anfrage . . . . . . . . . . . . . . . . . . . . . 32
3.2.3 Bewertung . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3 R-Baum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.1 Beschreibung . . . . . . . . . . . . . . . . . . . . . . . 33
3.3.2 Beispiel-Anfrage . . . . . . . . . . . . . . . . . . . . . 37
3.3.3 Bewertung . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 R*-Baum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.1 Beschreibung . . . . . . . . . . . . . . . . . . . . . . . 38
3.4.2 Beispiel-Anfrage . . . . . . . . . . . . . . . . . . . . . 39
3.4.3 Bewertung . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5 TPR-Baum . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.1 Beschreibung . . . . . . . . . . . . . . . . . . . . . . . 40
3.5.2 Beispiel-Anfragen . . . . . . . . . . . . . . . . . . . . . 42
3.5.3 Bewertung . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6 Ausschlussregionen . . . . . . . . . . . . . . . . . . . . . . . . 44
3.6.1 Beschreibung . . . . . . . . . . . . . . . . . . . . . . . 44
3.7 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Umgang mit Unsicherheit 47
4.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.2 Geometrie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 MOST / FTL bei Unsicherheit . . . . . . . . . . . . . . . . . 49
4.3.1 Ra¨umlich, zeitliche Operatoren . . . . . . . . . . . . . 50
INHALTSVERZEICHNIS vii
4.4 Indexierung bei Unsicherheit . . . . . . . . . . . . . . . . . . 52
4.5 Bestimmung der Grenze L.maxDeviation . . . . . . . . . . . . 53
4.5.1 Aktualisierungsstrategien . . . . . . . . . . . . . . . . 54
4.6 Domino-Prototyp . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.7 Weitere Konzepte . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.7.1 Modell mit 2 Freiheitsgraden . . . . . . . . . . . . . . 59
4.7.2 SV-Modell . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.8 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . 61
4.9 Bewertung und Ausblick . . . . . . . . . . . . . . . . . . . . . 61
III P2P-Datenquellen 63
5 Weltweit verteilte Datenbanken 65
5.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.1.1 Die Situation . . . . . . . . . . . . . . . . . . . . . . . 65
5.1.2 OceanStore . . . . . . . . . . . . . . . . . . . . . . . . 66
5.2 Verteilung von Daten weltweit . . . . . . . . . . . . . . . . . . 66
5.2.1 Was wird beno¨tigt . . . . . . . . . . . . . . . . . . . . 66
5.2.2 Identifikation der Daten . . . . . . . . . . . . . . . . . 66
5.2.3 Finden des Speicherorts . . . . . . . . . . . . . . . . . 67
5.2.4 Daten aktualisieren . . . . . . . . . . . . . . . . . . . . 70
5.2.5 Sicherheit . . . . . . . . . . . . . . . . . . . . . . . . . 72
5.3 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
IV Integration von Datenquellen 77
6 Dienstorientierte Integration 79
6.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
6.2 Anforderungen an Integration . . . . . . . . . . . . . . . . . . 80
6.2.1 Dienstorientierte Betrachtung von Ressourcen . . . . . 80
viii INHALTSVERZEICHNIS
6.2.2 Vorteile der dienstorientierten Betrachtung von Res-
sourcen . . . . . . . . . . . . . . . . . . . . . . . . . . 80
6.2.3 Anforderungen . . . . . . . . . . . . . . . . . . . . . . 81
6.3 Integration in einem DataGrid . . . . . . . . . . . . . . . . . 83
6.3.1 Virtuelle Organisationen . . . . . . . . . . . . . . . . . 83
6.3.2 Open Grid Architectur . . . . . . . . . . . . . . . . . . 83
6.3.3 Open Grid Services Architecture . . . . . . . . . . . . 84
6.3.4 Open Grid Services Architecture - Data Access and
Integration . . . . . . . . . . . . . . . . . . . . . . . . 87
6.4 Die NEXUS-Plattform . . . . . . . . . . . . . . . . . . . . . . 90
6.4.1 Beispiel Navigationssystem . . . . . . . . . . . . . . . 90
6.4.2 Ablauf der Beispielanfrage in NEXUS . . . . . . . . . 91
6.4.3 Architektur der NEXUS - Plattform . . . . . . . . . . 91
6.5 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . 95
7 Widersprechende Datenquellen 97
7.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2 CISET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
7.2.1 Konfidenzindex (Confidence Indexe, CI) . . . . . . . . 97
7.2.2 Konfidenzindexmenge (Confidence Index Set, CISET) 99
7.3 Anwendung des CISET-Ansatzes auf das Szenario . . . . . . 104
7.4 CISET-relationale Algebra . . . . . . . . . . . . . . . . . . . . 105
7.4.1 Vereinigung, Schnitt, Differenz . . . . . . . . . . . . . 105
7.4.2 Selektion und Projektion . . . . . . . . . . . . . . . . 107
7.4.3 Produkt und Join . . . . . . . . . . . . . . . . . . . . 107
7.4.4 Division . . . . . . . . . . . . . . . . . . . . . . . . . . 107
7.5 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
8 Kopplung verteilter Datenbanksysteme 111
8.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
8.1.1 Problematik . . . . . . . . . . . . . . . . . . . . . . . . 111
8.1.2 Wrapper/Mediator-basierte Architekturen . . . . . . . 111
INHALTSVERZEICHNIS ix
8.2 Semistrukturierte Datenmodelle . . . . . . . . . . . . . . . . . 113
8.2.1 Das YAT Datenmodel . . . . . . . . . . . . . . . . . . 113
8.2.2 Das OEM Datenmodel . . . . . . . . . . . . . . . . . . 117
8.3 Gemeinsamkeiten und Unterschiede . . . . . . . . . . . . . . . 121
8.4 Fazit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
V Anwendungen 123
9 OLAP in verteilten DW-Umgebungen 125
9.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
9.1.1 Einfu¨hrung in das Szenario . . . . . . . . . . . . . . . 125
9.1.2 Data-Warehouse und OLAP . . . . . . . . . . . . . . . 126
9.1.3 Weiteres Vorgehen . . . . . . . . . . . . . . . . . . . . 131
9.2 Skalla-Architektur-Ansatz . . . . . . . . . . . . . . . . . . . . 131
9.2.1 Beschreibung des Algorithmus . . . . . . . . . . . . . 132
9.2.2 Definition eines GMDJ-Ausdrucks . . . . . . . . . . . 133
9.2.3 Ablauf anhand eines Beispiels . . . . . . . . . . . . . . 133
9.2.4 Optimierungen . . . . . . . . . . . . . . . . . . . . . . 136
9.3 XML-Daten-Ansatz . . . . . . . . . . . . . . . . . . . . . . . 137
9.3.1 Beschreibung des Algorithmus . . . . . . . . . . . . . 137
9.3.2 Ablauf anhand eines Beispiels . . . . . . . . . . . . . . 138
9.4 Zusammenfassung . . . . . . . . . . . . . . . . . . . . . . . . 140
10 Datenquellen in GIS-Datenbanken 143
10.1 Einleitung . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
10.2 Allgemeines zum Mediatorkonzept von GIS . . . . . . . . . . 144
10.2.1 Die 3-Schichten-Client-Server-Architektur . . . . . . . 144
10.2.2 Notwendige Erga¨nzungen . . . . . . . . . . . . . . . . 146
10.3 Ablauf einer Anfrage an das GIS . . . . . . . . . . . . . . . . 146
10.4 Berechnung des einheitlichen Endergebnisses . . . . . . . . . 147
10.4.1 Ontologiebasierter Ansatz . . . . . . . . . . . . . . . . 148
x INHALTSVERZEICHNIS
10.4.2 Umsetzung in Prolog . . . . . . . . . . . . . . . . . . . 148
10.4.3 Praktisches Beispiel . . . . . . . . . . . . . . . . . . . 149
10.4.4 Auffinden von korrespondierenden Objekten . . . . . . 151
Vorwort
Das Ziel des seit November 2002 vom Bundesministerium fu¨r Bildung und
Forschung gefo¨rderten Verbundprojektes OVID [OVI02] der Universita¨t
Karlsruhe (TH) ist es, verkehrsbezogene Probleme zuku¨nftiger Informati-
onswelten verstehen und neue Techniken nutzen zu lernen. Hierzu erfolgt
der Aufbau einer Simulationsplattform zur Modellierung und Bewertung von
verkehrsinfrastrukturellen, verkehrstelematischen und logistischen Maßnah-
men im Verkehrs- und sozio-o¨konomischen System.
Im Rahmen von OVID bescha¨ftigt sich der Lehrstuhl fu¨r Systeme der Infor-
mationsverwaltung insbesondere mit folgenden Fragestellungen: Wie lassen
sich verkehrstelematische Systeme mit Hilfe von Aggregierungstechniken,
wie sie z.B. im Data Warehousing verwendet werden, besser unterstu¨tzen?
Wie kann der Erhalt von Unvollkommenheit in den Daten solche Systeme
verbessern? Welche Anforderungen mu¨ssen in verkehrstelematischen Syste-
men unter dem Aspekt der hohen Verteilung und Mobilita¨t der an einem
realen System beteiligten Datenquellen besonders beru¨cksichtigt werden?
Da in OVID ausschließlich eine Simulationsplattform zur Modellierung und
Bewertung erstellt wird, also die verkehrstelematischen Aspekte nur simu-
liert werden, spielt die Verteilung und die Mobilita¨t von Datenquellen eine
nicht so große Rolle wie das in einem real eingesetzten System der Fall wa¨re.
Aus diesem Grund konzentrieren sich die Arbeiten bezu¨glich Verteilungs-
und Mobilita¨tsaspekte am Lehrstuhl auf die Analyse der Anforderungen
und der aktuell verfu¨gbaren Techniken, die fu¨r Verteilung und Mobilita¨t in-
teressant sind. Dazu wurde im Sommersemester 2004 ein Seminar mit dem
Thema
”
Verteilung und Integration von Informationen im Verkehrsbereich“
duchgefu¨hrt, dessen Ergebnisse im Folgenden vorgestellt werden.
Die einzelnen Beitra¨ge wurden thematisch gruppiert. Der erste Teil bescha¨f-
tigt sich mit kleinsten Datenquellen, also mit Sensoren. Im zweiten Teil geht
es um mobile Datenquelle. P2P-Datenquellen sind im dritten Teil beschrie-
ben. Die Integration von Datenquellen ist das Thema des vierten Teils. Der
fu¨nfte Teil beschreibt eine Auswahl an Anwendungen.











Sensornetzwerke werden bereits in vielen Bereichen eingesetzt. Ein mo¨g-
licher Einsatzbereich ist der Verkehr, Z.B. das Erkennen und Vermeiden
unfalltra¨chtiger Situationen. Unterschiedliche Sensoren (Licht, Temperatur,
Luftdruck, atmospha¨rische Feuchtigkeit, Gera¨usch etc.) erfassen die Situati-
on auf Straßen und bilden die Eingangsgro¨ßen fu¨r eine gezielte Auswertung
nach definierten Kriterien. Die Kriterien sind beispielsweise Verkehrsabla¨ufe,
Sichtverha¨ltnisse, Hindernisse etc. Einzelne Sensordaten sind aber uninter-
essant. Eine Aggregation der Daten u¨ber viele Sensoren ist no¨tig.
U¨berblick
In Abschnitt 1.2 werden zuerst die Grundlagen von Sensornetzwerken erla¨u-
tert. Dann werden verschiedene Anfragetypen kurz vorgestellt. Anschließend
werden allgemeine Aggregationstechniken untersucht. In Abschnitt 1.3 wird
zuna¨chst ein U¨berblick u¨ber TinyDB gegeben. Danach wird die Bearbeitung
von Aggregierungsanfragen mit Beispiel dargestellt. Die Anfrageoptimierun-
gen werden ebenfalls diskutiert. In Abschnitt 1.4 wird zuerst ein U¨berblick
u¨ber das Cougar-Projekt gegeben. Dann wird der Anfrageplan bei Cougar
vorgestellt. Anschließend wird die Bearbeitung von Aggregierungsanfragen
diskutiert.
3
4 KAPITEL 1. AGGREGIERUNG IN SENSORNETZWERKEN
1.2 Grundlagen
1.2.1 Sensornetzwerke
Ein Sensornetzwerk besteht aus einer großen Anzahl von Sensorknoten. Ein-
zelne Sensorknoten werden mit anderen Knoten in ihrer Umgebung durch
ein drahtloses Netzwerk verbunden und kommunizieren mit Knoten, welche
ra¨umlich entfernt sind, mit einem multihop-routing-Protokoll [YG03]. Mo-
derne Sensoren verfu¨gen u¨ber einen eigenen Prozessor. Sie besitzen Rechen-
und Speicherkapazita¨t.
Sensoren haben jedoch folgende Einschra¨nkungen [YG03]:
• Kommunikation
Das drahtlose Netzwerk bietet normalerweise nur begrenzte Bandbrei-
te und begrenzten QoS (quality of service) fu¨r die Kommunikation der
Sensoren an.
• Energieverbrauch
Sensoren haben begrenzte Energieversorgung. Die effektive Lebens-
dauer eines Sensors wird von seiner Energieversorgung bestimmt.
• Berechnung
Sensoren haben begrenzte Rechen- und Speicherkapazita¨t. Diese Ein-
schra¨nkung beschra¨nkt die Gro¨ße der Zwischenergebnisse, die in den
Sensorknoten gespeichert werden ko¨nnen.
• Unsicherheit von Sensor-Messwerten
Die Unsicherheit von Sensor-Messwerten liegt an den technischen Be-
schra¨nkungen des Sensors und an Umweltgera¨uschen.
1.2.2 Anfragetypen
Drei verschiedene Anfragetypen werden unterschieden [PW03]:
• Historische Anfragen
Historische Anfragen sind Anfragen u¨ber historische Daten, welche aus
dem Sensornetzwerk bezogen wurden. Z.B. fu¨r jeden atmospha¨rischen
Feuchtigkeits-Sensor wird der durchschnittliche Messwert der atmo-
spha¨rischen Feuchtigkeit im Jahr 2002 abgefragt.
• Schnappschussanfragen
Schnappschussanfragen bescha¨ftigen sich mit dem Zustand des Netz-
werks zu einem festgelegten Zeitpunkt. Z.B. werden die aktuellen
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Feuchtigkeitsmesswerte aller atmospha¨rischen Feuchtigkeits-Sensoren
in Baden-Wu¨rttemberg erfasst.
• Langlaufende Anfragen
Diese Anfragen bescha¨ftigen sich mit dem Zustand des Netzwerks u¨ber
eine la¨ngere Zeitstrecke. Z.B. fu¨r die na¨chsten 2 Stunden werden alle
30 Sekunden Messwerte aller atmospha¨rische Feuchtigkeits-Sensoren
in Baden-Wu¨rttemberg ermittelt.
1.2.3 Allgemeine Aggregationstechniken
Eine Aggregation in SQL-basierten Datenbank-Systemen wird durch ei-
ne aggregate-Funktion und ein grouping-Pra¨dikat definiert [MSJC02]. Die
standardma¨ßigen aggregate-Funktionen sind COUNT, MIN, MAX, AVE-
RAGE, SUM und zusa¨tzlich noch benutzerdefinierte Funktionen (UDFs:
user-defined functions).
Grouping ist auch eine standardma¨ßige Eigenschaft fu¨r Datenbank-Systeme.
Ein grouping-Pra¨dikat teilt die Messwerte der Sensoren in Gruppen nach
einigen Attributen auf. Z.B. die Anfrage:
SELECT TRUNC (temp/10), AVERAGE(light)
FROM sensors
GROUP BY TRUNC (temp/10)
HAVING AVERAGE (light) > 50
Diese Anfrage teilt die Sensormesswerte in Gruppen nach den Temperatur-
Messwerten auf und berechnet den durchschnittlichen Licht-Messwert fu¨r je-
de Gruppe. Der HAVING-Absatz entfernt die Gruppen, deren durchschnitt-
liche Licht-Messwerte kleiner als oder gleich 50 sind.
Nachfolgend werden zwei Aggregationsmethoden vorgestellt: Server-basierte
Methode und In-Netzwerk-Methode.
• Server-basierte Methode
Abbildung 1.1 stellt eine server-basierte Methode dar. In Abbildung
1.1(a) wird ein Sensornetzwerk mit 6 Sensorknoten illustriert. Der
Routing-Baum wird mit durchgezogenen Kanten dargestellt. (Wie ein
Routing-Baum erzeugt wird, wird in Abschnitt 1.3.2 detailliert erla¨u-
tert.)
Sensoren progagieren Daten zum Wurzelknoten (Knoten mit Kenn-
zeichen 0) entlang dem Routing-Baum. Jeder Knoten wird mit dem
Abstand zum Wurzelknoten gekennzeichnet. Z.B. fu¨r den Knoten in
Abbildung 1.1(b), der mit der Zahl 3 gekennzeichnet ist, braucht man
drei Nachrichten, um Daten an den Wurzelknoten zu senden. Wie aus



















Nachrichten: Knoten 3: 3 Knoten 2: 2+2+2=6 Knoten 1: 1
Abbildung 1.1: Server-basierte Methode
der Abbildung ersichtlich, braucht es insgesamt 10 (3 + 6 + 1) Nach-
richten, um alle Daten des Sensornetzwerks zu aggregieren.
• In-Netzwerk-Methode
Wie oben erwa¨hnt, braucht es insgesamt 10 Nachrichten fu¨r die Aggre-
gation des Sensornetzwerks bei der Server-basierten Methode. Fu¨r ein
Sensornetzwerk mit nur 6 Knoten, sind aber 10 Nachrichten schon zu
viel. Die Grundidee fu¨r die In-Netzwerk-Methode ist: Weil Kommuni-
kation mehr Energie als Berechnung braucht, sollten die Verkehrsflu¨sse
zwischen Knoten durch lokale Berechnung reduziert werden. Abbil-












Aggregate werden bei der In-Netzwerk-Methode partiell oder komplett
von den Sensoren selbst berechnet, wa¨hrend die Daten durch das Netz-
werk zum Host-PC geleitet werden. Wie in Abbildung 1.2 dargestellt
1.3. TINYDB 7
wird, werden die Verkehrsflu¨sse im gleichen Sensornetzwerk von 10
Nachrichten bei der server-basierten Methode auf 5 (1(a) + 1(d) +
1(f(a,b)) + 1(c) + 1(f(c,d,f(a,b)))) Nachrichten bei der In-Netzwerk-
Methode reduziert.
1.3 TinyDB
Fu¨r die Implementierung der Aggregierungsanfragen werden in dieser Ausar-
beitung zwei Einsa¨tze untersucht: TinyDB der Universita¨t Berkely und das
Cougar-Projekt der Universita¨t Cornell. In diesem Abschnitt wird TinyDB
vorgestellt. Cougar-Projekt wird in Abschnitt 1.4 diskutiert.
1.3.1 U¨berblick
Die Plattform von TinyDB besteht aus sogenannten Motes und aus Ti-
nyOS [MSJC02]. Die Sensorgera¨te in TinyDB werden als Motes bezeichnet.
Ein solches Sensorgera¨t besteht aus einem Speicher (128KB Flash, 4KB
RAM, 4KB ROM, 512 KB Externflash), einem Mikroprozessor (Amtel 8-bit
4 MHz), einem Funk (RF 916Mhz) und einer Menge von Sensoren.
TinyOS bietet Dienste, welche das Schreiben von Programmen vereinfachen.
Diese Programme fangen Sensordaten ab, bearbeiten sie und u¨bertragen
die Nachrichten u¨ber den Funk. Die Nachrichten in der aktuelle TinyOS-
Generation sind 30-Byte-Nachrichten. Jede Nachrichten hat eine Nachrich-
ten-ID und jeder Sensor hat eine eindeutige Sensor-ID.
1.3.2 Bearbeitung von Aggregierungsanfragen
• Erzeugung eines Routing-Baums
Fu¨r die Durchfu¨hrung einer Aggregierungsanfrage sollte zuerst ein
Routing-Baum vor der Aggregation erzeugt werden.
Ein Sensorknoten wird nach Belieben als Wurzelknoten ausgewa¨hlt.
Eine Nachricht fu¨r die Erzeugung eines Routing-Baums wird zuerst
an dem Wurzelknoten geschickt. Der Wurzelknoten sendet dann den
anderen Sensorknoten in seiner Umgebung eine Nachricht (Broadcast).
In der Nachricht werden die Sensor-ID und die Stufe (die Distanz zum
Wurzelknoten) spezifiziert. Fu¨r den Wurzelknoten ist die Stufe gleich
0. Der Sensor, der die Nachricht empfangen hat, markiert seine Stufe
als die Stufe der Nachricht plus 1, wenn seine aktuelle Stufe gro¨ßer als
die Stufe der Nachricht ist. Der Sensor ha¨lt den Sender der Nachricht
fu¨r seinen Vaterknoten und leitet die Nachrichten gleichzeitig weiter.
Zu beachten ist: Ein Knoten wa¨hlt nur einen Sender nach bestimmten
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Kriterien (z.B. geringe Kosten) als seinen Vaterknoten aus, wenn er
Nachrichten von mehreren Knoten empfangen hat. Z.B. hat der Kno-
ten 6 in Abbildung 1.3(a) Nachrichten von drei verschiedenen Knoten
(Knoten 3, 4 und 5) empfangen. Er wa¨hlt nur einen Knoten (Knoten
4) wegen des ku¨rzesten Pfads als seinen Vaterknoten aus. Durch dieses
Verfahren wird ein Routing-Baum erzeugt.
• Eine Pipeline-Aggregation
Nach der Erzeugung des Routing-Baums wird eine Aggregation durch-
gefu¨hrt. Hier wird eine Aggregationsmethode Pipeline-Aggregation


















































Abbildung 1.3(a) stellt die Baumstruktur des Sensornetzwerks dar.
Am Anfang hat Knoten 1 eine Aggregationsnachricht bekommen und
dann schickt er eine Nachricht an sein Kind Knoten 2 (Abbildung
1.3(b)). Knoten 2 hat die Nachricht bekommen und leitet sie an Kno-
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ten 3, 4 und 5 weiter und gleichzeitig schickt er seine Daten nach
Knoten 1. Am Knoten 1 werden die Daten von Knoten 1 und 2 aggre-
giert (Abbildung 1.3(c)). Knoten 3, 4 und 5 haben die Nachrichten von
Knoten 2 bekommen und dann schicken sie ihre Daten an Knoten 2.
Knoten 4 hat noch ein Kind, dann schickt er die Aggreationsnachrich-
ten nach Knoten 6 weiter (Abbildung 1.3(d)). Zu beachten ist: Knoten
2 schickt gleichzeitig seine unvera¨nderte Nachrichten nach Knoten 1,
weil die neuen Aggregationswerte von Knoten 2, 3, 4 und 5 bis jetzt
noch nicht am Knoten 2 berechnet werden. Nachdem der Knoten 2
die Daten von Knoten 3, 4 und 5 empfangen hat, werden dann die
Aggregate am Knoten 2 berechnet.
Fu¨r diese Aggregationsmethode braucht es insgesamt 25 Nachrichten
fu¨r Propagation und Aggregation. Wie vorne bereits erwa¨hnt, braucht
die Kommunikation mehr Energie als die Berechnung. Also sollte die
Anzahl der Nachrichten so stark wie mo¨glich reduziert werden. Es gibt
dazu einige Optimierungsverfahren. In Abschnitt 1.3.3 werden zwei
davon vorgestellt: Duplikatvermeidung und Testen von Hypothesen.
1.3.3 Anfrageoptimierung
• Duplikatvermeidung
Der Grundgedanke dieses Verfahren ist: Sensoren u¨bermitteln eine
Nachricht nur wenn der Aggregatwert vera¨ndert ist. Die Vaterknoten
ko¨nnten annehmen, dass die Aggregatwerte ihrer Kinder unvera¨ndert
sind, wenn sie keine neue Nachrichten von ihren Kinderknoten bekom-
men [MSJC02].
Fu¨r das in Abschnitt 1.3.2 gegebene Beispiel werden die unvera¨nder-
ten Nachrichten nicht an den Vaterknoten abgeschickt. Durch dieses
Verfahren werden die Verkehrsflu¨sse im Sensornetzwerk deutlich von
25 Nachrichten auf 13 Nachrichten (Nachrichten fu¨r Propagation und
Aggregation) reduziert.
• Testen von Hypothesen
Der Grundgedanke dieses Verfahren ist: Es werden nur die Sensor-
daten abgefangen, die das Resultat des Aggregats beeinflussen. Ein
Sensor kann die Messwerte von den Sensoren, die sich in derselben
Ebene befinden, aufspu¨ren und schickt seinen eigenen Messwert nicht
an den Vaterknoten, wenn er weiß, dass sein Messwert das Resultat
des Aggregate nicht beeinflussen kann [MSJC02].
Dieses Verfahren kann die Verkehrsflu¨sse bei MAX- und MIN- Aggre-
gierungsanfragen deutlich reduzieren. Aber bei SUM- und COUNT-
Aggregierungsanfragen ist dieses Verfahren nicht verwendbar.
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1.4 Cougar
In diesem Abschnitt wird das Cougar-Projekt der Universita¨t Cornell disku-
tiert. Am Anfang wird ein U¨berblick gegeben. Dann wird die Bearbeitung
von Aggregierungsanfragen vorgestellt. Anschließend wird die Synchronisa-
tion erla¨utert.
1.4.1 U¨berblick
Bei Cougar gibt es drei Sensorklassen im Sensornetz, na¨mlich Source-Kno-
ten, Leiter-Knoten und Gateway-Knoten [YG03]. Source-Knoten liefern nur
Daten und haben keine Berechnungsfa¨higkeit. Leiter-Knoten sind dazu be-
stimmt, die Daten von den ihnen unterstellten Sensoren zu sammeln und da-
mit beispielsweise Aggregate zu berechnen. Die Ausgangsdaten der Sensoren
mu¨ssen nur zum Leiter-Knoten geschickt werden und nicht zum Gateway-
Knoten. Der Gateway-Knoten ist eine spezielle Art eines Sensorknoten. Jeg-
liche Kommunikation von außerhalb des Sensornetzwerks muss u¨ber den













SELECT  AVG (S.value)
FROM     Sensor S
WHERE  S.loc IN Region A
Gateway-
Knoten
Abbildung 1.4: Ein Sensornetzwerkmodell bei Cougar
Die Sensor-Daten bei Cougar sind Datensa¨tze mit einigen Feldern: ID,
Standort, Zeitstempel, Sensortyp und abgelesener Messwert.
Nachdem der Benutzer eine Anfrage gestellt hat, wird vom Server ein Anfra-
geplan erstellt und optimiert. Ein Anfrageplan entscheidet, wie viele Berech-
nungen im Netzwerk durchgefu¨hrt werden, bestimmt die Rolle und die Ver-
antwortlichkeit jedes Sensorknotens und spezifiziert, wie die Anfrage durch-
gefu¨hrt wird und wie die relevanten Sensoren koordiniert werden. Ein Anfra-
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geplan wird in sogenannte Flussblo¨cken (flow blocks) zerlegt. Ein Flussblock
ist eine Menge von Sensoren mit einem Leiter-Knoten.
1.4.2 Bearbeitung von Aggregierungsanfrage
Um die Sensordaten zum Leiter-Knoten zu schicken, gibt es drei verschiedene
Verfahren [YG03]:
• Direktes Verschicken der Daten an den Leiter
Jeder Source-Knoten sendet seine Daten zum Leiter-Knoten. Die Be-
rechnung wird nur am Leiter-Knoten nach dem Empfang aller Sensor-
daten durchgefu¨hrt.
• Zusammenlegung von Paketen
Bei drahtloser Kommunikation ist es teurer, mehrere kleine Pakete an-
statt eines großes Pakets zu u¨bermitteln. Bei diesem Verfahren wird
ein großes Paket aus vielen kleinen zusammengelegt. Z.B. ein Sensor-
knoten hat die Daten-Pakete von anderen Sensorknoten empfangen.
Weil die Daten-Pakete von Sensoren normalerweise klein sind, legt er
die kleine Pakete mit seinem Daten-Paket zusammen und schickt das
gro¨ßere Paket zum Leiter-Knoten.
• Partielle Berechnung des Aggregats durch Zwischenknoten
Im Gegensatz zum ersten Verfahren werden die Daten auf dem Weg
schon aufbereitet durch eine Art von Unter-Leiter-Knoten (Zwischen-
knoten). Bei diesem Verfahren kann jeder Zwischenknoten die partielle
Berechnung des Aggregats durchfu¨hren, wa¨hrend beim vorigen Ver-
fahren, die Zwischenknoten nur kleine Paketen zu einem großen Paket
zusammenlegen ko¨nnen. Sie haben also keine Berechnungsfa¨higkeit.
Die Berechnung des Aggregats erfolgt nur am Leiter-Knoten.
1.4.3 Synchronisation
Die Verfahren Zusammenlegung von Paketen und Partielle Berechnung durch
Unterknoten sind Beispiele der In-Netzwerk-Methode (Abschnitt 1.2.3). Syn-
chronisation spielt eine wichtige Rolle in diesen beiden Verfahren. Die Auf-
gabe der Synchronisation zwischen den Knoten des Netzes lautet:
• Auf wie viele Sensormesswerte soll gewartet und wann soll die Zusam-
menlegung von Paketen oder die partielle Berechnung durch Unter-
knoten ausgefu¨hrt werden?
• Wie kann das Warten auf nicht erreichbare Knoten vermieden bzw.
minimiert werden.
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Hier werden zwei Synchronisationsverfahren vorgestellt: Incremental Time
Slot und Vorhersagen durch Vergangenheitsbetrachtung
Incremental Time Slot
Jeder Knoten im Netz wartet eine bestimmte Zeit, bevor er entscheidet, ob
die ihm untergeordneten Knoten erreichbar sind. Aber bei diesem Verfahren
gibt es folgende Probleme [Chr03]:
• Es ist sehr schwierig die Wartezeit im Voraus zu bestimmen.
• Bei regelma¨ßigen Ausfa¨llen und somit regelma¨ßigem Umstrukturieren
des Baumes mu¨ssen allen Sensoren neue Wartezeiten zugewiesen wer-
den.
• Die Sensoren sind niemals ganz zeitsynchron, wenn keine aufwa¨ndige
Zeitsynchronisationsprotokolle benutzt werden.
Die Lo¨sung fu¨r die Probleme ist:
Vorhersagen durch Vergangenheitsbetrachtung
Sobald ein Knoten p ein Paket von Knoten n erha¨lt, wird n auf die Warteliste
von p gesetzt. p (Vaterknoten von n) erwartet, andere Pakete von n in der
na¨chsten Runde zu empfangen.
Die somit von p getroffene Vorhersage kann auf zwei Weisen fehlschlagen:
• Knoten n hat einen neuen Vaterknoten. Aber Knoten p (alter Va-
terknoten von n) weiß es nicht, und ha¨lt somit Knoten n in seiner
Warteliste und wartet auf die Pakete von Knoten n.
• n sendet seine Daten nicht an p, weil eine lokale Bedingung nicht erfu¨llt
ist z.B. ein Mindestgrenze. Das Lo¨schen von n aus der Warteliste von
p wa¨re dann aber falsch.
Die Lo¨sung fu¨r die Probleme ist: Knoten n sendet an Knoten p ein notifica-
tion packet, wenn die Vorhersage seines Vaterknotens falsch ist [YG03]. Also
im ersten Fall muss Knoten n seinen alten Vaterknoten p durch ein notifica-
tion packet benachrichtigen, dass er einen neuen Vaterknoten ausgewa¨hlt hat
und somit ihm keine Daten mehr senden wird. Im zweiten Fall muss Knoten
n seinen Vaterknoten p informieren, dass er keine Daten senden wird, weil
irgendeine Bedingung nicht erfu¨llt ist.
1.5 Fazit
In dieser Ausarbeitung wurden Grundlagen von Sensoren und Sensornetz-
werken vorgestellt. Sensoren haben beschra¨nkte Ressourcen. Einzelne Daten
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von Sensoren sind uninteressant. Aggregation ist somit no¨tig.
Zwei Aggregierungsmethoden wurden diskutiert: Server-basierte Methode
und In-Netzwerk-Methode. Weil Kommunikation mehr Energie als Berech-
nung braucht, sollten die Verkehrsflu¨sse zwischen Knoten durch lokale Be-
rechnung reduziert werden.
Fu¨r die Implementierung der Aggregierungsanfragen wurden zwei Ansa¨tze
untersucht: TinyDB der Universita¨t Berkely und das Cougar-Projekt der
Universita¨t Cornell. Fu¨r TinyDB wurde eine In-Netzwerk-Methode Pipeline-
Aggregation mit Beispiel dargestellt. Zwei Optimierungsverfahren wurden
ebenfalls beschrieben: Duplikatvermeidung und Testen von Hypothesen.
Fu¨r Cougar wurden zwei In-Netzwerk-Methoden kurz vorgestellt: Zusam-
menlegung von Paketen und Partielle Berechnung durch Unterknoten . Diese
beide Verfahren brauchen Synchronisation. Zwei Synchronisationsverfahren
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Viele Firmen und Organisationen wollen bewegliche Objekte in einer Da-
tenbank speichern. Stellen Sie sich einen Kurierdienst mit vielen Lieferwa-
gen vor. In der Firmenzentrale soll ein Datenbankverwaltungssystem fort-
wa¨hrend die aktuelle Position aller Wagen speichern, damit zum Beispiel
neue Lieferauftra¨ge effizient an geschickt plazierte Lieferwagen verteilt wer-
den ko¨nnen.
Aber nicht nur Speditionsunternehmen haben ein Interesse daran mobile
Objekte zu verwalten, dies gilt auch fu¨r Rettungssdienste, die die aktuellen
Positionen ihrer Krankenwagen wissen wollen, fu¨r Flugu¨berwachungen zur
Vermeidung von Zusammensto¨ßen von Flugzeugen in der Luft und auch fu¨r
Taxiunternehmen, die ihren Fuhrpark mo¨glichst Gewinn bringend einsetzen
mo¨chten.
Im Beispiel des Kurierdienstes, der die Positionen seiner Lieferwagen in einer
Datenbank verwaltet, ko¨nnten folgende Anfragen interessant sein:
A1a Welche Lieferwagen befinden sich gerade maximal 500 Meter vom In-
formatikgeba¨ude am Fasanengarten entfernt?
A1b Welche Lieferwagen befinden sich innerhalb der na¨chsten fu¨nf Minu-
ten maximal 500 Meter vom Informatikgeba¨ude am Fasanengarten
entfernt?
A2 Welche Lieferwagen werden sich in den na¨chsten 30 Minuten begegnen?
A3 Welche Lieferwagen sind unbeladen, bis sie das Informatikgeba¨ude am
Fasanengarten erreichen?
Diese vier Beispielanfragen sind alle von unterschiedlicher Charakteristik.
Zur Beantwortung von A1a muss man nur die Wegstrecke der Lieferwagen
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beachten, wa¨hrend bei Anfrage A1b zum ra¨umlichen Aspekt der Bewegung
noch eine zeitliche Bedingung hinzu kommt. Da bei A2 Fahrtrouten und
Zeiten mehrerer Lieferwagen betrachtet werden mu¨ssen, stellt diese Anfrage
eine ra¨umliche und zeitliche Join-Anfrage dar.
2.1.1 Probleme und Anforderungen an die Datenbank
In diesem Abschnitt wird untersucht, in wieweit die Verwaltung beweglicher
Objekte durch traditionelle Datenbanksysteme unterstu¨tzt wird. Ein Objekt
ist beweglich, wenn dessen Verwaltung explizit auf dessen Bewegung eingehen
muss.
Modellierung der Bewegung In traditionellen Datenmodellen sind die
Attributwerte statisch. Dies bedeutet, dass gespeicherte Werte konstant
sind, bis sie explizit gea¨ndert werden. Zwischen zwei Updates a¨ndern sich
die Werte in der Datenbank nicht. Jedoch a¨ndert sich die Position bei sich
bewegenden Objekten andauernd. Fu¨r die Verwaltung beweglicher Objekte
hat das nun zur Folge, dass die Positionsinformationen sta¨ndig aktualisiert
werden mu¨ssen, falls man keine ungenauen und veralteten Position zulassen
will.
Dies ist aus dreierlei Gru¨nden nicht akzeptabel: Zum ersten belasten viele
Updates das zugrunde liegende Datenbankverwaltungssystem. Und da wir
uns in einem mobilen Umfeld bewegen, findet die Kommunikation zwischen
Datenbank und den mobilen Objekten drahtlos statt. Die weiteren Gru¨nde
sind nun, dass zum zweiten nicht unbegrenzt Bandbreite zur Verfu¨gung steht
und zum dritten nicht garantiert werden kann, dass die mobilen Objekte
immer eine Funkverbindung aufrecht halten ko¨nnen. Dies ist zum Beispiel
dann der Fall, wenn sie sich gerade in einem Straßentunnel oder sonstigen
Funklo¨chern befinden.
In Abschnitt 2.2 werden zwei Datenmodelle vorgestellt, die extra fu¨r die
Modellierung von beweglichen Objekten entwickelt wurden und die Be-
schra¨nkung auf statische Attributwerte aufheben.
Anfragen Betrachten wir wieder die Anfrage A1b. Wie schon nach den
Beispielanfragen in der Einleitung erwa¨hnt, entha¨lt diese Anfrage eine ra¨um-
liche und zeitliche Komponente. Der ra¨umliche Aspekt wird durch “maximal
500 Meter vom Informatikgeba¨ude entfernt” ausgedru¨ckt, wa¨hrend “inner-
halb der na¨chsten fu¨nf Minuten” eine zeitliche Bedingung darstellt.
Da traditionelle Anfragesprachen wie SQL oder OQL keine speziellen zeitli-
chen und ra¨umlichen Operatoren zur Verfu¨gung stellen, sind sie auch nicht
dafu¨r geeignet, ra¨umliche und zeitliche Anfragen zu formulieren. Ein weiterer
Nachteil von bekannten Sprachen ist, dass diesen Anfragesprachen bestimm-
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te Datenmodelle zugrunde liegen, die die Modellierung der Bewegung von
Objekten nicht unterstu¨tzen.
Deshalb wird spa¨ter in Abschnitt 2.3.2 mit der Future Temporal Logic (FTL)
eine ra¨umliche und zeitliche Anfragesprache vorgestellt.
2.2 Datenmodelle fu¨r mobile Objekte
In diesem Abschnitt werden zwei Datenmodelle fu¨r bewegliche Objekte vor-
gestellt. Das ist zum einem das Datenmodell Moving Objects Spatio Tempo-
ral — MOST , welches von der Gruppe um Ouri Wolfson an der University
of Illinois entwickelt wurde [WXCJ98], [SWCD97]. Und zum zweiten ein
Vorschlag fu¨r ein Datenmodell fu¨r Moving Objects Databases von Luca For-
lizzi, Ralf Hartmut Gu¨ting und anderen von der Universita Degli Studi di
L’Aquila (Italien) und der FernUniversita¨t Hagen [FGNS00].
2.2.1 Datenmodell MOST
In der Einleitung wurde schon deutlich, dass die gro¨ßte Einschra¨nkung tra-
ditioneller Datenmodelle fu¨r die Verwaltung beweglicher Objekte statische
Attribute sind. Statisches Attribut bedeutet, dass der Wert des Attributes
konstant ist, solange er nicht explizit gea¨ndert wird.
Fu¨r die Speicherung von Positionsinformationen ist es aber no¨tig, dass der
Attributwert sich kontinuierlich mit der Zeit a¨ndert, ohne das explizite Up-
dates beno¨tigt werden. Deshalb fu¨hrt Wolfson zusa¨tzlich zu den statischen
Attributen die so genannten dynamischen Attribute ein. Der Attribut-
wert eines dynamisches Attribut wird als eine Funktion der Zeit berechnet.





A.updateT ime ist der Zeitpunkt, an dem das dynamische Attribut zuletzt
gea¨ndert wurde. Zu jedem A¨nderungszeitpunkt muss in A.updateV alue der
gerade aktuelle Wert des Attributes eingetragen werden und in A.function
eine lineare Funktion angegeben werden, die die zuku¨nftige Vera¨nderung des
dynamischen Attributes beschreibt.
Der Wert des Attributes A zu einem Zeitpunkt t0, wobei t0 ≥ A.updatetime
ist, berechnet sich wie folgt:
A.value(t0) = A.updateV alue+A.function(t0 −A.updateT ime)
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Eine explizites Update von A dru¨ckt sich entweder durch eine Vera¨nderung
von A.updateV alue, von A.function oder sogar von beiden Subattributen
aus, wobei A.updateT ime immer automatisch mitgesetzt werden muss.
Bemerkung In diesem Kapitel u¨ber Datenmodellen und Anfragesprachen
fu¨r bewegliche Objekte wird das dynamische Attribut ausschließlich fu¨r die
Modellierung von ra¨umlichen Koordinaten verwendet. Aber das MOST-
Datenmodell ist nicht nur auf die Speicherung von Positionsinformation be-
schra¨nkt, es kann in allen Bereichen eingesetzt werden, in denen zeitlich
vera¨nderliche Zusammenha¨nge modelliert werden sollen, zum Beispiel zur
Darstellung von Temperaturvera¨nderungen oder des Benzinverbrauches.
Modellierung nicht spurgebundener Bewegung
Der beschriebene Ansatz der dynamischen Attributen ist bereits gut geeig-
net, um die Bewegung von Flugzeugen oder Schiffen zu modellieren. Denn
solche Transportmittel zeichnen sich dadurch aus, dass sie sich relativ ge-
radlinig bewegen. Ihre aktuelle Position kann mithilfe zweier dynamischer
Attribute — eines fu¨r die X-Koordinate, das zweite fu¨r die Y-Koordinate
— dargestellt werden, wa¨hrend die geradlinige Bewegung problemslos in
den linearen Funktionen X.function und Y.function gespeichert werden
kann. X.function beziehungsweise Y.function nehmen jeweils den Anteil
der Geschwindigkeit des Schiffes oder Flugzeuges bezu¨glich der X- und Y-
Koordinate auf.
Falls sich die Richtung dann doch a¨ndert, werden die dynamischen Attribute
nach dem oben beschriebenen Muster aktualisiert. Da bei Flugzeugen und
Schiffen eine Richtungsa¨nderung nicht so ha¨ufig stattfindet, wird das zu-
grunde liegende Datenbanksystem und das Kommunikationsmedium nicht
unno¨tig belastet.
Modellierung der Bewegung auf Straßen
Ausgangspunkt ist wieder das Anfangsbeispiel von einem Kurierdienst, der
die aktuelle Position seiner Lieferwagen in einer Datenbank modellieren will.
Mit Hilfe der dynamischen Attribute kann man die Position der Transpor-
ter — a¨hnlich wie beim Beispiel mit den Schiffen und Flugzeugen — durch
zwei solcher Attribute fu¨r die X- und Y-Koordinate darstellen und bei Rich-
tungsa¨nderung diese aktualisieren.
Bei einer genaueren Betrachtung der Bewegung von Lieferwagen beziehungs-
weise der Bewegung von Autos allgemein fa¨llt jedoch auf, das diese nicht
geradlinig ist. Autos mu¨ssen ihre Bewegungskurve dem Straßensystem an-
passen und dort ist es selten mo¨glich nur geradeaus zu fahren. Jede Kurve
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und jede Kreuzung bedeuten meistens eine Richtungsa¨nderung.
Beim Einsatz von dynamischen Attributen zur Modellierung der Bewegung
eines Lieferwagen hat dies zur Folge, dass bei jeder Kurve und den meisten
Kreuzungen, die befahren werden, ein Aktualisieren der Datenbank no¨tig
ist. Das bedeutet auch, dass durch den Einsatz der dynamischen Attribute
nichts gewonnen wurde und man mit den gleichen Nachteilen zu ka¨mpfen
hat, wie sie schon in Abschnitt 2.1.1 erwa¨hnt wurden.
Um dieses Problem in den Griff zu bekommen, schla¨gt Wolfson eine Erwei-
terung des MOST-Datenmodells um das Konzept der Route vor. Ein
Positionsattribut L wird nun nicht mehr nur mit drei Subattributen darge-






Wieder wird der A¨nderungszeitpunkt in L.updateT ime gesichert. Die gera-
de aktuelle Position und momentane Geschwindigkeit eines Wagens wird in
L.(x, y).updateV alue beziehungsweise in L.speed abgelegt. L.route entha¨lt
einen Zeiger auf ein Strecken-Objekt, dass die gewu¨nschte Fahrtroute re-
pra¨sentiert.
Die Position eines Lieferwagens zum Zeitpunkt t0 (t0 ≥ L.updateT ime) la¨sst
sich wie folgt berechnen:
(L.updateT ime − t0) ∗ L.speed ist die auf der Route zuru¨ckgelegte Stre-
cke. Nun muss man nur diese La¨nge auf L.route verfolgen, beginnend bei
L.(x, y).updateV alue, um die aktuelle Position des Lieferwagens zu errei-
chen.
Leider wird im Paper von Ouri Wolfson [WXCJ98] nicht genau beschrieben,
wie man das Subattribut Route implementieren ko¨nnte.
2.2.2 Datenmodell fu¨r Moving Objects Databases
Der Gruppe um Luca Forlizzi geht das Problem der Modellierung der Be-
wegung mobiler Objekte allgemeiner an als Wolfson mit MOST. Ihr Da-
tenmodell fu¨r Moving Objects Databases beschra¨nkt sich nicht nur auf die
Bewegung von punktfo¨rmigen Objekten wie im MOST-Datenmodell, son-
dern ermo¨glicht auch die Modellierung der Bewegung von Punkten, Linien
oder auch Regionen [FGNS00]. Ein weiteres Ziel ist, dass sich Vera¨nderung
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der Form und Ausdehnung von Linien und Regionen mit der Zeit modellie-
ren lassen.
Die Modellierung gliedert sich in zwei Schritten: zuerst im abstrakten Mo-
dell und anschließend die Umsetzung ins diskrete Modell. Das abstrakte
Modell ist sehr einfach und fokussiert sich auf die relevanten Konzepte der
Problemstellung. Leider ist es nicht fu¨r die Implementierung geeignet. Das
diskrete Modell legt dann die interne Darstellung fest und wird jedoch auch
komplexer.
Das abstrakte Modell
Das abstrakte Modell ist eine einfache Algebra, die einige grundlegende Da-
tentypen zur Modellierung zur Vefu¨gung stellt:
• int — Ganzzahl
• real — reelle Zahl
• Point — zweidimensionaler Punkt in der Ebene
• Line — Linie in der Ebene
• Region — Fla¨che, die auch Lo¨cher enthalten darf, in der Ebene
• etc.
Zusa¨tzlich zu den Datentypen gibt es einige Typkonstruktoren um komple-
xere Typen aufzubauen. Der wichtigste Typkonstruktor zur Modellierung
der Bewegung — der moving() Operator — wird jetzt beispielhaft vorge-
stellt.
Moving() erweitert die Datentypen, so dass sich ihre Werte mit der Zeit
vera¨ndern ko¨nnen. Ein moving(real) ist somit eine einfache stetige Funk-
tion von der Zeit in den reelen Zahlenraum. Eine punktfo¨rmige Bewegung
wird durchmoving(Point) modelliert, hier kann sich die Position im Raum
mit jedem Zeitschritt a¨ndern. Schon hier kann man die Einfachheit des ab-
strakten Modells erkennen. Durch die Angabe eines moving(Point) erha¨lt
man ein punktfo¨rmiges Objekt, dass sich beliebig in der zweidimensiona-
len Ebene bewegen kann. Das Problem, wie dieses mobile Objekt in der
Datenbank repra¨sentiert wird, wird noch nicht betrachtet. Als letztes bietet
das abstrakte Modell noch einige Operationen, um verschiedene Datentypen
ineinander u¨berfu¨hren zu ko¨nnen:
• trajectory: moving(Point) 7→ Line
Trajectory bildet ein mobiles Objekt auf seine Fahrtroute ab.
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• length: Line 7→ real
Length bestimmt die La¨nge einer Linie.
• distance: moving(Point) × moving(Point) 7→ moving(real)
Distance gibt die Entfernungen zwischen zwei mobilen Objekten zu-
ru¨ck.
• etc.
Mit den Konzepten des abstrakten Modells lassen sich nun bewegliche Ob-
jekte modellieren und besonders mit den vorhandenen Operationen Anfra-
gen formulieren. Fu¨r die Umsetzung der Modellierung in eine rechnerinterne
Darstellung muss sich jetzt das diskrete Modell ku¨mmern.
Das diskrete Modell
Wie schon erwa¨hnt ku¨mmert sich das diskrete Modell nun um die Umset-
zung der abstrakten Konzepte in eine rechnerna¨here Repra¨sentation. Fu¨r
die Umsetzung aller abstrakte Konzepte wird auf das Paper [FGNS00] ver-
wiesen, hier wird nur beispielhaft gezeigt, wie man eine Line und den mo-
ving(Point) im diskreten Modell repra¨sentieren kann.
Eine abstrakte Linie wird im diskreten Modell durch eine Polylinie darge-
(b)(a)
Abbildung 2.1: (a) abstrakte Linie — (b) diskrete Linie
stellt, wie man anhand der Abbildung 2.1 sieht. Eine diskrete Linie ist somit
nur eine Anna¨herung an die gewu¨nschte modellierte abstrakte Linie.
Auch die diskrete Darstellung des moving(Point) ist eine Anna¨herung an
die wirkliche Bewegung des Objektes. Um diese zu erreichen, wird die durch
moving(Point) dargestellte zu fahrende Strecke in mehrere Abschnitte, so
genannte Unittype, eingeteilt. Ein Unittype ist ein Tupel (i, u), das aus einem
Gu¨ltigkeitsinterval i und einer linearen Funktion
u = (x0, x1, y0, y1) mit der Bedeutung x(t) = x0+ t ∗x1 y(t) = y0+ t ∗ y1
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besteht. Ein moving(Point) wird im diskreten Modell durch eine Liste
von Unittypes dargestellt, wobei aufeinander folgende Unittypes benachbarte
Gu¨ltigkeitsintervalle aufweisen mu¨ssen.
2.2.3 Vergleich beider Datenmodelle
Nachdem zwei Datenmodelle vorgestellt wurden, die fu¨r die Bewegung mo-
biler Objekte geeignet sind, stellt sich die Frage nach den Unterschieden und
Gemeinsamkeiten dieser zwei Modelle.
Das MOST-Datenmodell ist ein sehr einfaches Modell, dass eigentlich nur
eine geradlinige Bewegung — wenn man mal von der Erweiterung um das
Konzept der Route absieht — von Punkten unterstu¨tzt. Das abstrakte Mo-
dell der Gruppe um Luca Forlizzi stellt einen absoluten Gegensatz dazu dar.
Mit seiner ma¨chtigen Ausdruckskraft sind vielerlei Bewegungen und Form-
vera¨nderungen von Punkten, Linien und Regionen einfach darstellbar.
Betrachtet man aber nun die Umsetzung ins diskrete Modell, fa¨llt besonders
bei der Umsetzung des moving(point) die Gemeinsamkeit zum MOST-
Datenmodell auf. Aus einer beliebigen Bewegung wird auch hier letztend-
lich nur eine lineare Bewegungskurve. Als kleiner Unterschied ist nur noch
feststellbar, dass im Standard-MOST-Modell nur die gerade aktuelle Be-
wegungsrichtung in der Datenbank gespeichert ist, wa¨hrend das diskrete
Modell von Forlizzi auch alle alten und noch folgende Unittypes mit den
Bewegungsbeschreibungen vorra¨tig hat. Dies ist wiederum mit dem Kon-
zept der Route aus dem MOST-Datenmodell vergleichbar, auch wenn sich
Wolfson u¨ber die genauere Implementierung ausschweigt.
2.3 Anfragen u¨ber mobile Objekte
Bevor in Abschnitt 2.3.2 eine Anfragesprache fu¨r ra¨umliche und zeitliche
Anfragen vorgestellt wird, sind in 2.3.1 einige Begriffe zu kla¨ren.
2.3.1 Datenbankhistorie und Anfragearten
In traditionellen Datenbanksystemen existiert nur ein einziger Datenbasis-
zustand, die gerade aktuellen Werte aller Attribute. Die hier behandelten
Datenbanken speichern aber nicht die gerade aktuelle Position von mobilen
Objekten in der Datenbank, sondern eine lineare Funktion ihrer Bewegung.
Damit stecken in der Datenbank nicht nur die gerade aktuelle Position, son-
dern auch implizit alle ihre zuku¨nftigen und auch vergangene Positionen,
falls man davon absieht, dass die dynamischen Attributen gea¨ndert worden
sein ko¨nnten.
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Es liegt hier also nicht nur ein einziger Datenbasiszustand, sondern eine un-
endliche Folge von Zusta¨nden vor. In Datenbanken fu¨r mobile Objekte nennt
man diese Folge von Zusta¨nden Datenbankhistorie.
Da man nun nicht nur Anfragen an einen Datenbasiszustand stellen kann,
sondern eine ganze Datenbankhistorie zur Verfu¨gung hat, existieren drei
verschiedene Arten der Anfragen: Momentananfragen, kontinuierliche und
persistente Anfragen
• Eine Momentananfrage ist eine Anfrage zu einem festen Zeitpunkt
t, die auf der gerade aktuellen Datenbankhistorie ausgewertet wird.
Ein Beispiel aus dem Verkehrsbereich: Ein Autofahrer, der gerade auf
der Autobahn unterwegs ist und eine U¨bernachtungspause einlegen
will, ko¨nnte folgende Momentananfrage stellen: “Welche Hotels liegen
na¨her als fu¨nf Kilometer zu meiner gerade aktuellen Position?”
• Eine Folge von Momentananfragen nennt man kontinuierliche An-
frage. Nu¨tzlich ist sie zum Beispiel, falls bei der Frage nach den na-
hen Hotels gerade keines gefunden wird, der Autofahrer jedoch weiter
fa¨hrt, seine Position sich also mit jedem Zeitschritt a¨ndert. Dann wa¨re
es wu¨nschenswert, wenn die Frage nach den Hotels in jedem Zeitschritt
neu gestellt wird, bis eines gefunden wird.
Natu¨rlich ist es ineffizient eine Anfrage andauernd zu stellen. Hier
nu¨tzt man wieder die dynamischen Attribute aus, die eine Funktion
der Bewegung speichern, daraus la¨sst sich die zuku¨nftige Position be-
rechnen. Eine kontinuierliche Anfrage wird dann nur einmal ausgewer-
tet und jedes Antworttupel entha¨lt zusa¨tzlich ein Gu¨ltigkeitsinterval,
aus dem sich die gerade gu¨ltigen und in den folgenden Zeitschritten
gu¨ltigen Ergebnisse ableiten lassen. Eine Neuauswertung findet nur
statt, falls sich die beteiligten dynamischen Attribute a¨ndern.
• Eine persistente Anfrage ist eine Anfrage gegen vorra¨tig gehaltenen
alten Datenbasiszusta¨nde. No¨tig wird sie zum Beispiel um die folgen-
de Frage zu beantworten: “Welche Autos haben ihre Geschwindigkeit
bezu¨glich der gerade aktuellen verdoppelt?” Bei einer kontinuierlichen
Anfrage wu¨rde ein Auto, dass zum Anfragezeitpunkt 30 km/h fa¨hrt,
dann erst auf 50 km/h und anschließend auf 70 km/h beschleunigt,
nicht gefunden werden.
Leider reicht zur Beantwortung der persistenten Anfragen, dass Kon-
zept der dynamischen Attribute nicht aus, die Datenbank muss neben
der erwartet Bewegungskurve weitere Informationen speichern.
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2.3.2 Future Temporal Logic — FTL
Nachdem bisher zwei Datenmodelle fu¨r die Modellierung beweglicher Ob-
jekte vorgestellt wurde, fehlt jetzt noch eine ra¨umliche und zeitliche An-
fragesprache. In diesem Abschnitt wird die Future Temporal Logic, die von
Ouri Wolfson im Zusammenhang mit dem MOST-Datenmodell eingefu¨hrt
wurde, vorgestellt.
Der grundsa¨tzliche Anfrageaufbau in FTL sieht wie folgt aus:
RETRIEVE o[, v[, ... ] ]
WHERE Praedikat(o, v, ...)
Neben den traditionellen boolschen Operatoren (AND, OR etc.) stellt FTL
noch die beno¨tigten zeitlichen und ra¨umlichen Operatoren zur Verfu¨gung.
Die wichtigsten ra¨umlichen Operatoren sind DIST, der die Entfernung zwi-
schen zwei Punkten in der Ebene berechnet, und INSIDE, der zuru¨ck gibt, ob
ein Punkt oder ein mobiles Objekt innerhalb eines Polygon ist oder nicht.
Außerdem gibt es noch zwei elementare zeitliche Operatoren: UNTIL und
NEXTTIME. Das Pra¨dikat f UNTIL g ist wahr, falls in irgendeinem zuku¨nfti-
gen Zeitschritt das Pra¨dikat g gu¨ltig ist und aber bis dahin auf jeden Fall f
erfu¨llt ist. NEXTTIME f sagt nur aus, dass im na¨chsten Zeitschritt f erfu¨llt ist.
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jetzt t
jetzt t
Prädikat f nicht erfülltPrädikat f erfüllt
nicht erfülltEVENTUALLY f
erfülltEVENTUALLY f
Abbildung 2.2: Eventually f
Zwei wichtige zeitliche Operatoren lassen sich aus UNTIL ableiten: ALWAYS f
mit der Bedeutung, dass f fu¨r immer gu¨ltig sein muss, damit das Pra¨dikat
wahr ist (siehe Abbildung 2.3) und EVENTUALLY f, dass schon zu wahr wird,
falls irgendwann einmal in der Zukunft f fu¨r mindestens einen Zeitschritt
erfu¨llt ist (siehe Abbildung 2.2).
EVENTUALLY f = wahr UNTIL f
ALWAYS f = not(EVENTUALLY not(f))
Fu¨r diese beiden Operatoren kann der zu betrachtende Zeitraum, durch
Anha¨ngen eines Suffixes eingeschra¨nkt werden. Wa¨hrend die beiden Opera-
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Abbildung 2.3: Always f
toren ALWAYS und EVENTUALLY zur Auswertung noch die gesamte Zukunft
beru¨cksichtigen, kann der Auswertungshorizont dann genauer spezifiziert
werden.
Die drei nu¨tzlichsten Varianten sind: ALWAYS FOR t f (Das Pra¨dikat f muss
fu¨r die na¨chsten t Zeiteinheiten immer erfu¨llt sein), EVENTUALLY WITHIN t f
(Innerhalb der na¨chsten t Zeiteinheiten muss das Pra¨dikat f mindestens in
einer Zeiteinheit erfu¨llt sein) und EVENTUALLY AFTER t f (wobei das Pra¨di-
kat f nach t Zeiteinheiten irgendwann einmal erfu¨llt sein muss).
Beispiele
Zum Abschluss werden die in der Einleitung gestellten Beispielanfragen jetzt
noch in der Future Temporal Logic formuliert:
A1a Welche Lieferwagen befinden sich gerade maximal 500 Meter vom In-
formatikgeba¨ude am Fasanengarten entfernt?
RETRIEVE o
WHERE o.Typ == LKW
AND DIST(o, ’Informatikgebaeude’) <= 500
Da die Anfrage keine zeitlichen Einschra¨nkung hat, wird nur der ra¨um-
liche Operator DIST beno¨tigt.
A1b Welche Lieferwagen befinden sich innerhalb der na¨chsten fu¨nf Minu-
ten maximal 500 Meter vom Informatikgeba¨ude am Fasanengarten
entfernt?
RETRIEVE o
WHERE o.Typ == LKW
AND EVENTUALLY_WITHIN_5min (
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DIST(o, ’Informatikgebaeude’) <= 500 )
Bei dieser Anfrage muss zusa¨tzlich noch eine zeitliche Bedingung ein-
gehalten werden (EVENTUALLY WITHIN 5min).
A2 Welche Lieferwagen werden sich in den na¨chsten 30 Minuten begegnen,
d.h. sich auf 5 Meter einander anna¨hern?
RETRIEVE o, v
WHERE o.Typ == v.Typ == LKW
AND EVENTUALLY_WITHIN_30min (
DIST(o, v) <= 5 )
In der Einleitung wurde ja schon erwa¨hnt, dass dies eine ra¨umliche und
zeitliche Join-Anfrage ist. In FTL kann man diese Tatsache erkennen,
dass zwei Objekte aus der Datenbank wiedergefunden werden sollen
(o und v), die u¨ber DIST(o, v) miteinander verknu¨pft sind.
A3 Welche Lieferwagen sind unbeladen, bis sie das Informatikgeba¨ude am
Fasanengarten erreichen?
RETIREVE o
WHERE o.TYP == LKW
AND o.beladen == falsch UNTIL
( DIST(o, ’Informatikgebaeude’) <= 0 )
Dies ist eine Anfrage, die des elementaren UNTIL-Operators bedarf.
2.4 Zusammenfassung
Dieses Kapitel bescha¨ftigte sich mit dem Problem mobile Objekte effizient
in einer Datenbank zu verwalten.
Nachdem festgestellt wurde, dass traditionelle Datenmodelle und Anfrage-
sprachen dafu¨r ungeeignet sind, wurden zwei Datenmodelle und eine Anfra-
gesprache vorgestellt, die speziell fu¨r die Verwaltung mobiler Objekte entwi-
ckelt wurden. Zum einen war dies das MOST-Datenmodell und die Future
Temporal Logic — FTL, die beide von Ouri Wolfson und anderen entwickelt
wurden. Und zum anderen wurde das Datenmodell von der Gruppe um Luca
Forlizzi vorgestellt, das die Modellierung der Bewegung von Punkte, Linien
und Regionen ermo¨glicht.
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Mit den vorgestellten Ansa¨tzen ist es nun mo¨glich, auch sich sta¨ndig a¨ndern-
de Werte, wie zum Beispiel Positionsinformationen von beweglichen Objek-
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Dieses Kapitel beschreibt, wie ra¨umliche bzw. ra¨umlich-zeitliche Daten ge-
speichert und bearbeitet werden ko¨nnen. Im Beispiel des Speditionsunter-
nehmens des vorherigen Kapitels werden folgende Beispielfragen bearbeitet:
•
”
Welcher Lieferwagen befindet sich innerhalb der na¨chsten 5 min in




Welchen anderen Lieferwagenfahrer werde ich in den na¨chsten 30 Mi-
nuten treffen (um gemeinsam Pause zu machen)?“
•
”
Welche Lieferwagen sind unbeladen bis sie den Fasanengarten erei-
chen?“
Um diese Fragen beantworten zu ko¨nnen, wird eine Indexstruktur beno¨tigt,
die eine entsprechende Speicherung der Transporter ermo¨glicht.
Folgende auf einander aufbauende Indexstrukturen werden in diesem Kapitel
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Im Mittelpunkt stehen folgende Fragen: Anfragen welcher Art ko¨nnen be-
antwortet werden? Wie werden sie beantwortet? Sind die Vorgehensweisen
effizient?




Der B-Baum ist eine der bekanntesten Indexstrukturen zur Speicherung von
großen Datenmengen [BM72]. Es handelt sich hierbei um eine Struktur, bei
welcher der Index hierarchisch aufgebaut ist (Baum). Durch Eigenschaften
wie vollsta¨ndige Ausgeglichenheit, ein Mindestfu¨llgrad der Knoten, Anpas-
sung der Knotengro¨ße an die Pagegro¨ße des Rechnersystem usw. eignet er
sich mit Blick auf Leistung und Skalierbarkeit. Er stellt grundlegende Ope-
rationen wie Einfu¨gen, Lo¨schen und Suchen zur Verfu¨gung. Besonders eine
Variante des B-Baums wird bevorzugt: der B+-Baum. Wa¨hrend der B-Baum
Schlu¨ssel und Daten u¨berall im Baum speichert, enthalten im B+-Baum nur
die Bla¨tter Daten. Die internen Knoten bestehen nur aus Schlu¨sseln zum Fin-
den der Daten. Mit Hilfe einer zusa¨tzliche Verknu¨pfung der Bla¨tter ko¨nnen
die Daten auch sequentiell durchlaufen werden.
Sein Hauptnachteil bezu¨glich der Speicherung und Verarbeitung ra¨umlicher
Daten besteht in der eindimensionalen Indexierung. Eine Speicherung ist
zwar mo¨glich, erfordert aber zusa¨tzliche Anpassungen bei der Speicherung
vor allem mit Blick auf die Verarbeitung.
3.2.2 Beispiel-Anfrage
Um die Beispiel-Anfrage “Welche Transporter befinden sich in der Na¨he des
Fasanengarten?“ aus dem vorherigen Kapitel zu beantworten, ko¨nnte ein B-
Baum wie in Abbildung 3.1 aufgebaut werden. Das Gebiet des Fasanengarten
wird in der Abbildung durch den Ho¨rsaal am Fasanengarten (HSaF) in Form
eines Rechtecks dargestellt.
Die x-Achse wird als Index im Baum gewa¨hlt. Dadurch gibt es aber Pro-
bleme mit Transportern, die den selben x-Wert, aber verschiedene y-Werte
besitzen. Die Anfrage “Welche Transporter befinden sich in der Na¨he des
Fasanengarten?“ kann die bezu¨glich der x-Achse na¨chsten Transporter lie-





Bei der Speicherung von ra¨umliche Daten mit Hilfe eines B-Baums entstehen
viele Probleme, die außerhalb der Struktur gelo¨st werden mu¨ssen, weshalb
sich diese Indexstruktur weniger eignet.
3.3 R-Baum
Um die Nachteile des B-Baums bei der Speicherung ra¨umlicher Daten zu
beheben, wird eine andere Indexierung beno¨tigt. Alle anderen Eigenschaften
sollen mo¨glichst erhalten bleiben.
3.3.1 Beschreibung
Der R-Baum wurde 1984 von Antonin Guttman entwickelt [Gut84], [Sam90].
Er ist eine Erweiterung des B+-Baumes zu einem mehrdimensionalen Index.
Zur ausfu¨hrlichen Beschreibung des R-Baums wird der Begriff des Minimum
Bounding Rectangle (MBR) beno¨tigt.
Definition(Minimum Bounding Rectangle): Ein MBR ist das kleinst
mo¨gliche achsenparallele Rechteck, das ein Objekt oder mehrere Rechtecke
umschließt. Ein Beispiel hierfu¨r findet sich in Abbildung 3.2.
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Abbildung 3.2: MBR
Struktur
Der R-Baum fasst alle Objekte im Raum in ineinander geschachtelten Mi-
nimum Bounding Rectangles, die jeweils in den Bla¨ttern des Baums gespei-
chert werden, zusammen. In der linke Ha¨lfte der Abbildung 3.3 sind die
Transporter T1 und T2 im Rechteck R1 zusammengefasst, welches seiner-
seits im Rechteck R6 einhalten ist. In der Baumstruktur rechts daneben sieht
man, wie dieser Zusammenhang im R-Baum gespeichert wird: R6 zeigt auf
den Knoten, der R1 entha¨lt, und R1 auf den Blattknoten mit T1 und T2.
Abbildung 3.3: Beispiel-R-Baum
Das Kriterium nach dem entschieden wird, in welches Blatt ein Objekt ein-
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gefu¨gt wird, ist die Minimierung der Fla¨che zwischen dem a¨ußeren umgeben-
den MBR und der darin enthaltenen MBRs: Abbildung 3.4 zeigt vier Recht-
ecke, die in einem gro¨ßeren Rechteck liegen. Die Fla¨che, die beim Einfu¨gen
in den R-Baum minimiert werden soll, ist die gestreifte Fla¨che, die zwi-
schen den inneren Rechtecken und dem a¨ußerem Rechteck liegt. So wird ein
einzufu¨gendes Element immer in das Rechteck eingefu¨gt, welches durch die
Einfu¨ge-Operation am wenigsten vergro¨ßert werden muss.
Abbildung 3.4: R-Baum-Ordnungskriterium
Algorithmen
Der R-Baum besitzt analog zum B-Baum die Algorithmen Einfu¨gen und
Lo¨schen:
Einfu¨gen Das Einfu¨ge in den R-Baum ist a¨hnlich zum Einfu¨gen in den
B-Baum: Ein neuer Eintrag wird immer in das passende Blatt eingefu¨gt
(ChooseLeaf). Entsteht ein U¨berlauf wird der Knoten in zwei geteilt (No-
deSplit). Dieser U¨berlauf kann sich mo¨glicherweise nach oben fortsetzen,





Passe den Baum nach oben hin an;
ChooseLeaf Finde einen Blattknoten fu¨r den neuen Eintrag E.
N = Wurzel;
while (N ist kein Blatt)
N = Eintrag in N dessen Rechteck geringste Vergroesserung
benoetigt um E einzufuegen;
return N;
36 KAPITEL 3. INDEXSTRUKTUREN
NodeSplit Teilen eines Knotens. Da die Eintra¨ge des Knotens bestmo¨g-
lich auf zwei neue Knoten aufgeteilt werden sollen, dies durch reines Auspro-
bieren aber exponentiellen Aufwand hat, werden drei Verfahren vorgestellt,
um den Schnitt zu berechnen.
1. Exhausive
Es werden alle Mo¨glichkeiten durchprobiert und die beste gewa¨hlt
(brute force).
Dieses Verfahren muss O(2M ) Aufteilungen berechnen (exponentieller
Aufwand), wobei M die Anzahl der Eintra¨ge in einem Knoten ist. Es
eignet sich nicht fu¨r große Knoten, da es zu langsam ist. Das Verfah-
ren dient hauptsa¨chlich zum Vergleich mit anderen Verfahren, um die
Qualita¨t der Ergebnisse zu messen.
2. Quadratic Cost
Bestimme die zwei Elemente (E1, E2), die das gro¨ßte MBR besitzen.
Diese Elemente bilden den Ursprung der zwei resultierenden Knoten.
Bereche jeweils das MBR von E1 bzw. E2 mit jedem anderen Element.
Wa¨hle das gro¨ßte aus und fu¨ge das Element dem anderen Knoten
hinzu.
Dieses Verfahren versucht die bestmo¨gliche Aufteilung zu finden, kann
diese aber nicht garantieren. Dafu¨r wa¨chst der Aufwand auch nur qua-
dratisch mit der Anzahl der Eintra¨ge im Knoten und linear mit der
Anzahl der Dimensionen.
3. Linear Cost
Bestimme die zwei Elemente (E1, E2), die das gro¨ßte MBR besitzen.
Diese Elemente bilden den Ursprung der zwei resultierenden Knoten.
Fu¨ge die restlichen Elemente zufa¨llig den beiden ausgewa¨hlten hinzu.
Linear Cost ist eine weitere Heuristik, um einen Knoten bestmo¨glich in
zwei zu teilen. Durch die Vereinfachung des zweiten Schritts des Qua-
dratic Cost Verfahrens wa¨chst der Aufwand sowohl mit der Anzahl
der Eintra¨ge in einem Knoten, als auch mit der Anzahl der Dimensio-
nen nur noch linear. Dafu¨r kann die Qualita¨t des Splits sehr schlecht
werden.
Delete Lo¨schen eines Knotens:
Finde den Knoten, der den Eintrag enthaelt;
Loesche den Eintrag;
if (Knotenunterlauf)
loesche den kompletten Knoten und
foege die enthaltenen Eintr{\"a}ge neu ein (Insert);
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3.3.2 Beispiel-Anfrage
Jetzt kann die Beispielanfrage “Welche Transporter befinden sich in der
Na¨he des Fasanengarten?“ besser beantwortet werden. In Abbildung 3.5 ist
der Ho¨rsaal am Fasanengarten (HSaF) eingezeichnet.
Abbildung 3.5: Beispiel-R-Baum
Um einen Transporter in der Na¨he zu finden beginnt der Algorithmus im
Wurzelknoten und schaut mit welchem der in der Wurzel enthaltenen Recht-
eck sich der HSaF u¨berschneidet. Es mu¨ssen alle u¨berschneidenden Eintra¨ge
u¨berpru¨ft werden. Im Beispiel wird nur R6 geschnitten. Nun werden die
in R6 enthaltenen Rechtecke auf U¨berschneidungen u¨berpru¨ft. Im Beispiel
u¨berschneidet R3 den HSaF. Da wir jetzt im Blattknoten angekommen sind,
muss die Entfernung zu allen enthaltenen Transporten berechnet werden, um
den na¨chsten zu finden.
3.3.3 Bewertung
Der R-Baum ist eine Erweiterung des B+-Baumes, die sich sehr gut zur
Speicherung von ra¨umlichen Daten eignet. Anfragen auf diese Daten ko¨nnen
mit Hilfe der Indexstruktur beantwortet werden. Da der R-Baum nur dar-
auf abzielt die Fla¨che der MBRs zu minimieren, vernachla¨ssigt er andere
kritische Eigenschaften der Struktur, wie z.B. die Anzahl und Gro¨ße der
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U¨berlappungen von MBRs. Dadurch verschlechtert sich die durchschnittli-
che Antwortzeit von Anfragen.
3.4 R*-Baum
3.4.1 Beschreibung
Der R*-Baum ist eine Weiterentwicklung des R-Baum [BKSS90]. Er ver-
sucht den R-Baum schneller und effizienter bezu¨glich ra¨umlicher Anfragen
zu machen. Die Unterschiede in der Struktur und in den Algorithmen werden
im Folgenden beschrieben.
Struktur
Zu dem Kriterium des R-Baums (minimale Fla¨che) kommen folgende hinzu:
• Minimiere U¨berlappungen von Rechtecken
Beim R-Baum kann es zur U¨berlappung von MBRs kommen. Bei einer
Anfrage auf einen solchen U¨berlappungsbereich mu¨ssen alle u¨berlap-
penden Rechtecke bearbeitet werden. Dadurch vervielfacht sich der
Aufwand von Anfragen. Dieses Kriterium zielt darauf ab, U¨berlap-
pungen zu vermeiden und somit den Aufwand bei Anfragen mo¨glichst
gering zu halten.
• Minimiere Umfang der Rechtecke
Dieses Kriterium soll die Struktur des Baums verbessern. Quadratische
Objekte ko¨nnen in einem Rechteck besser zusammengefasst werden,
dadurch wird die Fla¨che der umgebenden Rechtecke geringer.
• Optimiere die Speichernutzung
Die Speichernutzung kann verbessert werden, indem der Fu¨llegrad der
Knoten erho¨ht wird. Dadurch wird die Anzahl der Knoten geringer bei
gleicher Datenmenge. So entsteht einer geringere Ho¨he des Baumes,
was sich auf die Geschwindigkeit der Operationen im Baum positiv
auswirkt.
Algorithmen
Die Algorithmen unterscheiden sich in folgenden Teilen:
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ChooseLeaf Wenn der Algorithmus die vorletzte Stufe des Baums erreicht
hat, wird nicht mehr nach der minimalen Fla¨chenvergro¨ßerung, sondern nach
der minimalen U¨berlappung der MBRs gesucht.
Ziel der A¨nderung: Es soll ein Verringerung der U¨berlappungen der Recht-
ecke, welche die zu speichernden Elemente beeinhalten, erreicht werden.
Reinsert Entsteht beim Einfu¨gen ein U¨berlauf, dann wird zuerst das vom
Mittelpunkt des MBRs am entferntesten liegende Element gewa¨hlt und wie-
dereingefu¨gt(mit Insert).
Ziel der A¨nderung: Der Fu¨llegrad der Knoten wird erho¨ht und fu¨hrt zu einer
besseren Speicherauslastung.
SplitNode Entsteht dann wieder ein U¨berlauf, wird nach folgendem Al-
gorithmus geteilt:
Bestimme die Achse, an welcher geteilt werden soll (ChooseSplitAxis).
Bestimme eine Aufteilung der Elemente in zwei Gruppen (ChooseSplitIn-
dex).
Verteile Elemente auf beide Gruppen
ChooseSplitAxis Fu¨r jede Achse:
Sortiere die Eintra¨ge zuna¨chst nach dem unteren, dann nach dem oberen
Wert ihrer Rechtecke und bestimme alle Verteilungen. Berechne die Summe
aller Umfangswerte pro Verteilungen.
Wa¨hle die Achse mit dem minimalen Wert als Splitachse.
ChooseSplitIndex Entlang der gewa¨hlten Achse, wa¨hle die Verteilung
mit dem minimalen U¨berlappungswert.
Falls es mehrere Mo¨glichkeiten gibt, wa¨hle die Verteilung mit minimalem
Fla¨chenwert.
Ziel der A¨nderung: Das Verfahren zum Teilen eines Knoten wurde kom-
plett vera¨ndert. Bei einem direkten Vergleich mit dem NodeSplit-Verfahren
des R-Baums muss beachtet werden, dass die Qualita¨t einer Aufteilung im
R*-Baum von mehreren Kriterien abha¨ngt. Das Verfahren zielt auf eine
Optimierung der Einteilung in zwei Knoten bezu¨glich dieser Kriterien. Der
Aufwand liegt im Bereich von O(M log M), wobei M die Anzahl der Eintra¨ge
eines Knotens ist.
3.4.2 Beispiel-Anfrage
Die Anfragen werden genau wie im R-Baum bearbeitet.
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3.4.3 Bewertung
Der R+-Baum ist eine Weiterentwicklung des R-Baumes in Bezug auf Ge-
schwindigkeit. Er entha¨lt alle Vorzu¨ge des R-Baums und wird deshalb diesem
vorgezogen.
3.5 TPR-Baum
Bisher wurden nur zeitlich unvera¨nderte ra¨umliche Daten betrachtet. Um die
Anfragen aus dem vorherigen Kapitel effizient beantworten zu ko¨nnen, muss
die Indexstruktur unter anderem auch Anfragen bezu¨glich des zuku¨nftigen
Ortes von mobilen Objekten bearbeiten ko¨nnen. Dies war mit den bisherigen
Strukturen nicht mo¨glich.
3.5.1 Beschreibung
Der Time Parameterized R-Baum (TPR-Baum) passt den R*-Baum zur
Speicherung von mobilen Objekten an [SJLL02]. Da die Objekte, wie im
vorherigen Kapitel eingefu¨hrt, als Funktionen gespeichert werden, mu¨ssen
die MBRs jetzt auch als Funktionen gespeichert werden, und zwar pro Seite
eine Funktion.
Abbildung 3.6 zeigt einen TPR-Baum. Wie man sieht, besitzt dieser Baum
genau die selben Elemente und die selbe Struktur, wie der R-Baum von
Abbildung 3.3. Der Unterschied besteht in den Pfeilen, die sich an jedem
Element und an jeder Seite eines Rechtecks befinden. Diese sollen die Rich-
tung und die Geschwindigkeit des entsprechenden Teil, an dem sie sich be-
finden, darstellen. Beispielsweise fa¨hrt T11, T13 nach links und T12 nach
rechts. Deshalb muss sich auch die rechte Seite von R3, welches T11, T12,
T13 entha¨lt, nach rechts bewegen und die linke Seite von R3 nach links, da
sonst einer der Transporter herausfahren wu¨rde. Ebenso mu¨ssen sich auch
die rechte und linke Seite von R6 bewegen. Generell bewegt sich eine Seite
so, dass sich kein Element außerhalb seines umgebenden Rechtecks befinden
kann.
Durch diese Erweiterungen verlieren MBRs ihre Minimalita¨t und werden zu
Bounding Rectangles (BRs), bzw. zu Time Parameterized Bounding Rec-
tangles (TPBRs).
Struktur
Zusa¨tzlich zu den Kriterien des R*-Baums werden nun die Geschwindigkeits-
vektoren der Objekte betrachtet. Dadurch ko¨nnen geringere Geschwindig-
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Abbildung 3.6: TPR-Baum
keitsunterschiede zwischen den Objekten eines Rechtecks erreicht werden,
wodurch sich das Wachstum des Rechtecks verringert.
Wu¨rde in Abbildung 3.6 T12 auch nach links fahren und besa¨ßen alle drei
Transporter die selbe Geschwindigkeit, dann wa¨re das der Idealfall: R3
wu¨rde nicht wachsen. Wu¨rden alle drei Transporter mit unterschiedlichen
Geschwindigkeiten nach links fahren, dann mu¨sste die linke Seite von R3
die Geschwingkeit des schnellsten Transporter besitzen und die rechte die
Geschwindigkeit des langsamsten Transporter. Je a¨hnlicher die Richtungen
und Geschwindigkeiten der Eintra¨ge eines TPBRs sind, desto kleiner bleibt
das TPBR, desto weniger U¨berschneidungen zwischen TPBRs gibt es.
Algorithmen
Der TPR-Baum u¨bernimmt die Algorithmen des R*-Baum, wobei die Funk-
tionen u¨ber die Eigenschaften (z.B. Fla¨chenvergro¨ßerung, U¨berschneidung,
. . .) von TPBRs durch ihre Integrale ersetzt werden. Es wird u¨ber die Zeit
integriert.
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Im Verfahren zum Teilen eines Knoten (NodeSplit) werden bei der Sortie-
rung auch die Geschwindigkeitsvektoren beru¨cksichtigt.
3.5.2 Beispiel-Anfragen
Mit dieser Indexstruktur ko¨nnen alle Anfragen aus dem vorherigen Kapitel
beantwortet werden.
Die Anfrage “Welche Transporter befinden sich in der Na¨he des Fasanen-
garten?“ kann wie im R*-Baum beantwortet werden. Der einzige Unter-




Welcher Lieferwagen befindet sich innerhalb der na¨chsten 5 min in der
Na¨he (Umkreis von 2 km) vom Informatikgeba¨ude am Fasanengarten?“.
Das Anfragefenster Q wird zu einem sich bewegenden Fenster. Es bewegt
sich entlang der Zeitachse. Abbildung 3.7 stellt die Anfrage dreidimensional
dar. Das Anfragefenster Q wird zu einem Rechteck, das entlang der t-Achse
wa¨chst. Die Transporter werden zu Linien. Um die Antwort auf die Anfrage
zu bekommen, muss berechnet werden, welche Linien das Rechteck schnei-
den. Dies sind die gesuchten Transporter: T1, T2, T6 und T7.
Abbildung 3.7: Beispiel-Anfrage 1
Beispiel-Anfrage 2
”
Welchen anderen Lieferwagenfahrer werde ich in den na¨chsten 30 Minuten
treffen (um gemeinsam Pause zu machen)?“ In Abbildung 3.8 werden die
Transporter wieder als Linien im Dreidimensionalen dargestellt. Die Antwort
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auf die Anfrage sind die Linien, welche die
”
Ich“-Linie schneiden: T4 und
T6.
Abbildung 3.8: Beispiel-Anfrage 2
Beispiel-Anfrage 3
”
Welche Lieferwagen sind unbeladen bis sie den Fasanengarten ereichen?“.
Die Bearbeitung dieser Anfrage funktioniert analog zu Beispiel-Anfrage 1.
Jetzt muss noch zusa¨tzlich das Attribut
”
beladen“ gespeichert werden. In
Abbildung 3.9 wird dies durch die Helligkeit der Linie unterschieden. Die
Antwort darf nur die schneidenden Linien enthalten, welche
”
unbeladene“
Transporter darstellen: T7 und T10.
Abbildung 3.9: Beispiel-Anfrage 3
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3.5.3 Bewertung
Der TPR-Baum ermo¨glicht:
• eine effiziente Speicherung von mobilen Daten
Die Daten mu¨ssen nicht bei jeder A¨nderung der Position, sondern nur
bei Geschwindigkeits- und Richtungsa¨nderungen aktuallisiert werden
• die Beantwortung von Anfragen u¨ber die Zukunft
Die Indexstruktur ermo¨glicht zuku¨nftige Orte von mobilen Objekten
zu errechnen.
3.6 Ausschlussregionen
Eine weitere Verbesserung stellen Ausschlussregionen dar [PJ01]. Hierbei
handelt es sich um eine Erweiterung der Anfrageverarbeitung, die den An-
fragebereich einschra¨nkt.
3.6.1 Beschreibung
Es gibt Orte, an denen sich Objekte normalerweise nicht befinden, z.B. bei
Transportern: Seen (ohne Fa¨hre usw.). Bei einer Anfrage in der solche Re-
gionen vorkommen, muss nicht der komplette Bereich abgesucht werden. Die
Anfrage kann in kleinere Anfragen aufgeteilt werden.
Abbildung 3.10: Ausschlussregionen
Abbildung 3.10 zeigt eine mo¨gliche Aufteilung einer Anfrage u¨ber mehre-
ren Ausschlussregionen. Die grauen Rechtecke stellen die Ausschlussregionen
3.7. ZUSAMMENFASSUNG 45
dar. Die urspru¨ngliche Anfrage (fett umrandet) wird in acht kleinere Anfra-
gen aufgeteilt, wobei die Ausschlussregionen, die im Anfragegebiet liegen,
nicht mehr betrachtet werden mu¨ssen.
3.7 Zusammenfassung
Ein U¨berblick u¨ber die vorgestellten Indexstrukturen findet sich in Tabelle
3.1.











































Tabelle 3.1: U¨berblick Indexstrukturen
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Datenbanken beweglicher Objekte aktuell zu halten, ist nicht einfach, da
sich die Lokationen dieser Objekte sta¨ndig a¨ndern und ha¨ufiges Aktualisie-
ren ineffizient ist.
Deshalb wird die Position sich bewegender Objekte im MOST-Datenmodell
durch das Attribut L.value dargestellt, welches den Lokationswert als eine
Funktion der Zeit beschreibt (siehe Thema 4). Dieser Wert beschreibt aber
nicht genau die tatsa¨chliche Position beweglicher Objekte, da Geschwindig-
keitsschwankungen, A¨nderungen des Bewegungsvektors und die Unsicher-
heit der Verfu¨gbarkeit des Aktualisierungsmechanismus Differenzen verur-
sachen.
Fu¨r viele Transportunternehmen, Krankenha¨user, Flugu¨berwachungen oder
Taxizentralen sind exakte Werte aber wichtig, damit sie einen U¨berblick
u¨ber die Verfu¨gbarkeit ihres Fuhrparks haben und planen ko¨nnen.
4.2 Geometrie
Die einzelnen geometrischen Begriffe: Trajektorie, erwartete Position, Karte,
Route, Unsicherheitsschwelle, unsicheres Gebiet, mo¨gliche Bewegungskurve
und Trajektorievolumen werden in Abbildung 4.1 eingefu¨hrt.
Die folgenden Bedingungen sind wichtig fu¨r eine spa¨tere Implementierung
[TWZC02].
Trajektorie Tr / Bewegungsablauf: beschreibt die Position eines be-
weglichen Objektes. Das bewegliche Objekt befindet sich z.B. an der Po-
sition (xi, yi) zum Zeitpunkt ti und bewegt sich wa¨hrend des Zeitverlaufes
[ti, ti+1] mit konstanter Geschwindigkeit auf einer geraden Linie weiter zu
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Abbildung 4.1: Die 2D / 3D Geometrie einer Trajektorie
(xi+1, yi+1). Die Trajektorie kann vergangene und zuku¨nftige Bewegungen
des Objektes darstellen.
Erwartete Position: es wird angenommen, dass ein Objekt den ku¨rzesten
Weg zwischen (xi, yi) und (xi+1, yi+1) nimmt.
Karte: eine Karte ist ein Graph.
Route: Anfang- und Endpunkt sind gegeben, Berechnung des Weges mit
den geringsten Kosten in der Karte durch eine a¨ußere Routine, welche in
den meisten geographischen Informationssystemen vorhanden ist.
Unsichere Trajektorie: (Tr, r) Tr umgeben von r, r ist immer positiv und
gibt die Gro¨ße der Unsicherheitsschwelle an. Aufenthaltsbereich, in welchem
sich das Objekt, laut Datenbank befinden darf. Wenn das Objekt diesen
Aufenthaltsbereich verla¨sst, muss es sich melden (im Bild 4.1 oben, der gan-
ze Schlauch).
Unsicheres Gebiet: die Tr umgeben von r, r ist der Radius, um welchen
das Objekt von der Position (x, y) abweichen darf (im Bild 4.1 unten).
Mo¨gliche Bewegungskurve: stellt mo¨gliche Routen dar, welche ein Ob-
jekt nehmen kann, ohne eine Aktualisierung ta¨tigen zu mu¨ssen, d.h. das
bewegliche Objekt muss sich im unsicheren Gebiet befinden.
Trajektorievolumen: sind alle Punkte (xi, yi) die im unsicheren Gebiet
liegen. Das Trajektorievolumen wird in 2D Unsicherheitszone genannt.
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4.3 MOST / FTL bei Unsicherheit
Das MOST-Datenmodell wird um das Attribut L.maxDeviation erweitert,
welches die Gro¨ße der Abweichung angibt. Dies bedeutet, dass bei einer An-
frage des Standortes eines beweglichen Objekts nicht nur der Datenbank-
eintrag L.value ausgegeben wird, sondern auch die Abweichung, in welcher
sich das Objekt bewegen kann.
Die Abweichung ist die Differenz zwischen dem tatsa¨chlichen Wert des be-
weglichen Objektes zum Zeitpunkt t und dem Lokationswert der in der Da-
tenbank zum Zeitpunkt t gespeichert ist. Eine Aktualisierung von L.value
wird erst vorgenommen, wenn die Abweichung von L.value zum tatsa¨chli-
chen Lokationswert L.maxDeviation u¨bersteigt, siehe Abbildung 4.5.
Ha¨ufige Aktualisierungen sind die Folge einer zu niedrig gewa¨hlten Grenze,
eine zu hoch angesetzte Grenze verursacht gro¨ßere Unsicherheit, da Unsi-
cherheit im Laufe der Zeit steigt. Ungenauigkeit wird in Kauf genommen,
um ha¨ufige Aktualisierungen zu vermeiden, da diese hohe Kosten verursa-
chen. Ein optimaler Wert L.maxDeviation sorgt fu¨r ein gutes Verha¨ltnis
zwischen der Ungenauigkeit und den Aktualisierungen. In der Praxis ist das
Finden eines solchen Wertes jedoch schwierig, wie spa¨ter in Abschnitt 4.5
erkennbar.
Die Muss-Semantik und Kann-Semantik sind Erweiterungen der
FTL-Anfragesprache, sie werden durch die Schlu¨sselworte definitely / pos-
sibly ausgedru¨ckt. Wa¨hrend bei der Muss-Semantik der Bewegungsablauf
des beweglichen Objektes komplett im Anfragebereich liegen muss, reicht
es bei der Kann-Semantik aus, wenn das bewegliche Objekte den Anfrage-
bereich schneidet. Abbildung 4.2 verdeutlicht dies nochmals: Der Anfrager
mit possibly erlaubt “mo¨gliche“ Ergebnisobjekte, wa¨hrend der Anfrager mit
definitely nur
”
sichere“ Ergebnisobjekte zula¨sst, deshalb mu¨ssen hier alle Er-
gebnisobjekte exakt im Unsicherheitsintervall liegen.
Ein Anfragebeispiel, welches die Muss-Semantik ausdru¨ckt, lautet:
• Welche LKWs werden sich mit Sicherheit innerhalb der na¨chsten
5 Minuten dem Informatikgeba¨ude am Fasanengarten auf 2 km an-
na¨hern.
Dies wird in FTL wie folgt abgefragt:
Retrieve LKW
Where definitely_eventually_within_5min
DIST(LKW, Informatikgeb{\"a}ude) <= 2km)
Bei der Kann-Semantik lautet dies entsprechend:
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Abbildung 4.2: Muss-, Kann-Semantik: P ist der Anfragebereich, welchen
das Objekt bei der Muss-Sematik nicht verlassen darf, wenn es als Lo¨sung
ausgegeben werden soll, bei der Kann-Sematik werden auch Objekte ausge-
geben, welche den Anfragebereich nur schneiden.
• Welche LKWs werden sich mo¨glicherweise innerhalb der na¨chsten





(DIST(LKW, Informatikgeb{\"a}ude) <= 2km)
4.3.1 Ra¨umlich, zeitliche Operatoren
In Abbildung 4.3 sind alle ra¨umlich-zeitlichen Operatoren graphisch darge-
stellt. Die einzelnen Bilder zeigen jeweils eine mo¨gliche Bewegungskurve die
den Operator erfu¨llt. Die Region R begrenzt den Anfragebereich und das
bewegliche Objekt darf sich in (Tr, r) aufhalten.
In Folgendem wird beschrieben, welche Bedingungen erfu¨llt sein mu¨ssen, um
die einzelnen Operatoren zu realisieren [TWZC02].
Possibly Sometime Inside ((Tr, r), R, t1, t2):
Es existiert ein Aufenthaltsort, der die Anfrageregion zum Zeitpunkt t ∈
[t1, t2] schneidet.
Sometime Possibly Inside ((Tr, r), R, t1, t2) ist analog.
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Abbildung 4.3: Operatoren fu¨r ra¨umlich, zeitliche Anfragen
Possibly Always Inside ((Tr, r), R, t1, t2):
Zu jedem Zeitpunkt t ∈ [t1, t2] gibt es eine Folge von Aufenthaltspunkten,
die alle im Anfragebereich liegen.
Always Possibly Inside ((Tr, r), R, t1, t2):
Zu jedem Zeitpunkt t ∈ [t1, t2] muss ein Aufenthaltsort existiert, der in der
Anfrageregion liegt.
Ist Possibly Always Inside ((Tr, r), R, t1, t2) erfu¨llt, so ist auch
Always Possibly Inside ((Tr, r), R, t1, t2) wahr. Eine Umkehrung dieser Ei-
genschaft gilt nur bei konvexem Anfragebereich.
Always Definitely Inside ((Tr, r), R, t1, t2):
Zu jeder Zeit t ∈ [t1, t2] muss der Aufenthaltsort des Objektes im Anfrage-
bereich sein.
Definitely Always Inside ((Tr, r), R, t1, t2) ist analog.
Definitely Sometime Inside ((Tr, r), R, t1, t2):
Es existiert ein Zeitpunkt t ∈ [t1, t2], zu welchem der Aufenthaltsort in der
Anfrageregion liegt.
Sometime Definitely Inside ((Tr, r), R, t1, t2):
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Es existiert ein Zeitpunkt t ∈ [t1, t2], zu welchem jeder mo¨gliche Aufent-
haltsort des Objektes im Anfragebereich liegt.
Wenn Sometime Definitely Inside ((Tr, r), R, t1, t2), wahr ist, so ist auch
Definitely Sometime Inside ((Tr, r), R, t1, t2) erfu¨llt, Umkehrung ist analog
oben.
Die Beziehungen der Operatoren sind in Abbildung 4.4 zusammengefasst.
Always Definitely Inside ist die einschra¨nkenste Operation. Wenn sie erfu¨llt
Abbildung 4.4: Beziehungen der ra¨umlich-zeitlichen Operatoren
ist, sind auch alle anderen Operatoren erfu¨llt. Die Pfeile ko¨nnen als Fol-
gerung interpretiert werden, d.h. wenn die obere Operation wahr ist, folgt
daraus, dass die danach folgenden Operatoren auch erfu¨llt sind.
4.4 Indexierung bei Unsicherheit
Indexierung wird beno¨tigt, um effizient nach beweglichen Objekten in ei-
ner Datenbank suchen zu ko¨nnen, so dass nicht alle Lokationen untersucht
werden mu¨ssen. Sie hilft bei der Konstruktion eines geeigneten Raumes, da-
mit die Schnittmenge mo¨glichst effizient gefunden werden kann. In Kapitel 5
wurde die Indexierung ohne Unsicherheit mit den Indices (x, t, v) betrachtet,
in folgendem wird die Indexierung mit Unsicherheit beschrieben, die Indices
werden um den Schwellenwert s erweitert. Dieser Schwellenwert s ermo¨glicht
die Beru¨cksichtigung der jeweiligen Unsicherheitspra¨ferenzen.
Abbildung 4.5 zeigt eine Value Time Indexierung, welche effizient bei ha¨ufi-
gen Anfragen ist [WXCJ98]. Das bewegliche Objekt wird durch die O-Fla¨che
repra¨sentiert. Das Objekt fa¨hrt entlang der y-Achse, (y0, y1) stellt das Un-
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Abbildung 4.5: Value Time Indexierung
sicherheitsintervall zum Zeitpunkt t dar. Der Anfragebereich q ist durch die
dicke senkrechte Linie zum Anfragezeitpunkt t0 gekennzeichnet.
Mo¨gliche Anfragen lauten:
1. Welche LKWs werden sich mit Sicherheit zum Zeitpunkt t0, zwischen
y2 und y3 befinden.
2. Welche LKWs werden sich mo¨glicherweise zum Zeitpunkt t0, zwischen
y2 und y3 bewegen.
Bei der ersten Anfrage muss q den Unsicherheitsbereich des Objektes vo¨llig
u¨berdecken, wa¨hrend bei der zweiten Anfrage ausreicht, wenn q das Objekt
schneidet.
Hier dargestellt: Kann-Semantik, da der Anfragebereich das Unsicherheits-
intervall des Objektes nur schneidet.
4.5 Bestimmung der Grenze L.maxDeviation
Durch Minimierung der Informationskosten wird ein optimaler Wert der
Grenze L.maxDeviaton berechnet.
Die Informationskosten entstehen durch Addition der Abweichungs-, der
Aktualisierungs- und der Unsicherheitskosten.
Die Abweichungskosten bestehen aus der Gro¨ße und der Dauer der Abwei-
chung. Es sind die Kosten, die durch falsche Entscheidungsfindung entste-
54 KAPITEL 4. UMGANG MIT UNSICHERHEIT
hen. Die Abweichung ist die Distanz zwischen tatsa¨chlichem Lokationswert
und dem Lokationswert der in der Datenbank gespeicherten ist (L.value),
sie kann ho¨chstens den Wert L.maxDeviation annehmen. Es ist erkenn-
bar, dass eine kleine Schranke L.maxDeviation geringere Abweichungskos-
ten verursacht als eine groß Schranke, da das Objekt einen eingeschra¨nkteren
Abweichungsspielraum hat.
Aktualisierungskosten entstehen beim Versenden aktueller Lokationsdaten,
es sind z.B Ressourcekosten. Ha¨ufiges Aktualisieren, welches durch Wahl ei-
ner kleinen Schranke L.maxDeviation begu¨nstigt wird, verursacht hohe Ak-
tualisierungskosten. Deshalb sollte L.maxDeviation im Gegensatz zu oben,
bei Minimierung der Aktualisierungskosten mo¨glichst groß gewa¨hlt werden.
Die Unsicherheitskosten ha¨ngen von der Gro¨ße und Dauer der Unsicherheit
ab. Sie entstehen, da ho¨here Unsicherheit weniger Information dem Anfra-
genden u¨berbringt. Zudem werden die Unsicherheitskosten noch gewichtet.
Ein Gewichtungsfaktor u¨ber 1 fu¨hrt zu hohen Unsicherheitskosten, wenn der
Faktor kleiner 1 gewa¨hlt wird sinken sie. Hier spielt die Wahl des Gewich-
tungsfaktor eine gro¨ßere Rolle, als die Wahl des Wertes L.maxDeviation. Da
kleine Werte fu¨r L.maxDeviation durch einen Gewichtungsfaktor gro¨ßer 1,
große Unsicherheitskosten verursacht, wiederum verursacht ein hoher Wert
L.maxDeviation bewertet durch einen Gewichtungsfaktor kleiner 1 gerin-
gere Unsicherheitskosten.
Zusammenfassend, ist aus obigem ersichtlich, dass es schwierig ist, einen
optimalen Wert fu¨r L.maxDeviation zu finden, da sich L.maxDeviation
unterschiedlich auf die einzelnen Kosten auswirkt.
In Abbildung 4.5 ist die anpassbare Abscha¨tzung graphisch dargestellt. Fol-
gendes Szenario beschreibt ein solches Verhalten:
Ein LKW- Fahrer fa¨hrt z.B. von Stuttgart nach Karlsruhe. L.maxDeviation
und seine Geschwindigkeit wurden vor Fahrtbeginn festgelegt. Eine gea¨nder-
te Verkehrssituation erlaubt dem LKW-Fahrer schon nach kurzer Zeit eine
ho¨here Geschwindigkeit als die vorher festgelegte. Dies wird im Schaubild
durch die ho¨here Steigung dargestellt. Wegen der vera¨nderten Geschwin-
digkeit sto¨ßt der LKW nach einiger Zeit an die Grenze L.maxDeviaton,
dieses Ereignis ist durch den Pfeil markiert. Der LKW-Fahrer muss nun
seine Fahrdaten aktualisieren und L.maxDeviation neu berechnen.
4.5.1 Aktualisierungsstrategien
Es gibt drei verschiedene Aktualisierungsstrategien [Obr]. Die
Geschwindigkeitsabscha¨tzung, die anpassbare Abscha¨tzung und die
Abscha¨tzung mit Erkennung von Verbindungsabbru¨chen. Sie unterscheiden
sich durch unterschiedliche Festlegung des Wertes L.maxDeviation.
Bei der Geschwindigkeitsabscha¨tzung wird vor Beginn der Tour
L.maxDeviation einmal festgelegt und nicht mehr vera¨ndert.
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Abbildung 4.6: Anpassbare Abscha¨tzung: L.maxDeviation a¨nderbar
Bei der anpassbaren Abscha¨tzung wird L.maxDeviation bei Erreichung der
Grenze immer wieder neu berechnet. L.maxDeviation ist nach jeder Aktua-
lisierung optimal. Die anpassbare Abscha¨tzung ist besser als die Geschwin-
digkeitsabscha¨tzung und die Erkennung von Verbindungsabbru¨chen, da sie
durch die sta¨ndige Anpassung die geringsten Informationskosten erzeugt.
Die Erkennung von Verbindungsabbru¨chen zeichnet sich dadurch aus, dass
sich L.maxDeviation kontinuierlich verringert, so dass sich nach einem be-
stimmten Zeitablauf das bewegliche Objekt auf jeden Fall melden mu¨sste.
Wenn diese Aktualisierung ausbleibt, schließt die Datenbank daraus, dass
das Objekt sich nicht melden kann, weil es sich z.B. in einem Funkloch
befindet.
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4.6 Domino-Prototyp
Die Implementierung der bisher erkla¨rten Probleme wurde im
Domino-Prototyp verwirklicht [WXCJ98]. Hierbei wurde folgendermaßen
vorgegangen:
Das MOST-Datenmodell und die FTL-Anfragesprache wurden auf Syba-
se oder MS-Access aufgesetzt, somit wurde das Datenbankmanagement-
system um das MOST-Datenmodell und die FTL-Anfragesprache erga¨nzt.
DOMINO arbeitet auf einer zentralen Datenbank. U¨ber eine graphische Be-
nutzeroberfla¨che ko¨nnen Anfragen und Triggers eingegeben werden. Außer-
dem ko¨nnen die Ergebnisse visualisiert werden. Die Triggers, Anfragen und
Antworten werden vom MOST- und FTL-System untersucht und eventuell
vera¨ndert, falls dies notwendig sein sollte. Triggers sind Ereignisauslo¨ser, sie
ko¨nnen die lokale Datenbank feuern und aktualisieren, sobald die Abwei-
chung erreicht wurde. Zudem sorgen sie dafu¨r, dass L.maxDeviation neu
berechnet wird. U¨ber Datenbanktriggers werden Aktualisierungsstrategien
ermo¨glicht. Die Ermittlung der tatsa¨chlichen Position des Objektes erfolgt
u¨ber GPS.
Im Prototyp wurden verschiedene Aktualisierungsstrategien implementiert,
es ko¨nnen aber auch neue Strategien definiert werden.
Außerdem ko¨nnen die verschiedenen Aktualisierungsstrategien analysiert
werden, um spa¨tere Verbesserungen realisieren zu ko¨nnen. U¨ber eine graphi-
sche Benutzeroberfla¨che kann eine Geschwindigkeitskurve eingegeben wer-
den. Danach werden verschiedene Aktualisierungsstrategien simuliert bevor
das System die Informationskosten, die Anzahl der Aktualisierungen, die
Abweichung und die Unsicherheit fu¨r die angegebenen Aktualisierungsstra-
tegien berechnet. Zudem werden Tools fu¨r die Verknu¨pfung und die graphi-
sche Ausgabe der Ergebnisse bereitgestellt.
Abbildung 4.7 zeigt die graphische Benutzeroberfla¨che vom DOMINO - Pro-
totyp. Sie zeigt drei Trajektories in Cook Country, Illinois und einen An-
fragebereich, welcher im Bild grau markiert ist. Dieser Anfragebereich wird





Jede Trajektories entspricht einer Route mit verschiedenen Haltepunkten.
Die Indices neben den Haltestellen geben Eintreffzeitpunkt und Verweildauer
an. Von den drei Tajektories, erfu¨llt nur eine das Anfragekriterium, diese
Trajektorie ist durch einen Kreis markiert. Die anderen beiden schneiden
den Anfragebereich entweder nicht oder zur falschen Zeit[TWZC02].
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Abbildung 4.7: Graphische Benutzeroberfla¨che von DOMINO
4.7 Weitere Konzepte
In diesem Kapitel gilt folgendes neues Szenario:
Ein LKW-Fahrer fa¨hrt auf der A8 von Karlsruhe nach Stuttgart. Er hat ein
intelligentes Computersystem an Bord, welches die Kommunikationsschnitt-
stelle zwischen LKW und Kontrollcenter darstellt.
1. Anfrage: Wo gibt es Rastpla¨tze?
Der Computer gibt daraufhin alle Rastpla¨tze mit Restaurant auf dieser Stre-
cke aus.
2. Anfrage:Wann ist die Rast am besten? Vor oder nach der na¨chsten Stadt,
um Verkehrsandrang zu vermeiden.
Um diese Anfrage beantworten zu ko¨nnen, muss das Kontrollcenter aktuel-
le Informationen u¨ber die zuku¨nftige Verkehrslage haben, um Vorhersagen
ausfu¨hren zu ko¨nnen. Das Kontrollcenter kann dies aber nur, wenn sich alle
Verkehrsteilnehmer, bevor sie den Service anfragen, registrieren, d.h. ihren
Fahrplan angeben, ansonsten ist eine Vorhersage schwierig.
Die beweglichen Objekte sind Abbildung 4.8 als Linienabschnitte gezeich-
net. Das Rechteck stellt die Anfrageregion dar, hier ist R ([t1, t2] ∗ [y1, y2]).
Eine mo¨gliche Anfrage lautet:
Gebe alle Objekte aus, welche in einem bestimmten Bereich in der Zukunft
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sind, hier: gebe alle Objekte aus, welche zwischen t1 und t2 sich im Bereich
[y1, y2] befinden.
Bevor Anfragen an die Datenbank gestellt werden, muss noch die Annahme
getroffen werden, dass bewegliche Objekt ihre A¨nderungen selbst anzeigen.
Abbildung 4.8: Anfrage an zuku¨nftige Verkehrslage: Darstellung der Objekte
als Linienabschnitte, Anfragebereich R = ([t1, t2] ∗ [y1, y2])
Bei dieser Modellierung spielen die folgenden vier unabha¨ngigen Variablen





Es gibt zwei Modelle, durch welche die bestmo¨gliche Konfiguration der Va-
riablen gefunden werden kann, um eine effiziente Indexstruktur zu erhalten.
Das erste Modell ist das so genannte Modell mit 2 Freiheitsgraden, das zwei-
te Modell das SV-Modell [DCAEA01].
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4.7.1 Modell mit 2 Freiheitsgraden
Beim Modell mit 2 Freiheitsgraden ko¨nnen zwei der vier Variablen variie-
ren, die anderen Variablen sind fest. Es ko¨nnen daher sechs verschiedene
Kombinationen der vier Variablen erzeugt werden.
Abbildung 4.9: Modell mit 2 Freiheitsgraden
Im na¨chsten Abschnitt wird nun die Kombination aus Ziel(e) und Startzeit
(ts) variieren, Startposition(s)(s = 0) und Anfangsgeschwindigkeit (vs) sind
konstant, beschrieben.
Abbildung 4.9 zeigt im linken Bild den Originalraum und im rechten Bild
das Ergebnis des Modells. Durch folgende Rechnung wird der Originalraum
auf den Ergebnisraum abgebildet.
Betrachte das linke Bild. Die beweglichen Objekte starten alle an der Start-
position y0 und sie haben alle dieselbe Steigung, da die Geschwindigkeit
konstant ist. Nun wird berechnet, welche Bedingungen die Objekte erfu¨llen
mu¨ssen um das Anfragerechteck (Region in der Zukunft) zu schneiden. tul,
ist der t - Achsenabschnittspunkt der Linie, welches den Punkt (t1, y2) des
Anfragerechteckes schneidet und tlr ist der t - Achsenabschnittspunkt der
Linie, welche durch den Punkt (t2, y1) geht.
Wenn das Anfragerechteck geschnitten werden soll, muss der t - Achsen-
abschnittspunkt gro¨ßer oder gleich tul und kleiner oder gleich tlr sein. Da
Objekte die zu einem fru¨heren oder spa¨teren Zeitpunkt starten das Anfra-
gerechteck nicht mehr schneiden.
Indexierung erfolgt nach Jagadisch[DCAEA01] durch die so genannte Glei-
chung der unendlichen Linie sie wird um das Liniensegment, welches durch
den Punkt (t1, y2) geht erweitert. Daraus folgt y − y2 = v0(t − t1) tausche
nun (t, y) gegen (tul, 0) mit (s = 0), daraus folgt 0− y2 = v0(tul − t1) durch
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Umstellung wird tul = t1 − y2/v0 erzeugt, dies ist die Ergebnisgerade, sie
ist im linken Bild eingezeichnet. Analoge Anwendung auf den Punkt (t1, y1)
ergibt tlr = t1 − y1/v0.
Betrachte nun den Zielort(e) genauer, tll und tlr sind die Liniensegmente,
welche die horizontale Linie des Anfragerechteckes zwischen t1 und t2 schnei-
den. Der Zielort muss gro¨ßer als y1 sein, diese Bedingung reicht aus um das
Rechteck zu schneiden. Wenn y1 nicht geschnitten wird, so wird der Anfra-
gebereich nicht erreicht. Auch diese Gerade y1 schra¨nkt den Ergebnisraum
ein und ist somit im linken Bild eingezeichnet.
Zum Schluss wird noch die vertikale Linie t1 des Anfragerechteckes zwischen
tulund tll untersucht. Um diese Linie zu schneiden, muss der Startzeitpunkt
des Objektes zwischen tulund tll liegen. Auch hier wird analog oben in-
dexiert, die Gleichung der unendlichen Linie wird um das Liniensegment
erweitert, welches (t1, e) schneidet, daraus folgt y − e = v0(t− t1) nun wird
(t, y) gegen (ts, 0) getauscht und der Wert e der Linie am Punkt t1 ist
e = v0 ∗ ts + v0 ∗ t1. Wenn wir die bisherigen Geraden um diese erweitern
erhalten wir den kompletten Ergebnisraum der Anfrage. Er ist nicht ganz
rechteckig, dies veranlaßt zur Kritik an diesem Modell, da rechteckige An-
fragebereiche fu¨r die Ba¨ume aus Kapitel 5 wichtig sind.
4.7.2 SV-Modell
Beim SV Modell werden alle Variablen analysiert, um eine angemessene
Konfiguration und Indexstruktur zu bekommen. In Folgendem wird eine
angemessene Konfiguration unseres Anfangsbeispiels erstellt. Die Startposi-
tion(s) kann ohne Einschra¨nkung des Problems auf s = 0 gesetzt werden,
da durch Transformation der Startzeit(ts) nach newTs = −s/(v0 + ts) die
beweglichen Objekte mit den verschiedenen Startpositionen so repra¨sentiert
werden, als wu¨rden sie bei s = 0 beginnen. Diese Transformation verursacht
jedoch Overhead.
Erkla¨rung anhand folgendem Beispiel: Annahme, Objekt m mit s = 10 wird
durch newTs = 0, transformiert auf s = 0, nun sollen alle Objekte ausgege-
ben werden, welche eine Startposition zwischen 3 und 5 haben.
Das Objekt m ist Teil der Lo¨sung der Anfrage, obwohl m eigentlich noch
gar nicht existiert. Deshalb wird Filtertechnik bei Anfragen an die Vergan-
genheit beno¨tigt.
Eine Konvertierung von variierendem Ziel zu festem Ziel verursacht ein noch
komplexeres Problem, deshalb la¨sst man das Ziel variabel, dies setzt aber
voraus, dass die Anfangsgeschwindigkeit v0 konstant gesetzt werden muss.
Dies ist aber keine große Beschra¨nkung unseres Problems, da Autos nur eine
begrenzte Anzahl an Geschwindigkeiten annehmen ko¨nnen. Es werden meh-
rere Instanzen von fixen Geschwindigkeiten gebildet. Die Objekte werden
dann den jeweiligen Instanzen zugeteilt. Sollte ein Objekt in keine Instanz
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passen, wird es in die a¨hnlichste Instanz gepackt und einfach o¨fters aktuali-
siert.
Das Ergebnis des Beispieles ist die Kombination, welche beim Modell mit 2
Freiheitsgraden beschrieben wurde. Es ist einem Rechteck am a¨hnlichsten.
4.8 Zusammenfassung
Wie bereits erwa¨hnt, mu¨ssen Benutzer von Datenbanken, in welchen Lo-
kationen beweglicher Objekte gespeichert werden, mit Ungenauigkeit rech-
nen. Die Datenbank ermo¨glicht aber durch das Attribut L.maxDeviation
eine gewisse Einschra¨nkung der Unsicherheit auf ein bestimmtes Gebiet.
L.maxDeviation kann durch die Wahl der verschiedenen Aktualisierungs-
strategien: Geschwindigkeitsabscha¨tzung, anpassbare Abscha¨tzung und Er-
kennung von Verbindungsabbru¨chen individuell aktualisiert werden. Ein op-
timaler Wert fu¨r L.maxDeviation wird durch die Minimierung der Informa-
tionskosten berechnet. Außerdem ko¨nnen die Anfrager durch die verschiede-
nen Anfrageoperatoren aus Abschnitt 4.3.1, den Genauigkeitsgrad der Ant-
wort festlegen. Bei der Indexierung spiegelt sich die Unsicherheit im Schwel-
lenwert s wieder, welcher die Objektfla¨che vergro¨ßert. Anfragen an zuku¨nf-
tige Verkehrssituationen haben wir in Abschnitt 4.7 kennen gelernt, wichtig
hierbei ist Registrierung, da ansonsten Vorhersagen schwierig geta¨tigt wer-
den ko¨nnen. Das Modell mit 2 Freiheitsgraden und das SV-Modell hilft bei
der Berechnung einer geeigneten Indexstruktur.
4.9 Bewertung und Ausblick
Wie mit Unsicherheit umgegangen wird liegt letztendlich beim Klienten der
Datenbank. Wieviel Wert er auf Sicherheit legt, kann er wie oben erwa¨hnt,
durch die Schranke L.maxDeviation festlegen und auch auf die Informati-
onskosten kann er durch die Wahl des Gewichtungsfaktors Einfluss nehmen.
Weitere Anwendungsgebiete sind die Erstellung digitaler Schlachtfelder,
Wettervorhersagen, Touristenservice, Mobile Telefonbenutzer, Transport-
und Flugu¨berwachungen. Durch Abfrage zuku¨nftiger Positionen ko¨nnen z.B.
nicht feindliche Helikopter erkannt werden, Vorhersagen fu¨r den Zeitbedarf
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In der heutigen Informationstechnologie (IT) sind Datenbank-Management-
Systeme (DBMS) zu einem sehr wichtigen Bestandteil geworden. Neben
großen, kommerziellen Anbietern wie Oracle, IBM oder Microsoft haben
sich mittlerweile auch freie Systeme wie PostgreSQL und MySql durchge-
setzt. Wenn man versucht zu erkla¨ren, warum DBMS eine derart wichtige
Rolle in der IT spielen, werden Themen wie Ausfallsicherheit und langfristige
Speicherung dazu geho¨ren.
Durch die zunehmende Globalisierung werden aber neben diesen grundle-
genden Eigenschaften auch andere Funktionen wichtig. Es ist keine Selten-
heit, dass selbst mittelsta¨ndische Unternehmen eine Außenstelle in Amerika
haben. Auch neue betriebswirtschaftliche Methoden wie Supply Chain Ma-
nagement (SCM) fordern immer mehr Leistung von Datenbanken, die die
schon angesprochenen, lokalen Datenbanken leisten ko¨nnen.
Weltweite Verteilung von Datenspeichern ist aber nicht nur aus unterneh-
merischer Sicht eine interessante Perspektive und wu¨nschenswert, sondern
betrifft auch den
”
Normalbu¨rger“ in einer immer mobiler werdenden Ge-
sellschaft. Es wird immer wichtiger, Daten am heimischen Computer abzu-
speichern und diese dann an einem anderen Ort wieder abzurufen, ohne auf
Datentra¨ger zuru¨ckgreifen zu mu¨ssen.
65
66 KAPITEL 5. WELTWEIT VERTEILTE DATENBANKEN
5.1.2 OceanStore
Die von der University of California in Berkley implementierte, weltweit
verteilte Datenbank tra¨gt den Namen OceanStore und ist eine Referenzent-
wicklung die sich derzeit noch im Aufbau befindet. Aktuell sind laut [Kub03]
98 Computer in 42 Institutionen in Nordamerika, Australien und Europa im
Einsatz. Jedoch konzentriert man sich auf die Skalierbarkeit und die Aus-
fallsicherheit des Systems.
5.2 Verteilung von Daten weltweit
5.2.1 Was wird beno¨tigt
Das weltweite Verteilen von Daten stellt an die Entwicklung besondere An-
spru¨che und entha¨lt einige Hu¨rden, die die Entwicklungen lokaler Datenban-
ken nicht kennen. In der lokalen Welt besitzen sie einen zentralen Rechner,
auf den sie im besten Fall sogar physisch zugreifen ko¨nnen. Dieser Rechner
besitzt eine Platte, auch wenn diese eine Platte aus einem Redundant Array
of Independant1 Disks (RAID) besteht. Im Normalfall ist der Rechner in
ein Local Area Network (LAN) eingebunden, von dem aus Anwendungen
und Endbenutzer auf den Datenbestand zugreifen. Diese Voraussetzungen
bestehen bei der weltweiten Verteilung nicht. Es ist sogar wu¨nschenswert,
dass man nicht einmal Rechner, die an dem System teilnehmen kennen oder
sogar vertrauen muss.
Da man, wie gesagt, nicht auf die Annehmlichkeiten verzichten will, sollte
die Datenbank Lokalita¨t der Daten gewa¨hrleisten; das aber an jedem Ort
weltweit. Des Weiteren muss sie Ausfall- und Datensicherheit trotz unsi-
cherer Komponenten bieten. Natu¨rlich ist es ebenfalls wichtig, selbst bei
konkurrierenden Zugriffen die semantische und syntaktische Korrektheit zu
garantieren. Wenn man sich den Katalog der Forderungen ansieht, wirkt ein
solches System unmo¨glich.
5.2.2 Identifikation der Daten
Die erste und grundlegendste Aufgabe besteht nun darin, die gespeicher-
ten Daten weltweit eindeutig identifizierbar zu machen. Dazu sollte zuerst
daru¨ber nachgedacht werden, wie viele Daten man eigentlich eindeutig be-
nennen muss, um herauszufinden wie genau dieser Name auszusehen hat.
Wenn wir davon ausgehen, dass wir weltweit ungefa¨hr 1010 Benutzer zu
1Die fru¨here Bezeichnung lautet
”
Inexpensive“, da die urspru¨ngliche Idee war Kosten
durch preiswertere Hardware zu senken und trotzdem die Sicherheit zu erho¨hen
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bewa¨ltigen haben, von denen jeder einzelne 1.000 Datenobjekte speichern
will, kommen wir auf eine Gesamtzahl von 1014 Objekten.
Eine Mo¨glichkeit bestu¨nde nun in der zentralen Vergabe von fortlaufenden
Nummern. Dieser Ansatz ist jedoch unpraktikabel, da wir dafu¨r speziel-
le Server in der Systemarchitektur bereitstellen mu¨ssen, die diese Aufgabe
erfu¨llen. Zum einen schra¨nkt das natu¨rlich die Ausfallsicherheit des gesam-
ten Systems ein und außerdem ha¨tte man damit nur den
”
schwarzen Peter“
an den Server fu¨r die Nummernvergabe weitergereicht. Dem obliegt es in
diesem Ansatz die weltweite Eindeutigkeit zu wahren.
Besser ist es, einen Raum zu definieren, in dem jeder Server von sich aus
einen eindeutigen Namen finden kann. Die Frage, die uns nun bescha¨ftigt
ist: Wie muss ein solcher Raum aussehen?
Mit Sicherheit ist es sinnvoll die Menge der Bina¨rzahlen als Grundmenge zu
benutzen. Weiterhin muss der Raum so groß sein, dass es auch mit einem
relativ simplen Algorithmus mo¨glich ist, einen eindeutigen Namen zu finden.
Wu¨rden wir Namen mit variabler La¨nge zulassen, ha¨tten wir das Problem
herauszufinden, ob es in unserem Universum ein Pra¨fix unseres Objektes
gibt, oder ob wir einen Pra¨fix eines anderen Objekts gefunden haben. Daraus
ergibt sich ein Aufwand von o(log n) bei einer optimalen Datenstruktur.
Wahrscheinlicher ist jedoch ein Aufwand von O(n2).
Es ist offensichtlich, dass man sich damit unno¨tige Komplexita¨t auferlegt.
Viel besser wa¨re ein Raum aus Bina¨rzahlen fester La¨nge. Damit vereinfa-
chen wir unser Problem dazu eindeutige Zahlen in einer Menge von Zahlen
zu finden, dass allgemein als Hashing bekannt ist. Dafu¨r gibt es schon eini-
ge Algorithmen wie zum Beispiel den SHA-1 Algorithmus. Dieser generiert
aus einer Datenmenge variabler La¨nge einen Datenblock fester La¨nge. Laut
[Kub01] besitzt ein mit SHA-1 generierter Name von 160 Bit eine Wahr-
scheinlichkeit von 20−20, dass zwei Objekte denselben Schlu¨ssel bekommen.
Dieser Algorithmus ist effizient und kann unabha¨ngig berechnet werden.
In OceanStore werden als Eingabedaten fu¨r den Algorithmus die Objekt-
daten benutzt, die zuvor vom Benutzer verschlu¨sselt worden sind. Diese
Methode besitzt demzufolge einige Seiteneffekte. So a¨ndert sich der Name
eines Objektes sobald sich die Daten a¨ndern, was weiterhin eine Verwaltung
der veralteten Objekte nach sich zieht.
5.2.3 Finden des Speicherorts
Obwohl nun bekannt ist, wie die Objekte eindeutig benannt werden, besteht
ein weiteres Problem darin herauszufinden, wo die Objekte gespeichert oder
wieder gefunden werden. Wie bereits bei der Suche nach einem geeigneten
Algorithmus fu¨r die Namensvergabe, ist es auch beim Routing wu¨nschens-
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wert, dass Knoten autark entscheiden ko¨nnen, welcher Server das Objekt
besitzt und wohin eine Nachricht weitergeleitet werden muss.
Ein Ansatz, der in vielen Systemarchitekturen verfolgt wird ist die Verwen-
dung eines Verzeichnisdienstes, der zentral die Zuordnung von Objektname
und Speicherort verwaltet. Dieser Ansatz ist jedoch wenig praktikabel, da
erstens eine sehr hohe Last auf wenigen Servern entsteht und man bei einer
Verteilung auf mehrere Server eine verteilte Datenbasis beno¨tigt und wir
uns somit im Kreis drehen wu¨rden.
OceanStore verwendet einen Dienst, der einen Aufsatz auf TCP/IP dar-
stellt und das Routing u¨bernimmt. Dieser Dienst heißt Tapestry und ist eine
Peer-To-Peer (P2P) Routingarchitektur, die die gewu¨nschten Anforderungen
erfu¨llt. Der Vorteil ist, dass Tapestry denselben Namensraum verwendet wie
der Algorithmus zur Namensvergabe. Damit kann man die Objekte auf den,
dem Namen entsprechenden, Serverknoten ablegen und kann lokal entschei-
den.
Knotennamen werden unter Tapestry als eine Zeichenkette aus Zahlen ver-
standen. Wenn man nun jede Zahl dieser Zeichenkette als Ebene auffasst,
kann man nach [Kub00a] folgende Aussagen treffen:
• Es gibt eine Zeichenkette α bestehend aus Zahlen zur Basis b, die den
Knoten A identifiziert
• Es gibt Pra¨fixe β von α derart, dass β ◦ δ ≡ α. Wobei |β| die La¨nge
von β bezeichne und β ∈ b|β|, δ ∈ b(|α|−|β|−1)
• Fu¨r jeden Pra¨fix β ◦ j mit j ∈ [0, b − 1] gibt es eine Menge NAβ,j von
Nachbarknoten zu A deren Bezeichner den Pra¨fix β ◦ j mit A teilen
• jeder Knoten A besitzt b Tabellen der Form NAβ,j
• NAβ,j ist nach oben durch R > 1 beschra¨nkt (d.h. |N
A
β,j | < R)
Wenn l = |β| + 1 die Ebene des Routings angibt, dann besteht der Algo-
rithmus darin, dass sukzessiv jede Stelle k = 0 . . . |α| von Knoten zu Knoten
u¨ber die jeweilige Menge NAβ,j der Ebene l aufgelo¨st wird. Durch die Anwen-
dung dieses Algorithmus kann unabha¨ngig von den Knoten der Prima¨rkno-
ten eines Datenobjektes sowohl bei der Speicherung als auch beim Suchen
bestimmt werden.
Wie man leicht erkennen kann, besteht mit diesem Algorithmus zwar die
Mo¨glichkeit der deterministischen Wegewahl, jedoch werden die Daten wahr-
scheinlich in den seltensten Fa¨llen in der Na¨he zu liegen kommen. Außerdem
speichert nur ein Rechner die Daten, was zu Lasten der Ausfallsicherheit
geht, da ein
”
Single Point of Failure“, also eine singula¨re Fehlerquelle, be-
steht.
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Abbildung 5.1: Ebenenverweise eines Knotens
Um diese Nachteile zu beseitigen wird zugelassen, dass sich zu einem Zeit-
punkt mehrere identische Datenobjekte im System auf verschiedenen Knoten
befinden. Dazu wird das prima¨re Datenobjekt repliziert und auf beliebigen
Servern abgelegt. Diese Vorgehensweise zieht, obwohl sie das Problem der
Lokalita¨t lo¨st, neue Probleme mit sich:
1. Woher ist der Speicherort des Replikats bekannt
2. Wie viele Replikate sind optimal
3. Was passiert mit den Replikaten, wenn die Daten veraltet sind
Auf den letzten Punkt wird in einem der folgenden Kapitel eingegangen,
weshalb hier nur die ersten zwei Punkte na¨her erla¨utert werden. Die Frage
nach der Bekanntheit des neuen Speicherorts ergibt sich aus der Vorausset-
zung, dass Repliken des Prima¨robjektes auf beliebigen anderen Knoten zu
liegen kommen ko¨nnen.
Wenn ein Replikat auf einem Server erstellt wird, so mu¨ssen die aktuellen
Daten vom Prima¨rknoten bezogen werden. Dazu wird nach dem oben vorge-
stellten Verfahren der Prima¨rknoten aufgesucht und auf jedem Zwischenk-
noten ein Verweis auf den Knoten gesetzt, der das Replikat anfordert. Somit
ist sichergestellt, dass das Replikat wieder gefunden werden kann. Um nun
auch wirklich ein Replikat, das sich in der Na¨he befindet zu finden, wird
der Routingalgorithmus um eine vorgelagerte Abfrage erweitert, die als ers-
tes pru¨ft, ob es einen Knoten gibt, der sich in der Na¨he befindet und ein
Replikat besitzt. Wenn dem so ist, wird dieses anstatt dem Prima¨robjekt
aufgesucht. Andernfalls wird das urspru¨ngliche Verfahren fortgesetzt.
Die Frage nach der optimalen Anzahl der Replikate kann niemand besser
beantworten als das System selbst. Am praktikabelsten wa¨re es, wenn Re-
plikate nach Bedarf erzeugt und wieder verworfen werden. Wenn man nun
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Abbildung 5.2: Einfu¨gen und Abfragen von Replikaten
von einem Server ausgeht, der diverse Anfragen nach einem bestimmten Ob-
jekt bekommt, das er selbst nicht speichert, so wird er die Anfragen an den
entsprechenden Server weiterleiten mu¨ssen. Kommen mit der Zeit mehr An-
fragen, die der Server nicht mehr in akzeptabler Zeit beantworten kann, mag
es besser sein das Objekt lokal vorra¨tig zu haben und die Anfragen direkt
mit diesem Objekt zu beantworten. Das heißt, dass man u¨ber Quality of
Service Parameter eine dem Knoten entsprechende Metrik bestimmen kann,
mit der Objekte sowohl erzeugt als auch wieder gelo¨scht werden sollen.
5.2.4 Daten aktualisieren
In diesem Abschnitt wird die letzte, noch unbeantwortete Frage aus dem
vorigen Abschnitt wieder aufgegriffen. Ru¨ckwirkend betrachtet besteht das
Problem der Datenaktualisierung nun nicht mehr nur, wie anfangs beschrie-
ben darin, dass eine A¨nderung der Daten eine A¨nderung der Objektidentita¨t
bewirkt. Wie gerade gesehen mu¨ssen auch die Replikate von einer Aktua-
lisierung der Daten in Kenntnis gesetzt werden, um Anfragen nicht mit
veralteten Daten zu beantworten.
Es soll an dieser Stelle erneut auf die Wichtigkeit des Prima¨rknotens hin-
gewiesen werden. Wenn man das Konzept des Prima¨rknoten zu einem Pri-
ma¨rverband erweitert, erha¨lt man somit eine weitere Verbesserung der Aus-
fallsicherheit. Da nun nicht mehr lediglich ein Knoten fu¨r die Speicherung
der Daten verantwortlich ist, kann ein Objekt nicht mehr aufgrund eines
einzelnen Servers ausfallen.
Durch diese Maßnahme entsteht jedoch zusa¨tzlicher Aufwand an Kommuni-
kation, da die Datena¨nderung bei konkurrierendem Zugriff serialisiert wer-
den muss. Fu¨r dieses Unterfangen mu¨ssen sich alle Knoten des Prima¨rver-
bunds auf eine endgu¨ltige Reihenfolge der Aktualisierung einigen. Hierzu
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kann man einen aufwa¨ndigen und langsamen Algorithmus billigend in Kauf
nehmen, da es sich bei diesem Prima¨rverbund um verha¨ltnisma¨ßig wenige
Knoten handelt.
In der OceanStore-Architektur wird ein
”
byzantine agreement protocol“
verwendet, mit dem es mo¨glich ist, dass sogar unsichere Server in einem
Prima¨rverbund teilhaben ko¨nnen. Bei diesem Protokoll werden m Einga-
bedaten in n mit n > m Dateneinheiten transformiert, von denen aus m
Dateneinheiten wieder das Originaldatum hergestellt werden kann.
Damit wa¨re gekla¨rt, wie man die Korrektheit einer Aktualisierung sicher-
stellt. Jedoch besteht weiterhin das Problem die Replikate auf den aktuellen
Stand zu bekommen. Aus diesem Grund werden Aktualisierungsanfragen
nicht ausschließlich an den Prima¨rverbund gesendet sondern zusa¨tzlich noch
an beliebige weitere Replikate. Diese Replikate verbreiten den Verfall unter-
einander, wa¨hrend der Prima¨rverbund u¨ber die richtige Aktualisierungsstra-
tegie befindet. Danach werden die Objekte an die entsprechenden Knoten
anhand der Verweiskette verteilt.
Bis jetzt wurde vieles u¨ber Aktualisierungsstrategien gesagt, jedoch wur-
de noch nicht erwa¨hnt wie diese Daten aussehen. Im Falle von OceanStro-
re sind die Daten in Blo¨cke unterteilt, und da OceanStore von unsicheren
Knoten ausgeht haben wir gesehen, dass die Daten auf dem Dienstnehmer
verschlu¨sselt werden. Wenn die Daten aber verschlu¨sselt sind, hat dies Kon-
sequenzen fu¨r die Aktualisierung, da die Knoten keinerlei Pru¨fungen auf
den Daten vornehmen ko¨nnen. Folglich mu¨ssen die Aktualisierungen in ver-
schlu¨sselter Form stattfinden ko¨nnen. [Kub00b] machen acht Operationen
aus, die fu¨r OceanStore relevant fu¨r Aktualisierungen sind:
compare-version Vergleichen von Versionen zweier verschlu¨sselter
Blo¨cke
compare-size Gro¨ßen von Blo¨cken vergleichen
compare-block Vergleich auf Gleichheit verschlu¨sselter Blo¨cke
search Suchen nach einer verschlu¨sselt u¨bergebenen Zeichen-
kette in einem Block
Damit diese Operationen zur Verfu¨gung gestellt werden ko¨nnen, werden in
[Kub00b] verschiedene Dinge vorausgesetzt, unter anderem, dass eine Ver-
schlu¨sselung gewa¨hlt wird, die
”
positionsabha¨ngige Chiffren“ bereitstellt.
Damit kann das System zu den Datenobjekten Metadaten speichern, die ein
compare-block u¨berhaupt erst zulassen.
Wenn wir der Reihe nach durchgehen, werden wir feststellen, dass ein com-
pare-version und ein compare-size eine einfache Operation auf den unver-
schlu¨sselten Metadaten darstellt. Die etwas kompliziertere Operation com-
pare-block wird durch die angeforderten Voraussetzungen ebenfalls verha¨lt-
nisma¨ßig einfach, indem der Dienstnehmer nun einfach einen verschlu¨sselten
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Block sendet, den er verglichen haben will. Das Thema search haben un-
ter anderen [Bri04] behandelt und Mo¨glichkeiten vorgestellt, verschlu¨sselte
Daten zu durchsuchen.
[Kub00b] stellen noch vier weitere Operationen vor
replace-block Ersetzen eines verschlu¨sselten Blocks durch einen
neuen
insert-block Einfu¨gen eines zusa¨tzlichen verschlu¨sselten Blocks
delete-block Lo¨schen eines beliebigen verschlu¨sselten Blocks
append Anha¨ngen eines verschlu¨sselten Blocks
Sowohl replace-block als auch append seien genau wie compare-block einfach
mit Hilfe der unverschlu¨sselten Metadaten anzubieten. Fu¨r insert-block und
delete-block stellen sie Verfahren vor, die die Daten in zwei Teile, einen Da-
tenteil und einen Indexteil, aufspalten. Fu¨r das Einfu¨gen oder das Lo¨schen
mu¨sse man somit lediglich Referenzen der Indexblo¨cke auf die Datenblo¨cke
anpassen. Sie betonen jedoch, dass der Bereich des A¨nderns von Daten zur
Zeit noch Gegenstand vieler Untersuchungen wa¨re. Meiner Meinung nach
kann diese Vorgehensweise so auch nicht in das System einfließen, da es
sonst eine Mo¨glichkeit ga¨be Daten in dem System zu a¨ndern, ohne die Ob-
jektidentita¨t anpassen zu mu¨ssen. Diese Tatsache widerspricht aber der ein-
gangs erwa¨hnten Strategie der Generierung von Objektidentifikatoren und
der deterministischen Routingstruktur.
5.2.5 Sicherheit
Das letzte Thema, das in dieser Arbeit angesprochen werden soll, widmet
sich der Authentizita¨t von Daten und der Autorisierung des Zugriffs. Diesen
zwei zentralen Punkten beim Entwurf einer Mehrbenutzerdatenbank soll-
te eine besondere Aufmerksamkeit entgegen gebracht werden. OceanStore
bewa¨ltigt diese Aufgabe mit sehr einfachen aber effektiven Mitteln und soll
deshalb als Fallbeispiel fu¨r unsere U¨berlegungen Pate stehen.
Wenn man nochmals einen Blick auf die Voraussetzungen von OceanStore
wirft, wird immer wieder betont, dass man von einer unsicheren Umgebung
ausgeht. Das heißt, dass sowohl die Dienstnehmer als auch teilnehmende
Knoten potenzielle Sicherheitslu¨cken darstellen. Es wurde bereits mehrfach
erwa¨hnt, dass die Dienstnehmer die Daten sozusagen
”
Oﬄine“ verschlu¨sseln
und diese dann ins System einstellen. Damit hat man bereits erreicht, dass
es irrelevant ist, ob ein Knoten, der die Daten speichert sicher ist oder nicht.
Bei geeigneter Wahl der Verschlu¨sselungsmethode und der Schlu¨ssella¨nge ist
es praktisch unmo¨glich die Daten zu entschlu¨sseln.
Genau betrachtet ist dies auch der Punkt, an dem die Authentizita¨t ansetzt.
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Wenn wir uns u¨berlegen, wie man Authentizita¨t zum Beispiel bei Mailsys-
temen sicherstellt, kommt man schnell auf Signaturen. Es liegt also nahe,
so etwas auch in ein Datenbanksystem zu integrieren. Wenn nun der Nutzer
nach dem Verschlu¨sseln der Daten diese auch noch mit einem Schlu¨ssel si-
gniert und diese Signatur als Metadaten an das Objekt anha¨ngt, kann man
zur Authentifizierung bereits bestehende Sicherheitstopologien wie VeriSign
oder andere verwenden. Es ergibt sich dadurch nicht einmal ein Aufwand
fu¨r die Entwicklung einer speziellen Sicherheitsarchitektur.
Nachdem wir nun sicher sein ko¨nnen, von wem die Daten sind, sollten wir
u¨berlegen, wie wir Freunden und Kollegen ermo¨glichen, unsere Daten an-
zusehen und zu vera¨ndern. Wenn man unverschlu¨sselte Daten verwenden
wu¨rde, wa¨re es einfach den Zugriff u¨ber
”
Access Control Lists“ zu regeln.
Man wu¨rde einfach in dieser Liste die Benutzerkennungen der zugelassenen
Benutzer speichern und das System wu¨rde sich dann darum ku¨mmern. Je-
doch wo wu¨rde man diese Listen speichern? Unter Umsta¨nden wu¨rde diese
Liste auf einem unsicheren Knoten liegen, der damit diesen Ansatz zersto¨ren
ko¨nnte.
Da die Benutzer jedoch aus den schon bekannten Gru¨nden die Daten ver-
schlu¨sseln, wa¨re die einzige Mo¨glichkeit die Daten so zu verschlu¨sseln dass
nur der Besitzer und die autorisierten Benutzer die Daten lesen ko¨nnen.
Wenn wir also ein
”
Public Key“ Verfahren benutzen, um die Daten zu
chiffrieren besteht das Problem, dass ich die Daten mit dem o¨ffentlichen
Schlu¨ssels des Empfa¨ngers, also des anderen zugelassenen Benutzers chiffrie-
ren mu¨sste. Das ist jedoch unmo¨glich, da ich nicht fu¨r jeden autorisierten
Benutzer ein Datenobjekt speichern will und kann. Deshalb mu¨sste man die
Daten mit einem o¨ffentlichen Schlu¨ssel eines universellen autorisierten Be-
nutzers verschlu¨sseln und diesen Schlu¨ssel dann auf sicheren Wegen an die
entsprechenden Benutzer verteilen.
Die OceanStore-Entwickler schweigen sich in ihren Vero¨ffentlichungen zu
diesem Thema aus. Da OceanStore aber derzeit auch noch in der Entwick-
lung steckt mag es auch sein, dass man sich dieser Problematik bis dato
nur theoretisch zugewendet hat. Gehen wir also davon aus, es gibt einen
Weg einen universellen Schlu¨ssel sicher zu verteilen. Damit wa¨re das na¨chs-
te Problem, dem man sich zuwenden muss, wie man diese Rechte einem
Benutzer wieder entziehen kann. Das einfachste wa¨re es, einen neuen uni-
versellen Schlu¨ssel zu generieren, und diesen dann an die noch autorisierten
Benutzer zu verteilen. Dadurch ko¨nnte man zumindest eine neue Version
des Datenobjektes sichern. Der alte Datenstand eines Objektes kann jedoch
nicht dagegen abgesichert werden, dass der Benutzer, dem das Recht diese
Daten zu lesen entzogen wurde den urspru¨nglichen Stand lesen kann. Dieses
ist aber ein generelles Problem, das besteht wenn man das
”
Caching“ von
Daten zula¨sst. Man kann den Cache zwar auffordern seine Daten zu lo¨schen,
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ob er der Aufforderung aber tatsa¨chlich nachkommt kann nicht garantiert
werden.
5.3 Fazit
Alles in allem ist es fraglich, ob eine Datenbank wie OceanStore, deren Ent-
wickler urspru¨nglich von einer Datenbank im Einsatz mit ubiquita¨ren Sys-
temen ausgingen in OVID sinnvoll ist. Sicherlich sind wie in der Einfu¨hrung
erwa¨hnt, einige Anwendungsgebiete denkbar in denen eine Datenbank ver-
wendet werden kann, die prima¨r zur Speicherung von Daten an einem Ort
und dem Abruf dieser Daten von einem anderen konzipiert ist. Viele An-
wendungen sind jedoch darauf angewiesen einen Datenbestand auch durch-
suchen zu ko¨nnen oder Daten dem Benutzer anzubieten, von denen er vorher
nicht wusste. Diese Anforderungen kann OceanStore nicht erfu¨llen.
Nichts desto trotz sollte diese Arbeit auch ein wenig Aufschluss daru¨ber
geben, welche Punkte bei dem Entwurf einer verteilten Datenbank beachtet
werden mu¨ssen. Die Entwicklung einer weltweit aufgesetzten Datenbank ist
mit Sicherheit sinnvoll und es gibt auch etliche Bereiche, in denen man eine
solche Datenbank beno¨tigt.
Fu¨r OVID mu¨sste fu¨r den Teil der Verarbeitung von Verkehrsdaten eine Da-
tenbank entwickelt werden, die sich vorwiegend auf den Aspekt der Daten-
aktualisierung konzentriert, und dafu¨r eventuell den Aspekt der weltweiten
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Heutzutage haben Unternehmen verschiedene Datenbesta¨nde in unterschied-
lichen Umgebungen. Beispielsweise hat ein Transportunternehmen Daten-
besta¨nde zu Benzinverbrauch, Kundendaten, Fahrpla¨ne, Straßenkarten usw.
Die Dateneingabe geschieht dabei an unterschiedlichen Orten, unter ande-
rem als GPS-Daten von Meßstellen und Fahrzeugen oder durch Protokolle
von Fahrkartenautomaten. Von dem eingesetzten System zur Verwaltung
dieser Daten fordert man dann unter anderem, dass Daten gefiltert oder ag-
gregiert werden ko¨nnen oder auch eine Abfrage u¨ber mehrere Datenbesta¨nde
mo¨glich ist.
Es stellen sich an das Gesamtsystem eine Reihe von Herausforderungen: Man
hat es mit unterschiedlichen Betriebssystemen, verschiedenen Datenbanksys-
temen und mo¨glicherweise auch mit mehreren Arten von Datenmodellen zu
tun. Der dabei vorhandene Datenbestand wird immer umfangreicher. Durch
stark wachsende Nutzung u¨ber das Internet werden immer mehr Anfragen
an das Gesamtsystem gestellt.
Eine Lo¨sung fu¨r diese Herausforderungen stellt die dienstorientierte Integra-
tion von Datenquellen dar. Dabei werden sa¨mltiche Datenquellen als Dienst-
geber betrachtet. Zuerst werde ich die Anforderungen an eine dienstorien-
tierte Integration von Datenquellen (Abschnitt 6.2) allgemein herausarbei-
ten und die Umsetzung dieser Anforderungen anhand zweier Plattformen,
dem Datagrid (Abschnitt 6.3) und der NEXUS-Plattform (Abschnitt 6.4)
vorstellen.
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6.2 Anforderungen an dienstorientierte Integrati-
on
6.2.1 Dienstorientierte Betrachtung von Ressourcen
Bei der dienstorientierten Betrachtung von Ressourcen werden sa¨mtliche
Systemkomponenten, also Ressourcen, Speichersysteme, Programme, Netz-
werke und auch Datenbanken, als Dienste betrachtet (Abbildung 6.1). Jeder
Dienst kennzeichnet sich dann durch einen eindeutigen Namen in der Syste-
mumgebung. U¨ber eine Dienstschnittstelle stellt er seine zur Verfu¨gung ste-
henden Dienstmerkmale Anwendern zur Verfu¨gung, mittels Dienstbeschrei-
bungen beschreibt er seine Dienstmerkmale.
Ein Datenbankdienst bietet als Dienstmerkmale zum Beispiel Operationen
zum Lesen von Inhalten aus Datenbanken an und stellt diese Dienstnehmern
zur Nutzung bereit. Falls diese mit der Schnittstelle des Datenbankdienstes
umgehen ko¨nnen, rufen sie die Dienstmerkmale daru¨ber auf.
Abbildung 6.1: Betrachtung von Systemkomponenten als Dienste
6.2.2 Vorteile der dienstorientierten Betrachtung von Res-
sourcen
Durch die Betrachtung von Ressourcen als Dienste ergeben sich eine Reihe
von interessanten Vorteilen gegenu¨ber der spezifizierten Nutzung der Res-
sourcen.
Definiert man eine gemeinsame Schnittstelle, die alle Dienste kennen sollen,
wird dadurch die Wirkung aller Dienste nach außen hin einheitlich. Lokal
wird der Dienst an das zu Grunde liegende Betriebssystem angepaßt, bei-
spielsweise durch Installation eines fu¨r das Systen verfu¨gbaren Webservers,
falls der Dienst auf Basis von WebServices laufen soll. Ein Datenbankdienst
wird zusa¨tzlich an das verwendete Datenbanksystem angepaßt, wie zum Bei-
spiel durch Definition von passenden Anfragen zu den Dienstmerkmalen.
Die Entkapselung hinter einer gemeinsamen Schnittstelle fu¨hrt zu Virtuali-
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sierung der Dienste. Die einzelnen Dienste werden u¨ber einen Dienstnamen
aufgerufen, wodurch der tatsa¨chliche Ort des Dienstes in der Umgebung
transparent wird. Weiterhin erreicht man damit den konsistenten Zugriff auf
Ressourcen u¨ber verschiedenen, heterogene Plattformen. Wie die Schnittstel-
le des Dienstes implementiert werden soll, bleibt den jeweiligen Betreibern
des Dienstes u¨berlassen. Wichtig ist, dass die Funktions- und Verhaltens-
weisen der gemeinsam definierten Schnittstelle umgesetzt und gewa¨hrleis-
tet werden ko¨nnen und einheitlich beschrieben werden, nicht aber, wie die
tatsa¨chliche lokale Umsetzung erfolgen soll.
Eine sehr wichtige, weitere vorteilhafte Eigenschaft bei der Betrachtung von
Ressourcen als Dienste ist, dass der Aufbau von ho¨herwertigen Diensten
durch Komposition von vorhandenen Diensten mo¨glich ist. Beispielsweise
ergibt die Komposition von Datenbanken einen Datenbankverbund. Gibt
es, wie im OVID-Projekt, Datenbank-Dienste mit Bezug jeweils zu einem
deutschen Bundesland, so ergibt die Komposition dieser Dienste zu einem
Dienst ´Datenbank-Dienst Deutschland gesamt‘ ein ho¨herwertigeren Dienst,
der dann Anfragen zu ganz Deutschland ermo¨glicht.
6.2.3 Anforderungen
Um eine effektive Nutzung von Diensten innerhalb einer Systemumgebung
zu erreichen, mu¨ssen die Dienste untereinander kommunizieren ko¨nnen und
mit Ergebnisdaten umgehen ko¨nnen.
Hierzu muss zum einen die Definition der Schnittstellen standardisiert wer-
den, denn jeder Dienst muss einheitliche Methodennamen und Parameter
haben, damit die Schnittstelle von anderen Diensten einheitlich genutzt wer-
den kann. Ebenso mu¨ssen die Dienste ein einheitliches Versta¨ndnis fu¨r die
Ergebnisdaten der genutzten Dienste haben. Eine einheitliche Datenausgabe
kann man zum Beispiel durch Verwendung eines XML-Standards erreichen.
Auch das Versta¨ndnis fu¨r Fehlermeldungen muss einheitlich sein, damit bei
auftretenden Fehlern entsprechend reagiert werden kann.
Wie bereits erwa¨hnt, erha¨lt jeder Dienst einen Namen, unter dem er von
Dienstnehmern aufgerufen werden kann. Zum einen ist es hierbei notwen-
dig, dass die Dienste einen eindeutigen Namen erhalten, um eindeutig adres-
siert werden zu ko¨nnen. Weiterhin muss es ein Verfahren zum Auffinden
von Diensten geben. Im Allgemeinen gibt es hierzu einen speziellen Dienst,
der in Form von Gelben Seiten ein Verzeichnis fu¨hrt, das die Namen al-
ler verfu¨gbaren Dienste und deren Dienstmerkmale auflistet und im System
abrufbar macht.
Speziell bei Datenbanksystemen ist es notwendig, dass gewisse Qualita¨ts-
merkmale wie zum Beispiel eine gesicherte Ressourcenzuteilung fu¨r eine
82 KAPITEL 6. DIENSTORIENTIERTE INTEGRATION
gewisse Zeit oder ein Schutz der Ressource durch Authentifizierung und
Autorisierung eingehalten werden. Auch ein Datenbankdienst muss diese
Qualita¨tsmerkmale einhalten ko¨nnen. Der Dienst sollte also zum Beispiel
Zusta¨nde haben, die sich merken, ob ein Dienstnehmer autorisiert ist, den
Dienst zu nutzen, und auch Verfahren beinhalten, wie die Ressourcen gesi-
chert fu¨r eine gewisse Zeit an einen Dienstnehmer gebunden werden ko¨nnen.
In den nun folgenden Kapiteln ´DataGrid‘ und ´Die NEXUS-Plattform‘ wer-
den zwei Architekturen vorgestellt, welche die Vorteile der dienstorientierten
Integration von Datenbanken nutzen, und Verfahren beinhalten, welche die
genannten Anforderungen erfu¨llen.
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6.3 Dienstorientierte Integration in einem Data-
Grid
Im folgenden wird die dienstorientierten Integration von Datenbanken mit-
tels der Open Grid Services Architecture-Data Access and Integration (OG-
SA - DAI) Plattform vorgestellt [FKNT02]. Dies ist eine Architektur, welche
auf dem Standard von Grids eine Infrastruktur aufbaut, die sowohl fa¨hig ist,
Dienste zu integrieren wie auch den Zugriff auf Datenbanken zu ermo¨glichen.
6.3.1 Virtuelle Organisationen
Eine Gruppe von Organisationen, Firmen oder Individuen, welche an ver-
schiedenen Orten sitzen und gewisse Ressourcen miteinander teilen mo¨chten,
wird virtuelle Organisation genannt. Jedes Mitglied der virtuellen Organi-
sation sitzt an einem anderen Ort und verfu¨gt u¨ber eine gewisse Menge von
Ressourcen, welche sie u¨ber ein Netzwerk anderen Mitgliedern der Organi-
sation zuga¨nglich machen wollen.
In Abbildung 6.2 besteht die virtuelle Organisation aus vier einzelnen Or-
ganisationen, welche u¨ber eine Satellitenverbindung miteinander verbunden
sind. Organisation 1 mo¨chte seine Ressourcen C1 und D1 den anderen Mit-
gliedern zur Verfu¨gung stellen, Organisation 2 mo¨chte die Ressource E2
teilen, Organisation 4 die Ressourcen A3 und D3 und die Organisation 4
mo¨chte die Ressourcen B4 und C4 teilen. Die Menge aller zuga¨nglich ge-
machten Ressourcen in diesem Netz ergibt die Gesamtmenge an Ressourcen
dieser virtuellen Organisation.
Zumeist hat man es mit einer Menge von heterogenen Systemen in der vir-
tuellen Organisation zu tun. Dadurch entsteht die Notwendigkeit nach einer
Plattform, welche diese heterogenen Systeme nahtlos integrieren kann.
6.3.2 Open Grid Architectur
Open Grids ermo¨glichen die gemeinsame, koordinierte Nutzung und das
Teilen von Ressourcen innerhalb und zwischen virtuellen Organisation. Die
Open Grid Architectur definiert dabei die zu verwendende Technologie und
Infrastruktur eines Open Grids und unterstu¨tzt die gemeinsame, koordi-
nierte Nutzung von verschiedenen Ressourcen innerhalb einer virtuellen Or-
ganisation. Dies geschieht durch die Definition von einheitlichen Verfahren
zum Teilen von Ressourcen wie auch durch die Einrichtung von einheitlichen
Zugangsverfahren fu¨r die einzelnen Nutzer der Ressourcen der virtuellen Or-
ganisation.
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Abbildung 6.2: Virtuelle Organisation
6.3.3 Open Grid Services Architecture
Die Open Grid Services Architecture (OGSA) basiert auf der Open Grid
Architektur. Diese Spezifikation wurde so erweitert, dass die einzelnen Kom-
ponenten des Grids dienstorientiert integriert werden ko¨nnen. Um dies zu
ermo¨glichen hat man das standardisierte Konzept von Web Services mit der
Open Grid Architektur kombiniert. Als Ergebnis werden alle Komponenten
der OGSA als so genannte Grid Services integriert.
Web Services
Durch Web Services wird eine Technik definiert, um Ressourcen als Dienste
zu beschreiben, die in einem Netzwerk erreicht werden sollen. Dabei gibt es
standardisierte Verfahren, um zum einen die vorhandenen Dienste aufzufin-
den und zum anderen diese nutzen zu ko¨nnen.
Webservices sind neutral zu Programmiersprachen, der verwendeten Sys-
temsoftware und gegenu¨ber den verwendeten Programmiermodellen. Es gibt
drei wichtige Standards fu¨r Webservices, das Simple Object Access Protocol
(SOAP), die Web Service Description Language (WSDL) und sowie UDDI.
Alle drei Standards sind XML-basierend.
Im Hinblick auf OGSA bieten Web Services zwei wichtige Funktionen. Zum
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einen die Mo¨glichkeit, das Beschreiben und dynamische Auffinden von Diens-
ten in heterogenen, verteilten Netzen zu unterstu¨tzen und zum anderen, dass
damit eine Architektur zur Verfu¨gung gestellt werden kann, die aufgrund der
Nutzung durch Web Services bereits akzeptiert und verbreitet ist, wie bei-
spielsweise durch Entwicklungsumgebungen wie Microsoft .NET.
Simple Object Access Protocol (SOAP)
Das Simple Object Access Protocol ist ein standardisiertes Protokoll fu¨r die
Kommunikation zwischen Dienstgeber und Dienstnehmer auf Basis von Web
Services. Es definiert eine Konvention fu¨r fu¨r den Nachrichtenaustausch.
SOAP ist unabha¨ngig vom verwendeten Transportprotokoll und kann daher
auf http, JMS, FTP etc. verwendet werden.
Web Service Description Language (WSDL)
Die Web Service Description Language dient zur Beschreibung der Dienst-
merkmale eines WebServices. Es beschreibt die Funktion der Dienstmerkma-
le und gibt an, welche Eingabeparameter jeweils notwendig sind und welche
Ausgabedaten damit erzielt werden.
Universal Description, Discovery, and Integration (UDDI)
UDDI bildet das Verzeichnis zum Auffinden von Diensten und Dienstmerk-
malen. Ein entsprechendes XML-Dokument kann Sammlungen von Dienst-
merkmalbeschreibungen und Verweise zu anderen Quellen mit Dienstmerk-
malbeschreibungen enthalten. Eine Dienstbeschreibung ist im Allgemeinen
ein Verweis auf das Web Service Description Dokument des entsprechenden
Dienstes
Open Grid Service Infrastructur
Die Open Grid Service Infrastructur (OGSI) stellt die Basisinfrastruktur
dar, auf der die Dienste der Open Grid Service Architektur aufbauen. Die
Infrastruktur hat als Basis einen Web Service. Definiert werden hierbei die
Standardschnittstellen sowie das Verhalten der Grid Services. Der Web Ser-
vice wird zusa¨tzlich erweitert um die Mo¨glichkeit der asynchronen Ereignis-
benachrichtigung, Zusta¨nde zur Verwaltung von Referenzen und Lebenszei-
ten sowie den Mustern Factory, Registry und Collection zur Erstellung und
Verwaltung von Instanzen des Grid Services.
Grid Services
Grid Services setzen auf der Open Grid Service Infrastructur auf. Sie sind un-
abha¨ngig von der zugrunde liegenden Plattform und der verwendeten Imple-
mentierung. Jeder Grid Service entha¨lt die Methoden der Standardschnitt-
stelle
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Port Typ Operation Beschreibung
Grid Service Find Service Data Anfrage von Informationen
u¨ber den Grid Service
SetTerminationTime Setzt die Laufzeit
fu¨r den Service
Destroy Zersto¨rt den Service
Notification Source Subscripe to Anmelden zu Nachrichten
u¨ber serviceverwandte
Ereignisse
Notification Sink DeliverNotification Ermo¨glicht asynchrones
Erreichen von Empfangs-
besta¨tigungen




Factory CreateService Erstellt neue
Service Instanz
HandleMap FindByHandle Gibt Grid Service
Referenz zuru¨ck
Tabelle 6.1: Standardschnittstelle eines Grid-Services
Zwei wichtige Eigenschaften dieser Schnittstelle sind dabei Reliable Service
Invocation und Lifetime Management.
Reliable service invocation
Innerhalb eines Netzes kann nicht garantiert werden, dass Nachrichten den
Empfa¨nger erreichen. Um dieses Problem zu lo¨sen ko¨nnen innerhalb des Grid
Service interne Zusta¨nde eingerichtet werden, die anzeigen ko¨nnen, ob eine
Nachricht einmal, o¨fters oder nie ankam. Innnerhalb der Standardschnitt-
stelle eines Grid-Services (Tabelle 6.1) sind die Operationen ´Subscripe to‘
und ‘Deliver Notification‘ fu¨r diese Zusta¨nde verantwortlich.Auf dieser Basis
kann eine Reihe von ho¨herwertigen Operationen wie zum Beispiel Transak-
tionen aufgebaut werden.
Lifetime-Management
Durch das Lifetime-Management kann die Zuteilung von Ressourcen fu¨r
eine gewisse Zeit garantiert werden. Die Operationen ´SetTerminationTime‘
und ´Destroy‘ der Standartschnittstelle sind hierfu¨r verantwortlich. Es wird
eine gewisse Zeit t angegeben, fu¨r die der Grid Service erstellt werden soll.
Nach Ablauf dieser Zeit wird der Grid Service abgemeldet und die daran
gebundene Ressource wieder frei gegeben.
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6.3.4 Open Grid Services Architecture - Data Access and
Integration
Mit der Open Grid Services Architecture - Data Access and Integration
wurde eine Erweiterung der OGSA geschaffen, um Datenbanksysteme in die
Architektur integrieren zu ko¨nnen [CFK+01].
Die Erweiterung sorgt dafu¨r, dass Daten aufgefunden und abgerufen werden
ko¨nnen, die sich u¨ber verschiedene, heterogene Datenbanksysteme verteilen.
Dabei ko¨nnen verschiedene Datenmodelle aus verschiedenen Quellen inte-
griert werden unter der Garantie von Qualita¨tsmerkmalen. Die Schnittstelle
der Erweiterung ist ebenfalls standardisiert.
Abbildung 6.3: Grid Data Services
Die Erweiterung zur Einbindung von Datenbanksystemen besteht aus der
Grid Data Service Factory und dem Grid Data Service.
Grid Data Service Factory
Bei der Grid Data Service Factory (Abbildung 6.3) handelt es sich um eine
Umsetzung des Musters Factory. Die Factory setzt auf einer Datenquelle
auf und kann Grid Data Service Instanzen erzeugen, welche dann fu¨r die
eigentliche Abfrage der Daten zusta¨ndig sind. Weiterhin liefert die Factory
Informationen u¨ber die erreichbare Datenquelle in Form von Metadaten.
Grid Data Service (GDS)
Beim Grid Data Service (GDS) handelt es sich um die zentrale Komponente
einer OGSA-DAI. Der Service besteht aus einer Standardschnitstelle, u¨ber
die der Datenzugriff, die Datenintegration und Datenabfrage einer OGSA
ermo¨glicht wird.
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Die Schnittstelle definiert Aktivita¨ten, welche auf eine Datenquelle und mit
daraus abgefragten Daten durchgefu¨hrt werden ko¨nnen. Sie besteht aus
den Aktivita¨ten zur Abfrage von relationalen Datenbanksystemen, Abfra-
ge von XML-basierenden Datenbanksystemen, Angaben zur Auslieferung
und Transformation der Daten und Aktivita¨ten zur Abfrage von Daten aus
Dateisystemen. Weiterhin ko¨nnen selbstdefinierte Aktivita¨ten definiert wer-
den.
Aktivita¨ten zur Abfrage relationaler Datenbanksysteme
Aktivita¨t Beschreibung
sqlQueryStatement Fu¨hrt SELECT Abfrage aus
sqlUpdateStatement Fu¨hrt UPDATE Abfrage aus
sqlStoredProcedure Fu¨hrt eine Funktion aus
Beispiel einer SQL-Anfrage
Ein Beispiel soll den Ablauf einer SQL-Anfrage in einem OGSA-DAI zeigen.
Als Basis dient die Datenquelle eines Busunternehmens namens FIRST. Ab-
gefragt werden soll die Position eines Busses mit Nummer ´FIRST1234‘ im
OGSA-DAI des Unternehmens.
Die SQL-Anfrage lautet
String SQLTag= "SELECT XPOS,YPOS FROM BUSSES WHERE Name=
’FIRST1234’";
Zuerst muss der entsprechende Dienst gefunden werden. Dies geschieht u¨ber
das Verzeichnis der Web Services UDDI. Wenn der entsprechende Dienst
gefunden wurde, wird dieser kontaktiert.
Im zweiten Schritt wird ein Grid Data Service Factory und ein Grid Data
Service fu¨r den Dienstnehmer erstellt.
An diesen Grid Data Service wird dann im dritten Schritt die SQL-Anfrage
u¨bergeben. Dieser fu¨hrt die Anfrage aus.
SQLQuery query = new SQLQuery(SQLTag);
Response response = service.perform( query );
Das Ergebnis in response entha¨lt das Ergebnis der Anfrage formatiert als
Web Row Set. Ein Web Row Set entspricht einem SQL Row Set wie in JDBC
in einer XML-Repra¨sentation.
Das XML-Dokument besteht aus den Bereichen Properties, das allgemeine
Informationen zum Datenbanksystem angibt, den Metadaten, mit denen die
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Spalten des Abfrageergebnisses beschrieben werden und dem Bereich Data,


























Innerhalb eines Data-Grid ko¨nnen also Datenbanksysteme dienstorientiert
integriert werden. Die Datenbanksysteme werden dabei durch die Erweite-
rung ’OGSA-DAI’ innerhalb einer bewa¨hrten und bestehenden Grid-Service
Architektur eingebunden. Alle Anforderungen an eine dienstorientierte Inte-
gration von Datenbanken sind erfu¨llt. Die jeweils vorhandenen Web-Services
sorgen fu¨r eine einheitliche Schnittstelle und ein Auffinden von gewu¨nschten
Diensten, die Erweiterung der Web Services um Zusta¨nde ko¨nnen weiterhin
Qualita¨tsmerkmale eingehalten werden ko¨nnen. Das einheitliche Versta¨ndnis
fu¨r die ausgegebenen Daten wird u¨ber die XML-basierenden WebRowSets
gewa¨hrleistet.
Insgesamt erscheint die Architektur etwas umsta¨ndlich, da doch recht viel
bezu¨glich Schnittstellen, Architektur und Infrastruktur bewerkstelligt wer-
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den muss, bis u¨berhaupt einmal der Abruf von Daten aus Datenbanksyste-
men mo¨glich ist. Dies erkla¨rt sich durch die Entwicklung des Data Grids,
bei der es zuerst die Open Grid Architektur gab, die dann erweitert wur-
de um Belange zur dienstorientierten Betrachtung der Komponenten und
schließlich noch einer Erweiterung, damit die erstellte Architektur auch den
Umgang mit Datenquellen bewerkstelligen kann.
6.4 Die NEXUS-Plattform
Bei der von der Universita¨t Stuttgart gegru¨ndeten NEXUS-Plattform han-
delt es sich um eine offene, verteilte Umgebung fu¨r ortsbezogene Dienste und
Anwendungen [NGS+01]. Dabei werden a¨hnliche Ziel verfolgt, wie es auch
im World Wide Web der Fall ist. Die Plattform ist offen fu¨r eine Vielzahl
von Anbietern von Daten und Anwendungen. Damit diese untereinander
kommunizieren ko¨nnen, mu¨ssen sie eine einheitliche Sicht auf das System
haben. Dies wird in der NEXUS-Plattform u¨ber das Augmented World Mo-
del gewa¨hrleistet.
6.4.1 Beispiel Navigationssystem
Abbildung 6.4: Beispiel Navigationssystem
Mittels der NEXUS Plattform kann ein Navigationssystem dadurch aufge-
baut werden, dass Anbieter Teile der beno¨tigten Streckendaten zur Verfu¨-
gung stellen (siehe Abbildung 6.4). Fu¨r einen Streckenabschnitt ko¨nnte es
dann zwei verschiedene Provider geben. Ein Provider A speichert den Stre-
ckenabschnitt einer U¨berlandstrasse sowie einer Nebenstraße. Ein Provi-
der B speichert Informationen u¨ber den Weiterverlauf der U¨berlandstra-
ße. Ein Benutzer des Navigationssystems, der eine Anfrage zur Navigation
u¨ber die komplette U¨berlandstraße stellen mo¨chte, kontaktiert die NEXUS-
Plattform. Beide Provider werden abgefragt. Der Inhalt des Ergebnisses fu¨r
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die Anwendung sind die Navigationsangaben fu¨r die komplette U¨berland-
straße.
Auch in der NEXUS-Plattform hat man es wieder mit unterschiedliche Da-
tenbesta¨nde zu tun, die sich an verschiedenen Orten befinden und aus hete-
rogenen Datenbasen bestehen ko¨nnen. Die Teile der NEXUS-Plattform und
wie hierbei die Integration von heterogenen Datenbanksystemen umgesetzt
wird, zeigen die folgenden Abschnitte.
6.4.2 Ablauf der Beispielanfrage in NEXUS
1. Der Nutzer gibt den Zielpunkt B in den PDA ein
2. Die aktuellen Position A und die Zielposition B werden an den na¨chs-
ten verfu¨gbaren NEXUS-Knoten mit der Anfrage nach einem passen-
den Navigationsdienst u¨bertragen.
3. Der kontaktierte NEXUS-Knoten fragt das Area Service Register an
und ermittelt die verfu¨gbare Dienstgeber fu¨r die Anfrage. Im genann-
ten Beispiel wa¨ren das die Provider A und B.
4. Der NEXUS-Knoten reicht die Anfrage an die ermittelten Dienstgeber
in Dienstebene weiter.
5. Die Anfrageergebnisse aus der Dienstebene werden vom NEXUS-Kno-
ten entgegen genommen.
6. Die Teilergebnisse werden ausgewertet und daraus fu¨r die Anwendung
ein Gesamtergebnis erstellt.
7. Der NEXUS-Knoten reicht Gesamtergebnis an die Anwendung weiter.
8. Die Anwendung wertet das Ergebnisdokument aus und zeigt Ergebnis
an.
6.4.3 Architektur der NEXUS - Plattform
Die NEXUS-Plattform besteht aus drei Schichten (siehe Abbildung 6.5). Die
oberste Schicht wird gebildet durch die Anwendungen. Darunter liegt die so
genannte Fo¨rderationsebene, innerhalb der sich NEXUS-Knoten befinden
und ein Adressverzeichnis der vorhandenen Dienstgeber. Die Dienstgeber
befinden sich dann in Form von Spatial Model Server innerhalb der Diens-
tebene. Im folgenden werden diese Ebenen im Detail vorgestellt.
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Abbildung 6.5: Architektur der NEXUS - Plattform
Die Anwendungsebene
Innerhalb der Anwendungsebene befinden sich die Anwendungen der NE-
XUS-Plattform. Zumeist laufen die Anwendungen auf kleinen Gera¨ten wie
PDAs oder Mobiltelefonen ab. Zusa¨tzlich enthalten die Gera¨te zumeist einen
GPS-Sensor zur Positionsbestimmung. Zum Stellen von Anfragen kontaktie-
ren die Anwendungen den na¨chsten verfu¨gbaren NEXUS-Knoten im System.
Mo¨gliche Anfragen ko¨nnten hierbei ´Bestimmung eines Weges von A nach
B‘ oder ´Adresse des na¨chstes Restaurants sein‘. Als Ergebnis der Anfrage
erha¨lt die Anwendung eine XML-Datei, zusa¨tzlich ist auch die U¨bertragung
von Bildinformationen wie zum Beispiel die Grafik einer Landkarte mo¨glich.
Aufwa¨ndige Berechnungen werden aufgrund der begrenzten Rechenleistung
des Systems der Anwendung an die Fo¨rderationsebene ausgelagert.
Die Fo¨rderationsebene
Die Fo¨rderationsebene ermo¨glicht einen einheitlichen Blick fu¨r die Anwen-
dungsschicht auf die NEXUS Dienste. Sie besteht aus NEXUS-Knoten und
dem Area Service Register. Unter fo¨rderieren versteht man das Zusam-
menschließen von bestimmten Elementen, im Falle der NEXUS-Plattform
sind dies ortsbezogene Daten, die in lokalen Teilbesta¨nden zum Abruf bereit
stehen.
NEXUS-Knoten
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Die NEXUS-Knoten in der Fo¨rderationsebene nehmen die Anfragen aus
der Anwendungsebene entgegen, ermitteln die zur Ausfu¨hrung notwendigen
Dienste in der Dienstebene und reichen an diese die Anfrage weiter. Aus
den Teilergebnissen der Dienstgeber erstellen sie dann ein fu¨r die jeweilige
Anwendung lesbares Gesamtergebnis.
Area Service Register
Das Area Service Register ist das Adressverzeichnis der vorhandenen Dienst-
geber in der Dienstebene. Es entha¨lt die Adressen der Dienstanbieter, Infor-
mationen u¨ber die Art von gespeicherten Datentypen wie auch Informatio-
nen zum davon abgedeckten Gebiet.
Die Dienstebene
In der Dienstebene befinden sich die tatsa¨chlichen Dienste der NEXUS-
Plattform. Von verschiedenen Anbietern werden Spatial Model Server in
die Dienstebene integriert. Jeder Spatial Model Server meldet sich dann
beim Area Service Register der Fo¨rderationsebene an und vero¨ffentlicht seine
vorhandenen Datentypen. Jeder dieser Server bietet der Fo¨rderationsebene
eine einheitliche Schnittstelle an, die Daten werden im einheitlichen Format
des Augmented World Models u¨bertragen.
Weiterhin gibt es in der Dienstebene einen Lokationsdienst. Er dient fu¨r mo-
bile Objekte wie Personen oder Fahrzeuge mit ha¨ufiger Positionsa¨nderung
und berechnet deren Position zu einer Zeit t.
Augmented World Model
U¨ber das Augmented World Model haben alle Komponenten der NEXUS-
Plattform eine gemeinsame Weltsicht [VGH+02],[VB02]. Das Modell wurde
fu¨r ortsbezogene Daten und zur Fo¨rderation von heterogenen Datenquel-
len entwickelt und besteht aus einer objektorientierten Datenmodellierung.
Es entha¨lt die wichtigsten Objektklassen fu¨r ortsbezogene Anwendungen.
Daraus werden dann Objektinstanzen des Schemas gebildet, die Augmented
World Objects.
Objektorientierte Datenmodellierung
Die objektorientierte Datenmodellierung des Augmented World Models be-
steht aus dem Standard Class Schema und dem Extended Class Schema.
Das Standard Class Schema, festgelegt von der Universita¨t Stuttgart als
Betreiber der NEXUS-Plattform besteht aus einem Satz von Objektklas-
sen und seinen Attributen. Alle Nexus-Dienste mu¨ssen mit diesem Schema
94 KAPITEL 6. DIENSTORIENTIERTE INTEGRATION
u¨bereinstimmen. Dadurch kann eine Anwendung einen beliebigen NEXUS-
Knoten der Fo¨rderationsebene kontaktieren und nach vordefinierten Klassen
und Attributen fragen. Das Extended Class Schema erweitert durch Verer-
bung das Standard Class Schema um detaillierterer Objekte. Somit ko¨nnen
Provider von Daten die bestehenden Schema um eigene, fu¨r die Anwendung
beno¨tigte Objekte erweitern.
Abbildung 6.6: Beispiel Klassenschema
Gibt es beispielsweise ein Standard Class Schema ´Restaurant‘ (siehe Ab-
bildung 6.6, [B103]) bestehend aus dem Attribut ’URL der Speisekarte’, so
ko¨nnte es ein erweitertes Schema ’Pizza Restaurant’ geben, dass von der
Klasse ´Restaurant‘ erbt und weiterhin detailliertere Angaben wie ’Pizza-
Preis’ und ’Lieferservice’ entha¨lt.
Die Ausgabe und Abfrage von Daten geschieht u¨ber die XML-basierte Aug-
mented World Modelling Language zur Ausgabe der Daten und der Aug-
mented World Query Language zur Abfrage von Daten. Alle Komponenten
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der NEXUS-Plattform stellen Anfragen und erhalten Ergebnisse auf Basis
dieser XML-Sprache. Somit wird ein einheitliches Versta¨ndnis fu¨r die Daten
innerhalb der NEXUS-Plattform gewa¨hrleistet.
6.5 Zusammenfassung
Sowohl die Open Grid Services Architecture - Data Access and Integration
wie auch die NEXUS-Plattform ermo¨glichen die dienstorientierte Integrati-
on von heterogener Datenquellen mit unterschiedlichen Datenmodellen. Im
Folgenden werden die Umsetzungen der in Kapitel 2 genannten Anforde-
rungen an eine dienstorientierte Integration von Ressourcen noch einmal
zusammengefasst und die jeweiligen Umsetzungen in den beiden Plattfor-
men genannt.
Verzeichnis zum Auffinden der Daten
In OGSA-DAI befindet sich das Adressverzeichnis im UDDI der Web Ser-
vices. In der NEXUS-Plattform findet man das Adressverzeichnis das Area
Service Register in der Fo¨rderationsebene.
Einheitliches Datenmodell
Das einheitliche Datenmodell wird in beiden Fa¨llen durch XML-Repra¨sen-
tationen gewa¨hrleistet. Im OGSA-DAI ist dies durch Web Row Sets der Fall,
innerhalb der NEXUS-Plattform ist es das Augmented World Model.
Einheitliche Schnittstelle
Die einheitliche Schnittstelle in OGSA-DAI wird durch den Grid Data Ser-
vice definiert. Die einzelnen Instanzen von Grid Data Services laufen inner-
halb eines Web - Servers. Das Standard Class Schema bildet in der NEXUS-
Plattform die einheitliche Schnittstelle.
Einheitliches Verfahren zur Garantie von Qualita¨tsmerkmalen
U¨ber das Lifetime-Management von Data Grid Services kann beispielswei-
se die Zuteilung von Ressourcen garantiert werden. Eine einheitliche Au-
thentifizierung der Anwendungen in der NEXUS-Plattform gegenu¨ber der
Fo¨rderationsebene vermeidet den Zugriff von unberechtigten Anwendern.
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Verkehrsinformationen stammen aus unterschiedlichen Quellen, sie sind mit
einer gewissen Unsicherheit behaftet und ko¨nnen sich widersprechen. Alle
diese Informationen mu¨ssen trotzdem gespeichert und verarbeiten werden,
deswegen muss man den Grad des Vertrauens abbilden. Ich werde in dieser
Arbeit zeigen, wie man sich widersprechende Datenquellen integrieren kann.
Beispielsweise jemand ruft eine Verkehrsleitzentrale an und sagt, dass es
einen Unfall auf der A5 gegeben habe. Einige Minuten spa¨ter ruft eine andere
Person an und behauptet, dass auf der A5 alles in Ordnung sei, das heisst,
dass kein Unfall auf der A5 passiert sei. Wie lassen sich beide Aussagen
in einer Datenbank abbilden? Eine Mo¨glichkeit, solche Informationen zu
modellieren, ist die Anwendung sogenannte CISET-Ansatz.
7.2 CISET
7.2.1 Konfidenzindex (Confidence Indexe, CI)
Der CISET-Ansatz dient dazu, sich widersprechende Informationen zu in-
tegrieren. CISET bedeutet Konfidenzindexmenge (Confidence Index Set).
Deswegen beginnen wir unsere Diskussion, indem wir zuerst den Konfiden-
zindex (Confidence Index) vorstellen.
Definition: Sei L ein verteilter Verband und seien α, β Elemente von L. L
ist das Einheitsintervall [0,1] und das Paar a = 〈α, β〉 wird Konfidenzindex
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genannt. α stellt die negative Aussage (contra) und β die positive Aussage
(pro) dar.
Beispiele fu¨r Konfidenzindizes sind:
〈0, 0〉 ,〈1, 0〉 ,〈1, 1〉 ,〈0.2, 0〉 ,〈1, 0.4〉 ,〈0.5, 0.7〉.
Keine Beispiele fu¨r Konfidenzindizes sind dagegen:
〈10, 0〉 ,〈−1, 0〉 ,〈0,−1.2〉 ,〈1.5, 0.5〉,
da mindestens je ein Elemente nicht im Intervall [0, 1] liegt.
Beispiel: Die Information “Es ist ein Unfall auf der A5 passiert”hat ein
Konfidenzintervall 〈0.3, 0.7〉, d.h. der negativen Aussage hat man den Wert
0.3 zugewiesen und der positiven Aussage den Wert 0.7.
Definition:(Infimum und Supremum)
Sei a = 〈α, β〉 ein Konfidenzindex. Das Infimum (lower index) von a
sei l(a) = α und das Supremum (upper index) von a sei u(a) = β.
Definition:(Gleicheit): Zwei Konfidenzindizes a1 = 〈α1, β1〉 und a2 =
〈α2, β2〉 sind gleich, genau dann wenn: l(a1) = l(a2) und u(a1) = u(a2).
Definition:(Partielle Ordnung) Jetzt definieren wir die partielle
Ordnung <,>,≤ und ≥.
Es gilt a1 < a2, wenn einer der folgenden Fa¨lle eintritt: l(a1) ≥ l(a2)
und u(a1) < u(a2) oder l(a1) > l(a2) und u(a1) ≤ u(a2). Es gilt a1 ≤ a2
genau dann, wenn a1 < a2 oder a1 = a2. Außerdem gilt a1 > a2 genau
dann, wenn a2 < a1 und a1 ≥ a2 genau dann, wenn a2 ≥ a1.
Basis-Operationen auf Konfidenzindizes
Jetzt werden wir die vier Operationen auf der Menge aller Konfidenzin-
dizes vorstellen. Es gibt drei bina¨re Operationen und zwar Schnitt (∩),
Vereinigung(∪) und Differenz (-), sowie eine una¨re Operation, die Ne-
gation (¬). Seien a1 = 〈α1, β1〉 und a2 = 〈α2, β2〉 zwei Konfidenzindizes.
Dann gilt: (a1 ∪ a2) =〈α1 ∧ α2, β1 ∨ β2〉, (a1 ∩ a2) = 〈α1 ∨ α2, β1 ∧ β2〉
wobei ∧ Minimum und ∨ Maximum bedeuten. ¬a1 = 〈β1, α1〉 und
(a1 − a2) = a1 ∩ (¬a2).
Wir benutzen die Notation ξ(L) um die Menge aller Konfidenzindizes
aus dem kompletten Verband L zu repra¨sentieren. Weiter benutzen wir
nur ξ statt ξ(L).
Beispiele fu¨r Basis-Operationen:
Seien a1 = 〈0.3, 0.7〉, a2 = 〈0.5, 0.7〉, a3 = 〈0.4, 0.6〉, a4 = 〈0.2, 0.8〉 ∈ ξ.
Es gilt nun:
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• a4 > a1 > a2 und a1 > a3,
• (a1 ∪ a4) = 〈0.3 ∧ 0.2, 0.7 ∨ 0.8〉 = 〈0.2, 0.8〉 = a4,
• (a1 ∩ a4) = 〈0.3 ∨ 0.2, 0.7 ∧ 0.8〉 = 〈0.3, 0.7〉 = a1,
• a5 = a2 ∪ a3 = 〈0.4, 0.7〉 mit a5 > a2 und a5 > a3,
• a6 = a2 ∩ a3 = 〈0.5, 0.6〉 < a2 und a6 < a3.
7.2.2 Konfidenzindexmenge (Confidence Index Set, CISET)
Definition: Sei S eine Menge. Eine Konfidenzindexmenge oder CISET
(sprich: siset) ist eine Abbildung F:S → ξ. Das bedeutet, dass man F
zwei Konfidenzgrade α und β zuweist, sodass fu¨r jedes Element x ∈ S,
α den Konfidenzgrad des x ∈ Sc (das Komplement von S) darstellt, und
β den Konfidenzgrad des x ∈ S. Sei S = {u, v, x, y, z}. Wir definieren
F : S → ξ wie folgt: F (u) = 〈0.4, 0.8〉, F (v) = 〈0, 1〉, F (x) = 〈1, 0〉,
F (y) = 〈0, 0〉 und F (z) = 〈1, 1〉. Man beachte, dass es mo¨glich ist, dass
ein Element gleichzeitig Sc und S mit dem gleichen Konfidenzgrad an-
geho¨rt. Außerdem muss die Summe von Konfidenzgraden nicht gleich
1 sein. Vielmehr kann sie zwischen 0 (wie bei y) und 2 (wie bei z) liegen.
Man sagt, dass zwei CISET F und G von S gleich sind, wenn: F (x) =
G(x) mit x Element von S. Man schreibt dann F = G.
Definition: Seien F und G zwei CISET auf S, sodass F (x) ≤ G(x) fu¨r
x ∈ S, dann ist F Teilmenge von G und G Obermenge von F (F ⊆ G).
Wenn F eine Teilmenge von G ist und es existiert ein x ∈ S, sodass
F (x) < G(x), dann ist F eine echte Teilmenge von G und G eine echte
Obermenge von F (F ⊂ G).
Basis-Operationen auf CISETs
Wir haben vorher vier Basis-Operationen fu¨r Konfidenzindizes gesehen.
In diesem Abschnitt werden wir fu¨nf weitere Operationen auf CISETs
vorstellen: Vereinigung, Schnitt, Differenz, Produkt und Negation. Die-
se Operationen erlauben uns, neue CISETs aus gegebenen CISETs zu
konstruieren.
Definition: Seien S eine Menge und F,G zwei CISETs auf S:
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• Seien S eine Menge und F,G zwei CISETs auf S. Die Vereinigung
von F und G ist eine Abbildung von S → ξ, definiert als (F ∪
G)(x) = F (x) ∪G(x), ∀ x Element von S.
• Seien S eine Menge und F,G zwei CISETs auf S. Der Schnitt von
F und G ist eine Abbildung von S → ξ, definiert als (F ∩G)(x) =
F (x) ∩ G(x), ∀ x Element von S. Zwei CISETs F und G sind
disjunkt, wenn F ∩G = leere Menge.
• Seien S eine Menge und F,G zwei CISETs auf S. Die Differenz
von F und G ist eine Abbildung von S → ξ, definiert als (F −
G)(x) = F (x) \G(x), ∀ x Element von S.
• Seien S eine Menge und F,G zwei CISETs auf S. Das kartesische
Produkt von F und G ist eine Abbildung von SxS → ξ, definiert
als (FxG)(x, y) = F (x) ∩G(y), ∀ (x, y) Element von SxS
• Sei S eine Menge und sei F ein CISET auf S. Das Komplement
von F ist eine Abbildung von S → ξ, definiert als (−F )(x) =
−F (x).
Relationales Modell fu¨r CISETs
In diesem Abschnitt fu¨hren wir das CISET-relationale Modell fu¨r CI-
SETs ein, eine Kollektion von Methoden und Techniken fu¨r die Orga-
nisation von Daten. Dabei steht der Begriff CISET Relation im Mit-
telpunkt.
Ein Modell ist eine Abbildung einer Menge von Objekten oder Ideen
der realen Welt. Ein relationales Modell fu¨r CISETs ist Bestandteil
einer Datenbank, die sich widersprechende Informationen speichert.
Hier sind die Daten meistens in Form von Tabellen dargestellt, die
man “CISET-relationen”nennt. Alle Informationen sind in einer oder
mehreren Tabellen gespeichert. Formlos kann eine CISET-relationale
Datenbasis als Ansammlung von CISET-relationen begriffen werden.
Beispiel: Daten zum Straßenverkehrszustand ko¨nnen in Form einer
Tabelle mit dem Namen Sto¨rung organisiert werden.
STO¨RUNG
S-TYP S-ORT CI-ORT S-DAUER
Stau A5 〈0.3, 0.7〉 2h
Unfall A4 〈0.4, 0.6〉 1h
Sperrung B6 〈0.5, 0.7〉 24h
7.2. CISET 101
Wenn wir die Tabelle Sto¨rung anschauen, erkennen wir Folgendes:
• Sto¨rung hat vier relationale Attribute: S-TYP, S-ORT, CI-ORT,
und S-DAUER.
• Jede Zeile der Tabelle stellt ein Tupel dar.
• Die obige Tabelle hat drei Tupel mit t1 = {Stau, A5, 〈0.3, 0.7〉,
2h}, t2 = {Unfall, A4, 〈0.4, 0.6〉, 1h} und t3 = {Sperrung, B6,
〈0.5, 0.7〉, 24h}.
Formalisierung der CISET-Relation
Wir fahren jetzt fort, den Begriff einer Tabelle zu formalisieren. Sei U
eine Menge von CISET-relationalen Attributen. Fu¨r jedes Attribut A ∈
U , sei DOM(A) der Definitionsbereich von A. Er bezeichnet die Menge
aller mo¨glichen Werte, die in dieser Spalte auftreten ko¨nnen. Sei R =
{A1, ..., An} eine endliche Menge von CISET-relationalen Attributen,
dann wird R ”CISET-relationales Schema”genannt. Abha¨ngig von der
Komplexita¨t von DOM(Ai) ko¨nnen CISET-Relationen in verschiedene




2 Menge von Teilmengen eines CISET
3 CISET von Teilmengen eines CISET
. . . . . .
2j Menge von Teilmengen eines Bereichs
vom Typ (2j−1), j > 1.
2j+1 CISET von Teilmengen eines Bereichs
vom Typ (2j−1), j > 1.
Beispiel: Das Beispiel STO¨RUNG ist vom Typ 0. Die CISET-Relation
STO¨RUNG hat drei CISET-Tupel und vier CISET-Attribute. Die Do-
ma¨ne jedes dieser Attribute ist folgende:
DOM(S–TY P ) = Menge aller Typen,
DOM(S–ORT ) = {A5, A4, B6},
DOM(CI–ORT ) = ξ,
DOM(S–DAUER)= Menge aller Ziffern.
DOM(S–TPY ), DOM(S–ORT ), DOM(CI–ORT )
und DOM(S–DAUER) erfu¨llen die Definition eines Typs 0 CISET
Relation.
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Wie in [Nai03] zu sehen ist, ist es in der Praxis am einfachsten, eine
CISET-Relation vom Typ 0 zu implementieren, weshalb wir uns in die-
ser Arbeit nur auf Typ 0 CISETs konzentrieren.
Semantik fu¨r CISET-Relationen
Sei die folgende Tabelle eine CISET-Relation vom Typ 0:
STO¨RUNG
S-TYP S-ORT CI-ORT S-DAUER CI
Stau A5 〈0.3, 0.7〉 2h 〈0.1, 0.8〉
Unfall A4 〈0.4, 0.6〉 1h 〈0.2, 0.9〉
Sperrung B6 〈0.5, 0.7〉 24h 〈0.3, 0.7〉
Die Semantik des ersten Tupels ist: “ Es gibt Stau auf der A5, der 2
Stunden anhalten kann, und der Ort des Staus hat einen Konfidenzin-
dexwert von 〈0.3, 0.7〉. Die Tatsache, dass es Stau auf der A5 gibt, der
2 Stunde dauern kann, hat einen Konfidenzindexwert von 〈0.1, 0.8〉”.
Man beachte, daß es einen essenziellen Unterschied zwischen der In-
terpretation der Attribute CI–ORT und CI gibt. Das Attribut CI–
ORT ist ein gewo¨hnliches Attribut, das eine Information u¨ber den Stau
entha¨lt. Das Attribut CI hingegen trifft keinerlei Aussage u¨ber den
Stau. Stattdessen entha¨lt CI eine Information u¨ber die Gu¨ltigkeit des
Tupels selbst, und weist dem Tupel ein Konfidenzindex zu. So unter-
scheidet sich CI von allen anderen Attributen, da das Attribut CI ein
Tupel-Attribut darstellt, das das Tupel selbst qualifiziert.
Eigenschaften von CISET-Relationen
1. Die Reihenfolge der Attribute ist unwichtig.
Zum Beispiel sind die folgenden zwei CISET-Relationen gleich:
STO¨RUNG
S-TYP S-ORT CI-ORT S-DAUER CI
Stau A5 〈0.3, 0.7〉 2h 〈0.1, 0.8〉
Unfall A4 〈0.4, 0.6〉 1h 〈0.2, 0.9〉
Sperrung B6 〈0.5, 0.7〉 24h 〈0.3, 0.7〉
STO¨RUNG 2
S-TYP S-DAUER CI-ORT CI C-ORT
Stau 2h 〈0.3, 0.7〉 〈0.1, 0.8〉 A5
Unfall 1h 〈0.4, 0.6〉 〈0.2, 0.9〉 A4.
Sperrung 24h 〈0.5, 0.7〉 〈0.3, 0.7〉 B6
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Es fa¨llt auf, dass das erste Tupel in der Relation STO¨RUNG so-
wie das erste Tupel in der STO¨RUNG 2 CISET-Relation die glei-
che Information beinhalten, sodass man die Aussage treffen kann,
dass
”
Verschiedenen Quellen entsprechend ein Stau auf der A5
ist, der 2 Stunden dauern kann, zu 10% unsicher und zu 80% si-
cher. Außerdem hat der Ort des Staus einen Konfidenzwert von
〈0.3, 0.7〉´´.
2. Die Reihenfolge der Tupel in einer CISET-Relation ist unwichtig:
STO¨RUNG
S-TYP S-ORT CI-ORT S-DAUER CI
Stau A5 〈0.3, 0.7〉 2h 〈0.1, 0.8〉
Unfall A4 〈0.4, 0.6〉 1h 〈0.2, 0.9〉
Sperrung B6 〈0.5, 0.7〉 24h 〈0.3, 0.7〉
STO¨RUNG 3
S-TYP S-ORT CI-ORT S-DAUER CI
Unfall A4 〈0.4, 0.6〉 1h 〈0.2, 0.9〉
Sperrung B6 〈0.5, 0.7〉 24h 〈0.3, 0.7〉
Stau A5 〈0.3, 0.7〉 2h 〈0.1, 0.8〉
Das Tupel 1 in der CISET-Relation STO¨RUNG erscheint als Tu-
pel 3 in der CISET-Relation STO¨RUNG 3. Der Informationsge-
halt dieser zwei Tupel ist gleich.
3. Es gibt keine identischen Tupel in einer Relation.
4. Eine CISET-Relation ist in 1Normal-form.
Eine CISET-Relation ist eine Menge von Abbildungen. Jede Ab-
bildung entspricht einem Tupel in der CISET-Relation. Nach der
Definition einer CISET-Relation weist jede Abbildung jedem At-
tribut einen einzelnen Wert zu. Diese Eigenschaft bezeichnet man
als 1Normal-form. Eine CISET-Relation ist in erster Normal-form
(1NF ), wenn jeder Attributwert ein atomarer Wert ist, also insbe-
sondere keine Liste oder Menge von Werten. Es fa¨llt auf, dass ein
Konfidenzindex, a¨hnlich wie bei komplexen Zahlen, als einzelner
Wert behandelt wird.
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7.3 Anwendung des CISET-Ansatzes auf das Sze-
nario
Folgendes Beispiel aus [Nai03] zeigt, wie man den CISET-Ansatz auf
sich widersprechende Informationen anwenden kann:
Beispiel:
”
Fabrik X in der Stadt Y produziert biologische Waffen”hat
einen Konfidenzindex von 〈0.3, 0.7〉 . Zu Beginn haben wir keine Infor-
mation u¨ber die Fabrik X, folglich hat die Aussage ”Fabrik X produziert
biologische Waffen”den Konfidenzindex 〈1, 0〉. Nach dem Eingang von
Informationen aus einer ersten Quelle, werden diese analysiert und β
erha¨lt den Wert 0.6 fu¨r die Aussage oder anders ausgedru¨ckt der Kon-
fidenzindex wird in 〈1, 0.6〉 umgewandelt. Eine zweite Quelle liefert nun
Informationen, die der ersten Aussage widersprechen. Nach Untersu-
chung der zweiten Informationen wird α auf 0.3 gesetzt, womit sich der
Konfidenzindex zu 〈0.3, 0.6〉 aba¨ndert.
Gehen wir auch a¨hnlich bei dem Beispiel unseres Szenarios vor, dann
liefert uns die Aussage
”
Es ist ein Unfall auf der A5 passiert.”einen
Konfidenzindex 〈0.3, 0.8〉 . Am Anfang haben wir noch keinen Eintrag
bezu¨glich des Verkehrzustands in der Datenbank. Nach Empfang der
positiven Aussage der ersten Quelle (Die erste Quelle ist eine Person,
die bei der Zentrale registriert ist, und bisher stets richtige Informatio-
nen gemeldet hat) wird die Zuverla¨ssigkeit gepru¨ft, und gema¨ß Vertrau-
ensgrad der Quelle wird β der Wert 0.8 zugewiesen. In anderen Worten,
der Konfidenzindex ist auf 〈1.0, 0.8〉 gea¨ndert. Nach einiger Zeit trifft
die Meldung einer zweiten Quelle ein, die der ersten Meldung wider-
spricht. Da nichts u¨ber diesen Melder bekannt ist, mo¨chte man die
Unfallmeldung nicht sofort streichen, da sie eventuell eine wichtige In-
formation beinhalten kann. Es ist beispielsweise mo¨glich, dass der Un-
bekannte bei der Meldung einen Aspekt falsch widergegeben hat, und
so nur die Autobahnabku¨rzung nicht stimmt. Nach sorgfa¨ltiger Auswer-
tung jener Information wird der Wert α auf 0.3 gesetzt. So a¨ndert sich
der Konfidenzindex zu 〈0.3, 0.8〉. Die Information, dass es einen Unfall
auf der A5 gibt, hat dann einen Konfidenzindex 〈0.3, 0.8〉. So ist es mit
dem CISET-Ansatz mo¨glich, die beiden widerspru¨chlichen Aussagen in
die Datenbank aufzunehmen. Jetzt bleibt der Eintrag in der Datenbank
unvera¨ndert, bis eventuell weitere Informationen zu dem Unfall eintref-
fen. Wird noch eine Meldung eines zuverla¨ssigen Melders gemeldet wird
der β-Wert erho¨ht, ansonsten bleibt er unvera¨ndert. Dieses Verfahren
wird auch tatsa¨chlich in der Praxis angewendet, wie es z.B. in [Koo04]
beschrieben wird. Da Konfidenzindizes je nach Vertrauensgrad gesetzt
werden, sind es subjektive Daten.
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Fu¨r die Initialisierung in [Nai03] wird davon ausgegangen, dass jeder
Sachverhalt, u¨ber den noch keine Information vorliegt, als falsch an-
zunehmen ist. Deswegen wird stets mit 〈1.0, 0.0〉 initialisiert. In der
Realita¨t ist ein Sachverhalt, u¨ber den keine Information vorliegt, zu-
mindest fu¨r mo¨glich zu halten, solange nichts dagegen spricht. Also
ha¨tte man auch auf 〈0.0, 0.0〉 initialisieren ko¨nnen.
7.4 CISET-relationale Algebra
In diesem Abschnitt untersuchen wir die CISET-relationale Algebra.
Diese sind nur auf kompatible relationale Schemata anwendbar.
Definition: Zwei Relationen R = {A1, ...An} und S = {B1, ..., Bm}
sind kompatibel, wenn:
1. n = m, d.h. die Anzahl der Attribute ist gleich;
2. DOM(Ai) = DOM(Bi) ∀ i = 1, 2, .., n
7.4.1 Vereinigung, Schnitt, Differenz
Seien R und S zwei Relationen. Relationale Operationen, wie Vereini-
gung und Schnitt sind genau dann Anwendbar, wenn R und S kompa-
tibel sind. Im folgenden nehmem wir an, dass R und S kompatibel sind.
Wie schon im Abschnitt
”
Relationales-Modell fu¨r CISETs”zu sehen ist,
hat eine CISET-Relation, CISETs, die sich auf einzelne Attribute be-
ziehen und CISETs, die sich auf das ganze Tupel beziehen.
Vereinigung: Wenn man zwei kompatible Relationen vereinigt, be-
kommt man eine neue Relation, die ebenfalls kompatibel ist. Man be-
kommt die Vereinigung von zwei CISET-Relationen R und S indem
man alle Zeilen von R und S kombiniert.
Formal ergibt sich folgendes: R = {(Ai, bi,1, ..., bi,m)} mit i ∈ I und
S = {(Aj, bj,1, ..., bj,m)} mit j ∈ J wobei Ai und Aj relationale Attri-
bute sind und {bi,1, ..., bi,m, bj,1, ..., bj,m} Elemente aus ξ sind.
R∪S = {Ai, bi,1∪ bj,1, ..., bi,m∪ bj,m | i ∈ I, j ∈ J,Ai = Aj}∪{(Ai, bi,1∪
bj,1, ..., bi,m ∪ bj,m)i ∈ I,¬∃j ∈ J : Ai = Aj} ∪ {(Ai, bi,1 ∪ bj,1, ..., bi,m ∪
bj,m)j ∈ J,¬∃i ∈ I : Ai = Aj}
Beispiel: Wir benutzen folgende zwei CISET-Relationen, um die Ver-
einigung zu zeigen.
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R
A B C CI
a1 b1 c1 〈0.3, 0.7〉
a1 b1 c2 〈0.6, 0.2〉
a3 b3 c3 〈0, 1〉
a4 b4 c4 〈1, 1〉
S
A B C CI
a1 b2 c2 〈0.2, 0.5〉
a2 b2 c1 〈0.1, 0.8〉
a3 b3 c3 〈0, 1〉
a4 b4 c4 〈1, 1〉
R ∪ S
A B C CI
a1 b1 c1 〈0.3, 0.7〉
a1 b1 c2 〈0.6, 0.2〉
a1 b2 c2 〈0.2, 0.5〉
a2 b2 c1 〈0.1, 0.8〉
a3 b3 c3 〈0, 1〉
a4 b4 c4 〈0, 1〉
Schnitt: Den Schnitt von zwei CISET-Relationen bekommt man in-
dem man alle Zeilen von R die identisch zu S sind nimmt. Formal ergibt
sich folgendes: R ∩ S = {Ai, bi,1 ∩ bj,1, ..., bi,m ∩ bj,m | i ∈ I, j ∈ J,Ai =
Aj}
Beispiel: Sei R und S aus obigen Beispiel:
R ∩ S
A B C CI
a3 b1 c3 〈1, 1〉
a4 b4 c4 〈1, 0〉
Man erkennt, dass das Tupel (a4, b4, c4, 〈1, 0〉) normalerweise nicht in
R∩S vorkommt, da es den Konfidenzindex 〈1, 0〉 (Contra-wert = 1, Pro-
wert = 0) besitzt, also eigentlich als “falsch”oder “ungu¨ltig”verstanden
werden kann.
Differenz: Differenz bei relationaler Algebra hat die gleiche Definition
wie die Differenz des Basis-Operation, die wir schon gesehen haben.
R − S = {Ai, bi,1, ..., bi,m | i ∈ I,¬∃j ∈ J,Ai = Aj} ∪ {Ai, bi,1 −
bj,1, ..., bi,m − bj,m | i ∈ I, j ∈ J : Ai = Aj}
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7.4.2 Selektion und Projektion
Selektion: Selektionsoperationen erzeugen eine neue CISET-Relation,
wenn man Tupel selektiert die gegebenen Pra¨dikate beru¨cksichtigen.
Betrachten wir unsere vorige Relation R, fu¨r a ∈ DOM(A), σA=aR ist
eine Selektionsoperation, die alle Tupel von R enthalten, mit Attribut
A gleich a. Wenn DOM(CI) = ξ und 〈α, β〉 ein Konfidenzindex ist,
dann ist σ(A=a)∧(CI.LL<α)∧(CI.UL≥β)R eine Selektion auf R, die alle Tu-
pel mit Attribut A gleich a entha¨lt und dessen CI-Wert aus Elementen
besteht, deren Infimum kleiner als α ist und Supremum gro¨ßer oder
gleich β ist.
Projektion: Projektion bei CISET-relationaler Algebra ist a¨hnlich wie
bei der normalen Relatioanlen Algebra.
7.4.3 Produkt und Join
Produkt: Das Produkt von zwei CISET-Relationen erzeugt eine Liste
von mo¨glichen Tupelpaare. D.h., wenn wir eine CISET-Relation mit
drei Zeilen und eine andere mit 4 Zeilen haben, besteht die CISET-
Relation, die man nach dem Produkt bekommt, aus 12 Zeilen. Formal:
RxS = {Ai, Aj, bi,1 ∩ bj,1, ..., bi,m ∩ bj,m | i ∈ I, j ∈ J}
Joins: Bei Joins wird zuerst das Produkt berechnet, danach werden
alle Tupel mit identischen Werte selektiert und anschließend werden
identische Attribute durch Projektion eliminiert.
7.4.4 Division
Die Divisionsoperation ist a¨hnlich wie ein Ganzzahldivision. Seien zwei
Relationen U und V mit U = {(ai,1, ..., ai,n, b1, ..., bk, ci,1, ..., ci,m) | i ∈
I} und T = {(aj,1, ..., aj,n, cj,1, ..., cj,m) | j ∈ J}. Das Ergebnis der Di-
vision wird in drei Stufe berechnet. Erstens werden alle Tupel ti aus U
gesucht, fu¨r die ein Tupel tj aus T existiert, so dass ∀ x ∈ {1, ..., n} :
ai,x = aj,x. Zusa¨tzlich muss gelten, dass cj,1 ≤ ci,z ∀ z ∈ {1, ...,m}.
Zweitens wird eine Projektion auf alle Attribute der Relationen, die
im ersten Schritt erhalten wurden und welche nicht in der Relation T
enthalten sind, durchgefu¨hrt. Drittens werden alle Tupel, die in den
Attributen b1, ..., bk u¨bereinstimmen, vereinigt.
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7.5 Fazit
Der CISET-Ansatz ist ein komplexes Erweiterung des relationalen Mo-
dells, da die Vertrauensgrade subjektiv sind. Er ist aber ein gutes Mo-
dell insbesondere im Verkehrbereich, denn er beru¨cksichtigt auch im-
perfekte und widerspru¨chliche Daten, die im Verkehrbereich o¨fters vor-
kommen. Bei Zugriff von Daten, zeigt sich die CISET-Ansatz unkompli-
ziert, da relationale Algebra einfach zu ermitteln ist und Konfidenzin-
dizes leicht zu interpretieren sind. Die Verwendung der Initialisierung
ist allerdings etwas unklar.
LITERATURVERZEICHNIS 109
Literaturverzeichnis
[Koo04] Erik Koop. Datenbankunterstu¨tzung fu¨r imperfekte Daten
im Verkehrsumfeld. PhD thesis, IPD, Universita¨t Karlsruhe
(TH), 2004.









Durch die rasche Entwicklung des World Wide Web hat sich die Zahl der
Intra - /Internet-Anwendungen, die man als heterogene Daten integrieren
muss, sehr schnell erho¨ht. Das Hauptproblem bei diesen Anwendungen ist
der Datenaustausch. Nehmen wir zum Beispiel an, dass wir Datenbankan-
wendungen schreiben wollen, die Daten aus vielen verschiedenen Datenquel-
len miteinander abgleichen, so steht man vor dem Problem, dass Daten von
einem Format in ein anderes u¨bersetzt werden mu¨ssen, um in Abfragen ver-
wendet werden zu ko¨nnen.
Die bisherige Art,
”
auf die Schnelle mal eben“ einen U¨bersetzer zu schreiben,
fu¨hrt zu schlecht dokumentierter und kaum wieder verwendbarer Software.
Es wurde viele Datenmodelle und allgemeine Abfragesprachen entworfen,
um das Kombinieren der Informationen von vielen unterschiedlichen Quel-
len zu unterstu¨tzen.
8.1.2 Wrapper/Mediator-basierte Architekturen
Eine Mo¨glichkeit, unterschiedliche Informationsquellen zu integrieren, die
die gleichen Entita¨ten der realen Welt darstellen, ist die Herstellung ei-
nes Mediators, der fa¨hig ist, Fragen u¨ber diese Entita¨ten zu beantworten
[Wie92].
Mediatoren verwenden rohe Quellen (passend angeschlossen durch Wrap-
pers) und /oder andere Mediatoren, um auf die Anfragen zu antworten,
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Abbildung 8.1: Ein Netzwerk von Mediatoren und Informationsquellen
genau so wie es in der Abbildung 8.1 dargestellt ist.
Ein Mediator ist die Ebene zwischen den Benutzern und den Datenquellen.
Sie wird auchMiddleware genannt. Ein Wrapper, auch Translator genannt
bietet dem Mediator einen homogenen Zugriff zu den heterogenen Daten-
quellen.
Zwei Wrapper/Mediatorarchitekturen sind bekannt:
1. Bottom-Up Ansatz
• Wrapper bilden den Inhalt der Datenquellen in ein allgemeines
Datenmodell ab.
• Mediator integriert dies zu einer globalen Datenbasis.
• Benutzer stellt Anfragen an den Mediatoren, die auf der globalen
Datenbasis ausgewertet werden.
2. Top-Down Ansatz
• Mediator stellt eine allgemeine Anfragesprache zur Verfu¨gung.
• Benutzer stellt Anfragen an den Mediator, die von diesem aufge-
teilt werden und die Teile an die Wrapper weitergegeben werden.
• Wrapper stellen die Anfragen an die Teildatenbasen, und geben
Ergebnisse zuru¨ck.
• Mediator verknu¨pft diese Ergebnisse.
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Abbildung 8.2: Abbildung 8.2a links: Das Szenario. Abb. 8.2b rechts: Die
SGML-Broschu¨re.
8.2 Semistrukturierte Datenmodelle
8.2.1 Das YAT Datenmodel
Das YAT System und Problemvorstellung
Das YAT-System (Yet another tree-based system) wurde am INRIA(Institut
National de Recherche en Informatique et Automatique) in Frankreich als
Werkzeug zur Spezifikation und Implementierung von Datenkonvertern fu¨r
heterogene Datenquellen entwickelt [SJ97, Clu97, CDSS98].
Um das Problem zu veranschaulichen, betrachten wir das folgende Beispiel:
Eine Autoha¨ndlerfirma mo¨chte eine Intranet-Anwendung erstellen. Unter
anderem speichert die Firma Informationen u¨ber seine Ha¨ndler in einem re-
lationalen Datenbanksystem und die Beschreibungen der verkauften Autos
in SGML Dokumenten. Das Ziel ist es, alle Informationen in einer Objekt-
datenbank zu integrieren und eine HTML-Schnittstelle zur Verfu¨gung zu
stellen, damit die Angestellten sie auf dem Netz ansehen ko¨nnen.
Eine globale Ansicht der Anwendung, ist in Abbildung 8.2a zu sehen. Die
Abbildung 8.2b stellt eine SGML-Broschu¨re dar, die Informationen u¨ber
verkaufte Autos entha¨lt.
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Abbildung 8.3: Darstellung ODMG-Daten mit YAT.
Modellierung
Abbildung 8.3 zeigt vier Modelle, die unterschiedliche Niveaus von Daten-
repra¨sentation veranschaulichen. In der oberen linken Ecke der Abbildung,
ist das Yat Modell zu sehen. Auf der rechten Seite steht eine erste Instanz
von Yat, die ein ODMG Schema modelliert. Das Autoschemamodell auf der
unteren linken Seite ist ein Fall beider vorhergehenden Modelle und stellt
Daten dar, die zu dem spezifischen ODMG Schema passen. Schließlich stellt
das Golfmodell die tatsa¨chliche Datenbank dar und ist eine Instanz des Au-
toschemas.
Das YAT-Modell verwendet statt der Bezeichnung Schema den Ausdruck
”
Pattern“(Muster). Diese Muster erlauben die Realisierung der Modellier-
barkeit aller Realweltdaten und bestehen aus einer Menge von geordneten
Ba¨umen. Die Knoten eines Baumes sind mit Variablen oder Konstanten
beschriftet. Es gibt eigentlich zwei Variablensorten:
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• Datenvariablen wie Z.B L in YAT, class-name in ODMG, s1 in Car
Schema in der oberen Abbildung.
• Mustervariablen wie Z.B YAT,Pclass,Pcar
Grundsa¨tzlich ist die Doma¨ne einer Datenvariable die Menge aller ihrer Kon-
stanten und Variablennamen. Die Doma¨ne der Yat Variablen L beinhaltet
Z.B Konstanten wie class, car oder
”
Golf“ und Variablen wie class-name
und att.
Die Doma¨ne einer Mustervariable ist die Menge aller ihren Musterinstanzen.
Interessant an dem YAT-Modell ist die Mo¨glichkeit bereits definierte Muster
zu instanzieren. Die Instanzierung geschieht durch:
• Die Benennung von Knoten eines Musters mit Namen von anderen
Mustern
• Das Setzung einer Referenz auf einen Knoten eines Musters.
In Abbildung 8.3 ist zu sehen, dass Pclass eine Instanz von Yat ist und
psup eine Instanz von Pclass ist.
Bei der Instanziierung eines Modells dient der *-Operator dazu, die Anzahl
der erlaubten Ausgangskanten aus einem Knoten zu definieren. Dieser spe-
zifiziert, dass die Kante entweder nicht oder beliebig oft auftreten. Wird der





YATL ist die Anfragesprache, die in Yat verwendet wird. Sie ist eine regelba-
sierte Sprache bei der, jede Regel aus einem Kopf und einem Rumpf besteht.
Der Kopf der Regel entha¨lt Informationen, wie die gefundenen Daten neu
strukturiert werden mu¨ssen. Der Rumpf entha¨lt Muster und Pra¨dikate.
Lassen wir uns dieses mit einem Beispiel veranschaulichen. In Abbildung
8.4a wird ein Yat Programm dargestellt, das fu¨r jede SGML-Broschu¨re ein
Lieferantenobjekt erzeugt.
Der Rumpf besteht aus:
• Einem Muster, das die SGML-Broschu¨re darstellt.
• Einem einfachen Pra¨dikat, das a¨ltere Autos herausfiltert.
• 2 externen Funktionen, die die Stadt und die Postleitzahl aus einer
Adresse extrahieren.
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Abbildung 8.4: Abb 8.4a oben: Ein YAT Programm, das Lieferantenob-
jekte erzeugt. Abb 8.4b unten: Anwendung des Programms auf 2 SGML
Broschu¨re.
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Der Kopf besteht aus einem einzelnen Muster dessen Name mit einer Varia-
ble (SN) parametrisiert ist. Dabei ist SN der Name eines Lieferanten.
Parametrisierte Musternamen entsprechen explizite Skolemfunktionen. Sko-
lemfunktionen dienen dazu, einen Objekt fu¨r jeden Lieferantenname zu er-
zeugen, und zwar entspricht die eindeutige ID des Objekts den Parameter-
werten. In Abbildung 8.4b wird eine Anwendung dieses Programms auf 2
SGML-Broschu¨re dargestellt. Die beiden externen Funktionen haben fu¨r je-
des Objekt jeweils die Stadt und die Postleitzahl extrahiert.
Das zweite Yat Programm aus Abbildung 5 erzeugt fu¨r jede Broschu¨re ein
Autoobjekt. Interessant an diesem Programm ist die Benutzung einer Re-
ferenz. Der Rumpf ist derselbe wie der von oben. In dem Kopf referenziert
jedes Auto seine Lieferanten. Die Erzeugung der Verbindungen von Autos
zu Lieferanten wird durch die Nutzung von dem parametrisierten Muster-
namen Psup(SN) angefasst. Das Symbol & wird hier fu¨r die Referenz auf
einen Lieferanten benutzt. Das Symbol {}wird fu¨r die Erzeugung eines Kno-
ten mit mehreren So¨hnen benutzt.
8.2.2 Das OEM Datenmodel
Das OEM-Datenmodell wurde urspru¨nglich fu¨r das TSIMMIS-Projekt ent-
wickelt. TSIMMIS - The Stanford-IBM Manager of Multiple Information
Sources - ist ein System zur Integration von Informationen [GMPQ+95, Vas].
TSIMMIS: Konzept
In Tsimmis wird als Architektur der
”
Top Down Ansatz“angewendet, wobei
folgendes Szenario la¨uft:
• Benutzer stellt Anfrage an einen Mediator
• Mediator gibt Anfrage an die Translatoren weiter
• Translatoren transformieren die Datenobjekte der Quellen in OEM
und sind in der Lage, Anfragen aus den Quellen zu beantworten.
• Ergebnisse der Quellen werden in OEM an den Mediator zuru¨ckgege-
ben.
• Mediator integriert die Antworten der Quellen.
Abbildung 8.5 stellt die Architektur von Tsimmis dar.
118 KAPITEL 8. KOPPLUNG VERTEILTER DATENBANKSYSTEME
Abbildung 8.5: Tsimmisarchitektur.
Das Objekt Exchange Modell
OEM ist ein Datenmodell (ein sehr einfaches
”
selbstbeschreibendes“ Ob-
jektmodell) zur Kommunikation zwischen Translatoren und Mediatoren in
TSIMMIS.
OEM kennt nur Objektidentita¨ten und Schachtelung als Konzept. Jedes Ob-
jekt besteht aus :
• OID :Ein Wert, der das Objekt eindeutig identifiziert.
• Label : Beschreibung des Objektinhalts. Damit kann das Objekt iden-
tifiziert werden und die Bedeutung des Objekts beschrieben werden.
• Typ: Datentyp des Werts. Verwendung findet hier entweder ein ato-
marer Typ oder ein Set-Typ.
• Wert : der Wert des Objekts.
Betrachten wir nun das folgende Beispiel, um OEM besser zu erkla¨ren. Ab-
bildung 8.6 stellt eine Menge von OEM Objekten dar.
Auf der oberen Stufe befindet sich ein Root Objekt dessen Label Buchhand-
lung ist. Sein Wert ist eine Menge von Objekten vom Typ
”
set“. Unter der
Objektmenge, die den Wert der Buchhandlung bildet, ist ein Objekt zu se-
hen, dessen Label Buch ist. Das Buchobjekt hat einen Wert dessen Typ auch
”
set“ ist. Jedoch anders als das Bibliothekobjekt, wird
”
set“ hier benutzt,
um einen Satzaufbau zu simulieren.
Als Wert des Buchobjekts erwarten wir eine Menge von Subobjekten mit un-
8.2. SEMISTRUKTURIERTE DATENMODELLE 119
Abbildung 8.6: Versammlung von OEM Objekten.
terschiedlichen Labels. Man sieht doch 2 Subobjekte mit den Labels Autor
und Titel.
Tsimmissprachen
1. The Mediator Specification Language (MSL)
Mediatoren werden in MSL (eine regelbasierte Anfragesprache an
OEM) programmiert. MSL-Regeln sind anhand dieser Formel beschrie-
ben:
Head(V ars) : −body(V ars, databases)
• Rumpf: Pattern, das mit geeigneten Variablenbindungen erfu¨llt
werden muss.
• Der Kopf beschreibt die Struktur des OEM-Objekts, das generiert
werden soll.




Fu¨hren wir jetzt ein Beispiel durch. Sei die Anfrage gegeben:
”
Finde
alle Bu¨cher deren Autor Aho ist“. Dann sieht die entsprechende Regel
dafu¨r so aus:
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< BuchtitelX >: −
< Buchhandlung{< Buch{< Titel X >< Autor ′′Aho′′ >} >} >
@S1
S1 ko¨nnte hier entweder einen Mediator oder einen Translator sein. Der
Head der Frage zeigt an, dass jeder Wert, den X bindet, im Ergebnis
als Wert eines Objekts eingeschlossen ist, der Buchtitel beschriftet
wird. Aus technischen Gru¨nden werden diese Objekte Subobjekte eines
Objekts mit dem Label Antwort, das durch die Frage produziert wird.
2. The Wrapper Specification Language (WSL)




• Einer Aktion in der Anfragesprache der zugrunde liegenden Da-
tenbank.
Bekommt der Wrapper eine MSL-Anfrage, die auf das WSL-Template
passt, wird die Aktion mit der entsprechenden Variablenbindung aus-
gefu¨hrt.
Als Beispiel mo¨chten wir einen Wrapper fu¨r eine Quelle erstellen, der
ein bibliographisches Suchsystem ist. Wir ko¨nnen Regeln wie folgt de-
finieren:
< booksX >: −
< library{X :< book{< title X >< author $AU >} >} > @S1
• Der erzeugte Wrapper u¨berpru¨ft eine Frage und vergleicht sie mit
diesem und anderen Mustern, die in der Wrapper-Spezifikation
angegeben werden.
• Die Frage
< booksB >: −
< library{B :< book{< title X >< author ′′Aho′′ >} >} > @S1
wu¨rde eine “native” Frage zur Quelle S1 erzeugen, die Bu¨cher
anfordert, die von Aho geschrieben wurden.
• Schließlich wird den String dann zur Quelle S1 gefu¨hrt.
3. The LOREL Query Language
In Tsimmis ko¨nnen Benutzer Anfragen in MSL oder LOREL stellen.
LOREL (Lightweight Objekt Repository Language) ist eine auf OQL
basierende Abfragesprache fu¨r das OEMModell [AQM+97, MAG+97].
Die semistrukturierten Teile der Abfragen mit Lorel sind pfadorien-
tiert. Es ist auch eine Abfragesprache fu¨r das LORE, Projekt in Stan-
ford, das DBMS fu¨r das OEM Datenmodell aufbaut.
Eine komplette Spezifikation von LOREL, einschließlich die formale
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Syntax und Semantik werden in Quass, Rajaraman, Sagiv, Ull-
manund in Widom explizit erkla¨rt.
Lassen wir nun ein Beispiel ansehen. Lautet die Frage:
”
Find the books
of which Aho is an Author“, so sieht der Code wie folgt aus:
Select library.book.title Where library.book.author =
”
Aho“
8.3 Gemeinsamkeiten und Unterschiede zwischen
den Datenmodellen
OEM wurde fu¨r den Datenaustausch entwickelt und dient zur Kommuni-
kation zwischen Wrappern und Mediatoren in Tsimmis. Damit konnten un-
strukturierte Datenmengen einfach in eine gesamte Sicht der Daten integriert
werden.
Der Einsatz von YAT wurde in Bezug auf den Datenaustausch zwischen
verschiedensten Datenbanken, die beliebige, festgelegte Datenmodelle ein-
setzen, optimiert.
YAT ist ein System zum Erstellen von Konvertern. Tsimmis, ein System zur
Integration von Informationen von verschiedenen Datenquellen.
8.4 Fazit
Folgende Themen wurden in diesem Paper behandelt:
• Das Wrapper /Mediator Konzept
• Das YAT-Modell, das aus einer Sammlung von Mustern besteht,
die die ankommenden Daten und die Ergebnisse der Konvertierung
beschreiben.
• YATL, die Sprache fu¨r die spezifikation der Datenumsetzung.
• Das Tsimmis Konzept und seine Architektur.
• Das OEM Datenmodell, ein objektorientiertes Model, das Objekt
Label verwendet um Attribute -und Informationsklassen von Objekten
darzustellen.
• Die Sprache LOREL fu¨r OEM Objekten
• MSL, eine fu¨r Mediatoren regelbasierte Abfragesprache, die OEM ver-
wendet.
• WSL, eine zu MSL erweiterte Sprache, die die Beschreibung der Da-
tenquelleninhalte erlaubt und Anfragenfa¨higkeiten erleichtert.
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Beim Erfassen von Verkehrsdaten tritt eine sehr hohe Anzahl von Daten-
sa¨tzen auf. Dabei wird es unpraktikabel fu¨r die Analyse OnLine Transac-
tional Processing Systeme (OLTP) zu verwenden, weil die Antwortzeiten
zu hoch werden. Eine Lo¨sung dieses Problems ko¨nnte der Einsatz von
Data-Warehouse-Umgebungen mit OnLine Analytical Processing Systemen
(OLAP) sein. In solchen OLAP-Systemen werden die Daten strukturiert
und vorberechnet, so dass die Antwortzeiten fu¨r die Analysen optimiert wer-
den ko¨nnen. In dem folgenden Szenario im verteilten Verkehrsbereich bietet
es sich an, die Data-Warehouse-Umgebungen zu verteilen. Dabei ist es in-
teressant zu betrachten, welche Mo¨glichkeiten es gibt, diese verteilten Data-
Warehouse-Systeme zentral abzufragen. In dieser Ausarbeitung werden zwei
Ansa¨tze dafu¨r analysiert und bewertet.
9.1 Einleitung
9.1.1 Einfu¨hrung in das Szenario
In dem Szenario wird angenommen, dass Daten anhand Mautstationen an
Autobahnen an ein Data Warehouse pro Bundesland gesendet werden ko¨n-
nen. Eindeutig identifiert werden die Daten u¨ber die ID der Mautstation und
die ID des Mauterfassungsgera¨ts im LKW. Außerdem kann noch das Datum
und die Uhrzeit festgestellt werden. Dabei kann man sich noch vorstellen,
dass weitere Daten u¨ber den LKW, wie z.B. geladene Gu¨ter und Gewicht
(kann event. u¨ber Waage festgestellt werden, u¨ber die der LKW fa¨hrt) er-
fasst werden. Dabei mu¨ssen natu¨rlich Richtlinien u¨ber die Behandlung von
vertraulichen Daten beachtet werden.
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Die Daten werden pro Mautstation erfasst und an eine zentrale Datenbank
pro Bundesland gesendet. Zusa¨tzlich wird davon ausgegangen, dass an je-
der Autobahnauffahrt und -abfahrt auch wieder eine Mautstation steht, die
mitbekommt, wenn der LKW die Autobahn verla¨sst bzw. wenn er auf die
Autobahn auffa¨hrt. Dadurch kann auch eine Routenverfolgung pro LKW
durchgefu¨hrt werden, weil die Daten jeder Mautstation an einer zentraler
Stelle pro Bundesland gesammelt werden. Es kann dabei festgestellt wer-
den, wie ein bestimmter LKW eine Strecke zwischen Berlin und Karlsruhe
gefahren ist, da auch festgehalten wird, wann und ob das Bundesland verlas-
sen wird und ein anderes Bundesland die Daten weiter sammelt (durch die
ID des Mauterfassungsgera¨ts des LWKs kann wieder die Beziehung herge-
stellt werden). Dabei ko¨nnen die Daten dann zentral von z.B. der Spedition
abgefragt werden mit dem Zweck die Strecke zu optimieren. Außerdem kann
u¨ber die Erfassung des Gewichtes und die Anzahl der LKWs pro Zeiteinheit
die Auslastung eines bestimmten Streckenabschnitts einer Autobahn festge-
stellt werden. Eine weitere Anwendung wa¨re eine Erfassung der Gu¨ter, die
u¨ber die Autobahnen transportiert werden, fu¨r das Statistische Bundesamt,
das die Daten momentan noch manuell ermittelt.
Es sind eine Reihe von weiteren Anwendungen denkbar, fu¨r die Daten von
LKWs gesammt werden ko¨nnen, in naher Zukunft vielleicht auch von PKWs.
Wie und wann die Daten aggregiert werden, ist nicht Gegenstand dieser
Ausarbeitung. Die gesammelten Daten kommen fertig aggregiert im Data
Warehouse des entsprechenden Bundeslands an. Auch die Behandlung von
inkonsistenten oder widerspru¨chlichen Daten ist nicht Gegenstand dieser
Ausarbeitung. Strukturell sieht das Szenario wie in Abbildung 9.1 aus.
9.1.2 Data-Warehouse und OLAP
Es gibt keine offizielle Definition von Data-Warehouse, die ha¨ufigste zitierte
Definition von Bill Inmon [Inm96] lautet:
A data warehouse is a subject-oriented, integrated, time-varying, non-volatile
collection of data in support of the management’s decision-making process.
Anhand der Definition kann man also vier Eigenschaften eines Data-Ware-
houses rausfinden, die hier kurz skizziert werden (siehe [BG00]).
• Fachorientierung
Der Zweck der Datenbasis liegt nicht mehr auf der Erfu¨llung einer Auf-





Die Datenverarbeitung findet auf integrierten Daten aus mehreren Da-
tenbanken statt
• Historische Daten
Die Verarbeitung der Daten ist so angelegt, dass vor allem Vergleiche
u¨ber die Zeit stattfinden. Es ist dazu unumga¨nglich, Daten u¨ber einen
la¨ngeren Zeitraum zu halten.
• Nicht flu¨chtige Datenbasis
Die Datenbasis ist als stabil zu betrachten. Daten, die einmal in das
Data-Warehouse eingebracht wurden, werden kaum entfernt oder ge-
a¨ndert.
Auch wenn die Definition von Inmon sehr ha¨ufig zitiert wird, hier noch eine
etwas andere Definition [Kur98]:
Ein Data Warehouse repra¨sentiert eine, von den operativen Datenbanken ge-
trennte Decision Support-Datenbank (Analyse-Datenbank), die prima¨r zur








Anwendertyp Sachbearbeiter Manager, Controller,
Analysten
Anwenderzahl sehr viele wenige
Interaktionstyp Lesen, Einfu¨gen, A¨ndern Lesen, Hinzufu¨gen
Interaktionsdauer kurz periodisch




Tabelle 9.1: Abgrenzung aus Sicht der Anwendung
Unterstu¨tzung des Entscheidungsprozesses im Unternehmen genutzt wird.
Ein Data Warehouse wird immer multidimensional modelliert und dient zur
langfristigen Speicherung von historischen, bereinigten, validierten, synthe-
tisierten, operativen, internen und externen Datenbesta¨nden.
Im Folgenden wird die Abgrenzung eines Data-Warehouses gegenu¨ber tra-
ditionellen, also transaktionsorientierten, Informationssystemen behandelt.
Abgrenzung aus Sicht der Anwendung
Ein wichtiges Kriterium zur Abgrenzung von Data-Warehouse-Systemen zu
transaktionalen Anwendungssystemen ist der Anwendungskreis der jewei-
ligen Systeme. Ein transaktionales System hat kurze Lese- und Schreib-
transaktionen, dabei werden meist einzelne Datensa¨tze gelesen oder modi-
fiziert, d.h. eingefu¨gt, gelo¨scht oder gea¨ndert. Bei einem Data-Warehouse-
System u¨berwiegt bei der Analyse meist der Lesebetrieb mit Bezug auf eine
Vielzahl einzelner Datensa¨tze, die durch Anwendung statistischer Verfah-
ren zu charakteristischen Aussagen verdichtet werden. Auch bei der Anzahl
der potentiellen und tatsa¨chlichen Nutzern gibt es Unterschiede zwischen
den beiden Systemen. Wa¨hrend transaktional arbeitenden Systemen Nut-
zer im "Tausenderbereich" haben, sind klassische Data-Warehouse-Systeme
bedingt durch die komplexen und aufwa¨ndig auszuwertenden Anfragen nur
auf einen deutlich kleineren Nutzerkreis zugeschnitten, so dass auch die Ge-
samtzahl der Anwender pro Installation deutlich geringer ausfa¨llt als bei
klassischen transaktionalen Systemen. Die Tabelle 9.1 fu¨hrt die Unterschied
























Datenvolumen Megabyte - Gigabyte Gigabyte - Terabyte
Typische Antwortzeiten ms - s s - min
Tabelle 9.2: Abgrenzung aus der Sicht der Datenhaltung
Abgrenzung aus der Sicht der Datenhaltung
Auch aus der Sicht der Datenhaltung gibt es Unterschiede zwischen trans-
aktional ausgerichteten Anwendungssystemen und einem Data-Warehouse-
System. Daten eines Data-Warehouse-Systems werden aus mehreren, u.U.
heterogenen, Datenquellen extrahiert, bereinigt und in einer konsolidierten
Datenbasis integriert. Dem gegenu¨ber steht bei einem transaktionalen An-
wendungssystem eine logisch zentralisierte Datenbasis mit origina¨ren und
zeitaktuellen Daten im Vordergrund. Die Speicherform bei einem Data-
Warehouse-System ist mehrdimensional, d.h. die Daten werden u¨ber die Di-
mensionen (Metadaten), die Hierarchien besitzen ko¨nnen, beschrieben und
in Zellen gespeichert. Der beno¨tigte Speicherplatz und die Antwortzeiten
eines Data-Warehouse-Systems sind im Vergleich zu transaktional ausge-
richteten Anwendungssystemen sehr hoch. Der Vergeich wird in der Tabelle
9.2 zusammenfassend angezeigt.
OLAP, ROLAP, MOLAP und HOLAP
Der Begriff Online Analytical Processing (OLAP) wurde 1993 von E.F. Codd
[CCS93] wie folgt definiert:
OLAP sind zahlreiche spekulative "was-wenn" und/oder "warum" Daten-
modell-Szenarien, welche innerhalb einer spezifischen historischen Basis und
Perspektive ausgefu¨hrt werden. Dynamische Unternehmensanalysen sind
notwendig, um Information aus Unternehmensdatenmodellen zu kreieren,
zu manipulieren, anzuregen und herzustellen. Das beinhaltet die Fa¨higkeit,
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neue oder unvorhergesehene Verbindungen zwischen Variablen zu erkennen,
die Fa¨higkeit, die no¨tigen Parameter zu identifizieren um große Mengen an
Daten zu handhaben, um eine unendliche Anzahl an Dimensionen zu kreie-
ren und um kreuzdimensionale Bedingungen und Ausdru¨cke zu spezifizieren.
Die Auswertung erfolgt also nicht mehr statisch sondern dynamisch, in-
dem die Dimensionen miteinander kombiniert werden. OLAP wird zumeist
als Baustein (analytisches Werkzeug bzw. System) in einem u¨bergeordne-
ten Data-Warehouse-Konzept gesehen. Der Begriff "Data Warehouse" be-
schreibt dabei ausschließlich die Analysedatenbank. Diese Betrachtungswei-
se ist nicht unumstritten. Die Begriffe ROLAP (relationales OLAP), MO-
LAP (multidimensionales OLAP) und HOLAP (hyprides OLAP) werden
auf die Architektur des Data Warehouses bezogen, auf die OLAP verwendet
werden soll, was aber nicht ganz konsequent ist, weil OLAP nichts mit der
Architektur im engeren Sinne zu tun hat. Im Zusammenhang von OLAP-
Datenbanken spricht man auch von Wu¨rfeln, weil die Datenbanken mehrdi-
mensional aufgebaut sind. Fu¨r mehr Informationen zu OLAP siehe [New],
[olab] und [olaa].
ROLAP Der relationale Ansatz ist am weitesten verbreitet. Dies begru¨n-
det sich darin, dass relationale Datenbanktechnologien sich bewa¨hrt haben.
SQL wird zur Datentransformation und fu¨r OLAP-Abfragen verwendet. Die
Architektur sieht so aus, dass der zentrale ROLAP-Server einerseits auf das
Data Warehouse und andererseits auf die Metadatendefinitionen zugreift.
Durch die zugrunde liegende RDBMS-Technologie sind ROLAP-Systeme in
der Lage, sehr große Datenbesta¨nde (bis in den Terabytebereich) zu verwal-
ten. Oft beno¨tigte OLAP-Abfragen werden zum Teil vorab berechnet, um
ein konstantes Antwortzeitverhalten des OLAP-Servers zu garantieren. Ein
ROLAP wird meist mit Hilfe eines Star-Schemas modelliert, siehe Abbildung
9.2.
Star-Schema Das Star-Schema ist ein Ansatz zur relationalen Modellie-
rung multidimensionaler Daten. In diesem Ansatz werden zwei Arten von
Tabellen implementiert: Einerseits die Faktentabelle, welche Daten entha¨lt,
die aus den verschiedenen Vorga¨ngen und Abfragen im transaktionalen Sys-
tem entstehen und sich u¨ber die Zeit a¨ndern, andererseits die Dimensions-
tabellen, welche u¨ber die Zeit relativ statisch sind und die grundlegenden
Datensa¨tze von verschiedenen Objekten im System enthalten. Die Faktenta-
belle entha¨lt die quantifizierenden, numerischen Merkmale und eine Anzahl
an Fremdschlu¨sseln, die einen eigenen Prima¨rschlu¨ssel aus der Zusammen-
setzung der Fremdschlu¨ssel bilden. Die Dimensionstabellen enthalten die
qualifizierenden, meist textuelle Merkmale, sie bilden also die Beschreibung
der Datensa¨tze aus der Faktentabelle und sind meist hierarchisch aufgebaut.
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Abbildung 9.2: Beispiel fu¨r ein Star-Schema
Abbildung 9.2 zeigt ein Beispiel fu¨r ein Datenmodell nach dem Star-Schema.
MOLAP Multidimensionales OLAP verwendet eine (zumeist proprieta¨re)
multidimensionale Datenbank zur Speicherung.
HOLAP Hybrides OLAP verwendet sowohl eine herko¨mmliche relationale
Datenbank zur Speicherung der du¨nn besetzten historischen Data-Ware-
house-Detailsdaten als auch eine multidimensionale Datenbank (MDDB) zur
effizienten Speicherung der dicht besetzten Datenwu¨rfel. Es werden beide
Ansa¨tze miteinander kombiniert um die jeweiligen Vorteile zu nutzen. Ein
Teil der Daten wird in ROLAP gespeichert, ein anderer Teil in MOLAP.
9.1.3 Weiteres Vorgehen
Nachdem kurz erkla¨rt wurde, was OLAP und Data Warehouse ist, wollen wir
uns den eigentlichen Thema wieder zuwenden, na¨mlich der Implementierung
eines verteilten Data-Warehouse-Systems im Verkehrssystem.
9.2 Skalla-Architektur-Ansatz
Der erste Ansatz, der fu¨r diesen Zweck betrachtet wird, benutzt ein ROLAP-
System, das Skalla-Architektur genannt wird und von [ABJ+02] entwickelt
wurde.
Eine Skalla-Architektur, wie in Abbildung 9.3, besteht aus mehreren verteil-
ten Data-Warehouse-Systemen (Skalla Sites). Es gibt einen zentralen Koor-
dinator (Skalla Coordinator), der alle OLAP-Anfragen annimmt, sie in die
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Abbildung 9.3: Skalla-Architektur
Abfragesprache GMDJ (Generalized MultiDimensional Join) umsetzt, an
die verteilten Data-Warehouse-Systeme sendet, die Ergebnisse wieder ein-
sammelt und an den anfragenden OLAP-Client zuru¨ck sendet. Der Skalla
Coordinator besteht aus dem Query Generator, der die Aufgabe hat die
Anfrage in GMDJ-Ausdru¨cke umzuwandeln und an den Mediator weiter zu
schicken, der dann das Durchfu¨hren der Anfrage steuert. Der Mediator hat
auch Zugriff auf die Metadaten. Die einzelnen Skalla Sites besitzen jeweils
einen Wrapper, der dafu¨r sorgt, dass die Daten in einem fu¨r den Mediator
kompartiblen Format gesendet werden.
Dieses Modell passt hervorragend in unser Szenario, da wir auch von ver-
teilten Data-Warehouse-Systemen ausgehen (in jedem Bundesland ein Data-
Warehouse-System) und sie werden auch von einem Koordinator (zentraler
Provider) abgefragt.
9.2.1 Beschreibung des Algorithmus
Wenn eine OLAP-Anfrage kommt, wird diese vom Query Generator, ei-
nem GMDJ Anfrageoptimierer, in GMDJ-Ausdru¨cken umgewandelt und an
den Mediator weiter geschickt. Diese GMDJ-Ausdru¨cke sind jetzt optimiert
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fu¨r verteiltes Rechnen. Als Erstes konstruiert der Mediator eine leere Er-
gebnisstruktur, in der die Ergebnisse spa¨ter reingeschrieben werden sollen.
Diese Ergebnisstruktur und die GMDJ-Anfrage wird an jede Skalla Site
geschickt, dort lokal ausgefu¨hrt und dann wieder an den Mediator zuru¨ck
gesendet. Dort werden die Ergebnisse synchronisiert, d.h. gleiche Zeilen zu-
sammengefasst und aggregiert. Dieser Ablauf wird fu¨r jeden Operator in
dem GMDJ-Ausdruck iterativ ausgefu¨hrt.
9.2.2 Definition eines GMDJ-Ausdrucks
Ein GMDJ-Befehl ist immer folgendermaßen aufgebaut: MD(B0, F0, l1, θ1).
B0 ist die Basisrelation (Basistabelle), F0 die Detailrelation (abzufragende
Tabelle), in einer Liste l1 werden die Operationen angegeben und θ1 bildet
die Liste der Verknu¨pfungen und Bedingungen. Ein GMDJ-Ausdruck kann
beliebig geschachtelt werden, dann wird erst der innere Operator ausgewer-
tet und mit dem Ergebnis wird der a¨ußere Operator ausgefu¨hrt usw.
9.2.3 Ablauf anhand eines Beispiels
Angenommen das verteilte Data-Warehouse ha¨tte folgendes einfaches Sche-
ma:
Traffic(LorryID, LorryTyp, Date, Load, Weight)
und die einzelnen Skalla Sites wa¨ren mit Daten gefu¨llt, wie in den Tabellen
9.3 und 9.4 gezeigt.
LorryID LorryTyp Date Load Weight
4711 MAN 20040611 Oil 9
4712 MAN 20040611 Wood 11
4713 Daimler 20040611 Gas 8
4714 Daimler 20040611 Gas 10
Tabelle 9.3: Traffic auf Skalla Site 1
LorryID LorryTyp Date Load Weight
4812 MAN 20040611 Wood 9
4813 Daimler 20040611 Gas 10
4814 Daimler 20040611 Gas 8
Tabelle 9.4: Traffic auf Skalla Site 2
Wir wollen nun abfragen, wieviele Tonnen von welcher Ladung durch zwei
Bundesla¨nder (repra¨sentiert durch die Skalla Sites 1 und 2) von welchem
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LKW-Typ gefahren wurden. Die Abfrage erfolgt mit dem Befehl
MD(MD(B0, F0, l1, θ1)→ B1, F1, l2, θ2)
Dabei ist B0 piLorryTyp,Load(Traffic), F0 ist die Traffic-Tabelle, l1 ist (cnt(∗)
→ cnt1, sum(Weight) → sum1), θ1 ist (F0.LorryTyp = B0.LorryTyp &
F0.Load = B0.Load & F0.Date = B0.Date), F1 ist die Traffic-Tabelle, l2
ist (cnt(∗) → cnt2) und θ2 ist (F1.LorryTyp = B1.LorryTyp & F1.Load =
B1.Load & F1.Date = B1.Date & F1.Weight ≥ sum1/cnt1).
Aufgrund von diesem Befehl wird als Erstes eine Ergebnisstruktur ange-
legt: X = {LorryTyp, Load, cnt1, sum1, cnt2}. Dieses intiale Schema (X)
und der Anfrageplan werden an die lokalen Seiten gesendet. Die Basistabel-
len (Gruppierungen der Anfrage) werden dann bei den Skalla Sites durch
piLorryTyp,Load(Traffic) berechnet. Das Resultat fu¨r die Relation X0 fu¨r die









Tabelle 9.6: Ergebnisrelation Xs20 der Skalla Site 2 im ersten Durchlauf
Jede Skalla Site sendet seine Tabelle zum Mediator, der sie synchronisiert,






Tabelle 9.7: Synchronisierte Ergebnisrelation X0 des Mediators im ersten
Durchlauf
Diese Relation wird dann wieder an die Skalla Sites gesendet. Die Skalla
Sites benutzen diese Relation als Basis fu¨r ihre na¨chste Runde der Berech-
nung, bei der der erste (innere) GMDJ-Ausdruck verarbeitet wird. Der in-
nere Ausdruck ist MD(X0, F0, l1, θ1). Dabei ist F0 ist die Traffic-Tabelle,
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l1 ist (cnt(∗) → cnt1, sum(Weight) → sum1) und θ1 ist (F0.LorryTyp =
X0.LorryTyp & F0.Load = X0.Load & F0.Date = X0.Date).
Das Ergebnis, das die beiden Skalla-Sites jeweils zuru¨ck liefern, steht in den
zwei Tabellen 9.8 und 9.9.
LorryTyp Load cnt1 sum1
MAN Oil 1 9
MAN Wood 1 11
Daimler Gas 2 18
Tabelle 9.8: Ergebnisrelation Xs11 der Skalla Site 1 im zweiten Durchlauf
LorryTyp Load cnt1 sum1
MAN Oil 0 0
MAN Wood 1 9
Daimler Gas 2 18
Tabelle 9.9: Ergebnisrelation Xs21 der Skalla Site 2 im zweiten Durchlauf
Diese Zwischenergebnisse werden wieder zuru¨ck gesendet und vom Mediator
synchronisiert (Tabelle 9.10).
LorryTyp Load cnt1 sum1
MAN Oil 1 9
MAN Wood 2 20
Daimler Gas 4 36
Tabelle 9.10: Synchronisierte Ergebnisrelation X1 des Mediators im zweiten
Durchlauf
Dieses synchronisierte Ergebnis wird an die lokalen Seiten zuru¨ck geschickt
und cnt2 wird auf jeder lokalen Seite berechnet, indem der Durchschnitt
(sum1/cnt1) der ersten Runde berechnet wird.
Der a¨ußere Ausdruck ist MD(X1, F1, l2, θ2). Dabei ist F1 ist die Traffic-
Tabelle, l2 ist (cnt(∗) → cnt2) und θ2 ist (F1.LorryTyp = X1.LorryTyp &
F1.Load = X1.Load & F1.Date = X1.Date & F1.Weight ≥ sum1/cnt1).
Das Ergebnis, das die beiden Skalla-Sites jeweils zuru¨ck liefern, steht in den
zwei Tabellen 9.11 und 9.12.
Schließlich werden die Zwischenergebnisse zum Mediator zuru¨ck gesendet
und synchronisiert, um das endgu¨ltige Ergebnis zu berechnen (Tabelle 9.13).
Nur die Ergebnistabellen und Anfragen werden zwischen dem Mediator und
den Sites gesendet. Das ist ein wichtiges Feature der Skalla-Verarbeitung, das
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LorryTyp Load cnt1 sum1 cnt2
MAN Oil 1 9 1
MAN Wood 2 20 1
Daimler Gas 4 36 1
Tabelle 9.11: Ergebnisrelation Xs12 der Skalla Site 1 im dritten Durchlauf
LorryTyp Load cnt1 sum1 cnt2
MAN Oil 1 9 0
MAN Wood 2 20 0
Daimler Gas 4 36 1
Tabelle 9.12: Ergebnisrelation Xs22 der Skalla Site 2 im dritten Durchlauf
die effektive Minimierung der zu transferierenden Daten erlaubt. Ein GMDJ-
Ausdruck mit m GMDJ-Operatoren braucht m+1 Runden zur Verarbeitung.
9.2.4 Optimierungen
Es gibt verschiedene Mo¨glichkeiten diesen Ansatz zu optimieren.
1. Reduktion der Attribute
Die Reduktion von Attributen kann die Datentransferkosten signifi-
kant senken und damit die Gesamtkosten einer Abfrage verbessern.
Es geht dabei darum, dass synchronisierte Attribute der Basisstruktur,
die nicht la¨nger fu¨r die verteilte Berechnung notwendig sind, heraus-
gelassen werden, d.h. es werden weniger Daten u¨bertragen.
2. Gruppenreduktion aufgrund der Verteilung
Weil wir wissen, wo welche Daten stehen, muss die Ergebnisstruktur
nicht u¨berall hingeschickt werden. Wenn man z.B. die Bundesla¨nder
Rheinland-Pfalz und Baden-Wu¨rttemberg abfragen will, muss man die
Ergebnisstruktur nicht nach Hamburg schicken, sie kommt leer zuru¨ck
und erzeugt nur unno¨tig Datenverkehr.
3. Verteilungsunabha¨ngige Gruppenreduktion
Wenn nach der ersten (oder einer weiteren) Runde von einer Seite leere
Attributwerte fu¨r eine Gruppe (Zeile) zuru¨ck an den Mediator gesendet
werden, schickt der Mediator nicht mehr die gesamte synchronisierte
Ergebnisstruktur an jede lokale Seite, sondern nur noch die Gruppen
(Zeilen), fu¨r die vorher auch ein Wert an den Mediator geliefert wurde.
Dadurch wird wieder Netzwerkverkehr gespart.
9.3. XML-DATEN-ANSATZ 137
LorryTyp Load cnt1 sum1 cnt2
MAN Oil 1 9 1
MAN Wood 2 20 1
Daimler Gas 4 36 2
Tabelle 9.13: Synchronisierte Ergebnisrelation X2 des Mediators im dritten
Durchlauf
4. Reduktion der Synchronisationen
Dabei wird durch Umschreiben der GMDJ-Ausdru¨cke versucht, die
Anzahl der Runden zu reduzieren oder Synchronisationen einzusparen
Eine Synchronisation fa¨llt beispielsweise dann weg, wenn nur eine Seite
ein Ergebnis zuru¨ckliefert, was eine Synchronisation unno¨tig macht.
9.3 XML-Daten-Ansatz
Der zweite untersuchte Ansatz bescha¨ftigt sich mit XML-Daten, die in einem
relationalen OLAP-System vorliegen und wurde von [NNNT02] entwickelt.
XML-Daten haben den Vorteil, dass auch heterogene Daten verarbeitet wer-
den ko¨nnen, sie mu¨ssen vorher nur aus dem bestehenden Datenformat nach
XML transformiert werden und ko¨nnen dann von der zu untersuchenden
Architektur behandelt werden. Eine Datena¨nderung kann nur von dem da-
tensammelnden Teil des Systems durchgefu¨hrt werden, der abfragende Be-
nutzer hat keinen Einfluss auf die Daten.
Es wird weiterhin davon ausgegangen, dass es billiger ist, fu¨r jede Anfra-
ge einen neuen Ergebniswu¨rfel zu erstellen und die Daten erst auf Verlan-
gen von den verteilten ROLAP-Systemen zu holen, weil kleinere Wu¨rfel,
die ja nur das beinhalten, was der Benutzer (derjenige, der angefragt hat)
auch wirklich sehen will, schneller die gewu¨nschten Daten liefern ko¨nnen.
Die Abfragesprache ist MDX (MultiDimensional Expressions) und ist ein
Quasi-Standard von Microsoft. Na¨here Beschreibung zur Sprache gibt es
unter [mdx]. Die Architektur des zu untersuchenden Ansatzes beschreibt
die Abbildung 9.4.
9.3.1 Beschreibung des Algorithmus
Eine OLAP-Anfrage wird folgendermaßen innerhalb der Architektur behan-
delt:
1. Das virtuelle "universelle" Data-Warehouse-Schema repra¨sentiert alle
mo¨glichen Analysedaten, die dem Benutzer gezeigt werden. Der Benut-
zer sendet eine Anfrage, indem er die MDX Abfragesprache benutzt.
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Abbildung 9.4: Systemarchitektur des XML-Ansatzes
2. Der Collection Server analysiert die Anfrage, um Kennzahlen, Dimen-
sionen und Einschra¨nkungen fu¨r den neuen Wu¨rfel herauszufinden
3. Der Collection Server sendet die Anfrage zu den verteilten Data Ware-
houses
4. Die Data Warehouses senden die verlangten Daten im XML-Format
zuru¨ck und der Collection Server sammelt die Daten
5. Der Collection Server fu¨hrt die verlangten Modifikationen an den Da-
ten und aggregiert sie, wenn mo¨glich und notwendig.
6. Der Collection Server sendet die Daten zum OLAP-Server um einen
echten OLAP-Wu¨rfel zu konstruieren
7. Der Benutzer kann jetzt Anfragen an den OLAP-Wu¨rfel auf dem
OLAP-Server mit den Tools stellen, die der OLAP-Server zur Ver-
fu¨gung stellt.
9.3.2 Ablauf anhand eines Beispiels
Die einzelnen Data-Warehouses liegen im relationalen OLAP vor, das Daten-
format ist XML. Die Abbildung 9.5 zeigt einen Teil einer XML-Definition fu¨r
ein OLAP-Schema. Das "*"-Symbol im Schema repra¨sentiert eine willku¨r-















Abbildung 9.5: Beispiel fu¨r Data-Warehouse-Schema in XML
entha¨lt eine Faktentabelle, in der die Werte der Kennzahlen, die Kennzahlen
und die Dimensionsschlu¨ssel stehen und entha¨lt noch verschiedene Dimensi-
onstabellen, die die Dimensionshierarchien beinhalten. Ein Data-Warehouse-
Schema der verteilten Data-Warehouse-Systemen ko¨nnte daher so aussehen,
wie in Abbildung 9.5 gezeigt.
Die fact table ist die Faktentabelle, in der der Wert der KennzahlWeight und
Date steht. Ausserdem stehen darin noch die Dimensionsschlu¨ssel LorryTyp
und Load, die auf die entsprechenden Dimensionstabellen referenzieren. In
den hierarchisch aufgebauten Dimensionstabellen stehen dann weitere Infor-
mationen zu den Dimensionen, die ausgewertet werden ko¨nnen. Ein Beispiel
fu¨r ein gefu¨lltes Data-Warehouse-Schema wird in Abbildung 9.6 gezeigt.
Dieser OLAP-Wu¨rfel kann jetzt, wie in Abbildung 9.7 gezeigt, per MDX
abgefragt werden.
Diese einfache Abfrage analysiert das Gewicht in der collection-Datenbank
fu¨r die Hauptproduktgruppe 0 ab, die entweder am 11.06.2004 oder
12.06.2004 von den LKW-Typen 2 oder 5 transportiert wurden.
So eine Abfrage liefert genu¨gend Informationen, um ein neues OLAP-Wu¨rfel-
schema zu erstellen und zu fu¨llen. In unserem Beispiel bekommen wir Lorry-
Typ,main group der Ladung und Date als Dimensionen und wir beschra¨nken
unsere Betrachtung auf die LKW-Typen 2 und 5, main group der Ladung
0 und Datum 11.06.2004 und 12.06.2004. Diese Daten werden von jedem
einzelnen Data Warehouse an den Collection Server geschickt, dieser nimmt
die Daten an, aggregiert sie und schickt sie als OLAP-Schema weiter an den
OLAP-Server. Dort wird der Wu¨rfel erstellt und der Benutzer kann diesen
Wu¨rfel abfragen.
Die Verteilung der Datenbanken kann sowohl horizontal als auch vertikal er-
140 KAPITEL 9. OLAP IN VERTEILTEN DW-UMGEBUNGEN
<olap_cube name="collection">
<fact_table>
<row Load ="Oil" LorryTyp ="MAN"
Weight ="8" Date ="20040611" >
<row Load ="Gas" LorryTyp ="Daimler"

















Abbildung 9.7: Beispiel fu¨r eine MDX-Abfrage
folgen. Horizontal bedeutet beispielsweise, dass die Faktentabelle auf einem
Server, die Dimensionstabellen auf mehreren anderen Servern liegen. In einer
zentralen XML-Datenbank liegen dann die Informationen vor, welche Da-
tenbank auf welchem Server zu finden ist. Diese Art der Verteilung ist aber
fu¨r unser Szenario nicht geeignet. Wir beno¨tigen die vertikale Verteilung,
das bedeutet, dass die ROLAP-Datenbanken vollsta¨ndig auf verschiedenen
Servern liegen (fu¨r jedes Bundesland ein eigenes ROLAP), die aber von der
Struktur u¨berall gleich aussehen, nur die gespeicherten Daten sind andere.
9.4 Zusammenfassung
Beide Ansa¨tze sind im Prinzip ziemlich gleich, ein zentraler Mediator schickt
die Anfrage an die verteilten Data-Warehouse-Umgebungen, sammelt die
Ergebnisse und verarbeitet sie weiter. Aber es ko¨nnen trotzdem einige Un-
terschiede in der Tabelle 9.14 aufzulist werden.
Der gro¨ßte Unterschied liegt bei der Abfragesprache. Wa¨hrend bei dem
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Eigenschaft Skalla-Architektur XML-Architektur













Tabelle 9.14: Vergleich von Skalla und XML
XML-Ansatz die Abfragesprache MDX verwendet wird, die aber eigentlich
eine Abfragesprache fu¨r ein lokales Data Warehouse ist, benutzt der Skalla-
Ansatz die Abfragesprache GMDJ, die speziell fu¨r verteilte Data-Warehouse-
Systeme entwickelt wurde. Man kann beim GMDJ nicht genau abscha¨tzen,
wieviel Zeit die vielen Runden gegenu¨ber dem XML-Ansatz kosten, der alle
Daten auf einmal holt. Aber dafu¨r existieren ja die aufgefu¨hrten Optimie-
rungen. Beide Ansa¨tze behaupten von sich, dass sie schnell auf Anfragen
reagieren ko¨nnen (auch bei großen Datenmengen), aber ein direkter Ge-
schwindigkeitsvergleich zwischen diesen beiden Ansa¨tzen hat es noch nicht
gegeben, außerdem konnte ich auch keine praktische Implementierung fin-
den, anscheinend existieren nur die beiden theoretischen Papiere. Es wird
bei dem XML-Daten-Ansatz auch keine Aussage daru¨ber gemacht, wie lan-
ge der generierte OLAP-Wu¨rfel auf dem OLAP-Server gehalten wird. Das
wirft na¨mlich zwei Probleme auf: zum Einen gibt das ein Speicherplatzpro-
blem bei vielen gleichzeitigen Anfragen und zum Anderen ist der Inhalt des
OLAP-Wu¨rfels irgendwann nicht mehr aktuell und der Wu¨rfel muss gelo¨scht
werden. U¨ber diesen Punkt wird aber auch keine Aussage getroffen. Bei bei-
den Ansa¨tzen wird auch keine Aussage u¨ber Performanz und Skalierbarkeit
gemacht, so dass eine endgu¨ltige Bewertung schwierig ist. Insgesamt scheint
mir die Skalla-Architektur fu¨r unser Szenario, verteilte Data-Warehouse-
Systeme im Verkehrsbereich, besonders aufgrund der Abfragesprache GM-
DJ, besser geeignet zu sein.
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Geographische Daten wurden u¨ber Jahre hinweg gesammelt und in verschie-
denster Form archiviert. Die Datensammlungen unterscheiden sich dabei in
mehrfacher Weise. Sie umfassen zum einen verschiedene Inhalte. So geho¨ren
topologische Karten und Straßenpla¨ne genauso dazu wie Klimadaten oder
eine Datenbank mit den touristischen Sehenswu¨rdigkeiten einer Stadt. Ihre
einzige Gemeinsamkeit ist die Zugeho¨rigkeit zu einer bestimmten ra¨umlichen
Koordinate. Aus dieser inhaltlichen Vielfalt ergibt sich auch eine technische.
Die Datenbesta¨nde sind historisch oft unabha¨ngig von einander gewach-
sen und dementsprechend nicht in einem einheitlichen Format gespeichert.
Sie ko¨nnen sich sowohl noch auf Papier als auch schon in elektronischer
Form befinden. Aber selbst, wenn sie elektronisch gespeichert sind, so kann
es große Unterschiede geben. So ko¨nnen die Daten zum Beispiel in einer
simplen Sammlung von Textdateien oder auch in Relationalen oder XML-
Datenbanken gespeichert sein. Entsprechend existieren dann fu¨r diese ver-
schiedenartigen Quellen auch verschiedene Anfragesprachen. Hinzu kommt,
dass selbst bei der Speicherung der Daten in technisch identischen Quel-
len wie SQL-Datenbanken, noch immer verschiedene Schemata verwendet
werden ko¨nnen.
Durch die rasante Entwicklung des Internets sind nun immer mehr und
umfangreichere solcher GIS-Quellen fu¨r Nutzer zuga¨nglich geworden. Daraus
ergibt sich ein neues Problem. Alle Datenquellen einzeln nach bestimmten
Informationen zu befragen, kann aufgrund der Heterogenita¨t sehr mu¨hsam
sein. Auch Informationen, die sich erst aus dem Zusammenhang mehrerer
Quellen ergeben, sind so schwer zu gewinnen.
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Dieser Aufsatz bescha¨ftigt sich mit einem Geographic Information System
(GIS), das sich mit Hilfe eines Mediatorenkonzeptes der Lo¨sung dieses Pro-
blems annimmt. Es ist ein System, das mittels Wrappern auf die Daten-
besta¨nde zugreift und sie so integriert, dass sie nach außen hin einem einheit-
lichen Schema entsprechen und mit einer einzigen Anfragesprache abrufbar
sind. Dabei beru¨cksichtigt dieses GIS die unterschiedliche Ma¨chtigkeit ver-
schiedener Quellen. Features, die von einer Quelle angeboten werden, werden
wenn mo¨glich immer genutzt, aber falls sie von einer Quelle nicht angeboten
werden, so ko¨nnen sie von GIS erbracht werden. Auch ist es mo¨glich Ope-
ratoren zu implementieren, deren Ausfu¨hrung erst durch das Wissen um
Zusammenha¨nge verschiedener Quellen ermo¨glicht wird. GIS verfolgt dabei
die Umsetzung des Mediatorenkonzeptes. Im Gegensatz zu Data Warehou-
ses importiert und speichert es dauerhaft keine Daten, sondern bela¨ßt diese
in ihrem Ursprung. Es beschra¨nkt sich in diesem Punkt auf die Integration
der einzelnen Ergebnisse.
10.2 Allgemeines zum Mediatorkonzept von GIS
Den Kern bildet eine 3-Schichten-Client-Server-Architektur aus Datenquel-
len, Wrappern und dem Mediator. Die Wrapper regeln dabei die Kom-
munikation zwischen den Datenquellen und dem Mediator. Der Mediator
nimmt die Anfragen entgegen, die von außen an das System gestellt werden,
und ku¨mmert sich um die Bearbeitung. Schließlich gibt er das Endergeb-
nis zuru¨ck. Zusa¨tzlich zu dieser Architektur werden noch 2 Erga¨nzungen
beno¨tigt. Zum einen sind dies die Inter-Shema Correspondence Assertions
(ICA). Sie beinhalten Regeln u¨ber die Beziehungen zwischen den verschie-
denen verwendeten Datenschemata. Zum anderen sind es die Operators. Sie
umfassen Implementierungen von Operatoren, die das System anbietet oder
beno¨tigt, ohne dass sie von den Datenquellen angeboten werden.
10.2.1 Die 3-Schichten-Client-Server-Architektur
Die Basis der Architektur bilden die Datenquellen. Sie liefern den Inhalt,
um dessen Verwendung es geht. Gegebenenfalls ko¨nnen sie auf diesen Daten
auch noch bestimmte Operationen ausfu¨hren.
Jede dieser Quellen ist genau einem Wrapper zugeordnet. Sie sind ein ent-
scheidender Faktor in der Kommunikation zwischen den Quellen und dem
Mediator. Ihre Aufgabe besteht darin die Anfragen, die der Mediator ver-
sendet, in die Sprache zu u¨bersetzen, die die Informationsquelle versteht.
Anschließend mu¨ssen dann ihre Ausgaben entsprechend den externen Stan-
dards des Mediators transformiert werden(vgl. [KR99]). Der Wrapper ist
bei GIS als Web Feature Server (WFS) umgesetzt, die mit dem Mediator
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Abbildung 10.1: GIS Mediator Architektur [BEL02]
u¨ber HTTP kommunizieren. Ein WFS hat neben der Transformation von
Anfragesprache und Ergebnissen noch weitere Aufgaben. Auf Anfrage des
Mediators muss er mitteilen, welche Features er anbietet und welche Ope-
ratoren er darauf unterstu¨tzt. Zusa¨tzlich muss er auch u¨ber die Struktur
Auskunft geben ko¨nnen, wie diese Features genutzt werden.
Der Mediator selbst besteht aus drei Komponenten: einem Analyzer-, einem
Optimizer- und einem Execution-Modul. Er fu¨hrt zuna¨chst eine Analyse
der Anfragen durch, um unter anderem erste Konflikte zu beseitigen und
die Anfrage zu optimieren. Anschließend splittet er sie in mehrere Subabfra-
gen auf, die mittels WFS an die Datenquellen weitergeleitet werden. Nach
Eingang aller Ergebnisse obliegt ihm noch die Aufgabe die Ergebnisse der
Subabfragen zu einem Gesamtergebnis zusammenzusetzen.
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10.2.2 Notwendige Erga¨nzungen
Da der Mediator verschiedenartige Quellen integrieren soll, muss er in der
Lage sein, Konflikte zu lo¨sen, die sich aus den Beziehungen zwischen ver-
schiedenen verwendeten Datenschemata ergeben. So liegt zum Beispiel ein
Aggregationskonflikt vor, wenn eine Quelle nur zwischen Straßen und Ge-
ba¨uden unterscheidet, eine andere aber zusa¨tzlich zwischen verschiedenen
Geba¨udearten wie Kirche oder Wohnhaus differenziert. Wenn in einer Anfra-
ge nach Geba¨uden gesucht wird, muss der Mediator wissen, dass die Kirchen
der einen Quelle auch hierzu zu za¨hlen sind. Das dafu¨r notwendige Wissen
wird in Form von Regeln bereitgestellt, den Inter-Shema Correspondence
Assertions (ICA). Diese Regeln werden vom Mediator sowohl bei der Analy-
se und dem Aufsplitten einer Anfrage gebraucht als auch beim Zusammen-
setzen der Ergebnisse. Da diese Regeln ein formal definiertes System u¨ber
Schemata verschiedener geographischer Informationsquellen darstellen und
Relationen zwischen ihnen definieren, verfolgt GIS hier einen ontologieba-
sierten Ansatz.
Eine zweite Erga¨nzung betrifft das Ziel, auch solche Features dem User
zuga¨nglich zu machen, die von einzelnen oder gar allen Quellen gar nicht
geliefert werden. Eventuell ergibt sich die Mo¨glichkeit ein Feature anzubie-
ten auch erst aus der Kombination mehrerer Quellen. So ko¨nnte zum Beispiel
das Aufstellen einer Relation in den ICA’s die Bereitstellung eines zusa¨tz-
lichen Features erfordern. Diese Features mu¨ssen von Hand implementiert
werden und werden gesammelt in den
”
Operators“ zur Verfu¨gung gestellt.
10.3 Ablauf einer Anfrage an das GIS
Nach der Beschreibung der einzelnen Komponenten betrachte ich nun, was
passiert, wenn von außen eine Anfrage an das GIS gestellt wird.
Zuerst wird sie vom Mediator analysiert. Dies geschieht im Analyzer-Modul.
Es fu¨hrt einige Optimierungen durch und lo¨st mit Hilfe der ICA-Regeln
bereits einige Konflikte. Ein gutes Beispiel wa¨re das bereits beschriebene
Szenario, dass schließlich auch eine Kirche ein Geba¨ude ist und dies eventuell
beru¨cksichtigt werden muss.
Anschließend erstellt das Optimizer-Modul des Mediator einen Ablaufplan
fu¨r die Anfrage. Hierfu¨r erfragt es zuna¨chst mittels WFS, welche Quelle
welche Features unterstu¨tzt. Anschließend wird die Anfrage entsprechend
dieser Informationen derart in Unterabfragen aufgeteilt, dass insgesamt die
Fa¨higkeiten der Quellen mo¨glichst gut ausgenutzt werden. Diese Unterab-
fragen wiederum werden in zwei Kategorien eingeteilt. Die eine umfasst jene,
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Abbildung 10.2: Ausfu¨hrung einer Abfrage [BEL02]
die von einer Quelle allein und vollsta¨ndig beantwortet werden ko¨nnen, die
andere diejenigen, fu¨r deren Bearbeitung ein oder mehrere Operatoren aus
dem zur Verfu¨gung stehendem Pool beno¨tigt werden.
Die Anfragen, die keinen weiteren Operator beno¨tigen, werden dann vom
Execution-Modul direkt an das entsprechende WFS weitergeleitet. Etwas
mehr Aufwand muss fu¨r die zweite Gruppe betrieben werden. Wird ein
Operator aus dem Pool beno¨tigt, so sendet das Execution-Modul eine An-
forderung und der
”
Program Manager“ fu¨hrt die Implementierung fu¨r den
jeweiligen Operator aus. Dann wird eine virtuelle Datenquelle erstellt, die
die Ergebnisse der Ausfu¨hrung entha¨lt. Ebenso wird ein WFS bereitgestellt,
u¨ber das auf die Daten zugegriffen werden kann.
Im letzten Schritt mu¨ssen dann nur noch die einzelnen Ergebnisse vom
Optimization-Modul zu einem Gesamtergebnis zusammengefu¨gt werden.
10.4 Berechnung des einheitlichen Endergebnisses
Bei der Berechnung des Gesamtergebnisses ist es von entscheidender Be-
deutung, semantisch a¨hnliche Objekte zu filtern. Wenn zum Beispiel in den
Unterergebnissen eine Kirche und ein Geba¨ude gefunden wurden, die beide
an der exakt gleichen Position stehen, so kann man unter Beru¨cksichtigung,
148 KAPITEL 10. DATENQUELLEN IN GIS-DATENBANKEN
dass
”
Kirche“ eine Unterart von
”
Geba¨ude“ ist, von einer Korrespondenz
ausgehen. Offensichtlich handelt es sich um ein und das selbe Objekt. Es
ist dann natu¨rlich nicht wu¨nschenswert, die zweifache Ausfu¨hrung in das
Endergebnis zu u¨bernehmen. Auch auf anderem Wege ko¨nnen sich seman-




Strasse“ das gleiche gemeint ist. Wenn sich ein Rinnstein und
eine Straße in der Position u¨berschneiden, so liegen nicht zwei verschiedene
Objekte vor, sondern ein Objekt ist ein Teil des anderen.
10.4.1 Ontologiebasierter Ansatz
Zur Lo¨sung des eben beschriebenen Problems verfolgt GIS einen ontologie-
basierten Ansatz, der sich in den Regeln der ICA widerspiegelt. Die Idee
begru¨ndet sich auf der Tatsache, dass unterschiedliche Datenquellen a¨hnli-
che Objekte der realen Welt oft in einer verschiedenen Semantik verwen-
den. Eine Ontologie sollte also aus einer Doma¨nenontologie, einer Applikati-
onsontologie fu¨r jede Quelle sowie Abstraktionsregeln daru¨ber bestehen. Die
Doma¨nenontologie entha¨lt Definitionen fu¨r Konzepte, die Objekten aus der
Realen Welt entsprechen. Dies ko¨nnen zum Beispiel Straßen, Geba¨ude oder
Wiesen sein. Eine Applikationsontologie beinhaltet hingegen, wie ein Kon-
zept in einer Datenbasis umgesetzt wurde. Die Abstraktionsregeln schließlich
definieren die Beziehungen zwischen Doma¨nen- und Applikationsontologie.
10.4.2 Umsetzung in Prolog
Bei der Umsetzung dieses Ansatzes bedient sich GIS der Programmierspra-
che Prolog. Zuna¨chst mu¨ssen sowohl die Objekte der Doma¨ne als auch die
der Applikationen taxonomiert und damit in eine hierarchische Beziehung
gesetzt werden.
taxon[Subclass, class].
Da wie bereits erwa¨hnt eine Kirche eine Unterart von Geba¨uden ist, gilt:
taxon[Kirche, Gebaeude].
Dies muss fu¨r alle Objekte geschehen. Somit ist eine generelle Subklassen-
beziehung durch folgende Prologzeilen rekursiv u¨berpru¨fbar:
subClass[x,x].
subClass[x,z]:- (taxon[x,y] && subClass[y,z]).
Die erste Zeile stoppt lediglich die Rekursion, die zweite ermo¨glicht Subklas-
senbeziehungen beliebiger Tiefe.
Aufbauend auf diesen Taxonomien, werden nun Beziehungen zwischen Klas-
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sen einzelner Ontologien hergestellt. Es gibt genau zwei mo¨gliche Arten von
Beziehungen zwischen einer Applikationsklasse und der Doma¨nenklasse. Die
erste ist eine A¨quivalenzbeziehung und die zweite eine Aggregatbeziehung.
Das bedeutet, dass mehrere Klassen der Doma¨ne in einer Klasse von der
Applikation zusammengefasst werden. Dies muss auch genau wie bei den
Taxonomien fu¨r alle Klassen einmal angegeben werden.
refersToEquivalentClass [DomainClass, ApplClass].
refersToAggregateClass [DomainClass, ApplClass].
Mit Hilfe dieser beiden Beziehungen zwischen einer Domain- und einer Ap-
plikationsklasse, kann man nun eine Aussage u¨ber das Verha¨ltnis von zwei
Klassen aus verschiedenen Applikationen treffen. So sind zwei Applikati-
onsklassen semantisch a¨quivalent, wenn sie beide zur selben Domainklasse
a¨quivalent sind.




Zwei Objektklassen von verschiedenen Applikationsontologien sind seman-
tisch verwandt, wenn sie a¨quivalent zu Klassen in der Doma¨nenontologie
sind, die wiederum von einander Sub- oder Superklassen sind.





(subClass [DomainClass1, DomainClass2] ||
subClass [DomainClass2, DomainClass1])).
10.4.3 Praktisches Beispiel
Als Beispiel soll hier das Beispiel aus dem Papier
”
Ontology-Based Geogra-
phic Data Set Integration“ dienen. Die linke Grafik in Abbildung 10.3 zeigt
die reale Welt wie sie in der Doma¨nenontologie aussieht. Sie entha¨lt un-
ter anderem einige Geba¨ude, eine Straße und verschiedene Landstu¨cke, die
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Abbildung 10.3: Die linke Grafik zeigt das Modell der realen Welt in
der Doma¨nenontologie, die rechte Grafik die zugeho¨rige Klassenhierarchie
[UvOMM99]
Abbildung 10.4: Abstraktion der realen Welt, wie sie von GBKN benutzt
wird; gg1, gg2,... , gg10 sind Objektinstanzen [UvOMM99]
taxon [grassland, TRN].
taxon [conngt4, ridingtracks].
Fu¨r diese Region werden Daten von zwei Quellen angeboten. Abbildung
10.4 zeigt die Applikationsontologie, wie sie von GBKN genutzt wird, und
Abbildung 10.5 die Applikationsontologie von TOP10vector.
GBKN unterscheidet offensichtlich nicht zwischen arableland und grassland.





Domainontologie zu der Klasse
”
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Abbildung 10.5: Abstraktion der realen Welt, wie sie von TOP10vector be-
nutzt wird; tt1, tt2,... , tt10 sind Objektinstanzen [UvOMM99]
Die Klasse
”
ridingtracks“ scheint hingegen a¨quivalent umgesetzt zu sein. Sie
heißt in der Applikation
”
rijbaan“. Somit ergibt sich fu¨r den Ausdruck in
Prolog:
refersToEquivalentClass [ridingtracks, rijbaan].
10.4.4 Auffinden von korrespondierenden Objekten
Der eben vorgestellte ontologiebasierte Ansatz dient dazu, semantische A¨hn-
lichkeit zwischen Objekten zu u¨berpru¨fen. Das ist aber nicht ausreichend,
um korrespondierende Objekte aus zwei unterschiedlichen Datenquellen zu
finden. Entscheidend ist bei den geographischen Objekten, um die es sich
hier handelt, die ra¨umliche Lage. Dazu werden die Zwischenergebnisse, die
die einzelnen Quellen auf eine Anfrage hin geliefert haben, anhand ihrer
Koordinaten u¨bereinander gelegt. Dadurch entsteht eine neue Einteilung in
verschiedene Oberfla¨chen (Abbildung 10.6).
So entstand aus gg1 und tt1 f1, aus gg2 und tt1 f3 und aus gg3 und tt1
schließlich f2. Jede dieser neuen Oberfla¨chen ist exakt einer Objektinstanz
in jeder der Quellen zugeordnet. Wenn sich ein Objekt also mit mehreren
Objekten aus einer anderen Quelle u¨berschneidet, dann entstehen entspre-
chend auch mehrere Oberfla¨chen.
Nun wird eine Tabelle erstellt, in der jede der Oberfla¨chen genau einen Ein-
trag bekommt. Ihm werden die beiden zugeordneten Objektinstanzen so-
wie deren zugeho¨rige Klassen hinzugefu¨gt. Schließlich kommt dann noch ein
weiterer Eintrag hinzu, der die semantische U¨bereinstimmung der Klassen
aufgrund der in Prolog eingegeben Daten angibt.
Fu¨r die Oberfla¨chen f1, f2 und f3 bedeutet dies folgendes: f1 ist den Objekt-
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Abbildung 10.6: Kombination von GBKN (Abbildung 10.4) und
TOP10vector (Abbildung 10.5) [UvOMM99]
instanzen gg1 und tt1 zugeordnet. f2 ist den Objektinstanzen gg3 und tt1
zugeordnet und f3 den Objektinstanzen gg2 und tt1. gg1 ist eine Instanz
der Klasse
”
hoofdgebouw“, gg2 der Klasse
”
bijgebouw“ und gg3 der Klasse
”







sind letztlich Klassen, die eine Art von Geba¨ude dartsellen. Gleiches gilt
fu¨r
”
1000“. Sie sind a¨quivalent zu Klassen in der Doma¨nenontologie, die
wiederum von einander Sub- oder Superklassen sind. Deshalb wird bei f1
und f3 als semantische U¨bereinstimmung
”
related“ also verwandt angegeben.




In einem letzten Schritt werden jetzt die Objektinstanzen in Listen gespei-







In der zweiten Liste werden die Objekte gespeichert, fu¨r die keine korrespon-
dierenden Objekte gefunden wurden.
{
{ {gg5},{} } ,
...
}
Welche Konsequenzen aus diesen Listen folgen, ist nicht genau festgelegt.
Durchaus denkbar, dass der User hier selber angeben kann, ob und nach
welchem System zusammengefasst werden soll.
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GBKN- TOP- TOP- Semantic
Face-id oid GBKN-class oid class similarity
f1 gg1 hoofdgebouw tt1 1000 related
f2 gg3 terrein tt1 1000 incompatible
f3 gg2 bijgebouw tt1 1000 related
f4 gg3 terrein tt2 5213 relevant
f5 gg3 terrein tt3 5203 relevant
f6 gg4 hoofdgebouw tt4 1000 related
f7 gg3 terrein tt5 1000 incompatible
f8 gg5 bermsloot tt2 5213 incompatible
f9 gg5 bermsloot tt3 5203 incompatible
f10 gg5 bermsloot tt6 5263 incompatible
f11 gg6 bermbr6m tt6 5263 relevant
f12 gg7 rijbaan tt7 3203 relevant
f13 gg8 bermsm6m tt7 3203 relevant
f14 gg9 bermsloot tt7 3203 incompatible
f15 gg9 bermsloot tt8 5213 incompatible
f16 gg10 terrein tt8 5213 relevant
f17 gg9 bermsloot tt9 5203 incompatible
f18 gg10 terrein tt9 5203 relevant
Tabelle 10.1: Die Oberfla¨chen aus dem Beispiel mir der semantischen A¨hn-
lichkeit ihrer Klassen, Quelle: [UvOMM99]
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