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Abstract—As Public Transport (PT) becomes more dynamic
and demand-responsive, it increasingly depends on predictions
of transport demand. But how accurate need such predictions be
for effective PT operation? We address this question through an
experimental case study of PT trips in Metropolitan Copenhagen,
Denmark, which we conduct independently of any specific pre-
diction models. First, we simulate errors in demand prediction
through unbiased noise distributions that vary considerably
in shape. Using the noisy predictions, we then simulate and
optimize demand-responsive PT fleets via a commonly used
linear programming formulation and measure their performance.
Our results suggest that the optimized performance is mainly
affected by the skew of the noise distribution and the presence of
infrequently large prediction errors. In particular, the optimized
performance can improve under non-Gaussian vs. Gaussian noise.
We also obtain that dynamic routing can reduce trip time by
at least 23% vs. static routing. This reduction is estimated at
809,000e/year in terms of Value of Travel Time Savings for the
case study.
Index Terms—dynamic public transport, demand forecasting,
non-Gaussian noise, predictive optimization.
I. INTRODUCTION
Public Transport (PT) has traditionally used static itineraries
that remain unchanged for months [1]. However, as autonomous
mobility advances and the vision of Smart Cities takes shape,
the day approaches when PT becomes dynamic, so that some
itineraries are adapted to real-time transport demand (i.e., are
demand-responsive) [2, 3]. Meanwhile also, predictive models
of transport demand are increasingly used for both long-term
and short-term traffic management [4]. Future Public Transport
should thus naturally employ predictive models for timely
adaptation of service per expected transport demand.
The effective operation of demand-responsive PT thus
requires that transport demand be accurately estimated ahead of
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time. For example, more accurate demand predictions can yield
better utilization of PT resources, e.g., so that fewer vehicles
are used while travel times are also cut shorter. Conversely,
errors in predicted demand might lead to sub-optimal routing,
thus resulting in the waste of energy, longer waiting times and
profit loss.
The main goal of this work is to study the impact of demand
prediction accuracy on subsequent performance of demand-
responsive PT. To this end, we use a case study of observed PT
trips in Metropolitan Copenhagen, Denmark, which we conduct
in two steps. First, we simulate prediction errors through various
stochastic perturbations of actual observations. Then, we use the
noisy predictions to simulate and optimize a variety of dynamic
fleets via a common linear programming formulation. Finally,
we analyze the results of both steps and draw conclusions on
the effect of prediction accuracy on optimization quality.
This experimental design has several properties that enhance
the generalizability of its results. First, we neither assume nor
fit any specific demand prediction models, but rather study the
impact of prediction errors once any such model has already
been fitted. Therefore also, we need not presume any particular
sources of predictive uncertainty, such as non-recurrent traffic
disruptions, big-crowd events, improper modeling choices
or inherent stochasticity. Second, as predictive models are
often evaluated in terms of bias and standard deviation-based
confidence intervals, our simulated perturbations yield unbiased
predictions with specified standard deviation. We do not commit
to any specific error distribution assumption – such as the
classic assumption on Gaussian residuals – but rather study
error distributions with a wide range of statistic properties.
Third, similarly to common PT optimization methods, we
too use a linear program with point estimates of predictive
distributions.
Our work differs from existing studies in several respects.
First, studies into demand-responsive PT optimization often
deal with the development of new prediction models and opti-
mization methods. In contrast, we do not aim to develop new
models or methods, but rather analyze the impact of prediction
accuracy on PT optimization, regardless of any specific model.
Second, studies on uncertainty analysis often aim to detect,
explain and reduce modeling uncertainty. Conversely, this works
aims to neither reduce uncertainty nor investigate its causes, but
rather analyze what happens when models eventually deviate
from normality. Third, no previous studies on simulations of
non-Gaussian prediction errors have focused on subsequent
impact in transport optimization, contrary to this work.
The remainder of this work is organized as follows. Section
II reviews gaps in current studies on uncertainty analysis and PT
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2optimization. Section III details our experiments with simulated
noise distributions and prediction-based optimization. Section
IV then provides the experimental results and their analysis.
Finally, Section V recaps the work by discussing the goal,
methodology and main results, and Section VI concludes with
a list of key findings and future steps.
II. LITERATURE REVIEW
A. Uncertainty Analysis and the Normality Assumption
Prediction models are subject to uncertainty, which is
generally classified as either aleatoric or epistemic [5]. Aleatoric
uncertainty pertains to inherent variability in the modeled
phenomenon, e.g., due to natural randomness or unpredictable
changes over time and space. It thus cannot be reduced, but
can still be approximated through probability distributions.
Conversely, epistemic uncertainty originates from incomplete
knowledge about the modeled phenomenon, e.g., due to
insufficient data or inaccurate observations, and may thus be
reduced given further information.
After its reduction, some uncertainty necessarily remains
and yields residuals, namely, differences between modeled
predictions and actually observed values1. Consequently, when
fitting Linear Regression (LR) models, a normality assumption
is commonly employed, whereby residuals are expected to be
identically and Normally distributed [7]. In other modeling
contexts, however, residuals can be non-Gaussian [8]. It may
also be impractical to fit a model with Gaussian residuals,
depending on data size and quality [9].
The probability density of residuals can thus vary consider-
ably in standard deviation (dispersion around the mean), skew
(asymmetry around the mean) and kurtosis (weight of tails).
Multiple methods have been devised for detecting deviations
from normality, including plots, comparison of moments, and
statistical tests [10]. However, there are far fewer works on
the impact of such deviations [11], most of which concentrate
on errors in model parameter estimates.
Nelson and Granger [12] discovered that for economic time
series, Autoregressive Moving Average (ARMA) models often
yield residuals with markedly non-Gaussian skew and kurtosis.
Davies et al. [13] expanded on this and concluded that the
use of non-Gaussian residuals actually allows for a larger
selection of models that better represent time series. In the
context of chemical analysis, Wolters and Kateman [14] used
Monte Carlo simulations to quantify errors in Least Squares
parameters under small deviations from normality.
More recently, He and Raghunathan [15] use simulated
data to examine sequential regression imputation methods
under shifted and scaled non-Gaussian distributions: Uniform,
Lognormal and t-distribution. They find that mean performance
remains quite robust, despite noticeable instability in regression
coefficients. To predict debt and bankruptcy of Serbian com-
panies, Ivkovic´ et al. [11] simulate Exponential and Weibull
distributed residuals, study the resulting errors in LR parameter
estimates, and devise transformations to reduce these errors.
Pernot et al. [16] study non-Gaussian errors in Quantum
1Definitions of residuals differ by context and specificity [6]; we use a
general definition that befits the context in this work.
Machine Learning models and find that mean measures of
prediction error depend significantly on the shape of the error
distribution. They also note the need for more research into the
impact of error distributions on model reliability in general.
Similarly to the above studies, this work too uses simulated
perturbations of real data to study the impact of prediction
errors under different noise distributions. However, none of
the previous studies apply directly to the transport domain,
and most of them deal with deviations from normality in
linear modeling. In contrast, we do not assume any particular
modeling form, hence we also neither presume nor try to
mitigate any particular sources of uncertainty. Rather, we
examine how crucial the effect of prediction errors is on
subsequent PT optimization, once such errors necessarily occur
for any model. Per common modeling practices, we assume
only that the predictive model has low bias (preferably zero)
and is evaluated through mean error measures (e.g., MAPE
and RMSNE, as in Section IV).
We also note as that as our methodology involves incremental
changes to various experimental parameters, this work may
seem related with studies on Sensitivity Analysis [17]. How-
ever, Sensitivity Analysis is concerned with apportioning the
uncertainty in the output of a given model to its various inputs.
Conversely, this work is concerned neither with the robustness
of any specific model nor with the sources of uncertainty.
B. Public Transport Optimization
Existing works on PT planning and design rely heavily on
point estimates of future travel demands, which are mostly
obtained through manual data collection, e.g., via transport
surveys. These estimates are thus realizations from a latent (i.e.,
unknown) transport demand distribution, and so are subject
to uncertainty and measurement errors. While these errors
are widely acknowledged, their subsequent effects on the
performance of the optimized PT network are rarely discussed
or quantified. Most works evaluate this performance under the
simplifying assumption that demands are fixed, exogenously
given and accurate [18, 19]. A few other works attempt to
mitigate the errors via robust optimization techniques [20] or
chance constraints [21], both of which might yield unnecessary
operational costs.
More recent works on PT optimization take advantage of
advancements in big data and machine learning, e.g., for
OD estimation [22, 23] and real-time fleet management [24].
Readers are referred to [25] for a comprehensive review of
the application of big data in public transportation. As these
advancements gain traction in the PT optimization field [26, 25],
it becomes ever more important to study the effects of demand
prediction accuracy on optimization quality. Further, these
effects should also be evaluated in the context of future PT,
which will potentially employ dynamically routed vehicles for
better demand-responsiveness [2].
To address these needs, this work uses a case study where
routes and frequencies of a dynamic fleet adapt to predicted PT
demand in hourly intervals. As common in PT optimization,
we formulate this via a Mixed-Integer Linear Program (MILP)
for the problem of Transit Network Design and Frequency
3Fig. 1. The 6 most active PT stations in Metropolitan Copenhagen, Denmark.
Setting (TNDFS) with constrained fleet size [18, 20]. While
this formulation is general, the dynamic fleet specifically
resembles mobility-on-demand (MoD) services (e.g., [27]) and
similarly relies on predicted transport demand, albeit with
less flexible routes and stop locations. However, whereas many
MoD services operate on the basis of pre-booked rides [27, 28],
we do not assume any particular source of demand observations.
Accordingly, PT demands in this case study are observed only
upon their realization, i.e., only when passengers board or
alight.
III. EXPERIMENTS
A. Data
The data consists of PT trips from 1-Jan-2017 to 21-Dec-
2018 in Metropolitan Copenhagen, Denmark. These trips are
conducted with electronic travel cards (“Rejsekort”) and so
account for approximately 1/3 of all bus and train trips [29].
For this case study, we use trips between the 6 most active
Public Transport (PT) stations, as depicted in Fig. 1, thus
obtaining 62 − 6 = 30 Origin-Destination (OD) pairs with
total 2.15 million trips. This allows us to simulate a closed PT
system with urban-scale travel distances, and our findings can
then be proportionally expanded to larger PT networks.
We aggregate the data by counting hourly trip starts for
each OD pair. Then, we draw at random N = 100 hours from
2018-Dec-1 00:00, . . . , 2018-Dec-21 23:00. The Ground Truth
observations are thus the hourly trip counts for each OD pair
in these N hours. Based on the Ground Truth observations,
we next simulate noisy predictions of PT demand.
B. Generation of Noisy Demand Predictions
While trip counts are discrete, we assume that the noise is
generated from continuous distributions, for several reasons.
First, the observed trip counts provide a discrete view into
continuous, latent demand for Public Transport. As such,
negative PT demand values are possible and could indicate
preference to use other transport modes (e.g., bikes, cars,
walking, etc.) over PT. In fact, this discrete view is also
censored, as observations are bounded from below at zero.
Second, the use of continuous noise distributions is in line
with the bulk of existing literature on non-Gaussian residuals,
as reviewed earlier in Section II.
TABLE I
SKEW AND KURTOSIS OF NOISE DISTRIBUTIONS, MARKED IN COMPARISON
TO N (0, 1) AS: BELOW, ABOVE, EQUAL.
σ N U E −E W −W
0.5
Skew 0.00 1 .30 0 .75 -0.75 1 .46 -1.46
Kurt 0.19 1.80 1.50 1.50 2.35 2.35
1.0
Skew 0.00 10 .39 6 .00 -6.00 6 .00 -6.00
Kurt 3.00 28 .80 24 .00 24 .00 24 .00 24 .00
2.0
Skew 0.00 83 .14 48 .00 -48.00 47 .75 -47.75
Kurt 48 .00 460 .80 384 .00 384 .00 624 .50 624 .50
3.0
Skew 0.00 280 .59 162 .00 -162.00 183 .31 -183.31
Kurt 243 .00 2332 .80 1944 .00 1944 .00 4975 .26 4975 .26
The noise distributions we experiment with are all ho-
moscedastic with standard deviation (SD) σ, for σ =
0.5, 1.0, 2.0, 3.0 2, as follows.
1) Gaussian, i.e., Normal: N (0, σ2).
2) Uniform: U [0,√12σ].
3) Exponential (E) with scale σ.
4) Negated Exponential, namely, −E .
5) Weibull (W) with scale 1 and shape that corresponds to
SD σ; reduces to E for σ = 1.
6) Negated Weibull, namely, −W .
We shift back each distribution by its expected value to
obtain zero mean, as illustrated in Fig. 2 on the next page.
Table I compares the noise distributions with N (0, 1), the
standard Gaussian, in terms of their 3rd and 4th standardized
moments, namely, skew and kurtosis. This Table shows that our
experiments cover a range of distribution properties: platykurtic,
leptopkurtic and mesokurtic – i.e., having kurtosis below, above,
or equal to N (0, 1) – as well as positive, negative and zero
skew. The distributions also vary in PDF support, which is
either finite (U), semi-infinite (E , −E , W , −W) or infinite
(N ).
For each OD pair (o, d), shifted noise distribution D and
standard deviation σ, we independently draw N samples,
δD,σ1od , . . . , δ
D,σ
Nod ∼ D. Then for all i = 1 . . . N , we let
giod denote the corresponding Ground Truth observation, and
generate noisy predictions as follows:
ρD,σiod := giod + σg · δD,σiod , (1)
where σg is the sample SD of all ground truth observations.
The stochastic noise is thus measured in units of the SD of the
observations themselves. Furthermore, every ρD,σiod is unbiased,
as all noise distributions have zero mean.
C. Fleet Optimization
Having generated noisy predictions of PT demand, we now
simulate the demand-responsive PT services with varying no.
of buses, bus capacity, and percentage of dynamically routed
buses. For capacity, our reference value is 110/3 ≈ 33, as the
average bus capacity in Metropolitan Copenhagen is approx.
110, and Rejsekort accounts for approx. 1/3 of all PT trips.
2 We have also experimented with a finer grained range of σ and obtained
consistent results, which we thus omit for brevity.
4Fig. 2. Probability Density Functions (PDFs) of the noise distributions
with zero mean. Note the different horizontal scale and support of each
distribution. Vertical scales differ too and are omitted, because the density
value is inconsequential in this work.
We vary capacity around this value as γ = 10, 20, 30, 40; the
results later show that this provides sufficient insight into the
effect of capacity variability. For each γ, we then choose a
fleet size piγ as the minimal no. statically routed buses, for
which optimization is feasible in each of the 100 busiest hours
(i.e., with most trips) before 1-Dec-2018.
For percentage of dynamically routed buses, we use α =
0%, 10%, . . . , 40%. In particular, α = 0% corresponds to a
completely statically routed fleet, whose performance is thus
independent of predictions and noise. The results later show
that optimization performance converges towards α = 40%,
hence we do not increase α further.
Finally, we solve a mixed-integer linear programming (MILP)
formulation to obtain optimal routes and service frequency. This
formulation receives as input a directed graph, where nodes
correspond to PT stations, and an arc between two nodes exists
if buses can travel between the corresponding stations. Each
edge is weighted by the corresponding in-vehicle travel time.
The input also includes a set of bi-directional routes R, where
for every combination of 2 or more nodes, R contains the
shortest acyclic path through all these nodes. The objective is
to minimize passengers’ total trip time – i.e., waiting time and
in-vehicle travel time – by selecting a route for each bus.
As common in PT optimization, we assume that waiting
times and in-vehicle travel times are given exogenously; each
route uses the same frequency in both directions; and passengers
choose the shortest route from origin to destination. The
optimizer first truncates any negative predictions to zero, as
negative demand implies no passengers. Note that the noise
PDFs themselves are not truncated, but rather the predictions
Formulation 1 Fleet Optimization
Minimize ∑
(o,d)∈Q,r∈R,
(s,t)∈E
c
(1)
st x
od
rst +
∑
(o,d)∈Q,r∈R,
s∈V,k=1..piγ
c
(2)
rk b
od
rks , (2a)
subject to
∑
k=1..piγ
bodrks +
∑
t:(s,t)∈E
xodrst −
∑
t:(t,s)∈E
xodrts − aodrs =

ρD,σiod s = o
−ρD,σiod s = d
0 s /∈ {o, d}
∀(o, d) ∈ Q, r ∈ R, s ∈ V , (2b)∑
s∈V,(o,d)∈Q
bodrks −Myrk ≤ 0 ∀r ∈ R, k = 1..piγ , (2c)∑
(o,d)∈Q
xodrst − γkyrk ≤ 0 ∀r ∈ R, (s, t) ∈ E , (2d)∑
k=1..piγ
yrk ≤ 1 ∀r ∈ R , (2e)∑
r∈R,k=1..piγ
kyrk ≤ piγ , (2f)
yrk ≤ 0 ∀k < piγ − dαpiγe , (2g)
yrk ∈ {0, 1}, xodrst, bodrks, aodrs ≥ 0
∀r ∈ R, s, t ∈ V, (o, d) ∈ Q, k = 1..piγ . (2h)
TABLE II
NOTATION FOR FORMULATION 1.
Sets
V nodes
E arcs
Q OD pairs
R routes
Indices
s, t nodes
(o, d) OD pair
r route
r base route that serves all nodes
k no. buses allocated to a route
Parameters
γ capacity of each bus
piγ fleet size
c
(1)
st vehicle travel time from s to t
c
(2)
rk average waiting time for route r, when r is
allocated k buses
M large number
Decision
Variables
xodrst flow of passengers traveling from s to t in route r,
as part of a trip from o to d
bodrks flow of passengers boarding route r at s, as part
of a trip from o to d, when r is allocated k buses
aodrs flow of passengers alighting from route r at s, as
part of a trip from o to d
yrk binary indicator of allocation of k buses to route r
derived from them.
For any hour i = 1 . . . N , Formulation 1 defines the
linear program per the notation in Table II. The objective
and constraints are similar to those commonly used for fleet
optimization, as follows. In the objective (2a), the first sum
is total in-vehicle travel time, and the second sum is total
waiting time. Constraint (2b) imposes flow conservation, such
5TABLE III
NO. DYNAMICALLY (D) AND STATICALLY ROUTED (S) BUSES.
α = 0% α = 10% α = 20% α = 30% α = 40%
γ D S D S D S D S D S
10 0 38 4 34 8 30 12 26 16 22
20 0 19 2 17 4 15 6 13 8 11
30 0 13 2 11 3 10 4 9 6 7
40 0 10 1 9 2 8 3 7 4 6
that all passengers who board at an origin also alight at their
destination. Constraints (2c), (2d) and (2e) ensure that for any
route, the same no. buses applies in all corresponding decision
variables. Constraint (2f) then guarantees there are as many
buses as the given fleet size, while constraint (2g) imposes the
base route on all statically routed buses. Finally, constraint (2h)
defines the possible set of values for each decision variable.
IV. RESULTS
The fleet sizes we obtain per Section III-C are piγ =
38, 19, 13, 10 for γ = 10, 20, 30, 40, respectively. Table III
further specifies the no. dynamically and statically routed buses
for each γ and α. This percentage is seen to correspond to the
PDFs in Fig. 2; e.g., as σ increases, −W yields the fewest
negative predictions as its PDF shifts towards the positives.
We evaluate prediction quality through two commonly used,
unitless measures of mean error: Mean Absolute Percentage
Error (MAPE) and Rooted Mean Squared Normalized Error
(RMSNE). These measures are defined as follows:
MAPE (D, σ) := 1
N
N∑
i=1
1
|Q|
∑
(o,d)∈Q
|ρD,σiod − giod|
g¯
=
σg
g¯|Q|N
N∑
i=1
∑
(o,d)∈Q
|δD,σiod | , (3)
RMSNE (D, σ) :=
√√√√√ 1
N
N∑
i=1
1
|Q|
∑
(o,d)∈Q
(
ρD,σiod − giod
g¯
)2
=
σg
g¯
√|Q|N
√√√√ N∑
i=1
∑
(o,d)∈Q
(
δD,σiod
)2
, (4)
where g¯ is the mean of all ground truth observations. Each
right-hand side follows from (1) and shows the dependency
on sampled noise (where the fractional coefficient is noise-
independent).
Fig. 3 illustrates the MAPE and RMSNE after the optimizer
truncates negative predictions. As expected, both MAPE and
RMSNE increase as σ increases. When ranking D from best to
worst, we obtain −W ≤ W ≤ −E ≤ E ≤ N ≤ U for MAPE
vs. −W ≤ −E ≤ N ≤ U ≤ E ≤ W for RMSNE. Let us next
analyze how closely the optimization performance follows any
of these rankings.
We evaluate optimization performance through several
measures, all of which are based on the objective value (i.e.,
total trip time). For generalizability, our results are mostly
given in relative terms. However, to give a basic sense of scale
Fig. 3. MAPE and RMSNE after the optimizer truncates negative predictions.
Lower is better.
TABLE IV
MEAN (±SD) OF Ti (D, σ, α, γ) IN min. LOWER IS BETTER.
α γ = 10 γ = 20 γ = 30 γ = 40
0% 15.0 (±6.6) 16.8 (±7.1) 18.4 (±7.6) 19.9 (±8.1)
10% 13.2 (±5.9) 15.5 (±6.7) 16.8 (±7.2) 19.4 (±8.0)
20% 11.8 (±5.5) 14.2 (±6.3) 15.9 (±7.1) 18.1 (±7.8)
30% 11.2 (±5.4) 13.5 (±6.3) 15.5 (±7.1) 17.3 (±7.8)
40% 11.1 (±5.4) 13.4 (±6.2) 15.4 (±7.0) 17.2 (±7.8)
for this case study, we begin with an absolute measure of trip
time (min) per passenger. For this, let
Ti (D, σ, α, γ) := Fi (D, σ, γ, α)
Pi
, (5)
where for all i = 1 . . . N , Pi is total no. passengers observed
in the i’th hour, and Fi (D, σ, γ, α) is their total trip time using
the optimized fleet.
Table IV summarizes Ti (D, σ, α, γ) through its mean and
SD over all i,D, σ. The mean and SD are both seen to decrease
as γ decreases and/or α increases. Hence as expected, trip times
improve if more buses with lower capacity are used and/or
more of the buses are dynamically routed. We also note that
the mean and SD do not vary much when further separating by
D and σ, for any fixed α , γ. This is a possible consequence of
using the same marginal noise distribution for all OD pairs, so
that their predicted demands shift similarly, thereby balancing
each other out during fleet optimization.
We now proceed to measure how much time per passenger
is theoretically lost when optimizing with noisy vs. perfect
predictions, as:
Tloss (D, σ, γ, α) := 1
N
N∑
i=1
Fi (D, σ, γ, α)− Fi (D, 0, γ, α)
Pi
.
(6)
Fig. 4 on the following page illustrates Tloss (D, σ, γ, α) using a
grid of plots, where rows are ordered by percentage of dynamic
buses (α) and columns are ordered by bus capacity (γ). We see
that Tloss (D, σ, γ, α) increases when either σ or γ increases,
as expected. We also see that for any fixed σ > 0, a partial
order on D emerges as γ and α increase, so that −W and −E
are significantly better than all other D, and −W < −E < N .
These properties hold similarly for RMSNE but not MAPE, as
seen earlier in Fig. 3.
Interestingly, Fig. 4 also shows that Tloss (D, σ, γ, α) gen-
erally increases when α increases, i.e., when more dynamic
buses are used for the same fleet size. This holds also when
6Fig. 4. Average minutes lost with noisy vs. perfect predictions (f¯GT in plot titles). Lower is better. Numeric results are in Table A.1.
normalizing Tloss by the theoretical trip time with perfect
predictions, namely:
T relloss (D, σ, γ, α) :=
1
N
N∑
i=1
Fi (D, σ, γ, α)− Fi (D, 0, γ, α)
Fi (D, 0, γ, α) ,
(7)
as detailed in Table A.2. Still, Tloss and T relloss are purely theo-
retical measurements, because observations cannot realistically
be used before they manifest, and the predictive mean rarely
captures them perfectly.
Next, we measure the time saved per passenger when using
dynamic buses (α > 0) vs. a completely statically routed fleet
(α = 0), namely:
Tgain (D, σ, γ, α) := 1
N
N∑
i=1
Fi (D, σ, γ, 0%)− Fi (D, σ, γ, α)
Pi
,
(8)
as illustrated in Fig. 5 on the following page. We see that Tgain
generally improves as capacity and noise SD decrease and
the percent of dynamic buses increases. The only exception is
Tgain (D, σ, 20, 10%) > Tgain (D, σ, 30, 20%), for any D and σ.
This is explained by Table III on page 5: for α = 10%, both
γ = 20, 30 have the same no. dynamic buses, yet there are
more statically routed buses for γ = 20 than for γ = 30.
We also see in Fig. 5 that as γ and α increase for
any σ, a partial order on D again emerges, with the same
properties detected above for Tloss and RMSNE. The best is
Tgain (D, σ, 10, 40%) = 4 min, for σ ≤ 0.5 and any D. The low-
est is Tgain (D, 3.0, 40, 10%) = 0.1 min, for D ∈ {N ,U , E}.
We further convert Tgain to an economic measure per the
Danish Value of Travel Time Savings (VTTS), which has
recently been estimated at ν = 13.43e/h [30]. For each α
and γ, we thus take the smallest Tgain (D, σ, γ, α) over all D , σ
and multiply it by both ν (in e/min) and average no. trips
TABLE V
MINIMUM YEARLY ECONOMIC GAINS (e). HIGHER IS BETTER.
α γ = 10 γ = 20 γ = 30 γ = 40
10% 429,000 274,000 293,000 17,000
20% 677,000 515,000 392,000 238,000
30% 783,000 615,000 469,000 354,000
40% 809,000 623,000 488,000 382,000
per year in the studied OD pairs. Table V provides the results,
rounded to 1000e/year, where the best yearly gains are at
least 809,000e (for α = 40%, γ = 10).
Lastly, we measure the average relative gain when using a
dynamic vs. completely static fleet, as:
T relgain (D, σ, γ, α) :=
1
N
N∑
i=1
Fi (D, σ, γ, 0%)− Fi (D, σ, γ, α)
Fi (D, σ, γ, 0%) .
(9)
This is detailed in Table A.4, where in particular, the best values
of T relgain are close to 27.5% while the worst are close to 5%. As
a concise reference for choosing operational parameters, Fig. 6
on the next page summarizes T relgain in terms of its minimum over
all noise distributions. For instance, if operational parameters
are chosen conservatively, so that each bus is large (γ = 40) and
only α = 20% of buses are dynamic, then at least 5% relative
gain is achieved. However, if the fleet consists of vehicles with
low capacity (γ = 10), many of which are dynamic (α = 40%),
then at least 23% relative gain is achieved.
V. DISCUSSION
The main goal of this work is to quantify the effects of
demand prediction accuracy on the performance of demand-
responsive Public Transport (PT). For this, we have used hourly
observations of PT trips as a proxy for transport demand, and
7Fig. 5. Average minutes gained with dynamic vs. completely static routing (f¯0 in plot titles). Higher is better. Numeric results are in Table A.3.
Fig. 6. Minimum T relgain (D, σ, γ, α) over all D , σ. Higher is better.
conducted simulation experiments in two steps. First, we have
simulated the output of demand prediction models by perturbing
the observations per various distributions, which cover a wide
range of statistic properties. Based on these noisy predictions,
we have then used a mixed-integer linear program (MILP)
with commonly used objective and constraints, to simulate and
optimize PT fleets with varying no. statically and dynamically
routed buses.
We have obtained that the differences in noise distributions
do not account for much variability in trip time per passenger.
However, the noise distributions differ noticeably in two other
measures of time per passenger: 1) time theoretically lost with
noisy vs. perfect predictions, 2) time gained with dynamic
vs. completely static routing. The worst loss per passenger
is 1.3 min, while the best time gain per passenger is 4 min,
which is more than 27% in relative terms. In economic terms
of Value of Time Savings (VTTS), the best gains in this case
study are at least 809,000e/year.
Also in terms of time gains and losses, we have obtained that
the noise distributions rank more similarly to Rooted Squared
Mean Normalized Error (RMSNE) than Mean Absolute Per-
centage Error (MAPE) of predictions. As seen in (3) and
(4), RMSNE is dominated by exceptionally large prediction
errors due to squaring, unlike MAPE. It thus appears that
exceptionally large prediction errors, even if few, can strongly
influence the performance of dynamic PT optimization.
Finally, we have seen that when the common normality
assumption is violated, optimization performance can not only
worsen but also improve. E.g., compared to the average gains
and losses of the Gaussian distribution (N ), the Uniform
(U) and Weibull (W) are mostly worse, whereas the Negated
Weibull (−W) and Negated Exponetial (−E) are mostly better.
In conjunction with Table I on page 3, we find that this
corresponds well to skew (rather than kurtosis), as U and
W have positive skew, while −W and −E have negative skew.
VI. CONCLUSION
In conclusion, the key findings of this work are as follows.
1) For demand-responsive PT, Gaussian noise can yield less
reliable predictions vs. unbiased noise distributions that
have the same standard deviation but smaller skew.
2) A few exceptionally large prediction errors can strongly
influence the temporal and economic gains of dynamic
PT vs. static PT.
3) However, these gains still generally increase when using
more dynamically routed buses (i.e., higher α) with less
capacity (i.e., lower γ), regardless of noise distribution.
4) The minimum relative gain is 5% when conservatively
choosing α = 20% and γ = 40 vs. 23% when more
liberally choosing α = 10% and γ = 10. Fig. 6 gives a
fuller reference for choosing these operational parameters.
For future work, we plan to extend the current study
in several respects, as follows. We plan to construct and
perturb a joint distribution on all OD pairs [31], and then
compare the subsequent optimization stability vs. the marginal
distributions in this work. We also plan to quantify the change
8in performance when optimization utilizes the full predictive
distributions instead of the currently common predictive means
[32]. We further plan to account for the inherent censorship in
the data by incorporating truncated noise distributions [33].
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