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Rounds versus Time for 
the Two Person Pebble Game* 
BALA KALYANASUNDARAM~ AND GEORG SCHNITGER 
Departmenr of Computer Science, Pennsyivaniu State University. 
University Park, Pennsylvania 16802 
We show the following results for rounds/time trade-offs in the two person pebble 
game: 
1. For every R and n (R = O(n/log n)), there is a bounded degree graph of n 
vertices for which the Pebhler can win in R rounds only in time Q(njlog R). 
2. There is a graph that exhibits almost tight round/time trade-offs for all 
rounds. 
3. There is no graph with tight round/time trade-offs for all rounds. 
As a consequence, we improve the simulation of bounded fan-in circuits by 
unbounded fan-in circuits, extending the size/depth trade-off of Paterson and 
Valiant. 11 1990 Academic Press. Inc 
1. INTRODUCTION 
The two person pebble game is played on a directed acyclic graph (dag) 
G of bounded fan-in between two adversaries, called Pebbler and 
Challenger. 
To begin with, the Challenger places a challenge on a vertex. Now, the 
Pebbler places some pebbles on the vertices of G. In each round of the 
game, the Challenger has two choices: 
1. Retain the challenge. 
2. Challenge a vertex that has just been pebbled. 
The two adversaries alternate in this fashion until, at the beginning of the 
Pebbler’s move, all the immediate predecessors of the challenged vertex are 
already pebbled. In this case, we say that the Challenger lost. 
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The number of rounds in a game is equal to the numbers moves of the 
Challenger. If, even against the best defense by the Challenger, the Pebbler 
always wins using at most t pebbles, then we say that G can be pebbled in 
time t. 
Tompa introduced this game to study the power of alternation. Subse- 
quently, Dymond and Tompa (1985) applied the two person pebble game 
to obtain the speed-up DTIME( T) & ATIME( T/log T) thus improving the 
time-space trade-off DTIME( T) z DSPACE( T/log 7’) of Hopcroft, Paul, 
and Valiant (1977). They also showed that the two person pebble game 
is powerful enough to establish the size-depth trade-off Size(T) s 
Depth( T/log T) of Paterson and Valiant (1976). 
Subsequently, Paul, Pippenger, Szemeredi, and Trotter (1983) applied 
the two person pebble game to simulate “almost” linear deterministic time 
by linear nondeterministic time (for one-dimensional Turing machines). 
Let G be a (bounded fan-in) directed acyclic graph with n vertices. A 
modification of Dymond and Tompa’s argument yields that G can be 
pebbled in R rounds and time O(n/log R) (see also Lemma 4.2). The pre- 
viously best lower bound is obtained by comparing the two person pebble 
game with the one person black pebble game. Namely, assume that the two 
person pebble game can be played in R rounds and time S. Then there 
exists a one-person black pebble game for G which uses at most S pebbles 
( = “space”) and (O(S/R))“‘R’ moves ( = “time”). Now, applying the 
time-space trade-off of Lengauer and Tarjan (1982), Paul et al. (1983) 
report the lower bound Q(n/(log(R log n))) as the previously best lower 
bound on time for the two person pebble game. 
For a given number of rounds, our first result establishes a tight lower 
bound. 
THEOREM 1.1. For every R and n (R = O(n/log n)), there is a directed 
acyclic graph of bounded degree and with n nodes for which the Pebbler can 
win in R rounds only in time Q(n/log R). 
An important question raised in Paul et al. (1983) concerns the existence 
of graphs achieving the worst-case bound on time for all rounds. We are 
able to answer this question quite satisfactorily. 
We define the “tower” function e: 
e(0) = 1, 
e( i + 1) = 2’“‘. 
Now, for each positive integer k, we introduce the function $(x) = 
x(log x)(log log x) .‘. (logck’ x) and the interval Z(k) := [e(k), e(k + l)[. 
Finally define the function f by setting f(x) = fk(x) whenever x E I(k). 
First we construct a family of almost universally tough graphs, 
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THEOREM 1.2. For every n, there is a directed acyclic graph of bounded 
degree and with n vertices such that for every R (R = O(n/log n)), the 
Pebbler can win in R rounds only in time Q(n/f(log R)). 
Let us define log* m to be the smallest integer s such that e(s) 2 m. Our 
next goal is to show that this lower bound is almost tight. Indeed, a quite 
surprising speed-up of at least log log R is achievable for many different 
choices for R. 
THEOREM 1.3. Let G be a directed acyclic graph of fan-in 2 with n ver- 
tices and let r E [l,log* n - lo] be an integer. Then there is R, log”’ n < 
R<log IrP”n, such that 
(a) the Pebbler wins after at most O(R) rounds in time O(n/f,(log R)). 
Here k is the largest integer satisfying k + log* k Q log* n - r - 5. 
(b) Moreover, the Pebbler always wins in time at most 
W(log R)(log log R)). 
Combining Dymond and Tompa’s simulation of bounded fan-in circuits 
with the upper bound of (Paul et al., 1983) the following extension of 
Paterson and Valiant’s sizedepth trade-off is straightforward. (The details 
are sketched in Section 5.) 
Let R and n be integers with R = O(n/log n). Then any 
bounded fan-in circuit C of size n can be simulated by an 
unbounded fan-in tree T(C) of AND and OR gates. The 
fan-in of T(C) is bounded by 2°(“‘R’ogR) and its depth is 
bounded by O(R). 
As a consequence of Theorem 1.3, we are able to reduce the fan-in of the 
simulating unbounded fan-in circuit to “almost” 2WRf(~wW) for many 
different choices of R: 
COROLLARY 1.4. Let C be a circuit of fan-in 2 and n gates. For any 
integer r (1 d r <log* n - 10) we will find an integer R, 1og”‘n < 
R<log + I) n, such that 
we can simulate C by an unbounded fan-in tree T(C) of 
AND and OR gates. The fan-in of T(C) is bounded by 
2”(n’Rf~“ogR” and its depth is bounded by O(R). k is the 
largest integer satisfying k + log* k < log* n - r - 5. 
Moreover, the fan-in of T(C) will always be bounded by 2°(n’R(‘ogR)(‘og’ogR)). 
We introduce supergrates as a special version of grates (Valiant, 1979) 
which we extensively use to prove the lower bounds. Intuitively, super- 
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grates are perfect simulators of unbounded degree vertices in the context of 
pebble games. Techniques from Erdos, Graham, and Szemeredi (1975) and 
Valiant (1979), combined with the upper bound of Dymond and Tompa 
(1985), are used to derive Theorem 1.3. 
Supergrates and a modification of the two person pebble game are intro- 
duced in Section 2. Theorem 1.1 is proved in Section 3. Section 4 discusses 
Theorems 1.2 and 1.3. In the final section, we will discuss the application 
of the two-person pebble game to the simulation of bounded fan-in circuits 
by unbounded fan-in circuits. 
2. SUPERGRATES 
First we discuss a modification of the two-person pebble game. This 
modification allows us to simplify the lower bound arguments. We add the 
following rule to the two person pebble game: The challenger can move 
from the currently challenged vertex c to a vertex v if there is a path from 
u to c traversing only pebble-free vertices or vertices pebbled in the 
previous round. 
LEMMA 2.1. Let R he an integer and let G = (V, E) be a dag. If the 
Pebbler can stop the Challenger after R rounds in time P in the old game, 
then the Challenger can also be stopped in time at most P after at most R 
rounds in the new game. 
(The new move does not increase the power of the challenger.) 
Proof. Assume that the Challenger C can be stopped in R rounds with 
P pebbles in the old game. Fix any such strategy S”p’” for the Pebbler. 
Given an instance in the game, the pair (V, u) denotes the configuration 
where the set V is the set of all pebbled vertices and the vertex v is the 
currently challenged vertex. Now let us consider a strategy SF?’ for the 
Challenger according to the new game. We will introduce strategies SF!d 
(for the Challenger playing according to the old rules) and Spw (for the 
Pebbler in the new game) such that the following invariants are satisfied. 
(a) If (K v,,, ) is a configuration after a move of the Challenger in 
the new game, then (V, v,,,~) will be the corresponding configuration in the 
old game. Also, there is a path from v,,, to v,,., which is pebble-free except 
for the pebbled vertex vOld. 
(b) The pebbler, according to Sy”‘, will place exactly the same 
pebbles for the configuration (V, vneW ) that are placed by the pebbler in the 
old game according to Sgd for the configuration (V, II,,,). 
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Assume that the Challenger challenges unew in the very first move 
(according to SF”). Th en we initialize the strategy S$’ so that the 
Challenger also challenges v,,, in the old game. So, v,id = vnCw after the first 
move of the Challenger. 
Let (I’, v,,,) (resp. (V, v,+,)) be the comiguration after the ith move of 
the Challenger playing in the new (resp. old) game. Assume that we have 
a pebble free-path from u,Cw to v,,,~. 
Apply the strategy S$ to obtain a configuration (I”, v,,~). Now we 
define the strategy S y”’ to yield the configuration (V’, u,,,) when applied 
to (K V”,,). 
Next we consider the Challenger’s move in the new game for the con- 
figuration (V’, unew). Assume that the Challenger, according to SF’“, 
challenges vertex u’,,, . If w,,, E ( I” - V), then w,,~ = u’,,, . Otherwise, 
there exists a path Q from w,,, to v,,~ not traversing a vertex in V (except 
v,,,,). If Q is unpebbled, then we set ~1,~~ = v,,~. Otherwise w,,,, is deter- 
mined as the freshly pebbled vertex on Q that is closest to w,,~~. This 
defines Syd. Observe that there is a pebble-free path from w,,~ to w,,~. 
Now as a direct consequence of our invariant we observe that the 
Challenger playing the old game can not be stopped unless the Challenger 
playing the new game is stopped. This proves the lemma. 1 
Next we turn our attention to supergrates which will form the basic 
building blocks in our constructions for the lower bounds. Intuitively, 
supergrates are linear-size dags which model unbounded degree nodes. For 
their construction superconcentrators and grates are needed. 
A (k, &superconcentrator S,,, is an acyclic directed graph (of bounded 
degree) with k sources and 1 sinks such that for every s < min(k, I), every 
set of s sources, and every set of s sinks, there exists a set of s vertex- 
disjoint directed paths connecting the s given sources to the s given sinks. 
Valiant (1975) defined superconcentrators and showed the existence of 
linear size, bounded degree superconcentrators. Pippenger (1977) gives a 
simplified construction. 
Let E be a sufficiently small positive constant. An m-grate G, is an 
acyclic directed graph (of bounded degree) with m sources and m sinks. 
Assume that cm vertices are removed. Then there will be cm sources such 
that each such source is connected to at least cm sinks. We will also find 
cm sinks with each such sink connected to at least Em sources. 
Grates were introduced by Valiant (1979). The existence of linear size, 
bounded degree grates is shown in Schnitger (1983). 
Now we are ready to define the supergrates SG,,. SG,, is a dag with r 
sources and s sinks. Set n := min(r, s) and m := n/E. 
We take a copy S, of S,, and identify the sinks of S, with the sources 
of a copy G, of G,. Next identify the sinks of G, with the sources of a copy 
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s2 of xw?, . We continue by identifying the sinks of S, with the sources of 
a new copy G, of G,,. Finally, identify the sinks of Gz with the sources of 
a copy S3 of S,.,. 
Now assume that x vertices are removed from SC,,. Let us say that a 
source (sink) u is intact iff u is connected to at least n sinks (sources) of G, 
(G,). We call a source (sink) defective whenever it is not intact. 
SUPERGRATE LEMMA. Let n := min(r, s) and let x, 0 < x d n - 1, he an 
integer. Assume that x vertices are removed from SG,,. Then there exists an 
integer y (0 Q y <x) such that 
(a) at most y sources and at most x - y sinks are defective, 
(b) for any intact source s and any intact sink t there is a path from 
s to t. 
(In other words, one cannot do better than removing sources or sinks when 
trying to destroy source/sink connections. Therefore a supergrate can be 
interpreted as a bounded degree network simulating an unbounded degree 
vertex.) 
Proof: Since less than n vertices are removed, the grate G, still pos- 
sesses n sources each of which is connected to n sinks of G,. We say that 
these n sources are expanding. Assume that y vertices are removed from S, . 
Then the superconcentrator property of S, guarantees that there are at 
most y sources of S, which are not connected to some expanding source of 
G,. Therefore at most y sources of SC,, will be defective. 
Analogously, we can establish that SC,, possesses at most x - y defec- 
tive sinks. Let s be an intact source of SG,, and let t be an intact sink. 
Then s(t) is connected to n sinks of G, (sources of G,). Therefore, the 
superconcentrator property of S, guarantees that we will find a path from 
s to t. 1 
3. A TIGHT LOWER BOUND FOR A GIVEN NUMBER OF ROUNDS 
Paul et al. (1983) report that O(n/log R) pebbles suffice to stop the 
Challenger in R rounds for any bounded degree dag with n vertices. We will 
show that this upper bound is tight. 
Construction of a Tough Graph G(R, n) for R Rounds. Let R be a power 
of 2. For a positive integer m set d = log 2R and n = m d2”. Let TJ be the 
complete ordered binary tree of depth d. Label the vertices of T, as follows: 
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The root of Td is labeled by the empty word. If a vertex receives the label 
c(, then its left (resp. right) child receives the label ct0 (resp. al). 
We replace a vertex of depth i (0 6 i < d) by a copy of the supergrate 
SG,,, where r = n/(2’+ ‘d). A leaf is treated differently. Let a (Od# a # Id) 
be the label of a leaf and let a = a1 a* . . . ad. Then set s = xi aim and 
t = ‘& (1 - a;)m. We replace the leaf by the supergrate SG,,. The leaf with 
label Od (resp. Id) is replaced by a copy of SG,,,d (resp. SG,,,). 
From now on we identify a supergrate by the vertex it replaces. We con- 
nect the supergrates in the following way. There are no direct connections 
among the supergrates that correspond to internal vertices of Td. Also, 
there are no direct connections among the supergrates replacing leaves. 
Each leaf supergrate is connected to d supergrates that are its ancestors 
with respect to Td. If the ith bit of the label of the leaf supergrate is 1, then 
m edges connect m (designated) sinks of the ancestor supergrate of depth 
i- 1 to m (designated) sources of the leaf supergrate. If the ith bit is 0, then 
m edges connect m (designated) sinks of the leaf supergrate to m 
(designated) sources of the ancestor supergrate of depth i - 1. 
Interconnect supergrates such that all sources (resp. sinks) will have 
fan-in (resp. fan-out) equal to 1. Call the resulting graph G(R, n). 
Theorem 1.1 is now an immediate consequence of 
LEMMA 3.1. Let R be a power of 2 and let n be a multiple of 2R log 2R. 
(a) Then G(R, n) is a directed acyclic graph of bounded degree. 
Moreover, G(R, n) has O(n) vertices. 
(b) The Pebbler can restrict the Challenger to R rounds only ij 
Q(n/log 2R) pebbles are used. 
Proof First we define ,the size of a supergrate SG,, v replacing vertex u 
by size(u) = min(x, y). We also set d = log 2R and m = $d2d. Let ( I’, c) be 
a given configuration after a move of the Pebbler, so V is the set of pebbled 
vertices and vertex c is currently challenged. 
In the discussion of supergrates, we introduced the notion of an intact 
(resp. defective) source or sink of a supergrate, given a set of removed 
vertices. We will now use this concept interpreting the set V as the set of 
removed vertices. 
Let us consider an inner supergrate w. We say that w  is closed whenever 
w  does not possess an intact source and an intact sink. Observe that 
size(w) pebbles are required to close w. Next, we mark a source or sink s 
of w  if s is defective or if w  is closed. Assume that x vertices of w  are 
pebbled. Then, by the supergrate lemma, at most 2x vertices of w  will be 
marked. 
Also mark a defective source or sink of a leaf supergrate. Additionally, 
move all markings from sources and sinks of inner supergrates to sources 
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and sinks of leaf supergrates. Let us say that a leaf supergrate u is closed 
if at least m sources or m sinks in u are marked, otherwise v is called open. 
As an immediate consequence of our marking procedure we observe that 
the number of marked sources or sinks of leaf supergrates is bounded by 
2 # I/. Therefore not more than L2 # If/m] leaf supergrates will be closed. 
We observe that any two unmarked sinks s and s’ are connected by 
pebble-free paths, provided they belong to different open leaf supergrates u 
and U’ (u’ < u). Namely, let UJ be the supergrate which replaces the common 
ancestor of 11 and u’. Let t’ be the source of u’ which is connected to s’. 
Since s’ is unmarked, t’ has to be intact. Furthermore, u is open and there- 
fore we will find an intact sink t of II? which is connected to an intact source 
of U. Therefore, we will find a pebble-free path from S’ to s by traversing 
first t’ and then t. 
We can now describe our strategy for the Challenger. Initially the 
Challenger challenges a sink of G(R, n). Observe that its leaf supergrate is 
open. In general, the Challenger always tries to challenge a sink of an open 
leaf supergrate. If no open leaf supergrate can be reached, then the 
Challenger gives up. 
Let (V, c) be the given configuration after the Challenger’s move. Assume 
that c is unmarked for V and belongs to a leaf supergrate u which is open 
for V. Now it is the Pehbler’s turn and assume that she pebbles a set W. 
After the Pebbler’s move, the Challenger determines the closest leaf super- 
grate U’ (u’ < U) which is open for Vu W. We will find a sink s of U’ which 
is unmarked for Vu W and of course also for V. Therefore we will find 
a path from c to s avoiding any vertex in V. Accordingly, s will be 
challenged. 
Finally let us assume that the Challenger is stopped after at most R 
rounds. This implies that at least 2” - R ( > 2dP ‘) leaf supergrates were 
closed by the Pebbler. Consequently, at least m2dp ’ vertices of leaf super- 
grates will be marked after the last move of the pebbler. We conclude that 
at least Lm2” ‘12 J = O(n/d) pebbles were placed during the game. 1 
4. UNIVERSALLY TOUGH GRAPHS 
In this section we show that there exists a graph which is almost as tough 
as possible for any number of rounds. Our construction of a family 
(HdJ dE N) of universally tough graphs closely follows the construction 
in the previous section. We use the same framework of defining H, by 
arranging supergrates in a global tree structure of depth d. The crucial 
difference is that now the number of edges interconnecting a leaf supergrate 
with a supergrate replacing an inner vertex v depends on the depth of v. 
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First we need a property of the functionfintroduced in the Introduction. 
FACT (Rissanen, 1983). 
‘m 
c (l/f(j)) = O(l). i= 1 
As already mentioned, the depth of the tree structure used for the 
construction of Hd is d. Set n := d2d. Let j (j< d) be an integer. Also, let 
Y = 2dP ‘rd/f(j)l. We replace an inner vertex u of depth ,j- 1 by a copy 
of SG,,,. 
Let cr=b,b, . . . b, be the label of a leaf supergrate. Then the leaf super- 
grate has C,“=, b,rd/f( j)l sources and xy= I (1 - bJd/f( j)l sinks. A leaf 
supergrate u and an inner supergrate (replacing an ancestor of u depth j) 
are connected by rd/f( j + 1 )1 edges. 
The remaining details are analogous to the construction in the previous 
section. Theorem 1.2 follows directly from 
LEMMA 4.1. (a) H, is a bounded degree dag of size 8(n). 
(b) For anlt integer R (R < n/2d ), the Challenger can be forced to quit 
in R rounds only if Q(n/f(log R)) pebbles are used. 
Proof: Let R be the number of rounds under consideration. Also, let 
e = log R. Let us consider the tree structure of H, and let S be the set of 
vertices of depth e. Let us say that a subtree rooted at a vertex in S is a 
special subtree. 
The Challenger follows the strategy outlined in Lemma 3.1. Additionally, 
the Challenger never stays in any special subtree for more than a round 
and always jumps to the nearest special subtree in the next round. 
Since the number of edges between a leaf supergrate of a special subtree 
and an inner supergrate (of depth i6 e) is at least O(n/(2”f(e)), we can 
repeat the argument in Lemma 3.1 and prove that the Pebbfer must place 
Q(n/f(e)) pebbles. m 
Our next goal is to show that graphs with universally tight trade-offs do 
not exist. Let us therefore consider an arbitrary dag G = ({ 1, . . . . n}, E) of 
fan-in k such that there is no path from a vertex u to a smaller numbered 
vertex w. We assume without loss of generality that n is a power of 2. 
(Otherwise, we add up to n - 1 isolated vertices to G to make its number 
of vertices a power of 2. Since the Challenger looses immediately if she 
challenges an isolated vertex, the trade-offs in the new graph are the same 
as in the old graph.) 
We classify the edges of G according to their feuel. Let e = (i, j) be an 
edge and let u and u be the binary representation of i, respectively j. 
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Observe that this numbering of the vertices starts from 0. Assume that p is 
the rightmost position such that the first (from left) p - 1 bits of u and u 
coincide. Then we set level(e) := p. 
Let s be an integer that divides n. We now define a family of subgraphs 
G,,; (1 <i<<n/s) of G, where G,,; is induced by the set {(i- 1)s~ 1, 
(i- l)s+2, . ..) is} of vertices. An edge of level at most log(n/s) is called 
s-crucial. (In other words, s-crucial edges connect vertices belonging to 
different subgraphs G,Y. ; ) 
For the graph G, a strategy of the Pebbler is called s-normal if and only 
if the Challenger cannot stay in any subgraph G,,i for more than two 
rounds. 
Let q’(G, s) denote the minimal number of pebbles used by the Pebbler 
to stop the Challenger in G using an s-normal strategy. We now define 
q(m, s) = max q’(K s), 
H 
where the maximum is computed over all dags H such that 
s divides the number of vertices of H, H has degree at 
most k, and H has at most m s-crucial edges. 
If s is clear from the context, then we will use q(m) instead of q(m, s). 
The previous lower bound suggests that dags with many edges of small 
level present the most difliculties to the Pebbler. We will make this precise 
in the following lemma. 
LEMMA 4.2. Let G( { 1, . . . . n}, E) be a dag of fan-in at most k. Assume 
that the integer R divides n. Furthermore, assume that G has m n/R-crucial 
edges. If mRfn > 2* + k, then the Challenger can be stopped in at most O(R) 
rounds in time O(m/log(mR/n)). If mR/n < 2* +k, then the Challenger can be 
stopped in 2 rounds in time O(n/R). 
ProoJ Following (Paul et al., 1983), we modify the strategy of Dymond 
and Tompa (1985) to allow for a restricted number of rounds. Dymond 
and Tompa’s strategy generalizes the “Pebble Lemma” of Paul, Tarjan, and 
Celoni (1977). 
Set s = n/R. We will describe an s-normal strategy that will require at 
most q(m) pebbles to stop the Challenger in dags of fan-in at most k with 
n vertices and m s-crucial edges. 
Let G be an arbitrary dag of fan-in k with n vertices and m s-crucial 
edges. In each round, the Pebbler places primary pebbles on some set X of 
vertices and secondary pebbles on all pebble-free immediate predecessors 
(relative to G) of vertices in X. We will only describe the placement of 
THE TWO PERSON PEBBLE GAME 11 
primary pebbles. Moreover, in our analysis we only count the number 
q*(m) of primary pebbles. This suffices, since q(m) <-(q*(m). 
Finally, set c = 29 + k. For sufficiently large n (n > 2) we claim that 
q*(m) d cm/log(mR/n) -k if m > cn/ZR 
6m+n/R if m < cn/2R. 
The Pebbler’s strategy is a divide and conquer strategy. We will prove 
the above claim by induction on m interleaving the analysis with the 
description of the strategy. 
Case 1. m < 42R. The Pebbler pebbles all vertices which are tails of 
s-crucial edges. Now, the Challenger is confined to one of the subgraphs, 
say G,i. The victorious Pebbler pebbles all the unpebbled ancestors of the 
currently challenged vertex in G,,;. 
Analysis. Obviously the Pebbler uses at most m + n/R pebbles and traps 
the Challenger in 2 rounds. 
We assume from now on that m > cn/2R. We partition G into G, and Gz 
by determining an i such that 
1. G, (resp. G,) is the subgraph of G induced by the set (0, 1, 
2 > . . . . in/R - 1) (resp. {in/R, (in/R) + 1, . . . . n - 1) and 
2. if m* is the number of s-crucial edges incident on vertices in G,, 
then 
m m kn 
--<mm*<!+- 
m 
T+log(mR/n) R 2 log(mR/n) 
Observarions. Since mRln > 2c, we have 
1. 
2. 
mc ,4kcn cn 
log(mR/n) R 
,-2x+k. 
m m 
log(mR/n) ‘lo 
3. 
3cm 3cm 24cm 
5 log(3mR/5n)’ 5 log(mR/2n)’ 35 log(mR/n)’ 
Now the Pebbler pebbles recursively according to the following case 
analysis. Throughout the game, the Pebbler’s strategy will be s-normal. 
Case 2. A vertex v in G, is challenged. The Pebbler applies the algo- 
rithm recursively to G,. 
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Analysis. 
q*(m) < q* m- 
m kn 
2 log(mR/n) + x > 
m 
<q* - 0 2 (by Observation 1) 
cm 
d max ??+!I 
2R R’ 2 log(mR/2n) 
-k (by induction) 
( 
cn cm 
’ max ??’ log(mR/n) 
-k 
> 
cm 
< 
log(mRln) 
-k (by Observation 1). 
In the third inequality, we are distinguishing the two Gases m/2 > cn/2R and 
m/2 d cn/2R. From now on we will omit this part of the analysis. 
Case 3. A vertex v in Gz is challenged. Let C be the set of those vertices 
in G, which are connected to a vertex in Gz. Also, assume that o belongs 
to G,,,. 
Case 3.1. (Cl < 2m/log(mR/n). The Pebbler pebbles all the vertices in C 
as well as all the vertices in G,,.,. 
Case 3.1.1. The Challenger challenges a vertex in Gz. Now the 
Pebbler recursively plays an s-normal strategy for G,. 
Analysis. 
> 
2m n 
+ 
log(mR/n) ’ % 
2m fil 
Gq log(mR/n) ’ log(mR/n) 
(by Observations 1 and 2) 
24cm 
-k+ 
3m 
d 
35 log(mR/n) WmRln) 
(by induction and Observation 3 ) 
cm 
d 
log(mRln) 
-k (since c > 35). 
Case 3.1.2. The Challenger challenges a vertex in C. Now the Pebbler 
recursively plays his s-normal strategy for G1. 
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Analysis. 
q*(m)dq* !?- ( m 2 log(mR/n) +k” + R 1 2m n log(mR/n) +% 
cm 
< 
log(mRln) 
-k (analogous to Case 3.1.1). 
Case 3.2. ICI > 2m/log(mR/n). Recursively, the Pehhler follows a 
s-normal strategy for G?. After successfully trapping the Challenger in GZ, 
the Pebbler pebbles all the vertices in G, that are immediate ancestors of 
the currently challenged vertex. Following the Challenger’s move of 
challenging a vertex in G, , the Pebbler pebbles G, recursively. Observe that 
the number of s-crucial edges in G2 is m* - JCJ <m/2 - m/log(mR/n). 
Analysis. 
<2q 
3m 
4 log(mR/n) 
+k (by Observation 1) 
(by induction and Observation 2) 
2c !!I!- 
( 2 < 
log(mR/n) - 312 
(since $ > log( $)) 
cm 
= log(mR/n) 
- k. 
This completes the proof of Lemma 4.2. m 
Let G be the dag under consideration. Let d be an integer and set R = 2f 
As before, consider the subgraphs GnIR,i. Let mj be the number of edges in 
G n,R,i whose levels belong to the interval [d+ 1, 2d] and set m = 
m, +m,+ .‘. +m,. We will now show that the Pebbler can still stop the 
Challenger fast if m is small. This is achieved by applying Lemma 4.2 to 
each subgraph G,?,,. ;. 
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LEMMA 4.3. The Challenger will be stopped in G after at most 0(22”) 
rounds in time O(mld + n/d2d12). (Th e ewer the number of edges belonging f 
to levels {d+ 1, . . . . 2d), the less the number of pebbles used for O(22d) 
rounds.) 
Proof. Set txi := 22”miJn. We call a subgraph Gn,R,i sparse if ~1, < 2”” (in 
this case mi < n2-3d12 ). Insert additional edges so that no sparse subgraph 
remains. This can be achieved with adding at most O(n2pd’2) edges. 
Let n, denote the new amount of low level edges for GnlR,i. The number 
of vertices for Gn,R.i is n/2d. Therefore, for a sufficiently large constant c, 
Lemma 4.2 guarantees that the Challenger can be stopped in Gn,R,i after at 
most O(2d) rounds with not more than cn,/d pebbles. 
Starting from GzR, the Pebbler will apply the strategy of Lemma 4.2 for 
each of the subgraphs Gn,R,i. Overall, the Challenger will be stopped after 
at most O(2’“) rounds. The Pebbler will not invest more than 
: c ?=O CT+&) pebbles. m 
i= I 
Now, we will show that bounded degree dags must have many bands 
with relatively few edges. As a consequence, we will be able to obtain 
almost optimal rounds/time trade-offs for many different rounds. 
THEOREM 1.3. Let G be a dag of fan-in 2 with n vertices and let 
r E [ 1, log* n - lo] be an integer. Then there is R, log”’ n < R <log”- ‘) n, 
such that 
(a) the Pebbler wins after at most O(R) rounds in time 
Wdfk(log R 1). 
Here k is the largest integer satisfying k + log* k d log* n - r - 5. 
(b) Moreover, the Pebbler wins always in time at most 
OW(log Wlog log RI). 
Proof. (a) Set g(i) = 2’. Let e(i) be the number of edges of G whose 
levels belong to the set (g(i- 1) + 1, . . . . g(i)}. We set s~log’r+2’ (n) and 
t = log”+ I) (n). 
Now assume that there is i (s < i < t) with e(i) Q ng(i)/f,(g(i)). Then, by 
Lemma 4.3, the Pebbler will win in O(2g’i’) rounds in time at most 
O(n/f,( g(i))). This proves the theorem, since log”’ n d 2gfi) < log”- ” n. 
So assume instead that e(i) > ng(i)/f,( g(i)) for all i (s < i < t). First we 
observe 
Qs, t - 1) := e(s) + e(s + 1) + + e( t - 1) < 2n. 
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On the other hand, we obtain e(i) > CfEi(f{- ’ n/fk(j), whenever e(i) > 
ng( i)/fk( g( i)). Since n/fk( i), as a function in i, is monotonically decreasing, 
E(s, t - 1) will be at least as large as 
n 
=k+l [log’“+l’(x,];;;.J~’ 
log e 
(see Rissanen, 1983) 
B ~[10g’~+“(g(t)-1)-10g’*+“(g(s))] 
>2 
-j& [log’k+r+Z’ (n)]. 
This follows, since by choice of k, k+ r+2 <log* n- 3. Hence 
log ‘k+l)(g(t)-l))-lOg(k+l)(g(s)) 3 log’k+1’(log”‘(n)-l)-log~k+‘+2~ 
(n)>log’k+‘+2’(n). 
We have a contradiction once we have verified that 
But log’k+r+2) (n) 2 log(‘og*,r~‘“g*k 3, (n) > e(log* k+ 2) > 22k. Addi- 
tionally, since Y < log* n - 10, log* n - r - 5 > 5 and hence k + log* k > 5. 
This implies k > 3 and consequently 2*” > 2& + ’ > 2k + *. 
(b) This follows directly from (a), since k 2 3 always. 1 
5. BOUNDED VERSUS UNBOUNDED FAN-IN 
Inspired by Ruzzo’s (1977) simulation of alternating time by circuit 
depth, Dymond and Tompa (1985) give an alternative proof of Paterson 
and Valiant’s size/depth trade-off Size(T) L Depth( 0( T/log T). This result 
is a consequence of the following interpretation of the two-person pebble 
game. 
Given a bounded fan-in circuit, let G be the induced bounded degree 
dag. Consider the two person pebble game played on G. The move of the 
Pebbler can be interpreted as guessing the output of some intermediate 
gates whereas the move of the Challenger can be interpreted as questioning 
the guesses. 
Assume that G can be pebbled in R rounds and in time t. A simple 
modification of Dymond and Tompa’s construction yields an unbounded 
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fan-in tree T(G) simulating G. Now, the depth of T(G) is at most O(R) and 
its fan-in is bounded by 20tM), where m is the maximum over all rounds of 
the number of placed pebbles. 
Our Corollary 1.4 is now an immediate consequence of Theorem 1.3 and 
the following lemma. 
LEMMA 5.1. Given a dag G, assume that the Pebbler can win in R rounds 
and in time t. Then there is a strategy for the Pebbler to win in 2R rounds 
by spending time at most t/R per round. 
Proof. Let S:d be the strategy for the Pebbler to win in R rounds and 
in time T. We will derive a new strategy, Syw, for the Pebbler which 
satisfies the lemma. 
Assume that in a given instance of the game, the vertex v is challenged. 
Also assume that the Pebbler, using SoId p , spends time t, by placing pebbles 
on a set W of vertices (1 WI = t;). 
If ti < T/R, then the new strategy for the Pebbler is identical to the old 
strategy for this move. Otherwise, the Pebbler spends rtiR/T1 rounds to 
pebble W. In each round, the Pebbler pebbles at most T/R pebble free ver- 
tices in W. Observe that at the end of this procedure the challenged vertex 
will be in WV iv}. The Pebbler can now continue as described above. 
Observe that If=, ti = T. Therefore, the number of rounds played in the 
new strategy is 
R R 
iC, r(t;RIT)lGR+ C ttiRIT)=2R. I 
,=I 
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