Image formation in fluorescence diffuse optical tomography is critically dependent on construction of the Jacobian matrix. For clinical and preclinical applications, because of the highly heterogeneous characteristics of the medium, Monte Carlo methods are frequently adopted to construct the Jacobian. Conventional adjoint Monte Carlo method typically compute the Jacobian by multiplying the photon density fields radiated from the source at the excitation wavelength and from the detector at the emission wavelength. Nonetheless, this approach assumes that the source and the detector in Green's function are reciprocal, which is invalid in general. This assumption is particularly questionable in small animal imaging, where the mean free path length of photons is typically only one order of magnitude smaller than the representative dimension of the medium. We propose a new method that does not rely on the reciprocity of the source and the detector by tracing photon propagation entirely from the source to the detector. This method relies on the perturbation Monte Carlo theory to account for the differences in optical properties of the medium at the excitation and the emission wavelengths. Compared to the adjoint methods, the proposed method is more valid in reflecting the physical process of photon transport in diffusive media and is more efficient in constructing the Jacobian matrix for densely sampled configurations.
INTRODUCTION
Fluorescence imaging of small animals has attracted unprecedented attention in the past decade, thanks to the availability of disease-specific preclinical models and rapid development of targeted probes for molecular imaging [1] [2] [3] . A major impetus behind these efforts in preclinical optical molecular imaging is the desire to translate the knowledge acquired on the "bench-top" in basic research to the "bed-side" for clinical research via preclinical research.
Conventional fluorescence imaging is only capable of providing two-dimensional images in the visible spectrum on the surface of the samples and thereby severely limits the application of fluorescence imaging in the preclinical domain. Using near infrared fluorophores and applying tomographic reconstruction techniques, e.g., fluorescence diffuse optical tomography (FDOT) in free-space, fluorescently labeled structures deeply embedded in the mice can be reconstructed at millimeter-scale resolution with sub-picomole sensitivity [4] . This imaging technology has been successfully applied to a number of important preclinical models, e.g., [5] [6] [7] [8] .
Image reconstruction in FDOT requires solving the forward problem, explicitly or implicitly, which models photon migration in diffusive media. In preclinical FDOT, the anatomy of the animal is highly complex and heterogeneous. It requires highly sophisticated methods to model the forward problem accurately [9] [10] [11] [12] [13] . Finite element and Monte Carlo are the most frequently used modeling methods because of their flexibility for arbitrarily complex geometry [14, 15] . The Monte Carlo method is superior in terms of accuracy, but suffers from low computational efficiency. With the rapid advancement of scientific parallel computing technology in recent years, the Monte Carlo method is gaining momentum for high resolution FDOT because of its unparalleled accuracy and broad validity [4, 16, 17] .
In conventional implementations of the Monte Carlo method, the Jacobian is typically computed by taking the product of two adjoint matrices, which are the photon density fields of the source and the detector, respectively. This method is best suited for conventional fiber-based configurations, where the numbers of sources and detectors are relatively small, and where the sources and the detectors are interchangeable. The conventional adjoint method becomes highly inefficient when the number of detectors becomes very large, e.g., in densely sampled free-space FDOT, where the number of detectors can potentially grow to the number of pixels of the CCD camera. The inefficiency is because the photon density field of each source and each detector has to be computed and stored in order to perform multiplication at a later time. For an imaging configuration where S sources and D detectors are required, and where V voxels are used for image reconstruction, the number of Monte Carlo simulations is S+D; and the computer storage required to record the intermediate photon density fields is (S+D)V. While on the contrary, using our previously proposed method, the number of Monte Carlo simulations is S; and no intermediate data is necessary [4, 15] .
Another limitation of the adjoint method is that it implicitly assumes that the source and the detector are interchangeable, or, optically equivalent, and therefore the Green's function originating from the position r to the detector is equivalent to the computed photon density field originating from the detector to the position r. This assumption is valid for fiber-based configurations, where the sources and detectors are made of the same type of fiber optics. In typical free-space configurations for preclinical FDOT, however, the optical characteristics of the light sources (e.g., scanning laser beam or patterned illumination) and the photodetectors (pixels in lens-coupled CCD camera) are highly different.
We have previously developed Monte Carlo software that has been successfully applied in diffuse optical tomography in human brain functional studies, and subsequently implemented an improved parallel version that is well suited for high resolution imaging for the small animals [4, 18] . However, our previous Monte Carlo method was limited by the fact that it did not account for the difference in the excitation and emission wavelengths in FDOT. In this article, we propose a new method based on the perturbation Monte Carlo theory to address this limitation.
METHODS

Theory
In the continuous-wave domain, the fluorescent fluence rate U measured by the detector at r d excited by the source at r s is related to the fluoresce yield distribution η via the diffusion equation
U r r r w r r r dr
where the sensitivity function w is given by
w r r r r r G r r = Φ (2) The spatially varying sensitivity function w is the product of the fluence rate Φ, aka, photon density fields, at the position r radiated from the source at r s and the Green's function from r to the detector at r d . In its discretized form 
where r s , r d , and r become the indices of the sources, the detectors and the voxels of the imaging volume, respectively. In the discretized form, the sensitivity function is commonly referred to as the Jacobian matrix, or, simply the Jacobian. It is apparent from Eq. (3) that the Jacobian w describes the weight of the voxels within the imaging volume in the detected fluoresce signal U. The sensitivity function at position r is the product of the two photon density fields: one is radiated from the source r s and measured at r; and the other is radiated from the unit source at position r and measured at the detector r d . Therefore, the sensitivity function at position r is the weighted photon observed at r d , which are radiated from r s and happen to pass r.
Using Monte Carlo simulations, one can track the exact pathway of every photon that is generated at a given source and arrives at the specified detector. For all of the voxels along this pathway, the Jacobian is related to the Monte Carlo simulation via
where the subscripts m and n are the indices of tissue types and photons migrating from the source and eventually arriving at the detector, and l nm is the total pathway length of the n-th photon in tissue type m.
In our previously developed method [4] , it was assumed that the Stokes shift of the fluorophore was sufficiently small that the difference in the excitation and emission wavelengths was insignificant, which is generally acceptable for organic fluorophores. In order to improve the accuracy in the forward model for high resolution reconstruction, we propose an improved method that account for the wavelength difference. Specifically, we applied the theory of perturbation Monte Carlo and used a correction factor in the Jacobian to compensate the error in the Green's function due to wavelength discrepancy.
In the perturbation Monte Carlo theory [19] , a conventional Monte Carlo simulation is first performed with the background optical properties, which establishes the baseline photon weight at the detector. When an arbitrary volume of perturbation to the optical properties occurs in the medium, the resulting alteration to the photon weight is predicted by the perturbation in absorption and scattering coefficients ( )
where the subscripts 1 and 2 are baseline and perturbed states, μ t = μ a + μ s , j is the number of scattering events, and l is the length in the perturbed region.
The concept of perturbation theory can be applied to the Jacobian for FDOT by considering the changes in wavelength, and subsequently optical properties, before and after the fluorescence event as a perturbation to the baseline optical properties. Because the change in scattering coefficient alters the distribution of the photon pathway, we constrain the application of the perturbation Monte Carlo theory by assuming that the scattering coefficients remain constant. As the perturbation can happen in any tissue, the correction factor should be applied to each tissue type. Therefore, the Jacobian described in Eq. (4) should be rewritten and the corrected Jacobian should take the form of
where the tissue-specific correction factor k m is given by
Simulations and Numeric Studies
We first validated our implementation of Monte Carlo simulation of photon migration using a well established analytical method for homogeneous slab geometry. We adopted the analytical solution of photon migration through a turbid slab, which applied a partial current boundary condition that accounted for the mismatch of refractive indices at the boundaries [20] . We used our previously developed parallel computing software [4] to simulate photon migration in the turbid medium under the baseline conditions, i.e., at the excitation wavelength. The optical properties of the medium are listed in Table 1 . To characterize the proposed perturbation Monte Carlo-based method, we compared its results against those of the analytical method and the conventional Monte Carlo method. In these comparisons, the same slab geometry and source/detector configuration were used. The thickness of the slab medium was set to 20 mm, similar to the typical size of a mouse for preclinical applications. For the analytical method, the slab geometry extended infinitely in the transverse (x-y) plane, whereas for the Monte Carlo method, the slab was confined to 100×100 mm in the x-y plane. The light source was defined as a parallel beam perpendicular to the boundary (along the z-axis, for both methods) and centered at the surface of the slab (for the Monte Carlo method). A linear array of 5 photodetectors was positioned at the other surface, equal-distantly separated by 5 mm. The geometry and the source/detector configuration are illustrated in Fig. 1 .
In the Monte Carlo method, the source and the detectors were both circular with a diameter of 1 mm and a numeric aperture of 1; the voxel size was (0.2 mm) 3 ; and the number of photons was 100 millions. The Monte Carlo software recorded the exact pathways of all the photons that were injected from the sources and were eventually collected by the detectors. The sensitivity function at the excitation wavelength (baseline condition), which is the product of the photon density field originated from the source and the Green's function terminated at the detector [Eq. (2)], was computed according to Eq. (4). The correction factors corresponding to different tissue types were computed using Eq. (7) for the emission wavelength and applied to Eq. (6) to correct the Jacobian. The hardware platforms for computing were the same as described previously in [4] : the baseline Monte Carlo simulations were performed on a SGI Altix 4700 sharedmemory supercomputer at the Pittsburg Supercomputing Center of Carnegie Mellon University; and data processing and the analytical solutions were computed using a desktop computer workstation.
RESULTS AND DISCUSSION
A well established analytical solution was used to numerically validate our implementation of Monte Carlo simulation of photon migration in turbid media. Using the geometry shown in Fig. 1 and the optical property Set 1 (μ a = 0.02, μ' s = 1 mm -1 , g = 0, and n = 1.37), the fluence rate (intensity of the continuous wave photon density) was evaluated on the surface of the slab where the detectors were positioned (i.e., transmittance measurement) along z-axis at x=y=0 (the dotted line within the slab between the source and the left-most detector), shown in Fig. 2 . The Monte Carlo and the analytical results agree very well with each other. It is noteworthy that in Fig. 2(b) , the analytical solution was not plotted for z < 2 mm because the diffusion equation is invalid near the source position (comparable to the mean free path length of the tissue), whereas the Monte Carlo result is still valid. Based on the same baseline Monte Carlo simulation of photon migration, the Jacobian computed using the proposed perturbation method was compared to that using the adjoint method, shown in Fig. 3 . Comparing the contour plots of the Jacobian matrices (cross sections along the z-axis at x=y=0, Figs. 3[a and b]), It is apparent that the Jacobian computed by the proposed perturbation method (even though the perturbation was nil) was asymmetric and more concentrated toward the source and detector locations; whereas the adjoint method produced a symmetric and smoother result. We theorize that the apparent discrepancy between the two results reflected the modeling limitation of the adjoint method, which implicitly assumes that the source and the detector are optically interchangeable. In addition, it is evident that the Jacobian is noticeably weighted toward the detector side, which will have significant effect on FDOT reconstruction. This effect is more severe in small animal FDOT when the dimension of the animal is not significantly larger than the source-detector distance.
Using the optical property Set 2 (μ a = 0.03, μ' s = 1 mm , g = 0, and n = 1.37). The differences of the Jacobian matrices relative to the baseline condition are presented using contour plots, which showed highly similar patterns, Fig. 4 .
It should be pointed out that for the same number of photons (100 millions in this study), the perturbation method produced noisier Jacobians than the adjoint method, shown in Figs. 3(a) and 4(a) Another limitation of the proposed method is that it assumes the scattering coefficient remain constant between the excitation and emission wavelengths. This is because in Monte Carlo simulations, the scattering coefficient controls the probability of scattering events (the phase function) and subsequently affects the distribution of photons, irrespective of the absorption coefficient that determines the photon weight.
CONCLUSIONS
We presented a method to compute the Jacobian matrix for fluorescence diffuse optical tomography, which was based upon the perturbation Monte Carlo theory. Compared to our previously developed method, the proposed perturbation method produced more accurate Jacobian because it accounted for the wavelength difference between the excitation and emission photons. Although the Jacobian matrices produced by the perturbation method were highly similar to those by the conventional adjoint method, the proposed perturbation method is computationally more efficient for densely sampled acquisition, which is necessary for high-resolution FDOT.
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