Abstract-In this paper, we study the problem of secret communication over a Multiple Access Wire-tap Channel with Common Message. In this channel, we assume that two transmitters have confidential messages which must be kept secret from the eavesdropper (receiver 2), and both of them have a common message which can be decoded by two receivers. For this setting, in the discrete memoryless case we derive general inner and outer bounds on the secrecy capacity region. Also, we derive inner and outer bounds on the secrecy capacity region for the Gaussian case. Providing numerical examples for the Gaussian case, we illustrate the comparison between derived achievable rate regions, outer bounds and the capacity region of compound multiple access channel.
I. INTRODUCTION
In a seminal paper, the wire-tap channel was introduced by Wyner [1] , where a sender wishes to communicate a message to a receiver, while keeping the message secret from an eavesdropper. He established the secrecy capacity for a singleuser degraded wire-tap channel. Later, Csiszár and Körner extended the wire-tap channel to a more generalized model called the broadcast channel with confidential messages [2] and found its secrecy capacity.
The problem of secret communication over multiuser channels has received considerable attention, recently [3] - [10] and [11] . In [3] , [4] , Multiple Access Channel (MAC) with generalized feedback has been considered, where in [3] the encoders do not have to keep their messages secret from each other but their messages should be kept secret from an external eavesdropper, while in [4] each user views the other user as an eavesdropper, and wishes to keep its confidential information as secret as possible from the other user. In [5] , a multi-letter achievable rate region and multi-letter outer bound for the Multiple Access Wire-tap Channel (MAWC) without common message have been derived. The MAWC under the strong secrecy criterion has studied in [6] . In [7] , the authors have studied MAWC assuming that there exists a common message and that the eavesdropper is unable to decode it. They also have derived a rate region under the strong secrecy criterion. A Gaussian MAWC, for the case where the eavesdropper gets a degraded version of the received signal by legal user, has been considered in [9] and achievable rate region have been found. In [10] general Gaussian MAWC has been considered and an achievable rate region has been derived. The discrete memoryless compound MAC, Gaussian compound MAC with a common message and conferencing decoders, and also the compound MAC when both encoders and decoders cooperate via conferencing links (without any secrecy constraint) have been studied in [12] . In a recent paper [13] , we have considered compound MAC with confidential messages in which one of the transmitters' private message (W 1 ) is confidential and only decoded by the first receiver, and kept secret from the second receiver, while the common message (W 0 ) and private message (W 2 ) are decoded by both receivers.
In this paper, we consider Multiple Access Wiretap Channel with Common Message (MAWC-CM). Actually, in wireless networks, there may be a scenario in which the users may have a common message which can be decoded by all of the users in addition to the confidential information that wish to be kept secret from illegal users. Motivated by this scenario, we consider MAWC-CM as a building block of this setting. In this model, each transmitter sends its own private message, while both of them have a common message. Both of the transmitters' private messages (W 1 and W 2 ) are confidential and only decoded by the first receiver and kept secret from the second receiver. The common message W 0 is decoded by both receivers (see Fig. 1 ). For this model we derive single-letter inner and outer bounds on the secrecy capacity region. We also consider Gaussian MAWC-CM and derive inner and outer bounds on its secrecy capacity region. Providing some numerical examples for Gaussian MAWC-CM, we compare our derived achievable rate region and outer bound for the Gaussian case with each other and also with the capacity region of Gaussian compound MAC.
This paper is organized as follows. In Section II, the system model is described. In Section III, an outer and inner bounds on the secrecy capacity region of discrete memoryless MAWC-CM are established. An achievable secrecy rate region and an outer bound on the secrecy capacity region of Gaussian MAWC-CM are derived in Section IV.
II. SYSTEM MODEL Throughout this paper, the random variables are denoted by capital letters e.g., X, Y, and their realizations by lower case letters e.g. x, y. The set of ε−strongly jointly typical sequences of length n, on joint distribution p(x, y) is denoted by A n ε (P X,Y ). We use X n i , to indicate vector (X i,1 , X i,2 , . . . , X i,n ), and X k i,j to indicate vector (X i,j , X i,j+1 , . . . , X i,k ). Now, consider a discrete memoryless MAWC-CM in Fig. 1 which is denoted by (X 1 , X 2 , p(y 1 , y 2 |x 1 , x 2 ), Y 1 , Y 2 ) where x 1 ∈ X 1 and x 2 ∈ X 2 are the inputs of transmitters, respectively. Also, y 1 ∈ Y 1 and y 2 ∈ Y 2 are the channel outputs at receiver 1 and receiver 2, respectively. We first define a code for the channel as follows:
Definition 1: A (M 0 , M 1 , M 2 , n, P n e ) code for the MAWC-CM (Fig. 1 ) consists of the following: i) Two message sets (W 0 , W 1 ) and (W 0 , W 2 ) that are uniformly distributed over [1 :
, respectively, where messages W u ∈ W u = {1, 2, ..., M u } and u = 0, 1, 2. ii) A stochastic encoder f k , k = 1, 2 for transmitter k is specified by the matrix of conditional probability f k (X n k |w 0 , w k ), where X n k ∈ X n k , w 0 ∈ W 0 , w k ∈ W k , k = 1, 2 are channel inputs, common and private message sets respectively, and
is the probability of encoding message pair (w 0 , w k ), k = 1, 2 to the channel input X n k , k = 1, 2. iii) The decoding functions are also given by the mappings φ :
The first one is at the legitimate receiver and assigns an estimate
to each received sequence y n 1 . The second decoder assigns an estimateŴ 02 ∈ [1 : M 0 ] to each received sequence y n 2 . The probability of error is defined as,
The level of ignorance of eavesdropper with respect to the confidential message is measured by the normalized equivocation
for all sufficiently large n. The secrecy capacity region is the closure of the set of all achievable rate tuples (R 0 , R 1 , R 2 ). We note that the perfect secrecy condition (4) implies
III. MAIN RESULTS
A. Outer Bound Theorem 1 (Outer bound) The secrecy capacity region for the MAWC-CM is included in the set of rates satisfying
for some joint distribution
Remark 1 If we set W 1 = ∅ or W 2 = ∅ (i.e., setting V 1 = ∅ or V 2 = ∅) in Theorem 1, the region reduces to the region of the broadcast channel with confidential messages discussed in [2] by Csiszár and Körner.
Proof: We next show that any achievable rate tuples satisfies (5)- (9) for some distribution factorized as (10) . Consider a code (M 0 , M 1 , M 2 , n, P n e ) for the MAWC-CM. Applying Fano's inequality [14] results in
where
We first derive the bound on R 1 . Note that the perfect secrecy (4) implies that
Hence, we derive the bound on H(W 1 |Y n 2 ) as following:
where (a) and (b) result from Fano's inequalities in (11) and (12), and equalities (c) and (d) results from Csiszár's sum lemma [2, Lemma 7] , where we have (15)-(17) and setting ε = ε 1 + ε 2 . The equality (e) results from the definitions of the random variables as (18)-(20).
where (a) is due to
(22) Now, we derive the bound on n(R 1 + R 2 ) as following:
where (a) results from Fano's inequality in (11) and (b) and (c) results from (17) and (16) respectively (i.e., Csiszár's sum Lemma), and setting ε = ε 1 +ε 2 . The equality (d) results from the definitions of the random variables as (18)-(20). Now, by applying the same time-sharing strategy as before, we have
(24) Now, we derive the bound on n(R 0 + R 1 + R 2 ) as following:
where (a) results from Fano's inequality in (11), inequality (b) results from (17) and (c) results from the definitions of the random variables as (18)-(20). Now, we have
where (a) result from independence of Q and Y 1,Q and independence of Q and Y 2,Q . Now, we derive the bound on R 0 as following:
So, we have
Now, by applying the same time-sharing strategy as before, we have
Similarly
Therefore
Considering (13), (21), (22), (24), (26) and (30), the region in (5)- (9) is obtained. This completes the proof.
B. Achievability Theorem 2 For a discrete memoryless MAWC-CM, the secrecy rate region R(π I ) is achievable, where R(π I ) is the closure of the convex hull of all non-
and π I denotes the class of joint probability mass
Remark 2 If we convert our model to a multiple access wire-tap channel without common message by setting U = ∅, V 1 = X 1 and V 2 = X 2 in Theorem 2, the region reduces to the region of the [3] and [6] .
Remark 3
If we convert our model to a broadcast channel with confidential messages by setting V 1 = ∅ or V 2 = ∅, our region includes the region discussed by Csiszár and Körner in [2] .
Proof: Fix p(u), p(v 1 |u), p(v 2 |u) ,p(x 1 |v 1 ) and p(x 2 |v 2 ). Let
where ε > 0 and ε → 0 as n → ∞. 1) Codebook generation: i) Generate 2 nR 0 codewords u n , each is uniformly drawn from the set A n ε (P U ) indexing by u n (w 0 ), w 0 ∈ {1, ..., , w 1 , l) . Here, w 1 is the bin number and l ∈ L = {1, ..., 2 nR 1 } is the index of codewords in the bin number w 1 . The codebook for user 2 is generated in the same way.
2) Encoding: To send the message pair (w 0 , w 1 ), the encoder f 1 first randomly chooses index l corresponding to (w 0 , w 1 ), and then generates a codeword X n 1 at random according to
Transmitter 2 uses the same way to encode (w 0 , w 2 ).
3) Decoding and Probability of error: Decoding:
• Receiver 1 declares that the indices of ( w 01 , w 1 , w 2 ) has been sent if there is a unique tuple of indices ( w 01 , w 1 , w 2 ) such that
• Receiver 2 declares that the index of u n (w 0 ) isŵ 02 if there is a unique pair such that (u n ( w 02 ), y n 2 ) ∈ A n ε (P U Y 2 ). Probability of error: Using joint decoding [14] and by settingR 1 = R 1 + R 1 andR 2 = R 2 + R 2 , it can be shown that the probability of error goes to zero as n → ∞ if we choose:
4) Equivocation computation:
where (a) results from this fact that V n 1 and V n 2 are functions of W 1 and W 2 respectively. The first term in (37) is given by:
We then show that the second term in (37) can be bounded by
We can show that error probability is less than any ε 1 > 0 if
for sufficiently large n. In other words, given message (w 1 , w 2 ), receiver 2 can decode (V 1 , V 2 ) until conditions (39), (40) and (41) are satisfied. Therefore, Fano's inequality implies that
The last term in (37) is bounded as:
as n → ∞ then ε 2 → 0 similar to [1, Lemma 1] . By replacing (38), (42) and (43) in (37) we have:
where ε = ε 1 + ε 2 . Finally, by using the FourierMotzkin procedure [14] to eliminate R 1 and R 2 in (31), (32)- (36) and (39)- (41) we obtain the five inequalities in Theorem 2. This completes the proof of Theorem 2.
IV. GAUSSIAN MAWC-CM In this section, we consider Gaussian MAWC-CM, and derive inner and outer bounds on the secrecy capacity region of it. Relationships between the inputs and outputs of the channel are given by
where N j , j = 1, 2 are Gaussian, zero mean Random Variables (RVs), with variances σ 2 j , j = 1, 2, and independent of the RVs X 1 , X 2 . We impose the power (or energy) constraints
A. Outer Bound Theorem 3 (Outer bound) The secrecy capacity region for the Gaussian MAWC-CM is included in union on the set of rates satisfying
where C(x) = (1/2) log(1 + x) and the union is taken over all 0 ≤ β 1 ≤ 1, 0 ≤ β 2 ≤ 1 and 0 ≤ ρ ≤ 1.
Proof: All the steps in (23), (25) and (30) involve basic properties of mutual information (the chain rule and positivity) that hold irrespective of the continuous or discrete nature of the channel. Therefore, if a rate tuple (R 0 , R 1 , R 2 ) is achievable for the Gaussian MAWC-CM, it must hold that
It remains to upper bound (50)-(52) with terms that depend on the power constraints P 1 and P 2 . We first assume that σ 2 1 ≤ σ 2 2 so that the eavesdropper's channel is a stochastically degraded with respect to the main channel. We expand
and we bound each sum separately. Notice that since Y j,i = X 1,i + X 2,i + N j,i , j = 1, 2 and X j,i for j = 1, 2 is independent of N 1,i . So, we have 
where (a) is due to x → log(2πex) is a concave function of x as using Jensen's inequality [14] . Also, (b) results by setting
we finally obtain
Since x, y → 
(59) By substituting (56) and (59) into (53), we obtain
).
(60)
Now, we need to upper bound
). Note that we can repeat the steps leading to (56) with Y 2,i in place of Y 1,i to obtain [14] to the RV Y 2,i conditioned on
where (a) follows from EPI. Both (b) and (c) follow from the convexity of the function x → log(2 x + c) for c ∈ R + and Jensen's inequality, while (d) follows from (59). Hence,
where the inequality follows from (61) and (63). By substituting (60) and (64) into (50), we obtain
Now, we derive the bound on
is stochastically degraded with respect to Y 1,i , and 
Now we derive the bound on
is stochastically degraded with respect to Y 1,i , and
where (b) follows from (56), (58), (63) and
, then the main channel is stochastically degraded with respect to the eavesdropper's channel and R 1 = R 2 = 0 by virtue of [11, Proposition 3.4] . By swapping the roles of Y 1,i and Y 2,i in the proof, the reader can verify that (65) still holds. We combine the two cases σ 
B. Inner Bound
Theorem 4 An inner bound on the secrecy capacity region of Gaussian MAWC-CM is:
where C(x) = (1/2) log(1 + x) and the union is taken over all 0 ≤ β 1 ≤ 1 and 0 ≤ β 2 ≤ 1.
Proof: Let U , K 1 and K 2 be independent, unit variance, Gaussian RVs, and define V 1 = X 1 , V 2 = X 2 and:
So, following from Theorem 2, defining the above RVs as in (47)- (48) and (70)-(71) the region in (70) is derived.
In order to compare our derive bounds we drerive the capacity region of the Gaussian compound MAC.
Theorem 5
The capacity region of compound Gaussian MAC is given by:
), C(
(72) where C(x) = (1/2) log(1 + x) and the union is taken over all 0 ≤ β 1 ≤ 1 and 0 ≤ β 2 ≤ 1.
Proof: Considering Propositions 6.1 and 6.2 in [12] which are outer and inner bounds on the capacity region of compound MAC with conferencing links, then ignoring conferencing links in that model (i.e, setting C 12 = C 21 = 0 in [12] ), and by adopting it to our defined channel parameters in (47)-(48), the region in (72) is derived.
C. Examples
In this part, we provide numerical examples and compare inner and outer bounds on the secrecy capacity region of Gaussian MAWC-WC. We also compare these bounds with the capacity region of compound MAC illustrated in (72). As an example, for the values P 1 = P 2 = 1, σ 2 1 = .1 and σ 2 2 = .3 the outer bound in Theorem 3 and the achievable rate region in Theorem 4 are depicted in Fig. 2 . In order to compare these bounds with the capacity region of compound MAC in Theorem 5, these bounds and also the capacity region of compound MAC are depicted in Fig. 3 for the same parameters as before.
As it can be seen in Fig. 3 , for this scenario the achievable rate and outer bound on R 0 (rate of W 0 which is decoded by both receivers) are the same for both MAWC-WC and compound MAC models. Moreover, as it can be seen from Fig. 3 , for these channel parameters, the achievable rates and outer bounds on R 1 and R 2 (rate of W 1 and W 2 respectively, which is decoded by the receiver 1) for MAWC-WC is less than that for compound MAC due to secrecy constraint for decoding messages W 1 and W 2 .
According to (72), it is clear that if the noise power of receiver 2 (i.e., σ 2 2 ) increases, the capacity region of compound MAC does not increase (i.e., the capacity region may remain as before or decreases). On the other hand, there exist scenarios for MAWC-WC (refer to (70)) for which increasing σ 2 2 results in increasing its achievable rate region. For comparison, assume changing σ 2 2 = 0.3 to σ 2 2 = 0.6 in the above example. As it can be seen in Fig. 4 , the achievable rate region of MAWC-WC is larger than the capacity region of compound MAC for the new parameters. This can be interpreted as follows: transmitted signal of transmitter 1 is extremely attenuated at the receiver 2. So, for this case, not forcing the receiver 2 to decode W 1 and W 2 (keeping W 1 and W 2 as a secret for receiver 2) can increase the achievable rate region.
Also, it should be noted that according to (70), for the scenarios where σ 2 2 equals or less than σ 2 1 , the achievable rates R 1 and R 2 are zero. This happens since for these scenarios the channel gain between transmitter 1 and receiver 2 (i.e., illegal user in terms of messages W 1 and W 2 ) is equal or better than the channel gain between transmitter 1 and receiver 1 (i.e., legitimate user in terms of message W 1 and W 2 ), and this makes zero R 1 and R 2 .
V. CONCLUSIONS In this paper, we have studied the secrecy capacity region of the Multiple Access Wire-tap Channel with Common Message (MAWC-CM). We have obtained inner and outer bounds on the secrecy capacity for the general MAWC-CM. We have further studied Gaussian MAWC-CM and derived inner and outer bounds on the secrecy capacity region. Providing numerical examples for the Gaussian case, we have shown that there are scenarios for which keeping secret some of the transmitted messages from the illegal user can increase the achievable rate region.
