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ABSTRACT 
For an arbitrary polynomial p two characterizations of a square matrix A 
satisfying the polynomial equation p(A) = 0 are obtained. Some results on rank 
additivity closely related to the matrix-theoretic version of Cochran’s statistical theo- 
rem are given. 
I. INTRODUCTION 
In this work we shall extend some results on rank additivity which are 
related to the matrix polynomial equation p(A) = 0. The earliest considera- 
tion of rank additivity may well be by W. G. Cochran [2], who studied the 
distribution of quadratic forms in normal random variables. In the last few 
years a lot of matrix-theoretic extensions of Cochran’s theorem have been 
presented. A rather complete bibliography on these problems can be found in 
Dl. 
In order to get these algebraic generalizations of Cochran’s statistical 
theorem, some characterizations of matrices satisfying the polynomial equa- 
tion p(A) = 0 for some special types of polynomials were obtained. Let us 
mention two results. In [l] it was proved that a square n x n matrix A is 
tripotent ( A3 = A) if and only if 
rank A = rank(A +A2) + rank(A -A2). (1) 
Suppose now that the polynomial p of degree d has no multiple root. If p is 
of the form p(h) = llf=,(h - hi), then p(A) = 0 holds if and only if the 
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relation 
5 rank(A - Ail) = (d - 1)n 
i=l 
(2) 
is satisfied [5]. The extensions of these two results to arbitrary polynomials p 
will be proved. In the proofs of these generalizations we will identify n X n 
matrices with linear operators acting on a futed Hilbert space H of dimension 
72. 
We continue by studying n x n matrices A, A,, A,, . . , A, satisfying 
the relation A = A, + A, + ... + A,. We shall consider the following condi- 
tions which appear in the matrix version of Cochran’s statistical theorem: 
(i) Ai Aj = 0 for all i # j, 
(ii) AA,=AiAforalli=1,2 ,..., k, 
(iii) rank A = C:= 1 rank Aj. 
The starting motivation is the result of G.P.H. Styan and A. Takemura [5] 
which states that the condition (i) implies the equality of the set of nonzero 
characteristic roots of A and the set of all the nonzero characteristic roots of 
all the Ai, i = 1,2 ,..., k. They also noticed that the nonzero characteristic 
root A of A is regular if and only if A is a regular characteristic root of each 
Ai, i = 1,2,. . . , k. Let us recall that a characteristic root A of a matrix Aj is 
regular if the algebraic multiplicity of A is equal to its geometric multiplicity. 
It is easy to verify that the algebraic multiplicity of A is zero if and only if the 
same holds for the geometric multiplicity; we then speak of A as a regular 
characteristic root of Ai even though Ai does not have A as a root. In order 
to prove that the characteristic root 0 of A is regular if and only if 0 is a 
regular characteristic root of each Ai, i = 1,2, . . . , k, Styan and Takemura 
had to assume that (i) and (iii) hold. 
In our paper an extension of this work is given. Let us denote for an 
arbitrary matrix S and a complex number A the algebraic multiplicity of A as 
a characteristic root of S by am( A, S) and the geometric multiplicity of A by 
gm(A, S). For matrices A, A,, . . . , A, satisfying A = A, + A, + ... +A, 
and (i), we shall obtain some relations between am( A, A), gm( A, A) and 
am(A, Ai), gm(A, Ai), i = 1,2, . . . , k, for each A E d). In particular, the 
characteristic polynomial of A will be expressed by use of characteristic 
polynomials of Ai, i = 1,2,. . . , k. The same results can be obtained if we 
replace the assumption (i) by (ii) and (iii). Next, the converse statement will 
be considered. More precisely, having matrices A, A,, . . . , A, with A = A, 
+A, + ... +A, satisfying certain relations between am(A, A), gm( A, A) and 
am( A, Ai), gm( A, Ai) for all A E C, we will ask whether conditions (i), (ii), 
or (iii) are fulfilled. One positive result and one counterexample will be given. 
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We shall conclude our discussion with results of such type for normal 
matrices. In this special case the algebraic multiplicity is the same as the 
geometric multiplicity, so that we shall use notation m( A, A) and m(h, Ai), 
i = 1,2,. . . , k, for the multiplicity of A as a characteristic root of A and Ai, 
i = 1,2,. . , k, respectively. We shall prove that condition (i) is equivalent to 
the condition m( A, A) = Cf= Im( A, Ai) for all A # 0. If these conditions 
apply, it is easy to see that A, A,, . . , A, are all simultaneously diagonable 
and for some unitary U we have 
U*AU=diag(A,,...,A,), 
and 
U*A,U=diag(O ,..., O,A,,+_+,,_,+l ,... ,Ar,+_+,.lpO1...TO)T 
where ri = rank A,, i = 1,2,. . . , k. 
2. CHARACTERIZATIONS OF SQUARE MATRICES SATISFYING 
THE POLYNOMIAL EQUATION p(A) = 0 
For the proof of the following lemma we refer to [6]. 
LEMMA 2.1. Let A be a linear operator defined on an arbitrary complex 
vector space. Let the polynomial p be of the form 
p(A) = (A - A,)l“(A - A2)r* . ..(A - Ak)rk, 
where A,,A,,...,Ak are distinct scalars. Then the relation 
Kerp(A) = 6 Ker(A - Ai)r’ 
i=l 
holds. 
First we shall generalize the characterization of tripotent matrices given by 
(1). For this purpose let us assume that the polynomial p is of the form 
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where A,, A,, A,, . . . , A, are distinct nonzero scalars, r E IO, 1,2,3, . . . 1, 
r1, TZ’. . . I r, E {I, 2,3, . . . }, and k is an integer, k > 1. We define k new 
polynomials: 
Pm(A) = Arig (A - Air m= 1,2 ,..., k. 
THEOREM 2.2. Let A be a n x n matrix. Then we have p( A) = 0 if and 
only if the relation 
rank A’ = i rank p,(A) 
m=l 
(3) 
holds. 
Proof. Let us first assume that p(A) = 0 is valid. Identifying the matrix 
A with a linear operator acting on a Hilbert space H of dimension n and 
using Lemma 2.1, we obtain 
H = Ker A’ @ & Ker(A - Ai)ri 
i=l 
It is now easy to get the following equations: 
k 
Im A’ = @ Ker( A - Ai)r’, 
i=l 
Im pm(A) = Ker( A - A,)rm, 
which imply 
ImA’= & Imp,,,(A). 
m=l 
As a consequence we get the desired relation (3). 
In order to prove the converse statement, we first notice that Im p,(A) 
c Im A’ holds for all m E {1,2, . . . , k), so that we have 
k 
c Im p,,,( A) C Im A’. 
m=l 
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The polynomials p,, p, , . . . , pk have the greatest common divisor A’, so that 
there exist polynomials 4 i, q2, . . . , qk with the property Ck_ 1 p,(h)q,(h) = A’. 
For an arbitrary vector x we have 
A’x = i prn(A)q,(A)x, 
m=l 
which yields 
ImA’= i Imp,(A). 
The relation (3) implies that the space Im A’ is a direct sum of subspaces 
Im p,(A). Since k is greater than 1, the intersection of subspaces Im p,(A) 
is trivial. But for arbitrary x E H and for all m E (1,2,. . . , k} we have 
p(A)r E Im p,(A), and therefore p(A) = 0. m 
By proving the following theorem we will extend the characterization (2) 
of square matrices satisfying the polynomial equation p(A) = 0. 
THEOREM 2.3. Let the polynomial p be of the form p(A) = (A - A,)'l( A 
- A$2 . . . (A - Ak)Q, where A,, . . . , A, are distinct numbers. Suppose that 
A is a n X n matrix. Then the equation p(A) = 0 is equivalent to 
i rank( A - AiZ)r’ = (k - 1)n. 
i=l 
Proof. Lemma 2.1 gives us dim Ker p(A) = C:= 1 dim Ker (A - Ai)‘i. 
Using the relation dim Ker S + rank S = n, we can rewrite the previous 
relation as 
rankp(A) = 5 rank( A - Ai)ri - (k - 1)n. 
i=l 
In order to complete the proof we notice that p(A) = 0 holds if and only if 
the equation rank p(A) = 0 is valid. n 
3. COCHRAN-LIKE RESULTS 
In this section we present several results which are closely related to the 
Cochran’s theorem. First we shall study arbitrary n X n matrices. However, 
our main result can be obtained only for normal matrices. 
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From now onwards it will be assumed that A, A,, A,, . . . , A, are n X n 
matrices and that the equation A = A, + A, + a*- +A, is valid. The 
following conditions will be considered: 
(i) AiAj=Oforalli#j, 
(ii) AA, = Ai A for all i = 1,2,. . . , k, 
(iii) rank A = C:= 1 rank Ai. 
Our first theorem is an extension of the result due to Styan and Takemura 
[5]. In the proof of this result we shall need the following lemma. 
LEMMA 3.1. Let S be a n X n matrix which represents the linear 
operator S defined on a Hilbert space H of dimension n with respect to some 
fixed basis. Suppose that H is a direct sum of subs-paces U and V which are 
both invariant for the operator S. We denote the restrictions of S to U and V 
by T and R respectively. Then the relations 
am(A,S) =am(h,T) +am(A,R), 
gm(A,S) =gm(A,T) +gm(A,R) 
hold for all complex numbers A. 
Proof. We begin by proving that 
Ker(A - S)r = Ker(A - T)’ @ Ker(A - R)’ 
holds for all positive integers r. Let us first assume that x is an element of 
Ker (A - S)r. We represent x as a sum x = u + u where u belongs to U 
and v is an element of V. We have 
0 = (A - S)% = (A - T)% + (A - R)rv. 
The uniqueness of the representation gives us u E Ker (A - T 1’ and u E 
Kel( A - R)“. The reversed inclusion 
Ker(A - T)’ @ Ker(A - R)I‘ C Ker(A - S)r 
is obvious. Applying this relation with r = n and r = 1 together with the 
equations 
am(A,S) = dimKer(A - S)“, 
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(see [4, Theorem 10.5.I]), and 
gm(A,S) = dimKer(h - S), 
we complete the proof. n 
THEOREM 3.2. Let A, A,, A,, . . . , A, be n X n matrices satisfying con- 
dition (i). Then we have for each nonzero complex number A 
am( A, A) = i am(A, Ai) 
i=l 
(4) 
and 
gm( A, A) = i gm( A, Ai). 
i=l 
(5) 
For A = 0 we have the following relation: 
am(0, A) - gm(0, A) Q 2 [am(O, 4) - gm(O, 4 >I. (6) 
i=l 
Zf in addition (iii) holds, then the equation 
am(O, A) - gm(0, A) = 5 [am(O, Ai) - gm(Op Ai)I 
i=l 
(7) 
is jklfilled. 
Proof. Styan and Takemura have proved that under the assumptions of 
our theorem the nonzero characteristic root A of A is regular if and only if A 
is a regular characteristic root of each Ai, i = 1,2, . . . , k [5]. For this 
purpose they have obtained the equations (4) and (5). So it remains to show 
that the relations (6) and (7) are valid. 
As before, we will identify matrices A, A,, A,, . . . , A, with linear opera- 
tors acting on a Hilbert space H of dimension n. We introduce subspaces 
Y = (x; A’x = 0 for some positive integer r} = Ker A” 
and 
Z=ImA”. 
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Using the Jordan form of a matrix, which represents the operator A, one can 
easily see that the Hilbert space H is a direct sum of subspaces Y and 2. 
Obviously, both of them are invariant for the operators A, A,, A,, . . . , A,. 
Let us denote the restrictions of A, A,, A,, . . . , A, to Y by 
B, B,, B,, . . . , B, respectively. Similarly, the symbols C, C,, C,, , C, will 
be used to denote the restrictions of the operators A, A,, A,, . . . , A, to the 
subspace Z. One can verify easily that 
dim Y = am(0, A) 
It follows from condition (i) that the operators B, B,, B,, . . . , B, commute in 
pairs. Consequently, we can choose a basis such that B, B,, B,, . . . , B, are 
represented by upper triangular matrices [4, Theorem 10.6.71. Suppose that 
there are integers i E {1,2,. . . , k} and m, 1 =G m Q dim Y, such that mth 
diagonal element of Bi is not equal to zero. Use Bi Bj = 0, j # i, to see that 
mth diagonal element of Bj is zero for all j, j # i. Thus, the matrix B is 
nilpotent and has a nonzero diagonal element, which is a contradiction. 
Hence, the matrices Bi, i = 1,2,. . . , k, are nilpotent as well. This clearly 
yields 
dim Y = am(0, Bi), i = 1,2 ,..., k. 
Applying Lemma 3.1, we get 
gm(O, A) = gm(O, B). 
As the relation B = B, + B, + *a- + B, holds, we have necessarily 
k 
rank B < c rank Bj. 
i=l 
Using all the equations obtained till now, we shall prove the relation (6): 
am(0, A) - gm(0, A) = dimY - gm(0, B) = rank B 
k k 
Q C rank ~~ = C [dim Y - gm(C Bi)] 
i=l i=l 
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Q i$l [do, Bi) - gm(O, Bi)] 
+ k [am(O, Ci) - gm(O, Ci)]. 
i=l 
According to Lemma 3.1 we finally get 
am(0, A) - gm(O, A) 6 i [am(O, Ai) - gm(O, Ai)]. 
i=l 
In order to prove (7) we assume that condition (iii) is fulfilled. This yields, 
together with 
k 
rank B < c rank Bi, 
i=l 
k 
rank C < C rank Ci, 
i=l 
rank A = rank B + rank C, 
rank( Ai) = rank( Bi) + rank(Ci), i = 1,2 ,..., k, 
that rank B = Cf= 1 
relation (6), we get 
rank Bi. Using the same approach as in the proof of the 
am(0, A) - gm(0, A) = i [am(O, Bi) - gm(0, Bi)]. 
i=l 
Lemma 3.1 implies that it is enough to prove 
am(O, ci) = p(O, ci) 7 i = 1,2 ,..., k, (8) 
in order to complete the proof. 
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Let p be the characteristic polynomial of the matrix C. Since clearly the 
operator C is one-to-one, the relation p(O) # 0 is valid. Let us introduce a 
polynomial 9(h) = hp(h). F rom 9(O) = 0 and CiCj = 0, i # j, we get 
i=l 
As a consequence we have for an arbitrary element XEZ 
k 
c 9(C,)x = Q(C)X = C,(C)x = 0. 
i=l 
The relation rank C = C:= 1 rank Ci yields Im C = @,!= 1 Im Ci [5]. Hence 
by the uniqueness of the representation we obtain 
9(C) = 0, i = l,2 ,..., k. 
Because 0 has the multiplicity 1 as a root of the polynomial 9, one can get, 
using the previous relation and the Jordan form Ci, the relation (8). n 
COROLLARY 3.3. Let A, A,, A,, . . . , A, be n X n matrices satisfying (ii) 
and (iii). Then the equations (41, (5), and (7) hold. 
Proof. Marsaglia and Styan [3] h ave proved that (ii) and (iii) imply 
condition (i), so that all the assumptions of Theorem 3.2 are fulfilled. n 
COROLLARY 3.4. T_.et A, A,, A,, . . . , A, be n X n matrices satisfying 
condition (i). Let us denote by p, p,, p,, . . . , pk the characteristic polynomi- 
als of the matrices A, A,, A,, . , . , A, respectively. Then we have 
A”‘k-l)~(A) = Sfil pi(A). (9) 
Proof. Let S be an n X n matrix. Then the characteristic polynomial 9 
of S is of the form 
4(,+) = A”--,&oam(P.S) n (A _ p)am(@yS)_ 
HO 
We may now apply Theorem 3.2 in order to get (9). n 
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It seems natural to ask whether the converse statement of Theorem 3.2 
holds. In other words, given n x n matrices A, A,, A,, . . . , Ak having the 
properties (41, (51, (71, and A = Cf= 1 Ai, do they satisf) (i), (ii), (iii)? As the 
following counterexample shows, the answer to this question is not positive. 
EXAMPLE 3.5. The matrices 
1 1 
A=A,+A,= o 2 [ 1 
satisfy (41, (51, (7) b u conditions (i) and (ii> are not fulfilled. t 
However, we can get one positive result. 
THEOREM 3.6. Assume that n X n matrices A, A,, A,, . . . , A, satisfy 
(4), (7), and A = Cf= 1 Ai. Then the A,‘s are rank additive to A. 
Proof. Let S be a n X n matrix. Using the Jordan canonical form of S 
one can easily see that 
rank S = c am( A, S) + am(0, S) - gm(0, S). 
A#0 
A straightforward computation gives us now the rank additivity condition (iii). 
n 
In the rest of the paper we shall consider only normal matrices. It turns 
out that in this special case the answer to our question is affirmative. 
For an arbitrary normal matrix S and an arbitrary complex number A the 
algebraic multiplicity of A as a characteristic root of S is equal to its 
geometric multiplicity; we then speak simply of the multiplicity of A and 
denote it by m( A, S). To prove our main theorem we shall need the following 
three lemmas. 
LEMMA 3.7. Let A and B be n X n Hermitian matrices, and let 
e,,e,,...,e, be unit eigenvectors of A corresponding to eigenvalues 
t,, t,, . . . 1 t, respectively. We assume that t, # 0, m = 1,2, . . , n, is valid. 
Suppose that rank B = 1 and that the eigenvalues of B are tj and 0. Let x be 
an unit eigenvector of B with respect to the eigenvalue ti having the 
representation x = Cz= i x,e,. We introduce the vector 
Y = It Ymem~ 
m=l 
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where y,,, = (ti/t,)x, holds for all m E {l, 2,. . . , n). Then a matrix Q 
satisfies B = QA if and only if it is of the form 
Q = xy*. 
Moreover, the matrix Q is a projector if and only if 
Proof. Let us first assume that the matrix Q is of the form Q = xy*. 
Then we have 
Be,,, = tixx*e, = (tiZ,)x = t,,,xy*e, = t,,,Qe, = QAe, 
for all integers m, 1 < m < n. Consequently, B = QA. 
In order to verify the converse we assume that B = QA. A straightfor- 
ward computation gives us 
2; xx*e,ez = xy*. 
m=l fn 
(10) 
Since A is one-to-one, we have necessarily Im Q = Im B = (Ax; A E C}. 
Let us define two new matrices P = xx* and R = Q - P. Obviously, B is of 
the form B = ti P. In the sequel we shall need the following representation: 
A=kt * nzen%en&. 
m=l 
The relation B = QA can be rewritten as ti P = (P + R) A, or equivalently 
tiP - k t,Pe,ez = 
n 
c t,,,Re,ec. 
m=l m=l 
Multiplying by eke:, we get 
Rekez = 
ti - tk 
tk 
Pe, ek* , k = I,2 ,..., n. 
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Consequently, 
R= 2 Re,e;= 
m=l 
We may apply (10) in order to get R = xy * - xx *. This finally implies 
Q = xy*. Now, x and y are nonzero vectors. Thus, Q is a projector if and 
only if y*x = 1 holds. Rewriting y*x = 1 as 
we complete the proof. n 
LEMMA 3.8. Let Pi, i = 1,2, . . . , n, be Hermitian projectors of rank 1, 
and let Z be the n X n identity matrix. Suppose that t is a nonzero real 
number and that tZ = Cy= ,tP,. Then Pi 5 = 0 for all pairs i, j, i + j. 
Proof. For an arbitrary vector x E Im Pk we have 
tllxl12 = (tzx, x) = (tPk x, x) + c (tP,x, x) = tllx02 + t c ( PiX, mx). 
i#k i#k 
From (Pi%, x) 2 0 and (P,x, x> = 0 = Pix = 0 we get Pix = 0. It follows 
that Pi Pk = 0 holds for all i, i # k. n 
LEMMA 3.9. Let A be n X n Hermitian matrix having nonzero eigenval- 
ues t,, t,, . . . , t,. Suppose that Pi, i = 1,2, . . . , n, are Hennitian projectors of 
rank 1 and that A = Cr= Iti Pi. Then we have Pi 5. = 0 for all pairs i, j, i # j. 
Proof. As A = C:= Iti Pi, we have necessarily H = Im A c CF==, Im Pi 
c H. The assumption rank Pi = 1 gives us 
H= i Imp,. 
i=l 
(II) 
Let us introduce projectors Q., j = 1,2,. . . , n, defined by Im Qi = Im 5 
and Ker Qj = ei+ j Im Pi. M&plying A = EYE lti Pi by Qj, we get 
tiPi = Q,A. (12) 
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We will apply induction on n. The statement is trivially true when n = 1. 
Assume it is true when A is k X k matrix where k < n. 
Let e,, es,. . . , e, be unit eigenvectors of A corresponding to eigenvalues 
t,, t,, . . . , t, respectively. After rearranging eigenvalues we can find an 
integer k E {l, 2, . . . , n} such that we have 
t, = t, = . . . = t, 
and that m > k implies It,,,1 > Iti1 or t, = -t,. Let us denote the unit 
vectors which generate Im Pi, Im Pa, . . . , Im Pk by x1x2,. . . , xk respec- 
tively. We denote their coordinates with respect to the basis {e,; m = 
1,2,. . , n) by xi, j: 
n 
xi= Cxijej, i = I,2 ,..., k. 
j=l ' 
In the relation (12) we have the same situation as in Lemma 3.7. We define 
vectors yi, i = 1,2, . . . , k, in a similar way and obtain 
Qi =xiyf 
and 
i = 1,2 ,..., k. 
Using t, = t, = **a = t, and 1 - (t/t,,,) > 0, m > k, i < k, it is now not 
difficult to see that xi E Y, i = 1,2,. . . , k, where Y denotes the subspace of 
H spanned by {ei, e2,. . . , ek). The space Y and its orthogonal complement 
Y ’ are invariant for projectors P,, P,, . . . , Pk. Moreover, their restrictions to 
the subspace Y ’ are zero operators. We use dim Y = k and @,!=i Im Pi C Y 
in order to get Y = @f= i Im Pi. Therefore we can represent an arbitrary 
z E Y as z = xi= izi where zi, i = 1,2, . . . , k, are elements of Im Pi 
respectively. On the other hand, we have 
1 
z=-_Az= 
t1 
2 ;Ppz. 
i=l 
Applying (ll), we get Pi z = 0 for all i, i > k. Consequently, Im Pi C Y ’ 
for i = k + 1,. . . , n. 
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Combining all the results obtained till now, we can describe the operator 
A as 
A = AIY @ AIY I , 
AIY = t,Z = i tlPj, 
i=l 
where Z denotes the identity operator on Y, and 
n 
AIY I= c tip,. 
i=k+l 
Using the previous lemma, the proof is completed by induction. n 
We are now ready to prove our main theorem. 
THEOREM 3.10. Let A, A,, A,, . . . , A, be n X n normul matrices satis- 
fying A = A, + A, + **a + A,. Then the following statements are equivalent: 
(a) &A, A) = C:=,m(A, Ai) for all A # 0, 
(b) Ai Aj = 0 for all i #j, 
(c) Ai Aj = 0 f or all i # j and rank A = C:= 1 rank Ai. 
Zf these conditions apply, then A, A,, A,, . . , A, are all simultaneously 
diagonable and for some unitary U we have 
U*AU = diag( A,, . . . , A,) 
and 
where ri = rank A,, i = 1,2, . . . , k. 
Proof. Condition (c) implies that A, A,, A,, . . . , A, are simultaneously 
unitarily similar to diagonal matrices [6]. The implication (c) * (b) is trivial. 
Theorem 3.2 yields that (b) implies (a>. So let us assume that condition (a> is 
fulfilled. Theorem 3.6 gives us that rank A = C:= 1 rank Ai. This rank addi- 
tivity condition is equivalent to Im A = @f= 1 Im Ai [5]. As a consequence 
we have Im Ai C Im A. Normality implies now that the restriction of Ai to 
the subspace Ker A is a zero operator for all i E {1,2, . . . , k}. Therefore we 
may consider only the restrictions of A, A,, A,, . . , A, to Im A. In other 
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words, we can assume that A is one-to-one. Moreover, we may assume (after 
multiplying matrices A, A,, A,, . . . , A, by eiP if necessary) that Re A # 0 
holds for all eigenvalues of A. Let us represent the operators A, A,, 
A,, . . . , A, as 
A = c AE(h), 
A#0 
Ai = c AE,(h), 
AZ0 
where E(A), Ei( A) denote the spectral projections of A, Ai corresponding to 
the set {A}. We must show that Ei(A)Ej( p) = 0 for all i Z j and for all 
nonzero complex numbers A, /_L. The relation A = Cfc= 1Ai can be rewritten 
as 
C AE( ‘1 = i ( C AEi(h)). 
A#0 i=l A#0 
In the above relation A can be replaced by Re A. The desired relation follows 
now from Lemma 3.9. n 
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