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A numerical method for simulating periodic travelling-wave solutions of some nonlinear
dispersive wave equations is proposed. The construction of the scheme is based on an
efficient computation of the elements that characterize these solutions: the initial profile
and the velocity of the wave.
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1. Introduction
In this paper we introduce a numerical method for simulating travelling-wave solutions of the periodic problem for
nonlinear dispersive wave equations of the general form
ut + f (u)x −Mux = 0, x ∈ R, t > 0 (1)
where u = u(x, t) is a 2L-periodic, real-valued function of the two real independent variables x, t; f is a smooth, real-valued
function of u, representing a nonlinear term, andM is a linear, nonnegative, formally self-adjoint operator, characterized as
a Fourier multiplier operator by its symbolMv(ξ) = α(ξ)v(ξ), (2)
wheredenotes the Fourier transform. Equations of the form (1) appear in many models concerning the propagation of
small-amplitude, nonlinear, dispersive long waves; see e.g. [1–3] and references therein as a modest representation of the
literature on the initial value problem for (1). Important cases include the generalized KdV equation (f (s) = sp/p, p ≥
2,M = −∂xx), the generalized Benjamin–Ono equation (f (s) = sp/p, p ≥ 2,M = −H∂x, whereH stands for the Hilbert
transform) and the Benjamin equation (f (s) = s2,M = −γ1H∂x − γ2∂xx, for some parameters γ1, γ2). See [3] for more
examples.
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Periodic travelling-wave solutions of (1) are periodic functions of the form φ(x− ct), for c > 0, representing the velocity
of the wave, and they play a relevant role in the models (see e.g. [4]). In general, explicit expressions for these solutions
cannot be obtained by analytical techniques and a numerical treatment for their computation is necessary. Traditional
requirements for the numerical integrators, classical properties like high order of convergence, might not be sufficient to
get a good simulation, especially for long times [5–7]. Our main idea is to consider also the approximation of these waves
in a geometric sense. The numerical method that we describe here is then focused on the elements that characterize these
solutions. First we need to implement an efficient computation of the profile φ, combining a suitable spatial discretization
and an iterative procedure. On the other hand, a correct simulation of the velocity determines the selection of the time
integrator.
The paper is structured as follows. In Section 2 we make some hypotheses on (1) and recall some analytical properties
of the equations under study that are relevant for our work. The numerical method is treated in Section 3. It includes a de-
scription of the spatial discretization, the iterative technique for approximating the initial profiles and the time integration.
These ideas are numerically illustrated in Section 4.
2. Preliminaries
Several hypotheses on the nonlinear term f and the symbol α are assumed.
(H1) f is a polynomial of the form f (z) = apzp + · · · + a2z2 with ap > 0, aj ≥ 0, j = 2, . . . , p− 1, for some p ≥ 2.
(H2) α : R→ R is continuous, even, nonnegative with α(0) = 0.
(H3) α is monotone increasing on [0,∞) and there existsm > (p− 1)/p such that lim infξ→∞ α(ξ)/|ξ |m > 0.
Note that some conditions on α(ξ), like (H3), are related to the nonlinear term f [8]. Also, in some cases the operatorM
has to be adapted to the periodic case, considering, for instance, Eq. (2) for the Fourier coefficients.
Some relevant properties of the periodic problem for (1) relate to our study. The first one is the existence of an at least
three invariants of the problem
I(u) =
∫ L
−L
u(x, t)dx, (3)
V (u) =
∫ L
−L
u2(x, t)dx, (4)
H(u) =
∫ L
−L
1
2
(u(x, t)Mu(x, t))− F(u(x, t))dx, (5)
where F ′ = f , F(0) = 0. They are functionals preserved by sufficiently smooth 2L-periodic solutions of (1). The quantity (5)
enables the Hamiltonian structure of the periodic problem
ut = JδH(u), u ∈ X,
where δ denotes the variational derivative, J = ∂x and X is the Sobolev space X = Hsper of 2L-periodic functions for some
s ≥ 1/2 and the usual norm
‖u‖s =
 ∞−
k=−∞
(1+ |k|2)s|uˆk|2
1/2
,
where uˆk denotes the k-th Fourier coefficient of u. Hypotheses (H1)–(H3) are assumed to guarantee the existence of solutions
of (1) [9,10] in X and they include the important cases cited above.
A second relevant property that we mention here is the existence of periodic travelling-wave solutions [10]. They are
periodic solutions of a permanent form u(x, t) = φ(x− ct), travelling with a constant velocity c > 0. The profile φ = φc is
2L-periodic and, in order for u to be a solution of (1), must satisfy the equation
J(δH(φc)+ cδV (φc)) = 0,
which can be written as
δH(φc)+ cδV (φc) = AδI(φc), (6)
or, in terms of the elements of (1),
Mφc − f (φc)+ cφc = A, (7)
where A is an integration constant. Formula (7) shows that these travelling waves are mainly characterized by the profile
and the velocity. It is worthwhile noting that they are determined modulo phase shifts, since the one-parameter group of
translations in space is a symmetry group of (1). This defines an orbit of solutions {φc(x − x0) : x0 ∈ R} whose elements
remain in the same level set {ϕ/V (ϕ) = V (φc)}. The group parameter x0 would play the role of the phase of the wave.
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3. Description of the numerical method
Typically, these travelling waves are not explicitly known (important exceptions include the KdV and Benjamin–Ono
equations) and then numerical approximation is necessary for their computation. As mentioned before, considering the
simulation of the waves in a more geometric sense is suggested. One could approximate the orbit of the wave and focus on
the elements that determine this orbit. This would imply an efficient way to compute the initial profile and the inclusion, in
the numerical integration, of some properties in order to get a suitable simulation of the parameters.
To this end, and for further purposes, we will make some more assumptions on (1) [8]:
(H4) f (φc(x)) ≥ 0, x ∈ R.
(H5) The linearized operator of (7) at φc ,
Lc = c +M − f ′(φc),
has a unique, negative, simple eigenvalue, the zero eigenvalue is simple and the rest of its spectrum is bounded away
from zero.
3.1. Spatial discretization
We begin the description of our proposal with the discretization in space. The nonlocal term in (1) makes the spectral-
type methods a good choice for the spatial discretization. Here we approximate the solutions of the periodic problem of (1)
by a Fourier pseudospectral discretization. First we give the description for the 2π-periodic problem and then we adapt the
formulation for any interval of periodicity (−L, L) [11–13]. For an even number N of nodes xj = −π + jh, h = 2π/N, j ∈ Z,
we consider the space Sh of periodic functions Z = {Zj}j∈Z defined on the grid, with Zj+N = Zj. For each Z ∈ Sh, the discrete
Fourier coefficients
Zp = 1N
′′−
0≤j≤N
Zje−ipjh, −N2 ≤ p ≤
N
2
, (8)
provide the information of Z in the Fourier space. In (8), the double prime in the sum denotes that the first and last terms
are divided by two. The reconstruction of Z from the Fourier coefficients is carried out by evaluating, at the grid points, the
trigonometric interpolation polynomial
Zh(x) =
′′−
−N/2≤p≤N/2
Zpeipx, (9)
in such a way that Zj = Zh(xj).
On the other hand, the pseudospectral differentiation operator on Z is obtained by differentiating (9) with respect to x
and evaluating at the xj:
(DZ)j =
′′−
−N/2≤p≤N/2
Zp(ip)eipjh, j ∈ Z.
In terms of the discrete Fourier coefficients, we have
(DZ)p = (ip)Zp, −N/2 ≤ p ≤ N/2,
which means that, in the Fourier space, the operator D diagonalizes and differentiation is represented by the product with
the diagonal matrix with elements ip,−N/2 ≤ p ≤ N/2.
With the Fourier pseudospectral method based on the xj, the semidiscrete approximation to the 2π-periodic problem of
(1) is a map U : [0,∞)→ Sh satisfying
dUj
dt
(t)+ (D(f (U)))j(t)+M(DU)j(t) = 0, (10)
Uj(0) = u(xj, 0), 0 ≤ j ≤ N − 1,
where:
• U(t) = (U0(t), . . . ,UN−1(t)) and Uj(t) is an approximation to u(xj, t), j = 0, . . . ,N − 1.• The expression f (U(t)) denotes (f (U0(t)), . . . , f (UN−1(t))).
Observe that if Up(t) is the p-th discrete Fourier component of U(t), the system (10) can be described in a more suitable
form:
d
dt
Up(t) = (ip)(α(p)Up(t)+f (U)p(t)) (11)Up(0) =up(0),
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whereup(0) denotes the p-th discrete Fourier component of the initial condition (u(x0, 0), . . . , u(xN−1, 0)). System (10) is
then implemented in the form (11). It is also stiff, which will influence the choice of the time integrator [14]. On the other
hand, the computation of the nonlinear term can be done by minimizing the generation of aliasing errors [11]. Also well
known are the properties of convergence of the pseudospectral method, depending on the smoothness of the solution [13].
Finally, the connection with the 2L-periodic problem of (11) requires one to transform the spatial variable into the form
X = π(x + L)/L and to write (1) with the corresponding scaling. In particular, the pseudospectral differentiation operator
must be multiplied by the factor π/L.
3.2. Generation of the initial profile
The combination of the pseudospectral spatial discretization with the adaptation of Petviashvili’s method in order to
compute travelling-wave solutions establishes a technique for generating the initial profile.
Petviashvili’s method [15] was originally implemented for computing solitary waves of the initial value problem for the
KPI equation, and its application to stationary and solitary-wave solutions of other problems has also been proposed (see
e.g. [16] and references therein). The method can be adapted to the periodic case as follows. Denoting by φ(k) the k-th
Fourier coefficient of φ, Eq. (7) generates a system for the Fourier coefficients
(c + α(k))φ(k)−f (φ)(k) = AI(k), k ∈ Z,
where I(k) denotes the k-th Fourier coefficient of the function u = 1. Then the Fourier coefficients of φ satisfy
φ(k) = f (φ)(k)+ AI(k)
(c + α(k)) , k ∈ Z. (12)
Note that if we multiply (7) by φ and integrate in (−L, L) then
K = K(φ) =
 L
−L φ((c +M)φ)dx L
−L φ(A+ f (φ))dx
= 1. (13)
Eq. (12) suggests an iterative technique for the numerical approximation. In these cases, the classical fixed point iteration
usually diverges and Newton-type methods are computationally more expensive. Petviashvili suggested an alternative by
introducing a free parameter γ and a stabilizing factor K , so that the modified iterative scheme has the form
φ(k)[ν+1] = K(φ[ν])γ f (φ[ν])(k)+ AI(k)
(c + α(k)) , k ∈ Z, ν = 0, 1, . . . , (14)
where φ(k)[ν] stands for the ν-th iteration and γ is chosen to check the convergence of (14). In the case of the initial
value problems and solitary wave solutions, local convergence is obtained under the assumptions (H1)–(H5) and for
γ ∈ (1, (p+ 1)/(p− 1)) [8]. Furthermore, the fastest rate of convergence occurs for γ ∗ = p/(p− 1).
Having in mind the spatial discretization described in the previous subsection, the discrete version of the iterative
procedure (14) can bewritten in terms of the discrete Fourier coefficients of the pseudospectral approximation to the profile
φ:
Z [ν+1]p = K(Z [ν])γ f (Z [ν])p + AI(p)(c + α(p)) , −N/2 ≤ p ≤ N/2, ν = 0, 1, . . . . (15)
The stabilizing factor is approximated by a termK(Z) as follows. From the Parseval identity, (13) can be written in terms of
the Fourier coefficients as
K(φ) =
∞∑
k=−∞
(c + α(k))|φ(k)|2
∞∑
k=−∞
(f (φ)(k)+ AI(k))φ(k) .
Then, for Z ∈ Sh, we define
K(Z) =
N/2∑
p=−N/2
(c + α(p))|Zp|2
N/2∑
p=−N/2
(f (Z)p + AI(p))Zp . (16)
3.3. Time integration
The third part of our proposal concerns the time integration. Here, a first criterion of selection of the time integrator may
be the stiffness of (11). Then, the choice can be determined by the search for a good simulation of the velocity parameter
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of the periodic travelling wave. Classical discretizations of (1) always include some properties of preservation of discrete
versions of the invariants of the problem in the features of the numericalmethod. Recently, some results ([17] and references
therein) show that a better simulation of the parameters of travelling-wave solutions is related to the preservation, through
the numerical integration, of some invariants of the problem. Explicitly, the analysis of the time propagation of the error
shows that this is affected by secular components, associated with the parameters of the wave. These secular terms behave
better in those methods that preserve discretized versions of the invariants of the problem, providing a more suitable, in
a qualitative sense, simulation of the travelling wave. In [17] this was studied for one of the equations included in (1), the
KdV equation, andwe conjecture that similar conclusions for the cases covered by (1), under the hypotheses (H1)–(H5), also
hold.
Accordingly to this, it seems that preservation of (3)–(5) should be a desirable property for a time integrator in this
context. By considering the pseudospectral spatial discretization, we introduce the discrete versions of the invariants
I(Z) = h N−1−
j=0
Zj, (17)
V (Z) = h
2
N−1−
j=0
Z2j , (18)
H(Z) = h N−1−
j=0
1
2
(Zj(MZ)j)− F(Z)j, (19)
for Z ∈ Sh.
With these requirements, and to treat the oscillatory problem, we first take the simply diagonally implicit Runge–Kutta
(SDIRK) method of order 3 and the tableau
3+√3
6
3+√3
6 0
3−√3
6
−√3
3
3+√3
6
1
2
1
2 .
(20)
Other alternatives are also possible. The method has a good computational behaviour in the implicit systems for the
intermediate stages to be solved at each step. However, (20) does not preserve discrete versions of the invariants (4) and (5).
The preservation of (18), (19) will be forced by using the projection technique (see [18,19]). We can give a brief description
of the method in the case of the preservation ofV (the case ofH would be similar). Assume that V0 is the value of (4) at the
initial profile, and let Un be the numerical approximation to the solution u(t) of (1) at some time discrete value tn. Then the
following approximation Un+1 is carried out in two steps:
(i) Compute U˜n+1 by using (20).
(ii) Project the value U˜n+1 onto the manifold
M0 = {Z ∈ Sh/V˜ (Z) = V0}.
In this second step a critical point condition of the Lagrange function for the corresponding constrained minimization
problem has to be solved iteratively; see [18,19] for details.
Note that condition (6) establishes a relation between the variational derivatives of the invariants (3)–(5) for the initial
profile. When simulating periodic travelling-wave solutions, this has two consequences. The first one is that we cannot im-
plement a projection in order to preserve the three quantities at the same time. The second one is that a better performance
is obtained when the method preserves two of the quantities, but there is no priority in the selection of the invariants to be
conserved (see e.g. [17] for the details). When simulating perturbations of these periodic travelling waves or other periodic
solutions of (1), then (6) does not hold and the situation may be different.
4. Numerical experiments
In order to illustrate the numerical performance of the method described previously, in this section we will consider the
periodic Benjamin–Ono equation as the model problem. This equation is the case of (1) corresponding to f (u) = u2/2 and
M = −H∂x whereH is the periodic Hilbert transform
Hu(x) = PV 1
2L
∫ L
−L
cot
 π
2L
y

u(x− y)dy.
The operatorM has the symbol α(k) = |k|. Periodic travelling-wave solutions of this problem are explicitly known and have
the form (see e.g. [20])
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Table 1
Errors of the iterative method (15). The starting iterations are Zj = φL(xj)+ ϵe−x2j with ϵ = 1E−03 (ERROR1) and ϵ = 1E−01 (ERROR2).
Iteration ERROR1 ERROR2
5 9.8374E−07 9.5179E−03
6 7.3680E−07 7.1284E−03
7 5.5415E−07 5.3611E−03
8 4.1783E−07 4.0423E−03
Fig. 1. Error in the computation of (16) against number of iterations. Left: γ = 2(∗), γ = 2.9 (+), γ = 1.1 (△). Right: γ = 0.8(∗), γ = 3.1 (△).
uL(x, t) = 2cδ
2
1−√1− δ2 cos(cδ(x− ct − x0))
, x ∈ (−L, L), t > 0, (21)
with c > 0, δ = π/(cL), x0 ∈ R. The corresponding profileφL(x) = u(x, 0) satisfies (7)with A = 0. In the following sections,
we will take L = 16, c = 1 and x0 = 0. All this information about the solutions will serve to illustrate the behaviour of
the scheme. The numerical experiments, according to the main goals of the method (explained above), are focused on the
computation of the profile and the simulation of the parameters.
4.1. Computation of the profile
As far as the first question is concerned, Table 1 shows, for two different starting iterations, the error in Euclidean norm
between the exact profile at the points xj and the corresponding numerical approximation given by the iteration (15),
controlled by a maximum number of iterations and a tolerance for the relative error between two consecutive iterations.
The starting profiles are small perturbations of the exact one, in the form Zj = φL(xj)+ϵe−x2j , with ϵ = 1E−03 for the second
column (ERROR1) and ϵ = 1E−01 for the third column (ERROR2). The experiments are performed with γ = 2, which is
optimal for the iteration in the case of the corresponding initial value problem [8]. The results show the convergence of the
iteration, although the third column reveals its local character, since for a starting value which is not so close to the exact
profile, the convergence is slower. In some cases, this local character of the convergence and, in particular, the choice of
the starting iterations, may be improved by using some technique of numerical continuation (see e.g. [21] and references
therein). This is particularly suitable when the equation is governed by some parameters. A typical example of this situation
in our context is the Benjamin equation [22].
It is worth checking the influence of the parameter γ on the convergence of the iteration for this periodic case. Fig. 1
(left) shows the behaviour of the error in the stabilizing factor (16) as a function of the number of iterations, for the values
γ = 1.1, 2, 2.9. In Fig. 1 (right), we take γ = 0.8, 3.1. Both are obtained with the initial data used in the second column
of Table 1. We have already mentioned that, in order to ensure the local convergence, for the corresponding iteration in the
initial value problem, γ must be in the range (1, (p + 1)/(p − 1)), which, in our case, is the interval (1, 3), since we have
p = 2 [8]. The numerical computations performed here suggest that this also happens in the case of the periodic problem.
Fig. 1, left, shows this convergence, although it is of different type, depending on the value of γ taken in the interval (1, 3),
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Fig. 2. Error vs. time on a log–log scale. Solid lines: SD. Dashed lines: CSD. The time steps are1t = 1/80, 1/160, 1/320.
and the best one seems to correspond to γ = 2, as in the case of the initial value problem. For values of γ out of this interval,
the stabilizing factor does not converge and the iteration procedure is divergent. This is observed in Fig. 1 (right).
4.2. Numerical simulation of the parameters
A second point that we have studied is the numerical evolution of the velocity. We have simulated the periodic problem
with two time integrators: the method (20), denoted by SD, as an example of a nonconservative method, and the scheme
(20) combinedwith a projection to preserve the quantities (17) and (18), denoted by CSD. A Hamiltonian preservingmethod
gives similar results and will not be shown here (see the remarks in the previous section). In our computations, we have
observed that, although SD preserves (17), the modification to force only the conservation of (18) gives a non-I-preserving
method (see also [17]), and then a projection involving both quantities is necessary.
The knowledge of the exact solutions (21) allows us to measure the differences between these two time integrators, for
a moderately long time of simulation, by comparing the exact values with the corresponding approximations. Fig. 2 shows,
on a logarithmic scale, the evolution of the error given by the twomethods, for different values of the time step, up to a final
time t = 103. Solid lines correspond to SD and broken lines to CSD. The slope of the lines shows that, for the SD scheme,
errors behave as t2, the growth only being linear in the case of CSD. This reveals a better performance of the latter for long
time simulations.
The most harmful components of the error, considered as a function of time, seem to be related to the parameters. This
is suggested in Fig. 3. This shows, also on a log–log scale, the evolution of the error between the velocity of the numerical
approximation and the exact one for the same experiments as in Fig. 2. The computation of the numerical velocity has been
done in a standard way ([17] and references therein). The left figure corresponds to SD and the right figure to CSD. Note
that, while the simulation of SD provides a computation of the velocity that grows linearly with time with respect to the
exact one, the CSD method gives an approximation to the exact c that is constant in time, with no secular perturbations.
Note also that, due to the relation given in (21), the simulation of c will affect, among other parameters, the amplitude of
the numerical wave.
The experiments performed in this section for the Benjamin–Ono equation, and the theory explained in [17] for the
KdV equation, suggest the following behaviour of the parameters of the numerical approximations to periodic travelling-
wave solutions of the general problem (1) under the conditions (H1)–(H5). The explanation would say that the numerical
solution contains a travelling-wave profile U(x, tn, cn, x0,n) with the main source of the time propagation of the error. The
parameters cn and x0,n are perturbations of c and x0 respectively, that evolve with time. This time evolution depends on the
integrator used. In the general case, the dominant terms of x0,n contain time quadratic perturbations of the original phase,
while the leading behaviour of cn, when comparing with c , grows linearly with time. This would explain the performance
of the SD method shown in Figs. 2 and 3. This behaviour may be improved when the method preserves discrete versions of
the quantity (3) and one of the quantities (4) or (5). In this case, the leading term of the perturbation of c is constant in time
and the numerical solution is only affected by a change of phase which grows linearly in time. This provides, in a qualitative
sense, a better simulation for long times and a better approximation to the orbit of the travelling wave.
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Fig. 3. Error in speed vs. time on a log–log scale. Left: SD with time steps1t = 1/80, 1/160, 1/320. Right: CSD with1t = 1/80, 1/320.
We have also carried out the same experiments as above but with an initial profile obtained after a convergent process
using (15) for γ = 2 and a perturbation of the exact profile as the starting iteration. The numerical results in the simulation
were similar to those shown here, which were obtained with the exact profile as the initial data. This suggests considering
this combination of techniques, computing the profile and the parameters, as an efficient way to approximate periodic
travelling-wave solutions of (1) with unknown analytical expression or to simulate perturbations of these waves.
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