Abstract-In this letter, we propose a new detector for code acquisition systems in non-Gaussian noise channels. Modeling the acquisition problem as a hypothesis testing problem, a detector is derived for non-Gaussian, symmetric -stable noise, based on the locally optimum detection technique. Numerical results show that the proposed detector can offer robustness and substantial performance improvement over the conventional schemes in nonGaussian channels.
I. INTRODUCTION

R
APID establishment of code synchronization (acquisition) is an important technical issue in direct-sequence spread-spectrum (DS/SS) systems. The basic unit in an acquisition system is a decision-making device or a detector. Most schemes proposed for rapid code acquisition employ the squared-sum (SS) detector with a noncoherent in-phase/quadrature-phase (I-Q) correlator [1] . This is because the SS detector is optimized for Gaussian noise channels, and the statistics due to fading in acquisition systems can usually be modeled as Gaussian processes by virtue of the central limit theorem. However, many real-life noises, such as atmospheric and man-made noise arising in indoor/outdoor mobile communication systems, is experimentally known to be non-Gaussian or impulsive [2] - [4] . It is clear that the acquisition system using the SS detector is inadequate in such non-Gaussian environments.
In this letter, we propose to employ locally optimum (LO) detectors [5] , [6] for code acquisition systems in non-Gaussian channels. The motivation of using the LO detector is as follows. First, since an LO detector has the maximum slope of its power function when the signal-to-noise ratio (SNR) approaches zero, it is expected to have good performance when the SNR is low. Second, an LO detector can always be obtained and is usually much easier to implement than other detectors, including uniformly most powerful and optimum detectors. 
II. OBSERVATION MODEL
In a DS/SS system, the received signal can be expressed as
In (1), is the energy per chip; is the data sequence waveform;
is the chip duration; with the th chip of a pseudonoise (PN) code sequence of period and the PN code waveform defined as a unit rectangular pulse over ; is the time delay normalized to ; is the carrier angular frequency; is the phase distributed uniformly over ; and is the ambient white non-Gaussian channel noise. In this letter, it is assumed that there is a preamble for acquisition so that no data modulation is present during acquisition (i.e., ). A typical structure of the PN code acquisition system with a noncoherent I-Q correlator is shown in Fig. 1 . We consider the serial search scheme with single dwell [1] . The th sampled I-Q components and can be obtained as, for
respectively, where is the correlation length, is the time delay (normalized to the chip duration ) of the locally generated PN code, and . Here, is 0090-6778/04$20.00 © 2004 IEEE an initial time. A test statistic is evaluated with the vectors and , and then compared with a threshold. In the conventional systems, the test statistic is, for example, the SS statistic . We can regard the PN code-acquisition problem as a hypothesis testing problem: given and , a decision is to be made between the null hypothesis and alternative hypothesis , where and . Under , each sampled correlation value between the locally generated and received PN codes is , where is the residual shift (normalized to ) between the two PN codes, with the value ranging in the interval . For simplicity, we assume that the system is chip synchronous (that is, ) as in most other studies (an investigation of the effect of a nonzero has been considered in [7] ). Thus, each sampled correlation value is . On the other hand, each sampled correlation value is 1 or 1 with equal probability, and the mean value of the sampled correlation is 0 under . From these results and (2) and (3), we can alternatively express and as (4) (5) or simply as (6) (7)
In (4)- (7), is the signal strength parameter, and and are the I-Q noise sample vectors, respectively. We model and with symmetric -stable (S S) distributions, which have been proved to be very useful in modeling non-Gaussian noise [8] , [9] . The joint probability density function (pdf) of and can be most conveniently defined by the inverse Fourier transform (IFT) of their characteristic function [8] ( 8) where the parameters and are termed the characteristic exponent and dispersion, respectively, and and are location parameters. The characteristic exponent ranges in the interval with a smaller indicating heavier tails (more impulsive behavior). The dispersion is a positive constant relating to the spread of the pdf. The location parameters and are the symmetry axes of the marginal S S distributions: we assume , without loss of generality. Unfortunately, no closed-form expression exists for (8) , except for the special cases of and for for .
Because of such a lack of closed-form expressions, we concentrate on the case : nonetheless, we shall see in Section IV that the system obtained for is not only robust to the variation of , but also outperforms the conventional system for most values of . From (9), the joint pdf of and as a function of is (10) The joint pdf of the sampled in-phase and quadrature observations , , is then under the assumption that the samples of the bivariate noise process form a sequence of independent random vectors for given , where denotes the expectation over .
III. LO DETECTOR TEST STATISTIC
The test statistic of an LO detector is obtained from [5] , [6] 
where is the order of the first nonzero derivative of at . It can be shown, as in the Appendix, that the test statistic of the LO detector is (12) where and for , . It is noteworthy that we can obtain the conventional SS detector by substituting and into (12) when (Gaussian). After the appropriate substitutions of and into (12) and some manipulations, where , we have (13) The proposed test statistic (13) contains terms which take the form of normalized SS, where the samples ( , ) are nor-malized by their squared magnitude with offset prior to the SS detector. The normalization operation can prohibit the erroneous increase of the SS due to the noise samples of large magnitude, which are more frequent in an impulsive non-Gaussian noise environment than in a Gaussian noise environment. A similar idea can be found in [10] , where the rate of the impulsive jamming has the order of correlation rate, and the normalization is accomplished correlation by correlation.
IV. SIMULATION RESULTS
The performance of the proposed and conventional schemes is simulated with a PN code of chips, generated from an sequence with the primitive polynomial when . Noise samples and are generated from (14) where is uniform on ( , ) and is exponential with mean 1 [8] . Since S S noise with has no finite variance, making the standard SNR measure inconsistent, a new scale parameter is used to indicate the strength of the S S noise [11] .
The new SNR, which provides a mathematically and conceptually valid characterization of the relative strength between the information-bearing signal and channel noise with infinite variance, is defined as (15) where with the exponential of the Euler's constant . The normalizing constant ensures that the definition of the SNR coincides with that of the standard SNR in the Gaussian case. Because can be easily and exactly estimated using only the sample mean and variance of observations or [12] , it may be regarded as a known value: in our simulations, we assume . Fig. 2 shows the detection probabilities of the conventional and proposed schemes for some values of when the false alarm probability . Fig. 3 shows the detection probabilities plotted as a function of for some values of SNR/chip when . We can clearly see that the proposed detector significantly outperforms the conventional detector for most values of . Only when is close to two (e.g., ), the conventional detector performs slightly better. Another important observation is that the performance of the proposed detector is robust to the variation of the value of . In addition, the proposed detector performs better as the impulsiveness becomes higher. This can be explained as follows. Impulses which have large amplitudes are clipped in the proposed detector. Therefore, the effective noise variance at the output of the proposed detector is smaller than the total input noise variance.
In interference-limited code-division multiple-access (CDMA) systems, multiple-access interference (MAI) is often the main factor limiting the performance of CDMA systems. The Gaussian assumption for MAI is appropriate for the reverse link in cellular CDMA, where power control prevents any one mobile from dominating. On the other hand, for CDMA network systems without power control (e.g., peer-to-peer packet radio network where there is no central base station), MAI is well modeled as non-Gaussian S S distributions [13] , [14] . Thus, noting that S S distributions include Gaussian distributions as a special case, the analysis and results in this letter should be applicable to realistic interference-limited CDMA systems also. (21) in (17), and then dividing the result by , we get (12) .
