Owing to the recent availability of intense X-ray sources, small-angle X-ray scattering experiments can now be performed with pseudo-pinhole collimation. However, smearing effects are still present in 'pinhole' data collected with one-dimensional detectors, owing to both the finite size of the beam and particularly the finite width of the detector window or mask. The smearing effects are shown to be severe at very low scattering vectors, leading to grossly incorrect values of the correlation lengths determined for samples with a random two-phase morphology. Though the degree of smearing induced by 'pinhole' collimation is smaller than that from slit collimation, the effect on the correlation lengths determined from the smeared data is similar in magnitude for common camera parameters. With simulated data and incorporation of both random noise and a truncated q range, it is shown that data can be desmeared using the iterative method of Lake [Acta Cryst. (1967), 23, 191 -194] to yield reasonable values of the correlation length.
Introduction
Theoretical expressions for small-angle X-ray scattering (SAXS) intensity profiles are generally derived for true pinhole collimation, the case where the source and detector are vanishingly small (Guinier, Fournet, Walker & Yudowitch, 1955) . When actually using SAXS to probe the structure of a material, however, one must use finite source and detector areas. As a result, the observed intensity profile is a 'smeared' version of the true pinhole profile; for comparison with theoretical relations, the observed intensity must be 'desmeared'. Alternatively, the theoretical relations may be smeared and compared directly with the experimental data (Koberstein, Morra & Stein, 1980) , but this is rarely done as it does not facilitate comparison of data collected by researchers using different collimation systems.
The general expression for the smeared intensity profile observed in one-dimensional detection, assum-*To whom correspondence should be addressed.
0021-8898/88/050550-08503.00 ing monochromatic radiation, is Ism(r) = ~ ~ W(r', y)lp[(r-r') 2 q-y2]1,2 dy dr' (1) where r is the distance in the detection direction [r = l (tan 0), where 20 is the scattering angle and I is the sample-to-detector distance], r' and 3" are the convolution variables parallel and perpendicular to the r direction, and W(r', y) is the weighting function, which contains contributions from both the source and detector. In the small-angle region, r is approximately proportional to the scattering vector q [q= 4n(sin 0)/2, where 2 is the wavelength of the radiation], lp and/srn are the theoretical (true pinhole) and observed (smeared) scattered intensities. While the integrals run over the entire r'-y space, in practice W(r', y) will be non-zero only for a restricted range of r' and y. Additional simplifications occur for many camera geometries. For example, a commonly used collimation system is the slit camera of Kratky (1954) , or one of many subsequent modifications, in which the X-ray beam is collimated into a line of significant length but negligible width, so that when the slit is aligned perpendicular to the detection direction, W(r', y) may be approximated as W(y) and the integral over r' dropped. The large smearing effect introduced by the slit length has led many researchers to publish methods for desmearing the observed data, some of the best known procedures being those of Schmidt (1965) , Lake (1967) , Vonk (1971) , and Deutsch & Luban (1978) . Even today, more efficient and accurate numerical procedures are still being developed (Deutsch & Luban, 1987) . In addition to the slit length, the width of the detector in the y direction introduces an additional smearing effect, since the detector window is comparable in width to the slit length (Roe, Chang, Fishkis & Curro, 1981) . Sometimes a metal mask with a slit narrower than the detector window will be placed over the detector to minimize this smearing effect. Both of these effects may be corrected for at once by scanning the detector (with the mask, if any, used for scattering measurements) along the beam length and using the observed intensity profile as W(y), since the weighting function is the convolution of the slit power distribution @ 1988 International Union of Crystallography function with the detector mask profile (Hendricks & Schmidt, 1967) .
With the recent availability of high-power rotatinganode X-ray generators (Hendricks, 1978) and synchrotron radiation (Eisner, 1985) , satisfactory scattered intensities can now be obtained with incident X-ray beams of much smaller area than the traditional slit. Because of the lesser degree of smearing, such cameras are often treated as possessing true pinhole collimation, and the data are often analyzed directly without desmearing. While this may be satisfactory in many cases, in others it can lead to appreciable error, especially when data at very small scattering vectors are being modelled. The purpose of this paper is to point out when smearing effects can be important, and to show that such data can usually be desmeared to yield reasonable estimates of the true intensity.
Sources of smearing
While the obvious source of smearing in 'pinhole' collimation is the finite size of the X-ray beam, the most important (and most easily overlooked) cause is the finite width of the detector mask. In further discussion we will refer to one-dimensional positionsensitive detectors of the Borkowski & Kopp (1978) type, with uniform response across the detector window (Russell, Stein, Kopp, Zedler, Hendricks & Lin, 1979) ; however, the arguments hold equally well for photodiode array detectors (Allinson, 1982) actually rings in the plane of the detector, and the window subtends an arc of such a ring. At high scattering vector, this arc may be well approximated by a line segment, but this approximation becomes progressively worse as the scattering vector decreases. This situation is shown schematically in Fig. 1 . Note that the 'rings' are only circular when the sample is isotropic; however, this is generally the case for samples studied by SAXS. Some progress has been made in desmearing data from oriented samples (Soler, 1977 ), but will not be discussed further here. An example of the smearing induced by the detector mask width is shown in Fig. 2 for scattering from monodisperse uniformly electron-dense spheres of 200,~ radius. The pinhole intensity lp is given by (Rayleigh, 1914) lp (q), 
The simulated data shown in Fig. 2 were created assuming a true point source, a detector mask width t = 2"5 mm, a sample-to-detector distance l= 50 cm, and Cu Kc~ radiation (2= 1.5418 A). In this paper, we will generally employ dimensional quantities to give a better immediate grasp of the size scales involved, but all results could be expressed in terms of the reduced variables t/l and d/2, where d is the characteristic dimension of the material under study. The main difference between the theoretical and smeared curves is the 22% decrease in intensity at zero angle, which would lead to a 12% error in measuring the mass of the sphere (Porod, 1982) . Note that the shapes of the pinhole and smeared curves are very similar, as shown in Fig. 2(b) , and thus it might not be immediately obvious that the data are, in fact, significantly smeared. Smearing is due to a detector mask width t= 2"5 mm, with a sample-to-detector distance l= 50 cm and Cu K:t radiation.
More serious errors will result for morphologies which yield a more pronounced scattering intensity at zero angle. An example of such a structure is the random two-phase model of Debye and co-workers (Debye & Bueche, 1949; Debye, Anderson & Brumberger, 1957) , with an exponential correlation function characterized by a correlation length a. The scattered intensity for this model is given by
The true and smeared intensities for this model are shown in Fig. 3 , with the same camera and detector parameters used in Fig. 2 and with a = 500 A. In Fig.  3 (b), the data are replotted as I -1/2 US q2 (Debye plot), which should yield a straight line according to (3). The value of the correlation length a is equal to the square root of the slope-to-intercept ratio of the line. As can be seen in Fig. 3(b) , the smeared data also lie on a straight line, but instead of the correct value of a---500 A, a value of a = 193 A is obtained! An error of this size clearly makes it essential to desmear such data before analysis. Repeated trials such as that shown in Fig. 3 (b) can be used to generate estimates of the error involved when treating the observed profile as being that for true pinhole collimation. Fig. 4 shows these results in graphical form, plotted as the ratios t/! vs a/2, where t is the detector mask width and l is the sample-todetector distance. Lines are plotted for 5, 10 and 20% underestimation of the true correlation length, and it can be seen that extremely narrow mask widths are needed to resolve the larger correlation distances. (For example, a mask width of 0-75 mm is needed to come within 10% of the true value ofa = 300 ,~, when using a sample-to-detector distance of 50 cm and Cu K~t radiation.) Although Fig. 4 was generated for data described by the random two-phase model, it could also be used as a rough guideline when studying other 
--) and smeared (---) intensity profiles for the random two-phase model, with a correlation length a = 500 ,~. (a) Intensity profile, and (b) Debye plot of(a), which is nearly linear for the smeared as well as the true case. Same smearing parameters as Fig. 2. morphologies, where their characteristic dimension is used in place of a.
Data simulation and smearing procedures
Having established that smearing effects can be severe at small values of q, even in systems with nominal "pinhole' collimation, we considered the feasibility of desmearing actual experimental data to retrieve the correct correlation length. In comparison with the theoretical scattering curves discussed thus far, experimental profiles suffer from three defects: (1) truncated data range, at both low and high q;(2) finite resolution elements along the detector; and (3) statistical noise. Because of the difficulty in preparing a sample of exactly known morphology to use in our evaluation, rather than using actual experimental data we simulated scattering patterns based on the theoretical patterns, but containing these three defects. We then desmeared the "simulated data' and assessed the accuracy of the results. The defects were accounted for as follows.
Truncated data range, at both low and high q
Because the smearing effect involves intensities from points outside the observed q range, it is necessary to extrapolate the observed scattering profile. Extrapolation to low q is only necessary when the weighting function possesses an appreciable r' component; when necessary, we used an exact cubic fit to the four lowest points in q for extrapolation. To extrapolate to high q, we fit the ten points at highest q to a least-squares line of In (Ism) VS In (q), an extrapolation suggested by Porod's (1951) law. Strictly speaking, any points in the observed scattering profile which receive an appreciable portion of their intensities from q values outside the range of observation will have some error in their desmeared values. However, the relatively smooth nature of most scattering profiles and the limited range of extrapolation necessary will generally keep such errors tolerable.
Finite resolution elements along the detector
This leads to an additional smearing effect in the r direction, which can be accounted for in the r' integral if the detector resolution is known. The discrete nature of the detector elements also makes interpolation between data points necessary in the desmearing process; we have used simple linear interpolation for this purpose. Use of a high-order polynominal for interpolation, such as cubic splines (Schelten & Hossfeld, 1971 ), might produce a smoother desmeared profile but would increase the computation time considerably. In any case, the accuracy of the desmearing process is often limited by the noise in the experimental data, as will be shown below.
Statistical noise
The effects of statistical noise on SAXS modelling, especially in regions of low intensity, have been noted by Roe (1982) . Schmidt (1965) tested the effect of noise on his desmearing method by rounding the data to progressively fewer significant figures, which roughly simulates the noise in a step-scanning (serial) counter if an equal number of counts is obtained at each step. With a position-sensitive (parallel) detector, the variance of the intensity in a channel is proportional to the intensity in that channel, the constant of proportionality being inversely proportional to the counting time. Therefore, the noisiest channels are those with the lowest intensity. As shown in the previous section, however, the region where smearing is most important for 'pinhole' collimation is at low scattering vector, where there is a high intensity for most sample morphologies of interest. The noise level may be reduced by smoothing the observed profile, such as by using progressive cubic splines (Koberstein & Stein, 1983) . However, excessive smoothing should be avoided, as it can force-fit the curve to a shape it does not truly possess.
To simulate experimental noise, we used a computer program to add normally distributed random noise of constant fractional variance to each channel, analogous to the procedures employed by Vonk (1971) and Roe (1982) . We then applied a small amount of cubic spline smoothing to our simulated data before desmearing, by averaging the intensity at each point with that of a cubic spline fit to its neighbors. This method primarily smooths out variations from one point to the next and no further, and thus can cause only minimal distortion of the true scattering pattern.
As a test curve for our simulations, we used the random two-phase model [(3)] with a = 500 A and the proportionality constant equal to unity. All simulations employed a sample-to-detector distance l=50cm
and CuK~ radiation (2=1.5418A). Theoretical curves were generated over the q range 0.008-0.035 A-1, at 0.001 A-1 intervals, to simulate the truncated data range and finite resolution of experimental data. A 0.001 A-1 interval corresponds to a detector resolution of 60 l.tm, which is comparable to that available in commercial detectors (TEC, 1984) . Normally distributed random noise was added to the smeared data such that the variance at any point was equal to 0.04 times the intensity. This represents a moderate amount of noise; at q= 0.022 A-1, the standard deviation is 7% of the true intensity. To provide a good basis for comparison between the different collimation types, the same seeds for random number generation were used, thus producing similar noise 'patterns' in the smeared data. This prevented a fortuitous cancellation of the noise for a particular data set when regressing a straight-line fit to the Debye plots.
To evaluate the smearing integrals, we chose to consider the smearing effects of the detector mask and the y component of the incident beam separately, as the functions for the individual components whose convolution forms the weighting function have quite simple forms. The general smearing equation (1) 
where y now represents the convolution variable for the mask width, and y' is the convolution variable for the y component of the beam profile. The normalized function U(y) accounts for any non-uniformity of response across the detector window; since we are considering only the case of uniform response, U(y) is a simple box function running from -t/2 to t/2. P(r', y') is the power distribution function of the primary X-ray beam, the intensity of this beam as a function of position (r', y'). Note that (4) is strictly valid only when the divergence of the X-ray beam is negligible; this may be seen by comparison with the formulas given by Hendricks & Schmidt (1967 , 1973 . However, if the divergence is large, then the sample-to-detector distance is not uniquely defined. As a result, SAXS cameras are designed so that this approximation is a good one for any of the geometries described in the next section, generally by the use of multiple sets of slits or the Kratky geometry. With synchrotron radiation, of course, the beam possesses a high degree of natural collimation as well (Winick, 1980) . The power distribution function is then easily measured in the plane of the detector; for PSD's and a line source, for example, the detector may simply be turned 90 ° and the primary intensity recorded after suitable attenuation.
Desmearing results
Of the many desmearing procedures described in the literature, perhaps the easiest to apply is the iterative method of Lake (1967) . In this procedure, the observed scattering pattern is again smeared with the known weighting function W(r', y), the ratio of the observed to (twice-) smeared profiles is computed at all q values, and the observed profile multiplied by these ratios to generate an estimate of the desmeared profile. This process is repeated until the ~resmeared' and observed profiles match to the user's satisfaction. Another advantage of the iterative method is that it can be used for arbitrary weighting functions and functions where the smearing is significant in both the r and y directions. We therefore chose to use Lake's (1967) method to desmear our test curves.
We selected three simple power distribution functions which represent three different common camera geometries: (1) isointense circular source ('round pinhole'); (2) isointense square source ('square pinhole'); and (3) slit collimation with a triangular power distribution function. The first is the usual implementation of 'pinhole' collimation. The second is commonly used as an approximation to pinhole collimation with synchrotron sources (Holmes, 1982) , since it can be created by two perpendicular sets of slits which are easily adjusted to fit a particular user's needs. The third is representative of the beam profile from the Anton-Paar compact Kratky camera used in our laboratory (Stevenson, Homan & Register, 1986) . While this is clearly not pinhole collimation, it was included for comparison to demonstrate the eflizct of a large degree of smearing. The precise camera parameters used are given below.
It should be noted that Hendricks & Schmidt have demonstrated how to calculate exact weighting functions for any system employing slits to define the beam (Hendricks & Schmidt, 1967 , 1973 Hendricks, 1972) . Therefore, quite a wide range of camera geometries may be employed, and (1) and (4) are generally applicable. However, the exact weighting functions are difficult to compute analytically and are in general found numerically (Buchanan & Hendricks, 1971 ). So as not to obfuscate our main point -that smearing effects can be important even when the X-ray beam is tightly collimated -we have selected the simple power distribution functions listed above, for which the stillcomplicated equation (4) may be simplified further.
The correlation lengths obtained from the simulations are listed in Table 1 . These values and their standard deviations were obtained from an unweighted least-squares fit to the Debye plots over the range q = 0-008-0.022/k-1 (Box, Hunter & Hunter, 1978) . The optimum amount of cubic spline smoothing was determined by the number of passes required to give the minimum standard deviation of the correlation length in the fit to the desmeared data, and was found to be two passes. For comparison, we also list the values obtained by adding noise to the true data (theoretical curves), with and without smoothing. The benefit of smoothing in reducing the standard deviation of the correlation length is apparent, as two smoothing passes diminish this value by a factor of seven.
"Square pinhole'
For a rectangle of small aspect ratio (order unity), the dimension in the r' direction induces a much greater smearing effect than that in the y' direction, since r' adds to r directly in the smearing integral (4), while y' adds only in quadrature. Therefore, the source can be approximated as a short one-dimensional slit (length b) in the r' direction. The smearing integral (4) then becomes t-2 b;2 I,m(r) = 2 ~" , ( p(r,)lp[(r_r,) 2 + yZ]l 2 dr' dy. (5) 0 -b=2
For the case we are considering, where the intensity is constant across the area of the pinhole, P(r') is a box function running from -b/2 to b/2. For our simulation, we chose b = 0.5 mm and a detector mask width t = 2-5 mm. The results are shown in Fig. 5 . Again, the smeared data lie on a straight line, but the correlation length obtained from a fit to the smeared data is only 214A, instead of the true 500A. The desmeared smoothed data yield a respectable value of 430 A.
"Round pinhole"
This case is quite similar to that of the 'square pinhole', as it may also be simplified by considering the source to be a short one-dimensional slit (length D) in the r direction, having a semicircular power distribution function. The semicircle is obtained by projecting the image of the 'round pinhole" from two spatial dimensions (r', y') to one (r'), in the same way that the box function was obtained for the 'square pinhole' in the previous section. The problem may be computationally simplified further by reversing the order of integration, to yield
Note that in obtaining (6) from (5), in reversing the order of integration, we are actually approximating the source as a short slit along the line from the zeroangle point (see Fig. 1 ) to a point on the detector face, rather than as parallel to the r direction. Since an isointense circular source will give the power distribution function in (7) regardless of the direction taken for r', the former is actually a better approximation than the latter. In any case, the difference in smearing between the 'round pinhole' and the 'square pinhole" geometries is expected to be small when the primary source of smearing is the detector mask width. As noted by Schmidt & Fedorov (1978) , the desmeared intensity is relatively insensitive to small changes in the weighting function. For our simulation, we chose the pinhole diameter D = 0.50 mm, and a detector mask width t = 2.5 mm. The results, shown in Fig. 6 , are very similar to those for the 'square pinhole' case, which is to be expected considering the strong similarities between the two geometries.
Compact Kratky
The smearing integral here is analogous to that for the 'square pinhole' case, except that, instead of a short slit parallel to the detection direction, the beam is approximated as a perpendicular long slit. For a beam of length s,
We chose a triangular slit power distribution function P(y'), a slit length s = 10-0 mm, and t = 8-0 mm.
The results are shown in Fig. 7 ; the smeared data depart quite strongly from the true data, while the desmeared data give a reasonable, if not excellent, approximation. Perhaps more interesting is the fact that the correlation lengths determined from the smeared 'pinhole' collimation data are actually closer to those obtained from the smeared Kratky data than they are to the true values. This again shows the severity of the smearing effect "pinhole' collimation induces at very low scattering vectors. 
Discussion
The results shown in Fig. 7 emphasize the need for desmearing, but also show that desmearing is not a panacea. Expecially when modelling data at low q, it is important to use first as close an approximation to true pinhole collimation and point detection as possible, and then to desmear the data to account for the remaining departures from ideality. Note in Table 1 th~ the desmeared 'pinhole' geometry data give results closer to the true value by about a factor of two over the desmeared Kratky results, indicating that even pseudo-pinhole collimation is quite helpful.
As we noted in the previous section, other desmearing methods have been developed which give results superior to Lake's when applied to certain test data. In fact, Deutsch & Luban (1978) , in using a test function similar to (2), noted that the desmeared intensity was insensitive to the addition of even 3% random noise. Also, the finite resolution of the detector (Deutsch & Luban, 1978) and the simple linear interpolation method used will also cause some error in the desmeared curves. Therefore, it is appropriate to ask how much of the error in the correlation length, determined from the desmeared curves, is due to the added noise, and how much to the simple method of desmearing.
To answer this question, the calculated data were desmeared directly, without adding noise. The values of a and their standard deviations are also listed in Table 1 . Five iterations were used for the 'pinhole' geometries, and ten for the Kratky; these were the same numbers of iterations used on the noisy data, and were enough to make the smeared and 'resmeared' curves overlap to visual inspection. The a values are correct to within 1% in all three cases for the data with no noise added, while they are in error by 14% for the 'pinhole' and 26% for the Kratky for the noisy data.
Therefore, it seems that the primary source of error in the desmeared data is due to the statistical counting noise added, not the use of Lake's method. This contrasts with the findings of Deutsch & Luban (1978) , mainly because of the sharp minima in their test function, which lead to large errors in the vicinity of the minima. While different desmearing methods do differ somewhat in their sensitivity to noise (Schmidt, 1970; Deutsch & Luban, 1978) , to achieve a major improvement would require the development of a method which is largely insensitive to noise. In this regard, extensions of the method of Deutsch & Luban (1978) or the Fourier transformation method of Glatter (1977) might prove valuable when greater accuracy is needed. However, such methods, if developed, will certainly be more difficult computationally than the simple method of Lake.
