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Resumo
O comportamento crítico de sistemas que exibem magnetismo tem sido objeto de intensa
pesquisa. O modelo de Heisenberg merece especial atenção por se tratar de uma ferramenta
a ser empregada para a descrição das propriedades de muitos materiais magnéticos, isolantes
e anisotrópicos. Além disso, sabe-se que a consideração de efeitos anisotrópicos em muitos
modelos de spins pode resultar na presença de comportamento tricrítico no diagrama de fases e
propriedades termodinâmicas. Em particular, a interação Dzyaloshinskii-Moriya (DM) consiste
em um importante tipo de anisotropia, que desde as últimas décadas tem atraído muita atenção,
desempenhando um papel relevante na descrição de algumas classes de isolantes, bem como no
estudo dos fenômenos envolvendo vidro de spin, dentre outros. A presença de desordem nos
modelos, introduzida através de variáveis aleatórias governadas por uma dada distribuição de
probabilidades, também resulta geralmente na alteração do comportamento crítico em relação ao
sistema homogêneo, de modo que tem crescido o interesse nos sistemas em presença de campo
aleatório. Com tal motivação, o modelo de Heisenberg anisotrópico com interação DM e campo
magnético aleatório (com distribuição trimodal) é estudado nas versões spin 1/2 e spin 1 usando
o método de Oguchi (aproximação de pares). Embora a abordagem seja desenvolvida para redes
com número de coordenação 𝑧 geral, é tratado em detalhes o modelo na rede cúbica simples, com
número de coordenação 𝑧 = 6. O comportamento crítico, com dependência tanto do parâmetro
DM quanto do campo aleatório é analisado. Os diagramas de fases investigados revelam a
presença de pontos tricríticos e os resultados são estendidos à descrição do comportamento das
propriedades termodinâmicas do sistema.
Palavras-chave: Modelo de Heisenberg. Interação Dzyaloshinskii-Moriya. Campo aleatório.
Ponto tricrítico.
Abstract
The critical behavior of systems that exhibit magnetism has been the subject of intense research.
The Heisenberg model deserves special attention because it is a tool to be used to describe
the properties of many magnetic, insulators and anisotropic materials. In addition, it is known
that the consideration of anisotropic effects in many spin models can result in the presence
of tricritical behavior in the phase diagram and thermodynamic properties. In particular, the
Dzyaloshinskii-Moriya (DM) interaction consists of an important type of anisotropy, which since
the last decades has attracted a great deal of attention, playing an important role in the description
of some classes of insulators, as well as in the study of the phenomena involving spin-glass,
among others. The presence of disorder in the models, introduced by random variables governed
by a given probability distribution, also usually results in the alteration of the critical behavior in
relation to the homogeneous system. Therefore, the interest in the systems in the presence of
random field has grown. With such motivation, the spin-1/2 and spin-1 anisotropic Heisenberg
models with DM interaction and magnetic random field are studied within the framework of
Oguchi’s pair approximation. Although the approach is developed for lattices with general
coordination number 𝑧 the model is discussed in detail for the simple cubic lattice (𝑧 = 6).
The critical behavior dependent on both the DM parameter and the random field is analyzed.
The investigation of phase diagrams reveals the presence of tricritical points and the results are
extended to describe the behavior of the thermodynamic properties of the system.
Keywords: Heisenberg model. Dzyaloshinskii-Moriya interaction. Random field. Tricritical
point.
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1 Introdução
O estudo das propriedades magnéticas dos sólidos é o domínio da Física cujo interesse
consiste na descrição da interação dos momentos magnéticos das partículas que compõem a
matéria [1]. A descrição de tais propriedades é de grande relevância, uma vez que possuem
muitas vantagens relacionadas a aplicações em novas tecnologias. Por isso, diversas abordagens,
tanto teóricas quanto experimentais, têm sido elaboradas ao longo dos anos em busca de maior
compreensão dos fenômenos que exibem magnetismo.
Estudos teóricos analítico-computacionais utilizando modelos magnéticos são uma grande
motivação, uma vez que podem, paralelamante às abordagens experimentais, explicar muitos
fenômenos ou servir como um primeiro ponto de vista para a elucidação de determinado tipo
de comportamento. Por outro lado, diversas técnicas teóricas aproximativas têm sido utilizadas
para tratar as abordagens estatísticas e termodinâmicas dos mais variados modelos, buscando
reproduzir resultados experimentais ou propor novas ideias e perspectivas de pesquisa. Desse
modo, o desenvolvimento de pesquisas ligadas à descrição das propriedades magnéticas dos
materiais tem se tornado cada vez mais intenso, alcançando grandes avanços ao longo das últimas
décadas [2, 3].
Nos modelos magnéticos, uma componente de grande relevância é a constante de in-
teração (também chamada de “troca”, do inglês exchange), denotada por 𝐽 , que tem o papel
de descrever as interações entre os átomos, componentes elementares dos materiais [2, 4]. De
maneira simplificada, as partículas do sistema podem ser tratadas como spins1 apontando em
uma dada direção e ocupando os sítios (posições bem definidas) de uma determinada rede
cristalina [3].
Dependendo dos tipos de átomos envolvidos e do ambiente no qual eles se encontram,
1 O spin é um ente de natureza essencialmente quântica e pode ser entendido (por analogia clássica) como
o momento angular intrínseco de uma dada partícula [2]. No caso do magnetismo consiste basicamente no
momento magnético associado ao elétron (além do momento magnético orbital). Ou seja, em essência, as
propriedades magnéticas macroscópicas dos materiais são uma consequência direta das interações entre os
momentos magnéticos de seus átomos constituintes. Estatisticamente, cada spin interage com os demais, sendo
que em uma modelagem a interação é geralmente considerada para o caso de sítios vizinhos e pode ser desprezada
para os mais distantes.
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a interação de troca nos modelos de spins pode apresentar muitas variações. Alguns exemplos
destas variações são [3,5]: Heisenberg (𝐽S1 · S2), Ising (𝐽𝑆𝑧1𝑆𝑧2 ), anisotrópica (uma combinação
destas últimas, como no caso 𝐽 [Δ𝑆𝑧1𝑆𝑧2 + (𝑆𝑥1𝑆𝑥2 + 𝑆
𝑦
1𝑆
𝑦
2 )] ), biquadrática ( 𝐽(S1 · S2)2 ), entre
outras. Além disso, podem existir no Hamiltoniano outros termos que não são interações, mas
que envolvem spins individuais, como é o caso de termos de campo cristalino, tipicamente na
forma 𝐴(𝑆𝑧1)2, e campo magnético externo na forma 𝐻𝑆𝑧1 [6]. Todas estas situações descrevem
casos particulares e extensões ou generalizações do modelo de Heisenberg, quando em adição à
interação de troca isotrópica, outros efeitos desempenham papel relevante.
O estudo de sistemas que exibem magnetismo possui características bastante peculiares e
vários fenômenos e comportamentos são observados. Dentre eles, estão os aspectos inerentes das
transições de fase [7, 8], correspondendo geralmente a uma mudança qualitativa e quantitativa
nas propriedades macroscópicas de um dado material. Usualmente o conceito é associado a
uma mudança na variável denominada de parâmetro de ordem [9]. Tais mudanças (transições)
ocorrem quando uma fase termodinâmica torna-se instável em determinadas condições. Uma
mudança de estado pode envolver ou não um calor latente. As fases antes e depois de uma
transição muitas vezes têm diferentes simetrias. A fase de alta temperatura é geralmente mais
simétrica do que a fase de baixa temperatura [6]. Por isso, quando ocorre transição normalmente
fala-se em quebra de simetria [6].
O formalismo adotado para a descrição das transições de fase baseia-se na Termodinâmica
[7–9]. Um material pode se apresentar em várias fases sob determinadas condições das variáveis
termodinâmicas envolvidas, como a temperatura, o volume e a pressão, e mudar de uma fase
para outra quando tais condições são modificadas [10]. Basicamente o que caracteriza uma
transição é a mudança qualitativa das propriedades provocada a partir de variações de grandezas
termodinâmicas envolvidas no sistema. Sabe-se, por exemplo, que à pressão ambiente (a nível
do mar), a água começará a ferver ao atingir aproximadamente 100 ∘𝐶. Outro caso interessante
acontece no fenômeno conhecido por “cavitação” [11], em que se observa a formação de bolhas
de vapor (gás) num líquido por efeito de uma redução da pressão total. Essa ocorrência pode ser
verificada no funcionamento de um submarino. Pelo princípio de Bernoulli, o girar das hélices
faz com que a pressão local do fluido no entorno das mesmas seja reduzida, ocasionando as
bolhas pela vaporização da água. Manter-se oculto, portanto, é uma tarefa de estratégia para a
engenharia militar.
A visão moderna das transições de fase está intrinsecamente relacionada à noção de
parâmetro de ordem do sistema. Para descrever as transições de fase com uma mudança de
simetria, Landau introduziu este conceito (no caso de sistemas magnéticos, a magnetização
𝑚). É notável que o domínio das transições de fase possui, ao mesmo tempo, uma diversidade
abundante e extremamente rica, além de muitas propriedades comuns tornando-se imprescindível
a necessidade de classificá-las. Assim, transições de fases de segunda ordem são aquelas para
as quais o parâmetro de ordem permanece contínuo à medida que ocorre a transição. Este é
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usualmente um caso mais simples de se analisar. As transições de primeira ordem, por sua vez,
são aquelas para as quais o parâmetro de ordem é descontínuo na transição e o estudo deste tipo
de comportamento geralmente envolve a análise da energia livre do sistema [10].
Ao longo dos anos, o estudo de sistemas que exibem magnetismo tem despertado o
interesse de pesquisadores e, consequentemente, aumentado o entusiasmo em relação aos efeitos
de diferentes anisotropias sobre o comportamento crítico de diversos modelos, a exemplo do
modelo de Heisenberg. Duas das anisotropias mais discutidas são a de campo cristalino (íon
único) [12,13] e Dzyaloshinskii-Moriya [14,15]. Os modelos abordados são de variados tipos de
spin (𝑆 = 1/2, 𝑆 = 1, 𝑆 = 3/2, mistos, dentre outros).
Especificamente para o modelo de Heisenberg spin 1/2, uma prova rigorosa conhecida
como teorema de Mermin-Wagner [16] proíbe um ordenamento espontâneo de longo alcance para
o caso isotrópico em uma e duas dimensões. Desse modo, pode aparecer ordem espontânea apenas
se for considerada uma estrutura magnética tridimensional ou alguma anisotropia magnética
envolvida. Para spins maiores, contudo, não há tal restrição, uma vez que Stanley e Kaplan [17]
mostraram a existência de transição de fase no modelo de Heisenberg ferromagnético para
𝑆 > 1/2 em duas e três dimensões.
O estudo desenvolvido na presente dissertação trata das propriedades críticas do modelo
de Heisenberg ferromagnético para os casos spin 1/2 e spin 1 com interações anisotrópicas de
troca e Dzyaloshinskii-Moriya e na presença de campo magnético aleatório, utilizando uma
distribuição de probabilidades conhecida como “trimodal” [18–21]. O texto dissertativo se
constitui da seguinte maneira: no Capítulo 2 é feita uma abordagem geral a respeito de modelos
e formalismos, bem como das técnicas aproximativas que serão empregadas para a obtenção
de resultados. No Capítulo 3 são mostrados os resultados para o modelo spin 1/2 contidos na
Seção 3.1, onde são investigados os diagramas de fases. As propriedades termodinâmicas na
ausência de campo são também obtidas, reproduzindo-se os resultados de Sousa et al. [22]. O caso
do modelo com spin 1 é abordado na Seção 3.2, detalhando-se mais uma vez o comportamento
crítico do sistema. Neste caso, o modelo na ausência de campo retoma o comportamento
investigado por Sun e Kong [14]. Finalmente, a Seção 3.3 descreve discussões sucintas de
alguns modelos e métodos relacionados. As conclusões e perspectivas são tratadas no Capítulo 4.
Por fim, os Apêndices descrevem com maior rigor alguns detalhes matemáticos dos cálculos
envolvidos.
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2 Fundamentação Teórica
Neste capítulo desenvolve-se, a título de revisão, alguns modelos e métodos utilizados
para o estudo de sistemas interagentes. Os detalhes de todas as possíveis interações de muitos
corpos não são levados em conta no tratamento. Mesmo assim, as interações incluídas de forma
simplificada tornam possível descrever a essência física de sistemas interagentes, possibilitando,
inclusive, soluções analíticas exatas para alguns casos [23]. Quando as soluções se tornam muitos
complicadas para um tratamento analítico exato, formalismos de aproximações tais como as
teorias de campo médio [9,23] e campo efetivo [24,25] são, em muitos casos, de grande utilidade
e fornecem primeiros indícios de observações físicas importantes. Ocasionalmente, recursos de
simulação numérica, a exemplo do método de Monte Carlo [26], são também uma vantajosa
ferramenta na estimativa de resultados, mas não serão abordados no presente trabalho.
2.1 Modelos magnéticos
Modelos magnéticos têm sido apresentados na literatura com o propósito de descrever os
aspectos inerentes de comportamentos observados por alguns sistemas que apresentam efeitos
cooperativos. Exemplos de modelos largamente aplicados ao caso de magnetismo localizado
são Ising e Heisenberg. Muitas variantes destes têm se destacado ao longo dos anos, a exemplo
dos modelos de Blume-Capel [27, 28], Potts [29], XY [30], dentre outros, sendo algumas dessas
variantes mais específicas para tratar sistemas que, por algum aspecto, se destacam por apresentar
características pouco usuais ou mesmo efeitos mais robustos, tais como transição de primeira
ordem e pontos multicríticos. É nesse aspecto que se distingue o modelo de Heisenberg em
presença da interação Dzyaloshinskii-Moriya, o qual tem fornecido resultados teóricos que
corroboram com dados experimentais [31].
Macroscopicamente, um cristal magnético consiste num arranjo muito grande de átomos.
Assim, uma aproximação bastante simples, mas de considerável precisão para muitos casos,
consiste em assumir que apenas os vizinhos mais próximos interagem com um dando sítio
(ponto da rede). O número de primeiros vizinhos numa rede cristalina é chamado de número de
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coordenação, usualmente representado pelas letras 𝑧 (como nesta dissertação) ou 𝑞. Os arranjos
possíveis que são tratatos nos modelos vão desde o caso unidimensional (uma cadeia de spins),
passando por estruturas bidimensionais, como as redes quadrada e hexagonal, até o caso 3D,
cujo exemplo mais simples é a chamada rede cúbica simples.
O estudo teórico dos fenômenos críticos baseia-se, de modo geral, em modelos que
procuram se adequar à descrição de materiais através de seus constituintes microscópicos. No
caso do magnetismo, o momento magnético intrínseco do elétron, bem conhecido como spin, é o
elemento que desempenha o papel fundamental na descrição dos fenômenos.
Usando o formalismo do magnetismo, em que a energia do sistema é descrita em termos
de variáveis de spins, uma das muitas formulações possíveis que podem ser apresentadas para
um modelo é a seguinte:
ℋ = −∑︁
𝑖,𝑗
𝐽𝑖𝑗
[︁
𝛼(𝑆𝑥𝑖 𝑆𝑥𝑗 + 𝑆
𝑦
𝑖 𝑆
𝑦
𝑗 ) + 𝛽𝑆𝑧𝑖 𝑆𝑧𝑗
]︁
(2.1)
A partir da relação (2.1) podem ser definidos três dos modelos mais utilizados nos estudo
dos fenômenos magnéticos:
∙ 𝛼 = 𝛽 = 1→ Heisenberg;
∙ 𝛼 = 1, 𝛽 = 0→ XY;
∙ 𝛼 = 0, 𝛽 = 1→ Ising;
Em essência, qualquer modelo está associado ao tipo de spin e à estrutura da rede
(incluindo a dimensão). Em relação ao tipo do spin podemos ter, por exemplo, 𝑆 = ±1 (Ising),
?⃗? = (𝑆𝑥, 𝑆𝑦) (XY) e ?⃗? = (𝑆𝑥, 𝑆𝑦, 𝑆𝑧) (Heisenberg). Em relação à estrutura, exemplos são as
redes cúbica simples, cúbica de corpo centrado (3D), triangular, quadrada (2D), dentre outras.
Considerando o caso mais simples possível (Ising), para uma rede de 𝑁 spins o modelo é
usualmente definido por:
ℋ = −𝐽 ∑︁
⟨𝑖,𝑗⟩
𝜎𝑖𝜎𝑗 −𝐻
𝑁∑︁
𝑖
𝜎𝑖, (2.2)
onde a primeira soma é efetuada sobre os vizinhos mais próximos, o que é denotado por ⟨𝑖, 𝑗⟩,
enquanto a segunda descreve o campo externo atuando sobre cada sítio 𝑖 da rede (interação
Zeeman). 𝐻 aqui já inclui o momento magnético 𝜇 de cada spin (está em unidades de energia).
𝐽 é a constante de troca ou exchange e 𝜎𝑖(𝑗) são variáveis de spin, assumindo, neste caso, dois
estados possíveis, +1 e −1 (modelo binário).
Diferente de um caso clássico como o gás ideal, por exemplo, onde são desprezadas
todas as interações entre moléculas, aqui os sítios vizinhos na rede interagem. O acoplamento
𝐽 que surge desta interação tem o sinal dependente da forma como os sítios mais próximos se
alinham. Isto é o que define os casos de ferromagnetismo e antiferromagnetismo no modelo:
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𝐽↑↑ = 𝐽↓↓ = 𝐽, 𝐽↑↓ = −𝐽 . As setas indicam a orientação do spin: 𝑢𝑝 (↑) e 𝑑𝑜𝑤𝑛 (↓). O esquema
é ilustrado na Fig. 1.
(a) 𝐽 > 0 (b) 𝐽 < 0
Figura 1 – Ilustração esquemática dos acoplamentos ferromagnético e antiferromagnético entre
sítios vizinhos.
2.2 Transições de fase
O fenômeno das transições de fases ocupa um importante lugar na Física da Matéria
Condensada, por razões tais como a freqüência e diversidade com que ocorre nos sitemas físicos,
despertando grande motivação e interesse na descrição e entendimento do comportamento
crítico e explicação de questões conceituais relacionadas. As transições de fase em fluidos e
ferromagnetos fornecem dois exemplos de uma grande diversidade de mudanças de estado.
O exemplo bem conhecido cotidianamente que envolve transição é da água e suas várias
fases: sólido (gelo), líquido, gás (vapor). As transições de uma fase para outra, neste caso, podem
ser facilmente observadas e já nos são muito familiares, uma vez que podemos distingui-las na
experiência diária.
Para um determinado sistema, um conjunto de parâmetros (temperatura, pressão, campo
externo, entre outros) são variados para destacar as várias fases do sistema e explorar os domínios
de existência de cada uma. Os resultados são registrados pela determinação do chamado diagrama
de fases. Como exemplo, é mostrado na Fig. 2 o diagrama pressão vs. temperatura para um fluido
simples.
𝑇𝑡 𝑇𝑐
𝑃𝑡
𝑃𝑐
Ponto
triplo
Ponto
crítico
Só
lid
o
Lí
qu
ido
Gás
𝑇
𝑃
Figura 2 – Diagrama de fases 𝑃 × 𝑇 para um fluido.
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Este diagrama mostra os domínios de existência de três fases (sólido, líquido, gás) para
um fluido. Existem dois pontos particulares: o ponto triplo (𝑃𝑡, 𝑇𝑡) na junção dos três domínios e
o ponto crítico (𝑃𝑐, 𝑇𝑐), ponto final na fronteira entre os domínios da fases líquida e gasosa. Ao
contornar ao redor do ponto crítico pode-se passar continuamente de um estado líquido para um
estado gasoso (sem transição descontínua).
Conforme já discutido, as transições de fase geralmente são caracterizadas por singulari-
dades termodinâmicas. Com a evolução histórica da Termodinâmica e da Física Estatística, várias
maneiras de discutir essas singularidades foram propostas ao longo do tempo. Naturalmente, as
diferentes classificações refletem a evolução conceitual dos métodos de estudo de transição de
fase.
A classificação mais antiga, de natureza termodinâmica, é devida a Ehrenfest. Baseia-se
na análise de singularidades do potencial termodinâmico associado. Posteriormente, Landau
trouxe a noção de quebra de simetria espontânea, o que corresponde a uma classificação diferente,
com base no parâmetro de ordem do sistema considerado.
2.2.1 Teoria de Landau
Baseada essencialmente em considerações de simetria, a teoria de Landau fornece uma
descrição aproximada do comportamento do sistema próximo a uma transição de fase. Esta
abordagem fenomenológica relaciona quantidades mensuráveis entre si usando um conjunto
mínimo de parâmetros de entrada que podem ser determinados por comparação à experiência ou
a partir de abordagens de primeiros princípios. A teoria de Landau pode então servir como uma
ponte conceitual entre os modelos microscópicos e os fenômenos macroscópicos observados.
De forma resumida, a proposta de Landau consiste numa análise baseada na simetria do
sistema, que busca descrever o comportamento de equilíbrio na vizinhança da criticalidade. É um
fato notável que um sistema não pode mudar suavemente entre duas fases de diferentes simetrias.
O caminho contínuo que um sistema fluido pode tomar entre os estados líquido e gasoso em
torno do ponto crítico é possível apenas porque não há mudança de simetria envolvida. Além
disso, os estados termodinâmicos de duas fases que são simetricamente distintas devem ser os
mesmos na linha de transição por eles compartilhada (a chamada linha de coexistência de fases),
de tal forma que a simetria de uma fase deve ser maior do que a da outra.
Landau então caracterizou a transição em termos de um parâmetro de ordem, uma
quantidade física que geralmente é nula na fase de alta simetria (desordenada), e muda para um
valor finito uma vez que ocorre a quebra da simetria (fase ordenada). Essa mudança pode ser
contínua ou descontínua, o que corresponde a transições de segunda ordem e primeira ordem,
respectivamente.
Graficamente, o comportamento do parâmetro de ordem nas transições contínuas e
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descontínuas é apresentado na Fig. 3. Alguns tipos de parâmetros de ordem para diferentes
transições de fase são mostrados na Tab. 1.
𝑇𝑐
a)
Transição
contínua em 𝑇𝑐
Temperatura
Pa
râ
m
et
ro
de
or
de
m
𝑇𝑐
b)
Descontinuidade
em 𝑇𝑐
Temperatura
Pa
râ
m
et
ro
de
or
de
m
Figura 3 – Comportamento característico do parâmetro de ordem em função da temperatura nas
transições de fase: a) segunda ordem e b) primeira ordem.
Tabela 1 – Exemplos de transições de fase e os respectivos parâmetros de ordem [32].
Transição de fase Parâmetro de ordem Exemplos
Paramagnética-ferromagnética Magnetização 𝑚 Fe, Ni
Paraelétrica-ferroelétrica Polarização 𝑝 BaTiO3, BiFeO3
Paramagnética-antiferromagnética Magnetização alternada
(staggered) 𝑚𝑠 = 𝑚𝐴−𝑚𝐵
RbMnF3
Gás-líquido Densidade 𝜌− 𝜌𝑐 CO2, H2O
A essência da abordagem de Landau se dá do fato de que a energia livre pode ser
representada como uma expansão em série de potências do parâmetro de ordem na vizinhança
da transição:
Para o caso do magnetismo, no qual o parâmetro de ordem é a magnetização 𝑚:
𝐹 (𝑇,𝑚) = 𝐹0(𝑇 ) + 𝑎(𝑇 )𝑚2 + 𝑏(𝑇 )𝑚4 (2.3)
Por questões de simetria, é notável o fato de que a energia livre não deve depender do
sinal de 𝑚, ou seja, 𝐹 (𝑇,𝑚) = 𝐹 (𝑇,−𝑚), de modo que apenas potências pares devem aparecer
na expansão.
A dependência de 𝑎 com relação à temperatura é considerada de tal forma que para
𝑇 > 𝑇𝑐 ou 𝑇 = 𝑇𝑐 a energia livre será minimizada apenas para 𝑚 = 0, enquanto que abaixo de
𝑇𝑐 a energia será mínima para |𝑚 > 0|1.
1 O que garante que 𝐹 será mínima são as condições (𝜕𝐹/𝜕𝑚)𝑇 = 0 e (𝜕2𝐹/𝜕𝑚2)𝑇 > 0 para o equilíbrio. Isto
assegura que 𝑏 > 0 para equilíbrio mais estável (graficamente, um mínimo global).
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Se 𝑎 > 0 para 𝑇 > 𝑇𝑐 e 𝑎 < 0 para 𝑇 < 𝑇𝑐, então a energia livre será mínima em
𝑚 = 0 quando 𝑇 > 𝑇𝑐 em 𝑚 ̸= 0 quando 𝑇 < 𝑇𝑐. E o ponto crítico (em 𝑇 = 𝑇𝑐) ocorre
quando 𝑎(𝑇𝑐) = 0, uma vez que 𝐹 deve variar continuamente na região de transição. Com isto,
escreve-se que:
𝑎 = 𝛼(𝑇 − 𝑇𝑐), 𝛼 > 0 (2.4)
Minimizando com relação a 𝑚, energia livre tem extremos:
𝑚 = 0 ou 𝑚 = ±
√︃
−𝑎
2𝑏 = ±
√︂
𝛼
2𝑏(𝑇𝑐 − 𝑇 ) (2.5)
Quando 𝑇 > 𝑇𝑐, o mínimo ocorre para 𝑚 = 0. Já quando 𝑇 < 𝑇𝑐 , o mínimo se dá para
𝑚 = ±
√︁
(𝛼/2𝑏)(𝑇𝑐 − 𝑇 ). Dessa forma, abaixo de 𝑇𝑐 o parâmetro de ordem é não nulo e cresce
proporcional a (𝑇𝑐 − 𝑇 )1/2.
Assim, pode-se expressar a energia livre da seguinte maneira:
𝐹 (𝑇,𝑚) = 𝐹0 para 𝑇 > 𝑇𝑐, (2.6)
𝐹 (𝑇,𝑚) = 𝐹0 − 𝛼
2(𝑇𝑐 − 𝑇 )2
4𝑏 para 𝑇 < 𝑇𝑐 (2.7)
Na Fig. 4 é esquematizado o comportamento da energia livre para o caso de uma transição
de fase de segunda ordem. Acima de 𝑇𝑐 há um mínimo global da energia livre em 𝑚 = 0. Em
𝑇𝑐, o gráfico torna-se mais achatado na vizinhança de 𝑚 = 0 e, finalmente, em 𝑇 < 𝑇𝑐 passam
a existir dois mínimos simétricos da energia livre, cujas posições dão novos valores finitos do
parâmetro de ordem ±𝑚0, enquanto 𝑚 = 0 passa a ser um máximo local.
−𝑚0 𝑚0 𝑚
𝐹 − 𝐹0
Figura 4 – Curvas da energia livre em função do parâmetro de ordem 𝑚 na teoria de Landau
(esquema para uma transição contínua). As linhas são para temperaturas 𝑇 > 𝑇𝑐
( ), 𝑇 = 𝑇𝑐 ( ) e 𝑇 < 𝑇𝑐 ( ).
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2.2.1.1 Pontos tricríticos
A teoria de Landau permite também descrever um ponto tricrítico (ponto em que uma
linha de pontos de transição de segunda ordem toca uma linha de transição descontínua). Para
isso, considera-se a expressão da energia livre na forma:
𝐹 (𝑚,𝑇 ) = 𝐹0(𝑇 ) + 𝑎(𝑇 )𝑚2 + 𝑏(𝑇 )𝑚4 + 𝑐(𝑇 )𝑚6 + · · · (2.8)
Os extremos da energia livre descrita em (2.8) são dados por:
𝜕𝐹
𝜕𝑚
⃒⃒⃒⃒
⃒
𝑇
= 2𝑎𝑚+ 4𝑏𝑚3 + 6𝑐𝑚5 = 0, (2.9)
cujas soluções são:
𝑚 = 0 ou 𝑚2 = −𝑏±
√
𝑏2 − 3𝑎𝑐
3𝑐 (2.10)
Nesta situação pode-se ter dois regimes: uma linha de transições de fase contínuas e uma
de transições descontínuas. As condições que devem satisfazer uma transição descontínua ou
de primeira ordem são 𝐹 = 𝐹0 e (𝜕𝐹/𝜕𝑚)𝑇 = 0. Essas equações simultaneamente resolvidas
fornecem:
𝑚2 = −𝑏2𝑐 , (2.11)
de modo que para 𝑚2 > 0 exige-se 𝑏 < 0, e
𝑎 = 𝑏
2
4𝑐, (2.12)
que determina a linha de transição de primeira ordem. Já para a transição de segunda ordem
tem-se a condição 𝑎 = 0.
Na Fig. 5 é apresentado o comportamento da energia livre na região de transição de
primeira ordem.
As linhas começam com temperaturas acima de 𝑇𝑐, onde o sistema encontra-se na fase
desordenada, pois 𝐹 tem apenas um mínimo em 𝑚 = 0. As temperaturas vão decrescendo até
𝑇 = 𝑇𝑐, que corresponde à temperatura para a qual ocorre transição de primeira ordem, quando
os mínimos da energia livre 𝑚 ̸= 0 são iguais ao mínimo 𝑚 = 0. Neste ponto, as fases ordenada
e desordenada coexistem. Para 𝑇 < 𝑇𝑐, o mínimo global 𝑚 ̸= 0 garante a estabilidade do sistema
na fase ordenada. Vale observar ainda que para temperaturas um pouco acima da transição de
primeira ordem aparecem mínimos locais, que representam a situação de metaestabilidade da
fase ordenada (o equilíbrio se dá na fase desordenada, pois 𝑚 = 0 é mínimo global).
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𝑚
𝐹 − 𝐹0
Figura 5 – Curvas da energia livre em função do parâmetro de ordem 𝑚 na teoria de Landau
(esquema para uma transição descontínua ou de primeira ordem). Algumas linhas de
temperaturas características são 𝑇 > 𝑇𝑐 ( ), 𝑇 = 𝑇𝑐 ( ) e 𝑇 < 𝑇𝑐 ( ).
2.3 Métodos aproximativos
A seguir é elaborada uma descrição dos procedimentos de cálculos baseados na apro-
ximação de campo molecular (campo médio), que frequentemente é utilizada devido a sua
simplicidade como ferramenta primária para a estimativa do comportamento magnético de
muitos sistemas de spins. A abordagem quantitativa de campo médio é capaz de determinar
as temperaturas críticas e fornecer também estimativas dos expoentes críticos [33]. Quando se
trata de modelagem magnética, muitas situações representam uma série de desafios em relação a
métodos analíticos mais sofisticados, de modo que a versatibilidade e simplicidade conceitual
são vantagens desta aproximação, que pode ser facilmente adaptada a modelos de spins em
diversas redes cristalinas [23].
2.3.1 Abordagem clássica de Weiss
Para uma ilustração do formalismo, consideremos o caso mais simples, a aproximação de
campo médio (equivalente a tomar um cluster de apenas um sítio) aplicada ao modelo de Ising:
ℋ = −𝐽 ∑︁
⟨𝑖,𝑗⟩
𝜎𝑖𝜎𝑗 −𝐻
𝑁∑︁
𝑖
𝜎𝑖, · · ·𝜎𝑖 = ±1 (2.13)
O campo médio sugerido por Weiss simplesmente troca a interação spin-spin por um
campo magnético médio no qual o spin deve estar situado. Este campo deve ser proporcional à
magnetização:
𝛾 = 𝐽
𝑧∑︁
𝑖=1
𝜎𝑖 = 𝐽𝑧𝑚,
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em que 𝑧 é o número de coordenação e 𝑚 é a magnetização por spin.
Portanto, o Hamiltoniano de campo médio para um spin é dado por:
ℋ1 = −𝜎1
⎛⎝𝐽 𝑧∑︁
𝑗=1
𝜎𝑗 +𝐻
⎞⎠ = −(𝐽𝑧𝑚+𝐻)𝜎1 (2.14)
onde 𝜎1 é o spin do cluster considerado. Neste caso, os detalhes da estrutura são perdidos a partir
desta aproximação, uma vez que somente 𝑧 não fornece precisamente a topologia tratada. O que
não ocorre com a teoria de campo efetivo, usando a técnica do operador diferencial, uma outra
ferramenta possível para esta abordagem.
Tomando agora a média termodinâmica ⟨𝜎1⟩ ≡ 𝑚, teremos:
𝑚 =
∑︀
{𝜎1} 𝜎1𝑒
(𝐾𝑧𝑚+ℎ)𝜎1∑︀
{𝜎1} 𝑒
(𝐾𝑧𝑚+ℎ)𝜎1
= 𝑒
𝐾𝑧𝑚+ℎ − 𝑒−𝐾𝑧𝑚−ℎ
𝑒𝐾𝑧𝑚+ℎ + 𝑒−𝐾𝑧𝑚−ℎ , (2.15)
sendo 𝐾 = 𝛽𝐽 e ℎ = 𝛽𝐻 .
Lembrando das funções hiperbólicas2:
𝑚 = senh(𝐾𝑧𝑚+ ℎ)cosh(𝐾𝑧𝑚+ ℎ)
𝑚 = tanh(𝐾𝑧𝑚+ ℎ) (2.16)
−2 −1 1 2
−1
1
Soluções
não triviais da
Eq. (2.16) para 𝐾𝑧 > 1,
com ℎ = 0.
𝑥
𝑓(𝑥)
Figura 6 – Representação gráfica das soluções para a equação de campo médio: 𝑓(𝑥) = 𝑥
( ), 𝑓(𝑥) = tanh 0, 5𝑥 ( ), 𝑓(𝑥) = tanh 𝑥 ( ), 𝑓(𝑥) = tanh 1, 25𝑥 ( )
e 𝑓(𝑥) = tanh 2𝑥 ( ). Os pontos nas intersecções entre as curvas da função
tangente hiperbólica e a reta 𝑓(𝑥) = 𝑥 representam soluções não nulas (magnetização
espontânea) em temperaturas críticas abaixo de 𝑇𝑐.
2 senh𝑥 = 12 (𝑒𝑥 − 𝑒−𝑥), cosh 𝑥 = 12 (𝑒𝑥 + 𝑒−𝑥) e tanh 𝑥 = senh𝑥/cosh 𝑥.
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O resultado mostrado na Eq. (2.16) é a famosa relação da teoria de Weiss, a aproximação
de campo médio clássica. Plotando-se 𝑚 e tanh(𝐾𝑧𝑚) (ℎ = 0, ver Fig. 6) pode-se perceber
que há sempre uma intersecção em 0 (solução trivial). Se 𝐾𝑧 < 1, ou seja, 𝑇 > 𝐾𝑧 ≡ 𝑇𝑐, a
inclinação da tangente hiperbólica na origem é menor do que 1 e há somente a solução 𝑚 = 0.
Por outro lado, se 𝐾𝑧 > 1 ou 𝑇 < 𝑇𝑐 ocorrem três soluções: 𝑚 = 0 e 𝑚 = ±𝑚0 ̸= 0.
Na Fig. 7 é apresentado o diagrama 𝑚× ℎ, enquanto o comportamento da magnetização
em relação à temperatura pode ser visto na Fig. 8.
−0.5 −0.5
−0.5
0.5
𝑇 > 𝑇𝑐
𝑇 = 𝑇𝑐
𝑇 < 𝑇𝑐
ℎ
𝑚
Figura 7 – Magnetização em função do campo magnético: comparação entre curvas com 𝑇 < 𝑇𝑐,
𝑇 = 𝑇𝑐 e 𝑇 > 𝑇𝑐.
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
𝐻 = 0
𝐻 > 0
𝑇 = 𝑇𝑐
𝑇/𝑇𝑐
𝑚
Figura 8 – Magnetização em função da temperatura: solução implícita da equação de campo
médio a campo nulo e para 𝐻 > 0.
O diagrama 𝐻 × 𝑇 é mostrado na Fig. 9 para um material que apresenta transição
ferromagnética (ferromagneto uniaxial). Este diagrama mostra um ponto limite no eixo 𝑇 com
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𝐻 = 0, o chamado ponto crítico. A campo nulo, quando 𝑇 = 𝑇𝑐, no ponto crítico ocorre uma
transição. Acima de 𝑇𝑐 há uma fase desordenada, paramagnética, sem magnetização espontânea;
enquanto abaixo de 𝑇𝑐 existe magnetização espontânea e observa-se uma fase ordenada, chamada
ferrromagnética. Pode-se fazer uma analogia com a transição líquido-gás no diagrama 𝑃 × 𝑇 ,
com 𝐻 desempenhando papel análogo a 𝑃 .
𝑇𝑐
0 𝑇
𝐻
Figura 9 – Diagrama de fases no plano 𝐻 × 𝑇 .
A aproximação de campo médio pode ser obtida também através da aplicação do princípio
variacional [9], uma aproximação da energia livre, que será mostrado na próxima seção para o
caso de dois sítios. A aproximação de pares é mais conhecida como método de Oguchi [22, 34].
2.3.2 Minimização da energia livre: princípio variacional
O método baseia-se na desigualdade de Gibbs-Bogoliubov [23], que é a base formal da
teoria de campo médio:
𝐹 ≤ Φ ≡ 𝐹0 + ⟨ℋ −ℋ0⟩0 , (2.17)
onde 𝐹 é a energia livre do sistema descrito por um Hamiltoniano ℋ (exato), 𝐹0 é a energia livre
associada ao sistema simplificado, dado pelo Hamiltoniano ℋ0 (aproximado) e ⟨···⟩0 denota a
média tomada na aproximação dada por ℋ0.
Seja um sistema dado por um Hamiltoniano ℋ. A energia livre correspondente é definida
por:
𝐹 = −𝑘𝐵𝑇 ln𝑍, (2.18)
onde 𝑍 é a função de partição canônica do sistema:
𝑍 =
∑︁
{𝑠}
𝑒−𝛽ℋ{𝑠}, (2.19)
cuja soma é realizada sobre todas as configurações de spins (caso magnético). 𝐹 é a verdadeira
energia livre do sistema, sem aproximações.
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Considerando agora que:
ℋ = ℋ0 +ℋ1, (2.20)
onde a decomposição é tomada de tal modo que a estatística de ℋ0 possa ser calculada de
maneira mais fácil, pois é a aproximação considerada, enquanto ℋ1 contém toda a parte restante
de ℋ, sendo de difícil tratamento.
Assim, aplicando (2.20) em (2.19), temos:
𝑍 =
∑︁
𝑒−𝛽ℋ =
∑︁
𝑒−𝛽ℋ1−𝛽ℋ0 =
∑︁
𝑒−𝛽ℋ1𝑒−𝛽ℋ0 (2.21)
Dividindo ambos os membros por 𝑍0, teremos:
𝑍
𝑍0
=
∑︀
𝑒−𝛽ℋ1𝑒−𝛽ℋ0∑︀
𝑒−𝛽ℋ0
=
⟨
𝑒−𝛽ℋ1
⟩
0
(2.22)
Pela propriedade de convexidade3 da função 𝑓(𝑥) = 𝑒−𝑥 (ver Fig. 10) é obtida a relação:
⟨𝑒−𝛽ℋ1⟩0 ≥ 𝑒−𝛽⟨ℋ1⟩0 (2.23)
Com a desigualdade (2.23) segue então de (2.22) que:
𝑍
𝑍0
≥ 𝑒−𝛽⟨ℋ1⟩0 ou ln𝑍 − ln𝑍0 ≥ −𝛽⟨ℋ1⟩0 (2.24)
Uma vez que 𝐹 = − 1
𝛽
ln𝑍, 𝐹0 = − 1𝛽 ln𝑍0 e ⟨ℋ1⟩0 = ⟨ℋ − ℋ0⟩0, prova-se imediata-
mente a relação (2.17):
𝐹 ≤ 𝐹0 + ⟨ℋ −ℋ0⟩0 (2.25)
𝑥1 0 ⟨𝑥⟩ 1 𝑥2 2
0
0.5
1
1.5
2
2.5
𝑒−⟨𝑥⟩
⟨𝑒−𝑥⟩
𝑒−𝑥1
𝑒−𝑥2
⟨𝑒−𝑥⟩ ≥ 𝑒−⟨𝑥⟩
𝑥
𝑒−
𝑥
Figura 10 – Ilustração gráfica da relação ⟨𝑒−𝑥⟩ ≥ 𝑒−⟨𝑥⟩. A desigualdade de Gibbs-Bogoliubov
provém da convexidade da função exponencial.
3 Uma função 𝑓(𝑥) é convexa se 𝑓
(︀
𝑥1+𝑥2
2
)︀ ≤ 𝑓(𝑥1)+𝑓(𝑥2)2 para todo 𝑥1 e 𝑥2 pertencentes ao domínio. Se o sinal
da desigualdade for invertido, a função é dita côncava.
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Consideremos agora o caso de uma aproximação com dois sítios. Numa rede hipercúbica
temos 𝑁𝑧/2 pares de vizinhos mais próximos4 (número de ligações). Assim, no modelo de Ising:
ℋ = −𝐽
𝑁𝑧/2∑︁
⟨𝑖,𝑗⟩
𝑆𝑖𝑆𝑗 −𝐻
𝑁∑︁
𝑖=1
𝑆𝑖 (2.26)
e
ℋ0 =
∑︁
pares
ℋ2, onde ℋ2 = −𝐽𝑆1𝑆2 − 𝛾(𝑆1 + 𝑆2), (2.27)
em que 𝛾 é o parâmetro variacional, cuja expressão será obtida a seguir.
Temos 𝑁/2 pares de spins no Hamiltoniano tentativa e então:
𝑍0 = 𝑍𝑁/22 , onde 𝑍2 = 2𝑒𝐾 cosh(2𝛽𝛾) + 2𝑒−𝐾 , com 𝐾 = 𝛽𝐽. (2.28)
Logo, a energia livre é:
𝐹0 = −𝑁2𝛽 ln
[︁
2𝑒𝐾 cosh(2𝛽𝛾) + 2𝑒−𝐾
]︁
(2.29)
E assim, a magnetização por sítio com relação a ℋ0 será:
𝑚 = − 1
𝑁
𝜕𝐹0
𝜕𝛾
= senh (2𝛽𝛾)cosh (2𝛽𝛾) + 𝑒−2𝐾 (2.30)
Para o cálculo do segundo termo, ⟨ℋ −ℋ0⟩0, temos:
⟨ℋ⟩0 = −𝐽𝑁𝑧2 𝑚
2 −𝐻𝑁𝑚 e ⟨ℋ0⟩0 = −𝐽𝑁2 𝑚
2 − 𝛾𝑁𝑚 (2.31)
⇒ ⟨ℋ−ℋ0⟩0 = ⟨ℋ⟩0 − ⟨ℋ0⟩0 = −𝐽𝑁𝑧2 𝑚
2 + 𝐽𝑁2 𝑚
2 −𝐻𝑁𝑚+ 𝛾𝑁𝑚
∴ ⟨ℋ −ℋ0⟩0 = −𝑁𝐽2 (𝑧 − 1)𝑚
2 −𝑁(𝐻 − 𝛾)𝑚 (2.32)
Assim:
Φ = 𝐹0 − 𝑁𝐽2 (𝑧 − 1)𝑚
2 −𝑁(𝐻 − 𝛾)𝑚 (2.33)
Minimizando Φ com relação a 𝛾:
𝜕Φ
𝜕𝛾
= −𝑁𝑚 −𝑁𝐽(𝑧 − 1)𝑚𝜕𝑚
𝜕𝛾
−𝑁𝐻𝜕𝑚
𝜕𝛾
+𝑁𝑚 +𝑁𝛾𝜕𝑚
𝜕𝛾
= 0 (2.34)
⇒ [−𝑁𝐽(𝑧 − 1)𝑚−𝑁(𝐻 − 𝛾)] 𝜕𝑚
𝜕𝛾
= 0 (2.35)
Logo, é imediato de (2.35) que:
𝛾 = 𝐽(𝑧 − 1)𝑚+𝐻 (2.36)
4 Cada um dos 𝑁 sítios possui 𝑧 ligações, sendo que cada uma destas é compartilhada entre dois vizinhos.
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Com o parâmetro variacional obtido, substituindo em (2.30), a magnetização torna-se:
𝑚 = senh (2𝐾(𝑧 − 1)𝑚+ ℎ)cosh (2𝐾(𝑧 − 1)𝑚+ ℎ) + 𝑒−2𝐾 , com ℎ = 𝛽𝐻. (2.37)
O método de Oguchi (aproximação de pares) é uma maneira mais direta de melhorar os
resultados de campo médio [9]. A relação (2.37) fornece uma estimativa ligeramente melhor
da temperatura crítica em relação a Eq. (2.16) da aproximação de Weiss. Plotando-se ambas as
curvas de 𝑚× 𝑇 para 𝑧 = 4, por exemplo, pode-se perceber graficamente a diferença (Fig. 11).
O modelo de Ising na ausência de campo foi resolvido de forma exata para a rede quadrada por
Onsager [35] em 1944, sendo a temperatura crítica aproximadamente 2, 269.
0 1 2 3 4
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0.4
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𝑘𝐵𝑇𝑐
𝐽
≃ 3, 776
𝑘𝐵𝑇𝑐
𝐽
= 𝑧 = 4
𝑘𝐵𝑇/𝐽
𝑚
1 spin
2 spins
Figura 11 – Magnetização em função da temperatura reduzida: comparação entre os resultados
nas aproximações de um e dois sítios.
2.4 Interação Dzyaloshinskii-Moriya e campo aleatório
Seja o Hamiltoniano ℋ = −𝐽S1 · S2 descrevendo a interação de troca entre dois spins
no modelo de Heisenberg. ℋ contém um produto escalar dos dois spins S1 e S2, de modo que
a energia é minimizada se eles estiverem numa orientação colinear (paralela ou antipararela).
Qualquer desvio desta configuração está associado a um custo energético. Supondo, por exempo,
que S1 esteja fixo e S2 forme um ângulo com S1, o custo energético é o mesmo independentemente
do desvio ser para um lado ou para outro. Portanto, a interação é simétrica. Quando atua entre
dois spins S1 e S2, a interação Dzyaloshinskii-Moriya, por sua vez, é descrita no Hamiltoniano
pelo termo
ℋ
𝐷𝑀
= −D · (S1 × S2)
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Nota-se que ℋ
𝐷𝑀
contém um produto vetorial que resulta consequentemente num vetor
perpendicular a S1 e S2 vezes (escalar) o vetor DM dado por D. Isto assegura que pode ocorrer
um ganho energético na configuração de ângulo não nulo entre os dois spins. Contudo, o desvio
precisa ser na direção “certa”, uma vez que a direção oposta à configuração de colinearidade seria
energeticamente desfavorável. Assim, a rotação do spin é favorecida em um sentido particular,
de modo que se descreve a interação DM como sendo de natureza antissimétrica, servindo
em aplicações a fenômenos com a presença de quiralidade [15], a exemplo das estruturas
denominadas Skyrmions [36, 37]. A ação da interação DM (tendência em rotacionar os spins
em pequenos ângulos) mais comumente ocorre em antiferromagnetos, resultando no efeito
conhecido como ferromagnetismo fraco [6], como é o caso do composto La2CuO4 [38, 39].
Em anos recentes, a interação DM (levando-se em conta o efeito spin-órbita) tem sido vas-
tamente investigada em diversos modelos aplicados ao estudo de sistemas com emaranhamento
quântico [40–44]. Os trabalhos a respeito do emaranhamento usualmente tratam do conceito de
“discórdia quântica” [45], do inglês quantum discord, que foi elaborado basicamente para quanti-
ficar o quanto as correlações entre partículas e conjuntos de partículas estão em desacordo com
as leis clássicas da Física. Trata-se de uma quantidade introduzida por Henderson e Vedral [46] e
(independentemente) Ollivier e Zurek [47], para a quantificação de correlações não clássicas.
Num certo sentido a interação DM é uma espécie de correção (ou aperfeiçoamento) do
modelo de Heisenberg usual e outras abordagens para tratar sistemas magnéticos também tem
sido adotadas. E, com intuito particular para obtenção de pontos tricríticos (como também é
um dos aspectos largamente credenciados nos modelos com interação DM). Nesse contexto,
ao longo dos recentes anos tem aumentado o interesse também nos modelos de spins em
presença de campo magnético aleatório. O modelo de Ising em campo magnético aleatório foi
introduzido inicialmente por Larkin [48] para supercondutores e posteriormente generalizado
por Imry e Ma [49]. Este modelo foi largamente estudado ao longo das últimas décadas desde
a sua proposição e é útil na descrição de uma série de sistemas, tais como transição de fase
estrutural em ligas aleatórias e misturas de fluidos binários em meios porosos aleatórios [50].
Além disso, antiferromagnetos diluídos, tais como Fe𝑥Zn1−𝑥F2, Rb2Co𝑥Mg1−𝑥F4 e Co𝑥Zn1−𝑥F2
em campo magnético homogêneo comportam-se como ferromagnetos na presença de campo
aleatório [51, 52]. De modo geral, uma distribuição de campo magnético aleatório produz
efeitos drásticos nos diagramas de fase e propriedades magnéticas do sistema considerado.
Sistemas de Ising sob influência de distribuições simétricas discretas, como bimodal [53] e
trimodal [19] apresentam comportamento tricrítico, enquanto para distribuições simétricas
contínuas (gaussianas) ocorrem apenas transições de segunda ordem [54].
No presente trabalho faremos a aplicação da distribuição de probabilidade “quenched”
descrita por:
𝑃 (𝐻𝑖) = 𝑝 𝛿(𝐻𝑖) +
1− 𝑝
2
[︂
𝛿(𝐻𝑖 −𝐻) + 𝛿(𝐻𝑖 +𝐻)
]︂
, (2.38)
em que 𝑝 é um número real (0 ≤ 𝑝 ≤ 1) medindo a probabilidade de encontrar o campo
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magnético aleatório 𝐻𝑖 = 0, (1− 𝑝 ) /2 para campo magnético aleatório 𝐻𝑖 = ±𝐻e 𝛿 é a função
delta de Dirac. Se 𝑝 = 0, tem-se o caso de uma distribuição bimodal, com igual probailidade
para os campos longitudinais ±𝐻 .
Os efeitos de campo aleatório no modelo de Heisenberg também vêm sendo tratados
principalmente para o caso spin 1/2. Albuquerque e Arruda [55] estudaram as características de
uma transição de fase com uma distribuição bimodal de campo no modelo de Heisenberg spin
1/2 através da teoria de campo efetivo para dois sítios, tendo sido encontrado ponto tricrítico.
Posteriormente, Albuquerque et al. [56] trataram o mesmo sistema com efeito amorfo. Sousa
et al. [57] estudaram os efeitos de uma distribuição bimodal de campo aleatório na transição
de fase do modelo de Heisenberg clássico e quântico de spin 1/2 por meio da teoria de campo
efetivo com dois sítios e também obtiveram comportamento tricrítico no sistema. Akıncı [52]
realizou um estudo dos efeitos de uma distribuição trimodal no modelo de Heisenberg quântico
anisotrópico (spin 1/2) para redes cúbica simples e cúbica de corpo centrado, via formalismo
EFT (teoria de campo efetivo). Recentemente, usando campo efetivo Santos Filho et al. [58]
também investigaram o comportamento crítico do modelo de Heisenberg clássico de spin 1/2
diluído e na presença de campo aleatório com distribuição trimodal.
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3 Resultados e Discussões
Neste capítulo são discutidos os diagramas de fases e as propriedades termodinâmicas
do modelo de Heisenberg ferromagnético para os casos spin 1/2 e spin 1 com interação DM e
campo magnético aleatório. O formalismo é desenvolvido por meio de uma aproximação de
pares, mais conhecida como método de Oguchi [22, 34]. O capítulo está organizado em três
seções, conforme a descrição a seguir. Na Seção 3.1 são mostrados o formalismo e os resultados
para o caso spin 1/2, enquanto a Seção 3.2 é dedicada à apresentação do formalismo e resultados
para o caso spin 1. Por fim, algumas considerações e discussões de trabalhos relacionados são
abordadas na Seção 3.3, que demonstra, por exemplo, a aplicação do modelo de Heisenberg
spin 1 com anisotropia de campo cristalino para um cluster de três sítios nas redes kagomé e
triangular.
3.1 Modelo de Heisenberg spin 1/2 com interação DM e campo
magnético aleatório
O Hamiltoniano do modelo é descrito por:
ℋ = −∑︁
⟨𝑖,𝑗⟩
𝐽𝑖𝑗[(1−Δ)(𝑆𝑥𝑖 𝑆𝑥𝑗 + 𝑆𝑦𝑖 𝑆𝑦𝑗 ) + 𝑆𝑧𝑖 𝑆𝑧𝑗 ]−
∑︁
⟨𝑖,𝑗⟩
D𝑖𝑗 · (S𝑖 × S𝑗)−
∑︁
𝑖
H𝑖 · S𝑖, (3.1)
onde os termos dos somatórios representam a interação de troca anisotrópica, a interação DM e
o campo magnético aleatório, respectivamente. No primeiro termo, considera-se 𝐽𝑖𝑗 = 𝐽 > 0
(caso ferromagnético), Δ ∈ [0, 1] diz respeito ao parâmetro anisotrópico que define o modelo:
Δ = 0 e Δ = 1 correspondem aos modelos de Heisenberg isotrópico e Ising, respectivamente.
Em se tratando da presença de campo magnético externo, a terceira soma corresponde à interação
Zeeman. Além disso, 𝑆𝛾𝑖 (𝛾 = 𝑥, 𝑦, 𝑧) são as componentes do operador de spin 1/2 no sítio 𝑖 de
uma dada rede.
Consideraremos que D = 𝐷z e H = 𝐻z, ou seja, D e H estando na direção z. Aplicando-
se então uma aproximação axial, de modo que se considera o sistema com ordenamento prefe-
rencial na direção z, o Hamiltoniano efetivo (−𝛽ℋ) para um cluster de dois sítios será dado por:
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−𝛽ℋ12 = 𝐾[(1−Δ)(𝑆𝑥1𝑆𝑥2 + 𝑆𝑦1𝑆𝑦2 ) + 𝑆𝑧1𝑆𝑧2 ] + 𝐿(𝑆𝑥1𝑆𝑦2 − 𝑆𝑦1𝑆𝑥2 ) + 𝑥𝑆𝑧1 + 𝑦𝑆𝑧2 , (3.2)
sendo que 𝐾 = 𝛽𝐽, 𝐿 = 𝛽𝐷, 𝛽 = 1/𝑘𝐵𝑇 (𝑘𝐵 é a constante de Boltzmann e 𝑇 é a temperatura),
𝑥 = 𝐾(𝑧 − 1)𝑚 + ℎ1, 𝑦 = 𝐾(𝑧 − 1)𝑚 + ℎ2 com ℎ𝑖 = 𝐻𝑖/𝑘𝐵𝑇 (𝑖 = 1, 2) e 𝑧 é o número de
coordenação.
Matricialmente, a Eq. (3.2) é representada por1:
−𝛽ℋ12 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝐾 + 𝑥+ 𝑦 0 0 0
0 −𝐾 + 𝑥− 𝑦 2𝛼 0
0 2𝛼* −𝐾 − (𝑥− 𝑦) 0
0 0 0 𝐾 − (𝑥+ 𝑦)
⎤⎥⎥⎥⎥⎥⎥⎦ , (3.3)
em que 𝛼 = 𝐾(1−Δ) + 𝑖𝐿 e, consequentemente, 𝛼* = 𝐾(1−Δ)− 𝑖𝐿.
Considerando 𝑤 = 𝛼*𝛼 = 𝛼𝛼* = |𝛼|2, os quatro autovalores obtidos a partir de (3.3)
são:
𝜆1 = 𝐾 + 𝑥+ 𝑦
𝜆2 = 𝐾 − (𝑥+ 𝑦)
𝜆3 = −𝐾 +
√︁
(𝑥− 𝑦)2 + 4𝑤
𝜆4 = −𝐾 −
√︁
(𝑥− 𝑦)2 + 4𝑤
A função de partição do modelo tem, portanto, a seguinte expressão:
𝑍 =
4∑︁
𝑛=1
𝑒𝜆𝑛 = 2𝑒𝐾
[︂
cosh(𝑥+ 𝑦) + 𝑒−2𝐾 cosh
(︂√︁
(𝑥− 𝑦)2 + 4𝑤
)︂]︂
,
com 𝑤 = 𝐾2 [(1−Δ)2 + (𝐷/𝐽)2], em termos das variáveis primárias.
A magnetização (média térmica), por sua vez, é dada por:
𝑚 =
⟨
𝑆𝑧1 + 𝑆𝑧2
2
⟩
= 12
(𝑆𝑧1 + 𝑆𝑧2)𝑒−𝛽ℋ12
𝑍
= 12
(︃
𝜕 ln𝑍
𝜕𝑥
+ 𝜕 ln𝑍
𝜕𝑦
)︃
∴ 𝑚 = senh(𝑥+ 𝑦)
cosh(𝑥+ 𝑦) + 𝑒−2𝐾 cosh
(︁√︁
(𝑥− 𝑦)2 + 4𝑤
)︁ (3.4)
1 Uma maneira simples e elegante de se obter tal representação consiste no uso do produto de Krocecker com as
matrizes de Pauli, conforme é mostrado no Apêndice A. Desta forma, evita-se o uso explícito de conjuntos de
bases para a construção dos elementos da matriz que representa o Hamiltoniano [59]. Para maiores detalhes e
uma abordagem mais completa, ver Refs. [60–62].
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A energia livre reduzida (função da temperatura e da magnetização) para um cluster de
dois sítiios é dada por [14, 34, 63]:
𝑓 ≡ 𝐹
𝑁𝐽
= (𝑧 − 1)𝑚2 −𝐾−1 ln𝑍 (3.5)
O primeiro termo de (3.5) surge da aplicação do princípio variacional (desigualdade
de Gibbs-Bogoliubov) conforme discutido na Subseção 2.3.2. A energia livre é a ferramenta
essencial para a análise das transições de fase de primeira ordem.
Para dar sentido físico completo à Eq. (3.4) aplica-se a média configuracional sobre as
variáveis independentes ℎ𝑖 (lembrando que 𝑥 = 𝐾(𝑧 − 1)𝑚 + ℎ1 e 𝑦 = 𝐾(𝑧 − 1)𝑚 + ℎ2),
considerando a distribuição de probabilidades. Será empregada a distribuição trimodal de campo
aleatório dada na Eq. (2.38) com ℎ𝑖 = 𝐻𝑖/𝑘𝐵𝑇 :
𝑃 (ℎ𝑖) = 𝑝𝛿(ℎ𝑖) +
1− 𝑝
2 [𝛿(ℎ𝑖 + ℎ) + 𝛿(ℎ𝑖 − ℎ)] (3.6)
Desse modo, denotando ⟨· · ·⟩𝑐 por média configuracional:
⟨𝑚⟩𝑐 =
∫︁ ∏︁
𝑖
𝑑ℎ𝑖𝑃 (ℎ𝑖)𝑚 (3.7)
Aplicando as Eqs. (3.4) e (3.6) em (3.7), a expressão obtida é dada no Apêndice B. Por
simplicidade e conveniência, a partir daqui a notação se manterá 𝑚 ≡ ⟨𝑚⟩𝑐, de modo que ao se
usar 𝑚 já estarão implícitas as médias térmica e configuracional da magnetização.
O mesmo procedimento é feito para a energia livre [54, 64]:
𝑓 ≡ ⟨𝑓⟩𝑐 =
∫︁ ∏︁
𝑖
𝑑ℎ𝑖𝑃 (ℎ𝑖) ln
[︁
Tr
(︁
𝑒−𝛽ℋ
)︁]︁
(3.8)
Na vizinhança da linha de transição de segunda ordem naturalmente assume-se que 𝑚
tem um valor muito pequeno, o que sugere uma expansão em série do lado direito da Eq. (3.4)
em torno de 𝑚 = 0 (teoria de Landau):
𝑚 ≃ 𝑎𝑚+ 𝑏𝑚3 + 𝑐𝑚5 + · · · (3.9)
Resolvendo (3.9) na vizinhança da transição de segunda ordem2, termos:
𝑚2 = 1− 𝑎
𝑏
(3.10)
Os coeficientes da expansão3 dependem da temperatura e de todos os parâmetros envolvi-
dos no modelo descrito pela Eq. (3.1). Dessa forma, a expansão em potências da magnetização
𝑚 pode ser diretamente usada para localizar as linhas de transição de segunda ordem e os pontos
2 Considerando, no segundo membro, até o termo de ordem cúbica da expansão.
3 As expressões dos coeficientes 𝑎 e 𝑏 são mostradas no Apêndice C.
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tricríticos. As temperaturas críticas correspondentes às transições de segunda ordem obedecem
à condição 𝑎 = 1, 𝑏 < 0, enquanto os pontos tricríticos são localizados pela condição 𝑎 = 1 e
𝑏 = 0. Além disso, as temperaturas críticas das transições descontínuas (de primeira ordem) são
obtidas a partir da comparação da energia livre nas fases ordenada e desordenada, ou seja, 𝐹 (𝑚)
e 𝐹 (0). A seguir são mostrados os diagramas de fases do modelo. Em todos os diagramas de
fases bidimensionais apresentados convenciona-se que as curvas cheias (contínuas) representam
transições de segunda ordem, enquanto as tracejadas correspondem às transições de primeira
ordem. Entre as duas transições o ponto tricrítico é demarcado por um ponto no diagrama.
Consideraremos 𝑧 = 6 (para o caso de uma rede cúbica simples).
3.1.1 Diagramas de fases
A Fig. 12 mostra o diagrama de fases em três dimensões que descreve o comportamento
crítico do sistema para 𝑝 = 0 (distribuição bimodal do campo aleatório).
Figura 12 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 × 𝐷/𝐽 × ℎ para 𝑝 = 0, mostrando a superfície de
transição de segunda ordem, delimitada pelas linhas de pontos tricríticos.
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Para cada par de coordenadas (ℎ, 𝐷/𝐽) há uma correspondente temperatura crítica (de
segunda ordem) 𝑘𝐵𝑇𝑐/𝐽 , de modo que toda a região crítica de segunda ordem é mostrada pela
superfície colorida no diagrama, sendo esta delimitada pelas linhas vermelhas que indicam as
soluções para pontos tricríticos. Tomando-se valores nulos de ℎ e 𝐷/𝐽 , temos uma única solução
para a temperatura crítcia: 𝑘𝐵𝑇𝑐/𝐽(ℎ = 0, 𝐷/𝐽 = 0) ≃ 5, 9. À medida que se vai aumentando
estes parâmetros, por outro lado, ocorre uma diminuição das temperaturas crítiticas, até que
eventualmente se chega num ponto tricrítico, a partir do qual teremos transições de primeira
ordem, cujas linhas serão mostradas nos diagramas bidimensionais seguintes (ver, por exemplo,
Fig. 15).
É interessante ressaltar que as soluções para pontos tricríticos, conforme a condição
𝑎 = 1 e 𝑏 = 0 continuam indefinidamente a partir de uma temperatura crítica mínima de
aproximadamente 0, 8. Desse modo, só foram incluídos dados para o gráfico do diagrama em 3D
mostrado na Fig. 12 até a temperatura crítica 𝑘𝐵𝑇𝑐/𝐽 = 2. Tomando-se valores de temperaturas
abaixo disto, chega-se gradativamente a um limite em que a superfície de transição de segunda
ordem continua constante à medida que se aumenta ℎ e 𝐷/𝐽 , de modo que no diagrama 𝐷/𝐽×ℎ,
𝐷/𝐽 cresce de forma diretamente proporcional ao aumento do campo ℎ e vice-versa. Nesta
situação, as linhas de pontos tricríticos seguem também paralelamente, delimitando as soluções
de segunda ordem. Os resultados estão, pois, suprimidos nesta região. Já para o modelo spin 1,
que será discutido na Seção 3.2, tal comportamento não ocorre.
Na Fig. 13 é apresentado o comportamento do diagrama 𝑘𝐵𝑇𝑐/𝐽 × ℎ× 𝑝, para diferentes
valores de 𝑝 considerando 𝐷/𝐽 = 0. Para cada 𝑝 dado é obtida uma curva de temperatura crítica
vs. campo aleatório. Se 𝑝 = 1, por exemplo, obtém-se uma reta, sendo a temperatura crítica
invariável em relação ao campo, uma vez que para este valor de probabilidade, de acordo com a
distribuição trimodal, apenas o valor nulo do campo é levado em conta na média configuracional.
Para valores de 𝑝 menores, começa a ocorrer a contribuição de probabilidades de se ter campo
±ℎ, sendo que para 𝑝 = 0, 9, por exemplo, já se observa uma ligeira variação/diminuição
da temperatura crítica com o aumento do campo. Este é um comportamento esperado, já que
o aumento do campo aleatório tem como efeito justamente promover um desordenamento e
este, por sua vez, está diretamente associado à transição de fase que acontece, indentificada
pela temperatura crítica. Quanto maior a presença de desordem no sistema, menores são as
temperaturas críticas.
Por outro lado, a curva de pontos tricríticos (em vermelho) demarca o início das linhas
de primeira ordem (tracejadas) para 𝑝 = 0, 𝑝 = 0, 1 e 𝑝 = 0, 2. O ponto no diagrama em que
termina a linha de pontos tricríticos, demarcado pela esfera em vermelho, representa o valor de 𝑝
para o qual cessa a ocorrência de comportamento tricrítico (que será denotado por 𝑝*). Ou seja,
para o intervalo de valores 0 ≤ 𝑝 ≤ 0, 266 o sistema exibe pontos tricríticos e transições de fase
de primeira ordem. Os valores dos pontos tricríticos para cada 𝑝 apresentado no diagrama são
dados na Tab. 2.
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Figura 13 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 × ℎ× 𝑝. As linhas contínuas com 𝑝 constante correspon-
dem às transições de segunda ordem. As transições de primeira ordem, por sua vez,
são dadas pelas curvas tracejadas. Para valores de 𝑝 > 𝑝*, todas as transições são de
segunda ordem.
Tabela 2 – Coordenadas de pontos tricríticos para valores selecionados de 𝑝 para o caso spin 1/2.
—𝑝— ——ℎ𝑡—— —𝑇𝑡—
0 2, 598 3, 771
0, 1 2, 814 3, 646
0, 2 3, 116 3, 401
𝑝* ≃ 0, 266 3, 448 2, 714
Para maiores detalhes em relação ao diagrama tridimensional apresentado na Fig. 12,
serão mostradas a seguir algumas curvas de níveis (com valores constantes de temperatura) em
duas dimensões. Desse modo, o que se observa nos diagramas 𝐷/𝐽 × ℎ (Figs. 14 e 15) são
curvas isotermas críticas de primeira e segunda ordem e os pontos tricríticos, sendo que na
Fig. 14 são dadas as curvas de segunda ordem até a temperatura crítica 𝑘𝐵𝑇𝑐/𝐽 = 4, enquanto
a Fig. 15 mostra transições de segunda e de primeira ordem para temperaturas 𝑘𝐵𝑇𝑐/𝐽 = 3, 5,
𝑘𝐵𝑇𝑐/𝐽 = 3 e 𝑘𝐵𝑇𝑐/𝐽 = 2, 5. Como pode ser visto do comportamento das curvas, para que se
mantenha uma mesma temperatura crítica, à medida que se aumenta o valor do campo aleatório,
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o valor do parâmetro DM diminui e vice-versa. Isso significa que ambas as variáveis contribuem
para a desordem, levando o sistema a uma transição de fase. De um ponto de vista qualitativo,
para cada curva de temperatura crítica há uma relação proporcionalmente inversa entre o campo
aleatório ℎ e o parâmetro 𝐷/𝐽 .
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 50 , 0
0 , 5
1 , 0
1 , 5
2 , 0
2 , 5
3 , 0
 k B T c / J  =  5 , 8 k B T c / J  =  5 , 4 k B T c / J  =  5 , 0 k B T c / J  =  4 , 5 k B T c / J  =  4 , 0
D/J
h
Figura 14 – Isotermas críticas no plano 𝐷/𝐽 × ℎ para transições de segunda ordem.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 00 , 0
0 , 5
1 , 0
1 , 5
2 , 0
2 , 5
3 , 0
3 , 5
 k B T c / J  =  2 , 5 k B T c / J  =  3 , 0 k B T c / J  =  3 , 5
 
 
D/J
h
Figura 15 – Isotermas críticas no plano 𝐷/𝐽 × ℎ correspondentes a transições de primeira e de
segunda ordem, com a presença de pontos tricríticos separando-as.
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O comportamento da temperatura crítica em relação ao parâmetro DM (com ℎ fixo) e
da temperatura crítica em relação ao campo magnético aleatório (para valores fixos de 𝐷/𝐽) é
mostrado, respectivamente, nas Figs. 16 e 17, incluindo as linhas de transição de primeira ordem.
No primeiro caso, 𝑘𝐵𝑇𝑐/𝐽 × 𝐷/𝐽 , à medida que se aumenta o valor do campo aleatório, as
temperaturas críticas diminuem, enquanto no diagrama 𝑘𝐵𝑇𝑐/𝐽 × ℎ, as temperaturas decrescem
com o aumento de 𝐷/𝐽 .
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 0 3 , 50
1
2
3
4
5
6
 h = 0 , 0   h = 1 , 0 h = 1 , 5
 
D / J
k BT
c/J
Figura 16 – Diagrama 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para valores constantes de ℎ.
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 D / J = 0 , 0 D / J = 1 , 0 D / J = 2 , 0
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Figura 17 – Diagrama 𝑘𝐵𝑇𝑐/𝐽 × ℎ para valores constantes de 𝐷/𝐽 .
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3.1.2 Caso 𝑝 = 1
A seguir são apresentados os resultados para o caso 𝑝 = 1. Para este valor, de acordo
com a distribuição (3.6) o campo aleatório é completamente eliminado das equações obtidas,
retomando-se o caso das Refs. [22, 63, 65]. Nesta situação, tem-se o modelo de Heisenberg com
interação DM na ausência de campo.
O diagrama de fases, neste caso, para diferentes valores de Δ, é mostrado na Fig. 18.
Quando 𝐷/𝐽 → 0 temos as temperaturas críticas do modelo puro: 𝑘𝐵𝑇𝑐/𝐽(Δ = 1) = 5, 847,
𝑘𝐵𝑇𝑐/𝐽(Δ = 0, 2) = 5, 766 e 𝑘𝐵𝑇𝑐/𝐽(Δ = 0) = 5, 719. À medida que 𝐷/𝐽 vai aumentando a
partir de zero, as temperaturas da transição de segunda ordem vão decrescendo até atingirem
o ponto tricrítico (𝑇𝑡, 𝐷𝑡), ponto final da linha de pontos críticos de segunda ordem. Para o
ponto tricrítico (PTC) encontra-se que a temperatura crítica independe do parâmetro Δ, valendo
𝑇𝑡 = 10/3, enquanto o parâmetro DM é dado por 𝐷𝑡 =
√︁
10, 75− (1−Δ)2. Analiticamente,
as coordenadas do PTC são dadas pelas expressões:
𝑇𝑡 =
2
3(𝑧 − 1) e 𝐷𝑡 =
√︃
1
4𝑇
2
𝑡 arccosh2(2𝑒2/𝑇𝑡)− (1−Δ)2 (3.11)
Nota-se, assim, de (3.11), que o valor de temperatura é dependente apenas do número de
coordenação.
A partir do PTC, a transição de primeira ordem se dá com o aumento de𝐷/𝐽 e decréscimo
da temperatura crítica. No limite 𝑘𝐵𝑇𝑐/𝐽 → 0, o valor crítico de 𝐷/𝐽 é dado numericamente
por 𝐷𝑐 =
√︁
12, 25− (1−Δ)2.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 0 3 , 5
1
2
3
4
5
6
 ∆ = 1 ∆ = 0 , 2 ∆ = 0
D / J
k BT
c/J
 
Figura 18 – Diagrama 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para valores constantes de Δ.
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Explorado o diagrama de fases, as propriedades termodinâmicas abordadas a seguir são
para Δ = 1 (Ising).
Magnetização
A expressão da magnetização a campo nulo é dada por:
𝑚 = senh(2𝛾0)cosh(2𝛾0) + 𝑒−2𝐾 cosh(2
√
𝑤) , (3.12)
onde 𝛾0 = 𝐾(𝑧 − 1)𝑚 e 𝑤 = 𝐾2[(1−Δ)2 + (𝐷/𝐽)2], que é obtida considerando-se 𝑝 = 1 na
expressão (B.1).
O gráfico para alguns valores constantes de 𝐷/𝐽 é apresentado na Fig. 19. Quando
𝐷/𝐽 = 0, 8 e 𝐷/𝐽 = 3 a magnetização decresce continuamente até atingir as temperaturas
críticas, ocorrendo assim transições de segunda ordem. Já para 𝐷/𝐽 = 3, 38 e 𝐷/𝐽 = 3, 42
ocorrem transições de primeira ordem, de modo que a magnetização descresce com o aumento
de 𝑘𝐵𝑇/𝐽 até um valor não nulo no qual salta descontinuamente para zero, o que é indicado
pelas linhas pontilhadas verticais. As linhas tracejadas com as cores correspondentes à legenda
são soluções instáveis, como no caso das reentrâncias que aparecem quando 𝐷/𝐽 = 3, 38 e
𝐷/𝐽 = 3, 42.
0 1 2 3 4 5 60 , 0
0 , 2
0 , 4
0 , 6
0 , 8
1 , 0  D / J  = 0 , 8 D / J  = 3 , 0 D / J  = 3 , 3 8 D / J  = 3 , 4 2
m 0
k B T / J
Figura 19 – Gráfico da variação da magnetização com a temperatura para valores selecionados
𝐷/𝐽 e Δ = 1.
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Energia interna
A campo nulo, a energia interna é definida por [22]:
𝑢 = ⟨ℋ⟩
𝐽𝑁
= −𝜕 ln𝑍
𝜕𝐾
(3.13)
𝑢 =
𝑒−𝐾
[︁
cosh (2
√
𝑤)− 2
(︁√
𝑤
𝐾
)︁
senh (2
√
𝑤)
]︁
− 𝑒𝐾
[︁
cosh (2𝛾0) + 2
(︁
𝛾0
𝐾
)︁
senh (2𝛾0)
]︁
cosh (2𝛾0) + 𝑒−2𝐾 cosh (2
√
𝑤) , (3.14)
onde 𝛾0 = 𝐾(𝑧 − 1)𝑚 e 𝑤 = 𝐾2[(1−Δ)2 + (𝐷/𝐽)2]. O gráfico é apresentado na Fig. 20.
0 1 2 3 4 5 6 7 8- 1 2
- 1 0
- 8
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 D / J  = 0 , 8 D / J  = 3 , 0 D / J  = 3 , 3 8 D / J  = 3 , 4 2
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Figura 20 – Gráfico da variação da energia interna em função da temperatura com Δ = 1, para
alguns valores de 𝐷/𝐽 indicados na legenda.
As curvas de 𝑢 em função de 𝑘𝐵𝑇𝑐/𝐽 para Δ = 1 e valores selecionados de 𝐷/𝐽 mostram
um comportamento crescente à medida que se aumenta a temperatura. Quando a temperatura
tende a zero, a energia reduzida fornece o valor 𝑢 = −11. As descontinuidades vistas no gráfico
indicam os pontos de transição de fase, nos quais temos as temperaturas críticas, sendo que
para 𝐷/𝐽 = 3, 38 e 𝐷/𝐽 = 3, 42 as transições são de primeira ordem, o que se caracteriza pelo
“salto” indicado pelas linhas tracejadas.
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Calor específico
Por diferenciação numérica da energia interna obtém-se o gráfico do calor específico 𝑐
em funão da temperatura 𝑘𝐵𝑇𝑐/𝐽 . Matematicamente: 𝑐 = 𝜕𝑢/𝜕𝑇 . Assim como no caso anterior,
da energia interna, as descontinuidades indicam os pontos de transição de fase.
0 1 2 3 4 5 6 7 80
1
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5
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 D / J = 0 , 8 D / J = 3 , 0 D / J = 3 , 3 8 D / J = 3 , 4 2
c
Figura 21 – Calor específico em função da temperatura com Δ = 1 para valores constantes de
𝐷/𝐽 .
Susceptibilidade magnética
A susceptibilidade magnética a campo nulo é obtida a partir da relação
𝜒 = 𝜕𝑚
𝜕ℎ
⃒⃒⃒⃒
⃒
ℎ=0
, (3.15)
usando 𝑚 da Eq. (3.12) com 𝛾0 = 𝐾(𝑧 − 1)𝑚 + ℎ, considerando-se a presença do campo
externo.
Assim, temos:
𝜒 = 1 + 𝑒
−2𝐾 cosh (2𝛾0) cosh (2
√
𝑤)
2
(︁
𝛾0
𝑚
)︁
[1 + 𝑒−2𝐾 cosh (2𝛾0) cosh (2
√
𝑤)]− [cosh (2𝛾0) + 𝑒−2𝐾 cosh (2√𝑤)]2
, (3.16)
sendo agora, em (3.16), 𝛾0 = 𝐾(𝑧 − 1)𝑚 e 𝑤 = 𝐾2[(1−Δ)2 + (𝐷/𝐽)2].
O gráfico da Fig. 22 mostra o comportamento da susceptibilidade a campo nulo em
função da temperatura reduzida para a rede cúbica simples com parâmetro anisotrópico Δ = 1,
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para valores constantes 𝐷/𝐽 = 3, 38, 3, 42. Pode se ver a ocorrência de descontinuidades
na temperatura crítica de primeira ordem. Para 𝑇 > 𝑇𝑐, na fase paramagnética (𝑚0 = 0), a
susceptibilidade apresenta um máximo, comportamento anômalo atribuído à competição entre as
interações 𝐽 e DM [22].
0 1 2 3 4 5 6 7 80
1
2
3
4
5  D / J  = 3 , 3 8 D / J  = 3 , 4 2
k B T / J
χ
0
Figura 22 – Susceptibilidade magnética a campo nulo em função da temperatura com Δ = 1
para valores selecionados 𝐷/𝐽 .
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3.2 Modelo de Heisenberg spin 1 com interação DM e campo
magnético aleatório
Matematicamente, o Hamiltoniano é o mesmo da Eq. (3.1):
ℋ = −∑︁
⟨𝑖,𝑗⟩
𝐽𝑖𝑗[(1−Δ)(𝑆𝑥𝑖 𝑆𝑥𝑗 + 𝑆𝑦𝑖 𝑆𝑦𝑗 ) + 𝑆𝑧𝑖 𝑆𝑧𝑗 ]−
∑︁
⟨𝑖,𝑗⟩
D𝑖𝑗 · (S𝑖 × S𝑗)−
∑︁
𝑖
H𝑖 · S𝑖 (3.17)
Novamente os termos em (3.17) representam, sequencialmente, interações de troca aniso-
trópicas, a interação DM e um campo magnético aleatório, sendo que 𝑆𝛾𝑖 (𝛾 = 𝑥, 𝑦, 𝑧) representa
as componentes do operador de spin 1 no sítio 𝑖.
Aplicando a aproximação axial com H = 𝐻z, D = 𝐷z e 𝐽𝑖𝑗 = 𝐽 > 0 (modelo
ferromagnético), o Hamiltoniano efetivo para um par spins mais uma vez será dado por:
−𝛽ℋ12 = 𝐾[(1−Δ)(𝑆𝑥1𝑆𝑥2 + 𝑆𝑦1𝑆𝑦2 ) + 𝑆𝑧1𝑆𝑧2 ] + 𝐿(𝑆𝑥1𝑆𝑦2 − 𝑆𝑦1𝑆𝑥2 ) + 𝑥𝑆𝑧1 + 𝑦𝑆𝑧2 , (3.18)
onde 𝐾 = 𝛽𝐽, 𝐿 = 𝛽𝐷, 𝛽 = 1/𝑘𝐵𝑇 (𝑘𝐵 é a constante de Boltzmann e 𝑇 é a temperatura),
𝑥 = 𝐾(𝑧 − 1)𝑚 + ℎ1, 𝑦 = 𝐾(𝑧 − 1)𝑚 + ℎ2 com ℎ𝑖 = 𝐻𝑖/𝑘𝐵𝑇 (𝑖 = 1, 2) e 𝑧 é o número de
coordenação.
De modo análogo ao que foi feito para o caso spin 1/2, mas agora fazendo uso das
matrizes de Pauli para 𝑆 = 1 (dadas no Apêndice A), a Eq. (3.18) será representada pela matriz
9× 9:
−𝛽ℋ12 =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
h11 0 0 0 0 0 0 0 0
0 𝑥 0 𝛼 0 0 0 0 0
0 0 h33 0 𝛼 0 0 0 0
0 𝛼* 0 𝑦 0 0 0 0 0
0 0 𝛼* 0 0 0 𝛼 0 0
0 0 0 0 0 −𝑦 0 𝛼 0
0 0 0 0 𝛼* 0 h77 0 0
0 0 0 0 0 𝛼* 0 −𝑥 0
0 0 0 0 0 0 0 0 h99
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (3.19)
onde h11 = 𝐾 + 𝑥 + 𝑦, h33 = −𝐾 + 𝑥 − 𝑦, h77 = −𝐾 − (𝑥 − 𝑦), h99 = 𝐾 − (𝑥 + 𝑦),
𝛼 = 𝐾(1−Δ) + 𝑖𝐿 e, consequentemente, 𝛼* = 𝐾(1−Δ)− 𝑖𝐿.
Conforme esperado, assim como no caso spin 1/2, a matriz −𝛽ℋ12 dada pela Eq. (3.19)
é Hermitiana, pois coincide com o complexo conjugado de sua transposta4. Desse modo, trata-se
de uma matriz quadrada e seus elementos, simétricos em relação à diagonal (com elementos
reais), são conjugados, ou seja:
h𝑖𝑗 = h*𝑗𝑖 para 𝑖 ̸= 𝑗.
4 Uma matriz ℳ é Hermitiana se obedece à condição ℳ = (ℳ𝑇 )* ou ℳ*𝑗𝑖 =ℳ𝑖𝑗 .
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Com o cálculo dos autovalores da matriz (3.19) podemos montar a função de partição e
com isso obter todas as demais propriedades do sistema. Considerando 𝑤 = 𝛼*𝛼 = 𝛼𝛼* = |𝛼|2,
os nove autovalores5 obtidos são:
𝜆1 = 𝐾 + 𝑥+ 𝑦
𝜆2 = 𝐾 − (𝑥+ 𝑦)
𝜆3 =
𝑥+ 𝑦 +
√︁
(𝑥− 𝑦)2 + 4𝑤
2
𝜆4 =
𝑥+ 𝑦 −
√︁
(𝑥− 𝑦)2 + 4𝑤
2
𝜆5 =
−(𝑥+ 𝑦) +
√︁
(𝑥− 𝑦)2 + 4𝑤
2
𝜆6 =
−(𝑥+ 𝑦)−
√︁
(𝑥− 𝑦)2 + 4𝑤
2
𝜆7 = −2𝐾3 +
2
√︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
3 cos
⎡⎢⎢⎣13 arccos
⎛⎜⎜⎝𝐾
(︁
𝐾2 + 9𝑤 − 9 (𝑥− 𝑦)2
)︁
√︂(︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
)︁3
⎞⎟⎟⎠
⎤⎥⎥⎦
𝜆8 = −2𝐾3 −
2
√︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
3 cos
⎡⎢⎢⎣13 arccos
⎛⎜⎜⎝𝐾
(︁
𝐾2 + 9𝑤 − 9 (𝑥− 𝑦)2
)︁
√︂(︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
)︁3
⎞⎟⎟⎠
⎤⎥⎥⎦
𝜆9 = −2𝐾3 −
2
√︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
3 cos
⎡⎢⎢⎣𝜋3 +13 arccos
⎛⎜⎜⎝𝐾
(︁
𝐾2 + 9𝑤 − 9 (𝑥− 𝑦)2
)︁
√︂(︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
)︁3
⎞⎟⎟⎠
⎤⎥⎥⎦
Com os autovalores dados acima, a função de partição 𝑍 do modelo será dada pela
seguinte expressão:
𝑍 =
9∑︁
𝑛=1
𝑒𝜆𝑛 = 2𝑒𝐾 cosh (𝑥+ 𝑦) + 4 cosh
(︂
𝑥+ 𝑦
2
)︂
cosh
⎛⎝
√︁
(𝑥− 𝑦)2 + 4𝑤
2
⎞⎠
=+ 2𝑒−2𝐾/3 cosh
⎧⎪⎪⎨⎪⎪⎩
2
√︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
3 cos
⎡⎢⎢⎣13 arccos
⎛⎜⎜⎝𝐾
(︁
𝐾2 + 9𝑤 − 9 (𝑥− 𝑦)2
)︁
√︂(︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
)︁3
⎞⎟⎟⎠
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭
=+ exp
⎧⎪⎪⎨⎪⎪⎩−
2𝐾
3 −
2
√︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
3 cos
⎡⎢⎢⎣𝜋3 +13 arccos
⎛⎜⎜⎝𝐾
(︁
𝐾2 + 9𝑤 − 9 (𝑥− 𝑦)2
)︁
√︂(︁
𝐾2 + 6𝑤 + 3 (𝑥− 𝑦)2
)︁3
⎞⎟⎟⎠
⎤⎥⎥⎦
⎫⎪⎪⎬⎪⎪⎭ .
5 A presença de mais de uma variável (𝐾, 𝑥, 𝑦) em elementos da diagonal principal de (3.19) torna o cálculo
dos autovalores uma tarefa não tão trivial para muitos softwares. Programas como o wxMaxima, por exemplo,
definitivamente não exprimem todos os autovalores reais, apesar da propriedade evidente de hermiticidade
da matriz. Assim, mais especificamente os três últimos autovalores foram obtidos a partir de uma análise do
polinômio característico. A fatoração do polinômio característico dá dois monômios que fornecem 𝜆1 e 𝜆2,
dois polinômios de grau 2, cujas soluções são 𝜆3, 𝜆4, 𝜆5 e 𝜆6 e, por fim, um polinômio cúbico, cujas raízes
equivalem a 𝜆7, 𝜆8 e 𝜆9. As soluções de uma equação cúbica (com exigência de três raízes reais) podem ser
obtidas a partir das fórmulas mostradas na Ref. [66].
Capítulo 3. Resultados e Discussões 45
E a magnetização, por sua vez, será:
𝑚 = 1
𝑍
⎡⎣2𝑒𝐾 cosh (𝑥+ 𝑦) + 2 cosh(︂𝑥+ 𝑦2
)︂
cosh
⎛⎝
√︁
(𝑥− 𝑦)2 + 4𝑤
2
⎞⎠⎤⎦
Conforme já mostrado na seção anterior, após o cálculo das médias configuracionais da
magnetização e da energia livre são obtidos os resultados mostrados a seguir, a começar pelos
diagramas de fases. Estes provêm da expansão de Landau da Eq. (3.9).
3.2.1 Diagramas de fases
A Fig. 23 mostra o diagrama de fases tridimensional que mapeia o comportamento crítico
do sistema considerado, com Δ = 1 (Ising) e 𝑝 = 0 (correspondente a uma distribuição bimodal).
Figura 23 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 × 𝐷/𝐽 × ℎ para 𝑝 = 0, mostrando a superfície de
transição de segunda ordem, delimitada pela linha de pontos tricríticos.
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O comportamento é qualitativamente análogo ao diagrama da Fig. 12 apresentado na
seção anterior. Mas cabe ressaltar algumas diferenças em relação ao caso 𝑆 = 1/2. A primeira
delas consiste na redução temperatura crítica quando temos o modelo puro: 𝑘𝐵𝑇𝑐/𝐽(𝐷/𝐽 = ℎ =
0) ≃ 3, 94. À medida que se aumenta o valor de 𝐷/𝐽 e/ou ℎ as temperaturas críticas começam a
diminuir, evidenciando o comportamento competitivo com a interação 𝐽 que tende a manter uma
magnetização forte e, consequentemente, temperaturas críticas mais altas. Todos os pontos de
temperatura crítica de segunda ordem para distintos valores de 𝐷/𝐽 e ℎ são representados pela
superfície colorida no diagrama.
Outra peculiaridade é que, diferentemente do caso spin 1/2, as soluções para pontos
tricríticos (condição 𝑎 = 1, 𝑏 = 0) delimitam completamente a superfície crítica de segunda
ordem (colorida), mesmo quando ℎ e 𝐷/𝐽 assumem os maiores valores. Para valores de 𝑘𝐵𝑇𝑐/𝐽
abaixo da linha de PTCs (em vermelho) há também uma superfície de transição de primeira
ordem, mas que não foi esboçada. Porém, algumas linhas desta superfície são mostradas em
diagramas bidimensionais apresentados a seguir, como pode se ver na Fig. 25, por exemplo.
Os pontos tricríticos no diagrama 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 × ℎ aparecem no intervalo de temperaturas
críticas 1, 324 ≤ 𝑘𝐵𝑇𝑐/𝐽 ≤ 2, 631, sendo a temperatura inferior numericamente correspondente
ao par de coordenadas ℎ ≃ 1, 86 e 𝐷/𝐽 ≃ 3, 9, enquanto a temperatura superior corresponde ao
limite 𝐷/𝐽 → 0.
Figura 24 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽×ℎ×𝑝. As linhas contínuas (para cada valor constante de
𝑝) correspondem às transições de segunda ordem. As transições de primeira ordem
são dadas pelas curvas tracejadas.
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No limite 𝐷/𝐽 → 0, o diagrama 𝑘𝐵𝑇𝑐/𝐽 × ℎ× 𝑝 é qualitativamente semelhante ao caso
do modelo com spin 1/2, como pode ser visto na Fig. 24. A curva de pontos tricríticos (em
vermelho) demarca o início das linhas de primeira ordem para 𝑝 = 0, 𝑝 = 0, 1 e 𝑝 = 0, 2. O
valor final 𝑝* é indicado pelo ponto vermelho ao fim da linha tricrítica. Para valores de 𝑝 maiores,
todas as transições são de segunda ordem. A principal diferença em relação o caso spin 1/2
consiste nos valores menores de temperaturas críticas, por exemplo, 𝑘𝐵𝑇𝑐/𝐽(ℎ = 0) ≃ 3, 94.
Quanto ao ponto tricrítico final, correspondente ao valor 𝑝*, tem coordenadas (𝑝, ℎ, 𝑘𝐵𝑇𝑐/𝐽) ≃
(0, 249, 3, 276 1, 947). As coordenadas dos pontos tricríticos com 𝑝 = 0, 𝑝 = 0, 1 e 𝑝 = 0, 2 são
dadas na Tab. 3.
Tabela 3 – Coordenadas de pontos tricríticos para valores selecionados de 𝑝 para o caso spin 1.
—𝑝— ——ℎ𝑡—— —𝑇𝑡—
0 2, 444 2, 631
0, 1 2, 662 2, 535
0, 2 2, 987 2, 335
𝑝* ≃ 0, 249 3, 275 1, 947
A seguir, as curvas isotermas críticas no plano 𝐷/𝐽 × ℎ referentes ao diagrama da Fig.
23 são mostradas na Fig. 25, incluindo as soluções de primeira ordem.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 50
1
2
3
4
 k B T c / J = 1 , 5 k B T c / J = 2 , 0 k B T c / J = 2 , 5 k B T c / J = 3 , 0
 
D/J
h
Figura 25 – Isotermas críticas no plano 𝐷/𝐽 × ℎ mostrando as soluções de primeira e segunda
ordem e os correspondentes pontos tricríticos para valores fixos de temperatura
crítica.
Para 𝑘𝐵𝑇𝑐/𝐽 = 3 há apenas transições de segunda ordem. Já quando 𝑘𝐵𝑇𝑐/𝐽 = 2, 5, por
exemplo, temos um ponto tricrítico em ℎ𝑡 = 2, 4 e 𝐷𝑡 = 1, 45, usando a notação 𝐷 ≡ 𝐷/𝐽 .
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Para ℎ > ℎ𝑡 e 𝐷 < 𝐷𝑡, a solução de primeira ordem é dada pela curva tracejada. O mesmo se dá
para curvas com temperaturas menores, como se pode ver no gráfico as curvas 𝑘𝐵𝑇𝑐/𝐽 = 2 e
𝑘𝐵𝑇𝑐/𝐽 = 1, 5.
Mantendo 𝐷/𝐽 fixo com probabilidade 𝑝 = 0, o diagrama da Fig. 26 mostra o comporta-
mento da temperatura crítica com o campo aleatório. Para ver também como varia a temperatura
crítica com o parâmetro DM em diferentes valores do campo ℎ foi feito o gráfico da Fig. 27.
Ambos os diagramas incluem as linhas de primeira ordem.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 00
1
2
3
4
 D / J = 0 D / J = 1 D / J = 2 D / J = 3 D / J = 4
 
 
h
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Figura 26 – Diagrama 𝑘𝐵𝑇𝑐/𝐽 × ℎ para spin 1.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 0 3 , 5 4 , 0 4 , 50
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Figura 27 – Diagrama 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para spin 1.
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3.2.2 Caso 𝑝 = 1
Novamente considerando a situação onde 𝑝 = 1, temos um caso particular equivalente ao
formalismo na ausência de campo. Como está se tratando agora do modelo com spin 1, retoma-se
então o caso já conhecido da Ref. [14]. Os procedimentos são análogos aos já apresentados na
Subseção 3.1.2.
O diagrama de fases correspondente pode ser visto na Fig. 28. Assim como no caso spin
1/2, as temperaturas dos pontos tricríticos independem do parâmetro anisotrópico de troca do
modelo e é equivalente a 𝑇𝑡 = 1, 71, com 𝐷𝑡 =
√︁
19, 50− (1−Δ)2. No limite 𝑘𝐵𝑇𝑐/𝐽 → 0,
na transição de primeira ordem, 𝐷𝑐 =
√︁
21− (1−Δ)2. Conforme constatado por Sun e Kong,
em relação ao caso spin 1/2 as temperaturas críticas são menores, mas o parâmetro DM é maior6.
Quando 𝐷/𝐽 → 0, por exemplo, agora temos as temperaturas críticas: 𝑘𝐵𝑇𝑐/𝐽(Δ = 1) = 3, 92,
𝑘𝐵𝑇𝑐/𝐽(Δ = 0, 3) = 3, 89 e 𝑘𝐵𝑇𝑐/𝐽(Δ = 0) = 3, 86.
0 , 0 0 , 6 1 , 2 1 , 8 2 , 4 3 , 0 3 , 6 4 , 2 4 , 80 , 0
0 , 6
1 , 2
1 , 8
2 , 4
3 , 0
3 , 6
k BT
c/J 
 ∆ = 1 ∆ = 0 , 3 ∆ = 0
D / J
 
 
 
Figura 28 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para valores constantes de Δ.
Para as propriedades termodinâmicas mostradas a seguir (magnetização, energia interna,
calor específico e susceptibilidade magnética) é considerado o caso Δ = 1 (limite Ising).
6 Comparar com o diagrama da Fig. 18.
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Magnetização
A expressão da magnetização, neste caso, é dada por:
𝑚 = 𝑒
𝐾 senh (2𝛾0) + senh (𝛾0) cosh (
√
𝑤)
𝑒𝐾 cosh (2𝛾0) + 12𝑒−𝐾 + 𝑒−𝐾/2 cosh
(︁
1
2
√
8𝑤 +𝐾2
)︁
+ 2 cosh (𝛾0) cosh (
√
𝑤)
, (3.20)
com 𝛾0 = 𝐾(𝑧 − 1)𝑚 e 𝑤 = 𝐾2 [(1−Δ)2 + (𝐷/𝐽)2].
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 0 3 , 50 , 0
0 , 2
0 , 4
0 , 6
0 , 8
1 , 0
k B T / J  
 D / J = 0 , 8 D / J = 4 , 2 D / J = 4 , 5 D / J = 4 , 5 5
m 0
Figura 29 – Magnetização em função da temperatura para valores constantes de 𝐷/𝐽 e Δ = 1.
O gráfico da magnetização para quatro valores selecionados de 𝐷/𝐽 é apresentado na
Fig. 29. Quando 𝐷/𝐽 = 0, 8 e 𝐷/𝐽 = 4, 2, a magnetização decresce continuamente da fase
ferromagnética até zero, ao atingir as temperaturas críticas, ocorrendo assim transições de
segunda ordem. Já para 𝐷/𝐽 = 4, 5 e 𝐷/𝐽 = 4, 55 ocorrem transições de primeira ordem, de
modo que a magnetização descresce com o aumento de 𝑘𝐵𝑇/𝐽 até um valor não nulo no qual
salta descontinuamente para zero, o que é indicado pelas linhas pontilhadas verticais. As linhas
tracejadas com as cores correspondentes à legenda equivalem às soluções instáveis, como no
caso das reentrâncias que aparecem quando 𝐷/𝐽 = 4, 5 e 𝐷/𝐽 = 4, 55.
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Energia interna
A expressão da energia interna é dada por:
𝑢 = −𝑋
2𝑒𝐾 cosh (2𝛾0) + 𝑒−𝐾 + 2𝑒−
𝐾
2 cosh
(︁
1
2
√
8𝑤 +𝐾2
)︁
+ 4 cosh (𝛾0) cosh (
√
𝑤)
, (3.21)
sendo
𝑋 = 2𝑒𝐾 cosh (2𝛾0) + 4(𝑧 − 1)𝑚𝑒𝐾 senh (2𝛾0)− 𝑒−𝐾
− 𝑒−𝐾2 cosh
(︂1
2
√
8𝑤 +𝐾2
)︂
+ 𝑒−𝐾2
√︃
8𝑤 +𝐾2
𝐾2
senh
(︂1
2
√
8𝑤 +𝐾2
)︂
+ 4(𝑧 − 1)𝑚 senh (𝛾0) cosh
(︁√
𝑤
)︁
+ 4
√︂
𝑤
𝐾2
cosh (𝛾0) senh
(︁√
𝑤
)︁
,
com 𝛾0 = 𝐾(𝑧 − 1)𝑚 e 𝑤 = 𝐾2[(1−Δ)2 + (𝐷/𝐽)2].
As curvas de 𝑢 em função de 𝑘𝐵𝑇𝑐/𝐽 para Δ = 1 e valores selecionados de 𝐷/𝐽 mostram
um comportamento qualitativamente semelhante ao caso 𝑆 = 1/2, ou seja, crescente com o
aumento da temperatura. Quando a temperatura tende a zero, a energia reduzida fornece o valor
𝑢 = −11. As descontinuidades vistas no gráfico indicam os pontos de transição de fase, nos
quais temos as temperaturas críticas, sendo que para 𝐷/𝐽 = 4, 5 e 𝐷/𝐽 = 4, 55 as transições
são de primeira ordem, o que se caracteriza pelo “salto” (descontinuidade) indicado pelas linhas
tracejadas.
0 1 2 3 4 5 6- 1 2
- 1 0
- 8
- 6
- 4
- 2
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 D / J = 0 , 8 D / J = 4 , 2 D / J = 4 , 5 D / J = 4 , 5 5
u
k B T / J  
Figura 30 – Energia interna em função da temperatura com Δ = 1 para valores constantes de
𝐷/𝐽 .
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Calor específico
Novamente por diferenciação numérica da energia interna obtém-se o gráfico do calor
específico 𝑐 em função da temperatura 𝑘𝐵𝑇𝑐/𝐽 : 𝑐 = 𝜕𝑢/𝜕𝑇 , cujas transições são indicadas pelas
descontinuidades nas curvas.
0 1 2 3 4 5 6 70
2
4
6
8
 
 
 D / J = 0 , 8 D / J = 4 , 2 D / J = 4 , 5 D / J = 4 , 5 5c
k B T / J
Figura 31 – Calor específico em função da temperatura com Δ = 1 para valores constantes de
𝐷/𝐽 .
Susceptibilidade magnética
A susceptibilidade magnética a campo nulo, 𝜒 = 𝜕𝑚
𝜕ℎ
⃒⃒⃒⃒
ℎ=0
, usando 𝑚 da Eq. (3.20), é dada
por:
𝜒 = Ω1Ω2
, (3.22)
sendo:
Ω1 = 2𝐾
[︂
2 cosh (2𝛾0)+4𝑒
𝐾
2 cosh (2𝛾0) cosh
(︂
𝐾𝑋
2
)︂
+10𝑒𝐾 cosh (2𝛾0) cosh (𝛾0) cosh (𝐾𝑊 )
+ 𝑒−𝐾 cosh (𝛾0) cosh (𝐾𝑊 ) + 2𝑒−
𝐾
2 cosh (𝛾0) cosh (𝐾𝑊 ) cosh
(︂
𝐾𝑋
2
)︂
+ 4𝑒2𝐾 − 8𝑒𝐾 senh (2𝛾0) senh (𝛾0) cosh (𝐾𝑊 ) + 4 cosh2 (𝐾𝑊 )
]︂
,
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Ω2 = 𝑒−2𝐾 − 8𝐾(𝑧 − 1)𝑒2𝐾 + 4 cosh (2𝛾0)− 4𝐾(𝑧 − 1) cosh (2𝛾0)
+ 4𝑒−𝐾 cosh2
(︂
𝐾𝑋
2
)︂
− 8𝐾𝑧𝑒𝐾2 cosh (2𝛾0) cosh
(︂
𝐾𝑋
2
)︂
+ 16𝐾𝑒𝐾2 cosh (2𝛾0) cosh
(︂
𝐾𝑋
2
)︂
+ 8𝐾 cosh2 (𝐾𝑊 ) + 4𝑒− 3𝐾2 cosh
(︂
𝐾𝑋
2
)︂
− 8𝐾𝑧 cosh2 (𝐾𝑊 ) + 4𝑒2𝐾 cosh2 (2𝛾0) + 16 cosh2 (𝛾0) cosh2 (𝐾𝑊 )
+ 16𝑒𝐾 cosh (2𝛾0) cosh (𝛾0) cosh (𝐾𝑊 ) + 16𝑒−
𝐾
2 cosh (𝛾0) cosh (𝐾𝑊 ) cosh
(︂
𝐾𝑋
2
)︂
− 2𝐾(𝑧 − 1)𝑒−𝐾 cosh (𝛾0) cosh (𝐾𝑊 ) + 8𝑒−𝐾 cosh (𝛾0) cosh (𝐾𝑊 )
− 4𝐾(𝑧 − 1)𝑒−𝐾2 cosh (𝛾0) cosh (𝐾𝑊 ) cosh
(︂
𝐾𝑋
2
)︂
− 20𝐾(𝑧 − 1)𝑒𝐾 cosh (2𝛾0) cosh (𝛾0) cosh (𝐾𝑊 )
+ 16𝐾(𝑧 − 1)𝑒𝐾 senh (2𝛾0) senh (𝛾0) cosh (𝐾𝑊 ) ,
com 𝑋 =
√
8𝑤 +𝐾2 e 𝑊 =
√︁
(1−Δ)2 + (𝐷/𝐽)2.
O gráfico da Fig. 32 mostra o comportamento da susceptibilidade a campo nulo em função
da temperatura reduzida para a rede cúbica simples com parâmetro anisotrópico Δ = 1, para
valores constantes 𝐷/𝐽 = 4, 5, 4, 55. As curvas apresentam a ocorrência de descontinuidades na
temperatura crítica de primeira ordem.
De maneira geral, todas as propriedades termodinâmicas possuem um comportamento
similar (qualitativamente falando) ao caso spin 1/2.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 0 3 , 5 4 , 00
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3
4
5
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9
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0
Figura 32 – Susceptibilidade magnética a campo nulo para valores constantes 𝐷/𝐽 com Δ = 1.
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3.3 Considerações finais
Conforme foi mostrado nas seções anteriores, quando se considera 𝑝 = 1 (ausência de
campo aleatório) na distribuição trimodal, os diagramas de temperatura crítica vs. 𝐷/𝐽 mostram
que os pontos tricríticos são localizados em temperaturas independentes do valor de Δ (parâmetro
anisotrópico de troca) tanto para spin 1/2 quanto para spin 1. Isso segue ocorrendo também na
presença do campo aleatório, ou seja, para quaisquer valores fixos do campo ℎ e da probabilidade
𝑝 que governa a distribuição trimodal considerada, 𝐾𝐵𝑇𝑐/𝐽 independe do valor Δ tomado.
Para mostrar um exemplo, foram mantidos constantes os valores de 𝑝 = 0, 1 e ℎ = 1 e
plotados os diagramas com Δ = 0, Δ = 0, 3, e Δ = 1 para ambos os modelos, conforme se
observa nas Figs. 33 e 34.
0 , 0 0 , 5 1 , 0 1 , 5 2 , 0 2 , 5 3 , 0 3 , 50
1
2
3
4
5
 ∆ = 1 ∆ = 0 , 3 ∆ = 0
 
 
 
 
D / J
k BT
c/J
Figura 33 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para 𝑝 = 0,1 e ℎ = 1 para diferentes valores de
Δ no modelo spin 1/2.
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Figura 34 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para 𝑝 = 0,1 e ℎ = 1 para diferentes valores de
Δ no modelo spin 1.
Todo o formalismo desenvolvido até aqui tratou de uma aproximação para dois sítios.
Entretanto, é razoável uma tentativa de implementar uma abordagem para clusters maiores a fim
de se conseguir uma melhoria na estimativa das propriedades descritas pelo modelo. Apesar do
maior esforço computacional, espera-se que os resultados sejam melhorados, o que motiva uma
investigação neste sentido. Desse modo, em 2016 Santos Filho [67] realizou uma abordagem
para três sítios na rede kagomé utlizando o modelo de Heisenberg spin 1/2 ferromagnético
com interação DM através do formalismo da aproximação de pares. Lamentavelmente não
foi identificada a presença de ponto tricrítico no sistema, como seria esperado. Contudo, uma
abordagem do mesmo sistema para spin 1 na presença de campo cristalino (com a interação DM
ausente) resulta em ponto tricrítco no diagrama de fases, conforme será mostrado no presente
trabalho. O desenvolvimento do modelo é apresentado a seguir.
3.3.1 Modelo de Heisenberg com anisotropia de campo cristalino
O Hamiltoniano do sistema na presença de anisotropia de íon único e campo magnético
externo é dado por:
ℋ = −∑︁
⟨𝑖,𝑗⟩
𝐽𝑖𝑗
[︁
(1−Δ)(𝑆𝑥𝑖 𝑆𝑥𝑗 + 𝑆𝑦𝑖 𝑆𝑦𝑗 ) + 𝑆𝑧𝑖 𝑆𝑧𝑗
]︁
−𝐷∑︁
𝑖
(𝑆𝑧𝑖 )2 −𝐻
∑︁
𝑖
𝑆𝑧𝑖 , (3.23)
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onde o primeiro termo representa a interação de troca anisotrópica: 𝐽𝑖𝑗 = 𝐽 é a constante de
troca (𝐽 > 0 — caso ferromagnético) e Δ é o parâmetro anisotrópico de troca. 𝑆𝛾𝑖 (𝛾 = 𝑥, 𝑦, 𝑧)
são as componentes do operador de spin 1 no sítio 𝑖. O segundo termo diz respeito à anisotropia
de campo cristalino e o último representa a contribuição de um campo magnético aplicado.
O Hamiltoniano aproximado ℋ123 para três sítios será dado por:
(3.24)ℋ123 = −𝐽
[︁
(1−Δ)(𝑆𝑥1𝑆𝑥2 + 𝑆𝑦1𝑆𝑦2 +
[︁
𝐷2
]︁
𝑆𝑥2𝑆
𝑥
3 + 𝑆
𝑦
2𝑆
𝑦
3 + 𝑆𝑥3𝑆𝑥1 + 𝑆
𝑦
3𝑆
𝑦
1 ) + 𝑆𝑧1𝑆𝑧2
+ 𝑆𝑧2𝑆𝑧3 + 𝑆𝑧3𝑆𝑧1
]︁
−𝐷
[︁
(𝑆𝑧1)2 + (𝑆𝑧2)2 + (𝑆𝑧3)2
]︁
− ℎ0(𝑆𝑧1 + 𝑆𝑧2 + 𝑆𝑧3),
sendo ℎ0 = 𝐽(𝑧 − 2)𝑚 (desprezando-se o termo de campo: 𝐻 = 0).
Na forma matricial, a Eq. (3.24) torna-se:
ℋ123=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑎 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 𝑏 0 𝛼 0 0 0 0 0 𝛼 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 𝑐 0 𝛼 0 0 0 0 0 𝛼 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 𝛼 0 𝑏 0 0 0 0 0 𝛼 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 𝛼 0 𝑑 0 𝛼 0 0 0 𝛼 0 𝛼 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 𝑒 0 𝛼 0 0 0 𝛼 0 𝛼 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 𝛼 0 𝑓 0 0 0 0 0 𝛼 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 𝛼 0 𝑒 0 0 0 0 0 𝛼 0 𝛼 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 𝑔 0 0 0 0 0 𝛼 0 𝛼 0 0 0 0 0 0 0 0 0 0
0 𝛼 0 𝛼 0 0 0 0 0 𝑏 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 𝛼 0 𝛼 0 0 0 0 0 𝑑 0 𝛼 0 0 0 0 0 𝛼 0 0 0 0 0 0 0 0
0 0 0 0 0 𝛼 0 0 0 0 0 𝑒 0 𝛼 0 0 0 0 0 𝛼 0 0 0 0 0 0 0
0 0 0 0 𝛼 0 𝛼 0 0 0 𝛼 0 𝑑 0 0 0 0 0 𝛼 0 0 0 0 0 0 0 0
0 0 0 0 0 𝛼 0 𝛼 0 0 0 𝛼 0 0 0 𝛼 0 0 0 𝛼 0 𝛼 0 0 0 0 0
0 0 0 0 0 0 0 0 𝛼 0 0 0 0 0 ℎ 0 𝛼 0 0 0 𝛼 0 𝛼 0 0 0 0
0 0 0 0 0 0 0 𝛼 0 0 0 0 0 𝛼 0 𝑒 0 0 0 0 0 𝛼 0 0 0 0 0
0 0 0 0 0 0 0 0 𝛼 0 0 0 0 0 𝛼 0 ℎ 0 0 0 0 0 𝛼 0 𝛼 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝑖 0 0 0 0 0 𝛼 0 𝛼 0
0 0 0 0 0 0 0 0 0 0 𝛼 0 𝛼 0 0 0 0 0 𝑓 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 𝛼 0 𝛼 0 0 0 0 0 𝑒 0 𝛼 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝛼 0 0 0 0 0 𝑔 0 𝛼 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 𝛼 0 𝛼 0 0 0 𝛼 0 𝑒 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝛼 0 𝛼 0 0 0 𝛼 0 ℎ 0 𝛼 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝛼 0 0 0 0 0 𝑖 0 𝛼 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝛼 0 0 0 0 0 𝛼 0 𝑔 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝛼 0 0 0 0 0 𝛼 0 𝑖 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 𝑗
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
em que 𝛼 = −𝐽(1−Δ) e os elementos da diagonal são dados por:
𝑎 = −3(𝐽 +𝐷 − ℎ0) 𝑏 = −[𝐽 + 2(𝐷 − ℎ0)]
𝑐 = 𝐽 − 3𝐷 + ℎ0 𝑑 = −𝐷 + ℎ0
𝑒 = 𝐽 − 2𝐷 𝑓 = 𝐽 − 3𝐷 + ℎ0
𝑔 = 𝐽 − 3𝐷 − ℎ0 ℎ = −𝐷 − ℎ0
𝑖 = −[𝐽 + 2(𝐷 + ℎ0)] 𝑗 = −3(𝐽 +𝐷 + ℎ0)
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Este modelo pode ser aplicado aos clusters ilustrados na Fig. 35.
(a) (b)
Figura 35 – Representação esquemática de clusters com três spins nas redes: (a) kagomé (𝑧 = 4)
e (b) triangular (𝑧 = 6).
Realizando uma abordagem analítica similar à apresentada nas seções anteriores, as
equações necessárias para a construção dos diagramas de fase são facilmente obtidas. Nas Figs.
36 e 37 são apresentados os diagramas 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 nas redes kagomé e triangular. Um caso
do modelo de Heisenberg com anisotropia de campo cristalino para número de coordenação
𝑧 = 4 (estrutura diamante) em cluster de dois sítios pode ser visto na Ref. [34]. Como usualmente
ocorre neste caso, os pontos tricríticos possuem temperaturas que dependem do valor Δ tomado.
As coordenadas dos PTCs são dados na Tab. 4.
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Figura 36 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para a rede kagomé (𝑧 = 4).
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Figura 37 – Diagrama de fases 𝑘𝐵𝑇𝑐/𝐽 ×𝐷/𝐽 para a rede triangular (𝑧 = 6).
Tabela 4 – Coordenadas dos pontos tricríticos das redes kagomé e triangular.
𝑧 = 4— —𝑧 = 6
—Δ— ——𝑇𝑡—— —𝐷𝑡— — — —Δ— ——𝑇𝑡—— —𝐷𝑡—
0 0, 906 −1, 354 — — 0 1, 728 −2, 460
0, 3 1, 025 −1, 637 — — 0, 3 1, 805 −2, 639
1 1, 125 −1, 874 — — 1 1, 871 −2, 788
Por se estender além dos objetivos desta dissertação, não serão apresentados aqui os
gráficos de propriedades termodinâmicas deste modelo.
Outro caso interessante diz respeito ao que os autores Jiang e Kong denominam de
Ising quântico [68], uma variação do modelo de Baxter-Wu com três spins interagentes, cujo
Hamiltoniano é dado por:
ℋ = −𝐽∑︁
⟨𝑖𝑗𝑘⟩
𝑆𝑧𝑖 · (S𝑗 × S𝑘)𝑧 −𝐷
∑︁
𝑖
(𝑆𝑧𝑖 )2 (3.25)
Para o caso spin 1 com anisotropia de campo cristalino foram obtidas transições de
segunda e primeira ordem. Consequentemente, vê-se a presença de ponto tricrítico no diagrama
de fases. A abordagem foi desenvolvida para uma rede triangular (𝑧 = 6). Resultados prévios
nossos obtidos a partir da troca do termo anisotrópico de campo cristalino pela interação DM
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para a mesma topologia para o caso spin 1/2 também indicam a existência de ponto tricrítico
nesse sistema. Neste caso, a aproximação para três sítios é dada por:
−𝛽ℋ123 = 𝐾[𝑆𝑧1 ·(S2×S3)𝑧+𝑆𝑧2 ·(S1×S3)𝑧+𝑆𝑧3 ·(S2×S3)𝑧]+𝐿[(S1×S2)𝑧+(S2×S3)𝑧+(S3×S1)𝑧]
Uma investigação mais detalhada deste modelo deverá ser feita em breve.
60
4 Conclusões
Foi realizado um estudo a respeito das propriedades termodinâmicas do modelo de
Heisenberg ferromagnético para os casos spin 1/2 e spin 1, aplicado à rede cúbica simples. Para
tanto, foi empregada a técnica de aproximação de pares ou método de Oguchi. As discussões
elaboradas com base nas propriedades críticas foram apresentadas no Capítulo 3. Os diagramas
de fase tridimensionais 𝑘𝐵𝑇𝑐 ×𝐷/𝐽 × ℎ e 𝑘𝐵𝑇𝑐 × ℎ× 𝑝 mapeiam as regiões de criticalidade do
modelo, revelando a presença de pontos tricríticos.
O comportamento tricrítico aparece pela contribuição tanto do campo magnético aleatório
quanto da interação Dzyaloshinskii-Moriya. Ambos os efeitos contribuem conjutamente levando
o sistema ao estado desordenado, devido à competição com a interação de troca. A interação 𝐽
tende a alinhar paralelamente os spins, enquanto o parâmetro DM e o campo aleatório contribuem
para a quebra deste alinhamento.
No limite 𝐷/𝐽 → 0, eliminando-se a contribuição da interação DM, temos o modelo
de Heisenberg com campo aleatório numa distribuição trimodal. Neste caso, para anisotropia
Δ = 1 (modelo de Ising), foi investigado o comportamento crítico da temperatura em relação ao
campo, mostrando a presença de pontos tricríticos. A tricriticalidade desaparece a partir de um
dado valor de p, de modo que ocorrem transições de primeira ordem no intervalo 0 ≤ 𝑝 ≤ 0, 266
no caso spin 1/2 e 0 ≤ 𝑝 ≤ 0, 249 para o caso spin 1, que são resultados próximos dos obtidos
por Mattis [18] no modelo de Ising tradicional (RFIM), com as variáveis clássicas 𝜎𝑖 = ±1. O
caso Heisenberg isotrópico Δ = 0 será investigado futuramente.
Os resultados são estendidos ainda à descrição do comportamento das propriedades
termodinâmicas do sistema no limite do modelo de Ising (Δ = 1) e na ausência de campo
magnético. Em síntese, os resultados obtidos podem ser utilizados para o tratamento de outros
modelos e/ou redes cristalinas distintas, conforme a discussão na Seção 3.3, uma vez que o
comportamento na região crítica é qualitativamente equivalente em tais casos.
Em relação às perspectivas, dentre as possibilidades de investigação estão o aumento do
cluster, bem como do número de spin do modelo, considerações que podem fornecer melhores
resultados. O tratamento para spin 3/2, por exemplo, e de casos spin 1/2 e spin 1 em clusters
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maiores serão investigados futuramente. Também deverá ser realizada uma abordagem via
teoria de campo efeitvo [69], levando-se em conta, além disso, efeitos de desordem magnética
modelados por diluição com a finalidade de aplicações experimentais em compostos tais como
ligas metálicas desordenadas.
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A Produto de Kronecker ematrizes de spins
Sejam 𝐴 e 𝐵 duas matrizes de dimensões 𝑘 × ℓ e 𝑚× 𝑛, respectivamente. O produto de
Kronecker de 𝐴 e 𝐵 é a matriz 𝐶 de dimensão 𝑘𝑚× ℓ𝑛 definida por:
𝐶 ≡ 𝐴⊗𝐵 =
⎡⎢⎢⎢⎢⎢⎢⎣
𝑎11𝐵 𝑎12𝐵 · · · 𝑎1ℓ𝐵
𝑎21𝐵 𝑎22𝐵 · · · 𝑎2ℓ𝐵
...
... . . .
...
𝑎𝑘1𝐵 𝑎𝑘2𝐵 · · · 𝑎𝑘ℓ𝐵
⎤⎥⎥⎥⎥⎥⎥⎦ , (A.1)
onde 𝑎ℎ𝑗 denota o elemento de 𝐴 na linha ℎ e coluna 𝑗.
Note que o produto de Kronecker de duas matrizes de modo geral resulta numa outra
matriz de maior dimensão. Esta operação, na literatura, pode ser também chamada de produto
tensorial ou produto direto entre matrizes.
Algumas propriedades básicas são (considerando as matrizes 𝐴, 𝐵 e 𝐶):
(i) Linearidade:
𝐴⊗ (𝛼𝐵) = 𝛼(𝐴⊗𝐵) = (𝛼𝐴)⊗𝐵
(ii) Distributividade e associatividade:
(𝐴+𝐵)⊗ 𝐶 = (𝐴⊗ 𝐶) + (𝐵 ⊗ 𝐶)
𝐴⊗ (𝐵 + 𝐶) = (𝐴⊗𝐵) + (𝐴⊗ 𝐶)
(𝐴⊗𝐵)⊗ 𝐶 = 𝐴⊗ (𝐵 ⊗ 𝐶)
(iii) Assumindo que o número de colunas de 𝐴 é igual ao número de linhas de 𝐶 e similarmente
para 𝐵 e 𝐷, então:
(𝐴⊗𝐵)(𝐶 ⊗𝐷) = 𝐴𝐶 ⊗𝐵𝐷
(iv) Se 𝐴 and 𝐵 são quadradas e inversíveis, vale:
(𝐴⊗𝐵)−1 = 𝐴−1 ⊗𝐵−1
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Para o tratamento de sistemas de múltiplos spins interagentes, como é o caso do modelo
de Heisenberg, uma definição essencial é a seguinte:
𝜎𝛼𝑗 =
𝑁 fatores⏞  ⏟  
𝐼 ⊗ · · · ⊗ 𝐼 ⊗ 𝜎𝛼 ⊗ 𝐼 ⊗ · · · ⊗ 𝐼, (A.2)
= ⇓
= 𝑗-ésima posição
onde 𝐼 é uma matriz identidade, 𝜎𝛼 é a matriz de Pauli (com 𝛼 = 𝑥, 𝑦, 𝑧) na 𝑗-ésima posição,
sendo 𝑗 = 1, 2, ..., 𝑁 (𝑁 diz respeito ao número de sítios em um cluster).
Outra propriedade muito importante diz respeito à soma de Kronecker de 𝑀𝑚𝑚 e 𝑁𝑛𝑛
definida por:
𝑀 ⊕𝑁 =𝑀 ⊗ 𝐼𝑛𝑛 + 𝐼𝑚𝑚 ⊗𝐵, (A.3)
que pode ser vista também como uma consequência da definição (A.2)1.
As matrizes de Pauli de spin 1/2 e a matriz identidade 2x2 são dadas por:
𝜎𝑥 =
⎡⎣ 0 1
1 0
⎤⎦; 𝜎𝑦 =
⎡⎣ 0 −𝑖
𝑖 0
⎤⎦; 𝜎𝑧 =
⎡⎣ 1 0
0 −1
⎤⎦; 𝐼2 =
⎡⎣ 1 0
0 1
⎤⎦. (A.4)
Para o caso spin 1, por sua vez, teremos:
𝜎𝑥=
√
2
2
⎡⎢⎢⎢⎣
0 1 0
1 0 1
0 1 0
⎤⎥⎥⎥⎦; 𝜎𝑦=
√
2
2
⎡⎢⎢⎢⎣
0 −𝑖 0
𝑖 0 −𝑖
0 𝑖 0
⎤⎥⎥⎥⎦; 𝜎𝑧=
⎡⎢⎢⎢⎣
1 0 0
0 1 0
0 0 −1
⎤⎥⎥⎥⎦; 𝐼3 =
⎡⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎦. (A.5)
As matrizes necessárias para a aplicação do produto de Kronecker são obtidas através
das propriedades de comutação dos operadores de momento angular. São muito conhecidas da
Mecânica Quântica e estão disponíveis em várias fontes (ver, por exemplo, <http://easyspin.org/
documentation/spinoperators.html>).
Da definição (A.1), o termo 𝜎𝑥𝜎𝑦 para o caso spin 1/2, por exemplo, será dado explicita-
mente por:
𝜎𝑥 ⊗ 𝜎𝑦 =
⎡⎣ 0 1
1 0
⎤⎦⊗
⎡⎣ 0 −𝑖
𝑖 0
⎤⎦ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0
⎡⎢⎣ 0 −𝑖
𝑖 0
⎤⎥⎦ 1
⎡⎢⎣ 0 −𝑖
𝑖 0
⎤⎥⎦
...
1
⎡⎢⎣ 0 −𝑖
𝑖 0
⎤⎥⎦ 0
⎡⎢⎣ 0 −𝑖
𝑖 0
⎤⎥⎦
· · · · · ·
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 0 −𝑖
0 0 𝑖 0
0 −𝑖 0 0
𝑖 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎦ .
1 Por exemplo: 𝑆𝑧1 + 𝑆𝑧2 = 𝑆𝑧 ⊗ 𝐼 + 𝐼 ⊗ 𝑆𝑧 ≡ 𝑆𝑧 ⊕ 𝑆𝑧 .
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Usando a definição (A.2) e as matrizes de Pauli (A.5), alguns termos para um sistema
spin 1 num cluster com 𝑁 = 3, por exemplo, serão escritos da seguinte maneira:
𝜎𝑧1 = 𝜎𝑧 ⊗ 𝐼3 ⊗ 𝐼3 (A.6)
𝜎𝑧2 = 𝐼3 ⊗ 𝜎𝑧 ⊗ 𝐼3 (A.7)
𝜎𝑧1𝜎
𝑧
2 = 𝜎𝑧 ⊗ 𝜎𝑧 ⊗ 𝐼3 (A.8)
𝜎𝑥2𝜎
𝑥
3 = 𝐼3 ⊗ 𝜎𝑥 ⊗ 𝜎𝑥 (A.9)
𝜎𝑦3𝜎
𝑦
1 = 𝜎𝑦 ⊗ 𝐼3 ⊗ 𝜎𝑦 (A.10)
Explicitando o último termo (A.10), através da definição (A.1), obtém-se:
𝜎𝑦3𝜎
𝑦
1 = 𝜎𝑦 ⊗ 𝐼3 ⊗ 𝜎𝑦
= 12
⎡⎢⎢⎢⎣
0 −𝑖 0
𝑖 0 −𝑖
0 𝑖 0
⎤⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎣
1 0 0
0 1 0
0 0 1
⎤⎥⎥⎥⎦⊗
⎡⎢⎢⎢⎣
0 −𝑖 0
𝑖 0 −𝑖
0 𝑖 0
⎤⎥⎥⎥⎦
= 12
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−1 0 0 0 0 0 0 0
−1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0 0 0 0
0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−1 0 0 0 0
0 0 0−1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1 0 0 0
0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0−1 0
0 0 0 0 0 0−1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 −1
0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0−1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 −1 0 0 0 0 0 0 0 0 0 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
E assim são construídos todos os demais termos, representando na forma matricial o
Hamiltoniano do modelo considerado. Referências para consulta mais aprofundada e formal em
relação a detalhes deste apêndice estão indicadas na pág. 31.
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B
Média configuracional da
magnetização e energia livre
Média configuracional da magnetização calculada a partir da Eq. (3.7) utilizando (3.4) e
(3.6) no modelo spin 1/2:
⟨𝑚⟩𝑐 =
∫︁∫︁
𝑑ℎ2𝑃 (ℎ2)𝑑ℎ1𝑃 (ℎ1)
⎡⎢⎣ senh(2𝛾0 + ℎ1 + ℎ2)
cosh(2𝛾0 + ℎ1 + ℎ2) + 𝑒−2𝐾 cosh
(︁√︁
(ℎ1 − ℎ2)2 + 4𝑤
)︁
⎤⎥⎦
⟨𝑚⟩𝑐 = 𝑝
[︃
𝑝 senh (2𝛾0)
cosh (2𝛾0) + 𝑒−2𝐾 cosh (2
√
𝑤) +
1− 𝑝
2 (𝐴+𝐵)
]︃
+ 1− 𝑝2
[︃
𝑝(𝐴+𝐵)===== 𝛾0
𝛾0
=====
]︃
= +1− 𝑝2
(︃
senh (2𝛾0 + 2ℎ)
cosh (2𝛾0 + 2ℎ) + 𝑒−2𝐾 cosh (2
√
𝑤) +
senh (2𝛾0)
cosh (2𝛾0) + 𝑒−2𝐾 cosh (Γ)
)︃
(B.1)
=
[︃
𝛾0
𝛾0
]︃
+ 1− 𝑝2
(︃
senh (2𝛾0 − 2ℎ)
cosh (2𝛾0 − 2ℎ) + 𝑒−2𝐾 cosh (2√𝑤) +
senh (2𝛾0)
cosh (2𝛾0) + 𝑒−2𝐾 cosh (Γ)
)︃]︃
sendo que:
𝛾0 = 𝐾(𝑧 − 1)𝑚
𝐴 = senh (2𝛾0 + ℎ)
cosh (2𝛾0 + ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
𝐵 = senh (2𝛾0 − ℎ)
cosh (2𝛾0 − ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
Γ = 2
√
ℎ2 + 𝑤
𝑤 = 𝐾2
[︁
(1−Δ)2 + (𝐷/𝐽)2
]︁
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Analogamente, a média configuracional da energia livre será dada por:
⟨𝑓⟩𝑐 = (𝑧 − 1)𝑚2 − 1
𝐾
{︂
𝑝
[︂
𝑝 ln
(︁
2𝑒𝐾
(︁
cosh (2𝐾(𝑧 − 1)𝑚) + 𝑒−2𝐾 cosh
(︁
2
√
𝑤
)︁)︁)︁
+ 1− 𝑝2
(︁
ln
(︁
2𝑒𝐾
(︁
cosh (2𝐾(𝑧 − 1)𝑚+ ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁)︁
+ ln
(︁
2𝑒𝐾
(︁
cosh(2𝐾(𝑧 − 1)𝑚− ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁)︁)︁]︂
+ 1− 𝑝2
[︂
𝑝 ln
(︁
2𝑒𝐾
(︁
cosh (2𝐾(𝑧 − 1)𝑚+ ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁)︁
+ 1− 𝑝2
(︁
ln
(︁
2𝑒𝐾
(︁
cosh (2𝐾(𝑧 − 1)𝑚+ 2ℎ) + 𝑒−2𝐾 cosh
(︁
2
√
𝑤
)︁)︁)︁
+ ln
(︁
2𝑒𝐾
(︁
cosh (2𝐾(𝑧 − 1)𝑚) + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁)︁)︁)︁
+ 𝑝 ln
(︁
2𝑒𝐾
(︁
cosh(2𝐾(𝑧 − 1)𝑚− ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁)︁
+ 1− 𝑝2
(︁
ln
(︁
2𝑒𝐾
(︁
cosh (2𝐾(𝑧 − 1)𝑚) + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁)︁)︁
+ ln
(︁
2𝑒𝐾
(︁
cosh(2𝐾(𝑧 − 1)𝑚− 2ℎ) + 𝑒−2𝐾 cosh
(︁
2
√
𝑤
)︁)︁)︁)︁]︂}︂
As médias configuracionais para o caso spin 1 não serão explicitadas aqui, pois são
consideravelmente maiores, contudo as expressões são análogas ao caso spin 1/2 e podem ser
facilmente obtidas pelo mesmo procedimento.
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C
Coeficientes da expansão de
Landau
Coeficientes 𝑎 e 𝑏 da expansão (3.9) para o modelo spin 1/2:
𝑎 = 𝑝
⎡⎣ 2𝑝𝐾 (𝑧 − 1)
1 + 𝑒−2𝐾 cosh (2
√
𝑤) +
1− 𝑝
2
⎛⎝ 4𝐾 (𝑧 − 1) cosh (ℎ) + 𝐴1 − 𝐴2
cosh (ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
⎞⎠⎤⎦
+ 1− 𝑝2
⎡⎢⎢⎢⎣1− 𝑝2
⎛⎝4𝐾 (𝑧 − 1) cosh (2ℎ)− 𝐴3 + 𝐴4
cosh (2ℎ) + 𝑒−2𝐾 cosh (2
√
𝑤) +
4𝐾 (𝑧 − 1)
1 + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁
⎞⎠
+
4𝑝𝐾 (𝑧 − 1) cosh (ℎ) + 2𝑝(𝑒
−2ℎ−1)
1+𝑒−2ℎ+2𝑒−2𝐾−ℎ cosh(√ℎ2+4𝑤) −
2𝑝(𝑒2ℎ−1)
1+𝑒2ℎ+2𝑒−2𝐾+ℎ cosh(√ℎ2+4𝑤)
cosh (ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
⎤⎥⎥⎥⎦ ,
sendo:
𝐴1 =
(︁
𝑒−2ℎ − 1
)︁
2𝐾 (𝑧 − 1) senh (ℎ)
1 + 𝑒−2ℎ + 2𝑒−2𝐾−ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
𝐴2 =
(︁
𝑒2ℎ − 1
)︁
2𝐾 (𝑧 − 1) senh (ℎ)
1 + 𝑒2ℎ + 2𝑒−2𝐾+ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
𝐴3 =
(︁
𝑒4ℎ − 1
)︁
2𝐾 (𝑧 − 1) senh (2ℎ)
1 + 𝑒4ℎ + 2𝑒−2𝐾+2ℎ cosh (2
√
𝑤)
𝐴4 =
(︁
𝑒−4ℎ − 1
)︁
2𝐾 (𝑧 − 1) senh (2ℎ)
1 + 𝑒−4ℎ + 2𝑒−2𝐾−2ℎ cosh (2
√
𝑤)
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𝑏 = 𝑝
⎧⎪⎨⎪⎩43 (𝑒
2ℎ − 1)𝐾3(𝑧 − 1)3 senh(ℎ)
𝑒2ℎ + 1 + 2𝑒−2𝐾+ℎ cosh(
√
ℎ2 + 4𝑤)
+ 1− 𝑝2
⎡⎢⎣
⎛⎜⎝43𝐾3(𝑧 − 1)3 cosh(ℎ)− 43
(︁
𝑒2ℎ − 1
)︁
𝐾3(𝑧 − 1)3 senh(ℎ)
𝑒2ℎ + 1 + 2𝑒−2𝐾+ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
− 8𝐾
3(𝑧 − 1)3𝑒ℎ
(︁
2𝑒ℎ + 𝑒−2𝐾+2ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁
cosh(ℎ)(︁
1 + 𝑒2ℎ + 2𝑒−2𝐾+ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁)︁2
− 8𝐾
3(𝑧 − 1)3𝑒ℎ𝐵1 senh(ℎ)(︁
1 + 𝑒2ℎ + 2𝑒−2𝐾+ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁)︁3
⎞⎟⎠ 1
cosh(ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
+
⎛⎜⎝43𝐾3(𝑧 − 1)3 cosh(ℎ) + 43
(︁
𝑒−2ℎ − 1
)︁
𝐾3(𝑧 − 1)3 senh(ℎ)
𝑒−2ℎ + 1 + 2𝑒−2𝐾−ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
− 8𝐾
3(𝑧 − 1)3𝑒−ℎ
(︁
2𝑒−ℎ + 𝑒−2𝐾−2ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁
cosh(ℎ)(︁
1 + 𝑒−2ℎ + 2𝑒−2𝐾−ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁)︁2
− 8𝐾
3(𝑧 − 1)3𝑒−ℎ𝐵2 senh(ℎ)(︁
1 + 𝑒−2ℎ + 2𝑒−2𝐾−ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁)︁3
⎞⎟⎠ 1
cosh(ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
⎤⎥⎦
⎫⎪⎬⎪⎭
+ 1− 𝑝2
⎧⎪⎨⎪⎩
⎡⎢⎣𝑝(︂43𝐾3(𝑧 − 1)3 cosh(ℎ)
)︂
+ 43
𝑝
(︁
𝑒−2ℎ − 1
)︁
𝐾3(𝑧 − 1)3 senh(ℎ)
𝑒−2ℎ + 1 + 2𝑒−2𝐾−ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
− 8𝑝𝐾
3(𝑧 − 1)3𝑒−ℎ
(︁
2𝑒−ℎ + 𝑒−2𝐾−2ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁
cosh(ℎ)(︁
𝑒−2ℎ + 1 + 2𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
𝑒−ℎ
)︁2
− 8𝑝𝐾
3(𝑧 − 1)3𝐵3
(︁
𝑒−2ℎ − 1
)︁
𝑒−ℎ senh(ℎ)(︁
𝑒−2ℎ + 1 + 2𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
𝑒−ℎ
)︁3
⎤⎥⎦ 1
cosh(ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 1− 𝑝2
⎡⎢⎣
⎛⎝4
3𝐾
3(𝑧 − 1)3 cosh(2ℎ) + 43
(︁
𝑒−4ℎ − 1
)︁
𝐾3(𝑧 − 1)3 senh(2ℎ)
𝑒−4ℎ + 1 + 2𝑒−2𝐾−2ℎ cosh (2
√
𝑤)
− 8𝐾
3(𝑧 − 1)3𝑒−2ℎ
(︁
2𝑒−2ℎ + 𝑒−2𝐾−4ℎ cosh (2
√
𝑤) + 𝑒−2𝐾 cosh (2
√
𝑤)
)︁
cosh (2ℎ)
(𝑒−4ℎ + 1 + 2𝑒−2𝐾−2ℎ cosh (2
√
𝑤))2
+ 8𝐾
3(𝑧 − 1)3𝑒−2ℎ𝐵4 senh(2ℎ)
(𝑒−4ℎ + 1 + 2𝑒−2𝐾−2ℎ cosh (2
√
𝑤))3
⎞⎠ 1
cosh (2ℎ) + 𝑒−2𝐾 cosh (2
√
𝑤)
+ 43
𝐾3(𝑧 − 1)3
(︁
−2 + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁)︁
(︁
1 + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁)︁2
⎤⎥⎦
+
⎡⎢⎣43𝑝𝐾3(𝑧 − 1)3 cosh(ℎ)− 43 𝑝
(︁
𝑒2ℎ − 1
)︁
𝐾3(𝑧 − 1)3 senh(ℎ)
𝑒2ℎ + 1 + 2𝑒−2𝐾+ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
− 8𝑝𝐾
3(𝑧 − 1)3𝑒ℎ
(︁
2𝑒ℎ + 𝑒2ℎ𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁)︁
cosh(ℎ)(︁
𝑒2ℎ + 1 + 2𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
𝑒ℎ
)︁2
𝑇𝐸𝑋𝑇𝑂𝐸𝑀𝐵𝑅𝐴𝑁𝐶𝑂𝑆Ó𝑃𝐴𝑅𝐴𝐸𝑀𝑃𝑈𝑅𝑅𝐴𝑅𝑈𝑁𝑆𝐶𝐴𝑅𝐴𝐶𝑇𝐸𝑅𝐸𝑆𝐴𝐿É𝑀𝐷𝐴𝐵𝑂𝑅𝐷𝐴𝐷𝐴𝑃Á𝐺𝐼𝑁𝐴! ! !
⎤⎥⎦
⎫⎪⎬⎪⎭
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b
⎡⎢⎣ 111
1
1
1
⎤⎥⎦
𝑏
𝑏
𝑏
𝑏
𝑏
𝑏
𝑏
𝑏
𝑏
𝑏
𝑏
− 8𝑝𝐾
3(𝑧 − 1)3
(︁
𝑒2ℎ − 1
)︁
𝑒ℎ𝐵5 senh(ℎ)(︁
𝑒2ℎ + 1 + 2𝑒−2𝐾+ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁)︁3
⎤⎥⎦ 1
cosh(ℎ) + 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁ 𝑎𝑞𝑢𝑖é𝑒𝑠𝑐𝑟𝑖𝑡𝑜𝑒𝑚𝑏𝑟𝑎𝑛𝑐𝑜𝑠ó𝑝𝑎𝑟𝑎𝑠𝑢𝑚𝑖𝑟𝑐𝑜𝑚𝑢𝑚𝑎𝑐ℎ𝑎𝑣𝑒! !
2
⎧⎪⎨⎪⎩𝑎𝑠𝑑𝑓
+ 1− 𝑝2
⎡⎢⎣
⎛⎝4
3𝐾
3(𝑧 − 1)3 cosh(2ℎ) + 43
(︁
𝑒4ℎ − 1
)︁
𝐾3(𝑧 − 1)3 senh(ℎ)
𝑒4ℎ + 1 + 2𝑒−2𝐾+2ℎ cosh (2
√
𝑤)
− 8𝐾
3(𝑧 − 1)3𝑒2ℎ
(︁
2𝑒2ℎ + 𝑒−2𝐾+4ℎ cosh (2
√
𝑤) + 𝑒−2𝐾 cosh (2
√
𝑤)
)︁
cosh (2ℎ)
(𝑒4ℎ + 1 + 2𝑒−2𝐾+2ℎ cosh (2
√
𝑤))2
− 8𝐾
3(𝑧 − 1)3𝑒2ℎ𝐵6 senh (2ℎ)
(𝑒4ℎ + 1 + 2𝑒−2𝐾+2ℎ cosh (2
√
𝑤))3
⎞⎠ 1
cosh (2ℎ) + 𝑒−2𝐾 cosh (2
√
𝑤)
+ 43
𝐾3(𝑧 − 1)3
(︁
−2 + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁)︁
(︁
1 + 𝑒−2𝐾 cosh
(︁
2
√
ℎ2 + 𝑤
)︁)︁2
⎤⎥⎦
⎫⎪⎬⎪⎭ ,
onde:
𝐵1 = −4𝑒3ℎ − 𝑒−2𝐾+4ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 4𝑒ℎ + 2𝑒−4𝐾+3ℎ cosh2
(︁√
ℎ2 + 4𝑤
)︁
=+ 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
− 2𝑒−4𝐾+ℎ cosh2
(︁√
ℎ2 + 4𝑤
)︁
𝐵2 = 4𝑒−3ℎ + 𝑒−2𝐾−4ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
− 4𝑒−ℎ − 2𝑒−4𝐾−3ℎ cosh2
(︁√
ℎ2 + 4𝑤
)︁
=− 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 2𝑒−4𝐾−ℎ cosh2
(︁√
ℎ2 + 4𝑤
)︁
𝐵3 = 4𝑒−ℎ + 𝑒−2𝐾−2ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
+ 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
=− 2𝑒−4𝐾−ℎ cosh(
√
ℎ2 + 4𝑤)
𝐵4 = −4𝑒−6ℎ − 𝑒−2𝐾−8ℎ cosh
(︁
2
√
𝑤
)︁
+ 4𝑒−2ℎ + 2𝑒−4𝐾−6ℎ cosh2
(︁
2
√
𝑤
)︁
=+ 𝑒−2𝐾 cosh
(︁
2
√
𝑤
)︁
− 2𝑒−4𝐾−2ℎ cosh2
(︁
2
√
𝑤
)︁
𝐵5 = −4𝑒ℎ − 𝑒−2𝐾+2ℎ cosh
(︁√
ℎ2 + 4𝑤
)︁
− 𝑒−2𝐾 cosh
(︁√
ℎ2 + 4𝑤
)︁
=+ 2𝑒−4𝐾+ℎ cosh2
(︁√
ℎ2 + 4𝑤
)︁
𝐵6 = −4𝑒6ℎ − 𝑒−2𝐾+8ℎ cosh
(︁
2
√
𝑤
)︁
+ 4𝑒2ℎ + 2𝑒−4𝐾+6ℎ cosh2
(︁
2
√
𝑤
)︁
=+ 𝑒−2𝐾 cosh
(︁
2
√
𝑤
)︁
− 2𝑒−4𝐾+2ℎ cosh2
(︁
2
√
𝑤
)︁
Os coeficientes da expansão para o modelo com spin 1 são análogos, mas com expressões
que não caberiam em poucas páginas, de modo que não serão mostradas aqui.
