Recognizing when a ring is a complete matrix ring is of significant importance in algebra. It is well-known folklore that a ring R is a complete n × n matrix ring, so R ∼ = M n (S) for some ring S, if and only if it contains a set of n × n matrix units {e ij } n i,j=1 . A more recent and less known result states that a ring R is a complete (m + n) × (m + n) matrix ring if and only if, R contains three elements, a, b, and f , satisfying the two relations af m + f n b = 1 and f m+n = 0.
complete n × n matrix ring over a ring S if R ∼ = M n (S). Recognizing a complete matrix ring, or algebra, is however not obvious. Recall that n × n matrix units in a unital ring R is a set of elements {e ij : 1 ≤ i, j ≤ n} ⊆ R that satisfy
e ii = 1 R and e ij e kℓ = δ jk e iℓ , where δ jℓ is the Kronecker delta function [Row91, Chapter 1]. The most well-known element-wise characterization of a complete n × n matrix ring is given by the following folklore theorem [Row91,  Prop. 11.3, p. 22].
Theorem 1.1 A unital ring R is a complete n×n matrix ring over some ring S, that is R ∼ = M n (S), if and only if it contains a set of n × n matrix units.
The ring S in the above Theorem 1.1 is completely determined by
e i1 xe 1i ; x ∈ R .
However, these matrix units can be difficult to find and tedious to verify. In 1990, Chatters in [Cha92] posed the following question: Let H be the integer quaternions and T (n) = H nH H H . For which, if any, values of n is the tiled matrix ring T (n) a complete matrix ring? At first glance, T (n) does not appear to be a complete matrix ring. However, using properties of H and finding suitable matrix units, it turns out that T (n) ∼ = M 2 (S) for some S (not necessarily unique) for odd values of n [Rob91] .
In 1996, Agnarsson, Amitsur, and Robson in [AAR96] refined structural results from [Rob91] and obtained the following two theorems, the first of which is a three-element relations. Using this result they investigated rings of differential operators [AAR96] .
In 1996, Lam and Leroy in [LL96] investigated relations for recognizing matrix rings, in particular these three-element relations. Using the above Theorem 1.2 from [AAR96] they give an eigenring description, using a certain nilpotent element in R, for the ring S over which R is a complete (m + n) × (m + n) matrix ring. In addition, they use Theorem 1.2 to study Ore extension rings (or skew-polynomial rings).
Under these relations however, very little is known about the explicit structure of the ring S.
In fact, under certain circumstances, S may be the trivial ring. Their next result is on two-element relations.
Theorem 1.3 ([AAR96])
A ring R is a complete (m + n) × (m + n) matrix ring M m+n (S) if and only if it contains elements a and f satisfying the relations a m f m + f n a n = 1 and f m+n = 0.
Note that the characterizations given in Theorem 1.1 uses n 2 elements together with n 4 +1 relations among them to characterize a complete n × n matrix ring, whereas Theorems 1.2 and 1.3 use three and two elements respectively and two relations involving these elements to characterize complete (m + n) × (m + n) matrix rings. In particular, the number or elements and relations in Theorems 1.2 and 1.3 are not functions of the size of the matrix ring. These are the only known such characterizations for complete matrix rings.
Under the two-element relations in Theorem 1.3, it is easy to find matrices over S that satisfy the two relations: a can be the matrix with 1's along its sub-diagonal and 0's everywhere else, while f can be the matrix with 1's along its super-diagonal and 0's everywhere else. It is therefore natural to ask what happens if the first relation in Theorem 1.2 is replaced by a i f m + f n a j = 1.
The ring R is by Theorem 1.2 a complete (m + n) × (m + n) matrix ring, but it could be the trivial ring; in [Agn96] it is shown that if a ring R contains elements a and b such that ab m + b n a = 1 and b m+n = 0 where m = n, then R is the trivial ring. This result together with Theorem 1.3 strongly suggest the study of the universal ring that contains two elements a and f that satisfy a i f m + f n a j = 1 and f m+n = 0. This is the motivation for this article.
Basic Setup and Definitions
The set {1, 2, 3, . . .} of natural numbers will be denoted by N and for n ∈ N we let [n] = {1, 2, . . . , n}.
The field of rational numbers will be denoted by Q and for a prime p, the unique finite field with p elements will be denoted by Z p . For the rest of this article, all rings will be associative and unital, that is with a multiplicative unit 1, and all homomorphisms will be assumed unital. We begin with some definitions. (III) For a subset {f 1 , . . . , f N } ⊆ A x 1 , . . . , x n , the free A-algebra on x 1 , . . . , x n satisfying
The purpose of this article is in part to extend the results in [Agn96] that partly answer the above Question 1.7. The article is organized as follows.
In Section 2 we will derive numerous structural properties of R(A; i, j, 1, 1) ∼ = M 2 (S) and completely describe the ring S for relatively prime integers i and j.
In Section 3 we investigate A F when when m = n = 1 and F is one of the base fields Q or Z p where p is a prime number. We will determine all i and j such that (i, j, 1, 1) ∈ A F for these base fields, that is, we determine when exactly there are 2 × 2 matrices over F ∈ {Q, Z p } that satisfy the defining relations for R(F; i, j, 1, 1) from Definition 1.5.
2 The case m = n = 1.
In this section, we will give an explicit description of R(A; i, j, m, n) from Definition 1.5 when gcd(i, j) = 1 and m = n = 1.
Relations and Reductions
In this subsection we will derive some technical results for R(A; i, j, 1, 1).
Lemma 2.1 For the generators x, y ∈ R(A; i, j, 1, 1), we have the following relations:
Proof. We have that x i y + yx j = 1 and y 2 = 0 and hence
Similarly we obtain y = (x i y + yx j )y = yx j y.
Using the above we get
and so yx i+j y = 0.
Finally, using the last two results we get
and thus yx 2i y = −yx 2j y.
⊓ ⊔
We can now prove our first theorem.
Theorem 2.2 R(k; i, j, 1, 1) = R(k; j, i, 1, 1)
Proof. Using Lemma 2.1, x i y + yx j = 1 and y 2 = 0, we get
and so yx 2j y = x j y − x i y. Similarly, expanding (x j y + yx i )(x i y + yx j ), we get yx 2i y = yx i − yx j . By Lemma 2.1 again, we know that yx 2i y = −yx 2j y, so x j y +yx i = x i y +yx j = 1, thus R(A; i, j, 1, 1) ⊆ R(A; j, i, 1, 1). By symmetry, we see x j y +yx i = 1 and y 2 = 0 implies x i y +yx j = 1 in R(A; j, i, 1, 1)
and so x i y + yx j = 1, thus R(A; j, i, 1, 1) ⊆ R(A; i, j, 1, 1), and hence R(A; i, j, 1, 1) = R(A; j, i, 1, 1).
Note that Theorem 2.2 is stronger than it appears; it is clear that R(A; i, j, 1, 1) is anti-isomorphic to R(A; j, i, 1, 1). However, Theorem 2.2 states the rings are actually equal as sets. Without loss of generality, we can therefore assume either i ≤ j or j ≤ i. For the rest of this section we will assume the latter.
Lemma 2.3
For an arbitrary n ∈ N and the generators x, y ∈ R(A; i, j, 1, 1) we have:
(1)
Proof. Since yx i = 1 − x j y and yx j = 1 − x i y by Theorem 2.2, we clearly have (1) and (2) for n = 1. We proceed by induction on n and assume (1) to hold for n. In that case we get
Thus, for every n ∈ N we have (1). In exactly the same way we can prove (2) by using yx i = 1− x j y in the inductive step. Hence, by induction we have (1) and (2) for every n ∈ N.
is a polynomial in x and thus commutes with x i . By the same argument we have
The next lemma will come in handy later on.
Proof. By Theorem 2.2 we may without loss of generality assume i > j. We then get
Similarly, we can show 1 = x(x j−1 y + x i−j−1 − x i−1 yx i−j ), and so x is invertible.
⊓ ⊔
We are now able to show a useful relation for x. Theorem 2.6 If i > j and gcd(i, j) = d, then in R(A; i, j, 1, 1) we have
Proof. We will evaluate the element yx (ij)/d y in two ways using our relations for yx in and yx jn .
Here, let a = i/d and b = j/d. By Lemma 2.3 we have for n = b and n = a respectively that
and hence
Using Lemma 2.4 we get
Since aj = bi we have, (
, and so
and therefore
Since x is invertible by Theorem 2.5, we obtain
and by re-indexing and shifting the last term we have,
Writing out the above sum, we see that the relation in Theorem 2.6 gives an alternating series relation for x (i+j)/(d−1)(i−j) . Letting m = (i + j)/d we have
Theorem 2.6 can be used to obtain the following.
Proof. By Theorem 2.6, we have
plying both sides of this relation by x i−j and using Theorem 2.6 again, we get
If i = j, Corollary 2.7 shows that x can be viewed as a root of unity.
Proposition 2.8
The elements x i+j and x i − x j are in the center of R(A; i, j, 1, 1).
Proof. It suffices to show that x i+j and x i − x j commute with y. By definition of R(A; i, j, 1, 1)
we get
Hence, x i+j and x i −x j commute with both x and y and therefore with each element in R(A; i, j, 1, 1).
, both alternating sums
Proof. If i = j, then gcd(i, j) = i and we have yx i = 1 − x i y.
, and so yx nj = yx m(i+j)+d . By Proposition 2.8, x i+j is in the center of R(A; i, j, 1, 1) and so by Lemma 2.3 we obtain
Now, by Corollary 2.7, the inverse of x is a power of x and hence x r x m(i+j) = 1 for some r.
Therefore, by (3) we have
⊓ ⊔ Theorem 2.10 If i > j and gcd(i, j) = 1, then R(A; i, j, 1, 1) is a finitely generated A-module with a generating set of cardinality at most 2(i + j − 1)(i − j).
Proof.
Since gcd(i, j) = 1, by Theorem 2.6 and Lemma 2.9, we have relations which work as reductions for x n and yx respectively, for n ≥ (i + j − 1)(i − j). Using these reductions, we can write every monomial/word of x and y in R(A; i, j, 1, 1) as an A-linear combination of elements from {1, x, x 2 , . . . , x (i+j−1)(i−j)−1 , y, xy, . . . , x (i+j−1)(i−j)−1 y}. Hence, R(A; i, j, 1, 1) is a finitelygenerated A-module with generating set of cardinality at most 2(i + j − 1)(i − j). ⊓ ⊔
Matrix Descriptions
In this subsection we will obtain a complete description of the A-algebra R(A; i, j, 1, 1) when
, where
, forms a set of 2 × 2 matrix units by Theorem 1.3 of [AAR96] and so we have the following.
Observation 2.11 There exists an
If we let e hk = E (3−h)(3−k) for each h and k, then it is easy to verify the 2 4 + 1 = 17 relations from Theorem 1.1 to show that {e hk : 1 ≤ h, k ≤ 2} also forms a complete set of 2 × 2 matrix units, where e 11 = yx j , e 12 = y, e 21 = x i yx j , and e 22 = x i y.
By Observation 2.11 and the 2 × 2 matrix units {e hk : 1 ≤ h, k ≤ 2}, we have an isomorphism
) and x i y = ( 0 0 0 1 ) since yx j = e 11 , y = e 12 , x i yx j = e 21 , and x i y = e 22 . Hence, we will now and for the rest of this subsection view R(A; i, j, 1, 1) as the matrix ring M 2 (L). 1 0 and hence q = b, t = −a, aq = −bt, and so ab = ba. Further,
and so by Proposition 2.8 we have the following. 
If i = j, then i = j = 1 and hence x = a b 1 0 = 0 b 1 −a and so a = 0 and
. This is summed up in the following proposition. Note that to obtain Proposition 2.13 we use the fact that the equality
is replaced by an isomorphism, we cannot draw the same conclusions: In the papers [Smi81] and [Cha93] examples of non-isomorphic, noncommutative rings A and B are given such that M n (A) ∼ = M n (B). In fact, it is shown in [Cha93] that there is an uncountable family of pairwise non-isomorphic rings
Further, all S α are Noetherian domains that are finitely-generated over their centers. 
The following is easily obtained by induction on n.
.
The main result of this section is the following theorem, in which a complete description of the algebra A[a, b] from Proposition 2.13 is given.
Theorem 2.16 Let f be as in Definition 2.14. If
and A[s, t] is the polynomial ring in two indeterminates s and t over A.
Before beginning our proof, we discuss some interesting consequences of Proposition 2.13 and Theorem 2.16.
First, for any ring R, the matrix ring M n (R) and R are Morita equivalent (see [AF92] ), meaning there is an equivalence of their modules in a categorical sense. By Theorem 2.16 we have in particular that R(A; i, j, 1, 1) is Morita equivalent to a commutative ring when gcd(i, j) = 1.
For the second consequence, we recall that a polynomial identity ring (or a PI ring for short) R is a ring such that there exists a polynomial in non-commuting indeterminates p(x 1 , x 2 , . . . , x n ) ∈ R x 1 , x 2 , . . . , x n such that p(r 1 , r 2 , . . . , r n ) = 0 for all r i ∈ R. For example, any commutative ring R is a PI ring since it satisfies the identity xy − yx = 0. Similarly, any 2 × 2 matrix ring over a commutative ring is also a PI ring since it satisfies the Hall identity (xy − yx) 2 z = z(xy − yx) 2 . In fact, any n × n matrix ring over a commutative ring satisfies the Amitsur-Levitzki identity [Row91]
Therefore, by Theorem 2.16 R(A; i, j, 1, 1) satisfies both the Hall identity and the Amitsur-Levitzki identity S 4 (x 1 , x 2 , x 3 , x 4 ) and is therefore a PI ring when gcd(i, j) = 1.
We now delve into the proof of Theorem 2.16.
Proof. [Theorem 2.16] First case: Suppose i = j, and so i, j = 1. This case is special, in great part since L from Observation 2.11 is here not a finitely generated A-module, unlike the case when i > j (see Theorem 2.10.)
First we note that in this case
, the polynomial ring over A in one indeterminate s.
In the A-algebra R(A; 1, 1, 1, 1) we can show that {yx = 1 − xy, y 2 = 0} forms a complete set of reductions under the degree lexicographic order, or deglex order for short w.r.t. x < y and hence R(A; 1, 1, 1, 1) has a free A-module basis given by {1, x, x 2 , . . . , y, xy, x 2 y, . . . }. To see that R(A; 1, 1, 1, 1) is isomorphic to the 2 × 2 matrix algebra over A[s], we introduce the variable s := x 2 ∈ R(A; 1, 1, 1, 1) and so R(A; 1, 1, 1, 1) = k x, y, s : yx = 1 − xy, y 2 = 0, x 2 = s . This yields the following set of reductions {yx = 1 − xy, y 2 = 0, x 2 = s} under the deglex order s < x < y, which is not complete as in the Diamond Lemma by Bergman from [Ber78] , since it contains two overlap ambiguities yx 2 and x 3 . Resolving the first one we get
on one hand, and yx 2 = y(x 2 ) = ys on the other, and hence we obtain a new relation sy = ys.
Resolving the second one we get x 3 = x(x 2 ) = xs on one hand, and x 3 = (x 2 )x = sx on the other, and hence we obtain a new relation sx = xs. By adding these two new relations to our system of deglex reductions we obtain a complete set of reductions {yx = 1 − xy, y 2 = 0, x 2 = s, xs = sx, ys = sy} under the deglex order. Therefore s is in the center of R(A; 1, 1, 1, 1) and so Second case: Suppose i > j. In this case L is a finitely generated A-module by Theorem 2.10. 
and hence, since αj − βi = 1 we have (α + β)j = 1 + β(i + j) and so we get from (5) that
Similarly, since ( t s 1 0 ) 
Since Lemma
and on the other hand we obtain (
Since by Lemma 2.5 x is invertible, then so is b in L, and we then obtain from the above two equations that f (i + j 
Lemma 2.18 Letf be the image of f under the map
. In this case we have for each n ≥ 1:
Proof. We first note that (6) is by Definition 2.14 clearly true for n = 1, 2. We proceed by induction on n. Suppose now
for all m ≤ n. Then, by the defining recursion, we get
Using the induction hypothesis forf (2n − 1) andf (2n − 3) and the defining recursion, we further
Again, using the defining recurrence forf (n + 1) andf (n), we obtain
Hence, we obtain from the last two displayed relations
and thus (6) is proved by induction.
We will use induction to prove both (7) and (8) simultaneously. For n = 1 we havef (2) = t, f (1) = 1 andf (0) = 0 and sof (2)
Using the defining recurrence, (6), and our induction hypothesis we get,
= (f (n + 1) −f (n))(f (n + 2) +f (n + 1)) − 1.
Thusf (2n + 2) + 1 = (f (n + 1) −f (n))(f (n + 2) +f (n + 1)). Similarly,f (2n + 2) − 1 = (f (n + 1) +f (n))(f (n + 2) −f (n + 1)), which completes our proof.
⊓ ⊔
We now argue directly that if gcd(i, j) = 1, then R(A; i, j, 1, 1) = {0} for any commutative ring A. 
Examples
We conclude this section with two examples, the first of which is a consequence of Theorem 2.16
and is stated in the following corollary.
Corollary 2.20 Let A be a commutative ring, then R(A; 2, 1, 1, 1) ∼ = M 2 (A).
Proof. We know R(A; 2, 1, 1, 1) ∼ = M 2 (A[s, t]/I) where
and so A[s, t]/I ∼ = A and therefore R(A; 2, 1, 1, 1) ∼ = M 2 (A).
⊓ ⊔
We now consider the specific Q-algebra R(Q; 4, 3, 1, 1). Again, using Theorem 2.16, we know R(Q; 4, 3, 1, 1) ∼ = M 2 (A[s, t]/I) where
since s and −1 are in the same coset and the gcd(t 6 − 5t 4 + 6t 2 − 1, t 5 − 4t 3 + 3t − 1) = t 3 − t 2 − 2t + 1.
Since t 3 − t 2 − 2t + 1 is irreducible over Q, then Q[s, t]/I is a field extension of Q given by Q(λ)
where λ ∈ C satisfies the polynomial equation λ 3 − λ 2 − 2λ + 1 = 0.
While R(Q; 4, 3, 1, 1) ∼ = M 2 (Q(λ)), we still have (4, 3, 1, 1) / ∈ A Q since there is no non-trivial homomorphism that maps a field extension to its base field. This is the case since 1 must map to 1 and hence Q must map identically to Q.
Further, we note that by Theorem 2.6 we have for x ∈ R(Q; 4, 3, 1, 1) that x 6 − x 5 + x 4 − x 3 + x 2 − x + 1 = 0 where x 6 − x 5 + x 4 − x 3 + x 2 − x + 1 is irreducible over Q. Since each matrix over Q satisfies its characteristic polynomial, this means that the matrix ring M 6 (Q) is the smallest possible matrix ring that R(Q; 4, 3, 1, 1) can be mapped to non-trivially. On the other hand, since, every field extension is a vector space over its base ring and every element of a field extension acts linearly on that vector space by multiplication, then every field extension can be realized as set of matrices of dimension equal to the degree of the extension. Therefore, since λ satisfies the polynomial equation λ 3 − λ 2 − 2λ + 1 = 0 of degree three, we have that Q(λ) is isomorphic to a subring of M 3 (Q).
This gives an explicit isomorphism of M 2 (Q(λ)) into a subring of M 2 (M 3 (Q)) = M 6 (Q). This means that the smallest N in [Agn96] for which there is a non-trivial Q-algebra homomorphism R(Q; 4, 3, 1, 1) → M N (Q) is here N = 6. We will see that this observation agrees with Theorem 3.8 in the following Section 3.
Surjections onto matrix rings over base fields
In the previous section we showed in Theorem 2.16 that if gcd(i, j) = 1, then R(A; i, j, 1, 1) ∼ = M 2 (A[s, t]/I). However, we also argued that just because R(A; i, j, 1, 1) ∼ = M 2 (L) for some commutative ring L, does not necessarily mean that (i, j, 1, 1) ∈ A A from Definition 1.6, as the second example in the previous Subsection 2.3 showed us. In this section, we will restrict our attention to R(k; i, j, 1, 1) where k is a field and investigate the set A k ∈ N 4 for various fields k.
Note that (i, j, 1, 1) ∈ A k is equivalent to: "One can find nonzero 2 × 2 matrices x, y ∈ M 2 (k) satisfying x i y + yx j = 1 and y 2 = 0." Clearly, if x = ( 0 1 1 0 ) and y = ( 0 1 0 0 ), then we have x 2u+1 y + yx 2v+1 = 1 and y 2 = 0 for any integers u, v, and so we trivially have the following observations. For a given field k, we would ideally like to determine exactly for which i, j ∈ N we have (i, j, 1, 1) ∈ A k . As this question is too general to generate any interesting results, we will focus on the base fields Q and Z p for prime numbers p ≥ 2. By left-right symmetry (or stronger, by Theorem 2.2) we can assume j ≥ i. = k x, y :
Reducing to a four dimensional matrix algebra
We have the following lemma:
Proof. Assume S(k; i, j, a, b) is nonzero. Then as an image of R(k; i, j, 1, 1), it must be a nonzero 2 × 2 matrix algebra. By applying the rule x 2 = ax − b one gets the formulas:
where f l , g l ∈ k. Clearly since S(k; i, j, a, b) is nonzero, f i , f j = 0 must hold. By putting these expressions into the equation x i y + yx j = 1 and then isolating yx, one gets an expression of the
which gives a commuting rule for x and y. Hence S(k; i, j, a, b) is generated by x and y satisfying:
which makes S(k; i, j, a, b) a nonzero k-algebra spanned by {1, x, y, xy} and can therefore be at most 4-dimensional. As a 2 × 2 matrix algebra over k, it must be of dimension exactly 4, and so it must be isomorphic to M 2 (k).
⊓ ⊔
We will now examine the conditions that i, j and k must satisfy in order for (i, j, 1, 1) ∈ A k . We have already seen in Observation 3.1 that if both i and j are odd then (i, j, 1, 1) ∈ A k for all field k, so we will therefore concentrate on other values of i and j. We will no longer assume gcd(i, j) = 1.
We note that if (i, j, 1, 1) ∈ A k then, since R(k; i, j, 1, 1) can be mapped onto M 2 (k) in which every element satisfies its second degree characteristic polynomial, there must be a, b ∈ k such that S(k; i, j, a, b) is nonzero, in which case it is isomorphic to M 2 (k) as a k-algebra. It therefore is sufficient to find the conditions i, j and k must satisfy such that there are a, b ∈ k which make Proof. S(k; i, j, a, b) is nonzero if and only if S(k; i, j, a, b) is nonzero, so we assume either one. Since
, by putting z = x − r we get a new representation of S(k; i, j, a, b) as
By multiplying the first equation by y left and right, one gets ir i−1 yzy = y = jr j−1 yzy. Since our algebra is nonzero we get:
By multiplying the same equation by z left and right we get:
By (9) we get (r i + r j )(yz − zy) = 0. Since S(k; i, j, a, b) is nonzero and hence ∼ = k M 2 (k), it is noncommutative so yz − zy = 0, and so r i + r j = 0 must hold. Since (i, j) = (1, 1) either i − 1 or j − 1 is greater than 0 so by (9), r cannot be zero. We get therefore r j−i = −1 and jr j−i = i = 0, so we get the necessary conditions: r j−i = −1 and i + j is divisible by char(k) but neither i nor j are. These conditions are sufficient since if they hold, then one can map:
Clearly these matrices satisfy the defining equations for S(k; i, j, a, b) in its new representation. ⊓ ⊔ Next we examine conditions that will make S(k; i, j, a, b) nonzero when . In order for these matrices to satisfy all the defining relations of S(k; i, j, a, b) we now only need to examine x i y + yx j = 1 and y 2 = 0. The first equation gives the conditions:
Clearly r, s = 0. Now if b 12 = 0 then, since y 2 = 0, we must have b 11 = b 22 = 0 which is impossible.
We have therefore b 12 = 0. The same holds for b 21 , so we have necessary conditions that r and s must satisfy:
If we do have r, s ∈ k satisfying (10)
is indeed ak-algebra isomorphism
It is therefore sufficient to find r, s ∈k satisfying (10).
Therefore, we are looking for r, s ∈k satisfying a second degree polynomial over k, so in addition to the necessary conditions of (10) that r, s ∈k must satisfy, we must also have r+s, rs ∈ k. Clearly these conditions combined are sufficient to make S(k; i, j, a, b) well defined and nonzero.
Lemma 3.5 For r, s ∈k * (10) are equivalent to:
So, S(k; i, j, a, b) = {0} if and only if there are r, s ∈k * satisfying (11) such that r + s, rs ∈ k. ✷ By looking at the conditions of Lemma 3.5, along with the condition r + s, rs ∈ k, we see that whether there is a root r of x i+j + ζ i ∈ k[x] ink, where ζ is a root of x j−i − 1 in k, such that r + ζ/r ∈ k and r j−i = −1, depends not only on the characteristic of k but also on what kind of an extension field of the base fields (Q or Z p ) k is. Since by Definition 1.6 we have for all fields that k 1 ⊆ k 2 implies that A k 1 ⊆ A k 2 and B k 1 ⊆ B k 2 , it seems natural to study the initial element in the category of fields with a certain characteristic. Hence we will consider the cases k = Q, Z p for primes p ≥ 2. Since −1 = 1 in k = Z 2 we will dispatch that special case first. (1, 2), (2, 1) (mod 3).
Proof. We need to find necessary and sufficient conditions on (i, j) such that one can find a, b ∈ Z 2 with S(Z 2 ; i, j, a, b) nonzero. There are two cases:
First case: x 2 − ax + b is inseparable: Here by Lemma 3.4 we must have both i and j odd numbers, which is also sufficient by Observation 3.1. 1, r j−i = 1 and r + s ∈ Z 2 and so r + 1/r = 0 or 1.
If r + 1/r = 0, then r 2 = 1 so 1 = r i+j = r j−i+2i = r j−i , which is impossible.
If r + 1/r = 1, then r 2 + r + 1 = 0 and so r 3 = 1. Since gcd(x 3 − 1, x i+j − 1) = x gcd(3,i+j) − 1, we must have i + j divisible by 3 and j − i not divisible by 3. Since i, j ≡ 0, 1, 2 (mod 3), we must have (i, j) ≡ (1, 2) or (2, 1) (mod 3). This is also sufficient since x → ( 0 1 1 1 ), y → ( 0 1 0 0 ) works for this case.
⊓ ⊔
The case for the field of rational numbers
Consider a class of polynomials f n (x) ∈ Z[x] defined by:
By induction we easily get that
for every n ∈ N. If k is a base field Q or Z p then through the natural map Z → k we can view the
Suppose k = Z 2 and there are r, s ∈k and n ∈ N such that that r + s ∈ k, rs ∈ k * and r 2n + s 2n = 0. Then by (13) we have f n (r/s + s/r) = r 2n +s 2n (rs) n = 0 and so f n (x) has a root r/s + s/r ∈ k. On the other hand if f n (x) has a root t ∈ k, then by (13) t = −2 and we can find r, s ∈k with r + s = rs = t + 2 ∈ k and
Hence we have the following.
Lemma 3.7 For a base field k there are r, s ∈k such that r + s ∈ k, rs ∈ k * and r 2n + s 2n = 0 if and only if f n (x) from (12) has a root in k.
We can now prove the main result of this subsection.
Theorem 3.8 (i, j, 1, 1) ∈ A Q if and only if
(1, 2), (2, 1), (4, 5), (5, 4) (mod 6).
Proof. To find out if there are a, b ∈ Q which will make S(Q; i, j, a, b), nonzero we may by Lemma 3.4 assume x 2 − ax + b is separable with distinct roots r, s ∈ Q ⊆ C. We now have two cases.
First case: i = j: Here the necessary and sufficient conditions for S(Q; i, j, a, b) to be nonzero are, by Lemma 3.5, the existences of r, s ∈ C such that r i + s i = 0, r + s ∈ Q and rs ∈ Q * . Clearly if i is odd one can let r = 1 and s = −1, so assume i = 2n to be even.
By Lemma 3.7 there are such r, s ∈ C if and only if f n (x) has a rational root, which is the case iff f n (x − 2) has a rational root. By the recursive definition of f n in (12), we see that f n (x − 2) is Second case: i = j: Again by left-right symmetry of R(Q; i, j, 1, 1) we may assume j > i.
Here the necessary and sufficient conditions for r, s ∈ C to fulfill are by Lemma 3.5 (rs)
Since rs ∈ Q and (rs) j−i = 1 we have rs = ±1. Since both r and s are here roots of unity in C, then in order for r + s ∈ Q to hold, s must be either −r or 1/r. If s = −r then we get from (14) that 0 = r 2i (r j−i + (−1) i ) and hence, r j−i = (−1) i−1 . Since r j−i = −1 then i must be odd. Also, 1 = (−1) j−i r 2(j−i) = (−1) j−i and so j must be odd as well.
We conclude, what we already knew from Observation 3.1, that (i, j, 1, 1) ∈ A Q if both i and j are odd.
If s = 1/r then (14) becomes
By looking at the two first equations of (15) one sees by (13) that r + 1/r ∈ [2, 2] is a rational root of f i+j (x) + 2. On the other hand if c ∈ [2, 2] is a rational root of f i+j (x) + 2 then by putting r + 1/r = c one gets r i+j + r −(i+j) = f i+j (r + 1/r) = −2 and so r i+j = −1. So the existence of an r in C satisfying the two first conditions of (15) is equivalent to the existence of a rational root
The leading coefficient of f n (x) + 2 is 1 and the constant term is 2 if n is odd, so the only possible rational roots of f n (x) + 2 in [2, 2] when n is odd are ±1 or ±2.
By (13) one gets f 2n (x) + 2 = f n (x) 2 so f 2n (x) + 2 has a rational root if and only if f n (x) has one. As we saw above n must be odd and f n (0) = 0 is the only possibility.
We have therefore that the only possible rational roots of f n (x) + 2 in [2, 2] are 0, ±1, ±2 and the only positive results we find are:
We have therefore the following cases for r + 1/r being a root of f i+j (x) + 2 to consider:
r + 1/r = 0 and i + j = 4k + 2: Here we have r 2 = −1, so in order for r j−i = −1 to hold we must have neither i nor j even and so we get no new information.
r+1/r = 1 and i+j = 6k+3: Here we have r 2 −r+1 = 0 and hence r 3 = 1, so in order for r j−i = −1 to hold we must have neither i nor j divisible by 3, hence (i, j) ≡ (1, 2), (2, 1), (4, 5) or (5, 4) (mod 6). It is on the other hand clear that for these values (i, j) there is r ∈ C satisfying (15).
r + 1/r = −2 and i + j =odd: Here we have r = −1 and j − i =odd so r j−i = −1. This case is impossible, and we have completed the proof. ⊓ ⊔
The case for a general prime number p ≥ 3
For a prime number p recall the p-adic order or the p-adic valuation of the integers ν p : Z → N∪{∞} defined by ν p (n) = max({ν ∈ N : p ν |n}) for n = 0 and ν p (0) = ∞.
We now tackle the case k = Z p for primes p ≥ 3. We start with a few useful lemmas.
Lemma 3.9 If G ⊆ k * is a multiplicative subgroup of a field k of characteristic = 2 and |G| = n, then G has an element g with g m = −1 if and only if ν 2 (m) + 1 ≤ ν 2 (n).
Proof. As a subgroup of k * then G and so every subgroup of G is cyclic. Let ν = ν 2 (m). If there is a g ∈ G with g m = −1, then h 2 ν = −1 for some power h of g. Since the characteristic is not 2 one has h 2 ν+1 = 1 and h 2 ν = 1. Hence h has order 2 ν+1 in G and so 2 ν+1 must divide |G|, the order of G.
If 2 ν+1 divides | G |= n, say n = 2 ν+1 c, then let g = ξ c where G = ξ . As an element of a field we have: 0 = g 2 ν+1 − 1 = (g 2 ν − 1)(g 2 ν + 1) and hence g 2 ν = −1 must hold and so g ∈ G satisfies
Proof. For t = z + c z ∈ Z p we have t ∈ Z p if and only if t p = t, which again is equivalent to
We can now dispatch the case when i = j. Proof. For an odd i we have by Observation 3.1 that (i, i, 1, 1) ∈ A Zp and since p ≥ 3 we have ν 2 (p 2 − 1) ≥ 2 = ν 2 (i) + 2. Hence we can for the remainder of the proof assume i to be even.
We want to find a, b ∈ Z p such that S(Z p ; i, i, a, b) is nonzero. We have two cases.
First case: x 2 − ax + b is inseparable: by Lemma 3.4 we see that if i = 1 then we must have that p divides 2i and not i, which is impossible since p ≥ 3. Hence i = 1 must hold which is covered in the theorem.
Second case: x 2 − ax + b is separable: assume the two roots are r and s. By Lemma 3.5 the necessary and sufficient conditions for S(Z p ; i, i, a, b) to be nonzero are the existences of r, s ∈ Z p such that:
We will show that these conditions are equivalent to the existence of γ ∈ Z p such that:
That ( It suffices therefore to find the conditions for i and p such that there exists a γ ∈ Z p satisfying (17).
By Lemma 3.10 γ + γ −1 ∈ Z p is equivalent to γ satisfying (γ p−1 − 1)(γ p+1 − 1) = 0, and so either γ ∈ Z * p or γ ∈ G ⊆ Z * p , where G is the cyclic group of order p + 1 formed by all the roots of
In order for Z p or G to contain an element γ such that γ i = −1, it is by Lemma 3.9 necessary and sufficient that either ν 2 (p − 1) ≥ ν 2 (i) + 1 or ν 2 (p + 1) ≥ ν 2 (i) + 1. Since gcd(p − 1, p + 1) = 2, this is equivalent to ν 2 (p 2 − 1) ≥ ν 2 (i) + 2.
We will now conclude the article by finding necessary and sufficient conditions for (i, j, 1, 1) ∈ A Z p to hold for primes p ≥ 3, together with a couple of corollaries. The proof is elementary and based on "case-chasing" using group theory and congruences.
Theorem 3.12 For a prime p ≥ 3 we have (i, j, 1, 1) ∈ A Zp only in the following cases: (I)
Remark: Note that in the case of i = j we have ν 2 (j − i) = ∞ and so cases (II), (III) and (IV) do not occur. Case (I) reduces then to ν 2 (p − 1) ≥ ν 2 (i) + 1 and case (V) to ν 2 (p + 1) ≥ ν 2 (i) + 1.
We therefore see that Theorem 3.11 is covered by the above Theorem 3.12.
Proof. [Theorem 3.12] By Theorem 3.11 and by left-right symmetry of R(k; i, j, 1, 1) we can assume j > i.
Convention: For convenience in writing this proof we define d = gcd(j − i, p − 1) and e = gcd(j +i, p−1). Also, for the remainder of this proof we will be using x, y and z for integer variables in congruence equations and not as generators of our noncommutative algebra R(A; i, j, m, n).
To find out whether there are a, b ∈ Z p with S(Z p ; i, j, a, b) nonzero, we have, as in the proof of Theorem 3.11, two cases:
First case: x 2 − ax + b is inseparable with a double root r ∈ Z p . If r = 0 we must have i = j = 1 which is not the case here, so r = 0. In this case by Lemma 3.4 we must have p divide i + j but not i and r j−i = −1 which by Lemma 3.9 can only occur when ν 2 (j − i) < ν 2 (p − 1) so we have gotten case (IV ) in the theorem.
Second case: x 2 − ax + b is separable with roots r, s ∈ Z p . By Lemma 3.5 r and s must satisfy the following conditions:
(rs) j−i = 1, r i+j + (rs) i = 0, r j−i = −1, r + s, rs ∈ Z p .
Since rs ∈ Z p here we have (rs) r ∈ Z p is equivalent to (r p−1 − 1)(r p+1 − ρ yβ ) = 0, so either r ∈ Z p , or r ∈ Z p satisfying r p+1 = ρ yβ where y ∈ Z and so we have two sub-cases.
First sub-case: r ∈ Z p . Since r = 0 we have that r = ρ x for some x ∈ Z. So here we get the Since ρ is the generator of Z * p it has period p − 1 so we get the conditions for x, y ∈ Z:
x(i + j) ≡ p − 1 2 + βyi (mod p − 1)
which is the same as whether one can find x, y, z ∈ Z such that:
2x(i + j) − 2βyi = (2z + 1)(p − 1) 2x(j − i) = (odd# )(p − 1).
Since p − 1 = βd, let j − i = αd. Then gcd(α, β) = 1 and 2βi = β(i + j) − α(p − 1) and so we get:
(i + j)(2x − βy) = (2z − αy + 1)(p − 1), 2x(j − i) = (odd# )(p − 1).
If ν 2 (j − i) = ν 2 (p − 1) then by definition, both α and β are odd, say α = 2α ′ − 1 and β = 2β ′ − 1.
Let us now change the variables x and z to x ′ = x − β ′ y and z ′ = z − α ′ y. Now the first equation of (19) becomes:
(i + j)(2x ′ + y) = (2z ′ + y + 1)(p − 1) which clearly has a solution x ′ , y, z ′ ∈ Z and hence also x, y, z ∈ Z in this case, if and only if ν 2 (i + j) = ν 2 (p − 1), because 2x ′ + y and 2z ′ + y + 1 have distinct parity. When ν 2 (j − i) = ν 2 (p − 1) = ν 2 (i + j) then 2x(j − i) = (odd#)(p − 1) so we have gotten the case (II) in the theorem.
If ν 2 (j − i) > ν 2 (p − 1) then α is even and β is odd, say α = 2α ′ and β = 2β ′ − 1. Again let x ′ = x − β ′ y and z ′ = z − α ′ y. Here the first equation of (19) becomes:
(i + j)(2x ′ + y) = (2z ′ + 1)(p − 1) which clearly has solutions x ′ , y, z ′ ∈ Z and hence also x, y, z ∈ Z if and only if ν 2 (p − 1) ≥ ν 2 (i + j).
In this case 2x(j − i) is never an odd multiple of (p − 1), so we have gotten here case (I) in the theorem.
If ν 2 (j − i) < ν 2 (p − 1) then α is odd and β is even, say α = 2α ′ − 1 and β = 2β ′ . Let x ′ , z ′ be as before and we get from (19) that (i + j)(2x ′ ) = (2z ′ + y + 1)(p − 1).
Here we clearly can always find solutions x ′ , y, z ′ ∈ Z to (20) and hence also corresponding solutions in x, y, z ∈ Z. Assume now that for every such solution x, y, z ∈ Z we have 2x(j−i) = (odd# )(p−1).
We first notice that this condition is equivalent to x = (odd# )β ′ , so we are here assuming that every solution x, y, z ∈ Z to (i + j)(2x − βy) = (2z − αy + 1)(p − 1) has x = (odd# )β ′ . Let us write i + j = et and p − 1 = se where e = gcd(i + j, p − 1). Then since gcd(s, t) = 1 every solution x, y, z must satisfy:
2x − βy = ℓs 2z − αy + 1 = ℓt for some ℓ ∈ Z. Since x ′ = x − β ′ y and z ′ = z − α ′ y, then we assume that every solution x ′ , y, z ′ to 2x ′ = ℓs 2z ′ + y + 1 = ℓt has x ′ = (odd# − y)β ′ , i.e. whenever 2x ′ = ℓs then x ′ = (odd# − (ℓt − 2z ′ − 1))β ′ = (2c ℓ − ℓt)β ′ for some c ℓ ∈ Z. So in particular when x ′ = s (i.e. ℓ = 2) we have x ′ = (2c 2 − 2t)β ′ = (c 2 − t)β and hence s is even, which means t is odd since gcd(s, t) = 1. We therefore have a solution 2x ′ = s (i.e. ℓ = 1) and from this we get s = (2c 1 − t)β = (odd# )β, an odd multiple of β.
multiple of gcd(j ′ − 3i ′ − 1, 2 2−ν ) = 1. We therefore have from Corollary 3.13 the following. (1, 1) (mod 2),
(1, 2), (2, 1), (4, 5), (5, 4) (mod 6), (2, 2), (6, 6) (mod 8).
