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We establish a theoretical framework for exploring the quantum dynamics of finite ultracold
bosonic ensembles based on the Born-Bogoliubov-Green-Kirkwood-Yvon (BBGKY) hierarchy of
equations of motion for few-particle reduced density matrices (RDMs). The theory applies to zero
as well as low temperatures and is formulated in a highly efficient way by utilizing dynamically op-
timized single-particle basis states and representing the RDMs in terms of permanents with respect
to those. An energy, RDM compatibility and symmetry conserving closure approximation is devel-
oped on the basis of a recursively formulated cluster expansion for these finite systems. In order
to enforce necessary representability conditions, two novel, minimal-invasive and energy-conserving
correction algorithms are proposed, involving the dynamical purification of the solution of the trun-
cated BBGKY hierarchy and the correction of the equations of motion themselves, respectively.
For gaining conceptual insights, the impact of two-particle correlations on the dynamical quantum
depletion is studied analytically. We apply this theoretical framework to both a tunneling and an
interaction-quench scenario. Due to our efficient formulation of the theory, we can reach truncation
orders as large as twelve and thereby systematically study the impact of the truncation order on
the results. While the short-time dynamics is found to be excellently described with controllable
accuracy, significant deviations occur on a longer time-scale in sufficiently far off-equilibrium sit-
uations. Theses deviations are accompanied by exponential-like instabilities leading to unphysical
results. The phenomenology of these instabilities is investigated in detail and we show that the
minimal-invasive correction algorithm of the equation of motion can indeed stabilize the BBGKY
hierarchy truncated at the second order.
I. INTRODUCTION
Solving the full stationary or time-dependent
Schrödinger equation for an interacting many-body
system is an intriguing task, which is why various
theoretical approaches rely on a description based on
much fewer, effective degrees of freedom in order to avoid
the exponential scaling of complexity with respect to the
number of particles. These effective degrees of freedom
involve a fictitious single-particle system in the density
functional theory [1, 2], a subsystem consisting of few
modes (Wannier functions in a lattice problem) in the
large coordinate-number expansion [3–7] or a subsystem
consisting of few particles in Green’s function [8, 9]
as well as reduced density matrix approaches [10–14].
Having solved the problem for the effective degrees of
freedom, predictions for certain classes of observables
can be made without the knowledge of the full many-
body wavefunction. Expectation values of arbitrary
o-particle operators can be computed from the o-body
reduced density operator for instance, implying that
e.g. the energy expectation value of the full many-body
system can be determined from the reduced two-body
density operator alone if only binary interactions are
involved [15]. Besides the computational advantage of
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being potentially size-intensive, these subsystem-based
methods constitute natural approaches for investigating
e.g. whether and how certain subsystem properties of a
closed many-body system thermalize when starting from
a non-equilibrium initial state [16].
On the other hand, the lowest order reduced den-
sity matrices constitute a comprehensive analysis tool
for characterizing many-body states [17–23]. This holds
in particular for bosonic ultracold quantum gases where
intriguing states of quantum matter such as a Bose-
Einstein condensate or fragmented condensates [18, 19,
21, 22, 24–26] can be diagnosed by analyzing the one-
body reduced density matrix. Due to the immense flex-
ibility and the controllability of essentially all relevant
parameters, these systems serve as an ideal platform for
systematically studying the impact of correlations on the
many-body quantum dynamics in a unprecedented man-
ner [27–29]. For these systems, an efficient description
of the quantum dynamics dealing only with a few effec-
tive degrees of freedom is highly desirable since experi-
ments on ultracold ensembles can easily involve several
hundred thousands or even millions of atoms. Because
few-particle reduced density matrices are very handy for
characterizing correlated many-body states, we aim here
at a closed theory for the dynamics of these entities in the
context of ultracold bosonic systems, i.e. the appropri-
ately truncated quantum version of the Born-Bogoliubov-
Green-Kirkwood-Yvon (BBGKY) hierarchy of equations
of motion [10, 30–34].
While exactly solvable systems with analytically
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2known reduced density operators are rare [35–41], trun-
cating the BBGKY hierarchy usually involves a closure
approximation (see [42] for an exception). For ultra-
cold quantum gases being extremely dilute, a binary-
collision closure approximation, neglecting three-particle
correlations, is expected to be very suitable [43, 44]. The
latter can be extended to higher-order correlations by
means of a cluster expansion [45–54], and by using the
particle-hole duality or a Green’s function method [55–
58]. The Bogoliubov backaction method [59–64] as well
as non-commuting cumulants [65, 66] constitute alterna-
tive but conceptually similar approaches. Recently, novel
approaches using semi-classical correlations [67] or solv-
ing a time-dependent variational optimization problem
[68] have been pursued.
At this point, it shall be noted that while there are nu-
merous theoretical works on the BBGKY hierarchy and
its truncation, the literature on the accuracy and nu-
merical stability of this approach in dependence on the
truncation order by explicit simulations is limited to the
best of our knowledge [67–73]. The comprehensive study
[69] unravels that instabilities as a consequence of the
non-linear closure approximation can occur and lead to
unphysical states, i.e. reduced density matrices that are
not representable. In the context of electronic dynam-
ics in atomic and molecular systems subjected to strong
laser pulses, significant progress has been made by en-
forcing compatibility to lower-order reduced density ma-
trices and stabilizing the truncated BBGKY equations
of motion by a dynamical purification of their solution
[72, 73].
Since most studies deal with fermions (for bosons, see
[50–52] as well the BBGKY-related approaches [59–66])
and are based on the truncation of the BBGKY hierar-
chy after the second order, this work aims at a highly
efficient formulation of the BBGKY such that it can be
truncated at high orders by a closure approximation tai-
lored to ultracold bosonic systems featuring a fixed num-
ber of atoms.
Our starting-point here is an efficient representa-
tion of the few-particle reduced density operators by
tracing out particles from the variational ansatz for
the full many-body wavefunction of the established
Multi-Configuration Time-Dependent Hartree method
for Bosons (MCTDHB) [74] (Section II). Similarly to the
fermionic case [72, 73], we thereby employ an efficient,
dynamically optimized single-particle basis. Represent-
ing the reduced density operators in terms of bosonic
number states with respect to this time-dependent single-
particle basis, we derive the truncated BBGKY hierarchy
of equations of motion (EOM) from the MCTDHB EOM
and provide a compact formulation of the result in the
second-quantization picture (Section III). The properties
of theses equations are carefully discussed, their validity
at also low but finite temperatures proven and a techni-
cally as well as conceptually useful spectral representa-
tion is provided. Thereafter, we discuss requirements on
the truncation approximation for fulfilling certain conser-
vation laws and introduce a compatible cluster expansion
for bosonic systems with a fixed number of atoms, where
an appropriate normalization of the reduced density op-
erators and symmetrization operators is essential (Sec-
tion IV). This cluster expansion is formulated in a recur-
sive way, which allows for going to truncation orders as
large as twelve in our numerical simulations. In addition,
we provide conceptual insights into the role of two-body
correlations for dynamical quantum depletion and frag-
mentation. Since the truncation scheme does not ensure
that important necessary representability conditions such
as the positive semi-definiteness of the reduced density
matrices are fulfilled in the course of the time-evolution,
two novel, minimal invasive and energy-conserving cor-
rection schemes are developed, aiming at a dynamical pu-
rification of the solution of the truncated BBGKY EOM
and at a correction of the EOM themselves, respectively
(Section V).
Thereafter, we apply this methodological framework
to two examples. The first scenario is concerned with
the tunneling dynamics of bosonic atoms in a double-
well potential. Treating the system in the tight-binding
approximation allows us to go to large truncation orders
without the need of dynamically optimizing the single-
particle basis via the corresponding MCTDHB EOM.
Thereby, we probe solely effects stemming from the trun-
cation of the BBGKY hierarchy. Here, we find the short-
time dynamics to be excellently described by the trun-
cated BBGKY hierarchy and the accuracy to increase
monotonously with increasing truncation order. For
longer times, strong deviations are observed, which are
linked to high-order correlations becoming dominant as
well as exponential instabilities of the truncated BBGKY
EOM resulting in unphysical solutions. The phenomenol-
ogy of these instabilities is analyzed in detail and we
show that the minimal-invasive correction scheme for the
BBGKY EOM truncated at the second order can stabi-
lize these EOM indeed.
In the second scenario, we consider a harmonically
trapped bosonic ensemble subjected to an interaction
quench. Here, we solve the full system of coupled EOM
for the reduced density matrices and the dynamically op-
timized single-particle basis. For low excitation energies,
we find the system to be highly accurately described by
the truncated BBGKY approach. For higher excitation
energies, however, exponential instabilities again occur.
Also in this case, we can stabilize the BBGKY EOM
truncated at the second order by our EOM correction
scheme and obtain reasonably accurate results for longer
times. Finally, we conclude and provide our perspectives
in Section VII.
II. SETTING AND FORMAL FRAMEWORK
In the following, we first specify the general physical
setting for which we aim to develop a theoretical descrip-
tion. Thereafter, we describe how the state of the whole
3many-body system is efficiently represented by means of
a dynamically adapted, truncated single-particle basis.
Our ultimate goal, however, is not to theoretically de-
scribe the dynamics of the complete many-body system
but to find an effective description for the dynamics of
few-particle subsystems. Here, an efficient representation
of such subsystem states is crucial, which we derive from
the efficient representation of the total system state.
A. Physical setting
In this work, we are interested in effectively describing
the non-equilibrium quantum dynamics of N identical
bosons governed by the Hamiltonian Hˆ =
∑N
κ=1 hˆκ +∑
κ<κ′ vˆκκ′ . Here, hˆκ denotes the one-body Hamiltonian
acting on the particle κ, which typically consists of ki-
netic and external trapping potential contributions, and
vˆκκ′ refers to the binary interaction potential between the
particle κ and κ′, an example of which is the contact po-
tential vˆ12 ∝ δ(xˆ(1) − xˆ(2)) in the context of s-wave scat-
tering ultracold atoms [27]. In what follows, all terms of
the Hamiltonian may be explicitly time-dependent and
for simplicity we mainly focus on the zero-temperature
case while commenting on the validity of the resulting
theory for low but finite temperatures in Section III B 1.
Although we are in the end interested in effectively de-
scribing the dynamics of few-particle sub-systems, we
nevertheless have to first describe how the total system
state is represented, i.e. the many-body wavefunction in
the mainly considered zero-temperature case.
B. Representation of the many-body wavefunction
Instead of relying on some fixed a-priori basis as com-
monly pursued, we employ the wavefunction representa-
tion of the Multi-Configuration Time-Dependent Hartree
method for Bosons (MCTDHB) [74]. Here, the central
idea is to use m time-dependent, dynamically optimized
single-particle functions (SPFs), |ϕi(t)〉 with i = 1, ...,m,
as a truncated single-particle basis. By considering all
bosonic number-states |n1, ..., nm〉t with the SPFs as
the underlying single-particle states and its occupation
numbers summing up to the total number of particles,∑m
r=1 nr = N , a time-dependent many-body basis is con-
structed, with respect to which the many-body wavefunc-
tion is expanded
|Ψt〉 =
∑
n|N
An(t) |n〉t. (1)
Here, n = (n1, ..., nm) abbreviates a vector of occupa-
tion numbers and the summation is restricted to all n
with
∑m
r=1 nr = N , which we indicate by the symbol|N . Using a variational principle, equations of motion
(EOM) can be derived for both the expansion coefficients
An(t) and the SPFs |ϕi(t)〉 [74]. These EOM, which we
explicate in Section IIIA, ensure that the SPFs move
in an optimal manner such that the number of SPFs
m, i.e. the numerical control parameter by increasing of
which convergence can be achieved, can be drastically re-
duced compared to the case of a time-independent single-
particle basis. In particular, m may often be chosen to
be much smaller than the number of time-independent
basis states (i.e. grid points) with respect to which the
SPFs |ϕi(t)〉 are represented. Nevertheless, the number
of terms in the full configuration-interaction expansion
(1) equals CNm ≡
(
N+m−1
m−1
)
, which increases drastically
with an increasing number of bosons N . Even if con-
vergence can be achieved with m  N , which is often
the operating regime of MCTDHB, we have the scaling
CNm ∼ Nm−1/(m−1)!, which is not exponential in N but
prevents going to huge systems of N = O(106) particles
(unless m = 2). In the following, we omit the time-
dependence of all entities in our notation and stress that
all number states |n〉 are always given with respect to the
time-dependent SPF basis |ϕi〉 unless stated otherwise.
C. Representation of reduced density operators
Instead of describing the complete N -body system in
terms of the wavefunction |Ψt〉 being expanded according
to (1), we are concerned with the state of an o-particle
subsystem, o < N , given by the o-body reduced density
matrix1 (o-RDM) of the wavefunction |Ψt〉
Do(i1,...,io),(j1,...,jo)(t) = 〈Ψt|aˆ†j1 . . . aˆ†jo aˆio . . . aˆi1 |Ψt〉. (2)
Here aˆi (aˆ
†
i ) denotes the time-dependent bosonic an-
nihilation (creation) operator corresponding to the ith
time-dependent SPF, |ϕi〉, and obeying the canonical
commutation relations [aˆi, aˆ
†
j ] = δij and [aˆi, aˆj ] = 0.
Since we aim at a closed theory for the states of few-
particle subsystems taking o-particle correlations sys-
tematically into account up to high orders o, an effi-
cient representation of RDMs is vital. Starting with
the abstract density operator of o-th order Dˆo =∑
i1,...,jo
Do(i1,...,io),(j1,...,jo) |ϕi1 ...ϕio〉〈ϕj1 ...ϕjo | and using
the bosonic symmetry, manifesting itself in an invariance
of (2) under permutations of the first (last) o indices,
we may expand the o-RDM with respect to SPF-based,
1 For simplicity, we employ the same acronym “RDM” for referring
to both the abstract reduced density operator and its represen-
tation as a matrix with respect to a given basis.
4bosonic o-particle number-states
ρˆo =
∑
n,m|o
ρon,m |n〉〈m| with (3)
ρon,m =
(
N
o
)−1 ∑
l|N−o
A∗l+mAl+n
m∏
r=1
(
lr +mr
mr
) 1
2
(
lr + nr
nr
) 1
2
.
We use the probabilistic normalization tr(ρˆo) = 1 in this
work, meaning ρˆo = Dˆo (N − o)!/N !, which turns out to
be crucial for the definition of few-particle correlations
for finite bosonic systems in Section IV.
As a matter of fact, the representation (3) of RDMs is
beneficial in a three-fold manner: (i) Employing m dy-
namically adapted SPFs as the underlying single-particle
basis can drastically reduce the necessary number of ba-
sis states for convergence [75]. (ii) Exploiting the bosonic
symmetry strongly reduces the number of complex coef-
ficients needed for representing an o-RDM, namely from
m2o for (2) to (Com)2 (if one does not make use of the
hermiticity). In Fig. 1, we show the number of coeffi-
cients in dependence on o and m, showing clearly that
we may effectively represent RDMs of relatively high or-
der with Eq. (3) in contrast to Eq. (2). We note that
the depicted range of m is highly relevant for practical
applications since for not too strong correlations in the
system, few (optimized) SPFs are often enough to prop-
erly capture the relevant physical processes due to the
bosonic bunching-tendency [76–78]. (iii) Explicitly us-
ing bosonic number states as the many-body basis for
expanding RDMs is very convenient for analytical ma-
nipulations and leads to equations of motion in a com-
pact second-quantization representation, which is highly
suitable for programming.
Having discussed an efficient representation of RDMs,
we also have to consider how to efficiently perform op-
erations on them. The super-operators that are crucial
for this work cover the partial trace tr1(·), which maps
a bosonic o-body operator to an (o − 1)-body operator,
a raising operation Rˆ1(·), which maps an o-body to an
(o + 1)-body operator, and a joining operation Jˆo2o1 (·, ·),
which maps an o1- and o2-body operator to an (o1 + o2)-
body operator. In Appendices A and B, we introduce
these operations and discuss their efficient application to
e.g. RDMs being represented as (3). Using the formulas
provided in these Appendices, one can easily see that the
o-RDM (3) stems from integrating out (N − o) degrees
of freedom from the N -RDM, i.e. the total system state
ρˆN = |Ψt〉〈Ψt|, meaning ρˆo = trN−o(ρˆN ), which implies
the compatibility tr1(ρˆo+1) = ρˆo of the RDMs.
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Figure 1. (color online) Complexity of representing the o-
RDM, being measured by the number of complex-valued co-
efficients, in dependence on the order o for various numbers
of SPFs m. Solid lines refer to bosonic number states as un-
derlying basis functions, see Eq. (3), dashed ones to Hartree
products, see Eq. (2). For m = 1, the solid and dashed line
lie on top of each other. The hermiticity of RDMs is not
taken into account. Making use of it would roughly reduce
the number of coefficients by a factor of two.
III. EQUATIONS OF MOTION
Instead of starting with the time-dependent
Schrödinger equation for deriving the EOM for the
RDMs, we take the MCTDHB EOM of [74] for the
wavefunction ansatz (1) as our starting point (see also
[72] for the fermionic case). Thereby, we tacitly assume
that the considered number m of dynamically optimized
SPFs in the MCTDHB ansatz (1) is sufficient for ob-
taining converged results of desired accuracy up to some
time tf of interest. At the same time, our starting-point
also covers the case of the Schrödinger equation in
the limiting case m → ∞. After briefly reviewing the
MCTDHB EOM and their properties in Section IIIA,
we present the corresponding hierarchy of EOM for
the RDMs derived from the wavefunction ansatz (1) in
Section III B and discuss equivalent representations in
Section III C. By means of the latter, we draw important
conclusions about the role of few-particle correlations
for the dynamics in Section IV, where truncation
approximations for the hierarchy of EOM are discussed.
A. MCTDHB equations of motion
The EOM of the MCTDHB theory [74] can be de-
rived by applying the Lagrangian variational principle
to the wavefunction ansatz (1), which ensures that the
SPFs are dynamically adapted in a variationally optimal
manner. As a result, one obtains a family of equiva-
lent EOM, whose members are specified by fixing the
5gauge 〈ϕj(t)|i∂t|ϕk(t)〉 = gjk(t) with an arbitrary, pos-
sibly time-dependent hermitian m × m matrix gjk, the
so-called constraint operator [75]. For a given gauge gjk,
the expansion coefficients obey a Schrödinger equation
with a time-dependent Hamiltonian matrix because of
the employed time-dependent many-body basis (setting
~ = 1)
i∂tAn =
∑
m|N
〈n| [Hˆ −
m∑
j,k=1
gjk aˆ
†
j aˆk] |m〉Am. (4)
We stress here again that all time dependencies are sup-
pressed in the notation. Correspondingly, the dynam-
ics of the SPFs is governed by the following non-linear
integro-differential equations
i∂t|ϕl〉 = gˆ|ϕl〉+ [1− Pˆ]
(
hˆ|ϕl〉+ (5)
+ (N − 1)
m∑
q,p,r,s=1
fqpfrs[ρˆ
−1
1 ]rl ρ
2
eq+ep,er+es [vˆ]sp |ϕq〉
)
,
where gˆ ≡ ∑mi,j=1 gij |ϕi〉〈ϕj | and Pˆ = ∑mi=1 |ϕi〉〈ϕi|
projects onto the subspace spanned by the instantaneous
SPFs. Besides the constraint operator, both the single-
particle Hamiltonian hˆ ≡ hˆ1 and the coupling to the
“other” (N − 1) bosons via the mean-field operator ma-
trix [vˆ]sp ≡ (2)〈ϕs|vˆ12|ϕˆp〉(2) (the super-script (2) denotes
a particle label) drive the time-evolution of the SPFs. We
remark that despite of the naming “mean-field operator
matrix” no mean-field approximation is involved (except
for the limiting case m = 1). The matrix [ρˆ−11 ]rl refers
to the inverse of the regularized2 1-RDM in SPF repre-
sentation. As we expand also the 2-RDM with respect to
two-particle number states, we attain the additional fac-
tors fij ≡
√
(1 + δij)/2 as compared to [74]. Moreover,
the occupation-number vectors like eq, which occur in the
indices of the 2-RDM, describe a state where one boson
resides in the qth SPFs and all other SPFs are unoccu-
pied. Thereby, eq + ep refers to a two-particle state with
one boson residing in the qth and one boson residing in
the pth SPF. We note that the density matrices entering
the MCTDH(B) EOM in the literature [74, 75] are the
transposed of the RDM definition in this work, for which
we have decided since it allows for evaluating expectation
values of few-body operators in the usual manner, namely
as the trace over the observable times the corresponding
RDM, e.g. 〈∑Nκ=1 hˆκ〉 = N tr(hˆρˆ1).
The solutions to Eq. (4), (5) for different gauges actu-
ally correspond to the same solution for the total wave-
function (1) since gˆ in Eq. (5) only induces a unitary
transformation within the subspace spanned by the in-
stantaneous SPFs, which is compensated by a correspond
unitary transformation of the coefficients An induced by
2 See [75] for a regularization recipe and [79, 80] for two recent
alternatives to this regularization.
the gjk term in Eq. (4) [74, 75]. For any number of
SPFs m, the MCTDHB EOM were shown to obey norm
as well as energy3 conservation [74, 75] and to respect
single-particle symmetries such as a parity symmetry if
existent [81]. Finally, we remark that MCTDHB covers
both Gross-Pitaevskii mean-field theory for fully Bose-
Einstein condensed systems (given contact interaction)
in the case of m = 1 and the exact Schrödinger equa-
tion4 in the formal limit m → ∞ where Pˆ becomes the
identity.
B. BBGKY equations of motion
There are at least three ways how the EOM of the
RDMs can be derived from the MCTDHB theory. (i)
Since the elements of the o-RDM ρˆon,m only depend ex-
plicitly on the expansion coefficients An (and not on the
SPFs), one may differentiate Eq. (3) with respect to time
and use the EOM (4). (ii) One could also take the time-
derivative of |Ψt〉〈Ψt| using both Eq. (4) and (5), then
trace out (N−o) particles via Eq. (B5) and finally project
onto o-particle number-states from the left and right. (iii)
Instead of MCTDHB, one can equivalently start with the
corresponding MCTDH EOM [75] such that individual
particles are addressable via artificial labels. Thereby,
one can directly apply the standard derivation of the
BBGKY EOM (see e.g. [10]) and successively trace out
particles in the von-Neumann like EOM for the N -RDM
elements. After translating this first-quantization result
to the second-quantization picture, one obtains the fol-
lowing EOM for the o-RDM
i∂tρ
o
m,n − 〈m| [ ˆ˜H, ρˆo] |n〉 = 〈m| Iˆo
(
ρˆo+1
) |n〉. (6)
Here, the von-Neumann like term [ ˆ˜H, ρˆo] with the Hamil-
tonian
ˆ˜H =
m∑
i,j=1
(hij − gij) aˆ†i aˆj +
1
2
m∑
i,j,q,p=1
vijqp aˆ
†
i aˆ
†
j aˆqaˆp, (7)
and hij ≡ 〈ϕi|hˆ|ϕj〉, vijqp ≡ 〈ϕiϕj |vˆ12|ϕqϕp〉, describes
the unitary evolution of the o-particle subsystem in the
state ρˆo and accounts for all interactions within this sub-
system. Interactions with the sub-system’s environment
consisting of (N−o) particles, however, render the overall
dynamics non-unitary in general, which becomes mani-
fest in the inhomogeneity of the EOM (6), the so-called
collision integral
Iˆo
(
ρˆo+1
)
=
N − o
o+ 1
m∑
i,j,q,p=1
vqjpi
[
aˆ†qaˆp, aˆi ρˆo+1 aˆ
†
j
]
, (8)
3 Higher order moments of a time-independent Hamiltonian are,
however, not conserved in general [75].
4 Setting furthermore gjk = 0 leads to the Schrödinger equation
in a time-independent many-body basis.
6coupling the dynamics of ρˆo to ρˆo+1. Since this second-
quantization formulation of the collision integral might
appear less familiar compared to e.g. [10], let us re-
formulate the above expression. Using the mixed first
and second quantization representation of Appendix B
[see formula (B2)] and the representation (3), one eas-
ily verifies aˆi ρˆo+1 aˆ
†
j/(o + 1) =
(o+1)〈ϕi|ρˆo+1|ϕj〉(o+1),
which may loosely be interpreted as the “state” of the
o-particle subsystem conditioned on the |ϕi〉 ↔ |ϕj〉 tran-
sition of a further particle. By employing the mean-field
operator matrix [vˆ](κ)ji ≡ (o+1)〈ϕj |vˆκ,o+1|ϕi〉(o+1) with
κ = 1, ..., o, we can translate
∑m
q,p=1 vqjpiaˆ
†
qaˆp into the
first-quantization picture in the o-particle sector, namely
to
∑o
κ=1 Pˆ(κ)[vˆ]
(κ)
ji Pˆ(κ) where the mean-field operator ma-
trix and the projector act on the particle κ as indicated
by the superscript index. Putting both ingredients to-
gether, we obtain a more familiar representation
Iˆo
(
ρˆo+1
)
(N − o) =
o∑
κ=1
m∑
i,j=1
[
Pˆ(κ)[vˆ](κ)ji Pˆ
(κ), (o+1)〈ϕi|ρˆo+1|ϕj〉(o+1)
]
,
=
o∑
κ=1
Pˆ(κ) tr1
([
vˆκ,o+1, ρˆo+1
])
Pˆ(κ), (9)
where the partial trace effectively runs over the SPFs
only. The latter representation directly shows that the
collision integral describes the interaction of any particle
of the considered o-particle subsystem with one particle
of its environment. Next, we briefly comment on some
properties of the EOM.
1. Properties
Solved together with the EOM for the SPFs (5), the
complete hierarchy of RDM EOM (6) (with o = 1, ..., N)
is equivalent to MCTDHB, of course, and thereby in-
herits all properties such as gauge invariance, norm, en-
ergy and, if existent, single-particle symmetry conserva-
tion. In particular, the solution of the complete hierar-
chy corresponds to an exact solution of the many-body
Schrödinger equation for m → ∞. Trivially, the RDM
EOM respect the compatibility of the RDMs by construc-
tion, meaning ∂tρon,m = 〈n|tr1(∂tρˆo+1)|m〉. Although the
above EOM are derived from MCTDHB and the RDMs
are represented with respect to a dynamically optimized
basis, the EOM for the matrix elements ρon,m are for-
mally identical to the BBGKY EOM derived from the
time-dependent Schrödinger equation [10], which one can
see by using the representation (9) for the collision inte-
gral and translating the Hamiltonian (7) into the first-
quantization picture for the o-particle sector. This is due
to the fact that the elements ρon,m depend only on the
expansion coefficients An (see Eq. (3)), which obey a lin-
ear Schrödinger-like equation (4). Moreover, in the limit
m → ∞ and the gauge gij = 0, the above equations ex-
actly coincide with the BBGKY hierarchy of EOM repre-
sented in some time-independent basis (see e.g. [10]). In
the opposite limit m = 1, where all bosons are forced to
reside in the same SPF, the time-derivative of the RDM
elements vanishes and the dynamics is solely governed by
Eq. (5), which becomes equivalent to the Gross-Pitaevskii
mean-field equation for the case of contact interaction
[74].
Since the BBGKY EOM derived from MCTDHB are
formally identical to the BBGKY EOM stemming from
the von-Neumann equation, the question of their valid-
ity at finite temperatures boils down to the question of
whether Eq. (5) results in an optimal dynamics for the
SPFs in this case. By purifying the N -RDM (see also
[82]), we show in Appendix C in which sense Eq. (5)
ensures optimality of the SPFs also for arbitrary mixed
initial states ρˆN (0) of the total N -particle system, given
that the N -particle dynamics is unitary. Thereby, the
above equations can safely be applied also to the case
of low temperatures as long as one can computationally
account for sufficiently many SPFs to resolve all signif-
icantly populated single-particle states. Otherwise, one
would have to combine the BBGKY approach with some
suitable Monte-Carlo sampling technique, which, how-
ever, goes far beyond the scope and aims of this work.
In order to use the above BBGKY EOM for simulating
the quantum dynamics of systems which are too large
for a MCTDHB calculation, one needs to truncate the
hierarchy of EOM at a certain order o¯ and approximate
the unknown collision integral Iˆo¯[ρˆo¯+1]. This closure ap-
proximation may therefore be regarded as an additional
approximation to the MCTDHB theory in the case of a
finite number of SPFs m. If successful, the total particle-
number N would directly5 enter the resulting theory only
as a prefactor of the collision integral (8). While trunca-
tion schemes are discussed in Section IV, we provide in
the following comments on (i) how to find an appropri-
ate initial state for the o-RDM with o = 1, ..., o¯ (Section
III B 2) and (ii) different representations of the BBGKY
hierarchy (Section III C).
2. Initial-state calculation
In the following, let us assume that we have already
truncated the BBGKY at the order o¯ by means of an
appropriate closure approximation (see Section IV) and
discuss different approaches for determining the initial
RDMs [ρˆ1(t = 0), ..., ρˆo¯(t = 0)].
First, if the system is initially fully condensed or in a
non-interacting thermal state, the initial o-RDM can be
stated (semi-)analytically for arbitrary orders, given that
the occupied single particle state(s) are known.
5 In some situations, however, the number of particles does affect
the minimal number of SPFs required for convergence, cf. the
Mott insulating state of ultracold bosons in an optical lattice at
unit filling where one needs m = N .
7Second, if, however, correlations do play a role initially,
e.g. if the system is initially in the correlated ground-state
of some reference Hamiltonian Hˆ0, numerical methods
such as MCTDHB with imaginary time propagation or
improved relaxation [83] can be employed. Due to the
closure approximation, however, the resulting o-RDM
cease to be an exact stationary point of the EOM (6)
(with Hˆ replaced by the reference Hamiltonian Hˆ0). In
such a situation, the initial RDMs can be improved by
propagating the RDM EOM (6) with fixed SPFs and Hˆ
still replaced by the reference Hamiltonian Hˆ0 for some
time and performing a time-average over the solution as
done in [73].
Third, one may alternatively take some initial guess
for ρˆo(t = 0) with o = 1, ..., o¯, obtained e.g. from an
accurate MCTDHB calculation or, if infeasible, a rough
one taking too few SPFs into account6, and aim at find-
ing a fixed point of the EOM (5), (6), where Hˆ is
again replaced by the reference Hamiltonian Hˆ0. The
MCTDHB EOM (4) in negative imaginary time leads
to the following trace-conserving EOM for the N -RDM
∂τρ
N
n,m = 〈n|{tr(Hˆ0ρˆN ) − Hˆ0, ρˆN}|m〉 with {·, ·} de-
noting the anti-commutator. Given a gapped reference
Hamiltonian Hˆ0, the latter EOM exponentially contracts
all initial states with 〈E0|ρˆN (0)|E0〉 6= 0 to a state pro-
portional to the projector onto the (approximate) ground
state7 |E0〉.
Taking partial traces of the above equation for the N -
particle density operator, however, appears cumbersome
to us. Instead, we find it technically more convenient
to directly differentiate the RDMs with respect to (neg-
ative imaginary) time and perform manipulations simi-
larly to the derivation of contracted Schrödinger equa-
tions [12, 13, 56, 58]. In Appendix D, we explicate this
derivation for the 1-RDM. As in the case of contracted
Schrödinger equations, one finds that the EOM for the
o-RDM couples to both the order o+ 1 and o+ 2, which
can be traced back to the N -RDM EOM featuring an
anti-commutator instead of the commutator occurring
for real-time dynamics. With the help of an appropri-
ate truncation approximation (see Section IV), one can
then relax an initial guess for the o-RDM to the (approx-
imate) ground-state o-RDM. It would be very interest-
ing to compare the performance of these EOM, which
includes also an adaptive single-particle basis, to the
conventional contracted Schrödinger equation approach
[12, 13, 56, 58] and its anti-hermitian variant [84] (which
could also used for calculating the initial o-RDM, of
course). Since we, however, focus on the properties of the
6 In order to perform the subsequent calculations accurately, one
has to add further, e.g. randomly chosen SPFs and embed the
given o-RDM with smaller m into an o-RDM with larger m such
that those additional SPFs are unoccupied.
7 For a degenerate ground state, the asymptotic solution is pro-
portional to ρˆN (0) projected from the left and right onto the
ground-state manifold.
(truncated) BBGKY equations (5), (6) for many-body
dynamics here, only situations with analytically known
initial states are considered in the applications of Section
VI.
C. Special representations of the BBGKY
equations of motion
Before discussing truncation approximations in Section
IV, we briefly inspect selected equivalent representations
of the BBGKY EOM (5), (6) here, which turns out to be
useful for both computational purposes and conceptional
insights.
1. Single-particle Hamiltonian gauge
While any chosen gauge gij leads to the same solution
for the o-RDM ρˆo as argued before, we empirically found
that the single-particle Hamiltonian gauge gij = hij is
numerically more favorable for integrating the EOM (see
also [75] for a similar observation for MCTDH). We sus-
pect the following mechanism being responsible for this
effect. The commutator [ ˆ˜H, ρˆo], expressed in the eigen-
basis of ˆ˜H, results in terms being proportional to the
difference of two eigenenergies in the EOM (6), which
might lead to stiff equations and small integrator time-
steps. In the above gauge, however, the single-particle
terms are removed from the Hamiltonian (7) such that
the impact of these energy differences is reduced. Possi-
bly, one might boost the integration further by incorpo-
rating also a fraction of the interaction energy into the
constraint operator in an appropriate mean-field sense.
2. Natural-orbital gauge
Conceptional insights into the role of correlations can
be gained by spectrally decomposing the o-RDM
ρˆo =
Com∑
r=1
λ(o)r |φor〉〈φor| (10)
and reformulating the BBGKY EOM as EOM for the so-
called natural populations (NPs)8 λ(o)r and natural or-
bitals (NOs) |φor〉 [17]. For ultracold bosonic systems,
the dynamics of the 1-RDM NPs is of particular inter-
est for diagnosing quantum depletion and fragmentation
into several Bose-Einstein condensates [18, 22, 25]. In
the context of the MCTDH theory, it is well-known that
8 The terms ’natural population’ and ’natural orbital’ have origi-
nally been introduced for the 1-RDM only [17] but are employed
for all orders in this work.
8one can enforce the SPFs to coincide with the 1-RDM
NO given that this coincidence is also ensured initially
[75, 85, 86] by an appropriate choice of the constraint
operator, which reads9 for indistinguishable particles and
two-body interactions
gij = hij − (1− δij)
〈φ1i | Iˆ1
(
ρˆ2
) |φ1j 〉
λ
(1)
i − λ(1)j
. (11)
Thereby, one finds that the 1-RDM NP dynamics is
driven by the collision integral
i∂tλ
(1)
r = 〈φ1r| Iˆ1
(
ρˆ2
) |φ1r〉, (12)
and the corresponding NOs obey
i∂t|φ1r〉 = hˆ|φ1r〉 −
m∑
l=1
l 6=r
〈φ1l | Iˆ1
(
ρˆ2
) |φ1r〉
λ
(1)
l − λ(1)r
|φ1l 〉 (13)
+
(N − 1)
λ
(1)
r
[1− Pˆ]
m∑
q,p,s=1
fqpfrs ρ
2
eq+ep,er+es [vˆ]sp |φ1q〉,
where the mean-field operator matrix [vˆ]sp has to be eval-
uated with respect to the NO basis. Before we proceed,
some comments are in order here. (i) The EOM (12),
(13) turn into the exact EOM for the 1-RDM NPs and
NOs [42, 87–91] in the limit m→∞ where the last term
in (13) vanishes. For a truncation of the single-particle
basis to some finite m, the above EOM describe the vari-
ationally optimal dynamics of the NOs (see also [92]).
(ii) The reciprocal eigenvalue 1/λ(1)r in (13) has to be
regularized as usual (see footnote 2). (iii) In the case of
NP degeneracies, both the constraint operator (11) and
the NO EOM (13) can become undefined due to the am-
biguity of the NOs within the degenerate subspace(s).
One can cope with this issue by setting the gij to zero if
λ
(1)
i = λ
(1)
j [92] or regularize the difference λ
(1)
i − λ(1)j in
the equations [75]. Alternatively, a Taylor expansion of
ρˆ1(t+ ∆t) up to second order in ∆t as performed in [79]
should lift the ambiguity in many cases. In any case, ini-
tially non-degenerate NPs typically repel each other dur-
ing the dynamics according to the Wigner-von-Neumann
non-crossing rule [93] with the time t as the only “exter-
nal” parameter, unless symmetries lead to non-incidental
crossings [94]. Due to these technical subtleties, we do
not employ the natural-orbital gauge for simulations but
only for analytical insights into the essential features of
the 2-RDM which actually drive the NP dynamics ac-
cording to Eq. (12) (see Section IVC).
3. Spectral representation on all orders
While the constraint operator can only be used for de-
riving the spectral representation at the order o = 1, one
9 We note that the real-valued diagonal elements gii may be chosen
arbitrarily.
may proceed for orders o > 1 by inserting the represen-
tation (10) into the EOM (6) and projecting the result
onto NOs (see [42, 88–91] for the application of this strat-
egy to the order o = 1). The result of this calculation
is similar to Eq. (12) and the first line of Eq. (13), and
reads
i∂tλ
(o)
r = 〈φor| Iˆo
(
ρˆo+1
) |φor〉, (14)
i∂tφ
o
r;n = 〈n| ˆ˜H|φor〉 −
m∑
l=1
l 6=r
〈φol | Iˆo
(
ρˆo+1
) |φor〉
λ
(o)
l − λ(o)r
φol;n (15)
where φor;n ≡ 〈n|φor〉. So again, only the collision inte-
gral drives the non-unitary dynamics of the o-RDM NPs,
as expected. We note that the EOM (14) will be the
starting-point for our construction of a novel correction
algorithm for the truncated BBGKY EOM, which non-
perturbatively enforces necessary representability condi-
tions such as the positive semi-definiteness (see Section
VB2).
IV. TRUNCATION APPROXIMATION AND
THE ROLE OF CORRELATIONS
Having discussed the BBGKY hierarchy of EOM stem-
ming from the MCTDHB theory without further approx-
imations, we investigate closure approximations for trun-
cating the hierarchy at order o¯ here. This is to impose
further approximations to the MCTDHB theory. While
one effectively has to find an approximation for the un-
known collision integral Iˆo¯ only, we pursue here the stan-
dard path of approximating the unknown (o¯+1) RDM by
ρˆappro¯+1 such that we obtain for the approximate collision
integral Iˆappro¯ = Iˆo¯(ρˆ
appr
o¯+1 ). The general strategy in the
following is to appropriately decompose the o-RDM into
a part which can be constructed from lower order RDMs
and a rest, which defines o-particle correlations. Then,
the truncation approximation consists in neglecting the
thereby defined (o¯ + 1) correlations. Such an approach
is expected to be appropriate for weak and intermediate
interaction strengths, e.g. for studying the emergence of
correlations on top of a Bose-Einstein condensate or frag-
mented condensates.
In the following, we first discuss requirements on such
a closure approximation, which have to be fulfilled for
respecting important conservation laws (Section IVA).
Then, different cluster-expansion schemes and thereby
different definitions of few-particle correlations are criti-
cally discussed in Section IVB. After these rather tech-
nical considerations, we conceptually analyze the role of
two-particle correlations for the dynamics of 1-RDM nat-
ural populations, i.e. for dynamical quantum depletion or
fragmentation of a bosonic ensemble (Section IVC).
9A. Truncation approximation and conservation
laws
While the bosonic symmetry is explicitly incorporated
in our formal framework and thus trivially conserved,
other symmetries and conservation laws are only obeyed
by the truncated BBGKY EOM (5), (6) if the closure
approximation ρˆappro¯+1 fulfills certain conditions. For ana-
lyzing these requirements, we partly follow the lines of
[10] and [69] while taking the time-dependence of the
SPFs into account, whenever necessary.
First of all, the traces of the RDMs are conserved for
any truncation approximation ρˆappro¯+1 due to the commu-
tator structure of the EOM (6). Second, any hermitian
closure approximation ρˆappro¯+1 results in the conservation of
hermiticity of the o-RDMs, again by virtue of the com-
mutator structure of their EOM. Third, the conservation
of compatibility can be studied by inspecting
i∂t 〈n|[tr1(ρˆo+1)− ρˆo]|m〉 = 〈n|[ ˆ˜H, tr1(ρˆo+1)− ρˆo]|m〉
+ κ 〈n|Iˆo
(
tr1(ρˆo+2)− ρˆo+1
)|m〉 (16)
with κ = (N − o − 1)/(N − o). As in the case of the
BBGKY hierarchy represented in some time-independent
basis, the compatibility of the closure approximation,
tr1(ρˆ
appr
o¯+1 ) = ρˆo¯ for all times, constitutes a sufficient con-
dition for the conservation of compatibility of all lower
order RDMs, given that these RDMs are compatible at
the initial time of the propagation.
Fourth, we discuss energy conservation in the sense of
d
dt 〈Hˆ〉t = 〈( ∂∂tHˆ)〉t, where the partial derivative on the
right hand side relates to a potential explicit time de-
pendence of the Hamiltonian Hˆ. Focusing on truncation
orders o¯ ≥ 2, one obtains the same results for the EOM
(5), (6) as found for the BBGKY EOM being represented
in a time-independent basis [69]. Namely, if the total en-
ergy expectation value of the system is calculated as
〈Hˆ〉t = N tr
(
hˆ1 ρˆ1
)
+
N(N − 1)
2
tr
(
vˆ12 ρˆ2
)
(17)
then energy conservation is ensured by the bosonic sym-
metry of the RDMs, independently of the chosen trunca-
tion approximation. If, however, one alternatively com-
putes the energy expection value as 〈Hˆ〉t = N tr(kˆ2 ρˆ2)
with the auxiliary 2-particle Hamiltonian kˆ2 = [hˆ1 + hˆ2 +
(N − 1)vˆ12]/2 [15], then energy conservation requires the
truncation approximation to respect the compatibility re-
quirement.
Fifth, single-particle symmetries are conserved as long
as the truncation approximation respects this symme-
try, which means the following. Let pˆiκ denote a sym-
metry operation (e.g. parity transformation or transla-
tion) acting on the κth particle and Πˆn =
⊗n
κ=1 pˆiκ the
corresponding symmetry operation acting on n particles.
Furthermore, we consider a Hamiltonian featuring this
symmetry, i.e. [ΠˆN , Hˆ] = 0, and assume an initial state
of definite symmetry. By transferring the line of ar-
guments of [81] to the current situation, one can show
that the truncated EOM (5), (6) conserve this symme-
try, i.e. [Πˆo, ρˆo(t)] = 0 for o = 1, ..., o¯, if the following
two conditions are met. (i) All initial SPFs, i.e. also ini-
tially unoccupied ones, are of definite symmetry, meaning
pˆi1|φj(t = 0)〉 = eiθj |φj(t = 0)〉 for some θj ∈ R. (ii) The
reconstruction approximation ρˆappro¯+1 features this symme-
try, [Πˆo¯+1, ρˆ
appr
o¯+1 (t)] = 0 at time t, given that the RDMs of
lower order, from which ρˆappro¯+1 (t) is constructed, commute
with the corresponding Πˆo transformation.
Sixth, one can show that the gij gauge invariance of
the EOM (5), (6) remains untouched under truncation
if the truncation approximation ρˆappro¯+1 (t) transforms as a
bosonic (o¯+1)-RDM under unitary transformation of the
single-particle basis. When discussing the construction
of compatible cluster expansions in Sections IVB2 and
IVB3, this transformation behavior turns out to be a
subtlety which has to be carefully analyzed.
Finally, we refer the reader to [95] for a comprehensive
discussion of the impact of closure approximations on the
time-reversal invariance of the BBGKY hierarchy.
B. Cluster expansions for finite bosonic systems
In the following, we first review the so-called clus-
ter expansion for indistinguishable but spinless parti-
cles (Section IVB1) and analyze its symmetrized vari-
ant for bosons (Section IVB2). When critically in-
specting the resulting definition of few-particle correla-
tions, also in comparison to the corresponding cluster
expansion for fermions, we pinpoint an issue concerning
size-extensitivity being related to a particularity of the
bosonic symmetrization operator. For this reason, we
briefly touch upon an alternative cluster expansion, be-
ing outlined in more detailed and critically discussed in
Appendix E. Eventually, we arrive at a compatible, recur-
sively formulated cluster expansion for bosons, which al-
lows for going to large truncation orders (Section IVB3).
It is this cluster expansion which we employ in the ap-
plications of Section VI.
1. Cluster expansion for indistinguishable spinless particles
Following e.g. [10], the cluster expansion for a system
of indistinguishable but spinless particles reads
ρˆ
(1,2)
2 =: ρˆ
(1)
1 ρˆ
(2)
1 + cˆ
(1,2)
2 (18)
ρˆ
(1,2,3)
3 =: ρˆ
(1)
1 ρˆ
(2)
1 ρˆ
(3)
1 + [cˆ
(1,2)
2 ρˆ
(3)
1 + cˆ
(1,3)
2 ρˆ
(2)
1
+ cˆ
(2,3)
2 ρˆ
(1)
1 ] + cˆ
(1,2,3)
3
ρˆ
(1,2,3,4)
4 =: ρˆ
(1)
1 ρˆ
(2)
1 ρˆ
(3)
1 ρˆ
(4)
1 + [cˆ
(1,2)
2 ρˆ
(3)
1 ρˆ
(4)
1 + ...]
+ [cˆ
(1,2,3)
3 ρˆ
(4)
1 + ...] + [cˆ
(1,2)
2 cˆ
(3,4)
2 + ...] + cˆ
(1,2,3,4)
4
etc. Here, the super-index in e.g. ρˆ(κ)1 indicates onto
which particle the respective operator shall act. The
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occurring terms in this cluster expansion have an intu-
itive interpretation: e.g. cˆ(1,2)2 ρˆ
(3)
1 describes the situation
in which the first two particles are correlated while the
third one constitutes an independent “spectator”. Let
us now briefly summarize the properties of this expan-
sion and the resulting closure approximation: (i) Given
a compatible family of RDMs ρˆ(1,...,o)o , it is straightfor-
ward to see that all cluster operators are contraction-free,
i.e. tr1(cˆ
(1,...,o)
o ) = 0. This implies that the truncation
approximation of setting cˆ(1,...,o¯+1)o¯+1 to zero is compatible
so that the truncated BBGKY EOM would conserve the
compatibility of the RDMs. (ii) It is moreover easy to see
that the above expansion is even termwise compatible,
meaning that for each class of terms on the right hand
side of order (o+1) (indicated by square brackets), there
exists a corresponding class of terms at order o that con-
stitutes its partial trace, e.g. tr1([cˆ
(1,2)
2 ρˆ
(3)
1 + ...]) = cˆ
(1,2)
2
if the partial trace is taken over the “third” particle. (iii)
Given that the RDMs are invariant under the symmetry
operation Πˆ(1,...,o)o =
⊗o
κ=1 pˆi
(κ) where pˆi denotes a single-
particle symmetry operator, i.e. [Πˆ(1,...,o)o , ρˆ
(1,...,o)
o ] = 0,
one can show by induction that also the clusters (and
thus also the reconstruction functional at order (o¯ + 1))
features this symmetry [Πˆ(1,...,o)o , cˆ
(1,...,o)
o ] = 0. (iv) While
the clusters and therefore the corresponding reconstruc-
tion functional do not single out any particle, meaning
Pˆpi cˆ
(1,...,o)
o Pˆpi = cˆ
(1,...,o)
o for any permutation pi ∈ S(o)
and Pˆpi denoting the corresponding particle-permutation
operator, they lack bosonic symmetry, i.e. Pˆpi cˆ
(1,...,o)
o 6=
cˆ
(1,...,o)
o in general. Thus, projecting onto the bosonic sec-
tor is in order here (see [10] and references therein for a
more detailed line of argument), which is discussed in the
following Section.
2. Symmetrization of the cluster expansion for
indistinguishable bosons
Since the clusters as defined in Eq. (18) commute with
the respective particle-transposition operators, it is suf-
ficient to apply the respective symmetrization operator
Sˆo =
∑
pi∈S(o) Pˆpi/o! only from the right
ρˆ2 =: ρˆ
(1)
1 ρˆ
(2)
1 Sˆ2 + cˆ2 (19)
ρˆ3 =:
(
ρˆ
(1)
1 ρˆ
(2)
1 ρˆ
(3)
1 + [cˆ
(1,2)
2 ρˆ
(3)
1 + ...]
)
Sˆ3 + cˆ3
ρˆ4 =:
(
ρˆ
(1)
1 ρˆ
(2)
1 ρˆ
(3)
1 ρˆ
(4)
1 + [cˆ
(1,2)
2 ρˆ
(3)
1 ρˆ
(4)
1 + ...]
+ [cˆ
(1,2,3)
3 ρˆ
(4)
1 + ...] + [cˆ
(1,2)
2 cˆ
(3,4)
2 + ...]
)
Sˆ4 + cˆ4
etc. Apparently, the number of terms in this expansion
increases rapidly with increasing order. While we pro-
vide a recursive scheme for efficiently evaluating clus-
ters of high order in Section IVB3, we address here
the following more fundamental problems and the cor-
responding properties of the above cluster expansion: (i)
ideal BECs of fixed particle number as correlation-free
reference states, (ii) compatibility, (iii) invariance under
symmetries and (iv) size-extensitivity. Finally, we briefly
comment on differences to the corresponding cluster ex-
pansion for fermions.
First, it is natural to require that a correlation measure
shall not testify correlations if the N -particle system is
fully condensed, i.e. if the system is in a Gross-Pitaevskii
mean-field state |Ψ〉 = ⊗Nj=1|φ〉 with the condensate
wavefunction |φ〉. Here, we show that this is indeed the
case for the clusters cˆo defined by (19). Obviously, the
1-RDM of such a BEC reads ρˆ1 = |φ〉〈φ|. Evaluating the
first class of terms on the right-hand-side of Eq. (19), we
find at order o that (ρˆ(1)1 ... ρˆ
(o)
1 )Sˆo = |φ...φ〉〈φ...φ|, i.e. the
projector onto the o-fold Hartree product of the conden-
sate wavefunction, which equals exactly ρˆo. Thereby, all
clusters vanish for this state.
We have explicated this illustrative calculation here
only in order to demonstrate why we have decided to
use the idempotent symmetrization operator Sˆo = Sˆ2o
and trace-one RDMs in the expansion (19). This is
namely in contrast to most other works which typically
use Do(i1,...,io),(j1,...,jo) (featuring trace N !/(N − o)!) as
RDMs and o! Sˆo as the symmetrization operator for the
cluster expansion, which is then also called cumulant ex-
pansion10 [10, 12, 13]. While the cumulant expansion
is perfectly suitable for systems with vanishing chemical
potential, e.g. photons [48], it testifies non-vanishing cor-
relations on all orders for an ideal BEC with a fixed num-
ber N of atoms, even if N becomes large [50]. Thereby,
this approach is not suitable for systematically taking
correlations into account on top of a BEC. In numerical
experiments, we have indeed observed that the truncated
BBGKY EOM become almost immediately exponentially
instable and give wrong results if the cumulant expansion
is used for the truncation (data not shown). To cure this
flaw, we employ the trace-one RDM and the idempotent
symmetrization operator for the cluster expansion in this
work. In passing, we note that recently also an alter-
native solution to this problem based on a non-unitary
transformation into the so-called excitation picture of a
BEC has been developed [50–52].
Second, in order to conserve the compatibility of the
initial RDMs, a cluster expansion should ideally respect
compatibility, i.e. its clusters should be contraction-free.
In contrast to the case of identical but spinless particles
(Section IVB1), however, neither is the expansion (19)
termwise compatible nor are the thereby defined clusters
contraction-free in general. This can be easily seen by
inspecting the second order, for which a straightforward
calculation gives tr1(cˆ2) = (ρˆ1 − ρˆ21)/2 (see also [46]).
Thus, the partial trace of cˆ2 vanishes only if ρˆ1 is idem-
potent, which is equivalent to the total system being in a
10 The cumulants can be calculated as derivatives of the generating
function ξ({αr}, {α∗r}) = ln(〈exp(
∑
r αr aˆ
†
r) exp(−
∑
r α
∗
r aˆr)〉)
with respect to αi and α∗j and setting all α’s to zero (see e.g.
[13]).
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Gross-Pitaevskii mean-field state where all clusters van-
ish anyway (see also [34]). In Section IVB3, we restore
the compatibility of the cluster expansion (19) by means
of a unitarily invariant decomposition of the cluster.
Third, as in the case of indistinguishable spinless parti-
cles, the clusters cˆo defined by Eq. (19) commute with the
symmetry operator Πˆo given that the state of the total
system features such a symmetry. This is an immediate
consequence of [Πˆo, Sˆo] = 0.
Fourth, a cluster expansion should ideally be size-
extensive in the sense that it does not testify correla-
tions between two subsystems which feature no mode-
entanglement between each other. Even in the absence of
mode-entanglement, the bosonic particle-exchange sym-
metry does in general induce correlations between par-
ticles, which should be appropriately described by our
methodological approach, of course. Such correlations
should, however, be excluded from the correlation def-
inition, on which a cluster expansion is based, so that
higher order clusters can be neglected without impeding
physical mechanisms that are induced by such bosonic-
symmetry induced correlations. Here, we relax this re-
quirement and only demand that a system consisting of
two independent ideal BECs, i.e. the simplest case of a
two-fold fragmented condensate, shall not feature cˆo cor-
relations. While a single BEC is correlation-free as dis-
cussed above, the cluster expansion (19) unfortunately
diagnoses correlations between these two independent
BECs, which can be seen as follows. Suppose that NA/B
atoms reside in the condensate wavefunction |φA/B〉 such
that the total system state reads |Ψ〉 = |NA, NB〉. A
straightforward calculation shows that two-particle cor-
relations cˆ2 are present in this case, even in the infinite
particle limit N = NA +NB →∞ with λ = NA/N kept
constant where one obtains the following expression
cˆ2 = λ(1− λ)|φ+AB〉〈φ+AB |+O(1/N) (20)
with |φ+AB〉 = (|φAφB〉+ |φBφA〉)/
√
2. So the correlation
measure cˆ2 testifies correlations between the two inde-
pendent condensates, which stem solely from the bosonic
particle-exchange symmetry.
In order to approximately cure this flaw of lacking
size-extensitivity, we have explored the construction of
an alternative bosonic cluster expansion, which we, how-
ever, discard in the end due to a mathematical subtlety.
Let us nevertheless briefly report on the concepts as well
as pitfall here. Inspired by [96], the central idea is to
modify the different classes of terms of the expansion
(19) such that termwise compatibility is ensured and so-
called multi-orbital mean-field states [97, 98] possess van-
ishingly small correlations. The latter means that there
are an occupation-number vector k and single-particle
basis states such that the total wavefunction can be rep-
resented by a single permanent |Ψ〉 = |k〉. The second
order of this alternative cluster expansion has been dis-
cussed in [99, 100] as well as applied for an in-depth anal-
ysis of quantum many-body dynamics far-off equilibrium
[100]. In Appendix E, we exemplarily outline the con-
struction of this expansion. Unfortunately, however, it
turns out that the thereby defined cluster operators may
depend on the choice of the single-particle basis in the
case of NP degeneracies, which hinders us to utilize this
approach for truncating the BBGKY hierarchy. For this
reason, we stick to the symmetrized cluster expansion
(19) and make it compatible (see Section IVB3).
Finally, we briefly compare the above properties to the
fermionic case (with fixed particle number N). Here,
the cumulant expansion is the appropriate approach
since it ensures that Hartree-Fock states do not fea-
ture correlations [49] (whereas using the idempotent anti-
symmetrization operator and trace-one RDMs leads to
correlations in this case). Analogously to the bosonic
case, the cumulants turn out to be only contraction-free
if the system is in a Hartree-Fock state. Yet surprisingly,
the cumulants prove to be size-extensive [13, 101, 102].
3. Recursive formulation of the compatible symmetrized
cluster expansion
We now come back to the symmetrized cluster expan-
sion (19), make it compatible by means of a unitarily
invariant decomposition [103–106] and finally give a re-
cursive formulation allowing for an efficient evaluation at
high orders.
Apparently, the cluster cˆo¯+1 defined by (19) contains
information about the RDMs of lower order such that ne-
glecting it violates compatibility. These important pieces
of information can be identified by the so-called unitarily
invariant decomposition (UID) of hermitian bosonic op-
erators [105, 106], which allows for uniquely decomposing
any o-body operator Bˆo ∈ Bo into Bˆo = Bˆredo ⊕Bˆirro where
Bˆredo contains all information about the partial traces of
Bˆo, i.e. tr1(Bˆredo ) = tr1(Bˆo), and Bˆirro covers what may
be termed irreducible o-particle properties. This decom-
position is unique in the sense of being invariant under
unitary transformations of the single-particle basis. We
further note that Bˆredo is a linear functional in all partial
traces trk(Bˆo) of Bˆo, which we explicate in Appendix F.
Analogously to [72, 73] dealing with fermions, we now
define the (o¯+1)-particle correlations which are neglected
in the truncation approximation to be the irreducible,
i.e. contraction-free component of the cluster cˆo¯+1 of the
expansion (19) (see [46] for an alternative approach for
ensuring compatibility). If we abbreviate the approxima-
tion for ρˆo¯+1 as induced by (19) by ηˆo¯+1 := ρˆo¯+1 − cˆo¯+1,
we obtain the following compatible closure approxima-
tion
ρˆappro¯+1 := ηˆo¯+1 + cˆ
red
o¯+1 = ρˆ
red
o¯+1
[
ρˆ1, ..., ρˆo¯
]⊕ ηˆirro¯+1. (21)
Practically, this means that we have to calculate (i) ηˆo¯+1,
which equals the right-hand-side of (19) when neglect-
ing the unknown cˆo¯+1, (ii) its contraction-free component
ηˆirro¯+1 via the UID and (iii) the reducible component ρˆredo¯+1
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of the unknown ρˆo¯+1, which, however, depends only on
its known partial traces, i.e. the RDMs which are propa-
gated via the truncated BBGKY EOM.
In this way, the truncation approximation consists in
replacing the exact ρˆirro¯+1 by ηˆirro¯+1. In passing, we note
that the UID ensures only compatibility but not termwise
compatibility as fulfilled by the alternative cluster expan-
sion outlined in Appendix E. In contrast to this alterna-
tive cluster expansion however, the closure approxima-
tion (21) is invariant under unitary transformations of
the SPFs as a consequence of the UID. Thus, the gauge
invariance of the truncated EOM (5), (6) with respect to
the constraint operator gij is ensured by (21).
In order to construct the closure approximation (21)
also at high truncation orders o¯, we finally state an effi-
cient recursive algorithm for evaluating the clusters cˆo of
the expansion (19). The key idea here is to find compu-
tation rules for the different classes of expansion terms
which are indicated in (19) by square brackets. If we
define the one-body cluster by cˆ1 ≡ ρˆ1, we can abbre-
viate the class of terms at order o which involves K
different clusters, where the cluster cˆσr occurs nr-times
(r = 1, ...,K), by the symbol
Fˆn1,...,nKσ1,...,σK ≡
[
cˆ(1,...,σ1)σ1 cˆ
(σ1+1,...,2σ1)
σ1 ... cˆ
([n1−1]σ1+1,...,n1σ1)
σ1 cˆ
(n1σ1+1,...,n1σ1+σ2)
σ2 ... cˆ
(o−σK+1,...,o)
σK + (22)
+ all distinguishable permutations of the particle labels
]
Sˆo,
where o =
∑K
r=1 nrσr. Here, we assume the ordering
0 < σ1 < σ2 < .... < σK as well as nr > 0 for all
r = 1, ...,K. Now we may express the cluster cˆo of the
expansion (19) as
cˆo = ρˆo −
o−1∑
K=1
∑K
r=1 nrσr=o∑
n1,...,nK>0
0<σ1<σ2<....<σK
Fˆn1,...,nKσ1,...,σK . (23)
As a matter of fact, this sum runs over as many symbols
as there are integer partitions of the number o minus
one, i.e. P (o)− 1 with P (·) denoting the partition func-
tion, such that we can use an algorithm which generates
integer partitions for labeling the symbols of a given or-
der. In appendix G, we prove the following two computa-
tion rules, which are sufficient for evaluating the symbol
Fˆn1,...,nKσ1,...,σK in terms of the symbols of lower orders:
Fˆnσ =
1
n
Jˆσ(n−1)σ
(
Fˆn−1σ , cˆσ
)
(24)
Fˆn1,...,nKσ1,...,σK = Jˆ
nKσK
o−nKσK
(
Fˆn1,...,nK−1σ1,...,σK−1 , Fˆ
nK
σK
)
, (25)
where again o =
∑K
r=1 nrσr and Jˆ
o2
o1 (·, ·) denotes the join-
ing super-operator introduced in Appendix A. In our soft-
ware implementation, we store for each symbol Fˆn1,...,nKσ1,...,σK
at the order o the (integer-partition based) labels of the
symbols of lower order that are needed for applying the
respective computation rule. The required joining oper-
ations (A3) are implemented in a highly efficient man-
ner by using the combinadic-number based labeling of
bosonic number states [107] in combination with map-
ping tables [81] for easily addressing the label of the
(o1 + o2)-particle number state |a1 + a2〉 given the o1-
particle number state |a1〉 and the o2-particle number
state |a2〉.
Having recursively calculated all clusters cˆo up to the
truncation order o¯, the (incompatible) auxiliary closure
approximation ηˆo¯+1 can be constructed, from which we
finally obtain the compatible closure approximation (21)
via the UID (see Eq. (F2)). This is how we truncate
the BBGKY hierarchy in the numerical simulations of
Section VI.
C. On the role of two-particle correlations for
dynamical quantum depletion
After the above technical considerations on how to
properly define and evaluate few-particle correlations for
constructing a cluster expansion, we investigate here the
impact of two-particle correlations on the 1-RDM natural
populations λ(1)r , which is highly relevant for understand-
ing the mechanisms underlying dynamical quantum de-
pletion and fragmentation of Bose-Einstein condensates
[18]. We address this problem from two perspectives.
First, we analyze the role of the irreducible component
ρˆirr2 on the 1-RDM dynamics. By inserting the decompo-
sition ρˆ2 = ρˆred2 ⊕ρˆirr2 together with the explicit expression
(F2) for ρˆred2 into (6), we find the following
i∂t 〈ϕq|ρˆ1|ϕp〉 = 〈ϕq|
(
[hˆeff , ρˆ1] + Iˆ1(ρˆ
irr
2 )
)|ϕp〉, (26)
where the effective single-particle Hamiltonian reads
hˆeff = hˆ − gˆ + N−1m+2 tr1[vˆ12(1 + Pˆ12)] and Pˆ12 permutes
the particle labels 1 and 2. So the coupling of a sin-
gle atom being in the state ρˆ1 to the remaining (N − 1)
atoms via the collision integral Iˆ1(ρˆ2) has a two-fold im-
pact. While the reducible component ρˆred2 only leads to
a renormalization of the single-particle Hamiltonian to
hˆeff , an effect sometimes called Lamb shift in the context
of open quantum-systems [108], non-unitary dynamics of
the 1-RDM can only be induced by the irreducible com-
ponent ρˆirr2 . Thus, only these correlations can drive the
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dynamics of the NPs λ(1)r (t). We note that this result
does not depend on whether the RDMs are represented
in the dynamically adapted MCTDHB SPF basis or with
respect to some time-independent basis. It is only im-
portant that the single-particle basis is finite, which is a
technical requirement for the UID [103–106].
Second, we explicate the EOM (12) for the NPs λ(1)r (t)
∂tλ
(1)
r = 2(N − 1)
m∑
i,j,k=1
fikfjr Im
(
vrjik ρ
2
ei+ek,er+ej
)
,
(27)
where we remind the reader about the definition fqp =√
(δqp + 1)/2. Employing the hermiticity of vˆ12 as well
as [Pˆ12, vˆ12] = 0, one easily verifies that the diagonal ele-
ments ρ2a,a do not contribute to the right hand side of Eq.
(27). As a result, the NP evolution can only be driven by
the coherences ρ2a,b with a 6= b of the 2-RDM represented
in permanents with respect the instantaneous NOs |φ1s〉.
More precisely, only such coherences in the irreducible
component ρˆirr2 can induce non-trivial dynamics of the
1-RDM NPs.
Besides being of conceptual interest, this insight has
also consequences for truncation approximations. Trun-
cating the BBGKY hierarchy at the first order using the
recipe outlined in Section IVB3 means using the follow-
ing closure approximation
ρˆappr2 =
m∑
q,p=1
(1 + δqp)λ
(1)
q
(λ(1)p
2
+
1− λ(1)q
m+ 2
)
|eq + ep〉〈eq + ep| − 1− tr(ρˆ
2
1)
(m+ 2)(m+ 1)
1+2 , (28)
where the number-states are given with respect to the
instantaneous NOs |φ1s〉. In this basis, ρˆappr2 turns out to
be diagonal implying that the NPs λ(1)r (t) are constant in
time. Thus, when using the truncation scheme of Section
IVB3, the truncation order o¯ must be larger than one in
order to account for dynamical quantum depletion (see
also [88, 89, 91] for a similar discussion for the fermionic
case).
Similarly, if the total system is in a multi-orbital mean-
field state, i.e. a single permanent (cf. Eq. (E1) of Ap-
pendix E) or if one truncates the BBGKY hierarchy at
order o¯ = 1 by means of the alternative cluster expan-
sion outlined in Appendix E, the 2-RDM entering the
right hand side of Eq. (27) is diagonal in the NO number-
state basis, leading again to stationary NPs [99]. Conse-
quently, for a system being initially prepared in a single
permanent (as in the case of two independent BECs dis-
cussed in Section IVB2), a Taylor expansion of λ(1)r (t)
about t = 0 lacks the linear term. This is a consequence
of |Ψt〉 being continuous in time, which requires a contin-
uous admixture of further number-states11 (with respect
11 As a side remark, this can be seen as a deeper reason for the fact
to the instantaneous NOs) for having a well-defined finite
time-derivative of λ(1)r .
V. RDM REPRESENTABILITY AND
PURIFICATION STRATEGIES
While the BBGKY EOM truncated by virtue of the
cluster expansion discussed in Section IVB3 conserve
the trace and compatibility of the RDMs, other prop-
erties of RDMs are not ensured. As we shall investi-
gate in detail in Section VI, the initial RDM lose e.g.
their positive semi-definiteness in the course of the time
evolution due to the applied truncation approximation,
which has also been observed in [69, 72] when truncating
the BBGKY hierarchy for fermionic problems at order
o¯ = 2. In this Section, we first review important nec-
essary representability conditions which ρˆo has to fulfill
in order to represent an o-RDM of a bosonic N -particle
system. Thereafter, we discuss purification strategies for
preventing representability defects in the solution of the
truncated BBGKY EOM.
A. Necessary representability conditions
Besides being compatible and of unit trace, which shall
be assumed in the following, there are further important
necessary representability conditions on the o-RDM. For
reviewing them, we assume the total N -particle system
to be in some pure state |Ψ〉 and follow the lines of [109–
111]. Then one has 〈Ψ|Aˆ†oAˆo|Ψ〉 ≥ 0 for an arbitrary
(not necessarily hermitian) polynomial Aˆo of order o in
the annihilation and creation operators aˆ(†)r , e.g.
Aˆ2 =
m∑
i,j=1
(
c
(1)
ij aˆiaˆj + c
(2)
ij aˆ
†
i aˆ
†
j + c
(3)
ij aˆiaˆ
†
j + c
(4)
ij aˆ
†
i aˆj
)
+
m∑
i=1
(
c
(5)
i aˆi + c
(6)
i aˆ
†
i
)
+ c(7) (29)
with the c(κ)’s being arbitrary complex numbers. Set-
ting certain c(κ)’s to zero while allowing the re-
maining ones to take arbitrary values, the inequality
〈Ψ|Aˆ†oAˆo|Ψ〉 ≥ 0 implies the positive semi-definiteness of
various matrices such as the o-RDM Do(i1,...,io),(j1,...,jo) =
〈Ψ|aˆ†j1 . . . aˆ†jo aˆio . . . aˆi1 |Ψ〉 or the so-called o-hole RDM
Qo(i1,...,io),(j1,...,jo) = 〈Ψ|aˆj1 . . . aˆjo aˆ
†
io
. . . aˆ†i1 |Ψ〉. By nor-
mal ordering, all these matrices can be expressed in terms
of the o-RDM and RDMs of lower order such that the
that the so-called time-dependent multi-orbital mean-field theory
[98] has to rely on stationary occupations of the dynamically
optimized orbitals.
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required positive semi-definiteness of these matrices ef-
fectively induce necessary representability conditions for
the RDMs. Fulfilling all these conditions implies that
the Heisenberg uncertainty relation 〈(Aˆ − 〈Aˆ〉)2〉〈(Bˆ −
〈Bˆ〉)2〉 ≥ |〈[Aˆ, Bˆ]〉|/2, with the expectation values being
evaluated with respect to ρˆo, is fulfilled for any observ-
ables Aˆ, Bˆ involving at most bo/2c-body operators [110].
In contrast to this, violations of these conditions can im-
ply an unphysical violation of the uncertainty relation
between two such observables.
Since most observables of interest in the field of ultra-
cold atoms involve at most two-body operators, we focus
on representability conditions for the 1- and 2-RDM here.
Whereas being positive semi-definite is necessary and suf-
ficient for the representability of ρˆ1, the known neces-
sary and sufficient representability conditions for the 2-
RDM are not useful in practice [109] (see [111], which
deals with a model system, for an exception). There-
fore, we consider here only the important necessary D-,
Q- and G-condition for representability [13, 109], which
can be derived as outlined above. In the following, we
assume ρˆ1 to be representable. Then, the D-condition,
i.e. the positive semi-definiteness of D2(i1,j1),(i2,j2), di-
rectly implies the positive semi-definiteness of the two-
hole RDM Q2(i1,j1),(i2,j2) (the Q-condition) [111]. In
contrast to this, the positivity of the one-particle-one-
hole RDM G2(i1,j1),(i2,j2) = 〈Ψ|aˆ
†
i1
aˆj1 aˆ
†
j2
aˆi2 |Ψ〉 (the G-
condition) is not inherited from the D-condition. This is
because G2(i1,j1),(i2,j2) is not related to the D2-matrix but
its partial transposed via G2(i1,j1),(i2,j2) = D
2
(i2,j1),(i1,j2)
+
δj1j2D
1
i2,i1
[111]. Thereby, the G-condition constitutes an
independent representability requirement on the 2-RDM,
which can be crucial as highlighted by the numerical re-
sults of e.g. [111]. Besides the D-condition, we, however,
do not employ the above G-condition but its more restric-
tive original variant [109], which demands the positive
semi-definiteness of the following matrix
K2(i1,j1),(i2,j2) =
1
NK
(
G2(i1,j1),(i2,j2)−D1j1,i1D1i2,j2
)
. (30)
In contrast to [109], however, we have included the nor-
malization factor NK = N(N+m−1)−tr(Dˆ21) in the def-
inition in order to enforce12 unit trace,
∑
i,j K
2
(i,j),(i,j) =
1, such that the eigenvalues of ρˆ2 andK2(i1,j1),(i2,j2) attain
comparable values. This K-condition13 can be obtained
by the above recipe by setting all c(κ) to zero except for
c
(3)
ij and c
(7). Finally, we remark that violating the K-
condition can have severe impact on the predictions for
12 We note that this normalization factor is derived under the as-
sumption of representability of the 2-RDM. Representability de-
fects might lead to (slight) deviations from trace one.
13 Originally, this matrix was denoted as G in [109], but in order to
distinguish it from the one-particle-one-hole matrix we decided
to use the letter K in this work.
density-density correlations being readily accessible in ul-
tracold quantum gas experiments (see e.g. [112]). Namely
in this case, the positive semi-definiteness of the density-
fluctuation covariance matrix C(x, y) = 〈δρˆ(x)δρˆ(y)〉,
with δρˆ(x) = ψˆ†(x)ψˆ(x) − 〈ψˆ†(x)ψˆ(x)〉 and ψˆ(x) denot-
ing the field operator, is not guaranteed (see Eq. (7.14)
of [109]).
B. Correction strategies
Since the truncated BBGKY EOM do not respect the
above necessary representability constraints, we discuss
here correction strategies. These strategies can be viewed
as an attempt to approximately compensate that we ne-
glect Iˆo¯(cˆirro¯+1) in the closure approximation (see Eq. (21)).
First, we discuss how to correct the solution after propa-
gating the truncated BBGKY EOM for a small time-step
∆t. Thereafter, we summarize a strategy for correcting
the truncated BBGKY EOM themselves.
1. Purification of the solution
Originally designed for correcting a 2-RDM with slight
representability defects in the context of contracted
Schrödinger equations, the iterative purification scheme
by Mazziotti [113] has been employed for correcting the
truncated BBGKY EOM for electronic problems in [72],
which is known as dynamical purification. Since our ap-
proach relies partly on these concepts, we briefly review
the main ideas of that dynamical purification scheme.
Assuming that ρˆ2(t) is representable, propagating the
truncated BBGKY EOM for a fixed, small time-step ∆t
results in ρˆ2(t+∆t) which features a slight representabil-
ity defect, i.e. slightly violates a necessary representabil-
ity condition. In the following, we shall assume that
its partial trace, ρˆ1(t + ∆t), is representable, i.e. posi-
tive semi-definite. Otherwise an appropriate purification
scheme for ρˆ1(t+∆t) has to be applied and the reducible
part [ρˆ2(t+ ∆t)]red has to be updated accordingly [113].
Now the idea is to iteratively update the 2-RDM
by adding a contraction-free correction term Cˆ2, i.e.
ρˆ2(t+ ∆t)→ ρˆ2(t+ ∆t) + Cˆ2, such that its partial trace
remains invariant. The Mazziotti purification scheme re-
lies on an ansatz for Cˆ2. Namely for correcting a lack
of positive semi-definiteness of ρˆ2(t + ∆t), one assumes
Cˆ2 =
∑
i∈I ai[|φ2i 〉〈φ2i |]irr, where I denotes the set of in-
dices of all NOs whose NPs λ(2)i lie below a small neg-
ative threshold of e.g.  = −10−10. The coefficients ai
are determined such that Cˆ2 raises all negative NPs of
ρˆ2(t+ ∆t) to zero in first order perturbation theory, i.e.
λ
(2)
i + 〈φ2i |Cˆ2|φ2i 〉 = 0, which constitutes a system of lin-
ear equations for the ai’s. The ansatz for Cˆ2 can simi-
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larly be extended14 to also improve negative eigenvalues
of G2(i1,j1),(i2,j2) [114]. The updated RDM ρˆ2(t+∆t)+ Cˆ2
may still violate a representability condition such that
this update scheme has to be iterated.
While the dynamical purification based on the Mazz-
iotti scheme has proven to be successful for the dynamics
of electrons in atoms [72, 73], it is not minimal invasive
by construction and may violate energy conservation. For
this reason, we liberate the above dynamical-purification
scheme from its underlying ansatz for the correction Cˆ2,
which is determined by solving an optimization problem
in this work. First, we note that updating the 2-RDM to
ρˆ2(t+ ∆t) + Cˆ2 also implies an update of the K-operator
Kˆ2 =
∑
i1,i2,j1,j2
K2(i1,j1),(i2,j2)|ϕi1ϕj1〉〈ϕi2ϕj2 | to Kˆ2+∆ˆ2
due to the relationship between Kˆ2 and Dˆ2. We explicate
the operator ∆ˆ2 in Appendix H where also all the details
for the following purification scheme are provided. Now,
we determine the update Cˆ2 by minimizing the p-norm
|Cˆ2|p ≡
∑
n,m|2
|C2n,m|p (31)
under the linear constraints of being (i) hermitian, (ii)
contraction-free, tr1(Cˆ2) = 0, (iii) energy conserving,
tr(vˆ12Cˆ2) = 0, (iv) symmetry respecting if existing,
[Πˆ2, Cˆ2] = 0, (v) raising negative NPs below a thresh-
old  to zero in first order perturbation theory, λ(2)i +
〈φ2i |Cˆ2|φ2i 〉 = 0 for all i with λ(2)i <  and (vi) raising
negative eigenvalues ξi of Kˆ2 below a threshold  to zero
in first order perturbation theory, ξi+ 〈Ξi|∆ˆ2|Ξi〉 = 0 for
all i with ξi < , where |Ξi〉 denotes the eigenvector of
Kˆ2 corresponding to ξi. Having solved this optimization
problem, we judge whether the updated 2-RDM fulfills
the D- and K-condition and iterate the updating proce-
dure if necessary.
Specifically, we have performed numerical experiments
on the 1-norm as well as the 2-norm (also called Frobe-
nius norm). Mathematically, the case p = 1 leads to
the so-called basis pursuit problem [115, 116], which we
solve by the linear-program solver SOPLEX of the SCIP
optimization suite [117]. The case p = 2 results in a
quadratic program, which we solve with Lagrange multi-
pliers for the constraints. In our numerical simulations,
however, we found that the 1-norm scheme has often a
harder time to converge to a 2-RDM which respects the
D- and the K-condition and results in a much more noisy
time-evolution of e.g. the NPs λ(2)i , as compared to the
Frobenius norm. This finding indicates that the correc-
tion operator Cˆ2 is not a sparse matrix (as favored by
the 1-norm). For this reason, we only apply the p = 2
approach in Section VI.
14 In the case of fermions, where the Q-condition is independent
of the D-condition, this ansatz can be extended to also correct
slightly negative eigenvalues of the 2-hole RDM [113].
This minimal-invasive dynamical purification scheme
can conceptually be extended for also purifying higher
order RDMs, which, however, becomes computationally
harder because of the resulting higher-dimensional mini-
mization problems. For simplicity, we use the optimiza-
tion approach for the 2-RDM only and make the Mazz-
iotti ansatz for achieving ρˆo ≥ 0 at orders o > 2. For
putting purifications on different orders together, we pu-
rify the lowest order where a purification defect has been
observed first, update accordingly the reducible part of
the next order RDM and continue with their purification
(if necessary), etc.
Finally, let us remark that asking for a (small) cor-
rection Cˆ2 which makes a given indefinite ρˆ2(t + ∆t)
positive semi-definite constitutes a non-linear problem.
Both the Mazziotti and our minimal invasive scheme re-
place this problem by a linear one (plus iteration) due to
the requirement on the shift of eigenvalues in first order
perturbation theory. Thereby, these two approaches are
perturbative in some sense, which can hinder these iter-
ative schemes to converge to a fixed point fulfilling the
posed representability conditions as observed in Section
VI. Therefore, we provide next a non-perturbative strat-
egy aiming at correcting and stabilizing the truncated
BBGKY EOM themselves.
2. Correction of the EOM
The central idea of this correction strategy is to allow
slight representability defects in the RDM but modify its
EOM in a minimal invasive way such that these defects
are exponentially damped and the EOM thereby stabi-
lized. As above, we first describe the correction strategy
for the EOM of the 2-RDM with all technical details cov-
ered by Appendix I and then comment on an extension
to the EOM of higher order RDM.
Let us abbreviate the EOM (6) for the o-RDM as fol-
lows ∂tρon,m = 〈n|Rˆo|m〉 (note that the negative imagi-
nary unit is absorbed in Rˆo). Our aim now is to correct
Rˆ2 by Rˆ2 + Cˆ2 such that negative eigenvalues of ρˆ2 or
Kˆ2 are exponentially damped to zero. First, we note
that a correction of Rˆ2 also implies a modification of the
EOM for Kˆ2, which shall be denoted as ∂tK2(i1,j1),(i2,j2) =
〈ϕi1ϕj1 |Tˆ2|ϕi2ϕj2〉, namely to Tˆ2 → Tˆ2 + ∆ˆ2. This is due
to the relationship between Kˆ2 and Dˆ1, Dˆ2. In Appendix
I, we explicate the respective expressions.
As for the RDM purification scheme discussed above,
we determine the Cˆ2 by minimizing the 2-norm (31) under
certain linear constraints. (i) We demand Cˆ2 to be hermi-
tian because of Rˆ†2 = Rˆ2. (ii) The correction term shall
be contraction-free, tr1(Cˆ2) = 0, because the conservation
of compatibility as ensured by our truncation approxi-
mation should not be affected by the EOM correction.
Another way to motivate demand (ii) is to view Cˆ2 as an
effective approximation of the neglected term −i Iˆ2(cˆirr3 )
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(when truncating at o¯ = 2). In Appendix J, we prove that
the collision integral Io(Aˆo) with a contraction-free argu-
ment Aˆo is itself contraction-free. (iii) The energy conser-
vation as ensured by the truncation approximation shall
not be affected, which amounts to tr(vˆ12Cˆ2) = 0 because
of Cˆ2 being contraction-free. (iv) Symmetries if existent
shall be respected by the correction, i.e. [Πˆ2, Cˆ2] = 0.
(v) In order to damp negative NPs λ(2)r , we make use
of the NP EOM ∂tλ
(2)
r = −i〈φ2r|Iˆ2(χˆ3)|φ2r〉 (see Section
III C), where χˆ3 stands for ρˆ
appr
3 if o¯ = 2 and for ρˆ3 if
o¯ > 2. Upon EOM correction, this equation is modified
to ∂tλ
(2)
r = 〈φ2r|[Cˆ2 − iIˆ2(χˆ3)]|φ2r〉, which we require to
equal−ηλ(2)r for all negative NPs below a small threshold,
λ
(2)
r < . Thereby, all these negative NPs are damped
with a damping rate η as λ(2)r (t + τ) = λ
(2)
r (t) exp(−ητ)
for all t and τ ≥ 0 where λ(2)r (t + τ) is smaller than
. At the same time, also the NPs above the threshold
are forced to move such that the trace of the 2-RDM
stays unity. Here, the damping constant η should be
chosen to be much larger than any system frequency
of physical relevance. (vi) Analogously, one can show
that the modified EOM for the Kˆ2 eigenvalues reads
∂tξr = 〈Ξr|[Tˆ2 +∆ˆ2]|Ξr〉 which is again set to −ηξr given
that ξr < .
As in the case of the RDM purification, one can in
principle extend this minimal-invasive correction scheme
of the EOM also to higher orders, incorporating various
necessary respresentability conditions (see e.g. [110] for
the cases o = 3, 4). In this work, however, we only make
the Mazziotti ansatz Cˆo =
∑
i|λ(o)i <
ai[|φoi 〉〈φoi |]irr for or-
ders o > 2 and determine the ai coefficients such that
(v) is fulfilled. Again, the corrections of the EOM on dif-
ferent orders can be combined in a bottom-up approach
by successively updating the reducible part of the right-
hand-side of the next-order EOM.
VI. APPLICATIONS
In the following, we apply the above methodological
framework to two examples in order to analyze the accu-
racy and stability of this BBGKY approach in depen-
dence on the truncation order. The scenarios involve
tunneling dynamics in a double-well in Section VIA as
well as interaction quenches in a harmonic trap in Sec-
tion VIB, while details about the numerical integration
of the truncated BBGKY EOM are given in Appendix
K.
A. Tunneling dynamics in a Bose-Hubbard dimer
In this scenario, we assume that N bosonic atoms are
loaded into an effectively one-dimensional double-well
potential. Preparing the system in an initial state fea-
turing a particle-number imbalance with a left and the
right well allows for studying the tunneling dynamics of
such a many-body system, which has been subject of nu-
merous studies covering both mean-field [118, 119] and
many-body calculations taking correlations into account
[76, 120–123]. Effects unraveled in such a realization of
a bosonic Josephson junction cover macroscopic tunnel-
ing and self-trapping [118, 119, 124] as well a decay of
tunneling oscillations due to the dephasing of populated
many-body eigenstates of the post-quench Hamiltonian
[76, 120–123].
For sufficiently deep wells, the microscopic many-body
Hamiltonian of this system can be well approximated by
a two-site Bose-Hubbard Hamiltonian within the lowest-
band tight-binding approximation
Hˆ =− J(aˆ†LaˆR + aˆ†RaˆL) (32)
+
U
2
[
nˆL(nˆL − 1) + nˆR(nˆR − 1)
]
where aˆL/R annihilates a boson in the lowest-band Wan-
nier state localized in the left/right well and nˆi ≡ aˆ†i aˆi
denotes the corresponding occupation-number operator
of the site i ∈ {L,R}. The first term in (32) describes
tunneling between the two wells weighted with the hop-
ping amplitude J > 0. The second term refers to on-site
interaction of strength U and stems from the short-range
van-der-Waals interaction between the atoms. For con-
venience, we take the hopping amplitude as our energy
scale and state times in units of 1/J .
The Bose-Hubbard dimer features an almost triv-
ial computational complexity since the full many-body
wavefunction depends only on CN2 = N + 1 complex-
valued coefficients such that the corresponding time-
dependent Schrödinger equation can be numerically ex-
actly solved for very large atom numbers. So there is
no need for an alternative computational approach here.
On the other hand, this system can serve as a good
playground for analyzing the properties of the truncated
BBGKY approach because (i) the corresponding numeri-
cally exact solution is available and (ii) we can easily rep-
resent RDMs of large order without using a dynamically
optimized truncated single-particle basis. This allows for
systematically investigating the accuracy of our results
solely in dependence on the truncation order o¯.
In the following, we consider the initial state |Ψ0〉 =
|N, 0〉 with all atoms located in the left well and focus on
the tunneling regime by setting the dimensionless interac-
tion parameter Λ = U(N −1)/(2J) to 0.1, i.e. well below
the critical value Λcrit = 2 for self-trapping [118, 119]. In
the weak interaction regime Λ  1, beyond mean-field
effects such as the aforementioned collapse of tunneling
oscillation [120] and the universal formation of a two-fold
fragmented condensate out of a single condensate [122]
are expected to play a significant role after the time-scale
tmf ≈
√
2N + 1/(JΛ), the so-called quantum break time
[123].
Most of the following calculations deal with N = 10
atoms such that tmf ≈ 46/J . For comparison, we also in-
crease N to 100 atoms while keeping Λ constant, which
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Figure 2. (color online) Time evolution of the particle-number
imbalance (NL −NR)/N with Ni ≡ 〈nˆi〉, i ∈ {L,R} for var-
ious truncation orders o¯. Inset: numerically exact solution
of the many-body Schrödinger equation in comparison to the
corresponding mean-field calculation. Parameters: N = 10
atoms located initially in the left well, dimensionless interac-
tion parameter Λ = 0.1.
results in a longer quantum break time of tmf ≈ 142/J .
We analyze the accuracy of the truncated BBGKY hi-
erarchy approach in three steps. First, we inspect the
particle-number imbalance, a highly-integrated quantity
characterizing the tunneling dynamics, second turn to the
eigenvalues of the lowest-order RDMs, which constitute a
highly sensitive measure for correlations, and third com-
pare the whole lowest order RDMs to the corresponding
exact results. For a deeper interpretation of these find-
ings, we thereafter analyze the exact results for the whole
N -particle wavefunction as well as for the corresponding
o-particle correlations. Finally, we investigate the per-
formance of the correction strategies outlined in Section
VB.
1. Particle-number imbalance
In order to study the tunneling dynamics, the imbal-
ance of the particle numbers between the left and right
well, [〈nˆL〉− 〈nˆR〉]/N , is depicted in Figure 2 for N = 10
atoms. Focusing first on the inset, which shows the nu-
merically exact results, we see the expected collapse of
tunneling oscillations due to a dephasing of the popu-
lated post-quench Hamiltonian eigenstates. Indeed, this
collapse happens on the time-scale tmf ≈ 46/J , while
a corresponding Gross-Pitaevskii mean-field simulation
(see inset of Figure 2) reveals undamped tunneling os-
cillations. After t ∼ 200/J , a revival of the tunneling
oscillations emerges in the numerically exact calculation
(not shown).
Turning now to the truncated BBGKY approach, we
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Figure 3. (color online) Natural populations of the 1-RDM for
various truncation orders o¯. Inset: numerically exact solution
of the many-body Schrödinger equation. Parameters: same
as in Figure 2.
see that all truncation orders o¯ ≥ 2 give good results
for the first ∼ 8 tunneling oscillations. Thereafter, the
o¯ = 2 curves departs from both the exact and the higher
truncation-order results, and features a premature max-
imal suppression of tunneling oscillations at t ∼ 50/J .
In the subsequent premature revival of tunneling oscilla-
tions unphysical values |〈nˆL〉 − 〈nˆR〉|/N > 1 are reached
at about t = 100/J , indicating a lack of 1-RDM repre-
sentability.
These findings suggest that higher-order correlations
than cˆ2 play a significant role. Increasing the trunca-
tion order o¯ stepwise up to the maximally reasonable or-
der o¯ = N − 1 = 9, we clearly see that the accuracy of
our results improves systematically. The larger o¯ is, the
more accurate is the collapse of the tunneling oscillations
described. However, all non-trivial truncations o¯ < N
predict a premature revival of the tunneling oscillations,
which goes hand and in hand with a maximal suppres-
sion of the tunneling-oscillation amplitude to small but
noticeable values (while the exact results do not feature
noticeable oscillations at the corresponding times). We
note that for 2 < o¯ < 10 the simulations suffer from
drastic instabilities of the EOM, being discussed in the
subsequent Section, such that we had to stop them after
a certain time. This is why the corresponding curves in
Figure 2 are not provided for the whole range of depicted
times.
2. Natural populations
Next we analyze the NPs of the 1-RDM in Figure 3,
which can diagnose beyond mean-field behavior. The nu-
merically exact results (see corresponding inset) reveal
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Figure 4. (color online) Natural populations of the 2-RDM for
various truncation orders o¯. Inset: numerically exact solution
of the many-body Schrödinger equation. Parameters: same
as in Figure 2.
dynamical quantum depletion leading to a two-fold frag-
mented condensate for t & 80/J with almost equal pop-
ulation of the corresponding NOs, λ(1)1 ≈ 0.5 ≈ λ(1)2 (see
also e.g. [122]). Strikingly fast oscillations in these NPs
emerge and decay around t ∼ 140/J , which we can con-
nect to the periodical emergence and decay of a NOON
state of the total system (see below).
The corresponding results of the truncated BBGKY
approach feature a similar dependence on the truncation
order o¯ as the particle-number imbalance does. While
the o¯ = 2 prediction starts to deviate noticeably from
the exact results already for t & 25/J , we obtain trust-
worthy results for a longer time, the larger o¯ is chosen.
In particular, the truncated BBGKY approach can accu-
rately determine the achieved mean degree of fragmen-
tation (see o¯ = 8, 9 results at t ∼ 100/J). Even for the
largest truncation order o¯ = 9, however, the truncated
BBGKY simulations predict a premature and very fast
revival of condensation (i.e. λ(1)1 ≈ 1), while this pro-
cess starts only after t ∼ 200/J in the exact calculation
and happens more slowly (not shown). Most importantly,
this unphysical fast re-condensation overshoots the range
of valid NPs such that the 1-RDM ceases to be positive
semi-definite, indicating an exponential-like instability of
the EOM.
While we have so far only studied the prediction of
the truncated BBGKY approach for one-particle prop-
erties, we now inspect the NPs of the 2-RDM in Fig-
ure 4, also called natural geminal populations [22]. The
exact dynamics (see the inset) features two important
aspects, which we have also observed for the NPs of
higher-order RDMs (not shown). (i) The dominant NP
λ
(2)
1 first loses weight in favor for the other NPs. (ii)
At about t ∼ 140/J , all NPs are suppressed except for
λ
(2)
1 ≈ 0.5 ≈ λ(2)2 . Having observed the latter feature for
the NPs of all orders o ∈ {1, ..., 9}, we may conclude that
in this stage of the dynamics a subsystem of o particles
occupies approximately only two o-particle states with
almost equal probabilities. As we will see below, this
finding is caused by the periodical emergence and decay
of a NOON state of the total system which is discussed
below.
Turning now to the predictions of the truncated
BBGKY approach, we see again a systematic improve-
ment of accuracy with increasing truncation order o¯.
The maximal time for which the highest truncation or-
der o¯ = 9 gives reliable results, however, has reduced
from t ∼ 110/J for the 1-RDM NPs (see Figure 3) to
t ∼ 70/J for the 2-RDM NPs (see Figure 4). Thereafter,
the largest NP λ(2)1 is well described until t ∼ 130/J ,
while the other two NPs already show strong deviations:
it seems that the emergence of the feature (ii) discussed
above happens premature, name at about t ∼ 120/J .
Furthermore, we also witness the exponential-like insta-
bilities leading to 2-RDM NPs outside the interval [0, 1].
In order to analyze how this unphysical behavior
emerges, we depict the first time tneg(o) when the low-
est o-RDM NP λ(o)o+1 is smaller than the threshold  =
−10−10 for various o and different truncation orders o¯
in Figure 5 a). For fixed truncation order o¯, tneg(o)
decreases with increasing order o. This means that
the representability defect of ρˆo lacking positive semi-
definiteness starts at the truncation order o = o¯ and
propagates then successively to lower orders due to cou-
pling via the collision integral. For most orders o, we
moreover find that tneg(o) increases with increasing trun-
cation order o¯, which fits to the above findings regarding
enhanced accuracy for larger o¯ (exceptions occur at order
o = 1, 2 in particular for o¯ = 2).
Increasing the number of atoms toN = 100 while keep-
ing the dimensionless interaction parameter Λ = 0.1 con-
stant, we again find a monotonous decrease of tneg(o)
with increasing o for fixed truncation order o¯ (see Figure
5 b)). This confirms the above finding that the lack of
positivity successively propagates from higher to lower
orders. In contrast to the N = 10 case, we only find an
enhancement of tneg(o) with increasing o¯ for orders o ≥ 6.
In particular, we see that the largest truncation order
considered, o¯ = 12, features the smallest tneg(o = 2). It is
quite possible that the an “enhancement” of non-linearity
with increasing truncation order o¯ (note that the applied
closure approximation, cf. Section IVB3, is a polynomial
of degree (o¯ + 1) in ρˆ1 and of degree b(o¯ + 1)/oc in the
cluster cˆo) is the reason why the BBGKY EOM are more
prone to these instabilities for larger o¯.
Having compared so far only certain aspects of o-
particle properties, we finally aim at comparing the pre-
diction of the truncated BBGKY approach for the whole
o-RDM to the exact results.
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Figure 5. (color online) First time tneg(o) when the lowest o-RDM NP is smaller than  = −10−10 in dependence on o for
various truncation orders o¯. a) Same parameters as in Figure 2. b) Same as a) but for the atom number N increased to 100
while keeping the interaction parameter Λ = 0.1 constant. The results for o¯ = 2 are not plotted in b) and read tneg(1) ≈ 216/J
as well as tneg(2) ≈ 168/J .
3. Reduced density operators
For this purpose, we take the trace distance
D(ρˆtro , ρˆexo ) ≡ ||ρˆtro − ρˆexo ||1/2 [125] as a measure for de-
viations between the truncated BBGKY prediction for
the o-RDM denoted by ρˆtro and the numerically exact
result ρˆexo . Here, || · ||1 refers to the trace-class norm
(also called Schatten-1 norm) being defined as ||Aˆ||1 ≡
tr(
√
Aˆ†Aˆ) for any trace-class operator Aˆ. For hermi-
tian operators Aˆ, ||Aˆ||1 equals the sum of absolute values
of Aˆ’s eigenvalues. One can easily prove the inequality
|tr(Aˆoρˆtro )−tr(Aˆoρˆexo )| ≤ 2||Aˆo||1D(ρˆtro , ρˆexo ) where Aˆo de-
notes an arbitrary o-body observable. This means that
D(ρˆtro , ρˆexo ) provides an upper bound for the deviations in
the expectation value predictions for Aˆo. Moreover, given
that its arguments are density operators (i.e. hermitian,
positive semi-definite and trace one), the trace-distance
is bounded by D(ρˆtro , ρˆexo ) ∈ [0, 1] and can be interpreted
as the probability that these two quantum states can be
distinguished by the outcome of a single measurement
[125].
In Figure 6, we depict D(ρˆtro , ρˆexo ) for the orders o =
1, ..., 4 and various truncation orders o¯, where subfigures
a) and b) refer to the N = 10 and N = 100 case with
the same interaction parameter Λ = 0.1, respectively.
For fixed truncation order o¯, we clearly see that the ac-
curacy of the truncated BBGKY prediction for the o-
RDM decreases with increasing order o. Up to a certain
time, which depends on the order o, we moreover find
D(ρˆtro , ρˆexo ) to decrease with increasing truncation order
o¯.
The instabilities of the truncated BBGKY EOM man-
ifest themselves in the trace distant exceeding its upper
bound D(ρˆtro , ρˆexo ) ≤ 1 for density operators, implying
that ρˆtro lacks to have trace one or to be positive semi-
definite. Since the conservation of the initial RDM trace
is ensured by the truncated BBGKY approach, violations
of tr(ρˆtro ) = 1 can at most occur numerically if the system
gets deep into the exponential-like instability (where we
observe the truncated BBGKY EOM to become stiff such
that the integrator has a hard time). Thus, exceeding the
upper bound on the trace distance is connected to a lack
of positive semi-definiteness and can be observed to hap-
pen earlier for increasing order o and fixed truncation
order o¯.
For the case of N = 100 atoms (see Figure 6 b)), we
observe the additional particularity that in the vicinity of
t ∼ 63/J the accuracy of the truncated BBGKY predic-
tion for the o-RDM does not depend on the truncation
order o¯, which happens slightly earlier for larger o. Before
this point, a systematic increase of accuracy is observed
for increasing truncation order o¯. Thereafter, lower trun-
cation orders give (slightly) better results than higher
ones. Furthermore, while in the N = 10 case one-body
properties (such as e.g. the particle-number imbalance)
can be described with reasonable accuracy up to t ∼ 2 tmf
(when the collapse of tunneling oscillations has already
taken place), the instabilities hinders us to obtain accu-
rate results for t larger than about 0.56 tmf in the case of
N = 100 (at this time, the tunneling oscillation ampli-
tude is still significant).
4. Many-body state and o-particle correlations: exact results
In order to obtain physical insights into the above find-
ings, we finally come back to the numerically exact re-
sults for N = 10 and measure the strength of o-particle
correlations in terms of ||cˆo||1 in Figure 7 a). From the
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Figure 6. (color online) Time evolution of the trace distance D(ρˆtro , ρˆexo ) between the exact result and the truncated BBGKY
prediction for the o-RDM (o = 1, ..., 4) and various truncation orders o¯. The dotted horizontal lines at unity ordinate value
indicate the upper bound for the trace distance between two density operators (see main text). a) Same parameters as in Figure
2. b) Same as a) but for the atom number N increased to 100 while keeping the interaction parameter Λ = 0.1 constant.
inset, we infer that the correlations initially build up in
a hierarchical manner. First, only two-particle correla-
tions start to play a role, then three-particle correlations
and so on. This hierarchy in ||cˆo||1 holds, however, only
until t ∼ 8/J , when the ordering of the ||cˆo||1’s with re-
spect to the order o starts to become reversed. After a
certain point, N -particle correlations become the most
dominant ones. This holds in particular in the vicinity
of t ∼ 140/J , where we have observed fast oscillations in
the NPs λ(1)1/2 and found for all orders o = 1, ..., 9 that
the RDMs feature approximately only two finite NPs
λ
(o)
1 ≈ 0.5 ≈ λ(o)2 . At this stage of the dynamics, all
clusters cˆo of odd order o are strongly suppressed.
For connecting the above findings regarding o-particle
correlations to the full many-body state, we depict in the
Subfigures 7 b) and c) the probability |〈N − n, n|Ψt〉|2
of finding n atoms in the right and (N − n) atoms in
the left well. For the early dynamics, we witness how
the system becomes delocalized in the Fock space such
that the tunneling oscillations become suppressed (Sub-
figure 7 b)). At later times, around t ∼ 140/J , we, how-
ever, find the system to periodically oscillate between a
NOON state (|N, 0〉 + eiθ|0, N〉)/√2 (with some phase
θ ∈ R) and some broad distribution being approximately
symmetric with respect to its maximum at about n = 5
(Subfigure 7 c)). Due to this approximate symmetry
of the distribution around n = 5, the particle-number
imbalance approximately equals [〈nˆL〉 − 〈nˆR〉]/N ≈ 0.5,
i.e. tunneling oscillations are still suppressed. This ap-
proximate symmetry moreover leads to a doubling of the
oscillation frequency compared to the initial tunneling-
oscillation frequency, which is most probably linked to
the fast oscillations in λ(1)1/2. Finally, one can analytically
show that the n-RDM of the above mentioned NOON
state reads ρˆn = (|n, 0〉〈n, 0| + |0, n〉〈0, n|)/2, meaning
that the state of an n-particle subsystem is an incoher-
ent statistical mixture with all particles residing in the
left (right) well with probability 0.5. Thereby, we can
directly connect the fact that the RDMs of all orders fea-
ture approximately only two finite NPs of approximately
equal value to the underlying many-body state. Coming
back to the findings for ||cˆo||1 of Figure 7 a), we may
conclude that a NOON state leads to strong high-order
correlations cˆo such that truncating the BBGKY hierar-
chy by means of the applied cluster expansion cannot be
expected to give accurate results.
In summary, we have seen following. (i) While the
truncated BBGKY approach gives highly accurate results
for short times with controllable accuracy via the trunca-
tion order o¯, the BBGKY approach shows deviations at
longer times. (ii) Exponential-like instabilities, induced
by the non-linear truncation approximation, propagate
form high to low orders and lead to unphysical results
at a certain point. (iii) o-particle correlations arise very
fast in this tunneling scenario and soon cease to be in de-
creasing order with respect to o. (iv) The system evolves
into a NOON state being dominated by N -particle cor-
relations.
There appear to be at least two plausible causes why
the BBGKY approach fails at a certain point: First, the
number of terms in the cluster expansion (23) drasti-
cally increases with the order o, which implies that clus-
ters should decay fast for a controllable approximation.
For example, at the largest truncation order considered
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Figure 7. (color online) a) Time evolution of the cluster’s trace-class norm ||cˆo||1 for all orders o, obtained from the numerically
exact solution of the time-dependent Schrödinger equation. Inset: zoom into early time dynamics. b) and c) Probability to
find n atoms in the right and (N − n) atoms in the left well, |〈N − n, n|Ψt〉|2, versus time for two characteristic stages of the
dynamics. Parameters: same as in Figure 2.
above, o¯ = 12, the truncation approximation ρˆappr13 al-
ready involves 100 classes of terms. Our findings (iii) and
(iv), however, might indicate that this system is not suit-
able for a truncation based on the o-particle correlations
defined in Section IVB3. Other truncation approxima-
tions might by more suitable.
Second, the exponential-like instabilities, being con-
nected to a lack of representability, might be the main
cause for the failure of the BBGKY EOM at longer times.
This hypothesis is supported by the fast break-down of
the BBGKY approach in the N = 100 case for the trun-
cation order o¯ = 12. For this reason, we analyze next
the performance of the correction strategies outlined in
Section VB.
5. Performance of the correction algorithms
In the following, we first focus on the correction al-
gorithms applied to the BBGKY hierarchy truncated at
o¯ = 2. Thereafter, we comment on the performance of
these algorithms if extended to larger truncation orders
by means of a corresponding ansatz for the correction
operator (see Section VB).
Figure 8 depicts the time evolution of the NPs λ(2)i and
the Kˆ2 eigenvalues ξi for the truncated BBGKY results
without correction, with the iterative minimal invasive
purification of the 2-RDM and with the minimal inva-
sive correction of the 2-RDM EOM in comparison to the
exact results. Apparently, all cases deviate significantly
from the exact results after t & 17/J so that we shall
concentrate here solely on the stabilization performance
of the correction algorithms.
Inspecting first the uncorrected results [Figures 8 (a.1),
(a.2)], we observe that the K-condition (i.e. Kˆ2 ≥ 0) di-
agnoses earlier a lack of representability compared to the
D-condition (i.e. ρˆ2 ≥ 0). For both operators, the falling
of an eigenvalue below zero is accompanied by an avoided
crossing which involves the next-larger eigenvalue (this is
hardly visible in the case of the Kˆ2 eigenvalue where the
avoided crossing happens at about t ∼ 71.5/J). In fact,
we have observed that level-repulsion “pushes” eigenval-
ues below zero in various other situations (see also Sec-
tion VIB).
Now turning to the minimal invasive correction algo-
rithms based on the 2-norm minimization of the correc-
tion operator Cˆ2, we set the threshold  below which an
eigenvalue is regarded as negative to −10−10. Let us first
inspect the dimensionality of the optimization problem
underlying both our purification algorithm of the 2-RDM
and the correction algorithm of its EOM (see Appendix
H for the details). The bosonic hermitian correction op-
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Figure 8. (color online) Comparison of the correction strategies outlined in Section VB (for the BBGKY hierarchy truncated
at o¯ = 2). Left column: Time evolution of the NPs λ(2)i . Right column [except for (d)]: Time evolution of the Kˆ2 eigenvalues
ξi. First row: Truncated BBGKY results without correction versus exact ones. Second row: Truncated BBGKY results
with iterative minimal-invasive purification of the 2-RDM after each ∆t = 0.1/J (maximal number of iterations: 500). Third
row: Truncated BBGKY results with minimal-invasive correction of the 2-RDM EOM (damping rate of negative eigenvalues:
η = 10J). Insets of (c.1) and (c.2): close-ups showing the imposed exponential damping of negative eigenvalues. For both
correction strategies, eigenvalues are regarded as negative if they are smaller than the threshold  = −10−10. Subfigure (d):
number of integrator steps [126] per write-out time-step ∆t. Parameters: same as in Figure 2.
erator Cˆ2 can be parametrized by m2(m+1)2/4 = 9 real-
valued parameters. Requiring Cˆ2 to be contraction-free
and energy-conserving imposes m2 + 1 = 5 constraints
such that the system of linear equations corresponding to
the constraints is underdetermined as long as the num-
bers of negative ρˆ2 eigenvalues d and negative Kˆ2 eigen-
values d′ obey d+ d′ < 4.
Figure 8 (b.1) and (b.2) depict the results if the iter-
ative minimal-invasive purification algorithm is applied
after each ∆t = 0.1/J . Clearly, we see that this correc-
tion algorithm induces strong noise in the Kˆ2 eigenvalues
when the smallest eigenvalue ξi has reached significant
negative values in the uncorrected BBGKY calculation
[see subfigure (a.2)]. Actually, after t = 86.5/J , the it-
erative purification algorithm fails to converge after the
maximal number of 500 steps. Thus, this iterative scheme
fails to prevent that smallest eigenvalue is pushed to neg-
ative values due to level repulsion.
In a certain sense, we may view the iterative purifica-
tion algorithm of the 2-RDM as being based on a fixed
stepsize as well as perturbative. In each iteration step
namely, we update ρˆ2(t)→ ρˆ2(t)+Cˆ2 with Cˆ2 shifting neg-
ative eigenvalues to zero in first-order perturbation the-
ory. In the correction algorithm for the 2-RDM EOM, we
effectively allow for variable update stepsizes by coupling
the correction scheme to the integration of the EOM, i.e.
to the employed integrator ZVODE [126] featuring adap-
tive stepsizes. Moreover, by imposing constraints on the
time-derivative of negative eigenvalues, we realize a non-
perturbative correction scheme.
This can nicely be inferred from the insets of Figure
8 (c.1) and (c.2) showing a close-up of slightly negative
eigenvalues. These are exponentially damped to zero,
namely as e.g. ξi(t+ τ) = ξi(t) exp[−ητ ] for t and τ such
that ξi(t + τ) < , with the chosen damping constant
η = 10J . As a consequence, the truncated BBGKY EOM
becomes stabilized and we have observed that the D- and
K-representability condition are fulfilled to a good ap-
proximation for at least t ≤ 1000/J (times later than
t = 150/J not shown in Figure 8). When enforcing nega-
tive eigenvalues to be damped to zero, one might fear that
eigenvalues accumulate in the range [, 0]. This, however,
is not the case as shown in the insets of Figure 8 (c.1) and
(c.2) because no constraint on the time-derivative of an
eigenvalue is enforced if its value exceeds the threshold 
such that the (corrected) EOM may lift this eigenvalue
above zero. We finally remark that the number of inte-
grator steps per ∆t significantly increases in the vicin-
ity of avoided crossings of ρˆ2 or Kˆ2 eigenvalues close to
zero [see Figure 8 (d)]. This finding confirms the non-
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perturbative, adaptive nature of the EOM correction al-
gorithm and at the same time highlights the significance
of controlling such avoided crossings for a successful sta-
bilization of the truncated BBGKY EOM.
Without showing additional graphical illustrations, let
us now briefly comment on the behavior of the correc-
tion algorithms for truncation orders o¯ > 2, using the
Mazziotti ansatz [113] for the correction operators Cˆo on
orders o > 2 (see Section VB). Focusing first on the RDM
purification, we have observed that ρˆo¯ can be kept posi-
tive semi-definite up to a few tens 1/J longer (compared
to the uncorrected case) before this iterative correction
algorithm fails to converge after 500 steps. Due to the
losing of positive semi-definiteness in decreasing sequence
with respect to the RDM order (see Figure 5), we found
for o¯ ≥ 4 that also ρˆo¯−1 ≥ 0 is valid for somewhat longer
times compared to the uncorrected case. Unfortunately,
however, this correction scheme fails to converge so early
that it does not improve the timescale, on which the most
important RDMs for making predictions for ultracold
quantum gas experiments, namely ρˆ1 and ρˆ2, obey the
considered representability conditions.
Extending the EOM correction scheme to higher trun-
cation orders o¯ > 2 by means of the Mazziotti ansatz
for the higher-order correction operators unfortunately
proved to be quite unsuccessful. This failure manifests
itself in an enormous increase of integrator steps per ∆t,
i.e. the EOM becoming stiff, in combination with the
quadratic optimization problem for determining Cˆ2 hav-
ing no solution, i.e. constraints contradicting one another.
Unfortunately, we cannot tell whether the latter is a fun-
damental problem or whether it is only induced by the
EOM to become stiff due to an inappropriate ansatz of
Cˆo for o > 2, potentially leading to integration errors.
To sum up, while we can successively stabilize the
BBGKY EOM truncated at order o¯ = 2 by enforcing
the D- and K-representability condition via a minimal
invasive correction of the 2-RDM EOM, the issue of
higher-order correlations becoming dominant after a cer-
tain time remains unsolved in this example. Since this
tunneling scenario might well be unsuitable for a closure
approximation based on neglecting certain few-particle
correlations, we now turn to an example, where a BEC
becomes only slightly depleted in the course of the quan-
tum dynamics.
B. Interaction-quench induced breathing dynamics
of harmonically trapped bosons
In this application, we are concerned with collective
excitations of N ultracold bosons confined to a quasi one-
dimensional harmonic trap. In harmonic oscillator units
(HO units), the corresponding Hamiltonian reads
Hˆ =
N∑
i=1
pˆ2i + xˆ
2
i
2
+ g
∑
1≤i<j≤N
δ(xˆi − xˆj) (33)
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Figure 9. (color online) Time-evolution of the reduced one-
body density ρ1(x; t) = 〈x|ρˆ1(t)|x〉 for N = 10 [subfigure (a)]
and N = 30 [subfigure (b)] bosons quenched from the non-
interacting ground-state to a contact-interaction strength of
g = 0.2. These results are obtained by MCTDHB simulations
with m = 4 dynamically optimized SPFs.
where we model the short-range van-der-Waals interac-
tion by the contact potential [27] of strength g. Initially,
we assume all atoms to reside in the ground state of the
single-particle Hamiltonian, i.e. a Gaussian orbital, which
is the exact many-body ground state in the absence of
interactions. Then, the interaction strength is instanta-
neously quenched to g = 0.2 such that the ideal BEC be-
comes slightly depleted and its density performs breath-
ing oscillations, i.e. expands and contracts periodically.
This so-called breathing mode has been investigated the-
oretically as well as experimentally in different settings
(see e.g. [127–133] for single-component systems and e.g.
[134] for mixtures), and measuring its frequency proves to
be useful for characterizing the interaction regime [135].
Before we discuss the results of the truncated BBGKY
approach, let us first inspect the results of MCTDHB
simulations with m = 4 dynamically optimized SPFs,
which we obtain by our implementation [81, 136, 137].
In fact, we find that the smallest natural population of
the 1-RDM attains a maximal value of about 1.6 · 10−3,
which provides a good indicator in praxis that the con-
tribution of this orbital is almost negligible in the calcu-
lation. One could improve the accuracy further by in-
creasing the number of SPFs, of course. Yet since we
aim at benchmarking the truncated BBGKY approach,
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which can be viewed as an additional approximation to
the MCTDHB approach, it is sufficient to take the MCT-
DHB simulations with m = 4 SPFs as reference results.
For representing the SPFs, a harmonic discrete variable
representation [75, 138] with n = 256 (n = 320) grid
points is employed for case of N = 10 (N = 30) parti-
cles.
In Figure 9, we depict the time evolution of the reduced
one-body density, i.e. the diagonal of the 1-RDM in po-
sition representation ρ1(x; t) = 〈x|ρˆ1(t)|x〉, for N = 10
and N = 30 bosons. In both cases, we clearly see that
the atomic density periodically expands and contracts.
Since the interaction quench leads to a more than three
times larger interaction energy per particle of the ensem-
ble of N = 30 atoms compared to N = 10 (at t = 0),
the density of the former expands much further into the
outer parts of the trap. In contrast to this, the density
of the N = 10 atom ensemble seems to stay Gaussian
(with a time-dependent width) to a good approximation,
indicating that we operate in the linear-response regime
here. In both cases, the quench leads only to a slight
quantum depletion of at most 3% (see below).
In the following, we first show that the truncated
BBGKY approach leads to stable results in the N = 10
case, whose accuracy can be systematically improved by
increasing o¯. Thereafter, we turn to the N = 30 case
where we again encounter instabilities of the EOM and
thus apply correction algorithms. We stress that for both
cases we operate with m = 4 dynamically optimized
SPFs, solving the truncated BBGKY EOM coupled to
the MCTDHB EOM for the SPFs, which is in contrast
to the Bose-Hubbard tunneling scenario of Section VIA.
1. Breathing dynamics of N = 10 bosons
In Figure 10, we show the time-evolution of the 2-
RDM NPs for various truncation orders. Focusing first
on the MCTDHB results, we see that correlations (in the
sense of deviations from a Gross-Pitaevskii mean-field
state where on all orders o there is only one finite NP
λ
(o)
1 = 1 and all other NPs vanish) repeatedly emerge
and decay. The deviations from the NP distribution
of a Gross-Pitaevskii mean-field state is approximately
most pronounced when the density is most spread-out
and become almost negligible when the density has ap-
proximately recovered its initial width [see Figure 9 a)].
While the truncated BBGKY results for o¯ = 2 fea-
ture significant deviations from the MCTDHB results,
the results drastically improve when going to o¯ = 3 and
become practically indistinguishable from the MCTDHB
results already at the truncation order o¯ = 4. Actually,
convergence of the 1-RDM NPs λ(1)i is reached even at
o¯ = 3 (not shown). Coming back to o¯ = 2, we point
out that the 2-RDM quickly becomes indefinite where
small negative eigenvalues are in particular pushed fur-
ther to larger negative values when the density contracts
to its initial width and small but positive NPs approach
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Figure 10. (color online) Natural populations of the 2-RDM
for the truncation orders o¯ = 2 [a)], o¯ = 3 [b)] and o¯ = 4 [c)]
in comparison to the MCTDHB results. Parameters: N =
10 atoms, post-quench interaction strength g = 0.2, m = 4
dynamically optimized SPFs.
zero. As in the case of the above tunneling scenario,
we interpret this finding as “induced” by level repulsion.
Upon increasing the truncation order, we see that the 2-
RDM stays positive semi-definite on the considered time-
interval, which is a nice example for how increasing the
accuracy of the closure approximation also stabilizes the
truncated BBGKY EOM.
For a systematic comparison, we next compare the
trace-class distance D(ρˆtro , ρˆexo ) between the truncated
BBGKY result for the o-RDM, ρˆtro , and the correspond-
ing MCTDHB result, ρˆexo , in Figure 11 a). We remark
that although the SPFs of the truncated BBGKY ap-
proach obey the same EOM (5) as the dynamically opti-
mized SPFs of the MCTDHB method, we cannot expect
these two sets of SPFs to coincide because the 1- and 2-
RDM entering the SPF EOM differ in general, which has
to be taken into account when calculating D(ρˆtro , ρˆexo ). In
stark contrast to the tunneling scenario, we see that the
accuracy of the truncated BBGKY results for the 1- and
2-RDM systematically improves upon increasing o¯ for all
considered times.
Finally, we quantify the strength of few-particle cor-
relations in terms of ||cˆo||1, as extracted from the o¯ = 7
calculation [see Figure 11 a)]. Here, we see that the cor-
relations stay bounded on the considered time interval
and are ordered in a clear hierarchy, i.e. ||cˆo+1||1(t) <
||cˆo||1(t). Apparently, these are ideal working conditions
for the truncated BBGKY approach.
2. Breathing dynamics of N = 30 bosons
Next, let us increase the quench-induced excitation en-
ergy per particle by more than a factor of three when
going to N = 30 bosons and keeping the post-quench
interaction strength g = 0.2 the same. Similarly to the
tunneling scenario, we first inspect the natural popula-
tions, then compare lowest order RDMs and finally eval-
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Figure 11. (color online) First and second row: Time evolution of the trace distance D(ρˆtro , ρˆexo ) between the MCTDHB and the
truncated BBGKY prediction for the o-RDM (o = 1, 2) and various truncation orders o¯. The dotted horizontal line at unity
ordinate value indicate the upper bound for the trace distance between two density operators. Third row: Time-evolution of
the cluster’s trace-class norm ||cˆo||1 for o = 1, ..., 7 obtained from the data of the o¯ = 7 simulations. Left column: N = 10
atoms. Right columns: N = 30. Otherwise, same parameters as in Figure 10.
uate the performance of the correction algorithms under
discussion.
a. Natural populations In Figure 12, we show the
NPs of the 1- and 2-RDM for various truncation orders o¯
in comparison to the MCTDHB results. Similarly to the
N = 10 case, we see how the NP distributions as obtained
from MCTDHB oscillates between the characteristics of
the Gross-Pitaevskii mean-field state and a (slightly) cor-
related one, which is approximately synchronized to the
strongest contraction and expansion of the density, re-
spectively [see Figure 9 b)]. In contrast to the former
case, however, we can converge the NPs to the MCT-
DHB results upon increasing the truncation order o¯ only
for times t . 5 HO units. For all considered truncation
orders, we witness an exponential-like instability in the
2-RDM NPs resulting in large negative eigenvalues while
the 1-RDM stays positive semi-definite for the consid-
ered time-span. Fixing o¯, we have observed also for this
scenario that the lack of positive semi-definiteness of the
o-RDMs happens in decreasing sequence with respect to
the order o (not shown). Moreover, these instabilities
in the 2-RDM NPs seem to be triggered by small posi-
tive NPs approaching zero from above, namely when the
density approximately shrinks to its initial width, see e.g.
Figure 12 (c.2). Finally, we have observed for the case
o¯ = 2 that increasing the number of SPFs from m = 4
to m = 8 slightly enhances the time-scale on which the
instability of the 2-RDM NPs takes place (not shown).
This finding is reasonable since the projector (1 − Pˆ),
occurring in the SPF EOM (5), projects onto a smaller
subspace when increasing m such that the impact of the
non-linearity in the SPF EOM is effectively reduced.
b. Reduced density operators Comparing the
BBGKY prediction for the complete 1- and 2-RDM
with the corresponding MCTDHB results in terms of
the trace-class distance in Figure 11 b), we see that
deviations emerge much faster as compared to the
N = 10 case. At longer times, we also observe that the
accuracy of the BBGKY results does not monotonously
increase anymore with increasing o¯. Moreover, the above
mentioned instabilities also partly manifest themselves
in D(ρˆtr2 , ρˆex2 ) attaining unphysical values above unity.
Finally, we also depict ||cˆo||1 as a measure for correlations
in Figure 11 b). While the correlations are hierarchically
ordered in decreasing sequence with respect to the order
o up to t ∼ 2.7 HO units, this ordering becomes reversed
later on. This finding, however, is not conclusive,
i.e. might be unphysical and related to the observed
instability, since the values of ||cˆo||1 have been extracted
from the BBGKY data with o¯ = 7 (in contrast to the
tunneling scenario where the numerically exact cˆo have
been used).
At this point, we shall remark that we expect a much
better agreement for the N = 30 case when quenching
to much lower interaction strengths g  0.2 and thereby
reducing the overall excitation energy.
c. Performance of the correction algorithms Here,
we again focus mainly on the performance of the correc-
tion algorithms applied to the o¯ = 2 BBGKY approach
and comment later on larger truncation orders. In Figure
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Figure 12. (color online) Top (bottom) row: Time-evolution of the 1-RDM (2-RDM) NPs for various truncation orders o¯ in
comparison to the MCTDHB results. We note that the ordinates are broken into two parts for covering the whole range of
relevant values. In some cases, this leads to discontinuous curves, see e.g. the o¯ = 2 curve in (a.2). Number of bosons: N = 30.
Otherwise, same parameters as in Figure 10.
13, we depict the spectrum15 of Kˆ2 as well as a close-up to
the 2-RDM spectrum in the vicinity of zero for the uncor-
rected BBGKY approach, the minimal invasive RDM pu-
rification algorithm and the minimal invasive EOM cor-
rection algorithm. In the minimization problem underly-
ing both correction algorithms, we have to find the opti-
mal Cˆ2 which depends onm2(m+1)2/4 = 100 real-valued
parameters. Being contraction-free and energy conserv-
ing leads to m2 + 1 = 17 constraints. Moreover, Cˆ2 has
to obey the parity symmetry of our problem imposing
m4/8+m3/4 = 48 further constraints (see Appendix H).
Thereby, our system of linear constraints remains under-
determined as long as the number d of negative ρˆ2 eigen-
values and number d′ of negative Kˆ2 eigenvalues obey
d+ d′ < 35.
In Figure 13, we see that the minimal-invasive RDM
purification algorithm clearly suppresses significant neg-
ative eigenvalues until t ∼ 2.5 HO units. Thereafter,
noticeably negative eigenvalue emerge but stay bounded
from below until t ∼ 6 HO units when a drastic insta-
bility kicks in. Thus, this iterative algorithm soon fails
to converge after the maximal number of 500 iteration
15 We note that the Kˆ2 spectra at t = 0 in the tunneling and the
interaction-quench scenario differ although the system is initially
a fully condensed BEC in both cases (see Figures 8 and 13). This
is due to the fact that the Kˆ2 spectrum is sensitive to the total
number of SPFs m even if not all of them are occupied.
steps. In order to understand the deeper reason of this
failure, we have analyzed the spectrum of the updated
operators ρˆ2(t) + α Cˆ2 and Kˆ2(t) + α ∆ˆ2 for α ∈ [0, 1]
and the first few iteration steps at such an instant in
time (not shown). Thereby, we have found that while
the tangent on a negative eigenvalue (with respect to α)
indeed crosses zero as imposed by our constraints, level
repulsion with other (in most cases negative) eigenval-
ues often hinders this negative eigenvalue to significantly
move towards zero. We cannot rigorously prove that this
is indeed the only mechanism for the breakdown of this
iterative purification algorithm, of course.
Yet at least, this finding gives a useful hint why our
non-perturbative, adaptive approach, the minimal inva-
sive correction scheme of the 2-RDM EOM, gives very
stable results [see Figure 13 (c.1) and (c.2)]. Actually,
we observe that the D- and K-conditions are fulfilled to
a good approximation much longer, namely for at least
t ≤ 36 HO unit (not shown). From Figure 13 (d), we
furthermore infer that the integrator variably adapts its
step-size, but in contrast to the Bose-Hubbard tunneling
scenario no systematic enhancement of integrator steps
is observed when ρˆ2 or Kˆ2 eigenvalues avoid each other
in the vicinity of zero. Apparently, the though stabilized
result features noticeable deviations from the MCTDHB
results for the respective eigenvalues. Yet, we find that
the overall accuracy of the o¯ = 2 results for the 1- and
2-RDM as measured by the trace-class distance is sys-
tematically improved for most times by correcting the
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Figure 13. (color online) Comparison of the correction strategies outlined in Section VB (for the BBGKY hierarchy truncated
at o¯ = 2), i.e. same as Figure 8 but for the interaction-quench scenario with N = 30 bosons. Parameters: threshold  = −10−10,
damping constant η = 10 HO units, write-out time-step ∆t = 0.05 HO units, maximal number of iterations: 500. Otherwise,
same parameters as in Figure 10.
2-RDM EOM, as one can infer from Figure 11 b).
In order to judge the accuracy of the EOM-corrected
o¯ = 2 simulation more descriptively, we depict the devi-
ations of its prediction for the reduced one-body density
from the MCTDHB results in Figure 14. Note that this
plot covers a longer time-span compared to the previous
ones. As expected, we find that the deviations increase
in time. Compared to the absolute values of the density,
these deviations are, however, small and, most impor-
tantly, somewhat smaller than the deviations of corre-
sponding Gross-Pitaevskii mean-field simulation from the
m = 4 MCTDHB results (not shown). Finally, let us con-
nect the errors in the one-body density to the errors mea-
sured by the trace-class distanceD(ρˆtr1 , ρˆex1 ) as depicted in
Figure 11 b). For this purpose, we note that the density
at position x can be expressed as the expectation value of
the one-body observable Aˆ1 = |x〉〈x|. Thereby, we can es-
timate |ρtr1 (x; t) − ρex1 (x; t)| ≤ 2||Aˆ1||1D(ρˆtr1 (t), ρˆex1 (t)) =
2D(ρˆtr1 (t), ρˆex1 (t)), which is consistent with the results de-
picted in Figure 14.
Going to higher truncation orders by making the Mazz-
iotti ansatz for the corresponding higher-order correc-
tion operators Cˆo unfortunately does not improve the
BBGKY results, as already observed in the tunneling sce-
nario. While the iterative RDM purification scheme fails
to prevent the instabilities, we observe the same obstacle
for the EOM correction algorithm as previously encoun-
tered, namely the optimization problem at order o = 2
lacking a solution (results not shown). Yet due to the
very promising results of the EOM correction algorithm
when truncating the BBGKY hierarchy at order o¯ = 2,
we believe that extending the EOM correction algorithm
to higher orders without employing the Mazziotti ansatz
for the correction operator is a highly promising direction
to go.
VII. CONCLUSIONS
In this exploratory work, we have developed a novel
methodological framework for simulating the quantum
dynamics of finite ultracold bosonic systems. Instead of
solving the time-dependent Schrödinger equation for the
complete many-body system, our goal is to truncate the
BBGKY hierarchy of equations of motion in order to ob-
tain a closed theory for the dynamics of the low-order
reduced density operators (RDMs). Here, we focus in
particular on an efficient formulation of the underlying
theory, which allows us to systematically study the im-
pact of the truncation order on the accuracy and stability
of the numerical results.
For this reason, we do not derive the BBGKY equa-
tions of motion from the exact von-Neumann equation by
partial tracing but take the well-established variational
Multi-Configuration Time-Dependent Hartree method
for Bosons (MCTDHB) [74] for ab-initio wavefunction
propagation as our starting-point. Thereby, we use time-
dependent variationally optimized single-particle func-
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Figure 14. (color online) Subfigure a): Time-evolution of
the reduced one-body density ρex1 (x; t) as obtained from
MCTDHB on a longer time-scale. Subfigure b): Absolute
deviation ρtr1 (x; t)− ρex1 (x; t) of the reduced one-body density
ρtr1 (x; t) as obtained from the BBGKY approach truncated at
o¯ = 2 and stabilized by the minimal-invasive EOM correction
algorithm with  = −10−10 and η = 10 HO units. Number
of bosons: N = 30. Otherwise, same parameters as in Figure
10.
tions (SPFs) as a our truncated single-particle basis,
while being still able to recover the exact results if we
formally let the number of SPFs tend to infinity. By
expanding the RDMs with respect to bosonic number
states using the dynamically optimized SPFs as the un-
derlying basis states, we obtain a highly efficient repre-
sentation of these high-dimensional objects, which also
leads to an efficient and compact formulation of the cor-
responding BBGKY equations of motion (EOM) in the
second quantization picture. These EOM are coupled to
the SPF EOM of the MCTDHB theory.
By a careful analysis, we show that this coupled sys-
tem of EOM features all properties, which are known for
the BBGKY hierarchy as derived from the von-Neumann
equation of the total system. Although being deduced
from the zero-temperature MCTDHB theory, we find
that the derived EOM for the RDM are also variationally
optimal in a certain sense if the total many-body system
is in a mixed initial state, which opens a promising route
for including low-temperature effects in the simulation of
ultracold atoms. Thus, truncating this BBGKY hierar-
chy of EOM can be viewed as on the one hand introduc-
ing an additional approximation to the MCTDHB ap-
proach for simulating larger particle numbers with more
SPFs and on the other hand as an extension of the zero-
temperature MCTDHB theory to finite temperatures.
We truncate the hierarchy of BBGKY EOM by us-
ing a reconstruction functional for the unknown RDM
ρˆo¯+1 where o¯ denotes the truncation order. While the
commonly employed cluster (cumulant) expansion for
truncating the BBGKY hierarchy for fermionic systems
is very well suited for taking correlations on top of a
Hartree-Fock state into account [10], its corresponding
bosonic variant has proven to be unfavorable for bosonic
systems with a fixed number of particles since the corre-
spondingly defined clusters diagnose that even an ideal
Bose-Einstein condensate features few-particle correla-
tions on all orders [50]. In this work, we cure this flaw
by simply replacing the RDMs and symmetrization op-
erators in this standard approach by the corresponding
RDMs of unit trace and idempotent symmetrization op-
erators, respectively. Since neglecting the complete clus-
ter cˆo¯+1 in the truncation approximation violates the
compatibility to the lower order RDMs, we use the so-
called unitarily invariant decomposition of bosonic oper-
ators [103–106] for restoring compatibility, as pursued in
[72, 73] for electronic systems. Thereby, we obtain a clo-
sure approximation which conserves the compatibility of
the RDMs as well as energy, respects symmetries such as
parity or translational invariance if existent and is uni-
tarily invariant, i.e. gauge invariant with respect to the
choice of the constraint operator of the MCTDHB the-
ory. In contrast to the cluster expansion for fermionic
systems, however, the employed cluster-expansion lacks
size-extensitivity, i.e. testifies that two independent ideal
Bose-Einstein condensates feature few-particle correla-
tions stemming solely from the bosonic particle-exchange
symmetry. Such correlations are physical, of course, but
should not manifest themselves in the correlation defini-
tion on which a cluster expansion is build. Otherwise,
truncating the expansion by neglecting clusters may im-
ply neglecting correlations stemming from the bosonic
symmetry. We show that this flaw can in principle be
cured by minimal modifications of the cluster expansion,
at the price, however, of losing the unitary invariance of
the thereby defined correlations. For this reason, we do
not apply these modifications to the truncation approxi-
mation in our numerical investigations.
Using appropriate super-operators and our bosonic
number-state based framework, we derive two computa-
tional rules by means of which the clusters and thereby
the closure approximation can be calculated highly effi-
ciently for high orders in a recursive manner. This com-
putational strategy allows us to go to truncation orders
as high as o¯ = 12, meaning that up to 12-particle corre-
lations are taken into account.
We have applied the above methodological framework
to two scenarios, namely the tunneling dynamics in a
double well and the interaction-quench induced breathing
dynamics in a harmonic trap, in order to investigate the
accuracy and stability of the numerical results in depen-
dence on the truncation order. In both applications, we
have found that the short-time dynamics can be highly
accurately described by the truncated BBGKY approach,
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where the accuracy of the results systematically improves
with increasing truncation order o¯. At longer times,
the BBGKY gives also excellent results with controllable
accuracy in the interaction-quench scenario for not too
high excitation energies. However, severe deviations from
the corresponding MCTDHB simulations occur at longer
times in the tunneling scenario as well as for stronger in-
teraction quenches. In these cases, the accuracy does not
monotonously improve with increasing truncation order
anymore and the truncated BBGKY EOM start to suffer
from exponential instabilities, which lead to unphysical
states. By inspecting the exact numerical results for the
tunneling scenario, we find that few-particle correlations
on all orders quickly play a significant role and eventually
N -particle correlations dominate because the total sys-
tem evolves into a NOON-state. This finding indicates
that the long-time physics of this scenario prevents to use
a truncation approximation which is based on neglecting
(o¯+ 1)-particle correlations.
Nevertheless, it is important to clearly separate the
stability properties of the truncated BBGKY EOM from
accuracy issues because (i) it is not desirable to have a
highly accurate theory which is exponentially unstable
under slight e.g. numerical perturbations and (ii) also a
not highly accurate truncation approximation may give
useful, sufficiently accurate results for low-dimensional
observables such as the density if the EOM are suffi-
ciently stable. Thus we have analyzed these instabili-
ties for the two scenarios in depth. Thereby, we have
found that the instability sets in at the truncation order
o¯ and then propagates down to lower orders meaning that
o-particle RDMs lack to be positive semi-definite in de-
creasing sequence with respect to the order o. The time
until which the highest-order RDM, ρˆo¯, stays positive
semi-definite only gradually increases with the trunca-
tion order o¯, while the time when the lowest-order RDMs
start lacking positivity decreases with increasing trunca-
tion order in some cases. This may be explained by the
enhanced non-linearity of the closure approximation for
higher truncation orders. Moreover, we have observed
that the instabilities go often hand in hand with avoided
crossings of RDM eigenvalues close to zero.
In order to stabilize the EOM, we have developed two
novel minimal invasive and energy conserving correction
algorithms: In our first attempt, we extend the dynami-
cal purification algorithm [72, 73, 113]. Yet being based
on a first-order perturbation theory argument, this algo-
rithm cannot properly cope with the avoided crossings of
the RDM eigenvalues in the vicinity of zero and thus fails
to prevent the instabilities in our simulations. For this
reason, we have developed a second, non-perturbative
correction algorithm, which slightly alters the truncated
BBGKY EOM such that negative RDM eigenvalues are
exponentially damped to zero. We find that this ap-
proach indeed stabilizes the BBGKY EOM truncated at
the second order and leads to reasonable long-time results
for the interaction-quench scenario.
Besides these major methodological developments and
their numerical evaluation, we have also proposed an
imaginary-time relaxation approach for calculating the
lowest order ground-state RDMs of some reference
Hamiltonian such that they can be used as the ini-
tial state for the BBGKY hierarchy. Moreover, we
have analytically shown that certain coherences in the
contraction-free component of the 2-RDM are responsi-
ble for dynamical quantum depletion and fragmentation
of Bose gases.
Thereby, this exploratory work constitutes a major
step forward to the treatment of correlated ultracold
bosonic systems in terms of the truncated BBGKY hi-
erarchy of EOM. In addition to the developed trunca-
tion approximation, we have presented numerous techni-
cal as well conceptual results, which are independent of
the applied truncation approximation and as such also
valuable for future works on closure approximations. In
these regards, still open questions remain such as how to
enforce size-extensitivity in the cluster definition while
keeping its unitary invariance. Although our numerical
simulations reveal challenges for long-time propagations
in far-off equilibrium situations, our thorough analysis
gives valuable hints for future research, namely (i) ex-
tending the highly successful EOM correction algorithm
of Section VB2 to higher orders without using the Mazz-
iotti ansatz and (ii) research on closure approximations
for bosonic system with a fixed number of particles, going
beyond the paradigm of the cluster expansion. Finding
novel closure approximations by machine-learning tech-
niques might be a promising first step.
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Appendix A: Super-operators acting on bosonic
operators
In this appendix, we define important super-operators
acting on bosonic few-particle operators such as the
o-RDM. These super-operators are represented in the
second-quantization picture such that they can be ap-
plied efficiently to e.g. the RDMs being represented as
outlined in Section IIC. While only the basic concepts are
discussed here, important technical details are covered
by Appendix B. In the following, let Bo denote the set
of all hermitian bosonic o-body operators, meaning each
Bˆo ∈ Bo obeys PˆpiBˆo = BˆoPˆpi = Bˆo with the particle-
permutation operator Pˆpi corresponding to an arbitrary
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permutation pi ∈ S(o) of the first o integers.
1. Partial traces
Having Bˆo expanded with respect to o-particle num-
ber states and using a mixed first and second quantiza-
tion representation as outlined in Appendix B, the partial
trace of Bˆo over one particle can be expressed as16
tr1
(
Bˆo
) ≡ 1
o
m∑
r=1
aˆr Bˆo aˆ
†
r. (A1)
An explicit formula for the right hand side of (A1) as
well as for the corresponding generalization to the partial
trace over k particles, trk(Bˆo) ≡ tr1 ◦ ... ◦ tr1(Bˆo), for
k ≤ o are provided in Appendix B.
2. Raising and joining operations
In our formal framework, we also need - loosely speak-
ing - the inverse of the partial trace, meaning an opera-
tion which raises an operator Bˆo ∈ Bo to an (o+ 1)-body
operator by adding a particle in an undefined state, i.e.
the unit-operator. This raising operation is accomplished
by17
Rˆ1
(
Bˆo
) ≡ 1
o+ 1
m∑
r=1
aˆ†r Bˆo aˆr. (A2)
In Appendix F, we comment on the precise relationship
between the raising and the partial-trace operation in
terms of Eq. (F1).
For defining few-particle correlations in Section IV, we
furthermore need a super-operator which joins two oper-
ators Aˆo1 ∈ Bo1 , Bˆo2 ∈ Bo2 to a bosonic (o1 + o2)-body
operator
Jˆo2o1
(
Aˆo1 , Bˆo2
) ≡ ∑
a,b|o1
∑
c,d|o2
Ao1a,bB
o2
c,d (A3)
(
m∏
r=1
(
ar + cr
cr
)(
br + dr
dr
)) 12
|a+ c〉〈b+ d|,
16 Although the number of particles, o, occurs on the right hand
side of Eq. (A1), we do not incorporate it in the symbol tr1 for
the partial trace since one may replace the factor 1/o in Eq. (A1)
by the inverse of the operator (Nˆ + 1) with the total particle-
number operator Nˆ =
∑m
r=1 aˆ
†
r aˆr.
17 Similarly to Eq. (A1), the right hand side of (A2) does not ex-
plicitly depend on the number of particles since we may replace
the right hand side by Nˆ−1
∑m
r=1 aˆ
†
r Bˆo aˆr (see also footnote 16).
This expression is well-defined because the inverse of the total
particle-number operator acts only on states with at least one
particle.
where Ao1a,b ≡ 〈a|Aˆo1 |b〉 and Bo2c,d ≡ 〈c|Bˆo2 |d〉. Expand-
ing the argument Bˆo in Eq. (A2) in number states and
comparing the result with Eq. (A3), one can easily verify
that raising Bˆo effectively means joining with the one-
body unit-operator of the subspace spanned by the in-
stantaneous SPFs, i.e. Rˆ1(Bˆo) = Jˆ1o (Bˆo, Pˆ)/(o + 1) with
Pˆ ≡ ∑mr=1 |ϕr〉〈ϕr|. Similarly, one can show that k-fold
raising Rˆk(Bˆo) ≡ Rˆ1◦ ... ◦ Rˆ1(Bˆo) effectively means join-
ing with the corresponding bosonic k-body unit-operator,
i.e. Rˆk(Bˆo) = Jˆko (Bˆo, Pˆ
+
k )/
(
o+k
k
)
with Pˆ+k ≡
∑
n|k |n〉〈n|.
Finally, we note that this bosonic joining operator plays
the same role the wedge product for the cluster expansion
for fermions (see e.g. [13]).
Appendix B: Mixed first and second quantization
representation
While an efficient representation of RDMs requires
working with bosonic number states, which is a second-
quantization concept, operations such as partial traces
are most conveniently performed if individual particles
can be addressed by particle labels, i.e. in a first quanti-
zation framework. Here, we provide formulas for bridg-
ing between these two perspectives, which finally allows
for evaluating all expressions in the second quantization
picture. Our starting-point is the well-known relation-
ship between an o-particle Hartree product |ϕj1 ...ϕjo〉, in
which nr particles reside in the SPF |ϕr〉, and the corre-
sponding bosonic number state |n〉 (normalized to unity)
with n = (n1, ..., nm) encoding the respective occupation
numbers
|n〉 =
√
o!∏
i ni!
Sˆo|ϕj1 ...ϕjo〉. (B1)
Here, Sˆo refers to the idempotent o-particle symmetriza-
tion operator Sˆo =
∑
pi∈S(o) Pˆpi/o! with the sum run-
ning over all particle permutations pi and Pˆpi denoting
the corresponding particle-exchange operator. After ex-
plicating the summation over all permutations of particle
labels and renaming the summation index of the orbital
in which the oth particle resides, we arrive at [81]
|n〉 =
m∑
r=1
√
nr
o
|n− er〉(1,...,o−1) ⊗ |ϕr〉(o) (B2)
=
m∑
r=1
(
aˆr√
o
|n〉
)(1,...,o−1)
⊗ |ϕr〉(o),
where the super-indices of the ket-vectors indicate the
particle-labels for the corresponding state and er is an
occupation number vector having vanishing elements ex-
cept for the rth one being set to unity. In passing, we
note that the state aˆr|n〉/
√
o coincides with the so-called
single-hole function of |n〉 with respect to the rth SPF
as used in e.g. [75, 81]. The second identity in (B2) can
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be used to prove and explicate the expression (A1) for
the partial trace of Bˆo ∈ Bo over one particle, given its
representation
∑
n,m|oB
o
n,m|n〉〈m|
tr1
(
Bˆo
)
=
∑
n,m|o
m∑
r=1
Bon,m
(o)〈ϕr|n〉〈m|ϕr〉(o) (B3)
=
1
o
∑
n,m|o
m∑
r=1
Bon,m aˆr|n〉〈m|aˆ†r =
1
o
m∑
r=1
aˆr Bˆo aˆ
†
r
=
1
o
∑
a,b|o−1
m∑
r=1
√
(ar + 1)(br + 1)B
o
a+er,b+er |a〉〈b|.
By successively applying the steps leading to (B2) to
the respectively occurring number states and using the
identity (B1) for the resulting Hartree products, we may
decompose an o-particle number state into a sum over
products of (o− k)-particle and k-particle number states
(k < o) associated with the “first” o− k and the “last” k
particles
|n〉 =
(
o
k
)− 12 ∑
l|k
Θ(n− l)
[ m∏
r=1
(
nr
lr
)] 1
2
(B4)
|n− l〉(1,...,o−k) ⊗ |l〉(o−k+1,...,o),
where Θ(n) ≡ ∏mi=1 Θ(ni) with the Heavyside function
Θ defined by Θ(x) = 1 for x ≥ 0 and zero otherwise. The
relation (B4) is a central technical result, on which the
recursive formulation of the cluster expansion is founded
(see Section IVB3 and Appendix G).
Furthermore, this identity allows for efficiently evaluat-
ing the partial trace trk(Bˆo) of a bosonic o-body operator
Bˆo over k particles (k < o). Expanding Bˆo with respect
to number states |n〉, |m〉 and inserting the decomposi-
tion (B4), one directly obtains the following expression
trk
(
Bˆo
) ≡ (B5)
≡
∑
i1,...,ik
(o−k+1,...,o)〈ϕi1 ...ϕik |Bˆo|ϕi1 ...ϕik〉(o−k+1,...,o)
=
∑
l|k
(o−k+1,...,o)〈l|Bˆo|l〉(o−k+1,...,o)
=
(
o
k
)−1 ∑
a,b|o−k
∑
l|k
(
m∏
r=1
(
ar + lr
lr
)(
br + lr
lr
)) 12
Boa+l,b+l |a〉〈b|.
We note that this expression is meaningful also for k = o,
resulting in tro(Bˆo) = tr(Bˆo) |0〉〈0| with |0〉 denoting the
vacuum state. Besides, the above formula provides one
way to derive the expression (3) for the o-RDM by setting
o to the total number of atoms N , k to N − o and BˆN to
|Ψt〉〈Ψt| and using the expansion (1).
Appendix C: Finite temperatures
Let us now show that and in which sense the EOM
(5) together with the possibly truncated RDM EOM (6)
result in an optimal SPF dynamics also for mixed ini-
tial N -particle states, given that the N -particle dynam-
ics is unitary. This line of argumentation strongly re-
sembles the considerations on an alternative to the so-
called ρMCTDH type-2 method for simulating Lindblad
master equations for distinguishable degrees of freedom
in the limit of purely unitary dynamics, as discussed in
[82]. Given the spectral representation of the initial state
ρˆN (0) =
CNm∑
r=1
λ(N)r (0) |φNr (0)〉〈φNr (0)|, (C1)
a unitary dynamics governed by the Hamiltonian Hˆ
leaves the probabilities λ(N)r (t) invariant. Instead of solv-
ing the von-Neumann equation for ρˆN , one may purify
the density operator to
|Φt〉 =
CNm∑
r=1
√
λ
(N)
r |φNr (t)〉 ⊗ |ur〉, (C2)
where {|ur〉} denotes some fixed time-independent or-
thonormal basis of a CNm -dimensional auxiliary Hilbert
space. This pure state is propagated according to
i∂t|Φt〉 = Hˆ⊗1|Φt〉 and one exactly recovers the solution
of the von-Neumann equation by taking the partial trace
over the auxiliary space, i.e. ρˆN (t) = traux(|Φt〉〈Φt|).
Now one can expand each |φNr (t)〉 in the MCTDHB man-
ner
∑
n|N A
r
n |n〉, where all states share the same set
of SPFs, and minimize the action functional with the
Lagrangian 〈Φt|(i∂t − Hˆ ⊗ 1)|Φt〉 under orthonormal-
ity constraints on both the SPFs and the N -particle
states |φNr (t)〉. Thereby, one finds that the coefficients
Arn for fixed r obey Eq. (4). Differentiating ρNn,m =∑
r λ
(N)
r (Arn)
∗Arm with respect to time, we directly ob-
tain the RDM EOM (6) at order o = N . Varying the
action with respect to the SPFs exactly results in the
SPF EOM (5) where the elements of the 1- and 2-RDM
entering the equations are the convex sum over the cor-
responding matrices (3) for the state |φNr 〉 weighted with
the probability λ(N)r . The latter means that the 1- and
2-RDM in the EOM for the SPFs are exactly the (N−1)-
and (N − 2)-fold partial trace of ρˆN , respectively.
Thereby, it is shown that the EOM (5), (6) applied to
a mixed, e.g. thermal initial N -particle state also result
in a well-defined variationally optimal dynamics, where
the dynamical adaption of the SPFs is a compromise be-
tween an optimal representation of the various eigenvec-
tors |φNr (t)〉 of ρˆN (t). Here, eigenstates of higher proba-
bility λ(N)r have a stronger impact on the SPF dynamics
than weakly occupied eigenstates.
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Appendix D: Propagation in negative imaginary
time
The purpose of this appendix is to show how one can
derive EOM for the RDMs in imaginary time which con-
tract an initial guess to the ground-state RDMs. While
the case of the N -RDM, i.e. the state of the full system,
has already been addressed in Section III B 2, we illus-
trate the derivation by exemplarily inspecting the case of
the 1-RDM.
Fixing the constraint operator to gij = 0 here, we may
write the MCTDHB EOM in imaginary time in the fol-
lowing compact form
∂τ |Ψτ 〉 = (Eτ − ˆ˜H0)|Ψτ 〉 (D1)
+
∞∑
i=m+1
m∑
j=1
〈ϕi|(∂τ |ϕj〉) aˆ†i aˆj |Ψτ 〉.
Here, ˆ˜H0 is defined via Eq. (7) with the constraint-
operator gij set to zero and with the Hamiltonian Hˆ
being replaced by the reference Hamiltonian Hˆ0, whose
ground-state RDMs shall be calculated. The term
proportional to the energy expectation value Eτ ≡
〈Ψτ |Hˆ0|Ψτ 〉 = 〈Ψτ | ˆ˜H0|Ψτ 〉 ensures that the norm of |Ψτ 〉
does not contract to zero but stays unity. In Eq. (D1),
we have furthermore expanded the SPF notation: |φr〉
still refers to the dynamically adapted MCTDHB SPFs
for r = 1, ...,m. For larger r, |φr〉 refers to an unoccu-
pied, i.e. virtual orbital outside of the space spanned by
the instantaneous SPFs. For the sake of concreteness,
we assume the single-particle Hilbert space to be infi-
nite dimensional, while in a numerical implementation r
would be bounded from above by the number of time-
independent single-particle states used to represent the
MCTDHB SPFs. Accordingly, we extend the notation of
creation and annihilation operators also to the space of
virtual orbitals. Finally, ∂τ |ϕj〉 coincides with the nega-
tive of the right hand side of Eq. (5) with gˆ set to zero.
Now we can derive the corresponding EOM for the
1-RDM where we use the representation (2) for sim-
plicity. When differentiating D1i,j = 〈Ψτ |aˆ†j aˆi|Ψτ 〉 for
i, j = 1, ...,m with respect to τ , we can make use for the
fact ∂τ aˆ
(†)
i =
∑∞
r=m+1〈∂τϕi|ϕr〉(∗) aˆ(†)r for i = 1, ...,m,
which is a consequence of gˆ = 0. Thereby, one obtains
∂τ 〈Ψτ |aˆ†j aˆi|Ψτ 〉 = 〈Ψτ | {Eτ − ˆ˜H0, aˆ†j aˆi} |Ψτ 〉. (D2)
Inserting ˆ˜H0 into the right hand side and normal ordering
under consideration of the permutation symmetry of both
the occurring RDMs and vijqp results in
∂τD
1
i,j = 2EτD
1
i,j − 2
( m∑
r=1
(
hrjD
1
i,r + hirD
1
r,j
)
(D3)
+
m∑
q,p=1
hqpD
2
(ip),(jq)
+
m∑
q,p,r=1
(
virqpD
2
(qp),(jr) + vqpjrD
2
(ir),(qp)
)
+
m∑
q,p,r,s=1
vqprsD
3
(irs),(jqp)
)
with
Eτ =
m∑
q,p=1
hqpD
1
p,q +
1
2
m∑
q,p,r,s=1
vqprsD
2
(rs),(qp). (D4)
Therefore, as in the case of a contracted Schrödinger
equation [12, 13, 56, 58], the dynamics of the 1-RDM
couples to both the 2- and the 3-RDM. The EOM (D3)
can be easily translated to the more compact represen-
tation of RDMs (3), of course. This derivation can be
applied also for the EOM of higher-order RDMs, with
the result that ∂τDo couples to both the (o + 1)- and
the (o + 2)-RDM as well as to the 1- and 2-RDM by
virtue of Eq. (D4). The latter coupling, however, can
be transformed away by expressing Eτ solely as a func-
tional of Do, which is always possible for o ≥ 2 when
using a truncation approximation which conserves the
compatibility of the RDMs. As a starting-point for the
truncation of the resulting hierarchy of EOM, one can try
the various closure approximations derived for contracted
Schrödinger equations [12, 13, 56, 58].
Appendix E: An alternative cluster expansion for
bosons
In this part of the appendix, we outline how to con-
struct an alternative cluster expansion which is termwise
compatible and has multi-orbital mean-field states as
(approximately) correlation-free reference states. The
latter is a desirable property that implies (approxi-
mate) size-extensitivity in the sense specified in Section
IVB2. First, we discuss how to appropriately modify
the terms ⊗oκ=1ρˆ(κ)1 Sˆo of the expansion (19). Then we
exemplarily describe the modification of terms such as
[cˆ
(1,2)
2 ρˆ
(3)
1 + ...]Sˆ3 and finally a crucial mathematical sub-
tlety is discussed.
For constructing this alternative cluster expansion,
we first inspect the structure of the o-RDM given that
the total system is in a multi-orbital mean-field state
|ΨMMF〉 = |k〉. Tracing out (N − o) atoms by means
of (B5), we obtain
ρˆMMFo =
(
N
o
)−1 ∑
n|o
Θ(k− n)
[ m∏
r=1
(
kr
nr
)]
|n〉〈n|, (E1)
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which at first order boils down to ρˆMMF1 =
∑
r
kr
N |rˆ〉〈rˆ|.
The latter means that the NOs |φ1r〉 coincide with the
single-particle states underlying the permanent |k〉 and
that the NPs read λ(1)r ≡ kr/N . Now let us inspect
why the cluster expansion (19) diagnoses few-particle
correlations for |ΨMMF〉. This means inspecting why
the first term in the expansion (19) at order o deviates
from the analytical result (E1). Using the spectral de-
composition of ρˆMMF1 and the relationship between sym-
metrized Hartree products and permanents (B1), such a
symmetrized product of 1-RDMs can be calculated as
o⊗
κ=1
ρˆ
(κ)
1 Sˆo = Sˆo
o⊗
κ=1
ρˆ
(κ)
1 Sˆo (E2)
=
m∑
i1,...,io=1
[ o∏
κ=1
λ
(1)
iκ
]
Sˆo|φ1i1 ...φ1io〉〈φ1i1 ...φ1io |Sˆo
=
∑
n|o
[ m∏
r=1
(
λ(1)r
)nr] |n〉〈n|,
where we have abbreviated ρˆ1 ≡ ρˆMMF1 . Straightforward
calculations show that (E2) is neither termwise compat-
ible in the sense tr1(⊗o+1κ=1ρˆ(κ)1 Sˆo+1) 6= ⊗oκ=1ρˆ(κ)1 Sˆo nor
does it serve as a good approximation for (E1). These
flaws can actually be linked to the fact that the norm
of a symmetrized Hartree product Sˆo|φ1i1 ...φ1io〉, as it oc-
curs in the second identity of (E2), depends on the corre-
sponding occupation numbers (see Eq. (B1)). The latter,
however, can be compensated by introducing a modified
symmetrization operator
Sˆo ≡
( o!⊗m
r=1 nˆr!
) 1
2
Sˆo (E3)
where
⊗m
r=1 nˆr! is defined as
∑
n(
∏
r nr!)|n〉〈n| with the
NOs |φ1r〉 as the underlying single-particle basis. Thereby,
we ensure Sˆo|φ1i1 ...φ1io〉 = |n〉. Now we are equipped to
replace the 1-RDM product terms (E2) of the cluster
expansion (19) by the following expression
Sˆo
o⊗
κ=1
ρˆ
(κ)
1 Sˆo = o!
∑
n|o
[ m∏
r=1
(
λ
(1)
r
)nr
nr!
]
|n〉〈n|. (E4)
It is easy to see that the partial trace of (E4) equals
(E4) with o replaced by (o − 1) implying that this class
of terms in the alternative cluster expansion is termwise
compatible indeed. Inserting λ(1)r ≡ kr/N into (E4), we
see that (E4) coincides with (E1) up to 1/N corrections
if o  kr for all finite kr, i.e. in the case of a multi-
orbital mean-field state with only macroscopically occu-
pied orbitals. Thus, size-extensitivity is approximately
ensured. In passing, we note that the relationship be-
tween anti-symmetrized Hartree products and fermionic
number states does not involve a state-dependent nor-
malization factor, which might be the reasons why the
anti-symmetrization of the cluster expansion (18) leads
to size-extensitivity.
We further illustrate how to construct a termwise com-
patible cluster expansion by inspecting how the terms
[cˆ
(1,...,σ)
σ ρˆ
(σ+1)
1 + ...]Sˆσ+1 have to be modified. Let us ab-
breviate the modified version of this term by Gˆ1,11,σ (in
analogy to the notation (22)) and assume that termwise
compatibility has already been ensured up to order σ im-
plying tr1(cˆσ) = 0. For the term Gˆ
1,1
1,σ, we then make the
ansatz
Gˆ1,11,σ =
∑
n,m|σ+1
|n〉〈m|
m∑
r=1
nrmr>0
cσn−er,m−er λ
(1)
r fn,m,r,
(E5)
where again the NOs |φ1r〉 serve as the underlying single-
particle basis. Motivated by the factorial factors of Eq.
(E4) compared to (E2), we have introduced a real-valued
occupation-number factor fn,m,r to be determined by
the termwise compatibility requirement tr1(Gˆ
1,1
1,σ) = cˆσ.
When evaluating the left hand side of this requirement,
one realizes that one can only benefit from tr1(cˆσ) = 0
if f depends only on nr and mr, i.e. fn,m,r = g(nr,mr).
Then the requirement tr1(Gˆ
1,1
1,σ) = cˆσ becomes equivalent
to g solving√
(l + 1)(k + 1) g(l+1, k+1)−
√
lk g(l, k) = σ+1, (E6)
for all l, k = 0, ..., σ. This set of linear equations pos-
sess the unique solution g(l, k) = (σ + 1)[δlk + (1 −
δlk)
√
min{l/k, k/l}]. By making a similar ansatz in-
volving occupation-number factors, other classes of terms
in the cluster expansion (19) can be modified to obey
termwise compatibility.
Although termwise compatibility and (approximate)
size-extensitivity are desirable properties which the clus-
ter expansion (19) lacks, we do not employ this alter-
native approach for truncating the BBGKY hierarchy
because the thereby defined clusters fail to be unitar-
ily invariant in the case of NP degeneracies. Suppose
that there are only two SPFs (m = 2) and that the NPs
are degenerate, i.e. λ(1)1 = λ
(1)
2 = 0.5. Then one can
analytically show that the alternative definition for the
two-particle cluster cˆ2 = ρˆ2 − Sˆ2 ρˆ(1)1 ρˆ(2)1 Sˆ2 does depend
on the concrete choice for the degenerate NOs. This am-
biguity stems from the fact that the operator
⊗m
r=1 nˆr! is
not form-invariant under unitary transformations of the
NOs. Due to this finding, we do not develop this alter-
native cluster expansion further but use the unitarily in-
variant decomposition, being described in the following
section, for making the symmetrized cluster expansion
(19) compatible.
Appendix F: Unitarily invariant decomposition of
bosonic operators
According to the UID [103–106], any given hermitian
bosonic o-body operator Bˆo ∈ Bo can be uniquely decom-
posed into Bˆo = ⊕ok=0Bˆo;k with respect to all irreducible
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representations of the unitary group U(m) (the unitary
transformations within the SPF space) on Bo. This de-
composition has the property that the l-fold partial trace
of Bˆo is fully determined by the first (o− l+ 1) addends:
trl(Bˆo) = trl(⊕o−lk=0Bˆo;k). Explicit formulas for the com-
ponents can be obtained by making use of the fact that
for each18 l = 0, ..., o − 1 there is a unique Tˆl ∈ Bl such
that ⊕lk=0Bˆo;k = Rˆo−l
(
Tˆl
)
and determining the Tˆl’s re-
cursively by employing the relation between the raising
operation (A2) and the partial trace (A1) [106, 139]
tr1
(
Rˆ1
(
Bˆo
))
=
2o+m
(o+ 1)2
Bˆo (F1)
+
( o
o+ 1
)2
Rˆ1
(
tr1
(
Bˆo
))
.
We, however, are not interested in the individual terms of
the complete UID but only in separating the contraction-
free component Bˆirro ≡ Bˆo;o from the rest, i.e. in the
decomposition19 Bˆo = Bˆredo ⊕ Bˆirro . Using the results of
[106] for Bˆo;k and a computer algebra program [140] for
summing over k, we find
Bˆredo = −
o−1∑
k=0
(−1)o+k
(
o
k
)2(
2o+m−2
o−k
) Rˆo−k(tro−k(Bˆo)) (F2)
and Bˆirro = Bˆo−Bˆredo . Eq. (F2) implies that the reducible
component Bˆredo depends linearly on all partial partial
traces of Bˆo. We stress here that all considerations
regarding the UID rely on having a finite-dimensional
single-particle Hilbert space, i.e. on m being finite [103–
106]. For the actual evaluation of (F2), we use the re-
lationship between the k-fold raising operation and the
joining operation as stated in Sect. A 2 together with Eq.
(A3).
Appendix G: Proof of the recursive formulation of
the bosonic cluster expansion
The proofs of the recursion relations (24), (25) rely on
(i) the property Sˆo|n〉 = |n〉 for any o-particle number
state |n〉 and (ii) the number-state decomposition (B4).
To prove (24), we first inspect the matrix element of Fˆnσ
with respect to any two (nσ)-particle number states
〈a|Fˆnσ |b〉
(i)
= 〈a|[cˆ(1,...,σ)σ ...cˆ([n−1]σ+1,...,nσ)σ + dist. perm.]|b〉
=
(nσ)!
n!(σ!)n
〈a|cˆ(1,...,σ)σ ...cˆ([n−1]σ+1,...,nσ)σ |b〉
(G1)
where we have also used the invariance of number states
under particle permutations in the last identity. The
resulting prefactor denotes the number of distinct se-
quences of n pairwise distinct σ-tuple if the order of the
sequence does not matter. Next we apply (B4) to both
|a〉 and |b〉
〈a|Fˆnσ |b〉 =
(nσ)!
n!(σ!)n
(
nσ
σ
)−1 ∑
r,s|σ
Θ(a− r)Θ(b− s)
[ m∏
i=1
(
ai
ri
)(
bi
si
)] 1
2 × (G2)
× 〈a− r|cˆ(1,...,σ)σ ...cˆ([n−2]σ+1,...,[n−1]σ)σ |b− s〉 〈r|cˆσ|s〉.
By re-using the result (G1), we may express the second
last factor of (G2) as
〈a− r|cˆ(1,...,σ)σ ... cˆ([n−2]σ+1,...,[n−1]σ)σ |b− s〉 = (G3)
(n− 1)!(σ!)n−1
[(n− 1)σ]! 〈a− r|Fˆ
n−1
σ |b− s〉.
Inserting (G2), (G3) into the expansion Fˆnσ =
∑
a,b|nσ〈a|Fˆnσ |b〉 |a〉〈b| and substituting the sum over a
(b) by a sum over a′ ≡ a− r (b′ ≡ b− s) we finally find
Fˆnσ = Jˆ
σ
(n−1)σ(Fˆ
n−1
σ , cˆσ)/n.
In order to prove the second relation (25), we abbre-
viate o′ =
∑K−1
r=1 nrσr as well as o = o
′ + nKσK and
decompose the distinguishable permutations over parti-
cle labels in (22) as follows
18 We note that the space of hermitian bosonic 0-body operators is
given by B0 = {α |0〉〈0|, α ∈ R}.
19 We note that the superscripts “red” and “irr” do not refer to
(irr)reducible representations of the unitary group U(m) but en-
code whether or not the component contains genuine o-particle
correlations (see Section IVB3).
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〈a|Fˆn1,...,nKσ1,...,σK |b〉 = 〈a|
[ [
cˆ(1,...,σ1)σ1 ... cˆ
(o′−σK−1+1,...,o′)
σK−1 + dist. perm.
]× (G4)
×[ cˆ(o′+1,...,o′+σK)σK ... cˆ(o−σK+1,...,o)σK + dist. perm. ] + dist. perm. ]|b〉
(i)
= 〈a|
[ [
cˆ(1,...,σ1)σ1 ... cˆ
(o′−σK−1+1,...,o′)
σK−1 + dist. perm.
]
Sˆ
(1,...,o′)
o′ ×
×[ cˆ(o′+1,...,o′+σK)σK ... cˆ(o−σK+1,...,o)σK + dist. perm. ]Sˆ(o′+1,...,o)nKσK + dist. perm. ]|b〉
= 〈a|
[ [
Fˆn1,...,nK−1σ1,...,σK−1
](1,...,o′) [
FˆnKσK
](o′+1,...,o)
+ dist. perm.
]
|b〉
= 〈a| [ Fˆn1,...,nK−1σ1,...,σK−1 ](1,...,o′) [ FˆnKσK ](o′+1,...,o) |b〉 (oo′
)
where we have again employed the bosonic symmetry
of the number states for the last identity. Using (B4),
the binomial factor in (G4) is canceled and eventually
the same number-state substitutions as before lead to
Fˆn1,...,nKσ1,...,σK = Jˆ
nKσK
o−nKσK (Fˆ
n1,...,nK−1
σ1,...,σK−1 , Fˆ
nK
σK ).
Appendix H: Minimal invasive purification of the
RDM
In this appendix, we show how one can translate the
minimal-invasive purification scheme as outlined in Sec-
tion VB1 into a linear (quadratic) program when using
the 1-norm (2-norm). The hermiticity of the correction
operator Cˆ2 is incorporated in the following formalism
by decomposing C2n,m = C2,<n,m + i C2,=n,m with C2,<n,m (C2,=n,m)
denoting a real-valued symmetric (anti-symmetric) ma-
trix and mapping the upper triangles of these matrices
to real-valued vectors c< and c=, respectively, which are
stacked to the vector c = (c<, c=)T containing [C2m]2 el-
ements where C2m = m(m + 1)/2 denotes the number of
distinct bosonic two-body configurations. Having deter-
mined c as a solution of an optimization problem, we use
it in order to reconstruct the hermitian matrix C2n,m.
The aim of this appendix is to formulate our correction
scheme as the problem of minimizing20 |c|p ≡
∑
r |cr|p
under the linear constraints Ac = b. In the following,
we construct the matrixA and the vector b of this under-
determined system of linear equations. Here, the over-
all strategy is to formulate the i-th constraint as follows∑
n,m|2O
i
m,n C2n,m = bi. Mapping the number states n,
m to integer-valued indices I, J , we may decompose the
20 We note that this cost functional differs slightly from (31) be-
cause pairs of off-diagonal elements C2n,m, C2m,n enter |c|p only
by a single representative off-diagonal element. We, however, do
not expect that differences between (31) and |c|p have a severe
impact on the purification scheme.
latter equation as
bi =
∑
I≤J
A˜i,<I,J C2,<I,J + i
∑
I<J
A˜i,=I,J C2,=I,J (H1)
≡ [ai,<]T · c< + [ai,=]T · c= = [ai]T · c,
where A˜i,<I,J = [O
i
I,J +O
i
J,I ]/(1 + δI,J) and A˜
i,=
I,J = O
i
J,I −
OiI,J . In the second identity of (H1), we have mapped
the upper triangles of the matrices A˜i,<I,J and i A˜
i,=
I,J to the
vectors ai,< and ai,=, respectively, which turn out to be
real-valued for hermitian OiI,J . In this case, these vectors
are stacked to ai = (ai,<,ai,=)T , which constitutes the
i-th row of the matrix A.
(i) Let us translate the constraints of Cˆ2 being
contraction-free. Due to hermiticity of 〈φi|tr1(Cˆ2)|φj〉,
we obtain m2 independent constraints. Using the ex-
pression (A1) for the partial trace, we have
m∑
l=1
√
(1 + δil)(1 + δjl) C2ei+el,ej+el = 0, (H2)
which can expressed as (H1) with br = 0 (r shall label
the constraint corresponding to i ≤ j) and
Orm,n =
m∑
l=1
√
(1 + δil)(1 + δjl)δn,ei+elδm,ej+el (H3)
where we introduced the Kronecker delta for number
states as δa,b =
∏m
k=1 δak,bk . Now, we have to distin-
guish two cases. If i = j, Orm,n is a real-valued sym-
metric matrix such that A˜r,=I,J = 0. Thereby, we ob-
tain m constraints affecting only the symmetric com-
ponent C2,<n,m. For i < j, however, Orm,n turns out to
be a real-valued asymmetric matrix, resulting in non-
vanishing real-valued matrices A˜r,<I,J and A˜
r,=
I,J . Thus, we
obtain for each i < j two independent constraints affect-
ing either the symmetric component C2,<n,m or the antisym-
metric component C2,=n,m only. The corresponding rows of
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A are given by ai = (ai,<,ai,=)T with ai,< covering the
upper triangle of A˜r,<I,J as well as a
i,= set to zero and ai,<
set to zero as well as ai,= covering the upper triangle of
A˜r,=I,J , respectively. Thereby, we obtain further m(m− 1)
constraints, which amounts to m2 constraints related to
the partial trace of Cˆ2 in total.
(ii) Energy conservation can be easily formulated as
a linear constraint. By means of the relation 〈Hˆ〉t =
N tr(kˆ2 ρˆ2) with the auxiliary 2-particle Hamiltonian
kˆ2 = [hˆ1 + hˆ2 + (N − 1)vˆ12]/2 [15], we have to require
tr(kˆ2 Cˆ2) = 0. The latter boils down to tr(vˆ12 Cˆ2) = 0 as
Cˆ2 shall be contraction-free. Apparently, we have br = 0
for this constraint. Using the cyclic invariance of the
trace and Cˆ2 being bosonic, we obtain tr(Sˆ2vˆ12Sˆ2 Cˆ2) = 0,
which allows for identifying Orm,n with the matrix ele-
ments of Sˆ2vˆ12Sˆ2 in the number-state basis, namely as
Orei+ej ,eq+ep =
vijqp + vjiqp√
(1 + δij)(1 + δqp)
. (H4)
(iii) In the case of a symmetry such as invariance under
parity or translation operations, we proceed as follows.
We remind that the SPFs stay invariant under the cor-
responding symmetry operation, pˆi1|φj〉 = exp(iθj)|φj〉
with some real phase θj (see Section IVA). Correspond-
ingly, an o-particle number-state transforms as Πˆo|n〉 =
exp[iθ(n)]|n〉 with θ(n) = ∑mj=1 njθj . Now we introduce
the following equivalence relation between number states
n ∼ m if θ(n) mod 2pi = θ(m) mod 2pi. Then the cor-
rection respects the symmetry if C2n,m = 0 for all n m.
In order to construct the corresponding rows in A, we
loop over all pairs of inequivalent number states f  g
whose corresponding integer labels I (for f) and J (for g)
obey I < J in order to avoid redundant constraints. For
each such f , g, we set br = 0 and Orm,n = δm,gδn,f . The
latter constitutes a real-valued asymmetric matrix such
that for each f  g two independent constraints arise,
affecting either C2,<n,m or C2,=n,m only (see constraints (i)).
(iv) The constraint that each negative NP below a cer-
tain threshold λ(2)r <  is raised to zero in first order
perturbation theory with respect to Cˆ2 can be expressed
as tr(|φ2r〉〈φ2r| Cˆ2) = −λ(2)r . From this, we may directly
read-off br = −λ(2)r as well as Orm,n = [φ2r;n]∗φ2r;m where
φ2r;m = 〈m|φ2r〉.
(v) In order to formulate the constraints related to neg-
ative Kˆ2 eigenvalues, we first need to clarify the relation
between Kˆ2 and ρˆ1, ρˆ2. Explicating (30), we find
K2(i1,j1),(i2,j2)NK = N(N − 1) fi2j1fi1j2 ρ2ei2+ej1 ,ei1+ej2
+ δj1,j2N ρ
1
i2i1 −N2 ρ1j1,i1ρ1i2,j2 , (H5)
where we have again used the abbreviation fij =√
(1 + δi,j)/2. Updating ρˆ2 by the contraction-free op-
erator Cˆ2 apparently leaves ρˆ1 and thus also NK =
N(N + m − 1) − N2 tr([ρˆ1]2) invariant. Thereby, the
update of ρˆ2 implies the update Kˆ2 + ∆ˆ2 with
∆2(i1,j1),(i2,j2) = (H6)
N(N − 1)
NK fi2j1fi1j2 C
2
ei2+ej1 ,ei1+ej2
.
Now the constraint that a negative Kˆ2 eigenvalue ξr
below the threshold  shall be raised to zero in first-
order perturbation theory with respect to ∆ˆ2, i.e.
tr(|Ξr〉〈Ξr| ∆ˆ2) = −ξr, can be rephrased in terms of the
correction Cˆ2. The result is setting br = −ξr and
Oreq+ep,ei+ej ≡
N(N − 1)
4NKfijfqp
(
Mr(i,p),(q,j) (H7)
+Mr(j,p),(q,i) +M
r
(i,q),(p,j) +M
r
(j,q),(p,i)
)
where Mr(i,p),(q,j) ≡ 〈ϕiϕp|Ξr〉 〈Ξr|ϕqϕj〉.
We remark that the inhomogeneity b of the system of
linear equations features only extremely small or vanish-
ing numerical values. For increasing the numerical stabil-
ity when solving the optimization problem, we replace b
by b/Nb with Nb = (
∑
i|λ(2)i <
|λ(2)i | +
∑
i|ξi< |ξi|)/(d +
d′) where d (d′) denotes the number of ρˆ2 (Kˆ2) eigen-
values below the threshold. Thereafter, the solution c is
rescaled as cNb.
Finally, let us investigate how underdetermined the
correction operator Cˆ2 is, which can be parametrized by
[C2m]
2 = m2(m + 1)2/4 independent real numbers. If
no symmetry has to be incorporated, there are m2 +
d+ d′+ 1 independent constraints (note that the energy-
conservation constraint has to be imposed also in cases
where the total Hamiltonian is explicitly time-dependent,
otherwise ddt 〈Hˆ〉 = 〈∂tHˆ〉 would be violated). If there is
parity symmetric and half of the initial SPFs are of even
and half of them are of odd parity (m shall be even), then
m4/8+m3/4 additional constraints have to be taken into
account.
Appendix I: Minimal invasive correction of the EOM
The technical implementation of the minimal-invasive
correction scheme for the 2-RDM EOM is very much alike
the steps discussed in Appendix H. Therefore, we only
work out differences here.
The constraints on the correction Cˆ2 to be (i)
contraction-free, (ii) energy conserving and (iii) respect-
ing symmetries if existent can be exactly implemented as
discussed in Appendix H. For enforcing negative NPs λ(2)r
below the threshold  to be exponentially damped to zero,
we may use the same Orm,n as described in Appendix H
(vi), where one has to replace, however, br = −λ(2)r by
br = −ηλ(2)r + i〈φ2r|Iˆ2(χˆ3)|φ2r〉 with χˆ3 = ρˆappr3 for o¯ = 2
and χˆ3 = ρˆ3 for o¯ > 2.
For the requirement that also negative Kˆ2 eigenvalues
are damped to zero, we first have to express the EOM
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for Kˆ2 in terms of ρˆ1, ρˆ2, Rˆ1 and Rˆ2 by differentiating (H5) with respect to time
∂tK
2
(i1,j1),(i2,j2)
≡ 〈ϕi1ϕj1 |Tˆ2|ϕi2ϕj2〉 =
1
NK
(
2N2 tr
(
Rˆ1ρˆ1
)
K2(i1,j1),(i2,j2) +N(N − 1) fi2j1fi1j2 R2ei2+ej1 ,ei1+ej2 (I1)
+ δj1,j2 N R
1
i2,i1 −N2R1j1,i1 ρ1i2,j2 −N2R1i2,j2 ρ1j1,i1
)
.
Since Cˆ2 is enforced to be contraction-free, Rˆ1 is left in-
variant under the correction of Rˆ2. Thus, we induce the
correction Tˆ2 → Tˆ2+∆ˆ2 with ∆ˆ2 given by (H6). Thereby,
we may use the same Orm,n as in Appendix H (v) but need
to substitute br = −ξr by br = −ηξr − 〈Ξr|Tˆ2|Ξr〉.
Appendix J: Unitarily invariant decomposition of
the collision integral
While we have so far applied the UID only to the RDM,
the purpose of this appendix is to gain insights into the
unitarily invariant components of the collision integral.
Let Aˆo+1 ∈ Bo+1. By means of (A1), we may evaluate
the partial trace of the collision integral
tr1
(
Iˆo(Aˆo+1)
)
=
N − o
o(o+ 1)
∑
r,i,j,q,p=1
vqjpi aˆr
[
aˆ†qaˆp, aˆi Aˆo+1 aˆ
†
j
]
aˆ†r =
N − o
o(o+ 1)
∑
r,i,j,q,p=1
vqjpi
[
aˆ†qaˆp, aˆiaˆr Aˆo+1 aˆ
†
raˆ
†
j
]
(J1)
= Iˆo
(
tr1(Aˆo+1)
)
.
From this identity, we may conclude that the reducible
component of the collision integral depends solely on the
reducible component of its argument, [Iˆo(Aˆo+1)]red =
[Iˆo(Aˆ
red
o+1)]
red. The irreducible component of the colli-
sion integral [Iˆo(Aˆo+1)]irr, however, depends on both re-
ducible and the irreducible component of Aˆo+1 in gen-
eral, which we have confirmed by an explicit calculation
for the cases o = 1, 2. Thus, the collision integral with a
contraction-free argument is itself contraction-free.
Appendix K: Numerical integration of the truncated
BBGKY EOM
In both scenarios of Section VI, we employ the variable-
coefficient ordinary differential equation solver ZVODE
[126] for integrating the EOM (5), (6). The conservation
of hermiticity of the RDMs is numerically ensured by
only propagating the lower triangle of the matrix-valued
EOM (6), which at the same time reduces the number of
variables to be integrated. Since the applied truncation
approximation conserves the compatibility of the RDMs,
we propagate only the BBGKY EOM (6) at the trunca-
tion order o¯ and obtain the RDMs of lower order by par-
tial tracing. Moreover, we operate in the single-particle
Hamiltonian gauge, gij = hij (see Section III C).
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