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1. Introduction
The studyofmatrices andeigenvalues associated tographshasdevelopedover thepast fewdecades.
Researchers have extensively studied the adjacency, Laplacian, normalized Laplacian and signless
Laplacian matrices of a graph. Recently there has been a growing study of matrices associated to a
signed graph [8–11,17,5]. In this paper we hope to set the foundation for a study of eigenvalues asso-
ciated to a complex unit gain graph.
The circle group, denotedT, is themultiplicative group of all complex numbers with absolute value
1. In other words, T = {z ∈ C : |z| = 1} thought of as a subgroup ofC×, the multiplicative group of
all nonzero complex numbers.
A T-gain graph (or complex unit gain graph) is a graph with the additional structure that each
orientation of an edge is given a complex unit, called a gain, which is the inverse of the complex
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unit assigned to the opposite orientation. We define E() to be the set of oriented edges, so this set
contains two copies of each edge with opposite directions. We write eij for the oriented edge from vi
to vj . Formally, aT-gain graph is a triple = (,T, ϕ) consisting of an underlying graph  = (V, E),
the circle groupT and a functionϕ : E() → T (called the gain function), such thatϕ(eij) = ϕ(eji)−1.
For brevity, we write  = (, ϕ) for a T-gain graph.
The adjacency matrix A() = (aij) ∈ Cn×n is defined by
aij =
{
ϕ(eij) if vi is adjacent to vj,
0 otherwise.
If vi is adjacent to vj , then aij = ϕ(eij) = ϕ(eji)−1 = ϕ(eji) = a¯ji. Therefore, A() is Hermitian and
its eigenvalues are real. The Laplacian matrix L() (Kirchhoff matrix or admittance matrix) is defined
as D() − A(), where D() is the diagonal matrix of the degrees of vertices of . Therefore, L() is
also Hermitian.
We study both the adjacency and Laplacian matrices of aT-gain graph. The eigenvalues associated
to both of these matrices are also studied. We obtain eigenvalue bounds that depend on structural
parameters of a T-gain graph.
A consequence of studying complex unit gain graphs is that signed and unsigned graphs can be
viewed as specializations. A signed graph is a T-gain graph where only +1 and −1 gains are used. An
unsigned graph can be thought of as a T-gain graph where +1 is the only gain used. Therefore, any
result for the adjacency or Laplacian matrix of a T-gain graph implies that the same result holds for
signed and unsigned graphs. Restricting the graph to have specified gains can produce other familiar
matrices in the literature as well. For instance, if we write (,−1) for the gain graph with all edges
assigned a gain of −1, the signless Laplacian (quasi-Laplacian or co-Laplacian) matrix of an unsigned
graph  is Q() := D() + A() = L(,−1).
2. Background
We will always assume that  is simple. The set of vertices is V := {v1, v2, . . . , vn}. Edges in E
are denoted by eij = vivj . We define n := |V | and m := |E|. The degree of a vertex vj is denoted by
dj = deg(vj). Themaximumdegree is denotedby. The set of vertices adjacent to a vertex v is denoted
byN(v). The average 2-degree ismj := ∑vi∈N(vj) di/dj . The g-degree is dgj := |{vk ∈ N(vj):ϕ(ejk) = g}|.
The set of used gains isW := Image(ϕ). All gain graphs considered in this paperwill befinite, and there-
fore,Wwill always be finite. Now we can write dj = ∑g∈W dgj . The net degree is dnetj := ∑g∈W gdgj .
We define several different types of degree vectors that will be used as follows: d := (d1, . . . , dn),
d(k) := (dk1, . . . , dkn) and dnet := (dnet1 , . . . , dnetn ). We define j := (1, . . . , 1) ∈ Cn.
The gain of awalkW = e12e23 · · · e(l−1)l isϕ(W) = ϕ(e12)ϕ(e23) · · ·ϕ(e(l−1)l). AwalkW isneutral
if ϕ(W) = 1. An edge set S ⊆ E is balanced if every cycle C ⊆ S is neutral. A subgraph is balanced if its
edge set is balanced. We write b() for the number of connected components of that are balanced.
A switching function is any function ζ : V → T. Switching theT-gain graph = (, ϕ)means re-
placingϕ byϕζ , defined by:ϕζ (eij) = ζ(vi)−1ϕ(eij)ζ(vj); producing theT-gain graphζ = (, ϕζ ).
We say1 and2 are switching equivalent, written1 ∼ 2,when there exists a switching function ζ ,
such that2 = ζ1 . Switching equivalence forms an equivalence relation on gain functions for a fixed
underlying graph. An equivalence class under this equivalence relation is called a switching class of ϕ.
A potential function for ϕ is a function θ : V → T, such that for every eij ∈ E(), θ(vi)−1θ(vj) =
ϕ(eij). We write (, 1) for the T-gain graph with all neutral edges.
Lemma 2.1 [15,18]. Let  = (, ϕ) be a T-gain graph. Then the following are equivalent:
(1)  is balanced.
(2)  ∼ (, 1).
(3) ϕ has a potential function.
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The multiset of all eigenvalues of A ∈ Cn×n, denoted by σ(A), is called the spectrum of A. We write
A∗ for the conjugate transpose of the matrix A. Since the eigenvalues of any Hermitian matrix A are
real, we assume they are labeled and ordered according to the following convention:
λn(A)  λn−1(A)  · · ·  λ2(A)  λ1(A).
If A ∈ Cn×n is Hermitian, then the quadratic form x∗Ax, for some x ∈ Cn\{0}, can be used to
calculate the eigenvalues of A. In particular, we can calculate the smallest and largest eigenvalues
using the following, usually called the Rayleigh–Ritz Theorem.
Lemma 2.2 [7, Theorem 4.2.2]. Let A ∈ Cn×n be Hermitian. Then
λ1(A) = max
x∈Cn\{0}
x∗Ax
x∗x
= max
x∗x=1 x
∗Ax,
λn(A) = min
x∈Cn\{0}
x∗Ax
x∗x
= min
x∗x=1 x
∗Ax.
The following lemma is credited to Weyl.
Lemma 2.3 [7, Theorem 4.3.1]. Let A, B ∈ Cn×n be Hermitian. Then for any k ∈ {1, . . . , n},
λk(A) + λn(B)  λk(A + B)  λk(A) + λ1(B).
An r × r principal submatrix of A ∈ Cn×n, denoted by Ar , is a matrix obtained by deleting n − r
rows and the corresponding columns of A. The next lemma is sometimes called the Cauchy Interlacing
Theorem, or the inclusion principle.
Lemma 2.4 [7, Theorem 4.3.15]. Let A ∈ Cn×n be Hermitian and r ∈ {1, . . . , n}. Then for all k ∈
{1, . . . , r},
λk+n−r(A)  λk(Ar)  λk(A).
The spectral radius of a matrix B ∈ Cn×n is ρ(B) := max{|λi| : λi is an eigenvalue of B}. For n  2,
a matrix B ∈ Cn×n is reducible if there is a permutation matrix P ∈ Cn×n such that PTBP is block
upper triangular. A matrix B ∈ Cn×n is irreducible if it is not reducible. The following is part of the
Perron–Frobenius Theorem.
Lemma 2.5 [7, Theorem 8.4.4]. Suppose A = (aij) ∈ Rn×n is irreducible and aij  0 for all i, j ∈{1, . . . , n}. Then
(1) ρ(A) is an eigenvalue of A and ρ(A) > 0.
(2) There exists an eigenvector x = (x1, . . . , xn) ∈ Rn with xi > 0 for each i ∈ {1, . . . , n} such
that Ax = ρ(A)x.
3. Incidence matrices
Suppose  = (, ϕ) is a T-gain graph. An incidence matrix H() = (ηve) is any n × m matrix,
with entries in T ∪ {0}, where
ηvie =
⎧⎨
⎩
−ηvjeϕ(eij) if e = eij ∈ E,
0 otherwise;
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furthermore, ηvie ∈ T if eij ∈ E. We say “an" incidence matrix, because with this definition H()
is not unique. Each column can be multiplied by any element in T and the result can still be called
an incidence matrix. For example, we can choose ηvje = 1 so ηvie = −ϕ(eij) for each eij ∈ E. This
particular incidence matrix can be viewed as a generalization of an oriented incidence matrix of an
unsigned graph. Henceforth, wewill write H() to indicate that some fixed incidencematrix has been
chosen.
Lemma 3.1. Let  = (, ϕ) be a T-gain graph. Then L() = H()H()∗.
Proof. The (i, j)-entryofH()H()∗ corresponds to the ith rowofH(), indexedbyvi ∈ V ,multiplied
by the jth column of H()∗, indexed by vj ∈ V . Therefore, this entry is precisely∑e∈E ηvieη¯vje. If i = j,
then the sum simplifies to
∑
e∈E |ηvie|2 = di, since |ηvie| = 1 if vi is incident to e. If i 	= j, then since 
is simple, the sum simplifies to ηvieij η¯vjeij = −ηvjeijϕ(eij)η¯vjeij = −|ηvjeij |2ϕ(eij) = −ϕ(eij) = −aij .
Therefore, H()H()∗ = D() − A() = L(). 
Since L() = H()H()∗, L() is positive semidefinite, and therefore, its eigenvalues are non-
negative.
Switching a T-gain graph can be described as matrix multiplication of the incidence matrix, and
matrix conjugation of the adjacency and Laplacian matrices. For a switching function ζ , we define
a diagonal matrix D(ζ ) := diag(ζ(vi) : vi ∈ V). The following lemma shows how to calculate the
switched gain graph’s incidence, adjacency and Laplacian matrices.
Lemma 3.2. Let  = (, ϕ) be a T-gain graph. Let ζ be a switching function on . Then
• H(ζ ) = D(ζ )∗H(),
• A(ζ ) = D(ζ )∗A()D(ζ ),
• L(ζ ) = D(ζ )∗L()D(ζ ).
Lemma 3.3 [16, Theorem 2.1]. Let  = (, ϕ) be a T-gain graph. Then
rank(H()) = n − b().
Since the ranks of H() and H()H()∗ are the same the following is immediate.
Corollary 3.4. Let  = (, ϕ) be a T-gain graph. Then
rank(L()) = n − b().
4. Eigenvalues of the adjacency matrix
The next lemma implies that a switching class has an adjacency spectrum. This is immediate from
Lemma 3.2.
Lemma 4.1. Let 1 = (, ϕ1) and 2 = (, ϕ2) both be T-gain graphs. If 1 ∼ 2, then A(1) and
A(2) have the same spectrum.
Lemma 4.2. If  = (, ϕ) is a balanced T-gain graph, then A() and A() have the same spectrum.
Proof. By Lemma 2.1,  ∼ (, 1). Thus, the result follows from Lemma 4.1. 
The following is a generalization of a result for unsigned graphs [2, p. 2].
Theorem 4.3. Let  = (, ϕ) be a T-gain graph. Then ρ(A())  .
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Proof. This proof is only a slight modification of the version for an unsigned graph. Suppose A()x =
λxwith x = (x1, . . . , xn) ∈ Cn\{0}. Then
λxi =
∑
eij∈E()
ϕ(eij)xj, for i ∈ {1, . . . , n}.
Let |xm| = maxi |xi|. Then
|λ||xm| 
∑
emj∈E()
|ϕ(emj)||xj|  |xm|.
Since |xm| 	= 0 the proof is complete. 
The following is a set of bounds which depend on the edge gains. This is particularly interesting
since the inequalities are not solely determined by the underlying graph of . As lower bounds for
λ1(A()), inequality (4.1) is a generalization of a lower bound for the largest adjacency eigenvalue of
an unsigned graph attributed to Collatz and Sinogowitz [1], and inequality (4.2) is a generalization of
a lower bound for the largest adjacency eigenvalue of an unsigned graph attributed to Hoffman [6].
Theorem 4.4. Let  = (, ϕ) be a connected T-gain graph. Then
λn(A()) 
1
n
n∑
j=1
dnetj  λ1(A()), (4.1)
λn(A()) 
√√√√√1
n
n∑
j=1
(dnetj )
2  λ1(A()), (4.2)
and
λn(A())  3
√√√√2
n
∑
eij∈E()
Re[ϕ(eij)]dneti dnetj  λ1(A()). (4.3)
Proof. The proof method is inspired by [2, Theorem 3.2.1]. For brevity, we write A for A(). LetMk =
jTAkj. From Lemma 2.2 the following is clear:
(λn(A))
k  Mk/jTj  (λ1(A))k.
We will computeM1,M2 andM3; thus, making inequalities (4.1), (4.2) and (4.3) true. We will use the
equation:
Aj =
⎛
⎝ n∑
j=1
ϕ(e1j), . . . ,
n∑
j=1
ϕ(enj)
⎞
⎠ =
⎛
⎝∑
g∈W
gd
g
1, . . . ,
∑
g∈W
gdgn
⎞
⎠ = (dnet1 , . . . , dnetn ) = dnet.
(4.4)
Now we computeM1,M2 andM3:
M1 = jTAj = jTdnet =
n∑
j=1
dnetj ,
M2 = jTA2j = (dnet)Tdnet =
n∑
j=1
(dnetj )
2,
M3 = jTA3j = (dnet)TAdnet =
n∑
i=1
(dneti )
n∑
j=1
ϕ(eij)(d
net
j ) = 2
∑
eij∈E()
Re[ϕ(eij)]dneti dnetj . 
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5. Eigenvalues of the Laplacian matrix
Thenext lemma implies that a switching class has a Laplacian spectrum. The following is immediate
from Lemma 3.2.
Lemma 5.1. Let 1 = (, ϕ1) and 2 = (, ϕ2) both be T-gain graphs. If 1 ∼ 2, then L(1) and
L(2) have the same spectrum.
Lemma 5.2. If  = (, ϕ) is a balanced T-gain graph, then L() and L() have the same spectrum.
Proof. By Lemma 2.1,  ∼ (, 1). Thus, the result follows from Lemma 5.1. 
The following is a simplification of the quadratic form x∗L()xwhich will be used to obtain eigen-
value bounds.
Lemma 5.3. Let  = (, ϕ) be a T-gain graph. Suppose x = (x1, x2, . . . , xn) ∈ Cn. Then
x∗L()x = ∑
eij∈E()
|xi − ϕ(eij)xj|2.
The following theorem establishes a relationship between the Laplacian spectral radius of aT-gain
graph and the signless Laplacian spectral radius of an unsigned graph. This generalizes a signed graphic
version that appears in [9], which generalizes the unsigned graphic relation: λ1(L())  λ1(Q()).
Theorem 5.4. Let  = (, ϕ) be a connected T-gain graph. Then
λ1(L())  λ1(L(,−1)) = λ1(Q()).
Furthermore, equality holds if and only if  ∼ (,−1).
Proof. The proof is similar to the signed graphic proof in [9, Lemma 3.1].
Let x = (x1, x2, . . . , xn)T ∈ Cn be a unit eigenvector of L() with corresponding eigenvalue
λ1(L()). By Lemma 5.3:
λ1(L())=x∗L()x=
∑
eij∈E()
|xi−ϕ(eij)xj|2 
∑
eij∈E()
(|xi|+|xj|)2  max
y∗y=1
∑
eij∈E()
(|yi|+|yj|)2.
Since L(,−1) is nonnegative, and is connected, L(,−1) is irreducible. Hence, by Lemma2.5, there
is an eigenvector y = (y1, . . . , yn) ∈ Rn of L(,−1), with corresponding eigenvalue λ1(L(,−1)),
where yi > 0 for every i ∈ {1, . . . , n}. Therefore, |yk| = yk for all k ∈ {1, . . . , n}. Finally, by Lemma
2.2, maxy∗y=1
∑
eij∈E()(|yi| + |yj|)2 = λ1(L(,−1)).
If  ∼ (,−1), then λ1(L()) = λ1(L(,−1)) by Lemma 5.1.
Now suppose that λ1(L(,−1)) = λ1(L()). Then |xi|2 + 2|xi||xj| + |xj|2 = |xi − ϕ(eij)xj|2 =
|xi|2 − 2 · Re(x¯ixjϕ(eij)) + |xj|2. Therefore, −Re(x¯ixjϕ(eij)) = |xi||xj|. Also, (x1, . . . , xn) is an
eigenvector of L(,−1) with corresponding eigenvalue λ1(L(,−1)). From Lemma 2.5, xl 	= 0 for
every l ∈ {1, . . . , n}. Let xi = |xi|eiθi , xj = |xj|eiθj and ϕ(eij) = eiθ . Thus, −Re(|xi||xj|e−iθi eiθj eiθ ) =
|xi||xj|. That is, Re(ei(−θi+θj+θ)) = −1. So ei(−θi+θj+θ) = −1. Finally, by substitution, x¯ixj|xi||xj|ϕ(eij) =
−1; that is, xix¯j|xi||xj| = −ϕ(eij).
Let θ : V → T be defined as θ(vi) = x¯i/|xi|, for all vi ∈ V . Since x¯i/|xi| ∈ T for every
i ∈ {1, . . . , n}, θ is a potential function for −ϕ¯. Therefore, (,−ϕ¯) is balanced by Lemma 2.1. 
Theorem 5.4 says that any known upper bound for the signless Laplacian spectral radius of an un-
signedgraph isalsoanupperbound for theLaplacianspectral radiusof aT-gaingraph.Moreover, equal-
ity holds if and only if the gain graph is switching equivalent to (,−1). Consequently, we can state
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the following corollary, which includesmany known upper bounds for the signless Laplacian of an un-
signed graph. The organization of the following bounds is inspired by [13]. References are provided for
each bound, indicatingwhere these upper bounds are known for the signless Laplacian spectral radius.
Corollary 5.5. Let  = (, ϕ) be a connected T-gain graph. Then the following upper bounds on the
Laplacian spectral radius are valid:
(1) Upper bounds depending on di and mi:
λ1(L())  2, [3]
λ1(L())  max
i
{di + mi}, [4]
λ1(L())  max
i
{di +
√
dimi}, [13]
λ1(L())  max
i
{
√
2di(di + mi)}, [13]
λ1(L())  max
i
⎧⎨
⎩
di +
√
(di)2 + 8(dimi)
2
⎫⎬
⎭ . [13]
(2) Upper bounds depending on di, dj, mi and mj:
λ1(L())  max
eij∈E
{di + dj}, [3]
λ1(L())  max
eij∈E
{
di(di + mi) + dj(dj + mj)
di + dj
}
, [12,13]
λ1(L())  max
eij∈E
{√
di(di + mi) + dj(dj + mj)
}
, [19,13]
λ1(L())  max
eij∈E
{
2 +
√
di(di + mi − 4) + dj(dj + mj − 4) + 4
}
, [19,13]
λ1(L())  max
eij∈E
⎧⎨
⎩
di + dj +
√
(di − dj)2 + 4mimj
2
⎫⎬
⎭ . [14]
Furthermore, equality holds if and only if  ∼ (,−1).
Lemma 5.6. Consider the trees T1 (with N  3) and T2 (with N  4) in Fig. 1. The following is true:
λ1(L(T1)) =  + 1,
λ1(L(T2)) >  + 1.
Fig. 1. Trees considered in Lemma 5.6.
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Proof. The characteristic polynomial of L(T1) is
pL(T1)(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ − 1 0 0 · · · 0 1
0 λ − 1 0 · · · 0 1
0 0 λ − 1 . . . ... ...
...
...
. . .
. . . 0 1
0 0 0 · · · λ − 1 1
1 1 1 · · · 1 λ − (N − 1)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ − 1 0 0 · · · 0 1
0 λ − 1 0 · · · 0 1
0 0 λ − 1 . . . ... ...
...
...
. . .
. . . 0 1
0 0 0 · · · λ − 1 1
0 0 0 · · · 0 λ − (N − 1) − N−1
λ−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= λ(λ − 1)N−2(λ − N).
Therefore, λ1(L(T1)) = N =  + 1.
The characteristic polynomial of L(T2) is:
pL(T2)(λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ − 1 0 · · · 0 0 0 1
0
. . .
. . .
. . . 0 0 1
...
. . .
. . .
. . .
...
...
0 · · · 0 λ − 1 0 0 1
0 · · · 0 0 λ − 1 1 0
0 · · · 0 0 1 λ − 2 1
1 · · · 1 1 0 1 λ − (N − 2)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
λ − 1 0 · · · 0 0 0 1
0
. . .
. . .
. . . 0 0 1
...
. . .
. . .
. . .
...
...
0 · · · 0 λ − 1 0 0 1
0 · · · 0 0 λ − 1 1 0
0 · · · 0 0 0 λ − 2 − 1
λ−1 1
0 · · · 0 0 0 0 λ − (N − 2) − N−3
λ−1 − 1λ−2− 1
λ−1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= λ(λ − 1)N−4(λ3 − (N + 2)λ2 − (2 − 3N)λ − N).
Notice that pL(T2)( + 1) < 0. Therefore, pL(T2)(λ) has a root larger than  + 1. 
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Let\e be the gain graph obtained from = (, ϕ) by deleting the edge e from . The following
lemma establishes a relationship between the eigenvalues of L() and L(\e). This generalizes the
signed and unsigned graphic versions found in [9] and [2, p. 187], respectively.
Lemma 5.7. Let  = (, ϕ) be a T-gain graph. Then
λk+1(L())  λk(L(\e))  λk(L()), for all k ∈ {1, . . . , n}.
Proof. The proof is identical to that of [9, Lemma 3.7]. Notice that H(\e)∗H(\e) is a principal
submatrix of H()∗H(). Since the nonzero eigenvalues of H()H()∗ and H()∗H() are the
same, the result follows from Lemma 2.4. 
The following is a lower bound on the Laplacian spectral radius of a T-gain graph, which depends
only on the maximum degree. This generalizes a signed graphic bound that appears in [9], which
generalizes an unsigned graphic version in [2, p. 186].
Theorem 5.8. Let  = (, ϕ) be a T-gain graph. Then
 + 1  λ1(L()).
Furthermore, when  is connected, equality holds if and only if  = n − 1 and  is balanced.
Proof. The proof uses similar techniques as in [9, Theorem 3.9 and Theorem 3.10].
There exists a subtree T1 (see Fig. 1) of  with N =  + 1. Since T1 is a tree it is balanced.
From Lemmas 5.6 and 5.2, λ1(L(T1)) =  + 1. By repeated application of Lemma 5.7: λ1(L()) 
λ1(L(T1)) =  + 1.
Suppose that  is connected,  is balanced and  = n − 1. Since  is balanced  ∼ (, 1)
by Lemma 2.1, which means that λ1(L()) = λ1(L(, 1)) by Lemma 5.1. For an unsigned graph the
result is well known, see [2, p. 186] for example. Therefore,  + 1 = λ1(L()).
Suppose that  is connected and  + 1 = λ1(L()). If  < n − 1, then there exists a subtree T2
(see Fig. 1) of . Since T2 is a tree it is balanced. From Lemmas 5.6 and 5.2, λ1(L(T2)) >  + 1. By
repeated application of Lemma 5.7: λ1(L())  λ1(L(T2)) >  + 1. This contradicts the hypothesis
that  + 1 = λ1(L()). Therefore, we may further assume that  = n − 1.
Let v be a vertex with deg(v) = n− 1. Hence, if has a cycle there must be a subgraph consisting
of a single 3-cycle containing v and n− 3 pendant edges (an edge where one of its vertices has degree
1) incident to v. Call this subgraph G.
We show that Gmust be balanced. The structure G allows us to switch all edges incident to v to be
neutral. The switched graph is denoted by Gˆ. By Lemma 5.1, the Gˆ and G have the same characteristic
polynomial. Suppose the gain of the 3-cycle belonging to G is g ∈ T. The characteristic polynomial of
L(G) is
pL(G)(λ) = pL(Gˆ)(λ) = (λ − 1)n−3[λ3 + λ2(−n − 3) + 3nλ + (2Re(g) − 2)].
The characteristic polynomial evaluated at  + 1 = n is pL(G)(n) = (n − 1)n−3(2Re(g) − 2). If
n  3 and g 	= 1, then pL(G)(n) < 0. Hence, pL(G)(λ) has a root larger than  + 1. If g 	= 1, then by
repeated application of Lemma 5.7: λ1(L())  λ1(L(G)) >  + 1. This contradicts the hypothesis
that  + 1 = λ1(L()). Therefore, we may further assume that g = 1; that is, G is balanced. This
means any triangle containing v is balanced.
Every cycle in  is the symmetric difference of triangles containing v. Therefore, every cycle in 
is balanced. For a proof of this inference of balance see [15, Corollary 3.2]. 
Here we present a set of Laplacian eigenvalue bounds which actually depend on the gain function.
Theorem 5.9. Let  = (, ϕ) be a connected T-gain graph. Then
λn(L()) 
1
n
n∑
j=1
(dj − dnetj )  λ1(L()), (5.1)
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λn(L()) 
√√√√√1
n
n∑
j=1
(dj − dnetj )2  λ1(L()), (5.2)
and
λn(L())  3
√√√√√1
n
n∑
j=1
dj(dj − dnetj )2 −
2
n
∑
eij∈E
Re[ϕ(eij)](di − dneti )(dj − dnetj )  λ1(L()).
(5.3)
Proof. For brevity, we write D for D() and A for A(). Let Nk = jTL()kj. From Lemma 2.2 the
following is clear:
(λn(L()))
k  Nk/jTj  (λ1(L()))k.
Wewill compute N1, N2 and N3; thus, making inequalities (5.1), (5.2) and (5.3) true. Nowwe compute
N1:
N1 = jTL()j = jT(D − A)j = jT(d − dnet) =
n∑
j=1
(dj − dnetj ).
Similarly we compute N2:
N2 = jTL()2j = jT(D2 − AD − DA + A2)j
= jT(Dd − Ad − Ddnet + Adnet)
= dTd − (dnet)Td − dTdnet + (dnet)Tdnet
=
n∑
j=1
d2j − 2
n∑
j=1
dnetj dj +
n∑
j=1
(dnetj )
2.
To compute N3 we will consider the matrices formed in the expansion of L()
3. Using Eq. (4.4) it is
easy to check that
jTDADj = dTAd =
n∑
i=1
di
n∑
j=1
ϕ(eij)dj = 2
∑
eij∈E()
Re[ϕ(eij)]didj,
jTAD2j = (dnet)TDd = (dnet)Td(2) =
n∑
j=1
(dnetj )d
2
j ,
jTDA2j = dTAdnet =
n∑
i=1
di
n∑
j=1
ϕ(eij)(d
net
j ) =
∑
eij∈E()
[ϕ(eij)dnetj di + ϕ(eij)dneti dj],
jTADAj = (dnet)TDdnet =
n∑
j=1
(dnetj )
2dj,
jTD2Aj = dTDdnet = dTDdnet = (d(2))Tdnet =
n∑
j=1
(dnetj )d
2
j = jTAD2j,
and
jTA2Dj = (dnet)TAd =
n∑
i=1
dneti
n∑
j=1
ϕ(eij)dj =
∑
eij∈E()
[ϕ(eij)dnetj di + ϕ(eij)dneti dj].
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The calculation for jTA3j is done in the proof of Theorem 4.4. Now the following simplification of N3
can be made.
N3 = jTL()3j = jT(D3 − AD2 − DAD + A2D − D2A + ADA + DA2 − A3)j
=
n∑
j=1
d3j − 2
n∑
j=1
dnetj d
2
j − 2
∑
eij∈E()
Re[ϕ(eij)]didj +
n∑
j=1
(dnetj )
2dj
+ 2 ∑
eij∈E()
Re[ϕ(eij)](dnetj di + dneti dj) − 2
∑
eij∈E()
Re[ϕ(eij)]dneti dnetj
= ∑
j=1
dj(dj − dnetj )2 − 2
∑
eij∈E
Re[ϕ(eij)](di − dneti )(dj − dnetj ). 
Since every edge has two (not necessarily distinct) group elements associated to it, we define a
subgraph induced by a pair of group elements, {g, g−1}. The set of inverse pairs is U := {{g, g−1} : g ∈
W}. Let S := {eij ∈ E : ϕ(eij) = g or ϕ(eij) = g−1}. The subgraph induced by the pair {g, g−1} ∈ U is
the gain graph {g,g−1} := (V, S,T, ϕ|S).
The next theorem is a generalization of the signed and unsigned graphic results in [9,2, p. 194],
respectively.
Theorem 5.10. Let  = (, ϕ) be a connected T-gain graph. Then
max
{g,g−1}∈U
λ1(L(
{g,g−1}))  λ1(L()) 
∑
{g,g−1}∈U
λ1(L(
{g,g−1})).
Proof. Theproof is inspiredby [9, Corollary3.8]. The lowerbound is immediateby repeatedapplication
of Corollary 5.7. Also, notice that L() = ∑{g,g−1}∈U L({g,g−1}). Hence, from Lemma 2.3 the right
inequality is valid. 
6. Examples – the cycle and path T-gain graphs
Here we calculate the adjacency and Laplacian eigenvalues of the cycle and path graphs with com-
plex unit gains. Let Cn be a cycle on n vertices. The following calculation is a generalization of the
unsigned and signed graph versions in [2, p. 3,5], respectively.
Theorem 6.1. Suppose  = (Cn,T, ϕ) with ϕ(Cn) = ξ = eiθ . Then
σ(A()) =
{
2 cos
(
θ + 2π j
n
)
: j ∈ {0, . . . , n − 1}
}
(6.1)
and
σ(L()) =
{
2 − 2 cos
(
θ + 2π j
n
)
: j ∈ {0, . . . , n − 1}
}
. (6.2)
Proof. This proof is only a slight modification of the version for an unsigned graph in [2, p. 3]. Switch
the cycle so that at most one edge is nonneutral, say ϕ(vnv1) = ξ . Let
P =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 1 0 · · · 0
0 0 1 · · · 0
...
...
. . .
. . .
...
0 0 0 · · · 1
ξ 0 0 · · · 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
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It is obvious that PP∗ = I, so P∗ = P−1. Let x = (x1, . . . , xn) ∈ Cn be an eigenvector of P with
corresponding eigenvalue λ(P). From the equation Px = λ(P)x it is clear that xi = λ(P)xi−1 for
i ∈ {2, . . . , n}, and ξx1 = λ(P)xn. Therefore, λ(P)n − ξ = 0, and so σ(P) = {ξ 1/ne2π ij/n : j ∈{0, 1, . . . , n − 1}}. Notice that A = P + P∗ = P + P−1. Thus, A has eigenvalues of the form λ(A) =
λ(P) + λ(P)−1 = 2 Re[ξ 1/ne2π ij/n] = 2 cos( θ+2π j
n
).
Since  is 2-regular we can write L() = 2I − A(). Hence, if x is an eigenvector of A() with
associated eigenvalue λ, then L()x = (2I − A())x = (2 − λ)x. The result follows. 
Let Pn be a path graph with n vertices. Since any T-gain graph  = (Pn, ϕ) is balanced,  and Pn
have the same spectrum by Lemma 5.2. The eigenvalues of Pn can be found in [2, p. 47].
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