Abstract. In this paper, we study the monotonicity of the ratio of two Abelian integrals
Introduction
The weakened 16th Hilbert's problem, proposed by Arnold [1] and [2] , is to ask for the lower upper bound of the number of isolated zeros of the Abelian integral In this paper, we consider the Newtonian mechanical system, that is, the Hamiltonian function H(x, y) has the form H(x, y) = y 2 +Ψ(x), where Ψ(x) is an analytic function in an open interval. If Ψ(x) = P n+1 (x), which is a polynomial of degree n + 1, and the degrees of f (x, y) and g(x, y) are m which is independent on n, then the curves Γ h = {(x, y) : H(x, y) = h} are called elliptic curves as n ≤ 3, and the associated Abelian integrals I(h) are called elliptic integrals. If n ≥ 4, then the ovals Γ h are called hyperelliptic curves and the associated Abelian integrals I(h) are said to be hyperelliptic integrals.
I(h) =
Γ
CHANGJIAN LIU AND DONGMEI XIAO
The study of the number of isolated zeros of I(h) has already made many achievements. For over thirty years, such as when n = 2 for arbitrary m, Petrov in [18] showed that I(h) has at most m − 1 zeros and this upper bound is sharp. When n = 3, several authors in [19, 20, 21, 27, 16] proved that the number of zeros of I(h) is linear depending on m, and Dumortier and Li in [6, 7, 8, 9] further gave the exact upper bound of the number of zeros of I(h) for m ≤ 3. In other words, when n > 3, I(h) is a hyperelliptic integral and the problem will be much more difficult. In about 1996, Petrov and Khovanskii obtained the following unpublished result: the number of zeros of I(h) is no more than A(n)m + B(n), where A, B are functions depending only on n. In [17] , Novikov and Yakovenko gave an upper bound B(n, m) of the number of zeros of I(h), but this bound was too excessive, so they did not write it explicitly. Recently, in [4] , Binyamini et al. gave the explicit form on this bound, that is, if m = n − 1, then I(h) has at most 2 2 O(n) isolated zeros. It is clear that this upper bound is not the exact upper bound. Hence, it is an interesting problem whether or not we can get the exact upper bound on hyperelliptic integrals for some small m such as m = 2.
In [14] , Li and Zhang first gave a very nice criterion, which can be used to determine the monotonicity of the ratio of two Abelian integrals, from which one obtained the exact upper bound for the associated Abelian integral as m = 2. Recently Grau et al. in [11] generalized Li and Zhang's criterion so that it can be used to deal with the Chebyshev property of m Abelian integrals with m > 2. Their criterion is useful and can work in many independently arising particular cases: elliptic case, hyperelliptic case, and even the non-algebraic case. There have been some results obtained by using this criterion; here we only list [3, 12, 24] for some hyperelliptic Hamiltonian functions of degrees five and six. However, it is very difficult to use this criteria for most Hamiltonian functions with parameters. Hence, for some Hamiltonian functions in [10] , this criteria cannot be applied to deal with the number of isolated zeros of hyperelliptic integrals even when m = 2.
Motivated by these works, in this paper we try to explore the algebraic-geometrical properties of Hamiltonian functions, and develop a new method to solve the number of isolated zeros of some hyperelliptic integrals, which cannot be solved by criteria in [14] and [11] . Thanks to some ideas in [15] , we obtain a new criterion to guarantee the monotonicity of the ratio of two Abelian integrals. Using the new criterion, we obtain some new Hamiltonian functions H(x, y) so that the ratio of the associated two Abelian integrals is monotone. Especially, when Hamiltonian functions H(x, y) have the form y 2 +P 5 (x) in [10] , that is, a hyperelliptic Hamiltonian function with n = 4, and f (x, y) = (β 0 + β 1 x)y and g(x, y) = 0, where β 0 and β 1 are any real constants, we obtain the necessary and sufficient condition that the ratio of two Abelian integrals is monotone. Hence, we can list all the cases where the exact upper bound is one for the isolated zeros of the associated hyperelliptic
Abelian integral I(h).
This paper is organized as follows. We deduce a new criterion in section 2 on the monotonicity of the ratio of two Abelian integrals. As applications, we first give in section 3 some new Hamiltonian functions H(x, y) so that the ratio of the associated two Abelian integrals is monotone. Then, in the last section, we discuss hyperelliptic Hamiltonian functions of degree five in [10] , obtain the necessary and sufficient conditions that the ratio of two Abelian integrals is monotone, and compare our results with some results in [10] .
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It is easy to verify that, under the above assumption (H1), (0, 0) is a local minimum. Let h 1 = Ψ(a). Then there exists h 2 > h 1 such that for any h ∈ (h 1 , h 2 ), the level curve Γ h surrounding (0, 0) is a compact component of the level set {(x, y) :
Without loss of generality, we assume that Ψ(α) = Ψ(A) = h 2 . Then under the above assumption (H1), the maps Ψ : (α, a) → (h 1 , h 2 ) and Ψ : (a, A) → (h 1 , h 2 ) are strictly monotone, respectively, so that they have analytic inverse functions. Denote the associated inverse functions by μ(h) and ν(h). In other words,
where α < μ(h) < a < ν(h) < A; see Figure 1 . Define a function
Then U (h) is an analytic function in (h 1 , h 2 ). Now we consider two Abelian integrals
It is easy to check that I 0 (h) has no zeros in the interval (h 1 , h 2 ). Hence, we study the ratio of two Abelian integrals
Our main result is as follows. 
Proof. By direct computation, we know that P (h) has the same sign as I 1 (h)I 0 (h)− I 0 (h)I 1 (h). Hence, we only need to study the sign of
and let y = y(x) ≥ 0 be a function defined by y 2 + Ψ(x) = h for h ∈ (h 1 , h 2 ). Then by using the properties of the Hamiltonian function (2.1), we have
By the change of variable x = t + s(h), we obtain that
where y +1 (x) = y and y
Now we are in a position to prove that
Then s(h) + t 0 = 2s(h) − a and, by the hypothesis (H1), we know that Ψ(x) is a monotone increasing function in the interval (a, 2s(h) − a). Thus,
By (2.5) and the positive of y(x), we have y(s(h) + t) < y(s(h) − t). Therefore, we obtain that
Hence,
4). This leads to
We complete the proof that
Similar arguments can be applied to prove that
We omit it here in order to save space.
Remark 2.1. The criterion in [14] is used to determine the monotonicity of the function
Our criterion is used to determine the monotonicity of the following function
Comparing the two criteria, we can see that our criterion looks simpler when under the same conditions on Hamiltonian functions.
It is clear that the inverse functions μ(h) and ν(h) of Ψ(x)
= h in the two corresponding intervals cannot usually be written in explicit expressions, which leads to the criterion not being easily applied at times. Next we further assume that the function Ψ(x) for x ∈ (α, A) has the following asymptotic relation
where k is a natural number. Then we can obtain a direct criterion as follows.
Corollary 2.1. Assume that H(x, y) has the form (2.1) and the hypotheses
(H1)- (H2) are satisfied. Then U (h) = 0 for h ∈ (h 1 , h 2 ) if ξ(x) > 0 for all x ∈ (α, A) \ {a} or ξ(x) < 0 for all x ∈ (α, A) \ {a}, where (2.6) ξ(x) = (x − a) (2k − 1)Ψ 2k−2 2k−1 (x) − Ψ (x) . Therefore, P (h) is monotone if ξ(x) > 0 (or ξ(x) < 0) for all x ∈ (α, A) \ {a}.
Proof. Define a new function
By direct calculation, we have
By the hypothesis (H1), Ψ (x) has the same sign with (x − a). Thus, F (x) has the same sign with (
On the other hand, by the hypothesis (H1), we know that
.
. Hence, by (2.7)
. From Theorem 2.1, we know that P (h) is monotone in the interval (h 1 , h 2 ). We finish the proof.
Applications of Corollary 2.1
As applications of our new direct criterion, we give three kinds of Hamiltonian functions, which could be polynomials or non-polynomials, so that the ratio of the associated two Abelian integrals is monotone in this section.
The first Hamiltonian function is
, n p are non-negative real numbers and p is a natural number. We have the following conclusion.
is monotone in the interval (0, h 1 ), where
Proof. We consider the Hamiltonian function H 1 (x, y), and we let A be the xcoordinate of the cross point between the compact component Γ 1 (h 1 ) and the positive x-axis. It is easy to check that the hypotheses (H1) and (H2) in Corollary 2.1 are satisfied if we set a = 0, α = − 1 a 1 and k = 1. Thus, ξ(x) defined in (2.6) has the following form
and n i a i
1+a i x has the same sign as Ψ 1 (x), which is positive. So ξ(x) < 0 for all x > 0.
On the other hand, if −
1+a i x has the same sign as Ψ 1 (x), which is negative. This implies that ξ(x) < 0 for all x with −
, +∞). By Corollary 2.1, we obtain that P (h) is monotone in the interval (0, h 1 ). The proof is complete.
The second Hamiltonian function is
where all parameters a 1 , b i , c i and m i are positive real numbers, q is a natural number and they all satisfy the following two conditions:
In other words, except for zero, all the real parts of the zeros of Ψ 2 (x) are no more than − 1 a 1 . Then we obtain the following conclusion.
is monotone in the interval (0, h 2 ), where
Proof. It is easy to see that if we set a = 0, α = − , +∞). Now ξ(x) defined in (2.6) has the following form
If x > 0, then 1 + a 1 x > 1, and for any i with 1 ≤ i ≤ q, we have that
and n 1 a 1
have the same sign as Ψ 2 (x), which is positive. So ξ(x) < 0 for x > 0.
On the other hand, if − 1 a 1 < x < 0, then for any i with 1 ≤ i ≤ q, we have that 2) show that there exists a continuous family Γ 1 (h) (Γ 2 (h), respectively) of ovals surrounding the elementary center (0, 0) such that the ratio of the corresponding two Abelian integrals is monotone.
In the following, we give the last Hamiltonian function, the associated Hamiltonian system has a nilpotent center at (0, 0). The Hamiltonian function is
where N > 2 is a natural number, and β = 0 is a real number. Then the following conclusion is true.
xy dx
is monotone in the interval (0, h 3 ), where
Proof. It is easy to see that if we set a = 0, α = −1 and k = N , then the hypotheses (H1) and (H2) are satisfied and (α, A) ⊂ (−1, +∞). By direct calculation, we can see that ξ(x) defined in (2.6) has the following form
Obviously g (x) has at most one zero in (−1, +∞), so g(x) has at most two zeros in (−1, +∞). If β > 0, then g(x) ∼ −(2N −1+β)x when x → +∞. So g(x) < 0 for sufficiently large x. On the other hand, when
1. Summing up the above analysis, we find that as β > 0, g(x) has the opposite signs at the two endpoints of the interval (−1, +∞) . Hence, the number of zeros of g(x) must be odd in the interval (−1, +∞). But g(x) has at most two zeros in (−1, +∞). This implies that g(x) has exactly one zero in (−1, +∞).
Notice that g(0) = 0. Consequently, x = 0 is the unique zero of g(x) in (−1, +∞). So, g(x) > 0 for x ∈ (−1, 0) and g(x) < 0 for x ∈ (0, +∞).
We omit the proof of the case β < 0 since it is similar. And the proof is complete.
Application of Theorem 2.1
To our knowledge, the first work on the number of zeros of hyperelliptic integrals of the first kind was done by Gavrilov and Iliev in [10] . There have been some later papers on this topic for some classes of hyperelliptic integrals; see [3, 12, 24, 23, 25, 26] . For more recent works, we recommend the paper [13] . As an application of Theorem 2.1, we re-consider the Hamiltonian function in [10] and obtain the necessary and sufficient conditions that the ratio of two Abelian integrals associated with this Hamiltonian function is monotone. Consequently we list all the cases that the exact upper bound is one for the isolated zeros of the associated Abelian integral
Consider the Hamiltonian function,
where Ψ 0 (x) is a polynomial of degree five. If the hypothesis (H1) is satisfied in Theorem 2.1, as shown in [10] , we can assume, without any loss of generality, that H 0 (x, y) is in the form
The associated Hamiltonian system is (4.9)ẋ = −2y,
Obviously, if u = 0, v = 1, then p 0 = (0, 0) is a saddle of system (4.9), and p 1 = (1, 0) is the center of system (4.9). In addition, if 0 < u < v < 1, then p v = (v, 0) is a saddle of system (4.9), and p u = (u, 0) is the center of system (4.9). We denote the critical values of H 0 (x, y) at p 0 , p u , p v and p 1 by h 0 , h u , h v and h 1 , respectively. Hence, we have
In this case, the possible phase portraits of system (4.9) are shown in the Figure 2 . In this figure, we can see that there are three bifurcation lines
and a bifurcation curve γ :
Figure 2. Bifurcation diagram of system (4.9) in the real case.
Since it is very difficult to deal with the number of isolated zeros of the Abelian integral associated with H 0 (x, y) for the general polynomial functions f (x, y) and g(x, y), we only consider the simplest case f (x, y) = (β 0 + β 1 x)y and g(x, y) = 0, where β 0 and β 1 are any real constants. In other words, we consider the number of isolated zeros of the following Abelian integral
It is easy to check that I 0 (h) has no zeros for all real values of h except some critical values. Thus, we can consider the function P 0 (h) =
In the following, we shall study the monotonicity of P 0 (h) when Γ 0 (h) is a continuous family of ovals surrounding only one center, (1, 0) or (u, 0) of system (4.9).
We first consider the monotonicity of P 0 (h) when Γ 0 (h) is a continuous family of ovals surrounding only the center (1, 0). Our results are as follows. (1, 0) .
Proof. Using the notation μ(h), ν(h), s(h), r(h), U(h)
in section 2, we will show that U (h) is monotone in (h 1 , h v ) for case (i), and U (h) is monotone in (h 1 , h 0 ) for case (ii). Note that the compact component Γ 0 (h) of y 2 + Ψ 0 (x) = h intersects y = 0 at the points (μ(h), 0) and (ν(h), 0), where μ(h) < 1 < ν(h).
From Ψ 0 (μ(h)) = Ψ 0 (ν(h)), it follows that
If u =v and (Reu − 2) 2 + (Imu) 2 ≥ 1, that is, the case (ii), then we have
Hence we also have ν(h)
Obviously κ(t) is a polynomial of degree 5 with respective to t, and 0 is a root of κ(t). Furthermore, t = ±r(h) are two roots of κ(t) since μ(h) and ν(h) are roots of Ψ 0 (x) = h. After calculation, we obtain
From (4.10), we can see that the other two roots of κ(t) are of the form ±t 1 (h) and their product is positive. Therefore, t 1 (h) ∈ C \ R and t 1 (h) 2 < 0. Summing up the above analysis, we obtain
By contradiction, we assume that there exists h * and h
By Theorem 2.1, we obtain that
2 + (Imv) 2 ≥ 1. Thus, the conclusions (i) and (ii) are true.
In the following we will show that P 0 (h) is not monotone in (h 1 , h 0 ) if u =v and (Re(u) − 2) 2 + (Imv) 2 < 1. We first compute the asymptotic expansion of I 0 (h) and I 1 (h) at h = h 1 . Here
; that is, we solve the expressions of I 0 (h) and I 1 (h) near the center p 1 = (1, 0) .
Moving the center p 1 to the origin, let X = x − 1, and Y = y. We can write system (4.9) in the following form
where u =v and (Re(u) − 2) 2 + (Imv) 2 < 1. System (4.12) has only two equilibria: a center at the origin (0, 0) and a saddle at (−1, 0). The Hamiltonian function is
2 ) > 0, and the ovals γ 1 (h) are the compact components of H 01 (X, Y ) = h with h 10 < h < h 11 . Thus, the ovals Γ 0 (h) of H 0 (x, y) = h with h 1 < h < h 0 can be mapped to γ 1 (h) of H 01 (X, Y ) = h with h 10 < h < h 11 one-by-one, in which Γ 0 (h 1 ) corresponds to γ 1 (h 10 ), a center of system (4.12). For simplicity of notation, we use the same h to represent the corresponding values in the intervals (h 1 , h 0 ) and (h 10 , h 11 ), respectively,
Thus, P 0 (h) =
I 10 (h) . Then P 0 (h) = P 10 (h) in the corresponding interval of h. Now we calculate I 10 (h) and I 11 (h) as 0 < h 1. We first make a transformation of variables in a small neighborhood of (0, 0),
Then we have the inverse transformation as follows
where O(x 3 ) is the higher order term and the ovals γ 0 (h) have the expression x 2 + y 2 = h with 0 < h 1 in the new variables (x, y). Therefore, we can obtain that
where
dx , and O(h 2 ) and O(h 3 ) are the higher order terms of h 2 and h 3 , respectively. Hence, we have that
By the condition (Re(u) − 2) 2 + (Imv) 2 < 1, we obtain that
On the other hand, we will show that P 0 (h 0 ) < 0. We consider the asymptotic expansion of I 0 (h) and
For the sake of convenience, we let X = −x, Y = −y. Then system (4.9) can be written to
where u =v and (Re(u) − 2) 2 + (Imv) 2 < 1. System (4.13) has only two equilibria: a saddle at (0, 0) and a center at (−1, 0). The Hamiltonian function is
2 ) > 0, and the ovals γ 2 (h) are the compact components of H 02 (X, Y ) = h with 0 = h 20 < h < h 21 . Hence, Γ 0 (h) of H 0 (x, y) = h with h 1 < h < h 0 can be mapped to γ 2 (h) of H 02 (X, Y ) = h with h 20 < h < h 21 one-by-one, in which Γ 0 (h 0 ) corresponds to γ 2 (h 20 ), a homoclinic loop of system (4.13). We have similar arguments in the center case,
Following the method in [22] , we can obtain the asymptotic expansions of I 20 (h) and I 21 (h) as 0 < h 1 as follows,
, a 21 (0) = − γ 2 (0) XY dX and
since a 21 (0) < 0 by the Green formula. Therefore, P 0 (h) changes sign in the interval (h 1 , h 0 ), which leads to that P 0 (h) is not monotone in the interval (h 1 , h 0 ). The proof is complete.
In the following, we study the monotonicity of P 0 (h) if the continuous family of ovals Γ h is surrounding only the center (u, 0) of system (4.9). The conclusions are as follows. 
, and
Proof. The conclusions (1) and (2) Also, if
, then following the idea used in the proof of conclusion (iii) of Theorem 4.1, we calculate the derivatives of P (h) at the endpoints of (h u , h 0 ), and obtain that
, which leads to conclusion (2). In the following, we will focus on the verification of conclusion (3). We would like to show that
2 −5v
When 0 < h − h u 1, a straightforward calculation yields the inverse transformation
Similarly, because Ψ 0 (μ(h)) = h, we have that
Notice that 3u 2 − 2(v + 1)u + v = 0 has two roots, Therefore, when
Next we claim that U (h v ) > 0. Note that Ψ 0 (ν(h)) = h and Ψ 0 (μ(h)) = h. We have Now we are in a position to prove that U (h) > 0 for h ∈ (h u , h v ). By contradiction, we assume that U (h) has zeros in (h u , h v ). Then U (h) has at least two zeros since U (h u ) > 0 and U (h v ) > 0. As shown in Figure 3 , since U (h v ) > U(h u ), there exists a u 0 such that U (h) = u 0 has at least three distinct rootsĥ < h * <h.
Consider the new function τ (h) = μ(h)ν(h).
It is easy to obtain that τ (h) = U 2 (h) 4
− r 2 (h) by the definitions of μ(h), ν(h), U(h) and r(h).
Since U (ĥ) = U (h * ) = u(h) = u 0 and 0 < r(ĥ) < r(h * ) < r(h), τ (ĥ), τ (h * ) and τ (h) are different from each other. Let U (h) = u 0 . Then r(ĥ), r(h * ) and r(h) must satisfy the above equation. However, the above equation has at most two zeros. This leads to a contradiction. Thus, U (h) has the fixed sign in (h u , h v ) and is positive. By Theorem 2.1, the function P 0 (h) is monotone in (h u , h v ) if 
