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The effect of anharmonicity (coupling) in the field theory can be generally discussed as dissipation
of plane waves. It has been appreciated that this effect can result in the emergence of the gapped
momentum state. Here, we show that the same effect can lead to a dispersion relation where the
frequency (energy) gap for propagating waves emerges explicitly.
The subject of quantum field theory is rooted in a har-
monic paradigm [1] represented by the Lagrangian as
L =
1
2
∑
a
µq˙2a −
∑
a,b
kabqa qb −
∑
a,b,c
gabcqaqbqc − . . .

(1)
where q are displacements corresponding to field vari-
ables in the field theory.
The first two terms correspond to harmonic theory and
plane wave solutions. The remaining terms are due to an-
harmonic effects resulting in scattering, interaction and
production of particles.
Perturbation theory can be used when the anharmonic
terms are small. A problem arises when anharmonic ef-
fects are large and coupling is strong as in many im-
portant cases. For example, the ability of liquids to flow
is represented by large anharmonic terms. As a result,
a first-principles theory of liquids involves a large num-
ber of coupled anharmonic oscillators and becomes ex-
ponentially complex [2]. Progress in understanding liq-
uid physics can still be made by introducing a property
characterising the anharmonic potential, the liquid relax-
ation time τ . At the atomistic level, τ is the time between
large molecular rearrangements due to anharmonicity [3].
Concomitantly, τ gives the lifetime of harmonic plane ex-
citations [2].
We now observe that the effect of any anharmonic-
ity is generally to introduce dissipation of plane waves
given by the first two terms in Eq. (1) [2]. Indeed, the
plane waves are eigenstates of the harmonic potential
and do not decay. However, they are not eigenstates of
the total Lagrangian (these eignestates are generally un-
known). Therefore, plane waves decay, or dissipate, in a
theory given by (1). This is a generic effect not related
to the strength of the anharmonic terms (coupling) and
can be used to discuss the anharmonic effects on gen-
eral grounds. A recent realization is that this dissipation
modifies the dispersion relation which acquires a gap in
k, or momentum space [2, 4, 5].
Here, we show that dissipation can be accompanied by
the dispersion relation with the energy gap for propa-
gating modes emerging explicitly. In this picture, gaps
in momentum and energy emerge on equal footing as a
result of anharmonicity of interaction in Eq. (1) and en-
suing dissipation.
For the purpose of the following discussion, we first
recall how the gapped momentum state (GMS) emerges
in liquid physics. The GMS is a solution of the equation
for the shear velocity field v [2]:
c2
∂2v
∂x2
=
∂2v
∂t2
+
1
τ
∂v
∂t
(2)
where c is the transverse speed of sound in the solid.
Eq. (2) follows from Frenkel’s development [3] of
Maxwell idea that liquids are capable of both elastic and
viscous response and are viscoelastic [8]. Frenkel modi-
fied the Navier-Stokes equation by treating viscosity as
an operator which includes an elastic response according
to the Maxwell proposal, resulting in Eq. (2). The same
equation follows from modifying the elastic constitutive
relation by generalizing the shear modulus to include the
viscous response [5].
Eq. (2) has the form of the telegrapher’s equation (the
term attributed to Poincare [6]) derived by Heaviside [7].
A similar equation was discussed by Maxwell, with ref-
erence to earlier work by Poisson [8]. Without the last
term, Eq. (2) gives plane waves solutions. The last dis-
sipative term in Eq. (2) accounts for the dissipation of
plane waves in the field of anharmonic potential in (1).
It represents the reduction of the problem of liquid the-
ory by introducing a finite lifetime of plane waves due to
large anharmonicity [2].
It is a surprising fact that despite the long history of
the telegraphers equation, its different dispersion rela-
tions and properties of these relations are not commonly
discussed [9–12].
The full solution of (2) depends on initial and bound-
ary conditions. Our main focus is on the dispersion re-
lation for plane waves. Seeking the solution of (2) as
v ∝ exp (i(kx− ωt)) gives
ω2 + ω
i
τ
− c2k2 = 0 (3)
Considering real k and complex ω gives decay in time.
A model example corresponding to these boundary condi-
tions is a propagating wave set up in an elastic rod which
is then immersed in a viscous liquid. The wave does not
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2vary with distance but decays in time until the wave os-
cillations cease. Apart from the model example, this case
corresponds to phonon decay in liquids [5, 13]. In this
case, the GMS due to dissipation emerges explicitly: the
solution of (3) is
ω = − i
2τ
±
√
c2k2 − 1
4τ2
(4)
leading to time decay and wave dissipation as
v ∝ exp
(
− t
2τ
)
exp (i(kx− ωrt)) (5)
where
ωr =
√
c2k2 − 1
4τ2
(6)
is real if k is larger than the threshold value kg given by
kg =
1
2cτ
(7)
In (5), the decay time and decay rate are 2τ and
Γ = 12τ . If, as is often assumed, the crossover between
propagating and non-propagating modes is given by the
equality between the decay time and inverse frequency,
ωΓ = 1, the propagating waves correspond to k > 1√
2
1
cτ
from (6), or k > kg
√
2 [4]. According to (6), this corre-
sponds to propagating modes above the frequency
ωr =
1
2τ
(8)
Similar result for propagating shear waves in liquids
was obtained by Frenkel [3] by analysing the complex
shear modulus derived from Maxwell’s viscoelastic rela-
tion, which is the basis for (2). We will later see that the
same frequency gap, Eq. (8), arises explicitly in the dis-
persion relation in a different model of wave dissipation.
Microscopically, the gap in k-space can be related to
a finite propagation length of waves in a liquid: if τ is
the time during which stress (e.g. shear stress) relaxes,
cτ gives the shear wave propagation length. Therefore,
the condition k > kg =
1
2cτ approximately corresponds
to propagating waves with wavelengths shorter than the
propagation length. In the above example of the rod im-
mersed in the viscous liquid, the k-gap corresponds to
the absence of wavelengths larger than cτ because the
wave disappears after time τ .
The dispersion relation (DR) (6) showing the GMS is
shown in Fig. 1. We recognize that GMS is not com-
monly discussed despite the long history of the telegra-
pher’s equation [6], as compared to two other DRs of
p , k
E , ω
0
FIG. 1: Three different dispersion relations: dependencies of
energy E or frequency ω on momentum p or wavevector k.
Top curve shows the dispersion relation for a massive particle
with the energy (frequency) gap. Middle curve shows gap-
less dispersion relation for a massless particle (photon) or a
phonon in solids. Bottom curve shows the dispersion relation
(6) with the gap in k-space. Schematic illustration.
the phonon or photon and massive particle. As recently
reviewed [4], GMS can be found in a variety of areas in-
cluding liquids, plasma, non-linear Sine-Gordon model,
relativistic hydrodynamics and holographic models.
Our last observation regarding GMS which will become
useful later is that considering complex k and real ω gives
decay in space. A model example of this is different from
the first case and corresponds the boundary condition
where a wave is induced from one end of an elastic rod
immersed in a viscous liquid. This case also corresponds
to the propagation of electromagnetic waves in a conduc-
tor and skin effect [14]. In this example, the wave persists
at all times but decays with distance. Notably, the DR in
this case is different from (6). (This may come as surpris-
ing, given that it follows from the same Eq. (2) or (3), yet
it was noted that different dispersion relations can orig-
inate from the same equation depending on boundary
conditions [15] and experimental setup [16].) The GMS
due to dissipation emerges in this case implicitly. Indeed,
the solution of (3) is k = k1 + ik2, where
k1 =
ω
c
√
2
√1 + ( 1
ωτ
)2
+ 1
 12 (9)
3and
k2 =
ω
c
√
2
√1 + ( 1
ωτ
)2
− 1
 12 (10)
resulting in v ∝ e−k2xei(k1x−ωt).
In the propagating regime ωτ  1, k2 = 12cτ , giving
v ∝ e− x2cτ ei(k1x−ωt) (11)
The DR (9) is gapless, which is easier to see if its writ-
ten as ω = 2c
2k2√
4c2k2+ 1
τ2
. For distances smaller than cτ , the
wave propagation proceeds as the in the absence of dis-
sipation. However, the k-gap emerges implicitly because
Eq. (11) implies decay distance 2cτ and hence no propa-
gating plane waves with k < 12cτ , or below kg in (7).
We now discuss how the energy gap for propagating
waves can emerge in the DR explicitly. We recall that
Eq. (2) describes the dynamics of liquids in the Maxwell-
Frenkel viscoelastic theory. The same equation can be de-
rived in a simple model which we will later use to discuss
the energy gap. The model is an elastic rod undergoing
longitudinal vibrations in the presence of a dissipative
force. Applying the balance of forces to the element of
the rod with length ∆x gives
ρS∆x
∂2u
∂t2
= SL((x+ ∆x)− (x)) + Fd (12)
where u is displacement, ρ is density, S is cross-section
area, L is longitudinal modulus,  = ∂u∂x is strain and Fd
is a dissipative force.
If dissipation is due to, for example, motion in a viscous
liquid, Fd ∝ −∂u∂t . Then, Eq. (12) becomes
∂2u
∂t2
= c2
∂2u
∂x2
− 1
τ
∂u
∂t
(13)
where the factor 1τ includes the proportionality coefficient
between Fd and
∂u
∂t and where we used L = ρc
2.
Eq. (13) is the same as our starting equation (2) which
gives the GMS.
We now observe that although invoking the usual fric-
tion force Fd ∝ −∂u∂t is a common way to discuss dissi-
pation in the field of mathematical physics and partial
differential equations [9, 10], it is not the only possibility
to obtain dissipation. Another way of achieving dissipa-
tion is to consider Fd due to an external source or a field
such that it is proportional to the space rather than time
derivative of u, or strain: Fd ∝ ∂u∂x , where the axis x is
along the displacement u. Then, Eq. (12) becomes
∂2u
∂t2
= c2
∂2u
∂x2
+
c
τ
∂u
∂x
(14)
where the factor cτ includes the proportionality coefficient
between Fd and
∂u
∂x .
Seeking the solution of (14) in the form u =
u0 exp (i(kx− ωt)) as before gives
k2 − i
cτ
k − ω
2
c2
= 0 (15)
Considering real ω and complex k gives decay in space.
Then,
k =
i
2cτ
± 1
c
√
ω2 − 1
4τ2
(16)
and the space-decaying field is
u ∝ exp
(
− x
2cτ
)
exp ((i(krx− ωt)) (17)
where
kr =
1
c
√
ω2 − 1
4τ2
(18)
Eq. (18) gives the DR where the frequency, or energy,
gap emerges explicitly:
ω =
√
c2k2r +
1
4τ2
(19)
where the frequency gap, ωg, is
ωg =
1
2τ
(20)
The propagating part of the spectrum can be estimated
from Γkr > 1. Using Γ = 2cτ from (17) and kr from (18),
Γkr > 1 gives the propagating part above the frequency
ω = 1√
2
1
τ , or ωg
√
2. Using this ω in (18) gives kr =
1
2cτ ,
or kg in (7).
As in the case of GMS, the energy gap also emerges
implicitly. Considering real k and complex ω corresponds
to time decay, and in this case Eq. (15) gives ω = ω1−iω2,
where
ω1 =
ck√
2
√1 + ( 1
kcτ
)2
+ 1
 12 (21)
and
ω2 =
ck√
2
√1 + ( 1
kcτ
)2
− 1
 12 (22)
4In the propagating regime ωτ  1, or k  1cτ from
(19), ω1 = ck and ω2 =
1
2τ , resulting in
u ∝ exp
(
− t
2τ
)
exp i(kx− iω1t) (23)
(23) implies the dissipation of plane waves after time
t ≈ 2τ , or at frequency below 12τ . This implicitly gives a
frequency gap consistent with (20).
The energy gap can also be illustrated without making
the choice of real or complex ω or k. We calculate the
interaction potential between particles due to scalar field
u with the equation of motion (14). Its propagator in
one-dimensional case is 1
ω2−c2k2+ ikcτ
. Its spatial Fourier
transform in the one-dimensional example is
D(ω, r) =
1
2pi
∞∫
−∞
eikr
ω2 − c2k2 + ikcτ
dk (24)
Evaluating the integral gives
D(ω, r) = e−
r
2cτ
sin(krr)
kr
(25)
where kr is given in (18).
D(ω, r) in (25) exponentially decreases with distance,
in contrast to the photon propagator (D(ω, r) = −eiωr/r
in three-dimensional case [17]) and has the form of the
correlator with the energy (mass) gap.
Eq. (19) is the main result of this paper. It shows
that the gapped energy state for propagating waves can
emerge as an accompanying result of dissipation of plane
waves (17) which, in turn, is generically related to the an-
harmonicity of the interaction potential (1) as discussed
earlier.
We make several remarks regarding the energy gap.
First, the GES is analogous to the mass gap whose emer-
gence in strongly-interacting field theories have been of
interest. In the Higgs mechanism, the field acquires mass
by interacting with the anharmonic Higgs field. In our
picture, the energy gap can emerge as an accompanying
effect of the dissipation due to anharmonicity (coupling)
of the field itself. In interesting similarity to the GMS
(6), the Higgs potential also involves the negative mass
squared.
Second, the properties of the dissipative force Fd ∝
c
τ
∂u
∂x in Eq. (14) can be discussed by comparing it to
velocity v = ∂u∂t . Taking the real part of (17), Fd and v
can be written as
Fd ∝ c
τ
∂u
∂x
= −cω
τ
e−
r
2cτ sin(krx− ωt+ δ)
tan δ =
1
2cτkr
=
ωg
ckr
v = v0e
− r2cτ sin(krx− ωt)
(26)
where ω is given by Eq. (19), v0 is the initial velocity and
the angle δ defines the phase shift between Fd and v.
For large kr, kr  12cτ (small ωg), δ = 0, and Fd ∝ −v,
as is the case for the usual friction force. For an arbitrary
δ, Fd and v have opposite signs when 0 < ψ < pi− δ and
pi < ψ < 2pi − 2δ, where phase ψ is ψ = krx− ωt, corre-
sponding to the fraction of the total phase 2pi of 1− δpi . Ac-
cordingly, Fd and v have the same sign during the fraction
δ
pi of the total phase. For kr corresponding to the propa-
gation range 2cτ , δ = pi4 , and Fd and v have the opposite
and same signs during 34 and
1
4 of the total phase, re-
spectively. These proportions become equal for kr  12cτ
and δ = pi2 , although waves with these kr are not prop-
agating because their wavelengths are longer than the
propagation range according to (26). Therefore, Eq. (14)
can be interpreted as the motion of the rod induced at
different ω and k in a moving medium, with the result
that (a) the medium opposes the motion locally with the
usual friction force Fd ∝ −v at short wavelengths, and
(b) the medium alternates between opposing and speed-
ing up the motion at longer wavelengths depending on δ.
ωg grows with the increase of the range of kr at which
the medium speeds up the motion.
Third, we note that the first derivatives in Eqs. (2) or
(13) giving GMS and (14) giving GES can be eliminated
by using the standard analysis of hyperbolic equations
[9]. Using u = φ exp
(− t2τ ) in (13) gives the Klein-Gordon
equation with the negative squared mass − 14τ2 :
c2
∂2φ
∂x2
=
∂2φ
∂t2
− φ
4τ2
(27)
and the same spectrum as in (17).
This does not trivialise our result. Indeed, our Eq. (2)
or (13) is based on physics of real systems such as liquids
and describes dissipation in these systems with ensuing
GMS. On the other hand, there is no reason to apply Eq.
(27) describing a tachyon [18] to liquids or other systems
where dissipation operates.
Using u = φ exp
(− x2cτ ) in (14) gives the Klein-Gordon
equation with the squared mass 14τ2 :
c2
∂2φ
∂x2
=
∂2φ
∂t2
+
φ
4τ2
(28)
and the same spectrum as in (19).
Similarly to the GMS case, this does not trivialise our
result which shows that anharmonicity/coupling of the
potential results in the dissipation of plane waves which,
in turn, can produce an energy/mass gap. No massive
particle is assumed in this picture from the outset, con-
trary to Eq. (28).
Fourth and finally, the dissipation of fields in Eqs. (5)
and (17) is related to the sign of the dissipative terms
with first derivatives in Eqs. (2) or (13) and (14). Revers-
ing the sign in these terms does not affect the DR with
5k-gap (6) and energy gap (19) but results in fields (5)
and (17) increasing with time and distance, respectively.
The nature of this increase is revealed in the Lagrangian
formulation of dissipation necessitating two fields [5, 19].
The Lagrangian describing the GMS is
L =
∂φ1
∂t
∂φ2
∂t
−c2 ∂φ1
∂x
∂φ2
∂x
+
1
2τ
(
φ1
∂φ2
∂t
− φ2 ∂φ1
∂t
)
(29)
resulting in c2 ∂
2φ1
∂x2 =
∂2φ1
∂t2 +
1
τ
∂φ1
∂t and c
2 ∂
2φ2
∂x2 =
∂2φ2
∂t2 −
1
τ
∂φ2
∂t , where the first equation is identical to (2) and the
second equation gives the solution growing in time. Both
fields correspond to loss and gain systems [20]. The role
of the gain system in the Lagrangian formulation is to
absorb the energy of the dissipating (loss) system. The
Hamiltonian of the composite system is finite and bound
from below [5, 19].
The Lagrangian describing the GES can be written
similarly to (29):
L =
∂φ1
∂t
∂φ2
∂t
−c2 ∂φ1
∂x
∂φ2
∂x
+
c
2τ
(
φ1
∂φ2
∂x
− φ2 ∂φ1
∂x
)
(30)
and gives the same equation for φ2 as (14). The equation
for φ1 represents the gain system. It can be shown that
the Hamiltonian of the composite system is finite and
bound from below, as in the case of (29).
In summary, we have shown an energy gap for propa-
gating waves can accompany the dissipation of fields due
to coupling. This takes place either implicitly or explic-
itly in the second model of the gapped energy state. It
will be interesting to understand what specific features
of the anharmonic terms promote the gap in momentum
and energy.
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