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Sea D un abierto acotado de IRn, el cual sin pérdida de generalidad podemos suponer
conteniendo el origen de JRn , con frontera r bien regular y QI = D x [O,T[ (T > O) un
cilindro de JRn+1 , con frontera lateral Lr = T x p,T[. Consideremos la función
tH K(t), de [O,T]~ JRn2
es decir K(t) es la matriz de orden n x n
Supongamos K(t) ortogonal y continuamente diferenciable para cada t .
Definimos el conjunto
DI ={x=K(t)y ; yE D} (O~t~T)
1\
cuya frontera es denotada por rl. Representemos por QT el dominio no cilíndrico
/\o, = UDI x{t}
o<t<r
con frontera lateral
ir = Urt x{t}
O<t<T
Sea (j) un subconjunto abierto no vacío de Do, tal que el cilindro qr = (j) X p,T[ está
/\ /\
contenido en QT' Xqr denota la función cáracterística de qr y (j)(x, t) es la función control
con soporte contenido en qr'
En este trabajo estudiamos la controlabilidad aproximada para el siguiente sistema:
A A A A
u'(x,t) - L1u(x,t) + a(x,t)u(x,t) + b(x,t)· Vu(x,t) = co(x,t) X en QT
qT
u(x,t) = O sobre (1)
a
',\
u(x,O) = uo(x) en ,ao
A
donde u(x,t) es la función vectorial (ul(x,t),oo.,un(x,t») con (x,t) E Qr'
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tales que aij(x,t)=0 para i >] y bij(x,t) =(0,0,"',0) para i>j , aij(x,t)E L~(QT)
bij(.,t)E [L~(QT)r, Vu(x,t) = (Vul(x,t), .. ·,Vun(x,t») ,Veseloperadorgradiente
/\ (/\ /\)
ú.>(x,t) = ú.>1(X,t),"·,ú)n(X,t)
El presente trabajo está basado en resultados obtenidos por L. A. Medeiros [6] en los cuales se
"estudia la controlabilidad aproximada para el sistema (1) en el dominio no cilíndrico QT en el
caso en que el sistema se reduce a una sola ecuación siguiendo las ideas de Fabre-Puel-
Zuazua [2], Fabre [3], Lions [4]; sistemas, semejantes a (1) son considerados en Lions [5].
Transformaremos el sistema (1) en un sistema equivalente en dominio no cilíndrico mediante
la aplicación
definido .por r(x,t) = (K(t)-l x,t) con inversa
dado por r-I (y, t) = (K (t)x, t)
/\
r-1 : QT -7 QT
Así, haciendo u(x, t) = v(K-1 (t)x, t), v :Q -7 IR
K-1 (t)x = y tenemos
u'(x,t) = v'(K-1 (t)x,t)+ Vv(K-1 (t)x,t). K-1 (t)K'(t)y
Vu(x,t) = Vv(K-1 (t)x,t )K-I (t)
.1u(x, A = .1v(K-1 (t)x, t)
~ij (x,t) = aij (K-1 (t)x,t)
i, (x,t) = bij (K-1 (t)x, t)
~¡ (x, t) = to¡ (K-¡ (t)x, t)
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Luego el sistema (1) queda transformado en
-7
v' - L1v- L1vK-1 (t)K'(t)Y + a(y,t)v + b(y,t)VvK-1 (t) = OJ X en QT
qr
v(y, t) = O sobre IT (2)
v(y,O)=vo(y) en .Q
donde
a(y,t) = (a¡i(y,t») , b(y,t) = (b¡i(y,t»)
'J nxn 'J nXIl
OJ(y,t)=(OJJ(y,t),···,úJ,,(y,t») , ~T = {(K-JCt)x,t)(X,t)E qT ' O<t<T}
v=(vJ, ... ,vJ, v¡(y,t)=u¡(x,t) ; vo(y)=uo(y)
Dado que K(t) es ortogonal tenemos
,
- VvK-J (t)K'(t)y = K* (t)K(t)y = y *K-J (t)K'(t)Vv y VvK-J (t) = K(t)Vv
donde A * denota la matriz transpuesta de A .
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Soluciones en QT y QT
Sean Vy H espacios de Hilbert con producto interno y norma representados por ((." »), 11·11
y ( . , .) , 1·1 . Supongamos V e H con inmersión continua. Consideremos el espacio
vectorial
donde z' es la derivada en el sentido de las distribuciones. Wes un espacio de Hilbert con la
norma:
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Este espacio de Hilbert tiene inmersión continua en el espacio de Banach eO ([O, T]; H); de
este modo tiene sentido z(O) y z(T) para elementos de W (O, T; V, H) .
Definición 1: La función v: QT ---7 IR será llamada la solución fuerte del problema (3) si
VE W(O,T;H~(Qr n H2(Q)n ,L2(Q)n) y
....,
v'-Llv+av+bVv=úJX~T c.s.
y la condición inicial v(y,O) = Vo .
1\
Definición 2: La función u: QT ---7 IR será llamada solución fuerte del problema (1) si
u E W(O,T;H~ (Q()n nH2 (Q()n, L2(Q()n ) y
....,
1\ 1\ 1\ 1\
u'-Llu+au+bVu=úJX c.s. en QT'
qT
1\
Espaciosfuncionales sobre QT son dados como en Milla-Limaco [7] .
Teorema 1: Dado úJE L2(O,T;L2(Q)") Y VoE H¿(Q)" existe una única función V:QT---7IR
solución fuerte del problema (3). Esta solución tiene la siguiente regularidad:
VE eO([O,T];H¿(Q)").
Demostración: Para una demostración usamos el método de Galerkin conforme a [1].
Observando que el sistema es triangular superior, las limitaciones son obtenidas a partir de la
última línea en el problema aproximado.
Así, dada la limitación en la última línea usamos este resultado para limitar la penúltima línea
y así sucesivamente. Para las limitaciones en la última línea ver [6].
una única función
1\
U : QT ---7 IR solución fuerte del problema (1). Esta solución tiene la siguiente regularidad:
UE CO~O,T];H¿(Q()") .
Demostración: Dado que x=K(t)y tenemos u(x,t)=v(K-1(t)x,t); uo(x)=vo(y).
Así por el teorema 1 existe v: QT ---7 IR solución fuerte de (3) tal que
VE eoUO,T];H~(Q)n ).
Este resultado sigue de la equivalencia de los sistemas.
Así tenemos el siguiente resultado de controlabilidad aproximada para el sistema (1).
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Teorema 3: Dado Uo E H~(.Qor el conjunto de estados admisibles en el tiempo T
u solución fuerte de (1)}
i
Dada la equivalencia de los problemas (1) Y (3) será suficiente probar el siguiente
lema
Lema 3.1: Dado Vo E H~(.Q)n el conjunto de estados admisibles en el tiempo T
es denso en H~(.Q)n .
Demostración: Sea VdE H ~(.Q)n ,probaremos la existencia de una sucesión (vk (T) \EIN tal
Por la linealidad de (3) bastará mostrar el lema para el caso en que Vo = O.
Para cada k E IN definimos el funcional
1 n 2 k n 2
Jk(m) =- 1 f mi (y,t)dydt+- 111 viw(T)-Vid 11 (4)
2 i=1 q' 2 i=1
T
Consideremos ahora el siguiente problema de minimización
Min J k (m)
Para todo mE L2( ~T )
Por la forma como está definida L, (m), resulta semicontinua inferiormente, estrictamente
convexa y coerciva en L2( ~T J.Entonces existe una solución t», de (p¡,) para cada k .
a·
'.\
La derivada de J k (m) es definida por




Reemplazando J; (m)· ~ en la solución oi, de (Pk) tenemos




para todo ~ E L\qr)n donde Vik(T) = vimk (T)
En efecto, de la minimización tenemos
esto es
In kn 2 kn-Il m~ dy dt+- III Vik(T) -Vid II s - III Vid112.






Luego existe una subsucesión que denotamos nuevamente por (vk (T) - Vd )kEIN tal que
vk(T)-vd ~ ljI débilmente en H¿(Q)n
donde ljI = (ljIp'''' ljIJ .
De (6) tenemos
1 n 1 n
Jk 't f~,Jk (jJ" ~i dy dt + 't((V" (T) - Vid' Vi< (f) ))= O
ASÍ, haciendo k ~ 00 y considerando la acotación (8) tenemos
Definimos el~.estado adjunto por transposición, sea p(y,t)=(P1(y,t)'''',Pn(y,t»), así
multiplicando (3) por p(y,t), en seguida integrando por partes tenemos
f
Qr
p(y,t)[v' -.1v+a(y,t)v+ b(y,t)'Vv] = < -.1lj1, v(T) > (11)
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donde VE W(O,T;H~(Qr nH2(Qr ,L2(Q)") tal que veO)== (0,.··,0) y p solución del
problema:
-P'-Ll·p+a·(y,t)-di{b'(y,t).p )=0 en
p == ° sobre LT (12)
p(T) == -.1lf1 en Q
Observemos que
---7 n n -)f
QT
p(y, t) b(y, t)Vv dy dt == t;.~ f
QT
Pj b ij VVj dx dt
== ttfQT v¡ di{ p¡ bij )dxdt
== ~~diV(bjj P¡}¡ dxdt
Consideremos ahora los sistemas
-P'-Ll·P+a'(y,t)-di{b'(y,t).p )=0 en
p == ° sobre LT (1-3)
p(T) == f en Q
y
....•
z' - ¿jz + a(y,t) + b(y,t)Vz = cp en
z = ° sobre LT (14)
z(y,O) == ° en Q
donde diV(C ij ) denota (diV e ij )
nXn nXn
Si cp E L2 (O,T; L2 (Qr ) por el teorema 1 tenemos que
Z E W(O,T; H ~(Q) nH 2 (Q)n ,L2 (Q)n) es solución fuerte de (3) (con Vo = O) , desde que
Zo = ° tenemos que Z E e" ([0,T]; H ~(Q r) ; luego tiene sentido < f, z(T) >
Definición 3: Decimos que p es solución por transposición del problema (13) si





para todo epE L2 (O, T; L2 (Q)" ) , donde z es una solución fuerte de (14) correspondiente a ep.
(15)
Teorema 4: Existe una única solución por transposición del sistema (13).
Prueba: Consideremos la forma lineal
L: L2(0,T;L2(Q)n )~IR
definida por L(ep)=<f,z(T», \:lepE L2(0,T;L2(Q)") , fE H-1(Q)" Y z solución única
fuerte de (14) correspondiente a cp.
Así tenemos
1 < f,z(T) > 1 = 11 f Ilw' (U)" 11 z(T) IIH~(U)"
Por otro lado, ver [4], tenemos
luego
1 < f, z(T) > 1 = 11 f Ilw' (U)" 11 tp t2 (O,T;L2 (U),,) .
Así f es una forma lineal continua sobre L2(0,T;L2(Q)" ) -,Por el teorema de representación
de Riesz, existe única función
tal que
L(cp) = f o; p(y,t)cp(y,t) dy dt
Para todo cpE L2 (O, T; L2 (Q)" )
Haciendo f = t1l{fE H-1 (Q)" tenemos que existe una única función p solución por
transposición del problema (12), definido por (11), con la siguiente regularidad
p E L2(0,T;L2(Q)n)n CO([O,T];H-J (Q») (ver [6] )
Sea v~ solución fuerte de (3) con co =~ es decir el lado derecho de (3) es dado por
~X A E L2(QT)n . Luego substituyendo en (11) v por v~ obtenemos
qT
LTP~dydt= fQ1P~X~T dydt=((l{f,v~(T) ))=0, \:I~E L2l~T J
dado que l{fE H~ (Q)n y (LO).
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A A
Luego p=(O, ... ,O) en qT es decir Pi =0 en qT ' i=1,2,···,n .
La primera ecuación del sistema (12) se puede escribir considerando el caso n = 3 (para
visualizar mejor) como:
- p; - Llp, + a" p, - di{ t.p, )= O
- p; - LIp, - LIp, +«.», + a"p, - div( b" p, )- di{ b" p, ) = O
- P; -i1PI -i1P2 -i1P3 +a13PI +a23P2 +a33P3
-di{b13 P1 )-di{b23 P2 )-di{b33 P3 )=0
(16)
A
Así como PI = ° en qT. Se sigue del resultado de unicidad dado en Caroline Fabre [3] que
P, = ° en QT .
Luego en la segunda línea de (16) tenemos
- P; -i1P2 +a22P2 -di{b12 P2 )=0
A
Y, como P2 = ° en qT tenemos nuevamente del resultado de unicidad que P2 = ° en QT .
Finalmente en la última línea de (16) tenemos
- p; - /sp, + a"p, -di{ b33p, )= O , con », = O en ~,
Nuevamente por el mismo resultado de unicidad tenemos
P3 = ° en QT .
Así; (PI' P2' P3) = (0,0,0) en QT
En general tenemos
(P¡,P2,···,pJ=(0,···,0) en QT .
Luego, dado que pECo ([0, T]; H -1 (Q) n) tenemos que p(T) = O. Así - i1lf1 = ° con
lfI E H ~(Qr luego lfI = 0, por otro lado como de (9) vk (T) - Vd~ lfI débilmente en
H b (Q)n resulta que
Vk(T) ~ Vd débilmente en Hb(Qr .
Haciendo ~ = ea, en (6) tenemos
1 n 2 n-Lt »: dy dt = -L((Vik (T) - Vid' Vik (T) )) .




1 n 2 n n- I S A »: dy dt + III Vik(T) - Vid 11= - I ((Vik(T) - Vid' Vid )) .
k i=1 qT i=1 i=1
Haciendo k ~ 00 tenemos
así
Prueba del Teorema 3:
Sea Ud E H¿(Qrr, definimos vd(y) =uAk(T)y). Así Vd E H¿(Q)", luego por el Lema 3.1
existe una sucesión (vk (T»)kEIN con vk (T) E RL (T), k E IN tal que
vk(T) ~ Vd fuerte en H¿(Qt
Sea ahora uk (x,t) = vk (K-1 (t)x,t) luego de la equivalencia de los ~problemas (1) y (3)
tenemos que uk (x, t) es solución fuerte de (1) para (» k (x, t) = COk(K-¡ (t)x, t) así
Probaremos ahora que uk (T) ~ Ud fuerte en H ¿ (Qr r .En efecto como
SI VVik (y,T) - VVid (y) 12dy
o
= SI VUik (x,T)k(T) - v«, (x,T)k(T) 121 det k(T) 1 dx
nT
= SI VUik (x,T) - VUid (x,T) 12 dx puesto que k(T) es ortogonal.
nr
Luego, haciendo k ~ 00 tenemos
»: ~ «; fuerte en H ¿ (Qr)
así
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