A measurement is presented of decay-time-dependent CP violation in the decays
Introduction
Precision measurements of CP violation in the decays of neutral B mesons provide stringent tests of the quark sector of the Standard Model (SM), in which CP violation arises due to a single irreducible phase of the Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing matrix [1, 2] . The B 0 → [cc]K 0 S family of decay modes, where [cc] denotes a charmonium resonance (J/ψ , ψ(2S), η c , etc.), is ideal for studying CP violation [3, 4] . Such decays proceed via a b → [cc]s transition, where higher-order contributions that could introduce additional strong and weak phases in the decay amplitudes are expected to be small [5] [6] [7] . As B 0 and B 0 mesons decay into a common final state in B 0 → [cc]K 0 S decays, 1 the interference between the direct decay and decay after B 0 -B 0 mixing induces CP violation. Since CP violation in the mixing is known to be negligible [8] , the decay-time-and flavour-dependent decay rate for B 0 and B 0 mesons can be expressed as
cosh(∆Γ t/2) + A ∆Γ sinh(∆Γ t/2) − d · S sin(∆m t) + d · C cos(∆m t) , (1) where in the equation the symbols are as follows: t is the proper decay time; τ is the mean lifetime of the B 0 and B 0 meson; ∆m and ∆Γ are the mass and decay width differences of the two B 0 mass eigenstates; d represents the B 0 meson flavour at production and takes values of +1/−1 for mesons with an initial flavour of B 0 /B 0 ; and S, C, and A ∆Γ are the CP -violation observables. The asymmetry between the B 0 and B 0 decay rates is given by
S sin(∆m t) − C cos(∆m t) cosh(∆Γ t/2) + A ∆Γ sinh(∆Γ t/2) ≈ S sin(∆m t) − C cos(∆m t) ,
where the approximate expression is valid under the assumption ∆Γ = 0, which is well motivated at the current experimental precision [8] . The observable C is related to CP violation in the direct decay, while the observable S corresponds to CP violation in the interference. The world average of C = −0.004 ± 0.015 as given by the Heavy Flavor Averaging Group [8] is compatible with zero. The observable S can be written as a function of one of the angles of the unitarity triangle of the CKM matrix,
, which is the most precisely measured angle in the unitary triangle. In the limit of negligible higher-order contributions, which is assumed when combining results from different
S modes, S can be identified as sin 2β. Applying CKM unitarity and using measurements of other CKM-related quantities leads to a SM prediction of sin 2β = 0.740 +0.020 −0.025 by the CKMfitter group [9] and of sin 2β = 0.724 ± 0.028 by the UTfit collaboration [10] . The Belle and BaBar collaborations have already constrained sin 2β to a high precision in the B 0 → J/ψ K 0 S mode. They reported S = 0.670 ± 0.032 [11] and S = 0.657 ± 0.038 [12] , respectively. The LHCb collaboration performed a measurement using B 0 → J/ψ K 0 S decays, where J/ψ meson was reconstructed from two muons, and obtained a value of S = 0.73 ± 0.04 [13] .
This article presents a study of decay-time-dependent CP violation in the decays
S using data collected with the LHCb experiment in pp 1 The inclusion of charge-conjugate processes is implied throughout the article, unless otherwise noted. The notation B 0 refers to a neutral B meson containing a b and a d quark including the charge-conjugate state.
collisions at centre-of-mass energies of 7 and 8 TeV, corresponding to a total integrated luminosity of 3 fb −1 . In both decays, only the π + π − final state of the K 0 S meson is considered. The J/ψ meson is reconstructed from two electrons, whereas the ψ(2S) is reconstructed from two muons. This is the first decay-time-dependent measurement at a hadron collider that uses electrons in the final state. Including these additional
S decay modes results in a 20 % improvement in the precision on sin 2β at LHCb.
Detector and event selection
The LHCb detector [14, 15] is a single-arm forward spectrometer covering the pseudorapidity range from 2 to 5, designed for the study of particles containing b or c quarks. The detector includes a high-precision tracking system consisting of a siliconstrip vertex detector surrounding the pp interaction region, a large-area silicon-strip detector located upstream of a dipole magnet with a bending power of about 4 Tm, and three stations of silicon-strip detectors and straw drift tubes placed downstream of the magnet. The tracking system provides a measurement of momentum, p, of charged particles with a relative uncertainty that varies from 0.5% at low momentum to 1.0% at 200 GeV/c. The minimum distance of a track to a primary vertex, PV, the impact parameter, IP, is measured with a resolution of (15+29/p T ) µm, where p T is the component of the momentum transverse to the beam, in GeV/c. Different types of charged hadrons are distinguished using information from two ring-imaging Cherenkov detectors. Photons, electrons, and hadrons are identified by a calorimeter system consisting of scintillating-pad and preshower detectors, an electromagnetic calorimeter, and a hadronic calorimeter. As bremsstrahlung from the electrons can significantly affect their momenta, a correction is applied using the measured momenta of photons associated to the electron. Muons are identified by a system composed of alternating layers of iron and multiwire proportional chambers.
The online event selection is performed by a trigger, which consists of a hardware stage, based on information from the calorimeter and muon systems, followed by a software stage, which applies a full event reconstruction. In the offline selection, trigger signals are associated with reconstructed particles. Selection requirements can therefore be made on the trigger selection itself and on whether the decision was due to the signal candidate, other particles produced in the pp collision, or a combination of both. While in the case of the J/ψ mode an inclusive approach is chosen to keep any candidate that passes both trigger stages, in the ψ(2S) mode the muons can be used in the decision of the trigger due to their clean signature in the detector. For the ψ(2S) mode events are selected at the hardware stage that contain at least one muon with transverse momentum p T > 1.48 GeV/c in the 7 TeV data or p T > 1.76 GeV/c in the 8 TeV data. In the subsequent software stage events are required to contain either at least one muon with a transverse momentum p T > 1.0 GeV/c and IP > 100 µm with respect to all PVs in the event, or two oppositely charged muons with combined mass m(µ + µ − ) > 2.7 GeV/c. Finally, the tracks of two muons are required to form a vertex that is significantly displaced from the PVs.
The selection strategies are similar for B 0 → J/ψ K 
The reconstructed decay time of the B 0 candidates, t , is obtained from a separate fit that constrains the B 0 candidate to originate from a PV. The B 0 candidates are kept if they have kinematic fits of a good quality, measured decay times in the range 0.2 < t < 15 ps and decay-time-uncertainty estimates σ t < 0.4 ps.
To suppress combinatorial background, a multivariate selection is applied for each mode in which a boosted decision tree (BDT) [18] is trained using the AdaBoost boosting algorithm [19] . The BDTs are trained using simulated signal samples and background samples consisting of B 0 candidates with invariant masses above the considered regions, i.e. 5600 < m(J/ψ K Multiple combinations of B 0 candidates and PVs can occur in one event. After applying all selection criteria less than 1 % and 1.7 % multiple candidates are observed in the J/ψ and ψ(2S) mode, respectively. Of these remaining multiple (B 0 , PV) pairs per event, one is chosen randomly.
Invariant mass fit
Unbinned maximum likelihood fits to the invariant mass distributions, m(J/ψ K 
Flavour tagging
In a decay-time-dependent CP -violation measurement, it is essential to know the flavour of each B 0 meson at production. Multiple flavour-tagging algorithms are combined to achieve the best response. Each tagging algorithm provides a decision (tag), d ∈ {−1, 0, 1}, corresponding to a B 0 candidate tagged as B 0 , untagged or tagged as B 0 , respectively, and the mistag probability estimate, η. The tagging algorithms are categorised as sameside, SS, and opposite-side, OS [22] [23] [24] The mistag estimates are calibrated using flavour-specific channels that are kinematically similar to the signal channels, so that η on average matches the signal mistag probability, ω(η). The difference in the tagging response for B 0 and B 0 mesons is taken into account. The calibration channels are B + → J/ψ K + for the OS taggers, and B 0 → J/ψ K * 0 for the SS taggers, where the J/ψ is either reconstructed from two electrons or two muons. Selection criteria similar to the signal requirements are applied and signal candidate weights to subtract backgrounds are determined by a fit to the B , with the sPlot technique. Before calibrating the tagging output the samples are weighted such that the relevant candidate kinematic distributions and properties match those of the signal decay. These distributions and properties are the pseudorapidity, the p T (B 0 ), the number of tracks and primary vertices, and the azimuthal angle.
The effective tagging efficiency, ε eff = ε tag D(η) 2 , is a measure of the effective statistical power of a data sample. Here, ε tag is the tagging efficiency, defined as the fraction of candidates with a nonzero tag decision, and D(η) 2 is the effective dilution arising from the per-event dilution D(η) ≡ 1 − 2ω(η). The effective tagging efficiencies for the OS and SS taggers and their combination are listed in Table 1 . A higher effective tagging efficiency in the J/ψ channel compared to the ψ(2S) mode is observed for both the SS and OS flavour tagging. While the SS taggers are positively affected by a higher average p T (B 0 ), the OS taggers benefit from the more inclusive trigger strategy in the J/ψ mode leading to lower mistag probabilities as well as higher tagging efficiencies in this mode.
CP asymmetry fit
The CP observables are determined by using an unbinned weighted maximum likelihood fit to the decay-time distributions for all
candidates. The signal candidate weights are determined from the mass fits described previously and used to subtract the background so that only the signal components need to be modelled. The PDF, P(t , d |σ t , η), describes the measured B 0 candidate decay time and tags, d = (d OS , d SS ). It also depends on the per-candidate decay-time-uncertainty estimate, σ t , and the mistag probability estimates, η = (η OS , η SS ).
The fit is performed simultaneously in both decay modes, sharing the parameters describing the B 0 system, i.e. the B 0 meson lifetime, τ , and the mass difference, ∆m, but allowing for different CP observables. The decay-time distribution of the signal components, P CP (t, d | η), is derived from Eq. 1 considering the production asymmetry, . Using a PDF, P tag ( d |d, η), which describes the distribution of tags based on the true production flavour and taking into account the mistag probability estimates and efficiencies, leads to
The decay-time resolution is taken into account by convolving P CP with a resolution function, R(t − t|σ t ). Furthermore, the decay-time distribution is multiplied by a decaytime-dependent reconstruction efficiency function, ε(t ), in order to take into account the distortion coming from the event reconstruction and selection. These corrections lead to the experimental decay-time distribution
The resolution function is modelled by three Gaussian functions which describe the deviation of t from t. The widths of two of these Gaussian functions are linear functions of σ t and therefore vary for each candidate. The means are shared by all three Gaussians. The third Gaussian describes the proper-time resolution of candidates that have been associated with the wrong PV. The parameters of the resolution model are determined from simulated events and fixed in the fit, leading to effective single Gaussian resolutions of 67 fs for the J/ψ mode and 48 fs for the ψ(2S) mode for correctly associated B 0 candidates. A small decay-time bias of 3 fs is observed in the simulation. This bias is neglected in the fit but is considered as a source of systematic uncertainty. The decay-time-dependent efficiency function is parametrized using cubic B-splines. The positions and the number of the knots for the splines are optimized on simulated data, whereas the coefficients are free fit parameters.
Potential differences between simulation and data are accounted for as systematic uncertainties. Production asymmetry values are evaluated for each mode and centre-ofmass energy, using the recent LHCb measurement [25] in bins of p T and rapidity of the B 0 candidate. The values and uncertainties for the production asymmetry as well as for the external inputs for the B 0 system are listed in Table 2 . To propagate the uncertainties in the fit, these parameters and also the tagging-calibration parameters are Gaussian constrained using their statistical experimental uncertainties. Their systematic uncertainties, as well as the uncertainty due to the assumption ∆Γ = 0, are accounted for in the systematic studies. Tagging-calibration parameters are constrained, taking into consideration their correlations. A fit validation using pseudoexperiments is performed, showing no bias and correctly estimated uncertainties from scans of the likelihood function [26] . The reconstructed decay-time distributions and the corresponding fit projections are shown in Fig. 2. 6 Systematic uncertainties Systematic uncertainties arise due to possible mismodelling of the PDFs and from the uncertainties on the external inputs. The corresponding effects are studied using simulated pseudoexperiments in which ensembles are generated using parameters that differ from those used in the nominal fit. The generated datasets are then fitted with the nominal model to test whether biases in the parameters of interest occur. Table 2 : Parameters used as external inputs in the decay-time-dependent fit. The production asymmetries are evaluated individually for both decay modes and separately for the different centre-of-mass energies of 7 and 8 TeV. If two uncertainties are given the first is statistical and the second systematic. If one uncertainty is given it includes statistical and systematic contributions. 1.520 ± 0.004 [8] The effect of neglecting ∆Γ in the nominal model is studied by varying its value within one standard deviation of its current experimental uncertainty [8] . Effects coming from the constrained inputs are evaluated by varying their values by one standard deviation in terms of their systematic experimental uncertainties. The constrained inputs are the production asymmetry parameters, the oscillation frequency, ∆m, the lifetime, τ , as well as the tagging-calibration parameters. The systematic uncertainty arising due to the decay-time bias is evaluated using pseudoexperiments in which a corresponding value of 3 fs is assumed. Furthermore, deviations in the scaling of σ t are estimated at the level of ±30 % and addressed through varying the corresponding factors by this amount. Possible inaccuracies in the decay-time-reconstruction efficiency are studied using a different parameterization obtained from data. Table 3 summarizes the results of these studies. The individual uncertainties are added in quadrature to obtain the overall systematic uncertainties.
Parameter Value and uncertainty Source
The fit results are corrected for CP violation in K 0 -K 0 mixing and for the difference in the nuclear cross-sections in material between K 0 and K 0 interactions [27] . The numerical values of these corrections are −0.003 (−0.004) for S and +0.002 (+0.002) for C in the Table 3 : Systematic uncertainties for the CP -violation observables S and C. 
Results and conclusion
The analysis of 10 630 ± 140 B 0 → J/ψ K 
with a correlation coefficient of 0.42. These results are consistent with indirect measurements by the CKMfitter group [9] and the UTfit collaboration [10] . Furthermore, they improve the precision of sin 2β at LHCb by 20 %, and are expected to improve the precision of the world average.
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