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Abstract
There is currently a worldwide effort towards the realisation of large-
scale quantum computers that exploit quantum phenomena for information
processing. While these computing systems could potentially redefine the
technological landscape, harnessing quantum effects is challenging due to
their inherently fragile nature and the experimentally demanding environ-
ments in which they arise. In order for quantum computation to be viable it
is first necessary to demonstrate the operation of two-level quantum systems
(qubits) which have long coherence times, can be quickly read out, and can
be controlled with high fidelity. Focusing on these key requirements, this
thesis presents four experiments towards scalable solid state quantum com-
puting using gate-defined quantum dot devices based on gallium arsenide
(GaAs) heterostructures.
The first experiment investigates a phonon emission process that lim-
its the charge coherence in GaAs and potentially complicates the microwave
control of multi-qubit devices. We show that this microwave analogy to
Raman spectroscopy can provide a means of detecting the unique phonon
spectral density created by a nanoscale device. Experimental results are
compared to a theoretical model based on a non-Markovian master equa-
tion and approaches to suppressing electron-phonon coupling are discussed.
The second experiment demonstrates a technique involving in-situ
gate electrodes coupled to lumped-element resonators to provide high-
bandwidth dispersive read-out of the state of a double quantum dot. We
characterise the charge sensitivity of this method in the few-electron regime
and benchmark its performance against quantum point contact charge sen-
sors.
iii
The third experiment implements a low-loss, chip-level frequency
multiplexing scheme for the readout of scaled-up spin qubit arrays. Disper-
sive gate-sensing is realised in combination with charge detection based on
two radio frequency quantum point contacts to perform multiplexed read-
out of a double quantum dot in the few-electron regime. Demonstration of
a 10-channel multiplexing device is achieved and limitations in scaling spin
qubit readout to large numbers using multiplexed channels discussed.
The final experiment ties previously presented results together by
realising a micro-architecture for controlling and reading out qubits during
the execution of a quantum algorithm. The basic principles of this architec-
ture are demonstrated via the manipulation of a semiconductor qubit using
control pulses that are cryogenically routed using a high-electron mobility
transistor switching matrix controlled by a field programmable gate array.
Finally, several technical results are also presented including the
development of printed circuit board solutions to allow the high-frequency
measurement of nanoscale devices at cryogenic temperatures and the de-
sign of on-chip interconnects used to suppress electromagnetic crosstalk in
high-density spin qubit device architectures.
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1Overview
Quantum computing, the use of quantum phenomena to process information, has be-
gun the long journey from theoretical possibility to real-world application. In the same
way that the theoretical development of quantum mechanics, fundamentally changed
the way in which we understand the universe, quantum computing offers the poten-
tial to revolutionize the way in which we are able to interact with it. In particular,
this counter-intuitive nanoscale world of superposition and entanglement may allow
previously intractable computational problems to be solved efficiently, an exciting and
alluring prospect.
The fundamental building blocks of a quantum information processor are
isolated quantum mechanical two-level systems known as quantum bits or ‘qubits’.
Ideally, such systems are easy to manipulate, while being decoupled from noise in their
local environment - goals that are often contradictory. A variety of physical systems
have been examined to determine if they meet these conditions including ion traps
[Cirac & Zoller 1995], nuclear spins excited with NMR pulses [Cory et al. 1997],
neutral atoms [Turchette et al. 1995, Jaksch et al. 2000, Brennen et al. 1999],
superconducting Josephson junctions [Vion et al. 2002, Makhlin et al. 1999,
Nakamura et al. 1999, Mooij et al. 1999], coupled electron and nuclear spins in
diamond [Childress et al. 2006], single photons [Knill et al. 2001], spin states of
donor impurities [Kane 1998, Morton et al. 2008] and spins within quantum dots
[Loss & DiVincenzo 1998, Petta et al. 2005a].
As the fabrication and control of these systems becomes better understood, focus
has begun to shift towards developing scalable architectures which will allow a compu-
1
1. OVERVIEW
tationally useful number of qubits to be manipulated and read out. Significant steps
along this path have recently been taken: 14 qubits have been successfully entangled
using trapped ions [Monz et al. 2011], 5-qubit entanglement observed in superconduct-
ing systems, along with 3-qubit demonstrations of quantum error correction (QEC)
[Reed et al. 2012] and Shor’s algorithm [Lucero et al. 2012]. Optical implementations
have realised 10-qubit entangled states [Gao et al. 2010] and demonstrated Shor’s and
Grover’s algorithms using 4 single-photon qubits [Politi et al. 2009, Chen et al. 2007].
Nitrogen vacancies in diamond have been used to implement 3-qubit error correction
[Proctor et al. 2013] and Grover’s algorithm [van der Sar et al. 2012]. In semiconduc-
tor systems, readout and control has been realised for 2 qubit devices within GaAs
[Shulman et al. 2012] and single qubits in silicon [Pla et al. 2013].
The work presented in this thesis explores the scaling of solid-state quantum
systems. A range of experimental platforms and techniques are developed to enable
the control and read out of multi-qubit devices. Combining these advancements we
propose a small-scale classical control architecture for semiconductor spin qubits and
present initial proof-of-concept steps taken towards its realisation. The outline of this
thesis is as follows:
Chapter 2 provides a brief introduction to quantum computing, semiconductor
heterostructures and the use of GaAs quantum dots as a basis for charge and spin
qubits. Key decoherence and relaxation mechanisms in these systems are covered and
the interaction between phonons and quantum dots discussed. Traditional methods
used to read out the state of a quantum bit are briefly described.
Chapter 3 motivates the desire to build large-scale quantum systems and out-
lines the challenges involved. A scalable classical architecture for controlling spin qubits
is then proposed and key elements discussed, with reference to advances presented in
this thesis.
Chapter 4 describes work investigating a novel phonon emission process that
limits the charge coherence in GaAs and potentially complicates the microwave control
of multi-qubit devices. We compare our experimental results to a theoretical model
based on a non-Markovian master equation and discuss approaches to suppressing
electron-phonon coupling.
Chapter 5 demonstrates high-bandwidth dispersive readout of a quantum dot
device using in-situ gate electrodes coupled to lumped-element resonators. We measure
2
the techniques sensitivity in the few-electron regime and benchmark its performance
against QPC charge sensors. Finally, we briefly discuss the potential for such detectors
to address readout challenges in the scale-up of spin qubit devices.
Chapter 6 describes a low-loss, chip-level frequency multiplexing scheme for the
readout of scaled-up spin qubit arrays. We realise dispersive gate-sensing in combi-
nation with charge detection based on two radio frequency quantum point contacts
(rf-QPCs) to perform multiplexed readout of a double quantum dot in the few-electron
regime. We further demonstrate operation of a 10-channel multiplexing device and
discuss limitations for scaling spin qubit readout to large numbers using multiplexed
channels.
Chapter 7 reports on the development of the first generation of novel cryogenic
platforms that allow for the high-fidelity measurement of multi-qubit devices. Perfor-
mance of the platform is reported and design criteria for constructing qubit interconnect
technology are discussed.
Chapter 8 reports on the development of the second generation of novel cryo-
genic platforms that allow for the rapid prototyping of multi-qubit devices. The modu-
lar framework provides a high density of dc, radio-frequency and microwave connections
in a compact footprint that lifts the burden of duplicating complex interconnect circuits
for every test device.
Chapter 9 is devoted to the study of signal fidelity and crosstalk in qubit ar-
chitectures. We report the development and characterisation of on-chip interconnects
that improve control fidelity and suppress signal crosstalk for multi-qubit devices.
Chapter 10 demonstrates a first step towards realising a scalable control archi-
tecture for large qubit arrays using FPGA controlled cryogenic HEMTs and a ‘prime-
line’ bus.
Chapter 11 provides concluding remarks and discusses the future challenges
that will need to be overcome to realise quantum information processing in spin-qubit
architectures.
Appendix A details the configuration of the cryogenic measurement setup used
throughout the thesis.
Appendix B provides a theoretical framework for the dispersive readout de-
scribed in Chapter 5. A detailed calculation of the quantum capacitance of a double
quantum dot and the expected phase shift in the case of resonant driving is presented.
3
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Appendix C gives details of the fabrication process I developed and used to
manufacture the qubit devices measured in this thesis.
4
2Quantum Dots and Spin Qubits
“ ... it seems that the laws of physics present no barrier to reducing the size
of computers until bits are the size of atoms, and quantum behaviour holds
sway.” - Richard Feynman
2.1 Computing with Qubits
A quantum bit or qubit consists of a well defined two-level system and is analogous to
its classical counterpart, with one key exception - it is subject to quantum effects. This
quantum mechanical nature manifests itself in two significant ways. Unlike a classical
bit, which can either represent a 0 or 1, a qubit can represent a 0, 1, or any linear combi-
nation of the two. This is known as superposition and gives quantum processors an in-
herent parallelism during logical operations. The second distinctly quantum phenomena
is the ability to entangle two qubits together, allowing them to express a higher degree
of correlation than is possible in classical systems. This can be used to demonstrate,
amongst other things, the teleportation of quantum states [Nielsen & Chuang 2000]
and superdense coding [Bennett & Wiesner 1992]. Together, superposition and en-
tanglement allow quantum algorithms to perform exponentially faster than classical
approaches in solving certain key problems [Kitaev 1996, Harrow et al. 2009] such as
prime number factorization and sorting tasks, further motivating the study of quantum
information processing [Shor 1997, Grover 1997].
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2.1.1 Bloch Sphere
In quantum mechanics, the Bloch sphere is a geometrical representation of the pure
state space of a two-level quantum mechanical system. Mathematically, we describe
the qubit state, |ψ〉, a superposition of basis states |0〉 and |1〉 as
|ψ〉 = α |0〉+ β |1〉 , (2.1)
where α and β are complex numbers that satisfy the relation |α|2 + |β|2 = 1, and
the computational states |0〉 and |1〉 are an orthonormal basis that spans the qubit
subspace. The normalisation condition follows from identifying the moduli squared of
the amplitude as the occupation probability of the qubit occupying a given state. It
is then intuitive to imagine states satisfying eqn. 2.1 as points on the surface of a
sphere of radius 1, known as a Bloch sphere. With this in mind, we can re-write |ψ〉 in
spherical coordinates (θ, φ) as
|ψ〉 = cos(θ/2) |0〉+ eiφ sin(θ/2) |1〉 . (2.2)
The computational basis states |0〉 and |1〉, lie on the poles of the sphere and are
eigenstates of the Pauli matrix σz with eigenvalues +1 and -1 respectively. The states
|ψ〉 = 1√
2
(|0〉 ± |1〉) lie on the equator of the Bloch sphere along the xˆ-axis and are
eigenstates of σx. Similarly the eigenstates of σy lie along the yˆ-axis.
The evolution of these quantum systems is governed by the Schro¨dinger equation
i~d|ψ〉dt = H |ψ〉, allowing the qubit to be manipulated by adjusting terms in the Hamil-
tonian H. Careful control over these terms allows for the implementation of quantum
gates, the building blocks of quantum algorithms. Once an algorithm (typically con-
sisting of many such gates) has been completed, we need a method of measuring the
state of the qubit in order to extract information from our system. The simplest form of
measurement is binary projection, which collapses the state into two orthogonal (but
not necessarily computational) basis states |+〉 and |−〉 [Townsend 2000]. Repeated
measurements of an ensemble of identically prepared and evolved qubits then yield the
probability of collapsing onto either state, P+ = |〈+ | ψ〉|2 and P− = |〈− | ψ〉|2. Note
that an individual measurement yields no information about the qubit due to its prob-
6
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which results in an extremely high electron mobility and long mean free path. At
low temperatures (kT  EF ) current is primarily carried by electrons with an energy
close to the Fermi energy (within a few kT ), making the Fermi wavelength the relevant
length parameter in these systems. For typical carrier densities of n ∼ 2 × 1015 m−2
in GaAs heterostructures this gives an associated length of λF = 2pi
/
kF =
√
2pi/n ≈
56 nm. Importantly, this length scale is comparable to the size of structures that can
be controllably created using fabrication techniques. In-plane confinement can then be
achieved electrostatically through the use of voltages on lithographically defined surface
gates. These metallic contacts form Schottky barriers which allow them to maintain a
voltage with respect to the electron gas. When negatively biased they deplete some or
all of the electrons in the well directly beneath them, providing the ability to tune the
potential landscape and form 1D and 0D quantum systems. Importantly, these gates
also allow us to capacitively shift the electrochemical potential of individual puddles
of electrons that have been isolated from the rest of the 2DEG. Electrical contact to
the electron gas is made via the use of gold-germanium-nickel eutectic alloys which are
annealed down from the surface into the chip forming connections known as ‘ohmic
contacts’.
2.4 Quantum Dots
A quantum dot is a 0D system which is strongly confined in all 3 directions.
This results in a discrete density of states, similar to atomic orbitals, and has
led to such structures being known as ‘artificial atoms’ [Kouwenhoven et al. 1997,
Hanson et al. 2007]. Due to their relatively simple nature these systems have been
widely used as a probe of quantum mechanics in a variety of different materials; sin-
gle molecules trapped between electrodes [Park et al. 2002], ferromagnetic nanoparti-
cles [Gue´ron et al. 1999], self-assembled quantum dots [Klein et al. 1996], semiconduct-
ing nanowires [Bjo¨rk et al. 2004], carbon nanotubes [Dekker 1999, McEuen 2000] and
lateral/vertical quantum dots [Kouwenhoven 1997, Kouwenhoven et al. 2001]. These
quantum dots can be thought of as small boxes filled with electrons which are cou-
pled via tunnel barriers to a source and drain reservoir with which electrons can be
exchanged. By attaching current and voltage probes we can measure the electronic
properties of a dot while capacitively coupled top gates allow us to tune its electro-
9
2. QUANTUM DOTS AND SPIN QUBITS
static potential relative to these reservoirs.
2.4.1 Constant Interaction Model
The general theory describing the behaviour of the many-body states within a multi-
electron quantum dot is known as the constant interaction model. This model is based
on two key assumptions. The first, is that the combined Coulomb interactions of
an electron inside the quantum dot with all other electrons (both inside and out),
can be parametrised by a constant capacitance C. The second, is that the discrete
single particle energy spectrum calculated for non-interacting electrons is unaffected
by Coulomb interactions. Note that we also implicitly make the assumption that the
electrons are well-localised on either the dot or the reservoirs. This means that quantum
variations in the numberN of electrons on the dot due to tunnelling through the barriers
to the leads is much less than unity. Typically we can approximate the measurement
time scale to be roughly the electron charge divided by the current and this requirement
translates into a lower bound on tunnel resistances Rt of the barriers. Considering the
typical time to charge or discharge the island ∆t = RtC, the Heisenberg uncertainty
relation ∆E∆t = (e2
/
C)RtC > h implies that Rt should be much larger than the
resistance quantum h
/
e2 = 25.813 kΩ.
Under these assumptions, the total energy U(N) of a dot with N electrons in the
ground state and voltages of VS , VD and VG applied to the source, drain and gates
respectively, is given by
U(N) =
(− |e| (N −N0) + CSVS + CDVD + CGVG)2
2C
+
∑
N
En(B), (2.3)
where N = N0 for Vg = 0 (i.e. the number of electrons on the dot at zero gate voltage),
e is the electron charge and B the magnetic field. The terms CSVS , CDVD and CGVG
are charge contributions from the source, drain and gate elements respectively and
represent an effective induced charge on the dot. The final term is a sum over the
occupied single-particle energy levels En(B) which in turn depend on the particular
characteristics of the confinement potential. The ground state energy level of the N th
10
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electron, known as the electrochemical potential, is given by
µ ≡ U(N)− U(N − 1)
= (N −N0 − 1
2
)EC − EC|e| (CSVS + CDVD + CGVG) + EN ,
(2.4)
where EC = e
2
/
C is the charging energy. The first two terms represent the electrostatic
contribution to the potential while the last term represents the chemical contribution.
Importantly, electrochemical potentials are linear in gate voltage, as opposed to the
energy levels which have a quadratic dependence (see eqn. 2.3). The spacing between
levels is known as the addition energy
Eadd(N) = µ(N + 1)− µ(N) = EC + ∆E, (2.5)
and consists of a purely electrostatic part, the charging energy EC , and the energy
spacing between two discrete quantum levels ∆E. The small size of these systems
typically implies a low self-capacitance (∼ aF ) which in turn results in a large charging
energy. In general this energy is approximately an order of magnitude larger than ∆E
and effectively sets the maximum temperature at which the system has a well defined
electron number. Quantum dots investigated in this work have typical sizes of ∼ 200
nm and corresponding charging energies of ∼ 1 meV, allowing single-electron behaviour
to be observed below approximately 1 K (kbT = 0.086 meV).
2.4.2 Coulomb Blockade
Electron transport through a quantum dot is able to occur when the potential of the
dot lies between the potentials (Fermi energies) of the source (µS) and drain (µD); i.e.
µS ≥ µ ≥ µD with − |e|VSD = µS − µD. The electron can then tunnel from the source
onto the dot, and then tunnel off the dot onto the drain without losing or gaining
energy. For energies within this ‘bias window’, the electron states in one reservoir are
filled, while the corresponding states in the other reservoir are empty. If the size of this
window is smaller than the addition energy Eadd the situation can arise where no levels
of the dot are available to tunnelling electrons – the number of electrons on the dot
then remains fixed and no current may flow through the dot, this is known as Coulomb
11
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blockade [Beenakker 1991]. As discussed above, such behaviour is only seen in these
systems below 1 K due to thermal effects.
Coulomb blockade can be lifted by changing the potential of the dot relative to
these reservoirs (effectively shifting the whole ‘ladder’ of potential levels up or down) us-
ing capacitively coupled gate electrodes. Whenever a level falls within the bias window,
blockade is lifted and current flows through the dot (illustrated for a double quantum
dot in Fig. 2.3(c)). By sweeping the gate voltage and measuring the transport current
we can then precisely tune the number of electrons on the quantum dot. As the voltage
is made increasingly negative, peaks are seen in the conductance as each potential level
of the dot passes through the bias window and corresponding single-electron tunnelling
events occur. At suitably large voltages, no levels in the dot remain below the potential
of the reservoirs and no electrons remain. Note that the last observed peak may occur
before all electrons are pushed off the dot due to increases in tunnel barrier resistance
which prevent any measurement of current through the system.
2.4.3 Double Quantum Dots
Most of the work in this thesis has been conducted on simple extensions of the single
dot geometry, consisting of two dots coupled together via a tunnel barrier, known un-
surprisingly, as double-quantum dots [Hanson et al. 2007]. A typical device is shown
in Fig. 2.3(b) along with its equivalent circuit model in Fig. 2.3(a). As before, capaci-
tively coupled gates (VL and VR) are used to change the potential on the left and right
dot respectively, while reservoirs on either side of the system provide a source or drain
of electrons. As the voltage on each gate is made increasingly negative, the number of
electrons in the corresponding dot is reduced (similarly to the single dot case described
in section 2.4) in integer steps until none remain.
Plotting the number of electrons in the left and right dot (NL, NR) as a function of
the voltage on each gate produces what is known as a charge stability diagram consisting
of a series of charge transition lines which will be orthogonal in the case of 0 coupling,
as illustrated in Fig. 2.4(a). In any physical system however, there typically exists some
finite interdot capacitance as well as undesirable cross-coupling between the gates and
the dots such that VGate1 (VGate2) has some effect on the right (left) dot. These effects
manifest themselves as a slope in the charge transition lines which is sketched in Fig.
2.4(b). When no bias is applied across the device (i.e. µS = µD) transport can only
12
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occur close to so called ‘triple points’ where three different charge states are degenerate.
The distance between these points is set by the capacitance between the dots (the
interdot capacitance Ct). As an example, at the triple point marked by a red circle in
Fig. 2.4(b) transport can occur through the process (0, 1) → (0, 2) → (1, 1) → (0, 1).
Transport measurements cannot however distinguish when an electron moves between
dots (for example the state of the system changes from (0,1) to (1,0)) and are not
possible in the limit of low tunnel rates (. 100 kHz). In contrast, charge sensing
techniques (see section 2.6.1) detect any change in the electron configuration and thus
can be used to map out the full charge stability diagram (Fig. 2.10(b)).
In many of the experiments discussed in this thesis the potential levels in the two
dots are detuned with respect to each other, while keeping the average of the two levels
constant. This is achieved by changing the gate voltages along a line perpendicular to
the charge transition line (shown by a red line in Fig. 2.4(b)). The resulting axis is
commonly referred to as the detuning axis, which we denote by .
2.4.4 The Charge Qubit
A simple architecture in which a quantum bit can be realised is the charge qubit where
the basis states are defined by the location of a single electron, which can be in either
the left or right dot [Hayashi et al. 2003, Fujisawa et al. 2006, Gorman et al. 2005]. In
particular, given a sufficiently high single-particle level spacing the DQD can be ap-
proximated by the two-level Hamiltonian
H =
1
2
εσz + ∆σx, (2.6)
with the basis states |L〉 = (1, 0) and |R〉 = (0, 1). The level detuning, , is adjusted
by sweeping voltages on the right and left walls such that we move across the interdot
charge transition while the tunnel coupling ∆ can be varied using the voltage on an
appropriate gate (labelled VT in Fig. 2.3(b)). The energy splitting between the two
eigenstates (|L〉 ± |R〉)/√2, is given by Ω(ε) = √ε2 + (2∆)2, with a 2∆ tunnel split-
ting at  = 0. Arbitrary one-qubit rotations on the Bloch sphere can be implemented
through all electrical means via the use of a Landau-Zener-Stu¨ckelberg interference
process that consists of both non-adiabatic level transitions and adiabatic phase accu-
13
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Figure 2.4: Typical charge stability diagram of (a) uncoupled and (b) coupled double dots.
The number of electrons in the left and right dot (represented as (N1, N2) respectively)
decrease as the voltage on the confining wall gates are made more negative (down and
to the left). Lines indicate the gate voltage values at which the electron configuration
changes. The slope of the lines in (b) is a result of the interdot capacitance (adding an
electron to one effects the potential on the other) and the cross-capacitance between the
gates (varying the voltage on the left (right) gate effects the potential on the right (left)
dot).
mulation [Cao et al. 2013]. The time scale for gate operations in charge qubit systems
is typically set by the Rabi frequency, which can be tuned via the amount of mi-
crowave power applied to ∼ GHz, giving the potential for ∼ ns control over the qubit.
All-electrical manipulation of the qubit is advantageous as it is relatively simple to im-
plement. Unfortunately, the charge degree of freedom of the qubit couples directly to
electrical noise in the environment which, in GaAs, serves to limit the coherence times
to T2 ∼ 10 ns [Petersson et al. 2010a]. This is of the same order as charge relaxation
times in GaAs double quantum dots, suggesting this could be the limiting mechanism
(T2 ≤ 2T1). Significant improvements in coherence can be achieved by shifting to a
spin-based qubit which couples more weakly to its environment, one example of this
approach is the singlet-triplet or ST-qubit.
2.4.5 The Singlet-Triplet Qubit
The spin degree of freedom in a spin-1/2 particle, such as an electron, is a particularly
attractive system with which to implement a qubit as, to first order, it is only weakly
coupled to the surrounding nuclear bath via the hyperfine interaction (µB ∼ 58 µeV/T ).
Phonons are also unable to directly interact with pure spin states removing another
15
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Figure 2.6: Energies of the two-electron spin singlet and triplet levels in a double dot as
a function of detuning  in the presence of a) no magnetic field and b) a finite magnetic
field.
states can be written as
S(0, 2) = (|↑2↓2〉 − |↓2↑2〉)
/√
2
T+(0, 2) = |↑2↑2〉
T0(0, 2) = (|↑2↓2〉+ |↓2↑2〉)
/√
2
T−(0, 2) = |↓2↓2〉 ,
(2.7)
where the subscript denotes the dot in which the electron resides. AtB0 = 0, the triplets
T (0, 2) are separated by an energy ∆EST , which is typically in the range 0.4− 1 meV
for electrostatically defined dots in GaAs and is dominated by the orbital level spacing.
As a result of the interdot tunnel coupling the (1,1) and (0,2) charge states
hybridize, forming an avoided crossing. Because this coupling preserves spin, the (1,1)
singlet (triplet) states only couple to the (0,2) singlet (triplet) states and as a result, the
ground state singlets hybridize at a larger value of detuning than the triplets, as shown
in Fig. 2.6. The energy difference between the lowest energy singlet and triplet states
J() is a function of the level detuning between the two dots and can be controlled
electrostatically. In GaAs g = −0.44 which implies that a magnetic field can be used
to Zeeman split the triplet states with T− increasing in energy and T+ decreasing.
17
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easier than measuring the spin directly [Loss & DiVincenzo 1998]. Finally, the ST-
qubit allows for fast electrical manipulation (via the exchange interaction) and benefits
from long dephasing times [Bluhm et al. 2010b].
The initialization, one-axis control (using exchange) and readout, of a singlet-
triplet qubit was demonstrated in [Petta et al. 2005a], where the dephasing time was
found to be T ∗2 ∼ 10 ns with a coherence time of T2 ∼ 1.2 µs. The limiting factor
in maintaining qubit coherence was found to be random fluctuations in the Over-
hauser gradient field between the two dots which drive unwanted incoherent oscilla-
tions between |S〉 and |T0〉1. This can to some extent be suppressed by controlling
the nuclear gradient through dynamical nuclear polarization [Foletti et al. 2009] and
pumped nuclear feedback techniques [Bluhm et al. 2010a] or ‘unwound’ using opti-
mised spin echo sequences [Bluhm et al. 2010b, Hahn & Maxwell 1952]. Using these
methods, full two-axis control and state tomography was demonstrated in ST-qubits
by [Foletti et al. 2009] while further work by [Shulman et al. 2012] has demonstrated a
two qubit CPHASE gate using capacitively coupled ST-qubits.
2.5 Information Loss
While for the most part we have hitherto restricted our discussion to ideal qubit systems,
in physical realizations we must also take into account the qubits interaction with its
environment. Unfortunately, this coupling leads to information loss from our qubit
into environmental degrees of freedom. Using the Bloch sphere representation of a
qubit these losses can be classified as one of two mechanisms. The first is known
as relaxation and involves a change in the population of our basis states |0〉 and |1〉
through either the absorption or emission of energy. This process is characterised
by a typical lifetime or T1 of the qubit. At low magnetic fields energy relaxation
is dominated by direct electron-nuclear flip-flops and can be as low as 10 − 100 ns
[Fujisawa et al. 2002]. As B0 is increased these interactions are suppressed, and energy
must be dissipated in the phonon bath (discussed in more detail in section 2.5.1).
Because the spin-phonon coupling is much weaker than the electron-nuclear interaction
increasing B0 results in a rapid increase in T1, at 1.75 T T1 has been measured as
1These fluctuations do not appear to be strictly random in the sense of being white noise, instead
following a power-law distribution [Medford et al. 2012].
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170 ms [Amasha et al. 2008]. However, as B0 increases further, the phonon density
of states also grows and the phonons begin to couple more efficiently to dot orbitals
causing enhanced relaxation (T1 decreases). At 14 T, T1 times as short as 120 µs have
been observed [Elzerman et al. 2004].
The second mechanism which causes the loss of information stored within our
qubit is phase noise, which can be separated into two types, decoherence and dephas-
ing. This noise does not change the relative population in the computational basis
states but instead the phase between them (longitudinal distance on the Bloch sphere).
Dephasing occurs when an ensemble of qubits (either in space or time), evolve under
slightly different Hamiltonians, resulting in a distribution of phases. This is typically
the result of spacial or temporal variations in the local magnetic or electrostatic en-
vironment and is characterised by a time scale T ∗2 . Unlike relaxation or decoherence,
dynamical decoupling techniques which cancel out static or slow variations in the Hamil-
tonians across the ensemble can be used to mitigate dephasing effects and restore qubit
coherence [Hahn 1950, Biercuk et al. 2009, Bluhm et al. 2010b].
Decoherence is a measure of how rapidly an individual qubit loses its phase in-
formation and is typically characterised by a time scale T2 measured experimentally as
the longest coherence time attainable using dynamical decoupling techniques. The pri-
mary source of dephasing and decoherence in GaAs semiconductor qubits is due to the
interaction of the electron spin with the surrounding nuclear bath which is mediated
via the hyperfine interaction and described by
HHF =
N∑
k
Ak~Ik · ~S, (2.8)
where ~Ik and ~S are the spin operator for nucleus k and the electron spin respectively
[Abragam 1961]. The coupling strength Ak between the electron spin and each nucleus
is proportional to the overlap of the electron’s wave function with that nucleus. Due to
this interaction with uncontrolled degrees of freedom in the environment, an electron
spin which is repeatedly initialised in a pure state and then allowed to evolve (forming
an ensemble of measurements) will result in a statistical mixture of several states, losing
its phase coherence [Nielsen & Chuang 2000, Khaetskii et al. 2002]. We can treat this
effect using a semi-classical picture where the ensemble of nuclear spins is treated as an
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apparent magnetic field BN , known as the Overhauser field
1 which acts on the electron
spin
(
N∑
k
Ak~Ik
)
~S = gµB ~BN ~S. (2.9)
When this nuclear field assumes a random, unknown value, the electron spin must
also subsequently evolve in a random way, just as in the quantum description. During
free evolution, the electron spin will thus pick up a random phase which depends on the
value of the nuclear field i.e. the single-spin coherence decays. This will be independent
of the magnitude of an externally applied field B0. The particular shape of the decay
will depend on the distribution of nuclear field values but can be characterised by
a time scale T ∗2 and is typically of order 10 ns in GaAs systems [Petta et al. 2005a,
Koppens et al. 2008]. Note that the nuclear field only leads to a loss of spin coherence
because of its unknown value and random evolution - if ~BN were fixed in time, it could
be measured and the uncertainty in the dynamics of the qubit removed. More generally
if we imagine that we only know ~BN at t = 0, but that subsequently it evolves in a
random way on a time scale of tnuc (the correlation time of the nuclear bath), the phase
of the electron spin is randomized on a time scale characterised by T2. Naively it might
be guessed that T2 ≈ tnuc (∼ 10 s), however this is not the case, as T2 depends not only
on the time scale of the nuclear fluctuations but also on their amplitude and stochastics
[Reilly et al. 2008]. Experimentally it is easier to obtain a spin-echo decay time Techo,
where a pulse sequence is used in an attempt to ‘unwind’ unwanted random time
evolution. The simplest example of this is the Hahn echo, where phase accumulated
over some time τ is reversed during a second interval of the same duration through
the application of a 180◦ rotation (pulse) in between the two periods [Hahn 1950]. It
is important to note that this procedure will only work to the extent that the random
field causing the dephasing is constant for the duration of the echo sequence. The slow
time evolution of the field associated with the nuclear bath implies that in the limit
1The splitting between energy levels for each nuclear spin is ∼ 500 µK/T, considerably smaller than
typical lattice temperatures of ∼ 30 mK and electron temperatures of ∼ 100 mK at applied fields less
than a few T. This allows the spins to easily change their polarization (known as the high temperature
regime) and can be modelled as a classical random variable which is Gaussian distributed about zero
net polarization.
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electric fields and relax [Khaetskii & Nazarov 2000, Khaetskii & Nazarov 2001]. The
phonon bath can serve as a source of these electric-field fluctuations in two ways. In
any semiconductor, vibrations of the lattice (known as deformation potential phonons)
cause local perturbations in the equilibrium atomic positions generating variations in
the electric field. Secondly, in crystals with no inversion symmetry (such as GaAs),
homogeneous strain leads to the generation of electric fields via the piezoelectric effect.
The phonon-induced relaxation rate between two states separated by an energy
∆E typically scales with the electron-phonon coupling strength and the density of states
for phonons with a corresponding wavelength λph = hcph/∆E. Spontaneous emission
will be strongest when the phonon wavelength is comparable to the size of the qubit,
in this work of the order ∼ 50−500 nm [Woods et al. 2002, Golovach et al. 2004]. The
phonon speed within bulk GaAs varies between 2000 − 5000 m/s, depending not
only on the polarization of the excitation but also on the crystallographic direction of
propagation [Blakemore 1982, Meunier et al. 2007]. Typical qubit critical dimensions
then translate into phonon energies of the order of ω/2pi ∼ 20 GHz ∼ 80 µeV (for
a distance of 200 nm assuming, a speed of sound of 4000 m/s). For phonons with a
wavelength smaller than the dot size (energies much larger than a few hundred µeV ) the
electron-phonon interaction averages out, while those with a wavelength much larger
than the dot size become similarly inefficient at coupling as they simply shift the entire
potential up and down without inducing any local variations that could interact with
an electric dipole [Bulaev & Loss 2005].
A novel phonon emission process, distinct from the usual phonon-mediated spon-
taneous relaxation (T1-type) discussed above, is explored in Chapter 4 using a double
quantum dot. The system is configured as a single- or two-electron charge qubit and
driven by the application of microwaves via surface gates. In a process that is the mi-
crowave analog of the Raman effect, coupling to the phonon bath is shown to produce
population inversion of the two-level system and lead to rapid decoherence of the qubit
when the microwave energy exceeds the level splitting.
2.6 Qubit Readout Techniques
The ability to measure individual quantum states is a critical step in any form of
quantum information processing. Ideally this is done rapidly (relative to the system
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dynamics) and with a high fidelity. Within spin qubit architectures this might seem a
challenging task, as the magnetic moment of an electron spin is very small, making it
difficult to measure directly. However, using protocols that correlate a spin state with a
corresponding charge state, known as ‘spin-to-charge’ conversion [Elzerman et al. 2004,
Johnson et al. 2005], we can transform this task into the more simple requirement of
determining the number of electrons in each quantum dot.
2.6.1 DC Charge Sensing
A two-dimensional electron gas in a GaAs-AlGaAs heterojunction has a Fermi wave-
length that is ∼ 100s times larger than in a metal, allowing structures to be fabricated
with critical dimensions such that quantum discretization effects become significant.
One such structure consists of a simple 1D constriction whose width can be tuned
by varying the voltage applied to the negatively charge surface electrodes, known as
a quantum point contact (QPC). Sweeping these gate voltages results in a conduc-
tance, GQ, through the QPC that is quantized, with integer steps that are multiples
of 2e2
/
h [van Wees et al. 1989, Wharam et al. 1988]. At low temperatures, the transi-
tions between these plateaus can be quite sharp (dG/dV is large), which results in the
QPC being very sensitive to its local electrostatic environment. In particular, small
changes in the number of electrons on a quantum dot, N , can result in large changes
in the current through a nearby capacitively coupled channel. Maximum sensitivity
is typically reached when the QPC is tuned such that G ≈ e2/h, which maximizes
dG/dV and minimizes screening effects which can occur when using wider constric-
tions. Experimentally this technique is well understood and has been exploited to
determine the number of electrons in single [Sprinzak et al. 2002] and coupled quan-
tum dots [Elzerman et al. 2003] down to the single-electron regime. It is worth noting
that, in contrast to dc transport measurements, charge sensing techniques work in the
limit of low tunnel rates where no current is able to be passed through a system.
2.6.2 RF Reflectometry
One limitation of dc charge sensing stems from the large resistances in the QPC channel
(typically > h
/
e2 ≈ 25800 kΩ) combined with the parasitic capacitances in the twisted
pair loom (∼ 1 nF) which results in low pass filter characteristics with a cutoff frequency
given by fc = 1/(2piRC) ∼ 1 kHz. This effectively serves as an upper bound on
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our ability to observe fast charge dynamics within our qubit. In order to circumvent
this constraint, reflectometry techniques have been developed which embed the QPC
within an impedance matching circuit, effectively ‘cancelling’ the parasitic capacitance
by working in an environment with a constant characteristic impedance (Z0 = 50 Ω)
[Schoelkopf 1998]. Using these techniques, single-electron detection with a bandwidth
of ∼ 8 MHz has been demonstrated, limited by the Q-factor (∼15) of the matching
circuit [Reilly et al. 2007].
In typical rf reflectometry measurements a carrier wave, usually in the frequency
range 0.1−2 GHz, is reflected from a combination of an impedance matching circuit and
a QPC as illustrated in Fig. 2.10. This matching circuit transforms the high impedance
of the channel down towards the 50 Ω of the coaxial cable. A change in the charge
state of the double dot capacitively couples to the QPC, changing its impedance RQPC ,
and hence the amplitude of the reflected carrier wave. While in general a QPC is a
non-linear device, we can approximate its impedance as real and linear in the applied
gate voltage and we can assume that there is only a small amount of mixing from the
carrier frequency into its harmonics. We employ a simple ‘L-network’ consisting of a
capacitor in parallel, and an inductor in series, with the QPC load. This circuit has an
impedance given by
Z(ω) = iωL+
RQPC
iωCRQPC + 1
, (2.10)
where L is the size of the inductor, C is the stray capacitance (due to bond wires,
PCB parasitics and 2DEG), and RQPC is the resistance of the channel. We can ap-
proximate the impedance of this system as a resonant series LCR circuit near its
resonance frequency ωres = 1/
√
LC when ωCRQPC  1, as illustrated in Fig. 2.10(b)
[Roschier et al. 2004]. This has an impedance
Z(ω) = Reff + iωL+
1
iωC
, where Reff =
L
CRQPC
. (2.11)
The reflected power of the radio-frequency wave is proportional to |Γ|2, where Γ is the
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complex reflection coefficient defined as
Γ(ω) =
Z(ω)− Z0
Z(ω) + Z0
, (2.12)
where Z0 is the characteristic impedance of the system. The LC circuit will thus be
maximally sensitive when Z(ω) is close to Z0 = 50 Ω which on resonance, reduces to
the condition that RQPC ≈ Rmatch = L50C . Due to considerations previously discussed
in section 2.6.1, we typically also require Rmatch to be ≈ 50 kΩ, assuming typical stray
capacitances of C ≈ 0.3 pF this dictates matching inductances in the range of a few
hundred nH.
The concept of coupling can be introduced as a measure of which components
limit the LC resonance bandwidth. In the under-coupled case (Reff > Z0), the QPC and
the LC circuit limit the system bandwidth, while in the over-coupled case (Reff < Z0)
the external generator impedance Z0 is the limiting factor. An unloaded quality factor
QQPC = RQPC
√
C
L and external quality factor Qext =
√
L
C
1
Z0
can then be defined such
that the total (loaded) quality factor QL is given by
1
QL
=
1
QQPC
+
1
Qext
, (2.13)
which results in a bandwidth of
∆w =
f0
QL
=
1
RQPCC
+
Z0
L
. (2.14)
Importantly, eqn. 2.13 shows that we can increase our available bandwidth by decreas-
ing our stray capacitance. While in principle lowering the circuit inductance would
provide the same effect, this is essentially fixed by the requirement of matching to a
high resistance. In the work described in this thesis we make use of superconducting
niobium spiral inductors in our matching circuits, these result in parasitic capacitances
below ≈ .2 pF and readout bandwidths above 10 MHz. Note that the limiting fac-
tor in the fast read out of semiconductor qubits devices is not currently the resonator
bandwidth but rather the integration time required to resolve the charge state in the
presence of system noise (typically ∼ µs for > 90% confidence) [Barthel et al. 2009].
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3.1 Scalable Quantum Computing
In the quest to build a quantum processor, a key question remains poorly understood
– how many qubits are required to solve problems that are intractable using classical
computing?
The canonical application of a quantum computer has been the factoring of large
integers using Shor’s algorithm [Shor 1997]. The difficulty of this task - the most effi-
cient known classical factoring algorithm works in sub-exponential time - is the basis of
public-key cryptography. A processor that could take advantage of quantum mechani-
cal effects however, could allow factoring to be achieved in polynomial time, an exciting
prospect. It has been shown that such an algorithm would require only 2N + 3 qubits
[Beauregard 2003], where N is the size of the input, implying that as few as ∼ 2000
qubits would be able to factor a 1028-bit public key, currently thought to be beyond the
reach of classical computers for the next decade [Bos et al. 2009]. Similarly remarkable
quantum speedups using only limited numbers of qubits have been predicted in a range
of other high impact problems such as protein folding [Perdomo-Ortiz et al. 2012] and
quantum chemistry simulations [Lanyon et al. 2010, Wecker et al. 2013].
However, the numbers cited so far are given in terms of logical qubits - ideal
systems which are perfectly coherent and not susceptible to errors. In any physical
implementation this will not be true and quantum error correction (QEC) will be nec-
essary in order to perform useful computations [Steane 1996, Shor 1995]. This results
in a large number of physical qubits (what experimentalists talk about) being needed to
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encode a single logical qubit (what theorists talk about), where the ratio of the two is
a sensitive function of the error rate. Assuming an error rate approximately one-tenth
that of the fault tolerant threshold [Shor 1996] implies the need for∼ 105 physical qubits
per logical qubit [Suchara et al. 2013, Fowler et al. 2012]. Taking this into account, the
total number of physical qubits required to solve most classically intractable problems
using a quantum computer is several orders of magnitude greater than what is cur-
rently achievable [Wecker et al. 2013, Fowler et al. 2012, Suchara et al. 2013]. While a
daunting prospect, these numbers are still considerably less than the ∼ 109 transistors
found inside a single modern day Intel processor. In addition, improvements in qubit
coherence time and more sophisticated control techniques offer the potential to further
decrease these requirements.
It is however, worthwhile to consider what could be achieved with a small
quantum processor, on the order of a few hundred physical qubits. There are
a number of potentially significant applications for such systems as quantum re-
peaters [Briegel et al. 1998], frequency standards [Rosenband & Leibrandt 2013], bo-
son samplers [Aaronson & Arkhipov 2013, Spagnolo et al. 2013], quantum simulators
[Lloyd 1996, Britton et al. 2012] and for testing implementations of quantum error cor-
rection [Nielsen & Chuang 2000, Fowler et al. 2012]. Perhaps more importantly, devel-
oping such a system would provide insight into the key challenges involved in scaling
quantum processing hardware to a larger scale.
Controlling even a relatively small-scale quantum device is an extremely chal-
lenging task due to the inherently fragile nature of the systems involved and the de-
manding environment in which they must be operated. In general, the manipulation
of any quantum device can be broken into 3 distinct parts (see Fig. 3.1(a)): dynamic
control - which allows qubit state initialisation and gate operations to be performed,
readout - which allows the state of the qubit to be accurately determined, and logic -
which allows for active feedback on the system. In the spin qubit work covered in this
thesis there is an additional static component to qubit control, DC confinement, which
determines the shaping potential defining the qubit potentials.
For spin qubit devices the main difficulties in developing a scalable architecture
stem from the following requirements:
– Cryogenic environment: Spin qubits in GaAs must be operated in a regime where
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their levels are energetically well-resolved, restricting operation to temperatures
T . 1 K. This constrains the number of heat-carrying electrical lines that can be
run from room temperature down to a device. Additionally, particular care must
be taken to ensure that any auxiliary electrical components required function at
low temperatures.
– Space: Dilution refrigerators used to cool systems down to ∼ mK are expensive
and, while progress has been made with the use of cryogen-free pulse tube cool-
ers, the available sample space is constrained, limiting the size and number of
components which can be installed.
– Signal fidelity: Due to the low error rates required for fault tolerant quantum
computing, signal fidelity must be maintained in a high density electrical envi-
ronment.
– Complexity: In typical device geometries the number of signals required to both
control and read out the system (both dc and radio-frequency) grows linearly
with the number of qubits. Generating these signals and interfacing them with a
sample rapidly becomes a challenging task.
– Architecture: Any quantum processor must allow initialisation and readout of
individual qubits. This can be challenging to engineer within planar geometries.
– Controlled Coupling: In addition to single-qubit control, a universal quantum
processor requires the ability to perform two-qubit interactions. This coupling
can be achieved in several ways but is ideally strong (to allow high gate speeds)
and is easily controlled.
Importantly, the scaling up of spin qubit devices will not only require solving major
scientific challenges, but also technical advances such as the development of new hard-
ware and methods for enhancing qubit readout, control, and mitigating noise. In the
remainder of this chapter techniques to enable scalable quantum device architectures
are discussed in the context of the above framework.
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3.2 Proposed Architecture
Figure 3.1(b) presents a scalable classical control architecture for spin qubits which
serves as the basis for the work in this thesis, potentially allowing the operation of
∼ 100s of qubits while meeting the aforementioned constraints. Multi-qubit devices
are designed in such a way as to minimise crosstalk between control lines and are
bonded within high-density printed circuit boards. DC confinement is provided by a
cryogenic multi-channel DAC unit, reducing the heat burden and complexity of bringing
a large amount of dc loom down from room temperature (∼0.36 mW per channel
using a DAC and ∼0.62 mW per channel when using BeCu cryogenic loom). A finite
number of so-called ‘prime lines’ bring control pulses from room temperature which
can then be routed to individual qubits using a cryogenic switch array in order to
implement quantum gates. Qubit readout is realised using dispersive gate sensors,
allowing more compact gate geometries, which are then frequency-multiplexed together
using a purpose built chip. An FPGA provides cryogenic logic, allowing control of the
switch array, processing readout data and applying feedback, and communicating with
the DAC module.
This thesis encompasses work on each of these elements individually: disper-
sive readout is demonstrated in Chapter 5, frequency multiplexing in Chapter 6, PCB
development is covered in Chapters 7 and 8, and low-crosstalk multi-qubit device de-
sign discussed in Chapter 9. Finally, Chapter 10 integrates most of the previous work
in the steered pulse control of a double quantum dot. Work on cryogenic logic and
multi-channel DACs is not discussed in this thesis.
3.2.1 Control
In the context of quantum information processing, ‘control’ refers to the ability to
implement quantum logic gates, which serve as the building blocks for any quantum al-
gorithm and are analogous to classical logic gates used in conventional digital circuits.
Fortunately, any quantum circuit can be simulated to an arbitrary degree of accu-
racy using gates that only act on 2-qubits simultaneously, combined with single qubit
rotations [Deutsch 1989]. These gates can be implemented in a range of ways: pho-
tonic qubits are manipulated with beam splitters and phase shifters [Knill et al. 2001],
trapped ions with lasers [Cirac & Zoller 1995], while superconducting implementations
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typically implement control using shaped microwave pulses [Yamamoto et al. 2003].
3.2.1.1 Microwaves
Quantum gates within spin qubit architectures require the control of electron energy
levels via nanosecond voltage pulses applied to metal electrodes on the surface of the
device. These serve to modulate the exchange interaction J() between electrons or
create resonant magnetic fields at the spin transition frequency [Petta et al. 2005a,
Koppens et al. 2006]. The broadband nature of these control waveforms can often
result in a mixed-signal environment in which digital logic circuits can interfere with
sensitive analog systems [Su et al. 1993], requiring control lines that are well shielded.
These are typically implemented using coaxial geometries which are bulky and conduct
significant amounts of heat. As the number of qubits grows, the required number of
signal lines increases proportionally, rapidly becoming infeasible due to the limited
cooling power and space within a cryogenic refrigerator.
3.2.1.2 Prime Lines
Typically when controlling a qubit there exists a finite family of control pulses needed
to perform gate operations, which may allow the implementation of a scalable method
of qubit control. In the proposed scheme, a fixed number of so-called ‘prime lines’
each carry a different type of pulse down from room temperature (for example a pi/2
or initialisation pulse), repeated continuously in a pulse train. Quantum algorithms
are then implemented by sequentially directing particular instances of these pulses to
the necessary qubits as illustrated in Fig. 3.2(b), where routing is achieved using a
cryogenic switch matrix. This architecture is advantageous as the number of signal
lines that must pass from room temperature down to ∼ millikelvin is fixed, irrespective
of the number of qubits. While the number of interconnects between the switch matrix
and the device itself still scales linearly in the number of qubits, the former could be
fabricated on-chip (as described in the following section), making this is a realistic
prospect.
3.2.1.3 Cold Switches and FPGA Logic
Manipulation of individual qubits within the ‘prime line’ architecture requires a scalable
method of routing high-bandwidth control pulses at millikelvin temperatures. Lever-
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aging the benefits of a semiconductor architecture, one attractive possibility is the
use of a cryogenic switching matrix based on the high-election mobility transistor or
HEMT, where channels are opened and closed by a suitable application of dc voltages.
In these switches the field-effect is used to deplete a channel of 2DEG, increasing its
impedance which results in the reflection of any incoming signal. HEMT switches scale
favourably in that they can be made extremely small (< 10 µm) with current fabrica-
tion techniques whilst maintaining high on-off ratios. In addition, as incident signals
are reflected rather than absorbed when the switches are closed, they dissipate negli-
gible amounts of heat. A fabricated switching device is shown in Fig. 3.3(a) where a
coplanar transmission line brings a signal in from the left, passing through ohmics and
a 2DEG channel, before exiting on the right. A negative voltage can be applied to a
three-pronged surface gate which depletes the channel and closes the switch. Due to
the low parasitic capacitance of this depletion gate, switching speeds of order ∼ GHz
can be easily achieved. Combining multiple switches allows the design a basic 2-input,
2-output pulse steering geometry, known as a diplexer (Fig. 3.3(a)). As illustrated in
Fig. 3.3(b), 4 switches, each controlled by an individual voltage bias, are used such
that each input (1 & 2) can be directed to either output (3 & 4). Spiral inductors and
2DEG capacitors (where a section of electron gas forms one of the parallel plates) are
used to allow the addition of a dc bias to the outputs.
3.2.2 Readout
Quantum information processing requires qubits which can be measured rapidly
and with high fidelity. While standard rf reflectometry techniques using proximal
charge sensing channels (discussed in section 2.6.2) have enjoyed considerable suc-
cess [Reilly et al. 2007, Barthel et al. 2010a, Barthel et al. 2009], they suffer from
a fundamental limitation which makes them ill-suited to the task of reading out
larger scale quantum systems. Intrinsically, such techniques rely on the presence of
integrated QPCs capacitively coupled to the quantum dots which are to be read out.
While these are straightforward to realise in few-qubit systems (Fig. 3.5(a) depicts a
potential 4 qubit architecture with individual QPC readout), the auxiliary gates, ohmic
contacts and additional area they require become increasingly difficult to engineer
into multi-qubit arrays. They are an even more severe obstacle in the realisation of
surface codes requiring 2D lattice implementations [Trifunovic et al. 2013]. In such
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architectures, each individual qubit is coupled to multiple neighbouring qubits, and
reading out elements within the centre of the lattice becomes extremely difficult
(illustrated in Fig. 3.5(b)).
3.2.2.1 Dispersive Gate Sensing
One alternate approach to charge-state detection, often used in the context of single-
electron spectroscopy, is based on the dispersive signal from shifts in the quantum capac-
itance when electrons undergo tunnelling. Similar dispersive interactions are now the
basis for readout in a variety of quantum systems including atoms in an optical resonator
[Heinzen & Feld 1987], superconducting qubits [Duty et al. 2005, Roschier et al. 2005,
Wallraff et al. 2005] and nanomechanical devices [LaHaye et al. 2009]. This technique
has several important advantages over charge detection using rf-QPCs. First, unlike a
QPC which generates problematic broadband shot noise [Gustavsson et al. 2007], the
back-action of the resonator is at a well-defined frequency, allowing coupling to nearby
qubits to be more easily suppressed through careful design of the electrical environ-
ment. Secondly, dispersive readout provides a means of distinguishing between singlet
and triplet states at zero detuning where dephasing due to charge noise is minimal
[Schroer et al. 2012a]. The major advantage of this technique in the context of scaling
spin qubit systems however, is that changes in capacitance can be measured using the
metallic gates already in place to define the quantum dot system (see section 3.4). So-
called dispersive gate sensing (DGS) greatly reduces the design overhead for multi-qubit
systems and allows the use of more complex, higher density gate geometries.
Dispersive sensing is realised by coupling a resonant circuit directly to a double
quantum dot (either to a gate or an Ohmic contact, rather than a proximal QPC in
the case of standard rf reflectometry). A small rf signal is applied at the resonance
frequency of the circuit, f0, which modulates the potential seen by the double dot. If
the device is tuned into a region where a degeneracy between two charge states exists,
and the tunnel rate Γ is greater than the resonance frequency, this signal is able to
drive transitions in the electron occupancy of the system. This tunnelling increases the
capacitance C at the end of the resonator by an amount CQ, known as the quantum
capacitance (discussed in detail in Appendix B), which results in a phase shift ∆φ in the
signal response. State readout is then achieved by the fast sampling of the in-phase and
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Figure 3.4: (a) Illustration of the charging energy spectrum for a quantum dot. The
resonant rf voltage Vrf induces tunnelling at the charge degeneracy point (green oscillation)
leading to a dispersive shift that is suppressed for stable charge configurations (orange
oscillation). (b) Energy band diagram as a function of level detuning  for a double
quantum dot containing two electrons. At large detuning the electron number in the left
and right dot is well-defined and denoted (m,n). The quantum capacitance CQ exhibits a
maximum for the singlet state at  = 0 when the polarizability of the double dot is greatest.
Adapted from [Petersson et al. 2010b].
quadrature components of the reflected signal to produce a baseband response, VDGS ,
proportional to the dispersive shift. Recently, this technique has been applied to readout
the charge and spin configurations of double quantum dots in a number of architectures,
using radio frequency resonators connected directly to the source or drain contacts of a
device [Petersson et al. 2010b, Petersson et al. 2012, Schroer et al. 2012a]. In Chapter
3.4 we demonstrate that the metallic gates used to define the electrostatic potential of
a double dot system, can themselves be used as fast and sensitive readout detectors in
the single-electron regime. The use of these dispersive gate sensors lifts a barrier to
qubit readout in large scaled up quantum dot arrays by alleviating the need for many
Ohmic contacts, large on-chip distributed resonators, or proximal charge detectors.
In general the quantum capacitance of a system can be related to its polarizability
via the relation
CQ = − ∂
2E
∂Vg
2 = −(βε)2
∂2E
∂ε2
, (3.1)
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where β ≤ 1 is used to convert between the resonator’s voltage Vg and the detuning
energy  (∆ = −eβ∆Vg), and E is the energy of the qubit. The quantum capacitance
of a system is thus proportional to its band curvature, with a maximum at  = 0, in
contrast to a charge detector, which is sensitive only to the location of charge. For a
single dot biased at the point where the n and n+1 charge states are degenerate (green
in Fig. 3.4), the quantum capacitance is given by
CQ = (e
2
/
4kBTe)(Cg
/
CΣ)
2, (3.2)
where e is the electron charge, kB the Boltzmann constant, Te the electron temperature,
Cg the gate-sensor geometric capacitance and CΣ the total dot capacitance. Near an
intra-dot charge transition (m,n) ↔ (m + 1, n − 1) in a double quantum dot, the
quantum capacitance can be shown to be
CQ = (e
2/2t)(Cg/CΣ)
2, (3.3)
where t is the tunnelling energy of the double dot [Petersson et al. 2010b]. Any change
in CQ results in a shift in the resonance frequency, and hence in the phase of the
reflected signal, by an amount
f ' CQf0
2C
∆φ ' αCQQ
C
, (3.4)
where C is the resonator capacitance, Q is the Q-factor of the resonator, and α a
constant of proportionality that is of order unity at resonance and is related to the
transmission coefficient of the resonator.
Dispersive sensors fail in the regime where Γ < f0 as the double dot is unable
to ‘react’ to modulations in its confining potential and is thus not able to be driven
between charge states. This results in no change in quantum capacitance and hence no
measured phase shift. Experimentally this requirement is not problematic, typical intra-
dot transition rates in the few-electron regime are ∼ GHz with resonator frequencies
in the range 100 MHz to 1 GHz easily accessible. The work in Chapter 5 explores how
dispersive readout techniques can potentially be adapted to allow the readout of multi-
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qubit arrays by demonstrating that the gates, already in place to provide confinement,
can also act as fast and sensitive dispersive sensors in the few-electron regime. Recent
work with silicon nanowires has demonstrated sensitivities on the order of ∼ µe/√Hz
and found fundamental limits of order ∼ ne/√Hz [Gonzalez-Zalba et al. 2014]
3.2.2.2 Frequency Multiplexing
The ability to use in situ gates as dispersive sensors is demonstrated in Chapter 5
and offers the potential to alleviate many of the scalability issues that hinder standard
charge detectors. As ohmic contacts and charge sensing channels are not required,
gate-based readout may allow for the integration of a large number of detectors into
multi-qubit arrays, provided they can be synthesized into a single readout setup. This
can be accomplished through the use of frequency-division multiplexing techniques in
which each sensor is placed within an LC circuit with a different resonant frequency. As
long as these frequencies are well separated (several line-widths) they can be addressed
simultaneously and uniquely (as the frequencies are orthogonal there is no crosstalk).
Figure 3.5 illustrates how this might be implemented using a 10:1 frequency-division
multiplexing chip fabricated using niobium on sapphire. Bias tees comprising spiral
inductors and interdigitated capacitors allow dc voltages to be applied, while spirals of
different sizes form resonant circuits with the stray parasitic capacitance when bonded
to gate electrodes. Chapter 6 describes the realisation of this approach for 3-channel
readout of a double quantum dot which combines both standard rf reflectometry and
dispersive gate sensing techniques.
The scalability of this multiplexed-dispersive readout scheme is not, to first order,
limited by physical size constraints. Feasibly, thousands of readout channels occupy-
ing an area ∼ 1 cm × 1 cm could be fabricated using currently available techniques.
A more pressing issue is the frequency crowding arising from the orthogonality con-
straint imposed on the addressing frequencies in order to prevent crosstalk between
carriers. Assuming a maximum resonant frequency of ∼ 5 GHz and Q-factor of ∼ 50,
this suggests that the total number of independent gate sensors that can be read-out
simultaneously is ∼ 100. Progressing beyond this number might be achieved by relax-
ing the constraint of simultaneous readout of every qubit and using cryogenic switches
to allow interleaving of signals in time.
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3.2.3 Crosstalk
The successful implementation of quantum algorithms on large, multi-qubit, coherent
states will require some method of correcting for imperfect state preparation, gate
failure, and faulty measurements. This has spawned the development of a range
of protocols which allow such errors to be corrected, known as quantum error cor-
rection (QEC) [Shor 1995, Steane 1996, Devitt et al. 2013]. Implementing QEC in
the laboratory is challenging however, as it relies on quantum hardware that per-
forms qubit control and readout with base error thresholds of order 1 part in 105
[Preskill 1998, Knill et al. 1998]. Closing the gap between fault tolerant operation
and present-day performance in spin qubits will require significant advances in ma-
terials, control techniques and architecture improvements. One common source of
errors within a quantum system is the linking of otherwise independent qubits such
that attempts to manipulate or read out one effects the other. This form of cor-
related noise is known as crosstalk and can be particularly problematic for certain
error correction protocols which assume that qubit errors are not spatially correlated
[Clemens et al. 2004, Novais & Baranger 2006]. When crosstalk is unmitigated or un-
compensated it reduces the fidelity of control and readout signals, degrading the ability
to precisely control a qubit’s trajectory around the Bloch sphere [Shulman et al. 2012].
Suppressing crosstalk through the use of established electronic engineering techniques
must be a key consideration in the design of any spin qubit quantum processor if it is
to reach the low hardware error thresholds required for quantum error correction.
3.2.3.1 Multi-Qubit Device Design
Crosstalk typically results from unmitigated electromagnetic coupling between electri-
cal lines and thus becomes increasingly problematic as the number of qubit intercon-
nects is increased or where their density is necessarily high. The latter condition is
unavoidable at the device level where signals must be brought down to the nanometre
scale. While technical improvements in control pulse transmission [Bluhm et al. 2010b]
and dynamically corrected gate operations [Wang et al. 2014] may allow increased co-
herence in the presence of crosstalk, they add an undesirable complexity burden and in
the case of controlling large arrays of qubits, stringent clocking and qubit synchronisa-
tion requirements. Improving multi-qubit device design offers the potential to improve
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Decreased crosstalk
Figure 3.6: Three generations of optical device design. Grounded shielding planes be-
tween signal lines, reduced 2DEG area to limit parasitic coupling, and optimised gate
design allow crosstalk to be reduced by almost 2 orders of magnitude.
the base performance of spin qubits without any operational overhead. Chapter 9 de-
tails work that develops and characterizes novel on-chip interconnect designs which
improve control fidelity and suppress signal crosstalk for devices with the high density
of gate electrodes needed for multi-qubit operation [Blanvillain et al. 2012]. Some of
these design iterations are shown in Fig. 3.6.
3.2.3.2 Printed Circuit Boards
The practical implementation of any quantum processor requires a way to interface the
device itself with the room temperature electronics which enable system state prepa-
ration, readout, and control. In semiconductor architectures, this is typically provided
by a printed circuit board (PCB) which allows the input of dc and high bandwidth
signals that travel along the board and can be connected to a sample using wire bonds
[Medford 2014]. These boards can be used to provide filtering as well as incorporating
other functionality such as bias tees and matching circuits [Reilly et al. 2007]. In the
last ∼ 10 years there has been a rapid growth in the complexity of quantum devices
with commensurate increases in signal interconnect density, fidelity, and bandwidth re-
quirements. Representative examples are shown in Fig. 3.7, detailing the progress from
basic chip carriers with kHz bandwidth and limited numbers of connections, towards
more advanced multi-layer PCBs with GHz bandwidth, lower crosstalk and higher
connection densities. Cryogenic systems have limited available space and these goals
become increasingly at odds with one another as the circuit board functionality and
density grows. Chapter 7 details the next stage of this evolution, with the development
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Figure 3.7: Evolution of signal interconnect solutions over the last few years. Growth in
the density and bandwidth of connections allows for the measurement and control of more
complex quantum systems while reductions in signal crosstalk are becoming increasingly
important in order to improve readout fidelity. The 2007 board shown was developed by
the D. J. Reilly while in the Marcus group at Harvard University and the 2012 board
developed by the Vandersypen group at Delft University of Technology. The 2010 PCB
was an early iteration developed by myself working within the Reilly group at Sydney
University.
of a printed circuit board with an increased density of signal interconnects, making it
suitable for the control of small-scale qubit arrays. In addition, significant decreases in
the level of signal crosstalk are obtained using microwave engineering techniques and
electromagnetic simulation [Chen et al. 2014, Wenner et al. 2011]. While the interfaces
needed to control quantum devices grow in complexity and cost, there is however still
the need to rapidly prototype new devices and optimise aspects of the measurement
setup. Chapter 8 describes a high fidelity, small-footprint interconnect platform devel-
oped for multi-qubit devices which solves these problems through the use of a modular
approach which lifts the burden of duplicating complex interconnect circuits for every
sample.
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The compound semiconductor gallium-arsenide provides an ultra-clean platform
for storing and manipulating quantum information, encoded in the charge or spin states
of electrons confined in nanostructures. The absence of inversion symmetry in the zinc-
blende crystal structure of gallium-arsenide however, results in a strong piezoelectric
interaction between lattice acoustic phonons and qubit states with an electric dipole,
a potential source of decoherence during charge-sensitive operations. Here we report
phonon generation in a gallium-arsenide double quantum dot, configured as a single-
or two-electron charge qubit, and driven by the application of microwaves via surface
gates. In a process that is a microwave analog of the Raman effect, phonon emission
produces population inversion of the two-level system and leads to rapid decoherence
of the qubit when the microwave energy exceeds the level splitting. Comparing data to
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a theoretical model suggests that phonon emission is a sensitive function of the device
geometry1.
1This chapter is adapted from Colless et al. Raman phonon emission in a driven double quantum dot.
Nat. Comm. 5, 3716 (2014).
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4.1 Introduction
Devices based on gallium-arsenide (GaAs) are advantageous for hosting qubits because
the electron’s small effective mass in this material produces a large level-splitting,
the lack of valley degeneracy in the band structure simplifies operation, and the
clean epitaxial interface used to confine electrons leads to inherently low charge noise
[del Alamo 2011, Umansky et al. 2009]. A potential drawback of GaAs and other group
III-V compounds [Nadj-Perge et al. 2010] is the presence of nuclear spins in the host
lattice which can rapidly dephase electron spin-states [Hanson et al. 2007]. Dynamical-
decoupling techniques [Biercuk & Reilly 2011] however, have recently addressed de-
phasing from nuclei, demonstrating [Bluhm et al. 2010b] that spin coherence can be
preserved for times long enough that it is now important to address alternate decoher-
ence mechanisms such as residual charge noise and processes that incoherently couple
electrons to phonons [Fujisawa et al. 1998, Brandes & Kramer 1999], either directly
[Fedichkin & Fedorov 2004], or via the spin orbit interaction [Stano & Fabian 2006,
Khaetskii & Nazarov 2000, Bulaev & Loss 2005]. In this respect, the piezoelec-
tric nature of GaAs, while advantageous for shuttling electrons long distances
[Hermelin et al. 2011, McNeil et al. 2011], also opens a channel for enhanced relaxation
and dephasing, in particular, for qubit states with a charge dipole [Hayashi et al. 2003,
Petta et al. 2005a, Petersson et al. 2010a, Shulman et al. 2012, Granger et al. 2012].
Such phonon generation mechanisms have recently been examined in the con-
text of readout backaction [Granger et al. 2012] and compared with transport mea-
surements of InAs nanowires [C. et al. 2010, Roulleau et al. 2011] and graphene
[Roulleau et al. 2011].
Here we investigate a phonon emission process, distinct from the usual phonon-
mediated spontaneous relaxation (T1-type) that leads to the qubit decaying to the
ground state. This alternate mechanism additionally limits charge coherence in GaAs
and complicates microwave control, even in ideal structures at zero temperature. In
a microwave version of the well known optical technique of Raman spectroscopy, this
mechanism provides a means of detecting the phonon spectral density created by the
unique nanoscale device geometry. Our experimental results are in qualitative agree-
ment with a theoretical model based on a non-Markovian master equation and we sug-
gest approaches to suppress the electron-phonon coupling which could further improve
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coherence times and controllability of these qubit systems.
4.2 Results
4.2.1 Microwave Spectroscopy
Our system is a charge qubit with one or two electrons in a double quantum dot,
controlled by resonant microwaves [Kouwenhoven et al. 1994, Oosterkamp et al. 1998,
Petta et al. 2004] which drive Rabi oscillations of the electron between the ground and
excited states, as shown schematically in Fig. 1(a). In the detuned regime where the
microwave energy exceeds the qubit level splitting (see Fig. 1(b)), we suggest that
this system undergoes driven phonon emission, a process which interrupts coherent
oscillations and leads to population inversion, as predicted theoretically [Dykman 1979,
Stace et al. 2005]. A micrograph of our double quantum dot device is shown in Fig.
1(c), including a proximal rf quantum point contact [Reilly et al. 2007] (rf-QPC) which
is used as a sensor to read out the charge state of the system (see Fig. 1(d) and
§Methods). Gate voltages VL and VR control the detuning ε of energy levels between
the two dots. For ε >> 0 the ground and excited states of the qubit correspond to
localising the electron mostly in the left (1,0) or right (0,1) dot respectively, (this is
reversed for ε << 0). We apply microwaves with an energy close to the qubit splitting
at a certain value of ε, coherently driving between ground and excited states. Under
these conditions the readout signal exhibits sidebands that appear as lines in the charge
stability diagram offset either side from the ε = 0 transition (Fig. 2b)). We measure
the time-averaged probability P of the electron being in the (0,1) charge configuration,
calibrated such that P (0,1) = 1 for ε 0 and P (0,1) = 0 for ε 0.
4.2.2 Population Inversion and Spin Dependent Transitions
Close examination of the microwave sideband lineshape reveals that they are strongly
asymmetric and distinct from the characteristic Lorentzian lineshape expected for a
driven two-level system. This is seen clearly with increasing microwave power in Fig.
2(c), which shows pairs of sidebands corresponding to single- (1γ) and two- (2γ) mi-
crowave photon processes, positioned either side of the (1,0)-(0,1) transition. We note
that the lineshape of all sidebands is strongly broadened, mostly on the side closest
to ε = 0, which we refer to as the blue-detuned side, where the microwave photon
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Figure 4.1: Few-electron double quantum dot under microwave excitation. (a)
Cartoon of the double dot potential showing a single electron wave function coherently
tunnelling between the ground |g〉 and excited state |e〉 under microwave excitation. In
a microwave analog of the Raman effect, photon-stimulated emission of phonons (ripples)
is modulated by the mode spectrum set by the intra-dot spacing, which for our device
∼ 280 nm. (b) Energy-level diagram for the single-electron charge qubit showing the
stimulated phonon emission process (light blue) that leads to asymmetric line shapes and
population inversion. At a later time, spontaneous emission of a phonon (orange) leads
to qubit relaxation. Grey shading depicts virtual states. (c) Micrograph of the double
dot device showing surface gates and ohmic contacts to the electron gas (crossed squares).
Scale bar indicates 300 nm. Microwaves are applied to the plunger (P) or centre (C) gate.
The conductance GQPC of a proximal rf-QPC detects the average charge state of the dot
and modulates the amount of reflected rf power Prf from a resonant tank-circuit, enabling
fast readout (see §Methods for details). (d) Charge stability diagram of the double dot,
detected using the rf-QPC. Labels (n,m) denote the number of electrons in the left and
right quantum dots respectively. The demodulated signal Vrf is proportional to the QPC
conductance and thus the double dot charge configuration. Gate voltages VL and VR are
applied to gates L and R in (c). Red arrows indicate the direction of allowed transitions
under resonant microwave excitation.
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Figure 4.2: Population inversion and asymmetric broadening of microwave
spectra. (a) Avoided crossing of the energy levels for the (0,1)-(1,0) transition under
microwave excitation. Blue arrows indicate allowed microwave transitions. (b) Charge
stability diagram showing microwave sidebands either side of the (0,1)-(1,0) transition.
The slight broadening of the feature near the transition boundaries is due to microwave
excitation to the leads. (c) Readout probability P (0,1) for an electron in the (0,1) state as
a function of detuning  and microwave power, where 0 dB is arbitrarily set to a power that
yields no effect on the data. Microwave frequency f = 31.8 GHz, applied to gate C. One-
and two-photon sidebands (marked 1γ and 2γ) are visible. (d), (e), (f), Slices through (c)
at different microwave powers, as indicated by the vertical dashed lines overlaying (c). (g)
Energy levels of the two-electron system under microwave excitation. Blue and red lines
indicate different rates for microwave driving when the (0,2) singlet S is the ground state,
verse in (1,1) where the triplets T are present. (h) Stability diagram at the (0,2)-(1,1)
transition with microwaves applied. Sidebands are visible in (0,2) but appear strongly
suppressed in (1,1) due to Pauli spin-blockade. (i) Readout probability P (0,2) for an
electron in the (0,2) state as a function of detuning  and microwave power. Microwave
frequency is f = 26.7 GHz, applied to gate P. One- and two-photon sidebands (marked 1γ
and 2γ) are visible in (0,2) but are highly suppressed in the (1,1) regime. With increasing
power these sidebands asymmetrically broaden on the blue-detuned side closest to  = 0.
(j), (k), (l), Slices through (i) at positions indicated by the dashed lines in (i).
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Figure 4.4: Comparison of phononic structure in the theoretical model and ex-
perimental data. (a), (b), (c), Qualitative comparison between our theoretical model
(dashed) and experimental data (solid) for the upper sideband as a function of microwave
power (applied to the C-gate). ε∗ is the dimensionless detuning, normalised by the mi-
crowave drive angular frequency ω0 = 2pi× 32 GHz. (d) Experimental data as a function
of detuning showing the evolution of the step-like feature (on the left side of the sideband
peak) with microwave power. (e) Theoretical results using parameters for GaAs and in-
dependently measured experimental conditions (see §Methods). Colouring emphasises the
sideband amplitude. Note that charge noise, when averaged by the rf-QPC, rounds-out
the sharper features in the experimental data.
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spin-dependent suppression is unchanged for magnetic fields in the range B = 0 – 4 T.
This field dependence is somewhat in contrast to the recent work by Schreiber et al.,
[Schreiber et al. 2011] where spin blockade is lifted with microwave excitation, perhaps
due to the presence of a micro-magnet on the surface of their device.
The asymmetric lineshape of the sidebands and apparent population inversion is
suggestive of the incoherent, Raman-like process described in references [Dykman 1979,
Stace et al. 2005]. In this mechanism, a blue-detuned photon drives the qubit transi-
tion, accompanied by the emission of a phonon which carries away the residual energy.
The energy (and thus wavelength) of this phonon is set by the difference between the
microwave photon and qubit energies (see Fig. 1(b)). Inversion is predicted to occur
if the rate of this photon-excited process exceeds the relaxation rate of the qubit. We
rule out alternate mechanisms to explain P >0.5, such as an inadvertent third-level, by
noting that both sidebands, either side of ε = 0, produce the same amount of popula-
tion inversion. This would imply equal coupling to the third level from both quantum
dots, which is highly unlikely for these few electron devices.
4.2.3 Spectroscopic Signature of the Phononic Environment
In this Raman picture, the probability for phonon emission is weighted by the density of
available modes subject to the boundary conditions of the nanoscale device geometry.
In an effort to uncover this geometric fingerprint in the lineshape, a signature of the
Raman process, we make use of the high bandwidth of the rf-QPC charge detector to
rapidly average over many data sets so that the sidebands can be observed with high
resolution, as shown in Fig. 3(a-d) for a range of microwave powers. Comparing the
averaged data to the Lorentzian lineshape expected for a weakly driven qubit in the
Markovian regime [Barrett & Stace 2006] (solid line), it is evident that the blue-detuned
region of the sideband shows fine, step-like features [Stace et al. 2005] in the excited
state probability P (0,1) as a function of detuning. On the ‘red’ side, the data also
deviates slightly from the Lorentzian form and exhibits additional structure. Based
on a comparison to a detailed theoretical model [Stace et al. 2006], we qualitatively
account for these features as arising from the Raman-like process that occurs when the
driven qubit is strongly coupled to its phononic environment.
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4.2.4 Theoretical Model
Our model describes the driven system with a master equation in which the Rabi fre-
quency is comparable to the decay rate. In order to incorporate Raman processes in
the weak driving limit our model does not make the usual assumption of Markovian
dynamics [Barrett & Stace 2006, Stace et al. 2005]. Taking the Laplace transform of
the von Neumann equation gives a series expansion of the dynamical steady state, de-
pendent on the detuning , the inter-dot tunnelling rate ∆, the electric-dipole Rabi
frequency Ω, the microwave driving frequency ω0, the temperature T , and the spec-
tral density, J(ω) = 2pi
∑
q |gq|2δ(ω − ωq), where gq is the device geometry dependent
electron-phonon coupling amplitude, ωq is the phonon frequency and ω is the transition
frequency. Figure 4 highlights the asymmetric lineshape of the sidebands and allows
for a qualitative comparison between the experimental data and our theoretical model
based on the materials properties of GaAs (see §Methods for details). With the global
scaling of the microwave amplitude the only free parameter in the model, we are unable
to quantitatively account for all of the features in the data, particularly in the presence
of charge noise. Nevertheless, the clear asymmetry and step feature on the blue side of
the sideband can be identified in theory and experiment.
4.3 Discussion
With this model in hand, we can now make the case that the Raman-like process in-
deed accounts for the key features in the data. We rule out photon emission, since
the microwave photon lifetime for a dipole of size ∼ 300 nm is a few milliseconds,
orders of magnitude longer than that for phonon emission [Barrett & Stace 2006] and
improbable on the timescale of our experiment. In addition to the population inver-
sion [Dykman 1979, Stace et al. 2005], the presence of a step-like feature on the blue-
detuned side of the resonance is a further signature of resonantly enhanced phonon
coupling. The energy of the emitted phonon must be given by the difference between
the microwave photon energy and the qubit excited state (in order to conserve energy),
and when the corresponding wavelength of this phonon is commensurate with the inter-
dot separation, the electron-phonon coupling rate is enhanced. The observed spacing
of the step-like feature in our data indicates an interdot spacing of 280 nm, which is
consistent with the geometry of the surface gates shown in Fig. 1(c), (see eq. 1 and
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discussion in §Methods). Further evidence for the phononic mechanism is given by the
apparent shoulder on the red-side of the sideband, which is expected from a renormali-
sation of the qubit detuning and Rabi frequency when the bare electron interacts with
the crystal lattice.
There are further simplifications in our model that likely account for discrepancies
with respect to the position and amplitude of some of the experimental features (in
addition to the charge noise mechanism discussed above). These include the anisotropy
of the piezoelectric coupling, which we have neglected in our calculations. Further, we
have not considered the presence of the surface which modifies the phononic spectral
density. For the present device, where the double dots are located 110 nm below the
surface, constructive interference between the double-dot dipole and its image charge
couple the electrons to Rayleigh surface acoustic waves.
We note that the ability to control the crystallographic orientation of the double
dot and its depth from the surface offers a means of suppressing electron-phonon cou-
pling, an advantage of heterostructure devices. Future approaches to suppressing the
influence of the phononic environment may include patterning the surface or shaping
the gate electrodes to induce phononic band gaps [Alegre et al. 2011] that extend qubit
coherence in these systems.
4.4 Methods
4.4.1 Device and Experimental Setup
The double dot is defined electrostatically, 110 nm below the surface of a
GaAs/Al0.3Ga0.7As heterostructure grown using molecular beam epitaxy (electron den-
sity 2.4 × 10 15 m −2, mobility 44 m 2/Vs at 20 K). All data is taken at the base electron
temperature of a dilution refrigerator, Te ∼ 100 mK, with the sample mounted on a
custom high frequency printed circuit board (PCB) [Colless & Reilly 2012]. Microwave
excitation is produced using a room temperature vector source (Agilent 8267D) and
fed to the device PCB via coaxial cables that include cryogenic attenuators.
Readout is performed using an rf quantum point contact (rf-QPC), proximal to
the double dot. An impedance matching tank circuit operating at a frequency of ∼ 500
MHz transforms the high QPC resistance towards the 50 Ω characteristic impedance
of a transmission line enabling the QPC to modulate the amount of reflected rf power.
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The change in reflected rf power is amplified using cryogenic and room temperature
amplifiers and demodulated using standard quadrature mixing techniques to yield a
baseband signal Vrf proportional to the QPC conductance. For high resolution data
(Figure 3 and 4) a high bandwidth digital storage scope is used to perform a large
number of trace averages.
4.4.2 Theoretical Model
To compare our theoretical model to the experimental data, we normalise each quantity
with respect to the microwave driving frequency, e.g., ω∗ = ω/ω0, where the ∗ indicates
dimensionless parameters. In this form we can write:
J∗(ω∗) = piP∗ω∗
1− sinc(d∗ω∗)
1 + (ω∗/ω∗c )2
, (4.1)
where d∗ = dω0/cs, with d the inter-dot separation and cs is the transverse speed of
sound. P∗ = (~P )2/(4pi2~µ c3s) where ~P is the piezoelectric electron-phonon coupling
strength, µ is the mass density, and ωc ≈ 2pics/a is a high-frequency cut-off determined
by the exponential decay length of the localised electronic wavefunction, a. For GaAs,
cs = 3000 ms
−1, ~P = 1.45 eVnm−1 and µ = 5300 kg m−3, so P ∗ = 0.09. For the
driving frequency ω0 = 2pi×32 GHz pertinent to Fig. 4, we find d∗ ∼ 20. The tunnelling
rate ∆∗ = 0.15, and temperature T ∗ = kBT/ω0 = 0.12 are obtained independently from
experimental data. We choose ω∗c = 2, consistent with a ∼ 50 nm.
The spectral density in eq (1) exhibits plateaus at ωphonon/cs ∼ (3/2 + 2n)pi/d,
that is, when the Raman phonon wavelength is commensurate with the interdot spac-
ing. This results in the step-like features in P (0,1) when the detuning matches ωphonon.
The first step in P (0,1) occurs at a detuning of 2pi×8 GHz ∼ ωphonon = (3/2)pics/d
[and taking cs = 3000ms
−1], we find d ∼ 280 - 300 nm, consistent with the geometry
of the surface gates.
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5Dispersive Readout of a
Few-Electron Double Quantum
Dot with Fast rf-Gate Sensors
J. I. Colless1, A. C. Mahoney1, J. M. Hornibrook1, A. C. Doherty1, D. J. Reilly1, H.
Lu2 and A. C. Gossard2
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We report the dispersive charge-state readout of a double quantum dot in the few-
electron regime using the in situ gate electrodes as sensitive detectors. We benchmark
this gate-sensing technique against the well established quantum point contact (QPC)
charge detector and find comparable performance with a bandwidth of∼ 10 MHz and an
equivalent charge sensitivity of ∼ 6.3 × 10−3 e/√Hz. Dispersive gate-sensing alleviates
the burden of separate charge detectors for quantum dot systems and promises to enable
readout of qubits in scaled-up arrays1.
1This chapter is adapted from Colless et al. Dispersive readout of a few-electron double quantum dot
with fast rf gate sensors. Phys. Rev. Lett. 110, 046805 (2013).
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5.1 Introduction
Non-invasive charge detection has emerged as an important tool for uncovering new
physics in nanoscale devices at the single-electron level and allows readout of spin
qubits in a variety of material systems [Field et al. 1993, Sprinzak et al. 2002]. For
quantum dots defined electrostatically by the selective depletion of a two dimensional
electron gas (2DEG), the conductance of a proximal quantum point contact (QPC)
[Elzerman et al. 2004, DiCarlo et al. 2004, Petta et al. 2005a, Amasha et al. 2008,
Maune et al. 2012] or single electron transistor (SET) [Lu et al. 2003, Yuan et al. 2011]
can be used to detect the charge configuration in a regime where direct transport is
not possible. This method can, in principle, reach quantum mechanical limits for sen-
sitivity [Devoret & Schoelkopf 2000] and has enabled the detection of single electron
spin-states [Elzerman et al. 2004, Amasha et al. 2008, Barthel et al. 2009] with a 98%
readout fidelity in a single-shot [Shulman et al. 2012]
An alternate approach to charge-state detection, long used in the context of single
electron spectroscopy [Ashoori et al. 1992], is based on the dispersive signal from shifts
in the quantum capacitance [Ilani et al. 2006, Ota et al. 2010] when electrons undergo
tunnelling. Similar dispersive interactions are now the basis for readout in a variety of
quantum systems including atoms in an optical resonator [Heinzen & Feld 1987], su-
perconducting qubits [Duty et al. 2005, Roschier et al. 2005, Wallraff et al. 2005] and
nanomechanical devices [LaHaye et al. 2009].
In this Letter we report dispersive readout of quantum dot devices using the stan-
dard, in situ gate electrodes coupled to lumped-element resonators as high-bandwidth,
sensitive charge-transition sensors. We demonstrate the sensitivity of this gate-sensor
in the few-electron regime, where these devices are commonly operated as charge or spin
qubits [Hanson et al. 2007] and benchmark its performance against the well established
QPC charge sensor. We find that because the quantum capacitance is sufficiently large
in these devices, gate-sensors have similar sensitivity to QPC sensors. In addition, we
show that gate-sensors can operate at elevated temperatures in comparison to QPCs.
Previous investigations, in the context of circuit quantum electrodynamics (c-
QED), have engineered a dispersive interaction between many-electron dots and su-
perconducting coplanar wave guide resonators [Frey et al. 2012a, Toida et al. 2013,
Frey et al. 2012b, Schroer et al. 2012a, Delbecq et al. 2011]. Recently, the charge and
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spin configuration of double quantum dots has also been detected by dispersive
changes in a radio frequency resonator coupled directly to the source or drain con-
tacts of the device [Petersson et al. 2010b, Chorley et al. 2012, Schroer et al. 2012a,
Schroer et al. 2012b]. The present work advances these previous studies by demon-
strating that the gates, already in place to define the quantum dot system, can also act
as fast and sensitive readout detectors in the single-electron regime. This is a surprising
result, given the small capacitive coupling between the gate and dot, but lifts a barrier
to qubit readout in large scaled-up quantum dot arrays by alleviating the need for many
ohmic contacts, large on-chip distributed resonators, or proximal charge detectors.
5.2 Dispersive Readout Setup
Our gate-sensor, shown in Fig. 1(a), comprises an off-chip superconducting Nb on
Al2O3 spiral inductor (L ∼ 210 nH) in resonance with the distributed parasitic capac-
itance (Cp ∼ 0.23 pF) that includes a TiAu gate electrode used to define the quantum
dots (resonance frequency f0 = 1/2pi
√
LCp = 704 MHz, Q-factor ∼ 70). As the sen-
sitivity of the resonator is improved by minimizing this parasitic capacitance, we deep
etch the sapphire substrate between windings of the Nb inductor (lowering the di-
electric constant) and make use of short bond wires between the inductor and GaAs
chip1. The dots are 110 nm below the surface of a GaAs/Al0.3Ga0.7As heterostructure
(electron density 2.4 × 1015 m−2, mobility 44 m2/V s at 20 Kelvin) that is mounted
on a high-frequency circuit board [Colless & Reilly 2012] at the mixing chamber of a
dilution refrigerator with base temperature T ∼ 20 mK. The electron temperature Te,
determined by Coulomb blockade (CB) thermometry, is below 100 mK. The amplitude
and phase response of the resonator is measured, following cryogenic amplification,
using a vector network analyzer, as shown in Fig. 1(b).
Dispersive gate-sensors (DGS) detect charge-transitions (rather than abso-
lute charge) by sensing small changes in the polarizability or quantum admittance
[Frey et al. 2012b] when an electron tunnels in response to the alternating rf gate volt-
age. Tunnelling modifies the resonator capacitance beyond the geometric contribution
(at the position of green symbol in Fig. 1(c)) compared to the regime where tunnelling
1Using EM simulation software (Ansoft HFSS) we determine the inductor contributes 0.14 pF to the
total parasitic capacitance Cp ∼ 0.23 pF.
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is suppressed (orange symbol in Fig. 1(c)). Changes in the quantum capacitance alter
the resonator frequency, which in turn leads to a shift in the phase and magnitude of
the reflected rf carrier. This response of the resonator ∆φ is detected by fast sampling
of the in-phase and quadrature components of the reflected rf to produce a baseband
signal, VDGS , proportional to the dispersive shift [Reilly et al. 2007].
Our device integrates a QPC charge sensor together with the DGS and allows
simultaneous readout of the quantum dot system using both detectors. A comparison of
the relative sensitivity of the QPC and DGS is shown in Fig. 2(a-d) where the response
of each detector is measured as a function of the gate voltages VgL and VgR used to
define a large, single quantum dot in the Coulomb blockade regime. The dispersive
signal VDGS from the gate resonator is shown in Fig. 2(a,c), with Fig. 2(b,d) showing
the derivative of the conductance G of the QPC with respect to VgL.
5.3 Sensitivity and Bandwidth
The sensitivity of both sensors is quantified by applying a small modulation voltage
to a nearby gate, inducing periodic variation in conductance of the QPC or disper-
sive response of the DGS1. We calibrate the detector signal dG or dVDGS due to this
modulation by comparing its amplitude to the signal response from a single electron
transition. A measurement of the signal-to-noise ratio (SNR) in a given bandwidth
yields the detector sensitivity. For the QPC we measure a typical charge sensitivity at
36 Hz of ∼ 3 × 10−3 e/√Hz, corresponding to an integration time τint of 9 µs required
to resolve a change of a single electron charge on the dot. The DGS method yields a
τint = 39 µs to resolve a single electron transition (equivalent to 6.3 ∼ × 10−3 e/
√
Hz).
The sensitivity of the DGS compares favourably to ref. [Petersson et al. 2010b], where
a τint of 4 ms is required to resolve a single electron charge using a resonator con-
nected to a lead via an ohmic contact. In comparison to the rf-QPC (τint ∼ 0.5 µs
[Reilly et al. 2007]) and rf-SET (τint ∼ 100 ns [Barthel et al. 2010b]) however, there is
considerable room for improving the sensitivity of the DGS, for instance, by further
decreasing the parasitic capacitance.
To determine the bandwidth of the dispersive gate-sensor the SNR of its response
1A modulation in the dispersive response by a nearby gate can be understood as the variation in
capacitance with depletion of electrons surrounding the DGS.
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is measured with increasing frequency of the small modulation voltage applied to a
nearby gate (Fig. 2(e)). This method gives a detection bandwidth of ∼ 10 MHz,
limited by the Q-factor of the resonator, and consistent with the dependence of SNR
with carrier frequency, as in Fig. 2(f). We further characterize the DGS by measuring
how the height and width of the electron transition signal (see Fig. 2(c)) depends on
applied resonator power, as shown in Fig. 2(g). Optimal SNR is achieved for a power
at the resonator of ∼ -80 dBm, corresponding to a gate voltage of ∼ 1 mV. Finally,
we extract the relative geometric capacitive coupling between the sensor-gate and the
quantum dot. The charging energy of the dot Ec = e
2/2CΣ, can be measured by using
the DGS to sense Coulomb diamonds as a function of source-drain voltage across the
dot Ec = eVsd, as shown in Fig. 2(h) (where e is the electron charge and CΣ is the
total dot capacitance). By measuring the period of CB oscillations we estimate that
the gate-sensor geometric capacitance Cg ∼ 10 aF contributes ∼ 5 percent of CΣ.
For a single quantum dot biased at the point where electron n and n + 1
are degenerate, the quantum capacitance is given by CQ = (e
2/4kBTe)(Cg/CΣ)
2
[Chorley et al. 2012, Gabelli et al. 2006], when the dot tunnel-rate is much larger than
the resonator frequency (kB is the Boltzmann constant). This quantum capacitance
shifts the resonance frequency by an amount ∆f ' CQf0/2Cp, (Cp is the resonator
parasitic capacitance). This frequency shift results in an observed phase response
∆φ ' αCQQ/Cp, (Q is the Q-factor of the resonator). The constant of proportionality
α is of order unity at resonance and is related to the transmission coefficient of the
resonator. For Te ∼ 100 mK and Cg/CΣ ' 0.05 this formula gives CQ ' 9 aF which is
broadly consistent with our observed phase shifts of ∆φ × 180/pi ' 0.2 degrees.
5.4 Few-electron Regime
Having quantified the sensitivity of the gate-sensor, we now configure a double dot and
show that this gate readout method can operate in the few-electron regime, where these
devices are commonly operated as qubits. The double dot charge-stability diagram is
detected using the dispersive gate-sensor as shown in Fig. 3(a), where regions of stable
electron number are labelled (n,m), corresponding to the number of electrons in the
left and right dots. We confirm that the double dot is indeed in the few electron regime
by also detecting the charge configuration using the proximal QPC charge sensor, as
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Figure 5.2: Bandwidth and sensitivity of a dispersive sensor compared to stan-
dard DC readout. (a) Dispersive signal from the gate-sensor showing transi-
tions in electron number for a large single quantum dot. Green and orange
symbols correspond to positions of symbols in Fig. 1(c). (b) Derivative of the
QPC conductance signal with gate voltage VgL in a region of gate-space similar
to (a). The slight shift in gate voltage and period of the oscillations in com-
parison to (a) is due to the presence of the QPC gate bias. (c) Phase response
of the gate-sensor showing peaks corresponding to single electron transitions.
(d) Vertical slice through the conductance signal in (b), at VgR = -723 mV. (e)
SNR of the gate-sensor as a function of the modulation frequency of a signal
applied to a nearby gate. (f) SNR for the gate-sensor as a function of carrier
frequency. (g) Width and height of the DGS response signal with power ap-
plied to the resonator (before ∼ 44 dB of attenuation). (h) Coulomb charging
diamonds for the quantum dot, measured using the gate-sensor in a regime
where direct transport is not possible. Colour scale is the derivative of the
dispersive signal. Labels indicate number of electrons.
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shown in Fig. 3(b).
Charge sensing using QPCs or SETs requires that the sensor be kept at a value
of conductance where sensitivity is maximized. This is typically achieved by applying
additional compensating voltages to gates when acquiring a charge-stability diagram.
It is worth noting that gate-sensors do not require such offset charge compensation or
gate voltage control. Of further practical use, we find that DGSs are robust detectors at
elevated temperatures, in contrast to QPC charge sensors which suffer from a thermally
broadened conductance profile and suppressed sensitivity with increasing temperature.
The single-electron response of both QPC and DGS can be compared in Fig. 3(c) for
T ∼ 20 mK and T ∼ 1100 mK.
The gate-sensor can be made to detect both intra- and inter-double dot tunnelling
transitions, as shown in Fig. 3(d) which depicts a close-up region of the charging
diagram. A line-profile of the transitions (Fig. 3(e)) indicates that the DGS is most
sensitive to electron transitions from the right reservoir, due to its position, but is
capable of distinguishing all transitions. Near an intra-dot transition, the quantum
capacitance for the double dot can be shown to be CddQ = (e
2/2t)(Cg/CΣ)
2 where t is
the tunnel coupling energy of the double dot [Petersson et al. 2010b]. As for the single
dot above, the phase shift (in radians) is ∆φ ' αCddQ Q/Cp. The measured phase shift
∆φ ' 0.1 degrees for the intra-dot transition is near half the shift for transitions to the
leads, consistent with a tunnelling coupling t/h ' 8 GHz.
Increasing the tunnel barriers between the double dot and the reservoirs sup-
presses the gate sensing signal when the tunnel rate drops substantially below the
detector resonance frequency (f0 ∼ 704 MHz). This regime is reached in Fig. 3(f),
where transitions to the reservoirs are suppressed, but intra-dot transitions remain vis-
ible as these occur at a tunnel frequency above f0. The observation of the intra-dot
transition in the few-electron regime is important since it is this signal that forms the
basis of spin qubit readout in these devices [Petersson et al. 2010b, Schroer et al. 2012a,
Hanson et al. 2007]. Of further note, in contrast to QPC or SET detectors that exhibit
a broadband back-action spectrum [Gustavsson et al. 2008], gate-sensors act-back on
the qubit at a single, adjustable frequency.
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5.5 Discussion
The demonstration that in situ surface gates also serve as readout detectors with
comparable sensitivity to QPCs is perhaps unexpected, given that the geometric gate-
to-dot capacitance is only ∼ 5 percent of the total capacitance. Readout using gate-
sensors, however, makes use of the quantum capacitance which as we have shown,
can be of the same order as the geometric contribution (Cg ' CQ). Gate-based
readout then, has potential to address the significant challenge of integrating many
QPC or SET detectors into large arrays of quantum dots, for instance, in the scale-
up of spin qubit devices. The use of wavelength division multiplexing techniques
[Stevenson et al. 2002, Buehler et al. 2005] would further allow each gate in an ar-
ray to be independently and simultaneously read out at a unique frequency. Such
an approach will also likely apply to systems without source-drain reservoirs alto-
gether, such as donor qubits [Morello et al. 2010], or in the readout of Majorana devices
[Mourik et al. 2012].
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6Frequency Multiplexing for
Readout of Spin Qubits
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We demonstrate a low loss, chip-level frequency multiplexing scheme for readout
of scaled-up spin qubit devices. By integrating separate bias tees and resonator circuits
on-chip for each readout channel, we realise dispersive gate-sensing in combination with
charge detection based on two radio frequency quantum point contacts (rf-QPCs). We
apply this approach to perform multiplexed readout of a double quantum dot in the
few-electron regime, and further demonstrate operation of a 10-channel multiplexing
device. Limitations for scaling spin qubit readout to large numbers of multiplexed
channels is discussed1.
1This chapter is adapted from Hornibrook et al. Frequency multiplexing for readout of spin qubits.
Appl. Phys. Lett. 104, 103108 (2014).
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6.1 Introduction
Scaling-up quantum systems to the extent needed for fault-tolerant operation intro-
duces new challenges not apparent in the operation of single or few-qubit devices. Spin
qubits based on gate-defined quantum dots [Hanson et al. 2007] are, in principle, scal-
able, firstly because of their small (sub-micron) footprint, and secondly, since spins are
largely immune to electrical disturbance, they exhibit low crosstalk when densely inte-
grated [Devoret & Schoelkopf 2013]. At the few-qubit level, readout of spin-states is via
quantum point contact (QPC) or single electron transistor (SET) charge sensors, prox-
imal to each quantum dot [DiCarlo et al. 2004, Lu et al. 2003, Elzerman et al. 2004,
Reilly et al. 2007, Amasha et al. 2008, Barthel et al. 2009]. These readout sensors how-
ever, pose a significant challenge to scale-up, in that they require separate surface gates
and large contact leads, crowding the device and tightly constraining the on-chip ar-
chitecture.
The recently developed technique of dispersive gate-sensing (DGS) overcomes
this scaling limitation by making use of the gates, already in place to define the quan-
tum dots, as additional charge sensors [Colless et al. 2013]. The gates act as readout
detectors by sensing small changes in the quantum capacitance associated with the
spin-dependent tunnelling of single electrons. In turn, shifts in capacitance are mea-
sured by the response of a radio-frequency (rf) LC resonator that includes the gate. In
principle, all of the quantum dot gates used for electron confinement can also be used as
dispersive sensors, simultaneously collecting more of the readout signal that is spread
over the total device capacitance and thus increasing the signal to noise ratio. Enabling
all-gate readout, as well as multichannel rf-QPC or rf-SET charge sensing, requires the
development of multiplexing schemes that scale to large numbers of readout sensors
and qubits.
Here we report an on-chip approach to frequency multiplexing for the simulta-
neous readout of scaled-up spin qubit devices. We demonstrate 3-channel readout of
a few-electron double quantum dot, combining two rf-QPCs and a dispersive gate-
sensor as well as the operation of a 10-channel planar multiplexing (MUX) circuit.
Similar approaches to frequency multiplexing have been demonstrated for distributed
resonators in the context of kinetic inductance detectors [Day et al. 2003], supercon-
ducting qubits [Chen et al. 2012, Jerger et al. 2012] and rf-SETs [Stevenson et al. 2002,
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Buehler et al. 2005, Biercuk et al. 2006]. The present work advances previous demon-
strations by lithographically integrating the feed-lines, bias tees, and resonators, which
are fabricated on a sapphire chip using low-loss superconducting niobium. By putting
these components on-chip, the size of the entire MUX circuit is reduced far below the
wavelength of the rf signals, suppressing impedance mismatches from the unintentional
formation of stub-networks that otherwise occur in macro-scale multi-channel feed lines.
Finally, we briefly discuss the ultimate limitations to scaling frequency multiplexing for
spin qubit readout.
6.2 Multiplexed Experimental Setup
Our readout scheme (Fig. 1(a)) comprises a multiplexing chip fabricated from a single
layer of superconducting niobium film (150 nm, Jc = 15 MAcm
−2, Tc = 8.4 K) on a
sapphire substrate (r-cut, 3 mm × 5 mm × 0.5 mm) using optical photo-lithography
and argon ion beam milling. The niobium remains superconducting at the moderate
magnetic fields needed to operate spin qubits. Each inductor Li in resonance with the
parasitic capacitance Cp defines a unique frequency channel fi = 1/(2pi
√
LiCp) for ad-
dressing each readout detector. This multiplexing chip is mounted proximal to the spin
qubit chip, consisting of a GaAs/Al0.3Ga0.7As heterostructure with two dimensional
electron gas (2DEG) 110 nm below the surface (carrier density 2.4 × 1015 m−2, mobil-
ity 44 m2/V s). Ti/Au surface gates define the quantum dots and readout sensors. Bond
wires connect the inductors Li on the multiplex chip to rf-QPCs via an ohmic contact
[Reilly et al. 2007] or directly to the gates for the DGS readout [Colless et al. 2013].
The labels (i) - (iii) in Fig. 1 (b) are used to identify frequency channels for the
separate readout detectors. Each resonant circuit contains an integrated bias tee for
independent dc voltage biasing. Both the multiplexing chip and qubit chip are housed
together in a custom printed circuit board platform [Colless & Reilly 2012] mounted at
the mixing chamber stage of a dilution refrigerator with base temperature 20 mK.
The on-chip bias tees are constructed using interdigitated capacitors (Fig. 1(d))
with critical dimension 3 µm and have size-dependent values between 3 pF and 5
pF, with lower frequency channels requiring a larger capacitance for similar insertion
loss. To further increase the coupling capacitance we spin-coat the interdigitated sec-
tions with photoresist (AZ6612,  ≈ 4) to yield a larger dielectric constant than free
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Figure 6.1: 3-Channel frequency multiplexing scheme. (a) Three channel frequency
multiplexing scheme for spin qubit readout. The individual LC resonator circuits comprise
a matching inductor Li, parasitic capacitance Cp and a bias tee for independent biasing of
each gate sensor. (b) Micrograph of the GaAs double dot device. Individual channels of
the multiplexing chip are connected via bondwires to either a gate sensor (labelled (ii)) or
an ohmic contact on one side of a QPC (labelled (i), (iii)). (c) Optical micrograph of the
multiplexing chip which is patterned using niobium on a sapphire substrate, comprising
interdigitated capacitors (d) and spiral inductors (e). (f), (g) Microwave transmission
through bias tee components - measurement via a vector network analyser (VNA) and 3D
numerical simulation.
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space. The inductors (red, Fig. 1(e)), used in both the resonant circuit and bias tees,
are spiral shaped with critical dimension 3 µm. The measured inductances (170, 250
and 400 nH) are in agreement with analytical calculations based on their geometry
[Mohan et al. 1999]. The self-resonance frequency of all the inductors is increased by
over-etching the sapphire dielectric between adjacent turns, decreasing the effective di-
electric constant and reducing the capacitance. Measurements of the transmitted power
for the individual planar components are shown in Fig. 1(f,g) (blue, red trace) and yield
agreement with numerics based on a 3D electromagnetic field simulation (black trace)1.
The multiplexing scheme is implemented using a 3-channel chip to read out the
state of a double quantum dot. The frequency response of the chip strongly depends
on the state of the readout detectors, as shown in Fig. 2(a). In the absence of gate bias
(black trace), the QPCs are far from pinch-off and the corresponding resonances are not
apparent since the impedance of the LCR network is well away from the characteristic
impedance of the feedline (Z0 ∼ 50 Ω). The resonances are formed (red trace) with
the application of negative gate bias, depleting the electron gas and increasing the
resistance of the QPC to bring the combined LCR network towards a matched load.
Larger gate bias subsequently pinches-off the rf-QPC, further modulating the amount of
reflected rf power at the resonance frequency. The response of the gate-sensor with bias
is significantly different to that of the rf-QPC. For the gate-sensor, depleting the 2DEG
beneath the gate also increases its resonance frequency, as shown in Fig. 2(c). This
frequency dependence arises from the change in parasitic capacitance as the electron
gas is depleted. With the gate voltages typically needed for defining quantum dots,
the parasitic capacitance Cp is of the order of 0.3 pF. Electromagnetic field simulation
suggests contributions to Cp are roughly equal between 2DEG, bondwires and adjacent
turns of the planar inductors. Given the large separation in resonance frequencies,
crosstalk is negligible in this 3-channel implementation.
6.3 Single-electron Readout
We now demonstrate charge sensing measurements of a double quantum dot in the
few-electron regime using this MUX configuration. The three independent readout
channels (i, ii, iii) are separately addressable by selecting the rf carrier to match the
1EM simulation software HFSS Ansoft Corp. and Q3D extractor.
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Figure 6.2: Frequency response of MUX circuit. (a) Frequency response of MUX
circuit separating left rf-QPCs (i), dispersive gate sensor (ii), and right rf-QPC (iii) into
separate frequency channels. With negative voltage applied to the gates, the frequency re-
sponse (shown in red) exhibits resonances as the impedance of the readout sensors approach
the characteristic impedance of the feedline. (b) and (d) show the frequency response of
the left and right rf-QPCs as the gate voltage modulates the conductance. (c) shows the
frequency response of the dispersive gate sensor with gate bias. Note the significant shift
in resonance frequency as the gate capacitance is reduced by depleting the electron gas
beneath.
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Figure 6.3: Multiplexed readout of double quantum dot in the few-electron
regime. Multiplexed readout of double quantum dot in the few-electron regime. The
derivative of Vrf with respect to VL, in arbitrary units, is shown as a function of the
voltages on the left and right gates, VL and VR. Charge stability diagrams (a), (b), (c)
correspond respectively to readout using the separate channels (i), (ii) and (iii) as indicated
in Fig. 2. Electron occupancy in the left and right dots is indicated by the labels (m,n).
Note that when biasing the left and right QPC gates (needed for (a) and (c)) a different
gate bias VL and VR is required for the same electron number.
respective resonance frequency. We note that direct digital synthesis can be used to
create a single waveform that contains all of the separate carrier frequency components
for each channel. The rf signal reflected from the MUX chip is first amplified at
cryogenic temperatures before demodulation by mixing the generated and reflected
rf tones. Low-pass filtering removes the sum component and, after further baseband
amplification, yields a voltage Vrf proportional to the response of the resonance circuit
[Reilly et al. 2007]. Alternatively, high bandwidth analog to digital conversion can
dispense with the need for separate mixers for each channel by directly acquiring the
reflected waveform and performing demodulation in software.
Readout via the QPCs (i and iii) exhibits a typical charge stability diagram in
the few-electron regime as a function of gate bias VL and VR as shown in Fig. 3(a,c).
The label (m,n) denotes the number of electrons in the left and right quantum dot
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integrates a bias tee, needed for independent biasing of the gate sensors. Operation of
the 10-channel chip is tested at 4.2 K using a series of high electron mobility transistors
(HEMTs) fabricated from a GaAs/Al0.3Ga0.7As heterostructure and connected to the
MUX chip via bondwires. These HEMTs, shown in Fig. 4(c), act as independent vari-
able resistors and mimic the response of 10 different QPCs for the purpose of testing
the MUX scheme. With each HEMT connected to its corresponding resonator, the
frequency response of the chip is shown in Fig. 4(b), firstly with all HEMTs in the high
resistance state (black trace). Selectivity of each frequency channel is demonstrated by
alternatively biasing even-numbered (red trace) and then odd-numbered (blue trace)
HEMTs. The exact resonance frequency is set by the contribution to the parasitic ca-
pacitance from the HEMT, which depends on the extent to which it is depleted. In this
demonstration we have not carefully adjusted the resistance of the HEMTs to optimize
the Q-factor of each resonator.
Frequency multiplexing allows simultaneous readout but requires separate res-
onator and bias circuits for each readout channel. Although the size of our demonstra-
tion devices are large, the use of alternate fabrication methods will likely alleviate any
road-block to scaling based on footprint. For instance, the use of multilayer processing
for the capacitors Cbias can shrink their footprint to ∼ 15 µm × 15 µm for similar
capacitance. The space occupied by the bias tee inductors Lbias can be suppressed by
using resistors instead of inductors to achieve high impedance. Reducing the critical
dimension of the resonator inductors to ∼ 100 nm results in a 55 µm × 55 µm foot-
print for the largest (400 nH) inductor used here. Taken together, and assuming these
superconducting circuits are fabricated on the same GaAs chip as the qubits, these di-
mensions suggest that thousands of readout channels are feasible in a moderately sized
1 cm × 1 cm area.
A more serious challenge is frequency crowding arising from the limited band-
width available using planar lumped element inductors. For a maximum resonance
frequency of ∼ 5 GHz and given the need to separate channels by several linewidths to
suppress crosstalk, the total number of independent gate sensors that can be read out
simultaneously is ∼ 100. Beyond this number several approaches are possible. These
include a brute force method, duplicating the reflectometry circuit, including cryo-
genic amplifiers for every bank of 100 channels. Alternatively, the available bandwidth
can be extended by making use of distributed resonators [Zmuidzinas 2012], but these
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typically have larger footprints. Finally, if the constraint of simultaneous readout is re-
laxed, time domain multiplexing via cryogenic switching elements would allow readout
of banks of frequency multiplexed channels to be interleaved in time. Whether qubit
readout via such a time sequenced scheme is possible is likely dependent on the details
of the particular quantum algorithm being implemented.
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7Cryogenic High-Frequency
Readout and Control Platform
for Spin Qubits
J. I. Colless and D. J. Reilly
ARC Centre of Excellence for Engineered Quantum Systems, School of Physics, The
University of Sydney, Sydney, NSW 2006, Australia
We have developed a cryogenic platform for the control and readout of spin
qubits that comprises a high density of dc and radio frequency sample interconnects
based on a set of coupled printed circuit boards. The modular setup incorporates 24
filtered dc lines, 14 control and readout lines with bandwidth from dc to above 6 GHz,
and 2 microwave connections for excitation to 40 GHz. We report the performance
of this platform, including signal integrity and crosstalk measurements and discuss
design criteria for constructing sample interconnect technology needed for multi-qubit
devices1.
1This chapter is adapted from J. I. Colless and D. J. Reilly, Cryogenic high-frequency readout and
control platform for spin qubits. Rev. Sci. Instrum. 83, 023902 (2012).
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7.1 Introduction
Nanoscale circuits that enable coherent manipulation and readout of single electron
spin-states are of interest as platforms for constructing quantum information technol-
ogy [Loss & DiVincenzo 1998, Kane 1998, Hanson et al. 2007]. These qubit devices
are operated at cryogenic temperatures by controlling electron energy levels using
nanosecond voltage pulses applied to metal electrodes on the surface of a semiconduc-
tor heterostructure [Petta et al. 2005a, Koppens et al. 2006]. At present an evolution
is underway, from single-qubit architectures that have demonstrated state preparation,
arbitrary superposition [Petta et al. 2005a, Koppens et al. 2006, Nowack et al. 2007,
Foletti et al. 2009], and single-shot readout [Elzerman et al. 2004, Amasha et al. 2008,
Barthel et al. 2009, Morello et al. 2010], to multi-qubit devices needed to quantify en-
tanglement and perform computation via the parallel operation of several quantum
gates [van Weperen et al. 2011, Brunner et al. 2011, Nowack et al. 2011]. Scaling from
single to few qubits, in addition to the major scientific challenges, also requires tech-
nical advances such as the development of new hardware and methods for enhancing
readout, control, and noise mitigation in multi-qubit cryogenic setups.
Crosstalk between control signals presents a challenge for scale-up of spin qubit
devices, increasing error rates for single qubits and opening new channels for decoher-
ence in multi-qubit architectures. In particular, the broadband nature of control wave-
forms, which are typically large-amplitude rectangular ‘dc’ pulses with sub-nanosecond
rise-times, resemble a mixed-signal environment in which digital logic circuits can in-
terfere with sensitive analog systems [Su et al. 1993]. Maintaining a high degree of
readout and control signal fidelity under these conditions is necessary if spin-qubit ar-
chitectures are to reach the low hardware error thresholds required for quantum error
correction [Preskill 1998].
Many of these technical challenges are not unique to quantum devices and are
common place in the context of commercial monolithic microwave integrated circuit
(MMIC) implementation and packaging. In contrast however, interconnect solutions
for spin-qubit device development require cryogenic and high magnetic field operation
together with a flexibility that allows for the many iterations of a design, fabrication,
and measurement cycle. For instance, interconnects are required to accommodate the
regular changing of sample chips of different size and bonding configuration. Quan-
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tum coherent circuits are also different to typical MMIC architectures in that they
can be sensitive to very broadband noise and interference (hertz to terahertz) which
increases the device electron temperature and, when strong enough, can artificially
drive transitions between qubit energy levels [Gustavsson et al. 2008], lead to photon
assisted tunnelling [Kouwenhoven et al. 1994], or create bias currents from rectification
[Switkes et al. 1999]. For spin qubits, even small amplitude noise or crosstalk (of the
order of nanovolts) reduces the fidelity of quantum gate operations by introducing un-
controlled fluctuations of the electron potential defined electrostatically using metallic
surface electrodes. Error suppression methods that dynamically decouple environmen-
tal fluctuations can serve to mitigate noise on control lines, but these introduce an
additional computational overhead and fail in the limit of white noise derived from
thermal sources [Khodjasteh & Lidar 2007].
Here we report a low-noise readout and control platform that incorporates the
high density of interconnects needed to operate multi-qubit devices at cryogenic tem-
peratures. The modular platform makes use of a series of microwave printed circuit
boards (PCBs) that connect together to enable ease of sample exchange. The main
device-PCB is a 5-layer laminate that electrically partitions dc, radio-frequency (rf),
and microwave signals using ground planes and a dense array of vias. Such partition-
ing is shown to strongly suppress high-frequency crosstalk in device architectures that
require a high-density of signal interconnects. Characterizing our setup, we present sig-
nal fidelity measurements at cryogenic temperatures and compare these to EM circuit
models and simulations. Although developed specifically for spin qubits, we antici-
pate that the results reported here are of general interest for experiments that involve
high-frequency measurements of nanoscale devices at cryogenic temperatures.
7.2 Coupled Printed Circuit Boards
We first describe the setup of the circuit boards and their interconnects, including
details of the cryostat wiring and filters used to suppress noise in our system. The
3 PCBs comprise a cryostat-PCB, in thermal contact with the mixing chamber of a
dilution refrigerator, a 5-layer device-PCB that houses the wire bonded sample chip,
and a ground-PCB that allows ‘make-before-break’ connections of all high-frequency
lines to protect the device from electrostatic discharge.
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7.2.1 Cryostat-PCB and Wiring
Fast voltage pulses for spin qubit control are produced using room temperature wave-
form generators and transmitted to the sample chip using semi-rigid coaxial cables1
thermally anchored in the dilution refrigerator using attenuators. The chip is mounted
inside a light-tight cold-finger attached to the mixing chamber stage of a ‘cryo-free’
dilution refrigerator with base temperature ∼ 18 mK2. Impedance-matched microwave
filters (Z0 = 50 Ω), constructed using magnetically lossy epoxy
3, further thermalize and
limit the frequency bandwidth of coaxial connections. Multi-stage cryogenic RC filters
are used on all low-frequency wiring, which are shielded between room temperature
and the cold finger. Using Coulomb blockade thermometry we measure an electron
temperature below 40 mK with this high-frequency setup.
Custom cryogenic cables connect MCX- and SMA-type coaxial connectors at the
cold-finger feed-throughs [see Fig. 1(b)] to the cryostat-PCB shown in Fig. 1(a). These
custom cables are non-magnetic, hand-formable, and consist of a semi-rigid copper
inner conductor, followed by a teflon dielectric wrapped with a silvered copper foil and
a silver braid that serves as the outer conductor. High-frequency connectors on the
cryostat-PCB are MMCX-type.
The cryostat-PCB is in strong thermal contact with the gold-plated, high-purity
copper cold finger and remains attached to the refrigerator. On-board bias tees con-
structed from surface mount resistors and capacitors add true-dc, or low-frequency
signals to the high-frequency readout and control lines. A ‘nano-D’ connector4 [shown
in Fig. 1(a)] is used to connect these dc lines to the bias tees on the cryostat-PCB.
The set of interconnecting PCBs is shown as a rendered cartoon in Fig. 1(c)
and Fig. 1(d). The boards are connected to each other using mini-SMP connectors5
and interconnect coaxial ‘bullets’ that allow a radial misalignment of ∼ 0.4 mm and
an axial misalignment of ∼ 0.7 mm. The grounding-PCB is mated with the device-
PCB during sample bonding and transport and ties all high-frequency connections
1UT85 stainless steel inner and outer SC-219/50-SS-SS and 0.86mm CuNi silver-plated CuNi SC-
086/50-SCN-CN supplied by Coax Co.
2Leiden Cryogenics Dry Dilution refrigerator type CF-450.
3Emerson Cuming Eccosorb MF 117.
4Glenair Inc. Series 89 Nanominiature Connectors 890-013.
5Mini-SMP connectors (18 S 142- 40M L5) and Mini-SMP bullets (8 K 101- K00 L5) supplied by
Rosenberger GmbH.
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to a common ground via 500 kΩ resistors that dissipate high voltage spikes that can
otherwise shock the device. To make connection with the cryostat wiring the device-
PCB is first mated with the cryostat-PCB before removal of the ground-PCB. The force
required to separate the bullets from their connectors is specified such that all bullets
remain attached to the cryostat- and grounding-PCBs, rather than the device-PCB. In
this way the device is connected to a high resistance ground throughout.
7.2.2 Device-PCB
The chip is mounted in a square recess created in the circuit board by the use of multiple
framing layers of Rogers 3003 laminate bonded together to build up the device-PCB,
shown as a photograph in Fig. 1(e) and schematically in Fig. 2. Bond pads for
the high-frequency signals emerge close to the chip on the high-frequency layer of the
device-PCB, with dc bond pads located further away, on the top dc-layer. This creates
a terraced bond pad structure that reduces the bondwire length for high-frequency
connections [see Fig. 1(f)]. The Rogers laminate has a thermal expansion coefficient
matched to copper and exhibits a small variation in dielectric constant with temperature
(+13 ppm / degree), ensuring that the impedance of planar transmission lines does not
change when cooling. The laminate also exhibits a low loss (0.0013 dissipation factor)
and relatively high thermal conductivity, making it well suited to microwave cryogenic
applications. We note that we have performed many thermal cycles of this PCB without
degradation.
Metallic features on the device-PCB are defined using electroless-nickel electroless-
palladium immersion gold (ENEPIG) finish which ensures strong wire bond adhesion.
The board remains essentially non-magnetic as only a trace amount nickel is used as
a sticking layer during PCB metal deposition and all components are non-magnetic.
Connecting the ground planes and signal layers are a large number of ‘plated through’
vias that are plugged with epoxy so as to not trap gas that may otherwise act as a vir-
tual leak under vacuum. These vias also suppress any parallel-plate capacitor resonance
modes produced by metallic layers in the PCB [Tischler et al. 2003, Yuasa et al. 2004].
The low dielectric constant of Rogers 3003 (r = 3) allows the design to minimize
crosstalk despite the high density of planar transmission lines. Constrained by the min-
imum feature size compatible with PCB manufacture, a low dielectric constant allows
an impedance of Z0 ∼ 50 Ω to be maintained by having the ground-plane positioned
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a close distance underneath the signal tracks relative to the distance between neigh-
bouring tracks. In this way, electric field lines stemming from the signal lines mostly
terminate on the ground-plane beneath the transmission lines rather than terminating
on adjacent signal tracks which would otherwise increase coupling [Imai et al. 2009].
The layout of the individual layers of the device-PCB are shown in Fig. 2(a). The
dc layer (top surface) of the device-PCB has 24 low-frequency signal tracks that connect
bond pads [see Fig. 1(f)] to a 31-pin ‘nano-D’ dc-connector, shown in Fig. 1(e). The
remaining 7 wires on the connector provide additional connections for thermometry,
active device power, or cold light-emitting diodes. Each low frequency line is first
filtered at the mixing chamber using low-pass RC stages embedded in magnetically
lossy epoxy1 and shielded before entering the light-tight cold finger housing. This
combination provides more than -60 dB of noise suppression for frequencies from 700
Hz to above 50 GHz. We additionally make use of 7-stage surface mount low-pass
filters (80 MHz cutoff frequency2) located on the PCB close to the device, to suppress
high-frequency crosstalk from rf to the dc lines [see Fig. 1(e)]. We note that mounting
chip capacitors in place of these filters (on the PCB) can introduce parasitic resonances
in the frequency band of control signals.
High-frequency signals are fed to the chip via 14 separate coplanar waveguides
embedded on distinct layers of the device-PCB. Contact to the high-frequency layer
is made using mini-SMP connectors mounted on the top (and bottom) surface of the
device-PCB. The central pin of these connectors is soldered to a via that makes contact
to either the high-frequency layer or tank-circuit layer of the device-PCB [see Fig. 2(a)].
These ground-covered coplanar waveguides have low dispersion and are adiabatically
tapered from the Z0 = 50 Ω SMP connectors to ∼ 83 Ω at the bond pads to minimise
impedance mismatch with the bonding wire geometry. Ground-planes separate each
signal layer together with a fencing-via technique [Ponchak et al. 1998, Wu et al. 2003],
that effectively terminates electric field lines from high-frequency signal tracks in order
to suppress crosstalk (see discussion below).
Electron spin resonance (ESR) is a method needed for spin qubit manipulation
and typically requires microwave frequencies for excitation. To enable ESR we make
1Emerson Cuming Eccosorb MF 117.
2Mini-Circuits LFCN-80+.
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use of 2 edge-mounted 2.40 mm microwave launchers 1. These connectors maintain
good impedance matching and signal integrity to 40 GHz and are connected to the
chip using coplanar waveguide structures (ESR 1 and ESR 2) on the high-frequency
layer of the device-PCB [see Fig. 2(a)]. These waveguides are again well isolated from
other signal lines using fencing-vias.
Finally, on the bottom side of the device-PCB is the tank-circuit layer which con-
tains solder pads for incorporating surface mount components in series with coplanar
waveguides. We typically mount chip inductors here to implement LC tank-circuits
for the purpose of impedance matching to charge sensors needed in rf reflectometry
[Reilly et al. 2007] for spin readout [Barthel et al. 2009]. The 8 solder pads differ in
size to accommodate the range of surface mount gauges. The presence of metal struc-
tures proximal to the inductor mounts are minimized to reduce parasitic capacitance
(measured to be ∼ 0.2 - 0.3 pF).
7.3 Crosstalk and Signal Fidelity Measurements
Having described the layout of the cryostat- and device-PCB we now present low tem-
perature measurements characterizing the crosstalk and transmitted signal fidelity of
the coupled PCB architecture. Measurements are made with a calibrated vector net-
work analyzer2 at a temperature T ∼ 5 K using a high-frequency cryogenic probe-
station3. We have verified that microwave S-parameters do not change when the PCB
is cooled further to milliKelvin temperatures.
Beginning with the edge-mounted microwave launchers used for ESR, Fig. 3(a)
shows the crosstalk (red) and transmission performance (blue) of the device-PCB.
Crosstalk from the two planar transmission lines is determined via a measurement of
S21 between the unconnected ports, ESR 1 and ESR 2. We find a maximum crosstalk
of ∼ -40 dB at frequencies above 10 GHz. The transmission performance [shown in
Fig. 3(a)] is determined by connecting the bond pads with long bond wires where they
terminate close to the chip cavity and again measuring S21 between ports ESR 1 and
ESR 2. The bond-wires are required to perform a transmission measurement but lead
to addition loss and parasitic resonances from the bond wire partial inductance and
1Southwest Microwave connectors, model 1492-02A-5.
2Agilent Corp. PNA5230C.
3LakeShore Cryotronics Corp. Model CRX-4K.
89

7.3 Crosstalk and Signal Fidelity Measurements
stray capacitance. Without losses from the bond-wires, numerical simulations1 indicate
that transmission drops to S21 ∼ -3 dB at ∼ 13 GHz. We note that these coplanar
waveguides have the shortest distance between them of all the signal lines on the PCB
and exhibit the strongest crosstalk.
The 14 transmission lines that use mini-SMP connectors to make contact with
the high-frequency layer are designed for carrying control pulses with a bandwidth
below ∼ 6 GHz. The performance of these interconnects is shown in Fig. 3(b) for
two neighbouring lines. A loss in transmission of S21 ∼ -1 dB is observed, again using
bond-wires to connect signal tracks near the chip cavity to allow the transmission
measurement. Crosstalk between adjacent lines remains below -40 dB for frequencies
up to 6 GHz.
Readout interconnects on the tank-circuit layer are investigated via measurements
with, and without, surface mount inductors soldered to nearest neighbour transmission
line pads [see Fig. 3(c)]. In both cases, readout line crosstalk is larger relative to
the performance of the lines on the high-frequency layer shown in Fig. 3(b). This is
because, in the case of the tank-circuit layer, the signal tracks are on the back surface of
the PCB and do not have a covering ground plane to enhance shielding. Tank-circuit
resonators used for readout typically operate however, at frequencies below 3 GHz,
where crosstalk remains less than -40 dB. The use of inductors to create tank-circuit
resonators leads to an increase in crosstalk at the resonant frequency of the respective
tank, likely because of the magnetic flux that threads the mutual inductance of the two
surface mount components. Such crosstalk can be mitigated by separating tank-circuits
that are close in resonant frequency or orienting inductors perpendicular to each other.
Finally, we evaluate the crosstalk between different layers of the device-PCB, with
data shown in Fig. 3(d). Crosstalk is strongest for pairs of transmission lines that align
or are proximal with each other, despite being on separate PCB layers. This is likely
due to shared screening currents that flow in the common ground-plane. Additional
coupling occurs at the end of the signal tracks where the ground layer has been removed
to enable bonding to the chip.
1EM simulation software HFSS Ansoft Corp. and Q3D extractor.
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7.4 Crosstalk Mitigation
Traditional sample-chip mounting methods, widely used in nano-electronics experi-
ments, do not make use of the multi-layer circuit board techniques described here.
The high density of interconnects needed for control and readout of mult-qubit devices
however, leads to a crowding of high-frequency planar transmission lines at the PCB
layer and a significant increase in crosstalk. In an effort to mitigate crosstalk when
requiring large numbers of interconnects, we make use of continuous fencing-vias to tie
together the ground planes above and below high-frequency transmission lines. This
method essentially creates a quasi-coaxial grounding geometry surrounding the central
conductor, as illustrated in Fig. 4(a) for the case of the coplanar transmission lines
implemented on the high-frequency layer of the device-PCB. Using numerical simula-
tion, we evaluate the effect of these fencing-vias and find that they decrease crosstalk
between closely aligned signal tracks by ∼ 25 dB, as shown in Fig. 4(b).
The residual crosstalk is largely due to the presence of screening currents flowing
in the common ground between signal lines. Figures 4(c) and 4(d) show the result of
a numerical simulation for the electric and magnetic field density in a cross-section of
the high-frequency layer of the device-PCB. The presence of fencing-vias can be seen
to mitigate crosstalk by strongly suppressing the electric field between the transmis-
sion lines. A weaker suppression is seen for coupling produced by the magnetic field
component.
7.5 Discussion and Conclusion
The use of multi-layer ground-planes and the fencing-via method analysed here repre-
sent an approach to mitigating crosstalk in PCB architectures that require a high den-
sity of wide bandwidth interconnects. We have not addressed the significant crosstalk
and signal degradation that can occur on chip, but note that there are many approaches
to suppressing crosstalk at the device layer [Bronckers et al. 2010]. As capacitance and
mutual inductance between two conductors is proportion to their length, the contribu-
tion to crosstalk by on-chip structures can be small in comparison to the longer inter-
connect features required at the PCB layer. On-chip crosstalk can also be mimimized
with the appropriate use of ground guards between signal-carrying transmission lines
[Su et al. 1993, Bronckers et al. 2010]. For qubit structures however, this is challenging
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as device operation requires significant capacitive coupling between surface electrodes
and the quantum dot structures used to confine electron spin qubits. This direct cross-
coupling then sets a lower bound for the level of indirect crosstalk tolerable at the PCB
layer: it should be much less than the unavoidable coupling at the device layer, which
is typically of the order of a few percent (∼ -30 dB for GHz voltage pulses). We note
that we have measured high-frequency crosstalk to be as high as ∼ -3 dB at certain
frequencies for a range of commercially available chip-mount packages commonly used
in nano-electronic and qubit experiments. Even single-layer PCBs such as those used
in previous spin qubit experiments [Barthel et al. 2009] exhibit crosstalk at the -10 dB
level with a modest density of interconnects.
In conclusion, we have described a coupled-PCB platform designed to enhance
the operation and testing of spin qubit devices in the regime where a high density of
interconnects are needed. The platform is well suited to frequent re-bonding of device
chips with different geometries and performs well at cryogenic temperatures and in the
presence of magnetic fields. Crosstalk is strongly suppressed below -40 dB (1% for
voltage amplitudes) for all control and readout transmission lines by making use of a
multi-layer device-PCB with alternating ground planes and fencing-vias. This low level
of crosstalk at the PCB layer is now negligible in comparison to the coupling between
control lines on chip. Future work will focus on improving the performance of on-chip
interconnects.
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8Modular Cryogenic Interconnects
for Multi-Qubit Devices
J. I. Colless and D. J. Reilly
ARC Centre of Excellence for Engineered Quantum Systems, School of Physics, The
University of Sydney, Sydney, NSW 2006, Australia
We have developed a modular interconnect platform for the control and readout
of multiple solid-state qubits at cryogenic temperatures. The setup provides 74 filtered
dc-bias connections, 32 control and readout connections with a bandwidth above 5 GHz,
and 4 microwave feed lines that allow operation to above 10 GHz. The incorporation of
a radio-frequency (rf) interposer enables the platform to be separated into two printed
circuit boards, decoupling the simple board that is bonded to the qubit chip from
the multilayer board that incorporates expensive connectors and components. This
modular approach lifts the burden of duplicating complex interconnect circuits for
every prototype device. We report the performance of this platform at milliKelvin
temperatures, including signal transmission and crosstalk measurements1.
1This chapter is adapted from J. I. Colless and D. J. Reilly, Modular Cryogenic Interconnects for
Multi-Qubit Devices. Review of Scientific Instruments 85, 114706 (2014).
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8.1 Introduction
Computationally-useful quantum machines will likely require the manipulation and
readout of millions of physical qubits [Suchara et al. 2013], controllably interacting with
each other [Reed et al. 2012, Lucero et al. 2012, Shulman et al. 2012] and connected to
a complex layer of classical hardware [Hornibrook et al. 2014a]. Analogous to the op-
eration of modern integrated circuits, its conceivable that in the future the density of
connections required for quantum computation can be achieved by lithographically inte-
grating qubits into sub-systems on-chip, such that it is no longer necessary to directly
address each individual component of the circuit from the outside. Today however,
demonstrating and debugging the operation of multi-qubit technologies requires direct
access to every aspect of the device, typically controlled by external circuits beyond
the qubit chip. For most prototype experiments this means high-bandwidth, high-
density wiring, connecting room temperature electronics to quantum systems at the
base temperature of a dilution refrigerator.
The use of printed circuit boards (PCBs) and miniaturised high-frequency con-
nectors [Colless & Reilly 2012] has become the standard interface between cryogenic
cabling and the qubit device chip. Connectors bring the signals onto the PCB and
bond-wires connect tracks and transmission lines to bond-pads on the chip that com-
prises the quantum device. As circuits become more complex and the number of elec-
trical connections grows however, producing a new PCB for every new chip is both
costly and time consuming since de-bonding a functional device to reuse the PCB and
connectors is impractical.
Here we report a high wire-count, small-footprint interconnect-platform that
functions at temperatures below 20 milliKelvin and alleviates the burden of duplicating
the expensive and complex circuit boards for every functional device. The incorporation
of a radio-frequency (rf) interposer enables the platform to be separated into two PCBs,
decoupling the simple board that is bonded to the qubit chip from the complex multi-
layer board that incorporates connectors and components. The ‘signal board’ includes
all the dc, radio-frequency (rf) and microwave (mw) signal interconnects, as well as
filters and bias tees. The smaller and simpler ‘device board’ implements only the bond
pads to allow wire bonding to the chip. This modular system has a number of advan-
tages over traditional interconnect methods used for qubit devices [Reilly et al. 2007]:
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– Custom device boards can be produced to allow chips of different sizes, different
bonding arrangements, or multi-chip configurations to be accommodated without
the need to redesign the interconnect circuitry.
– Chips can be permanently bonded to device boards for storage without the risk to
the device from de-bonding in order to reuse the expensive PCB and connectors.
– Custom circuits can be included on the device board such as additional filtering
or impedance matching networks, allowing the cryogenic circuitry to be easily
extended as needed.
– With the device board interchangeable, the signal board and wiring can be fixed
within a cryogenic system, reducing the likelihood of electrical faults which typ-
ically occur when making and breaking interconnects for measurement of a new
device.
Below we demonstrate operation of this approach at cryogenic temperatures and
present measurements characterising crosstalk and signal fidelity. While developed in
the context of quantum dot based spin qubits, we anticipate that such a setup will be
of general interest for the rapid-prototyping of nanoscale cryogenic circuits.
8.2 System
8.2.1 Signal Board
The signal PCB consists of a 32.5 mm × 56 mm, 7 layer stack, fabricated using a com-
bination of Rogers 3003 laminate and standard FR4, bonded together with Arlon 6700
film. The lower dissipation factor (δ = 0.0013) of the Rogers 3003 at high frequency
minimizes the loss of rf signals travelling through the inner layers of the board while
the low dielectric constant (r = 3.00) allows the ground planes to be moved closer
to the signal lines, decreasing the amount of crosstalk between neighbouring tracks.
Outer layers of FR4 dielectric increase the durability of the board and ensure more
robust mounting of surface components. A total of 74 low-frequency bias inputs are
provided by nano-D connectors1 and are filtered via single-pole RC filters (R = 10
kOhm and C = 15 nF, fc ∼ 1 kHz). Of this total, 36 dc lines then feed RC bias
1Glenair Corp. Series 89 Nanominiature Connectors 890-013.
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short transmission lines close to the interposer. Theses lines are kept short in order
to reduce loss and any parasitic coupling. All parts used on the board are nominally
non-magnetic.
8.2.2 Interposer
The interposer is made of a thin plastic (Ultem 1000) 1.57 mm thick cut-out with 88 (74
signal and 14 ground) 0.38 mm holes drilled through the piece as shown in Fig. 8.1(c)
iii). Electrical connections through these holes are made using captive ‘Fuzz Button’
contact pins4: tightly wound coils of Au/BeCu wire which act as a spring, pushing
down against the signal board and up against the device board. These contacts are
robust from room to milliKelvin temperatures and over several hundred mating cycles.
If the contact pins are dislodged or damaged in handling they can be easily replaced
by hand. Independent S-parameter measurements of an isolated interposer show that
its intrinsic crosstalk and signal fidelity will not be a limiting factor in the performance
of this platform up to 20 GHz. Guide posts are used to ensure correct alignment of
the signal board/interposer/device board stack and mounting holes allow the entire
assembly to be screwed together firmly ensuring a robust electrical connection.
8.2.3 Device Board
Signals are routed from the signal board, through the interposer to the back face of
the device board, where vias then bring it through to the top surface band-pads. The
design of the device board can be tailored to meet experimental requirements so long as
the outer shape of the board is no larger than the available space on the signal board
(17.4 mm × 19.5 mm ignoring mounting and alignment offshoots). The location of
the contact pads on the bottom of the device board must match that of the interposer
itself (although contacts may be omitted if the full 88 signal and ground inputs are
not required, as shown in Fig. 8.1(c) i). When improved electrical performance is
required at higher frequencies, fencing vias and ground planes can be incorporated into
the device board design using some or all of the grounded feed-throughs to ensure that
both signal and device board ground are continuous.
4Custom Interconnects, Fuzz Buttons R©.
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8.3 Crosstalk and Signal Fidelity Measurements
Having described the layout and layer stack of the PCBs, we now present low tem-
perature measurements characterizing the crosstalk and transmitted signal fidelity of
the system. The data shown here is taken at T ∼ 4 K in a high-frequency cryogenic
probe-station5 with a calibrated vector network analyzer6. Using a dilution refrigerator
we have further verified that the S-parameters of the combined PCB/interposer system
do not change when it is further cooled to below 20 milliKelvin. Data is shown over a
bandwidth of 5 GHz for the rf lines and up to 12 GHz for the microwave lines.
Crosstalk performance was obtained via measurements of S21 between uncon-
nected lines with both the rf interposer and device board mounted7. In order to set
an upper bound on this value, nearest neighbour tracks which are most susceptible to
crosstalk were used. The transmission performance of the board was similarly obtained
through an S21 measurement with bond-wires used to connect adjacent bond-pads on
top of the device board. We note that the use of bond-wires to bridge the transmis-
sion lines will degrade performance since they produce deviations in the characteristic
impedance of the lines. In this sense the data reported is a lower bound for the board
performance. Figure 8.3(a) shows transmission and crosstalk data for nearest neighbour
connections on the straight multiport connector lines passing through the interposer
and device board (see Fig. 8.1(c) ii)). We observe that the transmission drops less
than -3 dB for frequencies up to 5 GHz while crosstalk is kept below -40 dB to 4
GHz and below -20 dB to 5 GHz at both room and 4 Kelvin. When cooled to cryo-
genic temperatures we observe a small decrease in resistive losses leading to an increase
in both transmission and crosstalk. Corresponding data for the right-angle multiport
connector lines is presented in Fig. 8.3(b) where again we see that transmission loss
remains below - 3 dB to 4.5 GHz while crosstalk is kept below -40 dB to 2.5 GHz and
below -20 dB over the entire measurement bandwidth.
The performance of the microwave launchers is shown in Fig. 8.3(c) up to a
frequency of 12 GHz. Over this frequency range crosstalk remains below -40 dB to
5LakeShore Cryotronics Corp. Model CRX-4K.
6Agilent Corp. PNA5230C.
7In this geometry the dominant coupling mechanism will be capacitive and an open port represents
the worst case performance. A shorted port would increase inductive coupling but is negligible in
comparison.
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4 GHz and below -20 dB to 12 GHz. In this case data is taken for just the signal
board since current device boards are not designed for use at these frequencies. High
frequency device boards can be implemented using low-loss dielectric substrates and
by making use of coaxial geometries with appropriate grounds for signal lines feeding
through the interposer.
8.4 Discussion and Conclusion
As solid-state quantum circuits are scaled-up in the number and density of qubits, there
is a corresponding need to engineer the electronic interconnect technology that connects
these complex circuits to the outside world. Unlike industrial approaches to packaging
integrated circuits where interconnect geometries are fixed, quantum devices are rapidly
evolving as part of the research process. To address these issues we have designed and
characterised a low-cost dual PCB solution which separates the signal interconnects and
filtering from the bonded device itself using a high frequency interposer. This provides
a modular framework with a high density of dc, rf and mw connections, allowing for
prototyping of a wide range of devices.
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We report the development and performance of on-chip interconnects designed
to suppress electromagnetic (EM) crosstalk in spin qubit device architectures with the
large number of gate electrodes needed for multi-qubit operation. Our design improves
the performance of typical device interconnects via the use of miniaturised ohmic con-
tacts and interspersed ground guards. Low-temperature measurements and numerical
simulation confirm that control and readout signal crosstalk can be suppressed to levels
of order 1%, from dc to 1 GHz1.
1This chapter is adapted from Blanvillain et al. Suppressing on-chip electromagnetic crosstalk for spin
qubit devices. J. Appl. Phys. 112, 064315 (2012).
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9.1 Introduction
Implementing quantum error correction (QEC) in the laboratory is a formidable chal-
lenge because it is contingent on realising quantum hardware with extremely low base
error thresholds [Preskill 1998]. Recent approaches to QEC using so-called surface
codes [Dennis et al. 2002] suggest a far less stringent error threshold may be within
reach [Wootton & Loss 2012], spurring efforts to develop multi-qubit devices that can
enable fault tolerant algorithms [Reed et al. 2012]. Crosstalk is a key issue for hardware
performance [Wenner et al. 2011, Colless & Reilly 2012], reducing the fidelity of qubit
control and readout, as well as impacting QEC by producing non-Markovian noise and
correlated errors that can lead to simultaneous faults on otherwise independent qubits
[Preskill 1998, Aharanov et al. 2006, Knill et al. 1998].
In this paper we focus on signal fidelity and crosstalk in qubit architectures
[Loss & DiVincenzo 1998, Hanson et al. 2007] that comprise single electron spin-states,
confined and controlled electrically in a semiconductor heterostructure via radio-
frequency waveforms applied to surface electrodes and transmission lines. These wave-
form signals control single- and two-qubit operations by modulating the exchange
interaction between electrons using nanosecond voltage pulses, or by creating reso-
nant magnetic fields at the spin-transition frequency [Koppens et al. 2006, Kane 1998,
Nowack et al. 2007]. Crosstalk in these devices is largely due to unmitigated electro-
magnetic (EM) coupling between control and, or, readout channels, potentially degrad-
ing the performance of single- and multi-qubit systems.
We report the development and characterisation of on-chip interconnects that im-
prove control fidelity and suppress signal crosstalk for devices with the large number of
tightly-packed gate electrodes needed for multi-qubit operation. In comparison to previ-
ously used spin qubit interconnect architectures [Petta et al. 2005a, Reilly et al. 2008,
Reilly et al. 2010], we show via low temperature measurements and numerical simula-
tion, that EM crosstalk can be suppressed to 1% levels, an improvement of more than
an order-of-magnitude.
For spin qubits based on two electron spin-states, technical improvements
in control pulse transmission have recently been shown to extend coherence
[Bluhm et al. 2010b]. Further approaches to advancing qubit control include clever
pulse-shaping and the use of additional anti-phase signals that null crosstalk. These
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however, add a complexity burden and, in the case of controlling multi-qubit devices,
lead to stringent clocking and qubit synchronization overheads. Motivated by the desire
to forgo these complications, we have focused efforts to improve the base performance
of spin qubit control hardware, firstly at the circuit board level [Colless & Reilly 2012],
and here at the level of on-chip interconnects.
A typical pulse waveform used to control (singlet-triplet) spin qubits is shown in
Fig. 1(a) [Petta et al. 2005a]. Most of the waveform power is in frequency components
that span a bandwidth of several hundred MHz, although qubit control using spin reso-
nance methods also make use of narrow-band signals in the GHz [Koppens et al. 2006,
Nowack et al. 2007]. Typically, these control signals are generated at room tempera-
ture 1 and transmitted to the device at cryogenic temperatures using highly attenuated
coaxial lines. In our setup a low crosstalk multilayer printed circuit board (PCB)
[Colless & Reilly 2012] is used at milliKelvin temperatures to connect coaxial cables
to the qubit chip via Al bond wires, as shown in Fig. 1(b). Crosstalk at the PCB
level is measured [Colless & Reilly 2012] to be at most -70 dB in the frequency range
of interest and is neglected here.
The qubit devices investigated comprise Ti-Au metal electrodes deposited on
the surface of a GaAs/Al0.3Ga0.7As heterostructure with two dimensional electron gas
(2DEG) 110 nm below the surface and low-temperature mobility of ∼ 440,000 cm2/Vs
and electron density of 2.4 × 1011 cm−2. Gate electrodes are defined using electron
beam lithography (EBL), (see Fig. 1(d)) and contact larger interconnect metallisation
defined using standard optical lithographic methods (see Fig. 1(c)). This interconnect
metallisation is 170 nm thick and provides a link from the on-chip bond pads to the
fine EBL-defined gate electrodes and is the dominant source of on-chip EM crosstalk.
Ohmic contacts to the 2DEG are produced by evaporation of a NiAuGe stack and
subsequent thermal anneal, yielding typical dc resistances of order 100 Ω. At GHz
frequencies the impedance of the contacts is reduced due to the self capacitance of the
contact metallisation.
Control of singlet-triplet qubits is performed by rapidly varying the energy levels
of the confined electrons, modulating the charging and exchange energy via voltage
pulses applied to the surface gates. The typical amplitude range for these pulses cor-
respond to gate voltage changes on the order of ± 20 mV which span the two-electron
1A typical room temperature arbitrary waveform generator is the Tektronix 5014C.
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energy space [Reilly et al. 2008].
9.2 Typical Device Performance
We first investigate the on-chip transmission and crosstalk performance of the typical
interconnect pattern, previously used for controlling spin qubits [Petta et al. 2005a,
Barthel et al. 2009] and shown in Fig. 1(c,d). This pattern comprises 8 ohmic contacts
(4 independent pairs) to the 2DEG (green squares in Fig.1(c)) and 8 gate intercon-
nects that link wire bonds from the PCB to EBL-defined gate electrodes. We perform
crosstalk characterisation at room temperature and 5 K 1 to determine the effect of the
2DEG which forms at low temperature in these devices.
Crosstalk between gate 1 and gate 2 (see Fig. 1(c)) is measured in the frequency
domain using a calibrated network analyzer2, as shown in Fig. 1(e). We find an
increase in the high frequency crosstalk of ∼ 7 dB at low temperature, likely the result
of the increased capacitance between interconnects with 2DEG formation. Cooling
the sample will also lead to increased crosstalk and transmission performance as the
resistance in the gate metallisation is decreased. To determine the mechanism for
the crosstalk between gate electrodes, we simulate the interconnect geometry using a
finite element EM solver 3 and compare to measured S-parameters, as shown in Fig.
1(e). The numerical simulation does not account for bond wires, fine EBL-defined
gate structures or 2DEG, which likely contribute the few dB of extra crosstalk seen in
the measurements. The simulation confirms that the interconnect metallisation is the
dominant source of on-chip crosstalk. To evaluated the in-line performance of the gate
interconnects, we measure the transmitted power as a function of frequency along the
length of a electrode by bonding each end of gate 3 to pads on the PCB (see arrows on
gate 3 in Fig. 1(c)). This method does not account for the loss from an additional bond
wire and thus slightly over estimates the attenuation of the on-chip metal interconnect.
Low temperature time domain crosstalk is measured by applying a typical qubit
control waveform to gate 3, or gate 2, and detecting signals4 induced on the adja-
cent gate 1 electrode and ohmic contact (see Fig. 1(c)). We find that the coupling
1We make use of a cryogenic probe station, LakeShore Cryotronics Corp. Model CRX-4K.
2Agilent PNA 5230C.
3EM simulation software HFSS Ansoft Corp. and Q3D extractor.
4We use a GHz bandwidth scope Agilent DSO90254A.
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is predominantly capacitive, with resultant crosstalk signals resembling the expected
waveforms for a high-pass filter or time-domain differentiator, as shown in Fig. 1(f).
The magnitude of crosstalk is found to be similar for both adjacent gates and ohmic
contacts and is of the order of 1%. Although this level of crosstalk is relatively small, we
note that an increase in the density of gates and contacts to accommodate controlling
multi-qubit devices will necessitate higher coupling.
To investigate crosstalk in geometries with a larger number of gates, we first test
a design that keeps the density of interconnects constant by scaling-up the size of the
chip area. Figure 2(a) shows a photograph of an interconnect pattern with double the
number of gates (16) and ohmic contacts (16) in comparison to the pattern shown in
Fig. 1(c). Here the pattern area is increased by a factor of 1.5 to keep the distance
(and thus capacitance) between interconnect structures of similar order to the initial 8
gate device. By increasing the area over which the interconnects lay, crosstalk is kept
to levels similar to the previous measurements, as show in Fig. 2(b). We note that the
larger area device does not contain fine EBL gates which likely increase crosstalk by a
few dB. We find that the transmission performance of gate electrodes is also comparable
to the smaller pattern investigated in Fig. 1.
9.3 Optimising Chip Design
In order to suppress crosstalk below these values, without further up-scaling of the
chip area, we have developed the interconnect pattern shown in Fig. 2(c). This pat-
tern introduces grounded guard shields that enclose each gate interconnect, essentially
forming a co-planar waveguide [Bronckers et al. 2010]. The guards terminate electric
field lines from the adjacent signal tracks and reduce nearest-neighbour EM crosstalk.
In the previous design, the presence of the conducting 2DEG layer at low temperature
creates additional coupling between interconnects, and to a larger degree, to the ohmic
contacts. To reduce this 2DEG mediated crosstalk we have miniaturised the “mesa”
region that defines the 2DEG, including a significant down scaling in the area of ohmic
contacts. We employ two different sized ohmic contacts, with areas ∼ 1400 µm2 and
∼ 780 µm2. Even with the reduction in size, a low contact resistance of order 65 Ω
is maintained. The design also aims to suppress crosstalk by reducing the width of
the central signal track, thereby reducing capacitive coupling to proximal metallisa-
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tion. Finally, we have chosen the co-planar waveguide geometry to closely match the
impedance of the bonding terminals on the PCB. This improved impedance matching
slightly increases the transmission performance of the gate interconnects.
9.4 Enhanced Design Performance
In comparison to the geometry shown in Fig. 2(a), the design in Fig. 2(c) improves
the crosstalk performance mostly at higher frequencies above 1 GHz, reducing near-
est neighbour interconnect coupling to below -20 dB. For qubit control using high
frequency spin resonance, this improvement will assist in selectively addressing spins
for programmed rotation. For two-electron (singlet-triplet) qubits that are controlled
largely by signal frequencies in the dc - 1 GHz band, the design in Fig. 2(c) offers
only a modest improvement in crosstalk performance. To address this shortfall we have
further refined the design to include spatially staggered interconnects, as shown in Fig.
2(e). In addition, the interconnects are partitioned into those that carry dc-voltage
signals (used to confine electrons) and those that transmit fast, high-frequency signals
(used for control). Relative to the dc lines, bond-wire pads for high-frequency lines are
located closer to the edge of chip to facilitate short bond-wires to the PCB. This im-
proves transmission and crosstalk performance by controlling the impedance of the in-
terconnect and minimising resistive losses in the bond-wires from the skin-effect at high
frequencies. We note that at frequencies above ∼ 10 GHz, resistive losses in the bond-
wires can begin to suppress the shielding effect of the ground guards. A high density
of grounding bond-wires can improve performance in this regime [Wenner et al. 2011].
To fully benchmark these on-chip interconnects we have fabricated a multi-qubit
device with EBL-patterned gates that define 4 quantum dots in a square geometry, as
shown in Fig. 3(a). We have also investigated devices with 4 quantum dots in a line
with similar results. The presence of the EBL-defined gates is found to have only a
minor effect on crosstalk performance, in part because in this design the ground-guard
metallisation is positioned to overlap the mesa structure, capacitively grounding the
2DEG at high frequencies and reducing coupling between fine gates.
To compare the performance of the device in Fig. 3(a) to the original device (Fig.
1(c)), we numerically simulate the electric fields induced by high frequency signals on
neighbouring interconnects, as shown in Fig. 3(b). The revised interconnect geome-
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Figure 9.3: Characterization of an integrated low-crosstalk four dot device. (a) Optical
photograph and (false colour) electron micrograph of the device. Contact gates and ground
guards are shaded yellow, with ohmic contacts shaded green and 2DEG region in blue. (b)
Comparison of the simulated electric field (E-field) induced by gate interconnect 2 on gate
interconnect 1 for this device (upper panels) and the original device considered in Fig. 1(c)
(lower panels). Electric fields are plotted for the slice indicated by the white line in the
colour images for a signal frequency of 6 GHz. (c) Crosstalk between gate interconnects 1
and 2 and transmission performance comparing this device with the original interconnect
geometry considered in Fig. 1. (d) Time-domain crosstalk between gate interconnect 1
and 2 (green) and between gate 1 and the adjacent ohmic (blue) for the device shown in
Fig. 3(a).
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try (upper panel) concentrates the E-field tightly between the signal track and ground
guards, with minimal capacitive crosstalk induced on proximal gates. This reduction
in capacitive coupling leads to a suppression of crosstalk relative to the original device
of ∼ 10 - 15 dB across the 6 GHz bandwidth, as illustrated by the frequency domain
measurements shown in Fig. 3(c). We note that in addition to suppressing crosstalk,
the design has doubled the number of gate and contact interconnects. We again eval-
uate crosstalk in the time-domain by measuring the coupling of short rise-time signals
between gates and ohmic contacts, as shown in Fig. 3(d). The biggest improvement of
the new design is in decoupling adjacent gate electrodes to ∼ 0.1% levels (green trace
in Fig. 3(d)).
9.5 Effect of Crosstalk on Qubit Performance
We now turn to discuss how the EM crosstalk we have characterised affects the per-
formance of single- and two-qubit quantum gates. For qubits based on singlet-triplet
spin-states, changes in gate voltage by control pulses at the chip are in the range 1 -
20 mV. Crosstalk at the amplitudes measured in Fig. 1(f) will lead to induced voltage
spurs on neighbouring gate electrodes at the 100 µV level. We note that at dilution
fridge base temperatures these signals are many orders of magnitude above the intrin-
sic thermal noise background (which is well below nV/
√
Hz levels). To what extent
this crosstalk leads to qubit error depends strongly on the state of qubit and operation
being performed.
For idle qubits, crosstalk spurs of the type shown here are unlikely to produce
qubit-flip transitions, although they will lead to brief changes in the confinement po-
tential determining the sample of nuclear spins that overlap the electron wavefunction.
For dynamical decoupling pulse sequences that mitigate slow evolution of the environ-
ment [Khodjasteh & Lidar 2007], the presence of crosstalk spurs between pulses can
led to asymmetries in the sequence which produce unwanted qubit phase accumula-
tion [Bluhm et al. 2010b]. We note however, that these crosstalk spurs are short on
the timescale of typical single-qubit control sequences. Qubits based on the selective
addressing of spins using electron spin resonance are also affected by the presence of
crosstalk at the level shown here. For instance, EM coupling at resonance frequencies
can led to unwanted spin rotation of neighbouring qubits. Strong dc magnetic field gra-
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dients between qubits, produced using micro-fabricated magnets [Brunner et al. 2011,
Pioro-Ladriere et al. 2008] or programmed nuclear fields [Foletti et al. 2009], can alle-
viate the effect of crosstalk in this regime.
Crosstalk presents a more significant challenge for two-qubit gates based on capac-
itively coupled quantum dots or two-electron exchange interaction [Shulman et al. 2012,
van Weperen et al. 2011]. Here, the presence of unmitigated voltage spurs can lead to
over or under rotations of the qubit state-vector, both during idle and active control
modes. It also leads to a modulation of the qubit-qubit coupling strength by modifying
the position of the electrons and, of concern for exchange based coupling, can modu-
late the electron wavefunction overlap. In particular, strong exchange coupling requires
high bandwidth control in order to produce precise qubit rotations and interactions.
This high-speed operation, in combination with the non-linear dependence of exchange
coupling with gate voltage, leads to an increased sensitivity to capacitively coupled
crosstalk of the type discussed here. For future scaled-up devices with hundreds of
gates, the use of multi-layer gate metallisation and ground planes, separated by low
loss dielectrics, appears warranted in mitigating EM crosstalk.
9.6 Conclusion
In conclusion, we have measured on-chip crosstalk performance of spin qubit devices
and developed methods to mitigate crosstalk in multi-qubit architectures. The use of
ground guards between on-chip interconnects and miniaturised ohmic contacts has been
shown to suppress EM crosstalk to levels below 1% for nearest neighbour gates. These
results indicate that crosstalk can be largely mitigated in present multi-qubit devices
and provides promise for the future scalability of quantum computing architectures
based on spins in semiconductors.
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Solid-state qubits have recently advanced to the level that enables them, in-
principle, to be scaled-up into fault-tolerant quantum computers. As these physical
qubits continue to advance, meeting the challenge of realising a quantum machine will
also require the engineering of new classical hardware and control architectures with
complexity far beyond the systems used in today’s few-qubit experiments. Here, we
report a micro-architecture for controlling and reading out qubits during the execu-
tion of a quantum algorithm such as an error correcting code. We demonstrate the
basic principles of this architecture in a configuration that distributes components of
the control system across different temperature stages of a dilution refrigerator, as de-
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termined by the available cooling power. The combined setup includes a cryogenic
field-programmable gate array (FPGA) controlling a switching matrix at 20 millikelvin
which, in turn, manipulates a semiconductor qubit1.
1This chapter is adapted from Hornibrook et al. Cryogenic Control Architecture for Large-Scale Quan-
tum Computing. Submitted to Physical Review Applied (2014).
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Realising the classical control system of a quantum computer is a formidable
scientific and engineering challenge in its own right [Van Meter & Horsman 2013,
Paler et al. 2014]. The hardware that comprises the control interface must be fast rel-
ative to the timescales of qubit decoherence, low-noise so as not to further disturb the
fragile operation of qubits, and scalable with respect to physical resources, ensuring that
the footprint for routing signal lines or the operating power does not grow rapidly as the
number of qubits increases [Devitt et al. 2010, DiVincenzo 2000]. As solid-state quan-
tum processors will likely operate below 1 kelvin [Reed et al. 2012, Paik et al. 2011,
Loss & DiVincenzo 1998, Hyart et al. 2013], components of the control system will also
need to function in a cryogenic environment, adding further constraints.
Similar challenges have long been addressed in the satellite and space exploration
community [Kuhn et al. 2007], where the need for high-frequency electronic systems
operating reliably in extreme environments has driven the development of new circuits
and devices [Cressler & Mantooth 2012]. Quantum computing systems, on the other
hand, have to date largely relied on brute-force approaches, controlling a few qubits
directly via room temperature electronics that is hardwired to the quantum device at
cryogenic temperatures.
Here we present a control architecture for operating a cryogenic quantum pro-
cessor autonomously and demonstrate its basic building blocks using a semiconductor
qubit. This architecture addresses many aspects related to scalability of the control
interface by embedding multiplexing sub-systems at cryogenic temperatures and sepa-
rating the high-bandwidth analog control waveforms from the digital addressing needed
to select qubits for manipulation. Our demonstration comprises a commercial field-
programmable gate array (FPGA) operating at 4 kelvin and controlling a microwave
signal switching matrix at 20 mK, which then interfaces with a quantum dot device.
Bringing these sub-systems together in the context of our control architecture suggests
a path for scale-up of control hardware needed to manipulate the large numbers of
qubits in a useful quantum machine.
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Our control micro-architecture takes advantage of the universality of quantum gates,
which allows for arbitrary logic operations to be realised using a small set of repeated
single- and two-qubit unitaries applied in sequence. At the level of physical qubits in the
solid-state, whether they are spins [Shulman et al. 2012], transmons [Paik et al. 2011],
or quasi-particles [Mourik et al. 2012], these elemental gate operations amount to ap-
plying calibrated electrical waveforms to a particular qubit or pair of qubits each clock
cycle as determined by a quantum algorithm.
A key aspect of our control architecture is the separation of these analog ‘prime
waveforms’, which are typically pulses at microwave frequencies, from the digital qubit
addressing information that determines which waveform is directed to which qubit, at a
particular point in the code. In comparison to brute-force approaches, this scheme lifts
the need of having a separate waveform generator and transmission line for each qubit,
taking advantage of a small universal gate set that uses the same analog waveforms
over-and-over throughout the algorithm. As realistic qubits will inevitably include
variations in their physical parameters, the control architecture must also incorporate
means of calibrating and adjusting the response of the qubit to the control waveforms,
as described below.
Our ‘prime-line / address-line’ (PL/AL) architecture is shown schematically in
Fig. 10.1, where we have drawn part of a circuit for implementing a quantum error
correcting surface code [Bravyi & Kitaev 1998, Raussendorf & Harrington 2007]. Pre-
cisely timed analog prime waveforms, generated at cryogenic or room temperature,
propagate cyclically on a high-bandwidth prime-line bus that is terminated with a
matched impedance at a location in the system where heat can be dissipated. The
quantum algorithm is then executed exclusively via the digital address-line bus, select-
ing qubits and qubit pairs to receive the appropriate prime waveform at the correct
clock cycle in the circuit. Readout proceeds in a similar way, with the digital address
bus selecting a particular qubit (or readout device) for interfacing with analog readout
circuitry such as a chain of amplifiers and data converters.
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10.3 Implementation of the Control Architecture
Realising our PL/AL architecture requires integrating multi-component control and
readout hardware with the quantum system of qubits fabricated on a chip. Owing
to the large number of qubits that are likely to be needed for quantum computation
and the timescales involved in their control, there are advantages to locating sub-
systems of the control architecture at cryogenic temperatures, either on-chip with the
physical qubits, or in close proximity and connected via integrated multi-chip modules
[Tighe et al. 1999] and compact transmission lines. Aspects of the control system will
however, generate significant heat or fail to function at the millikelvin temperatures
needed for qubit operation. The competing constraints of interconnect density, heat
generation, signal latency, footprint, and noise performance suggest a control architec-
ture that is distributed across a cryostat, taking advantage of the significantly different
thermal budgets available at each temperature stage. This distributed architecture is
illustrated in Fig. 10.2, where control sub-systems are positioned at different temper-
ature stages of a cryogen-free dilution refrigerator. Below we describe and provide a
basic demonstration of these sub-systems.
10.4 Switching Matrix
The key sub-system underpinning the control micro-architecture is a switching matrix,
or routing technology that steers the prime waveforms to particular qubits based on
a digital address. This technology is ideally located in close proximity to the qubits
to avoid latency and synchronization challenges that arise when signals propagate over
length-scales comparable to the electromagnetic wavelength (typically centimetres for
quantum control waveforms). Physically integrating the switching matrix and qubit
system has the further advantage of significantly reducing the wiring and interconnect
density by making use of lithography (or multi-chip module packaging) to provide con-
nection fan-out. In this way we envisage a switching matrix that receives multiplexed
data on a small number of transmission lines and decodes this address data to operate
large numbers of parallel switches (see Fig. 2). Multiplexing of this kind will likely
be essential for operation in cryogenic environments where large numbers of parallel
transmission lines add a sizeable heat load when carrying signals between stages that
are at different temperatures. The use of superconducting materials is key as these can
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dramatically reduce the cross-section and thereby thermal load of transmission lines
without degrading electrical performance [Tighe et al. 1999].
A switching matrix with elements that act as variable impedances can also be
configured to enable the amplitude and phase of the prime waveforms to be individu-
ally adjusted before arriving at each qubit. By incorporating a calibration routine or
feedback scheme, this approach can be used to account for the variation in physical
parameters that will inevitably occur with systems comprising large numbers of qubits.
Various technologies appear suitable for constructing such a
switching matrix, including semiconducting devices [Ward et al. 2013,
Al-Taie et al. 2013, Puddy et al. 2014], mechanical systems [Rebeiz & Muldavin 2001,
Schoenlinner et al. 2011], and superconducting logic [Herr et al. 2011]. For qubit tech-
nologies built from semiconductors [Colless et al. 2013, Hyart et al. 2013], field-effect
based devices are ideally suited owing to their sub-nanosecond switching-speed, giga-
hertz transmission bandwidth, low dissipation, small footprint, cryogenic compatibility,
and opportunity for integration with qubits. Below we demonstrate the operation of
such devices using GaAs high electron mobility transistor (HEMT) circuits, configured
as a switching matrix with variable amplitude and phase response.
10.4.1 HEMT Switching Elements
A prototype HEMT-style microwave switch based on a GaAs/AlGaAs heterostructure
is shown in Fig. 10.3(a,b). In the on-state, the switch is configured to have a character-
istic impedance of ∼ 50 Ω, owing to its coplanar waveguide (CPW) geometry. Prime
waveforms are fed to and from the HEMT two-dimensional electron gas (2DEG) via
eutectic ohmic contacts and TiAu planar transmission lines. In the off-state a negative
voltage applied to the TiAu top gate pinches-off the electron gas channel, reflecting the
prime waveform signal due to the large impedance of the HEMT relative to the char-
acteristic impedance of the ∼ 50 Ω feedline. The transmission response of the switch is
shown in Fig. 10.3(c), with an on/off ratio (OOR) above 40 dB in the frequency range
0 - 2.5 GHz, suitable for control of spin qubits [Reilly et al. 2010]. For these prototype
devices a large insertion loss of 10-20 dB is observed, owing mostly to the resistance of
the ohmic contacts, which deviates from 50 Ω. Precise control of the contact resistance
and capacitance using ion-implantation can overcome this limitation and also dramat-
ically shrink the footprint of these devices [Piotrowska et al. 1983, Burm et al. 1997].
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The time-domain response of the switch is demonstrated by amplitude modulat-
ing an applied 120 MHz constant wave tone, as shown in Fig. 10.3(d). To determine
the maximum switching time of the HEMT we modulate a 5 GHz carrier tone with
a sinusoidal waveform applied to the gate and measure the depth of modulation as a
function of gate frequency, as indicated in Fig. 10.3(e). For these prototype devices
the switching time is of order 1 ns.
10.4.2 Capacitive Switching Elements
Microwave switching devices based on the depletion of an electron gas also enable a new
capacitive mode of operation. In this configuration the CPW feedline transitions to a
microstrip geometry by contacting the electron gas to the planar ground planes using
ohmic contacts, as illustrated in Fig. 10.4(a,b). The two conductors in the microstrip
transmission line are thus constructed using the top gate and electron gas as ground.
This device can act as a reflective switch by depleting the effective ground plane using a
negative bias on the gate. Depletion reduces the capacitance between the conductors of
the microstrip and modulates the device impedance. Transmission through the switch
is shown in Fig. 10.4(c) in the on (blue) and off (red) state, with an OOR greater than
25 dB for 0 - 8 GHz. To the best of our knowledge, a switching device based on a
depleted ground plane has not been reported previously.
The switch is capacitively coupled to the input and output ports, with a planar
spiral inductor at one port forming a bias tee to provide the dc gate voltage needed
to deplete the electron gas. In place of a planar interdigitated capacitor, we make use
of the GaAs heterostructure to provide a low footprint parallel plate capacitor, formed
between the CPW central track and the electron gas, as shown in the inset to Fig.
10.4(d). The frequency response of this capacitor is shown in Fig. 10.4(d).
The capacitance-based switch has improved performance at higher frequency than
the HEMT-based switch, although it has a larger footprint due to both the length of
line needed for adiabatic tapering from 50 to 200 Ω and for the coplanar-to-microstrip
transition. This improvement stems from the absence of a gate structure, which in
the HEMT switch capacitively couples the source and drain contacts, even in the off
state. The required footprint is reduced significantly in an all-microstrip circuit that is
designed to operate at a characteristic impedance close to 200 Ω.
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ability to be configured as variable impedances, producing arbitrary amplitude output,
as shown in Fig. 10.5(d)(ii).
We also demonstrate basic IQ modulation using our switching matrix by applying
rf tones at both inputs with a 90◦ phase offset between them. The 90◦ shift can be
produced by a length of transmission line (with narrowband response) or as a separate
quadrature prime waveform. The output waveform at angular frequency ω is A sinωt+
B cosωt = R sin(ωt + φ), where the magnitude R and phase φ are determined by
the amplitudes A and B, controlled by the gate voltages Vi,j . After the calibration
function R,φ = F(Vi,j) is generated once, we can select the appropriate Vi,j to produce
a tone with arbitrary phase and amplitude in the first quadrant of the complex plane,
as shown in Fig. 10.5(e). The corresponding voltage output along a quarter circle of
constant amplitude is shown in Fig. 10.5(f). By controlling the amplitude and phase
shift using the integrated switching matrix, the connection between each qubit and the
prime line bus can be specifically adjusted to compensate for the inevitable variation
in parameters between physical qubits1.
10.5 Cryogenic Logic
For controlling and programming the switching matrix via the address bus, we envisage
a layer of fast, classical logic that serves as an interface between the physical qubits and
compiled quantum algorithm (comprising mostly an error correcting code). This layer
of classical logic is also needed for executing various automatic sequences associated
with fast feedback for qubit stabilisation, readout signal conditioning, or open-loop
error suppression [Viola & Knill 2003, Shulman et al. 2014]. For controlling a large-
scale quantum computer there are many advantages to locating this classical logic
and associated data converters close to the qubits, inside a dilution refrigerator. In
comparison to room temperature based control systems, cryogenic operation results
in an enhanced clock speed, improved noise performance, reduced signal latency, and
larger bandwidth. Some of these aspects stem from the ability to make use of compact
superconducting transmission lines and interconnects at cryogenic temperatures.
The choice of technology for constructing this layer of classical control is largely
1Calibration of the switch response and qubit can be performed at the same time, measuring the qubit
evolution as a function of switch gate voltage.
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dictated by the qubit coherence times, control signal bandwidth, and the number
of simultaneous qubits under control. With a convergence of solid-state qubit co-
herence times now approaching 1 millisecond [Pla et al. 2012, Bluhm et al. 2010b,
Reagor et al. 2012], present day CMOS-based FPGAs or application specific integrated
circuits (ASICs) operating at 4 kelvin are a viable control platform. Higher performance
control systems that are likely to be realised in the longer term include technologies
based on InP devices [Samoska 2011], SiGe BiCMOS [Cressler 2010, You et al. 2005],
and superconducting flux logic [Herr et al. 2011].
For the basic demonstration of the PL/AL scheme considered here the classi-
cal logic is implemented using a commercial FPGA (Xilinx Spartan-3A) that we have
made operational at the 4 K stage of a dilution refrigerator. To achieve cryogenic op-
eration the FPGA chip was mounted on a custom, cryogenic printed circuit board that
includes components which vary little in their parameters at cryogenic temperatures
[Colless & Reilly 2012, Colless & Reilly 2014]. Power and clock signals to the FPGA
are adjusted for cryogenic operation using room temperature sources and a semi-rigid
coax line is configured for sending serial commands, with reprogramming of the low
temperature array occurring via a dedicated ribbon cable. With the FPGA mounted
at the 4 K stage we measure an idle power dissipation of ∼ 30 mW, with negligible in-
crease during dynamic logic operations for the simple code executed here. We estimate
a dynamic power dissipation of ∼ 100 mW for computational operations that use most
of the gates in the Spartan-3 array (further details of cryogenic operation of FPGAs are
given elsewhere [Conway Lamb 2015]). The FPGA is programmed to interpret serial
communication and output a 3.3 V signal on selected pins to activate prime waveform
routing in the switching matrix. These outputs are combined with a negative voltage
provided from room temperature via a cold resistive adder so that the switching matrix
gates receive -50 mV for the on-state and -380 mV for the off-state voltage.
10.6 Semiconductor Qubit Control
We combine the building-blocks of our micro-architecture described above, to demon-
strate that a semiconductor qubit can feasibly be controlled autonomously without
introducing additional noise or heating to the quantum system. The qubit is a GaAs
double quantum dot configured as a charge or spin qubit in the few-electron regime.
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These qubits are commonly controlled using dc-pulse waveforms on the gates to rapidly
manipulate the energy levels of the quantum dots [Petta et al. 2005a]. A typical setup
connects a waveform generator to each gate using a separate high bandwidth coaxial
cable and bias tee.
For this demonstration we connect a single coaxial cable from a waveform gen-
erator at room temperature to the input of the 2:2 switching matrix, with the two
matrix output ports connected to the two plunger gates LP and RP of the double dot,
as shown schematically in Fig. 10.6(a). The waveform generator produces a prime
waveform consisting of a 100 kHz square wave (shown in Fig. 10.6(b)) which is then
steered by the 4 kelvin FPGA by opening and closing switches in the matrix depending
on commands sent from room temperature.
The charge state of the double dot is sensed using an rf quantum point contact
[Reilly et al. 2007, Hornibrook et al. 2014a], which provides a readout signal Vrf as a
function of the gate voltages VL and VR indicated in (c). With both switches of the
matrix set to the off state, a standard charge stability diagram is detected indicating
that the off state provides sufficiently high isolation between input and output ports,
as shown in Fig. 10.6(d)1.
Sending a command to the cold FPGA allows the prime waveform to be directed
to the left, right, or both plunger gates, producing two copies of the charge stability
diagram. These copies appear because, on the timescale of the readout, a square
wave with 50% duty-cycle configures the double dot in two distinct charge states that
are offset from one another by the voltage ∆VR or ∆VL, as shown in Fig. 10.6(e-g)
[Petta et al. 2005b]. In comparison to data taken on the bare quantum dot, we are
unable to detect any additional noise or an increase in the electron temperature (which
is of order 100 mK) when configuring the charge-state using the cryogenic FPGA and
switching matrix.
10.7 Discussion
Our simple demonstration of a multi-component control architecture provides a path
for scaling up the classical support system needed for operating a large-scale quan-
1A very small amount of jitter in the charge transitions can be seen due to coupling of the rf-QPC
carrier to the gates.
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tum computer. Aspects of this demonstration will also likely find immediate use in
improving the performance of few-qubit experiments using electron spins in quantum
dots. For example, in using the switching matrix to produce multiple out-of-phase
copies of control waveforms, crosstalk can be suppressed by cancelling the voltage that
is capacitively coupled to neighbouring surface gates [Blanvillain et al. 2012]. Using
the switching matrix as a high frequency cryogenic multiplexer will also enable the
automated testing and characterisation of many devices in a given cool-down experi-
ment. In the longer term, our micro-architecture can be extending to allow additional
functionality of the switching matrix, providing qubit control frequency correction by
using the HEMTs as mixers, or as cryogenic adder circuits that reduce the complexity
or resolution needed for biasing surface gates that define quantum dots.
At the layer of classical logic, our demonstration shows that commercial FPGA
devices can be configured to work at cryogenic temperatures and are compatible with
controlling qubits in close proximity. Beyond the control architecture presented here,
the use of cold, low-latency classical logic will likely improve the performance of feed-
back systems generally needed for adaptive measurement, quantum state distillation,
and error correction protocols. Given the power dissipation inherent to such control
systems however, improvements in cryogenic refrigeration technology, similar to what
has been achieved in rare-event physics [Schaeffer et al. 2009], will likely be needed to
enable large-scale quantum information processing.
10.8 Conclusion
We have proposed a micro-architecture for the control of a large-scale quantum proces-
sor at cryogenic temperatures. The separation of analog control prime waveforms from
the digital addressing needed to select qubits offers a means of scaling this approach
to the numbers of qubits needed for a computation. To demonstrate the feasibility of
our scheme we have shown that a semiconductor qubit can be controlled using a cryo-
genic FPGA system and custom switching matrix for steering analog waveforms at low
temperature. We anticipate that integrated, autonomous control systems of this kind
will be increasingly important in the development and demonstration of fault tolerant
quantum machines.
133
10. STEERED PULSE CONTROL OF A DOUBLE QUANTUM DOT
10.9 Methods and Materials
The fabrication of GaAs switching elements follows similar procedure to quantum dot
devices (allowing easy integration). The mesa is wet etched using sulphuric acid, be-
fore Au/Ge/Ni ohmic contacts are thermally evaporated and annealed at 470 degrees
for 100 seconds. The final metal layer is thermally evaporated TiAu (10 nm / 100
nm). The device (Fig. 10.6(c)) is an electrostatically defined double quantum dot on
GaAs/Al0.3Ga0.7As heterostructure (carrier density 2.4 × 10−15 m−2, mobility 44 m2
/ Vs at 20 K).
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Conclusion and Future Outlook
The work presented in this thesis explores scalable approaches to the control and read
out of solid state quantum devices. New hardware and techniques are developed that
constitute preliminary steps towards the realisation of large scale multi-qubit systems
that can be manipulated and probed with high fidelity (see section 3.2). This goal
is motivated not only by the novel physics that such systems would demonstrate, but
by the insight it would provide as to the key challenges involved in scaling quantum
hardware towards something truly remarkable - a universal quantum processor.
High-bandwidth dispersive sensing has been demonstrated using in situ gate elec-
trodes coupled to lumped-element resonators, providing a method to read out large
numbers of qubits without requiring integrated charge sensors (see section 3.2.2.1 and
Chapter 5). This method has been combined with a low-loss chip-level frequency multi-
plexing scheme which enables the readout of arrays of dispersive sensors simultaneously
(see section 3.2.2.2 and Chapter 6). A modular cryogenic printed circuit board platform
has been developed which provides the ability to rapidly prototype multi-qubit devices
and incorporates a high density of dc, radio-frequency and microwave connections in
a compact footprint (see section 3.2.3.2 and Chapters 7 and 8). Optimised method-
ologies for designing on-chip interconnects in multi-qubit devices have been explored
and demonstrated to improve control fidelity and suppress signal crosstalk (see section
3.2.3 and Chapter 9). Finally, cryogenic HEMT switches, controlled via an FPGA,
have been used to demonstrate pulse steering, a fundamental building block of a prime
line gate architecture (see section 3.2.1 and Chapter 10).
While encouraging, a number of key problems still need to be addressed in order
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to realise even a moderately-sized quantum processor. We limit our discussion to
singlet-triplet spin qubit architectures but note that many of the same challenges are
common to Loss-DiVincenzo qubits1 [Loss & DiVincenzo 1998], exchange-only qubits2
[Medford et al. 2013, Gaudreau et al. 2012] and solid-state qubits more broadly.
11.1 Scalable Qubit Architecture
One fundamental challenge that has not been addressed in this work is the development
of a quantum device geometry which can be easily scaled to an arbitrary numbers of
qubits. This is difficult to realise as any design must allow qubit initialization, state
readout, as well as single and two-qubit operations. This must be achieved in a way
that is able to be interfaced with a printed circuit board whilst remaining robust to
signal crosstalk.
11.1.1 Linear Arrays
Linear array geometries have been proposed to support large numbers of singlet-triplet,
Loss-DiVincenzo or exchange-only qubits. One potential advantage of these devices is
that, neglecting material and fabrication defects, we might expect to be able to tune
each dot using nominally similar gate voltages. Unfortunately in practice this is rarely
found to be the case, with voltages required to produce appropriate tunnel barriers
varying considerably, even between adjacent dots. This most likely results from the
presence of traps and imperfections near the heterointerface, which may potentially
be reduced with improvements in the growth process. There are however a number
of other disadvantages inherent in any linear approach. One potential difficulty is
initialising the system in a particular charge state - loading the inner dots of an array
which are spatially separated from the electron reservoirs on either end is not trivial.
A more fundamental limitation arises from the limited interactions along the 1D chain
where each qubit is only coupled to its neighbours on either side. This precludes
1A quantum bit where the basis states |0〉 and |1〉 correspond to the spin states |↑〉 and |↓〉 of a single
electron. While this approach seems inherently more simple than the singlet-triplet approach, consisting
of only a single well potential, control typically requires a temporally varying magnetic field which can
be difficult to implement in practice
2A quantum bit consisting of 3 quantum spins in a triple well potential where complete control is
provided electrically through control of the exchange interaction and no magnetic field is required.
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11.1.2 2D Lattice Architecture
An alternative approach might make use of a 2D lattice of quantum dots, providing
interactions between each qubit and its 4 nearest neighbours. So-called quantum dot
networks have been previously studied in the context of their bulk properties but not,
to the best of our knowledge, within the context of quantum information processing
[Goswami et al. 2012, Dorn et al. 2004, De Simoni et al. 2010]. The latter is a much
more demanding task as it requires a method to control and readout individual qubits
within a 2D array. One important advantage of lattice based approaches is that the
greater degree of coupling allows the implementation of surface code quantum error cor-
rection protocols, reducing the error threshold for fault tolerant quantum computation
[Wootton & Loss 2012].
An illustration of one such potential geometry is shown in Fig. 11.2. A large
lattice gate with holes removed is used to define minima in the potential landscape
to form quantum dots in the 2DEG below. Applying an increasingly negative voltage
to this gate reduces the average electron count in each dot. A layer of horizontal
gates (green) are used to control the exchange interaction between adjacent rows of
quantum dots (along the y-axis) via the application of a positive voltage which raises
the potential of the electron gas below, increasing the coupling between neighbouring
pairs of quantum dots. A similar layer of vertical gates (blue) controls the exchange
interaction between neighbouring columns of quantum dots (along the x-axis). On
subsequent layers, metal disks are patterned such that they couple capacitively to each
quantum dot, allowing dispersive readout as well as microwave control. An insulating
layer (in this case hafnium oxide (HfO2)) is used to ensure the different gates layers do
not electrically short together.
In order to read out a target qubit (highlighted in red in Fig. 11.2), a positive
DC voltage is applied to the appropriate vertical exchange gate to increase the qubits
exchange coupling (note that this is applied to all qubits in the column) while the lattice
gate voltage is chosen to ensure that the coupling for all other qubits is suppressed.
An alternating rf voltage is then applied to the appropriate pair of horizontal control
gates to conduct dispersive readout (see section 3.2.2.1). All qubits affected by this
rf signal other than the target will have negligible exchange coupling and hence will
show no dispersive response, allowing us to uniquely readout only the desired qubit.
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Individual qubit control might be achieved using electron spin resonance techniques
(ESR) where microwave pulses are applied to the appropriate row and column gates
(qubit highlighted in purple in Fig. 11.2), where these signals are in phase electric field
oscillations can produce coherent single spin rotations via the spin-orbit interaction
[Nowack et al. 2007, Koppens et al. 2006]. Additional pulses could be applied to nearby
gates out of phase by 180 degrees in order to cancel out any unwanted crosstalk effects.
As an alternative to using the spin-orbit interaction, a spatially varying magnetic field
could be supplied using micro-magnets which would similarly allow all electrical control
of single spins [Pioro-Ladrie`re et al. 2007].
This architecture has a number of advantages over the linear geometry discussed
previously. Firstly, the size of the device and the number of electrical control lines that
must be interfaced with the chip scales as the square root of the number of qubits, in
contrast to the linear scaling of the 1D array. If we consider a 1000-qubit device as
before (a ∼ 33 × 33 qubit lattice or equivalently a ∼ 66 × 66 quantum dot array), we
require approximately 65× 2 exchange gates, 66× 2 control/readout gates in addition
to the single lattice gate, for a combined total of ∼ 260 gates. This would be reasonably
straightforward to incorporate into a cryogenic system, and is within a factor of ∼ 2 of
our present dc capabilities and a factor of ∼ 10 of our present rf capabilities.
11.2 Two-Qubit Gates
In singlet-triplet architectures single-qubit control is provided by the exchange interac-
tion between electrons and a magnetic field gradient (see section 2.4.5) and is reasonably
well understood [Loss & DiVincenzo 1998, Petta et al. 2005a, Foletti et al. 2009]. Any
universal quantum processor will also require a method of implementing high-fidelity
two-qubit gates between neighbouring qubits [Nielsen & Chuang 2000]. These gates
are significantly more challenging to implement than single-qubit rotations and have
only recently been demonstrated for Singlet-Triplet qubits in GaAs via a direct electro-
static interaction [Shulman et al. 2012]. In this approach two double dot systems are
capacitively coupled to each other while tunnelling between them is suppressed. When
the exchange splitting J in one qubit is non-zero, the singlet and triplet states have
different charge configurations due to the Paul exclusion principle. This charge differ-
ence, which is a function of the detuning , causes the qubit to impose state-dependent
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electric fields on the adjacent qubit. Since J is a function of the electric field, this al-
ters the precession frequency of the second qubit allowing its state to be conditioned on
that of the first qubit. This interaction allows the generation of an entangled state and
is used to implement a CPHASE gate in approximately 160 ns with a maximum Bell
state fidelity of ∼ 0.7 [Shulman et al. 2012]. State fidelity is limited by dephasing from
electrical noise and could be improved by decreasing the ratio of τent
/
τ echo2 , where τent
is the time taken to achieve the CPHASE gate and τ echo2 the single qubit coherence time
with an echo pulse. Schulman et al. suggest that the use of an electrostatic coupler to
increase the two-qubit coupling and reduce τent would, in the absence of other losses,
allow a Bell state with fidelity exceeding 90% to be produced [Trifunovic et al. 2012].
While promising, it is not clear that this approach will enable two-qubit
gates with sufficiently high fidelity and speed to allow fault tolerant quantum
computing [Preskill 1998]. It is therefore worth considering whether alterna-
tive forms of coupling might allow faster, higher fidelity gates to be imple-
mented. Other proposals for implementing two-qubit interactions include the
use of optical cavities and microwave stripline resonators [Childress et al. 2004,
Imamoglu et al. 1999], ferromagnetic couplers [Trifunovic et al. 2013], the collec-
tive modes of spin chains [Friesen et al. 2007, Srinivasa et al. 2007], superconduct-
ing systems [Marcos et al. 2010, Leijnse & Flensberg 2013], and multi-electron cores
[Lehmann et al. 2007]. An alternative approach makes use of direct exchange interac-
tions between double quantum dots [Loss & DiVincenzo 1998, DiVincenzo et al. 2000].
However, although this exchange energy originates from the long-range Coulomb inter-
action, its strength typically decays exponentially with distance [Burkard et al. 1999,
Herring & Flicker 1964]. Additionally, long-range coupling between spatially sepa-
rated spins via multiple nearest neighbour interactions is not ideal, as it sets a low
threshold error rate to achieve fault tolerant quantum computing [Szkopek et al. 2006,
Stephens & Evans 2009]. The realization of direct exchange gates between qubits has
not yet been demonstrated in large part due to difficulty in fabricating a geometry in
which the qubits have sufficient wave function overlap, while remaining individually
tunable.
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11.2.1 Coupling via Indirect Exchange
A potentially attractive alternative approach to mediate the interaction between qubits
is using indirect exchange via an auxiliary coupling quantum dot. This form of long-
range coupling of electrons has recently been demonstrated between the two outer
quantum dots of a linear triple dot system [Busl et al. 2013, Braakman et al. 2013].
Coupling arises from electron co-tunnelling and exhibits the fourth order dependence
on tunnelling amplitudes that is characteristic of super-exchange [Dyakonov 2008]
but suffers from a large virtual energy cost from the presence of doubly occu-
pied centre dot states. A similar scheme makes use of a many-electron quan-
tum dot which mediates the interaction between two qubits via an effective spin-
spin interaction known as the Ruderman-Kittel-Kasuya-Yosida (RKKY) interaction
[Craig et al. 2004, Ruderman & Kittel 1954]. One disadvantage of this method is the
potentially low fidelity resulting from correlations between the Fermi sea within the
coupler and the nearby quantum, which may be hard to disentangle. More recent pro-
posals have suggested that a multi-level quantum dot containing 0, 1 or 2 electrons
also has the potential to mediate a high-fidelity exchange interaction between two spa-
tially separated single-electron spin qubits [Srinivasa et al. 2013, Mehl et al. 2014]. A
fabricated device in which these schemes may be physically realised is shown in Fig.
11.3 where two qubits are coupled by a region of 2DEG (blue). A capacitively coupled
plunger gate allows this region to be tuned from many-electrons into the few electron
regime.
11.2.2 Quantum Hall Couplers
A more speculative approach to coupling qubits over long distances is the use of the
non-dissipative edge modes of a quantum Hall fluid. An illustration of such a scheme
is shown in Fig. 11.4 where four qubits are spaced around the outer perimeter of a
circular area of 2DEG. When a suitably large magnetic field is applied, chiral edge
modes propagate around the circumference which can couple electrostatically (or via
tunnelling) to each qubit, potentially allowing the generation of entanglement. Prelim-
inary data suggests that these edge modes can produce dispersive shifts of ∼ 1◦ when
coupled to broadband transmission lines [Colless et al. 2015].
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11.3 Classical Control Hardware
As has been discussed at length in this thesis, scaling to large numbers of qubits requires
not only the addressing of key scientific challenges but also introduces a multitude of
new requirements for classical control hardware. While a number of preliminary steps
have been taken in this thesis toward developing such a framework, a number of further
improvements still need to be made.
11.3.1 Higher-Density Printed Circuit Boards
As detailed in section 11.1, the manipulation of large arrays of qubits will require
increases in the density of signal interconnects used to supply appropriate dc confine-
ment potentials and rf control pulses. While additional DC control lines should be
relatively straightforward to incorporate using off the shelf components (for example
the nano-miniature range from Cristek1 provides up to 1600 contacts per square inch),
and could be generated by banks of cryogenic DACs, incorporating higher densities of
rf connections without compromising signal integrity will be more challenging. Realis-
tically, significant compromises in terms of available bandwidth will probably need to
be traded for reductions in connector footprint.
11.3.2 Large-Scale Multiplexed Readout
Work in Chapter 6 demonstrates the readout of 3 channels using a purpose-built fre-
quency multiplexing chip consisting of individual LC resonators. In addition, a 10-
channel chip was fabricated and shown to behave as expected. Progressing beyond
the readout of 10 individual channels can be achieved using electron beam lithography
and multi-layer processing techniques which allow for the fabrication of thousands of
readout channels within a few square centimetres. The more serious issue of frequency
crowding resulting from the limited available bandwidth (of order ∼ GHz using spi-
ral inductors) can to first order be solved using brute force duplication of the entire
read out setup (see Appendix A.2). Assuming approximately 100 readout channels per
setup this should be feasible for linear and lattice processor geometries of up to 1000
qubits. Ultimately time domain multiplexing techniques may be used to allow banks
of frequency multiplexed channels to be interleaved in time. Whether time sequenced
1http://www.cristek.com/
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readout schemes are feasible likely depends on the details of the particular quantum
algorithms being implemented.
11.3.3 Miniaturized Cryogenic Switching
In order to prevent the required number of qubit control lines increasing proportionally
to the size of a quantum processor, a prime line bus was described which makes use of
an FPGA-controlled cryogenic switch matrix (see section 3.2.1 and 3.2.1.3). Quantum
algorithms could then be implemented by sequentially routing particular instances of
control pulses to qubits as necessary, illustrated in Fig. 3.2. Assuming 2 pulse lines per
qubit and 20 prime lines used to provide the necessary pulse instances, this results in a
total of 2× 20× 1000 = 40 000 switches for a linear array based 1000-qubit processor,
which should be easily manageable using current HEMT fabrication techniques.
11.3.4 Device Tuning
One aspect of processor scaling that has received little attention is the challenge of
tuning-up multi-qubit arrays. For typical devices consisting of 1-2 qubits (whether
ST, LD or exchange-only), manual tuning can often take several weeks to produce a
well formed qubit exhibiting all the requisite physical characteristics (if it turns out to
be possible at all!). Even assuming non-local correlations between gate voltages and
quantum dots can be ignored, such that a device can be tuned ‘a couple of qubits at a
time’, this process will be feasibly for only very small systems. One potential solution
is using an automated software algorithm which is able to intelligently search for an
optimum set of gate voltages, using standard readout methods to evaluate any given
configuration. Such tuning algorithms could be based on any number of well known
multi-variable optimization techniques such as machine learning [Golberg 1989] or pat-
tern recognition [Rosenfeld 1981]. It is an open question whether such an approach
would require the inclusion of any of the underlying physics present in the system.
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Appendix A
Cryogenic Measurement Setup
The electrical lines required to control spin qubits can be divided into distinct frequency
regimes. On the one hand, low-bandwidth ‘dc’ lines are needed to supply confining po-
tentials which form the double dot and also allow current to be passed through the
system via ohmics. Higher-bandwidth ‘rf’ lines are required to allow the fast manip-
ulation of qubits from dc to ∼ 1 GHz and to enable rf-reflectometry and dispersive
sensing. In addition, the spectroscopy work presented in Chapter 4 uses microwave
lines with a bandwidth up to ∼ 30 GHz to drive high-energy phonon transitions. In
order to provide these high bandwidths and appropriate levels of shielding, bulky coax-
ial transmission lines are required. These must be used judiciously as they carry large
amounts of heat and broadband noise down the fridge.
Wiring was implemented within a Leiden dilution refrigerator1, allowing multi-
plexed readout, ∼ 30 GHz bandwidth pulse lines, sapphire heat-sinking of dc lines and
rapid sample exchange. A schematic layout of the setup can be seen in figure A.1.
A.1 Low-bandwidth DC Lines
When measuring spin qubits, it is important that the electron temperature of the
sample (distinct from the lattice temperature), must be kept as low as possible in order
not to mask the underlying physics being measured. The primary source of electron
heating/cooling is via the dc lines bonded to ohmic contacts which make direct contact
with the 2DEG. Care must thus be taken to ensure these lines are appropriately filtered
1http://www.leidencryogenics.com/
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to remove high frequency noise, and well thermalized to each temperature stage of the
dilution fridge.
At room temperature a DecaDac waveform generator is used to provide tem-
perature stable dc voltages on long time scales. These voltages are divided down by
a filter/divider combination, which reduces the signal by a factor of 2 and provides
a frequency cut-off at 30 Hz, before passing through an additional BLP-1.9+ 1 MHz
lowpass filter. DC lines then pass via BNC cables to a ‘breakout’ box, which allows
individual lines to be grounded, ‘floated’ (connected to the DAC), or connected to a
common bus. Finally, the signals travel through a shielded dsub connection to a Fisher
connector at the top of the fridge.
Inside the cryostat shielded phosphor-bronze loom with a resistance of ∼ 100 Ω
is used to bring the lines down to the mixing chamber. At each temperature stage
of the fridge the loom is epoxied within a gold-plated copper bulkhead in order to
ensure good thermalization. On the mixing chamber, signal lines pass through a filter
bank which removes room temperature noise and pick-up, shown in Fig. A.2. The
box is a modified version of the design used within the Marcus group and consists of
3 stages: a 7-pole 80 MHz cut-off Mini-circuits filter, 1 KHz cut-off RC filter (10 Ω
and 15 nF) and a ∼ 700 Hz cut-off RC filter (4.75 kΩ and 47 nF). The box is then
filled with magnetically lossy Eccosorb CR117 which attenuates signals above 2 GHz.
At low temperatures (< 4 K), almost all electrical insulators become extremely poor
thermal conductors which makes it increasingly difficult to thermalize wiring (due to the
necessary insulator between the dc lines and the cold fridge plate). We use a sapphire
heatsink which, due to its structured lattice, has a large phonon mean free path and
hence relatively high thermal conductance. A 37-pin micro D allows signals to launch
onto a basic 2-layer FR4 printed circuit board which is then wire-bonded to a sapphire
micro-stripline design as shown in Fig. A.3. Each dc track is 0.75 mm wide and 30
mm long in order to provide a large surface area through which to cool. A high-purity
copper box clamps the sapphire and bolts down onto the fridge plate to provide a good
thermal contact.
Below the mixing chamber copper wires are used to make connection with the
printed circuit board in order to maximize sample cooling. On the PCB itself the lines
pass through another set of RC filters (R = 10 kΩ and C = 15 nF, fc ∼ 1 kHz). Finally,
36 of the DC lines are added to rf and mw gates via bias tees (R = 5 kΩ and C = 47
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nF, fc ∼ 700 Hz).
A.2 High-bandwidth Lines
High-bandwidth lines are used both to control the qubit with ns voltage pulses (‘pulse
lines’ in Fig. A.1) and in readout measurements (‘Tx’ and ‘Rx’ in Fig. A.1). Thermal-
izing the former is achieved through the use of broadband attenuators which provide
a resistive (usually ∼ 100Ω) connection between the inner and outer conductors of the
coaxial cable, allowing the flow of heat as well as electrons. Attenuators also serve to
suppress noise and prevent the transmission of black body radiation from room tem-
perature, which may present a heat load on the fridge. The value of attenuation used
on each plate is roughly determined such that the black body radiation generated from
the hotter stage is attenuated to a similar level as that of the cooler stage i.e. between
300 K and 50 K stages there is a ∼ 2 order of magnitude decrease in temperature, re-
ducing our signal by a similar amount thus requires 20 dB of attenuation. This results
in the majority of attenuation being placed at higher temperature stages which takes
advantage of their greater cooling power. We ac couple our pulse lines at room temper-
ature to ensure there can be no constant voltage across our attenuators causing heating.
While to some extent simply increasing the length of coaxial sections can be used to
lessen unwanted thermal ties between fridge stages, this creates frequency-dependent
attenuation that is experimentally undesirable. Stainless steel coax (diameter 0.085”)
is used from room temperature down to the mixing chamber as a compromise between
thermal conductivity and signal attenuation, below this stage copper coax can be used
due to its low loss.
In the measurement setup the local oscillator signal passes down a stainless steel
coax line (Tx) with attenuators used to thermalize it at the 50 K and 4 K stages, where
it is then coupled onto the Rx line via a directional coupler. Superconducting niobium
titanium coax is then used to bring the signal down to the mixing chamber to minimize
heat transfer and attenuation. Finally, copper coax is used to connect to the sample
PCB which provides low levels of attenuation while also being mechanically robust. Re-
flected signals pass back up through the coupler and into a cryogenic amplifier1, which
1Model number CITLF2 supplied by Caltech Electrical Engineering department, with a noise temper-
ature < 4 K.
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provides > 30 dB of gain at 1 GHz. A dc block is used at the input to the amplifier to
break the inner conductor, preventing heat transmission down to the sample. Stainless
coax can be used to bring the amplified signal up to room temperature as attenuation
post-amplifier is not problematic.
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Appendix B
Capacitive Readout
B.1 Quantum Capacitance in 2D systems
The capacitance per unit area between a top gate on a GaAs heterostructure and the
2D electron gas that forms beneath can be calculated using the following relation
1
C/A
= −d(− |e|UG)
e2dns
=
classical︷︸︸︷
d
εε0
+
quantum︷ ︸︸ ︷
1
e2
(
dE0(ns)
dns
+
dEF (ns)
dns
) (B.1)
Where UG is the applied gate voltage, d the distance between metal and the heteroin-
terface, E0 the quantisation energy, EF the Fermi energy and  the dielectric constant
of GaAs. It can be seen that in addition to the simple geometric contribution to the
capacitance, which is inversely proportional to the separation between the top gate and
the 2DEG, there is a so-called quantum capacitance contribution expressed by the last
two terms in brackets. The quantity dEF (ns)/dnS can be identified as the inverse of
the system’s density of states D2D = m
∗/pi~2. In general we can write
1/CTotal = 1/CClassical + 1/CQuantum (B.2)
where we see that in the classical limit whenm∗/~→∞ we haveD2D →∞, CQuantum →
∞ such that CTotal → CClassical as expected. Typically the quantisation energy is ne-
glected and the quantum capacitance defined via the relation Cq := e
2D2DA.
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From the above discussion we see that to probe the quantum capacitance of a
system work must be done in order to minimise classical parasitic contributions to the
total capacitance. However, if this condition can be met, such measurements allow us
to directly probe the DOS at the Fermi energy of a system, often in a more effective way
than transport measurements which are more complicated and sensitive to scattering
details.
B.2 Dispersive Readout Model
We consider a double quantum dot system operated as a charge qubit in the (0,1) -
(1,0) regime. We can write the Hamiltonian of the system as
H =
1
2
(eVddσz + ~tσx) (B.3)
where e is the electron charge and Vdd is the potential difference between the two
dots. This potential difference is controlled electrostatically by gates on the surface
of the chip allowing us to write Vdd = βVg where β = Cg/CΣ is a ratio of the gate
capacitance to the total capacitance of the dot. This applied voltage has the usual
DC component as well as an AC component which originates from the LC resonator
connected to the gate. We write the Hamiltonian for an oscillator with resonance
frequency ω0 = 1
/√
LC
H =
1
2
(
q2
C
+
φ2
L
) (B.4)
where q is the charge across the capacitor and φ is the node flux at the end of the
gate (the time integral of the voltage between this node and ground). Since we are
only considering a single capacitor this is given by Vg = q/C. The two variables
are canonically conjugate so that [φ, q] = i~. Defining a characteristic impedance
ZC =
√
L/C = Lω0 for the resonator we find the following identities for the raising
and lowering operators
φ =
√
~Zc/2
(
a+ a†
)
p =
√
~/2Zc
(
−ia+ ia†
)
(B.5)
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where these operators have the usual commutation relation
[
a, a†
]
= 1. We can then
write the Hamiltonian for a resonator coupled to a quantum dot
H = ~ω0a†a+ ~εσz/2 + ~tσx/2 +
√
piβ
√
Zc/RK~ω0(−ia+ ia†)σz/2 (B.6)
where ε = eβV0/~ is the potential difference between the two dots converted to a
frequency and RK = h/e
2 is the resistance quantum (note that e2/h = 2α/Z0). We
can simplify all the dimensionless constants by defining g =
√
piβ
√
Zc/RK/2 to give
H = ~ω0a†a+ ~εσz/2 + ~tσx/2 + ~gω0(−ia+ ia†)σz (B.7)
We expect g < 1 which allows us to perform a perturbation theory analysis of this
Hamiltonian. We define σ˜z = (εσz + tσx)/Ω where Ω =
√
ε2 + t2 and we have diago-
nalised the qubit Hamiltonian. Inverting the formula σz = (εσ˜z − tσ˜x)/Ω and we find
H = ~ω0a†a+ ~Ωσ˜z/2 + ~g
ε
Ω
ω0(−ia+ ia†)σ˜z − ~g t
Ω
ω0(−ia+ ia†)σ˜x (B.8)
Now we analyse this model in second order perturbation theory for the eigenstates of
the oscillator and qubit Hamiltonians |n,±〉 which have energy n~ω0 ± ~Ω/2. The
eigenvalues at second order correspond to the following effective Hamiltonian
Heff = ~ω0a†a+ ~Ωσ˜z/2 + ~g2
(
t
Ω
)2 ω20
Ω2 − ω20
Ω(2a†a+ 1)σ˜z (B.9)
This Hamiltonian has the same eigenvalues as our original one up to second order,
implying that there exists a unitary rotation which maps the two onto each other. The
spectrum is just that of a two-level system with a shifted resonance frequency, and a
simple harmonic oscillator with a frequency that depends on the state of the two-level
system. We are most interested in the limit in which Ω  ω0 and so we can simplify
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ω20/(Ω
2 − ω20) ∼ ω20/Ω2. The fractional shift in the oscillator frequency is therefore
δω0
ω0
= 2g2
(
t
Ω
)2 ω0
Ω
〈σz〉 = pi
(
Cg
CΣ
)2 Zc
RK
(
t
Ω
)2 ω0
2Ω
〈σz〉 (B.10)
and maximum shift will occur where t = Ω where it will be of order piβ2(ω0/Ω)(Zc/RK)/2.
Since ZCω0 = 1/C we note that this shift just depends on the capacitance of the LC
resonator. Taking the second derivative of energy with respect to the applied gate
voltage for the excited state qubit energy (~Ω/2)
∂2E
∂V 2g
=
~
2
e2β2
~2
∂2Ω
∂ε2
=
e2β2
2~Ω
(
t
Ω
)2
= CQ, (B.11)
which is known as the quantum capacitance which is at maximum CQ ∼ piβ2/RKΩ.
Note we have differentiated with respect to the actual applied gate voltage rather than
the voltage seen at the qubit which will not be precisely known. We then find
δω0
ω0
= 2g2
(
t
Ω
)2 ω0
Ω
〈σz〉 = 1
2
Zc
ZQ
〈σz〉 = CQ
2C
〈σz〉. (B.12)
Where the impedance due to the quantum capacitance at the resonance frequency of
the LC-oscillator has been defined as ZQ = 1/ω0CQ.
B.3 Phase Shift
If we drive the LC oscillator with a force, the amplitude of the oscillator – in the
interaction picture – is as follows
α˙ = −i∆α− iδωα− κα/2− ηκαin (B.13)
where αin is the amplitude of the input signal of angular frequency ωd, ∆ = ω0 − ωd
and δω is the shift in the resonance frequency due to the quantum capacitance.η varies
between zero and one parametrising the impedance at the end of the dispersive gate-
sensor, small values of η correspond to the majority of the power being transmitted to
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ground rather than reflected to the detector. The reflected amplitude is therefore
αout = αin + ηα (B.14)
where in the steady state we find by solving α˙ = 0 that
αss =
−2ηκαin
κ+ 2i(∆ + δω)
(B.15)
and as a result we find the following transformation of the input field
αout =
(
1− 2ηκ
κ+ 2i(∆ + δω)
)
αin (B.16)
=
(1− 2η)κ+ 2i(∆ + δω)
κ+ 2i(∆ + δω)
αin (B.17)
This implies that the gate is perfectly reflecting when η = 1 and transmits perfectly
to ground on resonance when η = 0.5. Without loss of generality we assume that αin
is real and calculate the expected phase shift. To do this we must find the real and
imaginary parts of αout
αout =
(1− 2η)κ+ 2i(∆ + δω)
κ+ 2i(∆ + δω)
αin (B.18)
=
((1− 2η)κ+ 2i(∆ + δω))(κ− 2i(∆ + δω)
κ2 + 4(∆ + δω)2
αin (B.19)
=
4(∆ + δω)2 + (1− 2η)κ2 + 4iηκ(∆ + δω)
κ2 + 4(∆ + δω)2
αin (B.20)
As a result the phase is the following
δφ = arctan
(
4η(∆ + δω)/κ
2η − 1− 4(∆ + δω)2/κ2
)
(B.21)
where in particular the phase shift for resonant driving is
δφ = arctan
(
4ηδω/κ
2η − 1− 4δω2/κ2
)
(B.22)
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where this phase changes smoothly from 0 on resonance to pi very far from resonance
as expected.
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Appendix C
Device Fabrication
C.1 Fabrication Process Overview
In the following appendix, a process is reported for the fabrication of lateral dou-
ble quantum dots in a GaAs heterostructure (illustrative device shown in Fig. 11.3).
This process was developed by myself with training provided by Joanna Syzmanska
of ANFF1 on the relevant equipment. To the best of my knowledge, until this work,
no fabrication of single-electron dots had been attempted in Australia. The process
is loosely based on recipes developed in the Marcus Lab at Harvard, but has been
adapted to the particular infrastructure available at ANFF. The recipes outlined below
were used with only minor variations to fabricate all the devices used in this thesis. A
flowchart of the entire process is provided in fig. C.1.
C.2 Cleaving
Sample chips are cleaved from a large wafer using a diamond tipped scribing tool. The
orientation of the chip with respect to the crystallographic axis is carefully recorded
using chip imperfections as markers. Typically a larger wafer is cleaved which is then
patterned with multiple devices which are individually cleaved after EBL patterning,
this saves processing time while also assisting in chip handling.
1www.anff.org.au
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C.3 3-Solvent Wafer Clean
This step is used multiple times through the fabrication process to ensure the chip
surface is free of junk. Note that sonication can only be used before the fine gates have
been deposited, subsequent use has the potential to destroy a device.
1. Sonicate/soak in warmed N-Methylpyrrolidone (NMP) at (80◦C) for 3 minutes
2. Sonicate/soak in Acetone for 3 minutes
3. Sonicate/soak in Isopropanol in (IPA) for 3 minutes
4. Blow dry with compressed nitrogen gas
5. Bake on hotplate at 175◦C for 5 minutes (only when doing initial clean)
C.4 Optical Lithography
Optical lithography is used in the fabrication process to define mesas, ohmics and finally
large gates. A ‘positive’ photosensitive resist layer is deposited on a cleaned surface of
heterostructure with a typical thickness of 1-2µm. This is baked on a hotplate for sev-
eral minutes which causes it to harden. A mask plate is then used in conjunction with
a UV source to expose only certain sections of the resist, weakening their molecular
chains which allows them to be removed when washed in a suitable developer. Initially
photoresist AZ-6612 was used in a single-layer process; however it was found that this
resulted in extremely poor to non-existent liftoff for thick (≥ 1.5µm) metal layers,
such as that required for ohmics. To accommodate this, a bi-layer resist structure was
proposed and implemented - first a thick coat of a special lift-off resist (LOR) was put
down and baked at a high temperature; this was followed by a layer of AZ-6612 and the
sample baked again. This setup had the advantage of giving a strong undercut profile
after exposure and development which greatly facilitated the liftoff step.
Ohmics Recipe
1. Spin LOR5A @ 3000 RPM for 40 seconds
2. Bake @ 180◦C for 5 minutes
3. Spin AZ6612 @ 4000 RPM for 40 seconds
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4. Bake @ 95◦C for 5 minutes
5. Use Q6000 to perform photolithography with appropriate mask for 0.8 seconds at a
power of 10 mW/cm2
6. Develop in AZ photoresist developer for 60 seconds
7. Rinse in de-ionised water for for 10 seconds
8. Blow dry with compressed nitrogen gas
Contacts and Mesa Recipe
1. Spin AZ6612 @ 4000 RPM for 40 seconds
2. Bake @ 95◦C for 5 minutes
3. Use Q6000 to perform photolithography with appropriate mask for 0.8 seconds at a
power of 10 mW/cm2
4. Develop in AZ photoresist developer for 60 seconds
5. Rinse in de-ionised water for for 10 seconds
6. Blow dry with compressed nitrogen gas
Note: all resist coatings are dynamically dispensed over 3 seconds at 500 rpm
C.5 Electron Beam Lithography Recipe
Electron-beam lithography is very similar to its optical counterpart, only differing in
its method of sample exposure. Using a beam of focused electrons it is possible to
reproducibly define feature sizes with a lateral size of 20-40 nm. For the small surface
electrodes needed to define quantum dot devices, a single layer of polymethyl methacry-
late (PMMA) resist with a thickness of 1400 A˚ was found to give best results. All the
devices discussed in this thesis were written using a Raith 150 Two scanning electron
microscope. The e-beam locally breaks up the polymer chains in the resist (so-called
bond scission) so that the exposed parts can be removed by a developer. The overall
performance of a developer can be characterised by its sensitivity, contrast and expo-
sure dose latitude. Typically the resolution of a resist-developer system depends most
heavily on contrast. Therefore a developer with a very high sensitivity, but of very
low contrast, is not suitable for nano-lithography. Using a mixture of 1 part methyl
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isobutyl ketone (MIBK) to 3 parts isopropanol (IPA) resulted in good resolution with-
out compromising too much on sensitivity. Finally, the development process is halted
by rinsing the chip in pure IPA.
1. 3-solvent clean
2. Spin 950k PMMA @ 4000 RPM for 60 seconds
3. Bake @ 170◦C for 15 minutes
4. Put drops of colloidal gold into each corner of the chip
5. Load into Raith and pump down to a pressure < 5× 10−5 Torr
6. Focus using Gold on Carbon dots
7. Measure and record current via the Faraday cap
8. Use alignment markers to do a 3-point align
9. Set SEM to 10 keV , area dose = 300/muC, line dose = 615/muC.
10. Write pattern
11. Develop for 60 seconds in 1 : 3 MIBK : IPA
12. Immediately place in evaporator and conduct fine gate deposition
13. Allow to soak in warm NMP overnight
C.6 Mesa Etching
Mesa etching is required to electrically isolate devices on the same chip. The etching
process is complete when all the Si donors in the n-AlGaAs layer are removed, since
they provide the electrons to form the 2DEG. In practice, however, we etch deeper than
this, removing the AlGaAs spacer layer as well in order to ensure complete electrical
isolation. The regions that remain un-etched are referred to as the ‘mesa’. A second
advantage of etching the substrate is to reduce the capacitive coupling to the 2DEG
when high-frequency signals are applied to surface gates or on-chip wave guides (see
work in Chapter 9).
Two methods of etching are possible: wet and dry. In both cases a single layer of
950PMMA is first applied to the substrate using a suitable etching mask. A Dektak
profilometer can then be used to measure the thickness of the resist in each corner of
the chip (to ensure an accurate depth profile is obtained), allowing the etch depth to
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be determined before removing the resist. In dry etching, the chip is placed inside a
chamber that is pumped down to ∼ 100 mTorr. The substrate is bombarded with oxy-
gen ion plasma at a power of ∼ 20 W. The oxygen ions do not react with the resist, but
etch the surface at a rate of approximately 1000 A˚ every 20 min. Dektak measurements
allow us to accurately etch a given depth to within about ±100 A˚. An acetone soak is
then used to remove the photoresist, followed by the usual cleaning in IPA and then
de-ionised water. Wet etching, on the other hand, consists of placing the wafer in a
solution of dilute sulfuric acid and hydrogen peroxide; this mixture will etch away the
substrate but not the resist at a rate of approximately ∼ 2 nm per second. Due to the
variability in the rate of etching in both of these methods it was found that etching in
with frequent measurements in between helped to ensure that the correct depth was
reached. Typically we etch another ∼ 10% beyond the 2DEG depth to ensure electri-
cal isolation. Below is the wet etching recipe used for the devices discussed in this thesis.
1. Using optical lithography define mesa pattern on chip
2. Measure the etch depths at 5 points across the chip
3. Make up solution of 240:8:1 parts H2O:H2O2:H2SO4
4. Assuming etch rate of 2 nm per second etch the chip until you expect to have reached
80% of the required depth
5. Measure the etch depths again using the same locations as in step 2
6. Recalculate actual etch rate based on results of step 5 and use this to decide how
much longer you need to etch to reach the required depth
7. Measure etch depths again to ensure required depth has been reached.
C.7 Metal Deposition
1. Open evaporator and load sample securely
2. Load required sources into appropriate boats
3. Close chamber and switch on mechanical pump
4. When pressure falls below 1×10−2 Torr switch on turbo pump
5. Allow to pump overnight, ensuring a pressure below 6×10−6
6. Turn on main power supply and increase slowly until out-gas t is observed
7. Wait for equilibrium to be reached (∼ 1 hour) and then open shutter
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8. Evaporate metals according to recipes below
9. Turn of power supply and allow samples to cool for ∼ 10 minutes
10. Turn off pumps and allow turbo to spin down for ∼ 5 minutes
11. Vent chamber with N2 for ∼ 5 minutes
12. Carefully remove samples and place in NMP bath for lift-off
Deposition for fine gates:
a. Deposit 5 nm of Ti at approximately 0.02 nm s−1
b. Deposit 15 nm of Au at approximately 0.05 nm s−1
Deposition for large gates:
a. Deposit 5 nm of Ti at approximately 0.2 nm s−1
b. Deposit 100 nm of Au at approximately 0.5 nm s−1
Deposition for ohmics:
a. Deposit 5 nm of Ni at approximately 0.05 nm s−1
b. Deposit 35 nm of Ge at approximately 0.1 nm s−1
c. Deposit 72 nm of Au at approximately 0.25 nm s−1
d. Deposit 18 nm of Ni at approximately 0.1 nm s−1
e. Deposit 50 nm of Au at approximately 0.15 nm s−1
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