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Abstract
The parity dependence of nuclear level densities provides a detailed test of the predictions of level density models. Proton
resonances are extremely well suited for such studies. A high-resolution measurement of resonances in the 44Ca(p, p0) and
44Ca(p, p1) reactions determined resonance parameters for ≈ 800 resonances. Statistical analyses to evaluate the number of
missing levels and of misassignments suggest that the 1/2+ and 1/2− data sets are the most pure and complete ever obtained.
The resulting level densities are ρ(1/2+) = 127+7−8 MeV−1 and ρ(1/2−) = 132+8−9 MeV−1. There is no evidence of parity
dependence of J = 1/2 levels at Ex ≈ 10 MeV in 45Sc.
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Nuclear level densities are extremely important for
a wide variety of phenomena, ranging from nuclear as-
trophysics to radiochemical applications for steward-
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est: for measurements utilizing proposed new facilities
such as RIA, improved understanding of level densi-
ties will be crucial in the prediction of reaction rates
far from the stability line.
Most conventional calculations of the nuclear level
density are modifications and extensions of the Fermi
gas model. Pairing and shell effects are added semi-
empirically; see, e.g., Ref. [1]. This approach works
fairly well in practice, but extrapolation to conditions
far from the stability line is problematic at best. Im-
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new approaches such as the shell model Monte Carlo
(SMMC) method, which permits the reliable determi-
nation of average quantities such as level densities in
very large model spaces. Nakada and Alhassid [2,3]
have applied this approach to level densities in the iron
region.
In order to extrapolate with confidence to regions
where there is no direct experimental evidence, it
would be valuable to have data to test more detailed
predictions of the level density models. One key prop-
erty is the parity dependence of the level density. In the
simplest statistical models the level densities for the
two parities are assumed equal. A recent phenomeno-
logical study [4] utilizes available data on low-lying
levels to study variations with energy and mass num-
ber of the parity dependence and the spin cutoff pa-
rameter; their results suggest that there should be no
parity dependence near separation energy for nuclides
near stability with A ≈ 50. However, SMMC calcu-
lations predict a significant parity dependence at the
separation energy for some nuclei in this mass range.
This raises the practical issue—what is the experimen-
tal situation?
Detailed spectroscopic information is required in
order to measure the parity dependence of level den-
sities. This constraint effectively rules out average
methods. The number of low-lying states with known
quantum numbers is essentially always too small to
satisfy the statistics requirement. This leaves nuclear
resonances. Although the classic method of determin-
ing nuclear level densities via the counting of neutron
resonances is very successful for s-wave resonances,
there are major difficulties with the observation of the
p-wave resonances and even more difficulty in deter-
mining their J values. In practice there is extremely
little neutron data of sufficient quality to address the
parity dependence question.
Proton resonances appear to present the best op-
portunity to determine the parity dependence of level
densities. The primary advantage of proton resonances
as compared to neutron resonances is that the differ-
ence in s- and p-wave penetrabilities is much smaller
for the proton case, and thus the chances of observing
p-wave resonances are much larger. For nucleons inci-
dent on spin-zero targets, the s-wave resonances have
unique spin and parity 1/2+, while the p-wave reso-
nances have Jπ = 1/2− or 3/2−.In a recent paper [5] we examined several sets of
proton resonance data (for 44Ca, 48Ti and 56Fe tar-
gets) obtained by our group, and concluded that for
45Sc there was a difference in the level densities for
1/2− and 1/2+ states that was statistically significant
at the 3σ level. This was suggestive but not conclu-
sive. In addition to the 44Ca data that we analyzed,
our group had performed several earlier experiments
on 44Ca. Including these data would increase the size
of the data set significantly, but at the cost of com-
bining experiments performed at different times under
different experimental conditions. We decided to redo
all of these experiments and to confront the issue of
parity dependence with one unified data set obtained
under improved experimental conditions.
Another motivation for the present experiment con-
cerns the nearest-neighbor spacing distributions in
the previous data. Assuming that random matrix the-
ory (RMT) applies to these resonance data, the spac-
ing distribution is described by the Wigner distribu-
tion [6]:
(1)PGOE(x) = πx2 e
−πx2/4,
where x ≡ S/D, S is the spacing between a state and
its nearest neighbor, and D is the average nearest-
neighbor spacing. One can use the properties of this
distribution to determine the quality of the experimen-
tal data. For example, both large and small spacings
are very unlikely; the probabilities of x  3 and of
x  0.04 are both ≈ 0.001 for this distribution. Suffi-
ciently large values of x therefore suggest that a level
was missed, while sufficiently small values of x sug-
gest that a spurious level has mistakenly been assigned
to the sequence of levels being considered. We first fo-
cus on misassignments. For convenience we consider
the quantity 1/x . The values of 1/x for each pair of
levels for the combined earlier data sets are shown in
Fig. 1; the term “level index” simply counts successive
nearest-neighbor spacings.
There are only a few spacings in the 1/2+ plots that
are sufficiently small to suggest misassignments, but
the situation is quite different for the 1/2− data. For
this sequence over 10% of the observed spacings have
values of 1/x that exceed the 2% confidence level, in-
dicating a significant number of misassignments.
To improve this situation, we have studied the
44Ca(p, p0) and 44Ca(p, p1) reactions in the energy
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44Ca reaction in the energy range Ep = 2.50–3.53 MeV. The horizontal lines show the 0.1%, 1%, and 2% confidence intervals, respectively.range Ep = 2.50–3.53 MeV and observed and ana-
lyzed approximately 800 resonances. The details of
these results will be published separately; here we fo-
cus on the 1/2+ and 1/2− level densities. The experi-
mental method is briefly reviewed in Section 2, while
the analysis is presented in Section 3. The summary
and conclusions are given in Section 4.
2. Experimental method
The experiment was performed at the High Reso-
lution Laboratory of the Triangle Universities Nuclear
Laboratory. The high resolution system [7] provided
proton beams in the range Ep = 1–4 MeV, with proton
beam energy resolution of 250–300 eV. For this exper-
iment the energy range was Ep = 2.50–3.53 MeV with
an overall beam energy resolution of about 300 eV.
The beam energy calibration was performed with a
secondary standard resonance determined with respect
to a standard neutron threshold. Although absolute en-
ergies were not the primary focus of this experiment,the calibration provides energies accurate to ±300 eV
near the calibration point and to ±2 keV away from
the calibration point. The calcium was in the form of
CaCO3 enriched to 95.9% 44Ca. The calcium carbon-
ate was reduced with tantalum and then evaporated
onto thin carbon backings. Target thicknesses ranged
from 1.1 to 1.5 µg cm−2, which corresponds to ap-
proximately 70–120 eV average proton energy loss.
Data were obtained for the (p, p0) and (p, p1) reactions
at laboratory angles of 90◦, 108◦, 135◦, 150◦, and
165◦. The solid angles were chosen to yield approx-
imately equal count rates in each detector. The detec-
tors were passivated implanted planar silicon (PIPS)
detectors with 50 mm2 active area and 300 micron
depth. The energy step size was normally 100 eV. Suf-
ficient counts were obtained to provide ≈ 1% statistics
for the elastic scattering reaction.
There were several key improvements over the ear-
lier data, in addition to the obvious one of measuring
all of the data with identical equipment and proce-
dures. The automated data collection system [7] im-
proved the uniformity and overall quality of the data.
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ative to the earlier experiments. In addition, the PIPS
detectors had improved resolution. With better detec-
tor resolution we were able to observe and analyze
even very weak resonances in the inelastic channel.
This proved valuable in determining the J value of
p-wave resonances, which in turn was crucial to ad-
dressing the parity dependence question. An improved
computing system was also very important for the data
analysis, since this data set had the largest number of
resonances that our group has ever attempted to ana-
lyze.
3. Data and analysis
3.1. Resonance parameters
The experimental data were fit with the multilevel,
multichannel R-matrix program MULTI6, which uses
the formalism of Lane and Thomas [8]. For a given
set of resonance parameters (resonance energy, spin,
parity, and all allowed width amplitudes), the program
generates excitation functions. These parameters are
varied to obtain the best visual fit. The data at all
angles and for all reaction channels are fit simultane-
ously.
For zero-spin targets such as 44Ca, the orbital angu-
lar momentum is normally apparent by inspection be-
cause interference between the Coulomb and nuclear
resonance amplitudes leads to a very strong change of
the resonance shape with angle. Knowing the orbital
angular momentum  limits the J value to ± 1/2 for
 1, while of course  = 0 uniquely identifies the J
value as 1/2. For large widths the difference between
1/2− and 3/2− resonances is enhanced at particu-
lar angles, and the J value determination is relatively
easy. However, for weak resonances it is often diffi-
cult to determine the spin from elastic scattering data
alone. Of course the problem is accentuated when the
level density is large and the resonances are no longer
well isolated, as is the case here.
In this new experiment we observed approximately
800 resonances, approximately 150 more than ob-
served in the combined data set of the several earlier
experiments [9–12]. In part this is due to the auto-
mated data system and to the improved beam resolu-
tion, but the most striking effect was for the inelasticscattering data. We were able to observe even very
weak resonances (a few eV width) and to determine
approximate angular distributions. This proved cru-
cial: anisotropic angular distributions mean that the
state (assuming that it has been identified as p-wave
from the elastic scattering) must have J = 3/2−. The
converse is not true; an isotropic angular distribution
does not ensure that the state has J = 1/2−. A portion
of the 165◦ data and the corresponding fits for both
reactions is shown in Fig. 2.
Plots of 1/x for each resonance pair for the 1/2+
and 1/2− states for the new data are shown in Fig. 3.
The improvement in the data quality is striking; the
number of values exceeding the 2% confidence level
for the 1/2− states has dropped from 18 (of 137) to 7
(of 115). We therefore analyze these data in order to
address the question of parity dependence.
3.2. Missing level correction
The discussion above suggests that most of the mis-
assignments have been corrected in the new data set.
A remaining issue is that of missing levels. For the
missing level problem, the standard approach assumes
(1) that the underlying strength distribution is a Porter–
Thomas (PT) distribution [13] and (2) that all of the
levels with strengths below some threshold value are
missed and that all of the levels with strengths above
the cutoff value are observed. From the observed (in-
complete) PT distribution, the fraction of missing lev-
els is determined. This method works well as long
as the behavior is purely statistical, but non-statistical
phenomena (e.g., doorway states) can have a major
impact on the observed distribution and lead to an in-
correct missing level correction. We have developed a
method that uses the measured spacing distributions
(for which the effects of non-statistical phenomena
are minimal) to determine the missing level correc-
tion [14,15]. In RMT the spacings are independent of
the widths and thus can provide an independent test
for missing levels. Using the principle of maximum
entropy, we have obtained the probability distribution
for imperfect eigenvalue sequences. (Recently Bohi-
gas and Pato [16] have generalized our results.) We
apply both correction methods in order to determine
the missing fraction of levels in the 1/2+ and 1/2−
sequences.
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The Gaussian assumption for the distribution of re-
duced width amplitudes leads to the Porter–Thomas
distribution for the dimensionless strength parameter
y:
(2)P(y) = 1√
2πy
e−y/2,
where y ≡ γ 2/〈γ 2〉, γ 2 is a reduced width, and 〈γ 2〉 is
the average reduced width. A modified PT distribution
was introduced by Fröhner [17]:
(3)PF (y) =
{
0, y < y0,
1
erfc(
√
y0/2 )
e−y/2√
2πy y  y0.
The term involving the complementary error function
ensures that the distribution is normalized to a total
probability of one. Maximizing the likelihood function
constructed from the modified PT distribution yields
the equation
(4)〈γ 2〉= 〈γ 2〉
obs
(
1 +
√
2y0
π
e−y0/2
erfc(
√
y0/2 )
)−1
.The solution to this equation can be obtained itera-
tively as described in Ref. [15] and yields the most
likely value for the average reduced width 〈γ 2〉; that
in turn can be used to determine the observed fraction
of levels f .
3.2.2. Spacing correction method
The energies of nuclear resonances with the same
quantum numbers form a GOE eigenvalue sequence.
The nearest-neighbor spacings of perfect GOE se-
quences are to a good approximation described by the
Wigner distribution [6] given in Eq. (1). To determine
the observed fraction of levels from the experimental
eigenvalues, we need the spacing distribution of an in-
complete (imperfect) sequence. Because the positions
of missing levels are random, the spacing distribution
is affected by missing levels in a more complicated
way than is the width distribution.
Some of the nearest-neighbor levels in the imper-
fect sequence are not actual nearest neighbors, due to
levels missing between the observed levels. Thus the
nearest-neighbor spacing distribution for the imperfect
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analysis of the p + 44Ca reaction in the energy range Ep = 2.50–3.53 MeV. The horizontal lines show the 0.1%, 1%, and 2% confidence
intervals, respectively.sequence reflects the presence of higher order spacing
distributions. The observed nearest-neighbor spacing
distribution (NNSD) for an imperfect sequence has
been determined [15] to be
(5)P(x) =
∞∑
k=0
f (1 − f )kP (k;x),
where P(k;x) is the kth nearest-neighbor spacing dis-
tribution. This result is general and therefore applies to
any of the ensembles of RMT. To choose a particular
ensemble requires specifying the appropriate P(k;x)
for that ensemble. We have applied both of these cor-
rection methods to the new p + 44Ca 1/2+ and 1/2−
data sets. The results are presented in the next section.
4. Results and conclusion
The results for the 1/2+ and 1/2− sequences are
summarized in Table 1. The corrected number of lev-
els in a sequence is Ncor = Nobs/ftotal, where ftotal isTable 1
Summary of level density determinations for J = 1/2 states in p +
44Ca
Jπ Nobs fspacing fwidth ftotal Ncor ρ
(MeV−1)
1/2+ 121 0.95+0.03−0.04 0.86
+0.12
−0.10 0.94
+0.03
−0.04 128 127
+7
−8
1/2− 116 0.87 ± 0.04 0.83+0.13−0.11 0.87 ± 0.04 134 132+8−9
the fraction of levels observed (determined by com-
bining the results of the two correction methods) for
that sequence and Nobs is the number of observed lev-
els in that sequence. The results for the two methods to
determine the fraction of observed levels are in agree-
ment for both sequences. The uncertainties obtained
with the spacing correction method are smaller than
those obtained with the width correction method; this
is common in our analyses but is not universally true.
The level density is simply ρ = Ncor/E, where E
is the energy interval studied.
The uncertainties in ρ arise from two sources: the
statistical error due to the finite number of resonances
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the uncertainty in f (ρ2). The two uncertainties have
the form
ρ1 = ρ
√
0.27
Ncor
,
(6)ρ2 = ρf
f
,
where ρ1 is taken from Lynn [18]. The two uncer-
tainties are combined quadratically to obtain the final
ρ.
The final results are ρ(1/2+) = 127+7−8 MeV−1 and
ρ(1/2−) = 132+8−9 MeV−1. Thus with what is arguably
the most pure and complete set of proton resonance
data ever obtained, there is no evidence of parity de-
pendence of J = 1/2 levels at Ex ≈ 10 MeV in 45Sc.
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