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Abstract: In this article, we propose a flexible CSMA based 
MAC protocol which facilitates research and experimenta-
tion using software define radios. The modular architec-
ture allows to employ the protocol on platforms with het-
erogeneous hardware capabilities and provides the 
freedom to exchange or adapt the spectrum sensing mech-
anism without modifying the MAC protocol internals. We 
discuss the architecture of the protocol and provide 
 structural details of its main components. Furthermore, 
we present throughput measurements that have been 
obtained on an example system using host-based spec-
trum sensing.
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1  Introduction
Software Defined Radio (SDR) enables researchers to 
experiment with communication protocols with a flexi-
bility never experienced before. The flexibility however, 
comes at a cost in terms of increased delays due to the 
nature of off-the-shelf radio equipment and host com-
puters. Without a doubt, the increased processing time 
complicates the realization of Medium Access Control 
(MAC) protocols, especially Carrier Sense Multiple Access 
(CSMA) based protocols, which have strict temporal 
requirements. This fact has motivated researchers to move 
time critical functions such as the Clear Channel Assess-
ment (CCA) mechanism closer to the RF hardware [8, 13] or 
even implement the entire MAC protocol in hardware [5]. 
This approach clearly limits the flexibility and conve-
nience of experimenting with new protocols. Moreover, 
we believe that the impact of SDR on MAC protocols in 
general and the CCA mechanism of CSMA based protocols 
in particular, is still not fully understood.
In this article, we therefore describe a flexible CSMA 
based MAC protocol for SDR which aims at providing a 
basis for conducting research in this interesting field. The 
implementation comprises three blocks: the Core block 
which implements the protocol logic, a Sensing block 
which capsules a specific sensing algorithm and a Sensing 
controller which acts as an interface between core and 
sensing block. The separation in multiple blocks allows to 
experiment with different CCA strategies such as host-
based sensing or an algorithm implemented on a FPGA 
without modifying the core component. This work dis-
cusses the design of the software architecture as well as its 
implementation on the SDR framework Iris [10]. This 
includes the core component, which is based on the well-
known IEEE 802.11 standard and a host-based sensing 
component. Furthermore, we present throughput bench-
marks that have been obtained through measurements in 
a practical networking testbed. The rest of the paper is 
organized as follows: section 2 discusses related work on 
MAC protocol implementation. In section 3, we briefly 
describe the basic access scheme of IEEE 802.11 DCF, 
outline the impact of SDR on CSMA based protocols and 
introduce the reader to Iris. In section 4, we present our 
own implementation of a CSMA protocol. Finally, the per-
formance evaluation of the protocol is presented in section 
5. We conclude the paper with a description of future work 
in section 6.
2 Related work
It is widely known that many SDR platforms experi-
ence  high communication delays due to the connection 
This work has been carried out within the International Graduate 
School on Mobile Communications (Mobicom), supported by the 
German Research Foundation (GRK1487) and the Carl Zeiss 
Foundation.
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between the radio hardware such as the USRP and the 
host computer [12] [11]. Many MAC protocols however, 
have strict temporal requirements which need to be met 
by the underlying communication system for successful 
operation. This fact has motivated researchers to either 
implement parts or even the entire protocol in hardware. 
In [8], Nychis et al. propose a split-functionality architec-
ture that implements time critical functions such  as the 
CCA and acknowledgement mechanism near  the radio 
hardware to overcome the delay issues mentioned above. 
Thereby, the functions are controlled from the host CPU 
through an API. This approach provides a good  trade-off 
between flexibility and achievable performance. However, 
the realization and any further adaptation of the time crit-
ical functions requires a high amount of low-level modifi-
cations. In [5], Ansari et al. describe a flexible framework 
for developing MAC protocols using a  hardware-software 
co-design approach. The authors have analysed different 
MAC protocols and have identified common functional-
ities among them, such as a Timer, Carrier Sensing, 
Random Backoff and Send Packet. New protocols may be 
designed by using a graphical interface to connect these 
functional blocks together. As all blocks are implemented 
on the FPGA, any  modification to them also requires 
detailed knowledge in hardware description languages 
and increases the  prototyping time to experiment with 
new protocol ideas.
3 Basics
3.1 802.11 MAC protocol
This section briefly summarizes the basic access mecha-
nism of IEEE 802.11 Distributed Coordination Function 
(DCF) as standardized in [9]. IEEE 802.11 DCF is a 
 contention-based MAC protocol. Unlike reservation-based 
protocols, which know in advance when to transmit 
frames, nodes that have data packets to send first have to 
contend for the channel. This is usually achieved through 
channel sensing, also known as Clear Channel Assessment 
(CCA), before sending a packet. When the medium is 
found to be idle for a certain period of time, i.e. DCF Inter 
Frame Space (DIFS), the node starts transmitting the 
packet. In case the channel is found busy during that 
time, the node starts a backoff algorithm which defers the 
transmission for a random amount of time. Before enter-
ing the backoff algorithm, the backoff counter is unifor-
mely chosen between zero and the current contention 
window (CW ). For the first transmission of a packet, CW 
is  set to CWmin. The size of the window is doubled for 
every  failed transmission until it reaches CWmax. During 
contention, the backoff counter is decremented if the 
channel is sensed idle for a slot time. It is frozen, when 
the  channel is sensed busy but is reactivated  when the 
channel is free again for more than a DIFS  amount of 
time. A network node transmits a packet after its backoff 
counter has reached zero. After a node has  transmitted 
a  packet, it waits for the receiver to acknowledge the 
packet. If the transmitter does not receive an ACK packet 
within a certain amount of time (i.e.  ACK timeout), it 
retransmits the packet again. If a network node suc-
cessfully receives a packet, it waits for a Short Inter 
Frame  Space (SIFS) until it transmits an ACK back to 
the  source of the packet. The backoff algorithm is an 
important aspect of the protocol which attempts to 
achieve fairness among network peers and to reduce the 
probability of packet collision if another node is already 
transmitting.
From the MAC protocol point of view, the two physical 
layer characteristics of primary concern are slot time and 
SIFS. Both values depend on physical and MAC layer com-
ponents and are provided for each mode of operation in 
the 802.11 specification.
According to the standard, slot time is defined as:
aSlotTime aCCATime= aRxTxTurnaroundTime+
aAirPropagationTime+
aMACProcessingDelay+  (3.1)
where aCCATime is the time required to determine the 
state of the channel and aRxTxTurnaroundTime is the 
duration to switch from receive to transmit mode. 
The same document defines SIFS as:
aSIFSTime aRxRFDelay= aRxPLCPDelay+
aMACProcessingDelay+
aRxTxTurnaroundTime+  (3.2)
In other words, slot time includes all physical and 
MAC layer delays as well as the air propagation time. 
SIFS  is the time the physical and MAC layer of a node 
requires “to receive the last symbol of a frame at the 
air  interface, process the frame, and respond with the 
first  symbol on the air interface of the earliest possible 
response frame” [9]. The duration of DIFS can be 
derived  from the above mentioned values by the follow-
ing  equation: 2DIFS aSIFSTime aSlotTime= + ⋅ . Table 1 
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summarizes the protocol values as defined in IEEE 
802.11b.
3.2 Impact of SDR on MAC parameters
In the IEEE 802.11 standard, all physical and MAC layer 
parameters are set assuming a certain network scenario, 
for example a maximum distance between nodes, as well 
as certain hardware capabilities at each node (i.e. process-
ing power). Low-cost SDR hardware setups suffer from 
high communication latencies introduced through the 
communication bus between the RF hardware and the 
host computer1.
Figure 1 depicts the packet processing delay in con-
ventional wireless communication system and SDR solu-
tions. In conventional systems such as a 802.11 NIC (see 
Figure 1(a) the delay between receiving a signal at the air 
interface and processing the corresponding packet at the 
MAC layer is typically in the order of microseconds. This is 
mainly due to highly optimized application specific and 
integrated hard- and software designs. On the other hand, 
high bus latencies between digital radio backend and 
1 For example, the widely used USRP N or B series products 
developed by Ettus Research employ Ethernet or USB connections, 
respectively, to connect the host PC.
host-based Digital Signal Processing (DSP) blocks as well 
as the low computational power of general purpose pro-
cessors introduce significant delays in many SDR setups. 
Figure 1(b) illustrates the impact of SDR on the CCA mech-
anism employed in CSMA protocols. In this example, the 
sum of all individual delays exceeds the transmit time of 
the packet. Hence, the channel status may have already 
changed by the time the MAC protocol gets the result of a 
CCA cycle.
3.3 Iris
Iris [10] is a software framework for designing reconfig-
urable, component-based SDRs. XML files are used to 
define the components a radio consists of and how they 
are connected with each other. Upon start, the Iris core 
application loads the configuration file and constructs the 
radio flow graph by connecting input and output ports as 
specified by the user. The architecture defines multiple 
building-blocks which may be used to describe an entire 
radio. The core blocks of the Iris architecture can be briefly 
described as follows:
 – Component: Components are self-contained entities 
implementing a discrete radio function such as a 
filter, modulator or even an entire MAC protocol. 
They are characterized by a set of input and/or 
output ports which are used to connect them with 
one another.
 – Engine: Engines are an abstract concept to 
encapsulate one or more components within a radio. 
In fact, an engine defines how the specific part of the 
flow-graph under its regime is executed, how data is 
passed between components and how the 
reconfiguration is organized. A radio may consist of 
one or more engines. Two types of engines are 
currently defined, namely the PN engine and the 
Stack engine. A PN engine is best suited to implement 
the physical layer of a radio waveform. A single 
thread of execution sequentially calls all components 
within the engine according to the data flow defined 
in the radio configuration. In contrast to that, the 
Stack engine supports higher layer of the protocol 
stack of a radio such as the data link or network 
layer. They are characterized by the fact that they 
operate on packet granularity rather than on data 
chunks. Moreover, they are likely to consume and 
produce packets at the same time and have a 
bi-directional data flow. In contrast to a PN engine, 
each component of a Stack engine has its own thread 
of execution.
Parameter Value
Slot time 20
SIFS 10
DIFS 50
Table 1: MAC protocol variables defined in IEEE 802.11b (in µs).
Fig. 1: Antenna to MAC delay in conventional and software defined 
radios (derived from [12]).
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 – Controller: During runtime, controllers are the 
managing entities of a radio. They are capable to 
reconfigure all component parameters as well as to 
change the structure of the entire radio by inserting 
or deleting components and links. Controller activity 
is usually triggered by events sent out by 
components.
As described previously, events are usually used to 
trigger a radio reconfiguration. However, this is not the 
only use case for events. In response to an event, a con-
troller may also trigger a command which can be received 
by another component. Event and command objects are 
flexible enough to carry arbitrary user data. Therefore, 
using the event/command mechanism, light-weight 
inter-component communication can be realized in Iris. 
This permits researchers to implement complex radio 
architectures such as CSMA protocol which requires fre-
quent component interaction. This messaging mechanism 
is a unique feature of Iris when compared to other SDR 
frameworks such as GNU Radio.
4 Protocol architecture
In this section, we describe the software architecture of 
the CSMA based MAC protocol. The key objective of the 
design was high flexibility that allows to easily extend the 
protocol as well as interoperability which allows to use 
the protocol on different SDR platforms. In particular, the 
architecture should allow to experiment with different 
CCA strategies. These goals can only be achieved by break-
ing down the complexity of the entire system into multiple 
discrete components with defined interface between each 
other. The proposed protocol architecture therefore com-
prises three main blocks: the Core block which imple-
ments the protocol logic (i.e. the protocol state machine), 
a Sensing block which either implements a specific sensing 
algorithm or capsules an external sensing mechanism 
such as an FPGA or any other dedicated hardware. The 
third component of the architecture is the Sensing con-
troller which provides a defined interface between the pro-
tocol core and the sensing block. The separation into mul-
tiple blocks allows to change a single component such as 
the sensing block without modifying the protocol core.
Figure 2 shows the flow-graph of an example radio 
that comprises the protocol core, a host-based sensing 
component and the sensing controller. The core compo-
nent and the sensing mechanism will be described in the 
following paragraph.
4.1 CSMA MAC core component
The core component is the heart of the CSMA based MAC 
protocol. Based on the behaviour of the IEEE 802.11 DCF 
protocol (described in section 3.1), we have implemented 
the protocol state machine within an Iris stack compo-
nent. The component coordinates the packet exchange 
between two nodes. Through maintaining a sequence 
number field, the protocol guarantees message order, 
requests lost frames (retransmission) and eliminates 
duplicated packets. All protocol values including the 
maximum number of retransmission and contention 
window sizes are modifiable through component parame-
ters. The frame format of the CSMA protocol is defined 
through Google Protocol Buffers [2]. From the software 
developers point of view, this has a number of advantages 
over the legacy way of defining the frames layout using 
Fig. 2: Waveform of a CSMA based software radio with host-based 
sensing component.
Listing 1: CSMA frame format definition using Google Protocol 
Buffers.
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byte fields. Protocol buffers can be easily extended, are 
efficient in terms of space and processing time and sim-
plify data serialization and de-serialization. Listing 1 
shows the frame definition of the example system 
described below (the .proto file).
4.2 Sensing mechanism
To fulfil the flexibility and interoperability goals stated 
above, we have separated the protocol into three compo-
nents which communicate with each other over a well- 
defined interface. For this purpose, we exploit the 
inter-component communication capabilities of Iris to 
keep the overhead as low as possible. Figure 2 depicts a 
complete sensing cycle. If the protocol has a packet to 
send and reaches the CCA state of the state machine, it 
issues a sensing Request Event to the sensing controller 
which passes it over to the sensing component as Request 
Command. MAC protocol and sensing component are 
implemented in different threads of execution. While 
sensing takes place, the protocol blocks and waits for the 
Result Command to continue operation according to the 
sensing outcome. After the sensing component has com-
pleted the sensing process, it issues a sensing Result Event 
to the sensing controller which includes the outcome of 
the sensing process (e.g. the computed energy level). 
Based on this value, the sensing controller determines the 
channel status by comparing it with a predefined thresh-
old. The channel status is sent back to the MAC protocol as 
Boolean value.
This design allows to implement the MAC protocol 
independently from the employed CCA mechanism or 
decision algorithm. Through a user-definable parameter, 
the actual sensing component can be easily exchanged, 
even during runtime.
4.3 System example
To demonstrate the feasibility of the proposed approach, 
we have implemented a prototype which employs a host-
based sensing component. In other words, the example 
system is fully software based and does not require any 
additional hardware apart from the USRP. Since sensing is 
carried out very frequently on a per packet basis, the 
sensing algorithm employed should be fast to minimize 
the Antenna to MAC delay described in section 3.2. There-
fore, the host-based sensing component described in this 
work uses a simple energy detection algorithm. The 
sensing component computes the energy level of the 
received signal in time domain over the whole channel 
bandwidth based on the incoming samples. The actual 
sensing time depends on the size of the buffer between 
UHD Rx and sensing component (see Figure 2) and on the 
number of iterations. The sensing controller used in this 
example is threshold based. The channel status can be set 
by two conditions:
 – Absolute threshold: The channel is reported as busy if 
the energy level exceeds a certain threshold and is 
reported to be free if the energy level is below the 
fixed threshold.
 – Relative threshold: The channel is reported as busy if 
the energy level has increased from one sample to 
the next and reported to be free if it has decreased by 
the same value. This mode is useful to detect signals 
in an environment with time varying noise.
5 Evaluation
We now evaluate the performance of the CSMA protocol 
described in the previous section. In particular, we study 
uni- and bidirectional data throughput as well as the fair-
ness of the protocol implementation. First, we describe 
the experimental setup and how slot time and SIFS have 
been determined.
5.1 Experimental setup
The setup comprises three SDR nodes, two client nodes 
plus a third monitor node which is used to determine the 
protocol parameters. They are located indoors in a labora-
tory environment separated from each other by 2 m. The 
center frequency has been set to 2.4 GHz because no other 
wireless network was active in this band. The host com-
puters used are Core-i5-based systems clocked at 2.53 GHz. 
Each host is connected to one USRP2. The monitor node 
runs Matlab for processing the captured data. The client 
nodes use Tun/Tap devices to connect the SDR (i.e. Iris) to 
the network stack of the operating system. The physical 
layer of the radio including the OFDM modem has been 
implemented using liquid-dsp [7], a free and open-source 
digital signal processing library. We refer the reader to [4] 
for more details about the SDR testbed.
To benchmark the system throughput, we generate 
constant bit rate network traffic using the network testing 
tool iperf [3]. All measurements are carried out using UDP 
as transport protocol. Please note that the obtained results 
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do not consider the overhead introduced at the MAC 
 protocol such as retransmissions which is referred to as 
goodput. The detection threshold of the sensing mecha-
nism has been determined experimentally. The hardware 
configuration as well as the parameter settings of the pro-
tocol are summarized in Table 2.
5.2 Protocol parameter determination
Slot time and SIFS are the two main 802.11 DCF protocol 
parameter. The slot time includes all physical and MAC 
layer processing delays including CCA and air propaga-
tion time. Hence, slot time may be approximated by mea-
suring the delay between the instant at which the channel 
state turns from busy to idle and the time at which the SDR 
node actually accesses the channel. For simulating a busy 
channel, we are using one client SDR node (denoted as 
Blocker) which transmits a continuous pseudo-random 
OFDM signal. The blocker activity (i.e. on/off   ) can be con-
trolled by the user. The device under test (i.e. the second 
client node) is configured such that it sends a single 
packet with a predefined size of 1000 B after the blocker is 
turned off. The monitoring node captures the channel 
activity during the experiment. The recorded samples are 
processed offline through a Matlab script which plots the 
received energy level (calculated in time domain) vs. time. 
The slot time duration can be read from the signal plot.
To determine the SIFS, we have used both client 
nodes. We line break after “signal plot” have configured 
them such that they were exchanging DATA and ACK 
packets. Using the monitor node, we have again captured 
the radio scene and measured the time between the last 
symbol of the DATA packet and the first symbol of the ACK 
packet.
We have repeated both experiments ten times. The 
averaged results are shown in Table 3. The table also 
shows the scaling factor (based on the rounded average) 
compared to the values defined in the 802.11b standard 
(see Table 1). In our SDR setup, we observed an average 
time that was between 200 and 300 times higher  compared 
to a IEEE 802.11b based radio. It is worth  pointing out that 
this delay also involves the packet forming delay which is 
done after the channel has been reported to be idle. The 
obtained results are in the region of those reported in [8] 
for fully host-based SDR setups.
5.3 Unidirectional throughput
In this paragraph, we measure the impact of the packet 
size on the maximum throughput. In each transmit cycle, 
we assume that one and only one transmitter is active 
which always has a non-empty transmit queue. All other 
stations only receive packets and reply with ACK packets 
(unidirectional traffic). In each run, we transferred 10 MB 
and linearly increased the packet size up to 1500 B. The 
results are depicted in Figure 3. As expected, the observed 
throughput increases as the packet size increases until it 
asymptotically approaches its maximum value of 646 
kbit/s. This behaviour is explained by considering that a 
larger packet size only decreases the time spent for 
 transmitting the data frame itself. A considerable amount 
of time is constant communication overhead spent on 
acknowledgements or caused by delays introduced by the 
SDR system.
Parameter Value
RF hardware USRP2 and XCVR2450
Center frequency 2.401 GHz
Sampling rate 2 Msample/s
Channel bandwidth 2 MHz
Modulation scheme QPSK
Subcarriers (data) 64 (44)
UHD buffer size 512 B
Transport protocol UDP
Packet size 100–1500 B
CWmin 4
CWmax 64
Slot time 3 ms
SIFS 3 ms
DIFS 9 ms
Table 2: Hardware configuration and protocol parameters.
Parameter Min Avg Max Sd Factor
Slot time 3.2 3.4 3.6 0.15 ×200
SIFS 2.3 2.5 2.7 0.2 ×300
Table 3: Results of slot time and SIFS parameter measurements (in ms).
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5.4 Bidirectional saturation throughput
In this paragraph, we study the saturation throughput. This 
is a fundamental performance figure for contention-based 
communication systems and is defined as “the limit reached 
by the system throughput as the offered load increases, and 
represents the maximum load that the system can carry in 
stable conditions” [6]. In other words, if the offered load 
(the load produced at application layer) is increased lin-
early and reaches a certain limit, the system will achieve 
its maximum throughput. Any further increase results in a 
significant performance degradation until it asymptoti-
cally approaches the saturation throughput, the maximum 
throughput the system can carry in overload conditions.
To determine both, maximum and saturation through-
put of the system we ran experiments where the offered 
load linearly increases with time. The measurements were 
carried out with the same setup described above (see 
Table 2). Iperf was used to generate bidirectional network 
traffic (-d parameter).
The results are depicted in Figure 4. The straight line 
shows the linearly increasing offered load. We can observe 
that the achieved throughput closely follows the offered 
load for the first 150 s of the experiment. After reaching 
its  maximum value, the throughput dramatically drops 
until it asymptotically approaches its saturation value at 
roughly 150 kbit/s. The system reaches its maximum 
throughput at 285 kbit/s.
5.5 Fairness
In this section, we evaluate the fairness of the system by 
counting the number of packets transmitted by each node. 
Iperf is again used to generate bidirectional network traffic 
at a rate of 280 kbit/s (below maximum throughput) using 
a packet size of 1500 B. The  measured packet rate is 
depicted in Figure 5. The results show that the average 
number of packets transmitted by each node is almost the 
same during the whole experiment (36 s). This proves the 
fairness of the protocol in a non- overloaded situation.
6 Conclusion
In this article, we have described a flexible CSMA based 
MAC protocol which has been implemented on a reconfig-
urable SDR testbed called Iris. Our work was motivated by 
the fact that available CSMA protocols either implement 
Fig. 3: Unidirectional throughput as a function of packet size.
Fig. 4: Throughput with slowly increasing offered load.
Fig. 5: Fairness measured as successfully transmitted packets per 
node.
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parts or the entire protocols on the radio hardware. Any 
modification or adaptation therefore requires a high 
degree of low-level knowledge and therefore limits the 
flexibility and convenience of experimenting with new 
protocols. To overcome this issue, we have designed a pro-
tocol architecture that comprises three blocks, the core 
block which implements the protocol logic, a sensing 
block which capsules the CCA mechanism and a sensing 
controller which acts as an interface between core and 
sensing block. The separation allows to experiment with 
different sensing mechanisms without modifying the core 
component. In this article, we have evaluated the protocol 
performance in terms of data throughput in a practical 
SDR networking testbed using a host-based sensing com-
ponent. In the future, we plan to further investigate the 
impact of different spectrum sensing strategies on the per-
formance of CSMA based MAC protocols. We are currently 
studying the impact of an external spectrum sensing hard-
ware as part of an experiment within the FP7-CREW project 
[1].
Received: May 31, 2012.
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