A global smoothing procedure is developed using basis function approximations for estimating the parameters of a varying-coefficient model with repeated measurements. Inference procedures based on a resampling subject bootstrap are proposed to construct confidence regions and to perform hypothesis testing. Conditional biases and variances of our estimators and their asymptotic consistency are developed explicitly. Finite sample properties of our procedures are investigated through a simulation study. Application of the proposed approach is demonstrated through an example in epidemiology. In contrast to the existing methods, this approach applies whether or not the covariates are timeinvariant and does not require binning of the data when observations are sparse at distinct observation times.
I
In biomedical studies, subjects are often measured repeatedly over a given time period, so that the measurements within each subject are possibly correlated with each other but different subjects can be assumed to be independent. Data of this type are frequently referred to as longitudinal samples. Statistical analyses with longitudinal data have been a subject of intense investigation in the past two decades, using parametric models (Diggle et al., 1994; Davidian & Giltinan, 1995; Vonesh & Chinchilli, 1997) or a nonparametric or semiparametric approach (Hart & Wehrly, 1986; Mü ller, 1988; Rice & Silverman, 1991; Zeger & Diggle, 1994; Moyeed & Diggle, 1994; Lin & Carroll, 2000; Rice & Wu, 2001 ).
Let {Y (t), tÁ0} be a real-valued response process and let
{X(t)=(X(0)(t), . . . , X(k)(t))T, tÁ0}
be an Rk+1-valued covariate process for a group of independent subjects. The realisations of these processes for each subject are often obtained at a set of distinct and possibly irregularly spaced time points in a fixed interval T of finite length. Interest is often focused on evaluating the mean effects of t and X(t) on the response Y (t). A longitudinal sample from n randomly selected subjects is denoted by {(Y ij , X i (t ij ), t ij ); i=1, . . . , n, j=1, . . . , n i }, where t ij is the time when the jth measurement of the ith subject is made, n i is the number of repeated mesaurements of the ith subject, and Y ij ¬Y i (t ij ) and X i (t ij )= (X(0) i (t ij ), . . . , X(k) i (t ij ))T are the ith subject's observed outcome and covariates at t ij . The total number of observations in the sample is N=W n i=1 n i . As in regression models where a baseline effect is desired, we set X(0)(t)¬1.
A useful nonparametric model for such a longitudinal sample is the varying-coefficient model
where, for all tÁ0, b(t)=(b 0 (t), . . . , b k (t))T are smooth functions of t, e i (t) is a realisation of a zero-mean stochastic process e(t), and X i (t ij ) and e i are independent. Model (1·1) is a specific model of a class of functional linear models introduced by Ramsay & Silverman (1997, Ch. 9) . This model contains as a special case the partially linear model studied by Zeger & Diggle (1994) and Moyeed & Diggle (1994) , where only the intercept coefficient b 0 is allowed to be time-varying and b 1 , . . . , b k are all constants. It is also closely related to the varying-coefficient model for independent identically distributed data studied by Hastie & Tibshirani (1993) .
To fit model (1·1), Hoover et al. (1998) used a class of smoothing splines and local polynomial estimators for the estimation of b(t). However, because only one smoothing parameter is used, their local polynomial estimators may not be able to provide adequate smoothing for all the coefficient curves at the same time; also, their smoothing splines are extremely computationally intensive when there is a large number of distinct time points. To introduce different amounts of smoothing for different coefficient curves, Fan & Zhang (2000) suggested a two-step estimation method and Wu & Chiang (2000) and Chiang et al. (2001) proposed component-based kernel and smoothing spline estimators. When the observations at some distinct time points are sparse, Fan & Zhang (2000) suggested computing the raw estimates used in their two-step estimators by binning the data from adjacent time points. However, methods of bin selection and their effects have not been studied. The component-based methods, although adequate for time-invariant covariates, are not applicable when some of the covariates are time-dependent. None of these papers has investigated the testing of statistical hypotheses based on the above local smoothing methods.
Our approach, based on function approximation through basis expansions, applies to both time-invariant and time-dependent covariates when the observation times are either regularly or irregularly placed. The estimation method is a simple one-step procedure and no binning of data is needed when observations are sparse at distinct observation times. Different amounts of smoothing can be used for different individual coefficient curves. We Analysis of repeated measurements approximate each b l (t) by a basis function expansion
where B ls (s=1, . . . , K l ) is a set of basis functions, such as polynomial bases, Fourier bases or B-splines. The coefficients in the basis expansion, c* ls , are estimated by least squares. The K l play the role of smoothing parameters, and are selected using 'leave-onesubject-out' crossvalidation. Since the K l (l=0, . . . , k) take only integer values, our crossvalidation is computationally less intensive than the crossvalidation required by Hoover et al. (1998) . By taking B l1 (t)¬1 to be the basis function in expanding b l (t) if b l (t) is known to be a constant, we ensure that our approach also suggests a noniterative solution to the partially linear model of Zeger & Diggle (1994) and Moyeed & Diggle (1994) .
We describe our estimation procedures in § 2 and present the theoretical properties of our estimators in § 3. In § 4 we propose methods for constructing confidence bands and performing hypothesis testing using resampling subject bootstrap. Simulation results in § 5·1 illustrate finite sample performance of our estimation and inference procedures, and in § 5·2 we apply our procedures to a CD4 depletion sample from the Multicenter AIDS Cohort Study. Proofs of the main results are presented in an appendix.
E  2·1. Basis approximation and least squares
Suppose, for each l=0, . . . , k, that there is a set of basis functions and constants B ls (t), c* ls
Then we may approximate (1·1) by
and the c* ls can be estimated by minimising
with respect to the c ls , where w i is a nonnegative weight for the ith subject,
Assume that (2·1) can be uniquely minimised and denote its minimiser by c @ =(c @T 0
to which we refer as the least squares basis estimator of b l (t).
To give an explicit expression for c @ and b @ l (t), we define
Then (2·1) is equivalent to
where
The least squares estimator c @ is uniquely defined by
With this matrix representation, our least squares basis estimator of b(t) is
Remark 1. The linear function spaces G l spanned by the basis functions {B l1 , . . . , B lK l } uniquely determine the basis estimators b @ l (0∏l∏k). Different sets of basis functions can be used to span the same space G l and thus give the same estimator b @ l , although the corresponding c @ may be different. For example, both the B-spline basis and the truncated power basis can be used to span a space of spline functions.
Remark 2. The choice of w i in (2·1) may have a significant influence on the theoretical and practical properties of c @ and b @ (t). The choice w i ¬1/N corresponds to an equal weight for each observation, while w i ¬1/(nn i ) corresponds to an equal weight for each subject. It is conceivable that an ideal choice of w i may also depend on the intrasubject correlation structures of the data. However, because the actual correlation structures are usually completely unknown in practice, w i ¬1/N appears to be a practical choice if n i (i=1, . . . , n) are relatively similar, while w i ¬1/(nn i ) may be appropriate otherwise. Some theoretical implications of the choices of the w i are discussed later in Remark 4.
2·2. Choosing a basis Any basis system for function approximation can be used. The Fourier basis may be desirable when the underlying functions exhibit periodicity, and polynomials are familiar choices which can provide good approximations to smooth functions. However, these bases may not be sensitive enough to exhibit certain local features without using a large K l . In this respect, polynomial splines are often desirable. Ideally, a basis should be chosen to achieve an excellent approximation using a relatively small value of K l . For some general guidance, see § 3.2.2 of Ramsay & Silverman (1997) . We use B-spline bases in all our simulated and practical examples because they can exhibit local features and provide stable numerical solutions (de Boor, 1978, Ch. II) .
2·3. Selecting smoothing parameters
In the spirit of articles such as Rice & Silverman (1991) , Hart & Wehrly (1993) and Hoover et al. (1998) , we choose the K l by 'leave-one-subject-out' crossvalidation. Let c @(−i) Analysis of repeated measurements be the least squares estimator defined in (2·3) computed from the data with the measurements of the ith subject deleted, and let b @ (−i)(t) be the estimator defined in (2·4) with c @ replaced by c @(−i). We define
to be the crossvalidation score for K=(K 0 , . . . , K k ). The crossvalidated smoothing parameter K cv is the minimiser of (K ). There are two main reasons for using this crossvalidation procedure. First, deletion of the entire measurements of the subject one at a time preserves the correlation in the data. Secondly, this approach does not require us to model the intrasubject correlation structure.
For an intuitive justification of K cv , consider the average squared error
and the decomposition
The first term on the right-hand side of (2·7) does not depend on the smoothing parameters, and, because of the definition of b @ (−i)(t), the expectation of the second term is zero. Thus, by minimising (K ), K cv approximately minimises the third term on the right-hand side of (2·7), which is clearly an approximation of (2·6).
S  3·1. Conditional biases and variances of the basis estimators
. . , n, j=1, . . . , n i } be the set of the observed covariates.
respectively, where e l+1 is the (k×1) column vector with 1 as its (l+1)th element and zero elsewhere. If, for all l=0, . . . , k, b l (t) belongs to the linear space spanned by {B l1 (t), . . . , B lK l (t)}, we can write b(t)=B(t)c* for some c* so that c A =c* and the conditional bias E{b @ (t)−b(t)| X} is 0. The conditional biases need not vanish in general, but one could make them asymptotically negligible as n tends to infinity by choosing a large K l .
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On the other hand, because the conditional variance-covariance matrix of Y i is
) is the covariance between e i (t ij ) and e i (t ij∞ ), the conditional variance-covariance matrix of c @ is
If the e i (t ij ) are from a known Gaussian process and the conditional biases of the estimators are negligible, the above conditional variance-covariance matrices can be used for statistical inference. However, the intrasubject correlation structure C e (t ij , t ij∞ ) is usually unknown in practice and needs to be estimated. Without the normality assumption on e i (t), asymptotic inference is possible based on asymptotic distributional results.
3·2. L arge-sample properties We establish in this section the consistency and convergence rates of b @ (t), based on the following technical assumptions. Assumption 1. The observation time points follow a random design in the sense that t ij , for j=1, . . . , n i and i=1, . . . , n, are chosen independently from an unknown distribution F(.) with a density f (.) on the finite interval T. The density function f (t) is uniformly bounded away from 0 and infinity; that is, there are positive constants M 1
and
Assumption 2. Let E XXT (t)=E{X(t)XT(t)} and let l 0 (t)∏ . . . ∏l k (t) be the eigenvalues of E XXT (t). Then l r (t) (r=0, . . . , k) are uniformly bounded away from 0 and infinity for all tµT.
Assumption 3. The range of the covariates X(l)(t) is bounded in the sense that there is a positive constant M 3 such that |X(l)(t)|∏M 3 for all tµT and l=0, . . . , k.
Assumption 4. There is a positive constant M 4 such that E{e(t)2}∏M 4 for all tµT.
We first introduce a distance measure to assess the performance of our estimators.
We say that b @ (.) is a consistent estimator of b(.) if lim n 2 (b @ )=0 holds in probability, or equivalently lim n 2 (b @ l )=0 holds in probability for l=0, . . . , k. Analysis of repeated measurements
tend to zero in probability for all l=0, . . . , k. Since we approximate b l (t) by functions in a linear space, the asymptotic derivations of  (b @ ) depend on some L 2 distances between b l (t) and the chosen linear space. Specifically, let G l be the linear space spanned by {B l1
Examples of r n and A n for the commonly used bases, such as the polynomials, splines and trigonometric bases, can be found in Huang (1998, § 2.2).
Define K n =max 0∏l∏k K l , which may or may not tend to infinity as n tends to infinity. The next theorem, whose proof is given in the Appendix, shows the consistency and the convergence rates of b @ (.).
then b @ (.) uniquely exists with probability tending to one and is a consistent estimator of b(.).
Note that Theorem 1 gives the consistency of b @ (.) for general basis choices, including polynomials, splines and trigonometric bases. The convergence rates, however, may be improved when a particular type of basis is used. For an interesting special case, Theorem 2, whose proof is given in the Appendix, gives the improved convergence rates for a class of spline estimators. In this theorem, we assume that each G l is a space of polynomial splines on T with a fixed degree and the knots have bounded mesh ratio; that is, the ratios of the differences between consecutive knots are bounded away from zero and infinity uniformly in n.
T 2. Suppose that b @ (t) is defined as in (2·4) with a spline basis. If the conditions of T heorem 1 are satisfied, then
Remark 3. Different choices of w i generally lead to different convergence rates of the estimators. For the general situation in Theorem 1, we have
As shown in Hoover et al. (1998) ,
if and only if lim n 2 max 1∏i∏n (n i /N)=0. Thus, as with local smoothing methods, the w i =1/N weight may lead to inconsistent estimators b @ (.), while w i =1/(nn i ) leads to consistent b @ (.) for all choices of n i .
Remark 4. When specific smoothness conditions are given, more precise convergence rates can be deduced by determining the size of D(b l , G l ), the discrepancy between b l (.) and the linear space G l . For example, when b l (t) has bounded second derivatives and G l is a space of cubic splines with K n interior knots on T, we have , 1981, Theorem 6.27 ) and, by Theorem 1,
, which is the optimal convergence rate for nonparametric regression with independent, identically distributed data under the same smoothness conditions; see for example Stone (1982) .
S        

4·1. Pointwise confidence intervals
} be a bootstrap sample obtained by sampling n subjects with replacement from the original data, and let c @* and b @ *(t) be the estimators computed as in (2·3) and (2·4), respectively, using the bootstrap sample. With B independent replications, we obtain B bootstrap estimators c @* and b @ *(t). A (1−a) confidence interval for E{b @ l (t)} based on bootstrap percentiles can be given by
where L l,a/2 (t) and U l,a/2 (t) are the {100×(a/2)}th and {100×(1−a/2)}th percentiles of the bootstrap estimators of b l (t).
where z p is the 100pth percentile of the standard Gaussian distribution and s @ l,B (t) is the sample standard error of b @ l (t) computed from the B bootstrap estimators of b l (t). Since the bias of b @ l (t) has not been adjusted, (4·1) and (4·2) do not generally lead to adequate confidence intervals for b l (t) unless the bias of b @ l (t) is negligible relative to its variance. In practice, one may either estimate the bias or make it negligible by selecting a large K l , for example, in the computation of b @ l (t). Alternatively, one can simply admit that E{b @ l (t)} is the estimable part of b l (t) and treat E{b @ l (t)} as the parameter of interest. This is a sensible approach since E{b @ (t)}, as a good approximation of b l (t), is expected to capture the main feature of b l (t); see § 3.5 of Hart (1997) for a similar argument in the context of kernel smoothing.
4·2. Simultaneous confidence bands
We present here a simple approach that extends the above pointwise confidence intervals to simultaneous bands for E{b @ l (t)} over a given subinterval [a, b] of T. Partitioning [a, b] into M+1 equally spaced grid points a=j 1 < . . . <j M+1 =b for some integer 119 Analysis of repeated measurements MÁ1, we get a set of approximate (1−a) simultaneous confidence intervals
In particular, if we use Bonferroni adjustment, (l l,a (j r ), u l,a (j r )) may be given by
Let E(I){b @ l (t)} be the linear interpolation of E{b @ l (j r )} and E{b @ l (j r+1 )}, for j r ∏t∏j r+1 , such that
where l(I) l,a (t) and u(I) l,a (t) are linear interpolations of l l,a (j r ) and u l,a (j r ). To construct the bands for E{b @ l (t)}, we assume that either
for a known constant c 1
for a known constant c 2 >0. Direct calculation shows that, for j r ∏t∏j r+1 ,
If we adjust the bands for E(I){b @ l (t)}, our approximate (1−a) confidence bands for E{b @ l (t)} are
when (4·4) or (4·5) holds, respectively.
Remark 5. The Bonferroni adjustment (4·3), although very simple, often leads to conservative bands. For refinements, one may use the inclusion-exclusion identities to calculate (l l,a (j r ), u l,a (j r )) with more accurate coverage probabilities; see for example Naiman & Wynn (1997). These refinements, however, usually involve extensive computations, and may not be practical for large longitudinal studies. A related issue is the choice of M. Although some heuristic suggestions for choosing M for the simple case of kernel regression with independent identically distributed samples have been provided by Hall & Titterington (1988) , optimal choices of M under the current situation are not available.
4·3. Hypothesis testing
It is often of interest to test whether one or several coefficient functions are time-varying or are identically zero. We propose here a goodness-of-fit test based on the comparison of the weighted residual sum of squares from weighted least squares fits under both the null hypothesis and the alternative. Consider for example testing the null hypothesis that none of the coefficient functions, except the baseline curve, is time-varying:
for all tµT and all 1∏l∏k, where b0 l are unknown constants, versus the general alternative that one or more of the coefficient functions b l (t) (l=1, . . . , k) are time-varying. If we approximate the baseline b 0 (t) by W K 0 s=1 {c 0s B 0s (t)}, the weighted residual sum of squares under H 0 is
where c @0 0s and b @ 0 l minimise the weighted residual sum of squares among all choices of c 0s and b0 l . Under the general alternative that all the coefficient functions are allowed to be time-varying, we use the least squares method of § 2·1, so that the corresponding weighted residual sum of squares is
T 3. Suppose that the conditions of T heorem 1 are satisfied, inf tµT s2(t)>0, sup tµT E{e4(t)}<2, and T n =(
for some l=1, . . . , k, then there exists a d>0 such that, with probability tending to one, T n >d.
The proof of this theorem is in the Appendix. This result motivates the use of a test procedure that rejects H 0 when T n is larger than an appropriate critical value. We use a resampling subject bootstrap to evaluate the null distribution of T n . To be specific, let
be the residuals of (2·4) and let {Y p ij ; i=1, . . . , n, j=1, . . . , n i },
be a set of pseudo-responses under the null hypothesis. The following bootstrap procedure can be used to evaluate the null distribution of T n and the p-values of the test.
Step 1. Resample n subjects with replacement from
. . , n, j=1, . . . , n* i }.
Step 2. Repeat the above sampling procedure B times.
Step 3. From each bootstrap sample, calculate the test statistic T * n and derive the empirical distribution of T * n based on the B independent bootstrap samples. Analysis of repeated measurements
Step 4. Reject the null hypothesis H 0 at the significance level a when the observed test statistic T n is greater than or equal to the {100×(1−a)}th percentile of the empirical distribution of T * n . The p-value of the test is the empirical probability of {T * n ÁT n }.
For ease of computation, the same basis system is used for each b l (t) in the calculations of T * n and T n in our implementation in § 5. In principle, however, different basis approximations may be used for different bootstrap replications at additional computational cost.
The above testing procedure can be modified in a straightforward way to test other null hypotheses such as that one or a subset of coefficient functions are constants or are identically zero; see § 5·2 for some examples. Theorem 3 can be adapted easily to the general situation. The proposed testing procedure may also be used with other estimation methods, such as local polynomial fitting and smoothing splines.
N  5·1. Monte Carlo simulation
In each simulation run, a simple random sample of 200 subjects is generated according to the model
The covariates are chosen as follows: X(1) i (t) is a uniform random variable over the timedependent interval [t/10, 2+t/10]; X(2) i (t), when conditional on X(1) i (t), is a normal random variable with mean zero and conditional variance {1+X (1) i (t)}/{2+X(1) i (t)}; and X(3) i (t), which is independent of X(1) i (t) and X(2) i (t), is a Bernoulli random variable with probability of success 0·6. The coefficient curves are given by
To generate the observation times, each individual has a set of 'scheduled' time points {0, 1, . . . , 30}, and each scheduled time, except time 0, has a probability 60% of being skipped. The actual observation time is a random perturbation of the scheduled time: a Un(−0·5, 0·5) random deviate is added to the non-skipped scheduled time to obtain the actual observation time. This leads to unequal numbers of repeated measurements n i and different observed time points t ij per subject. The random errors e i (t ij ) are independent from the covariates and are given by e i (r ij )=Z i (t ij )+E ij , where the Z i (t ij ) are generated from a stationary Gaussian process with zero mean and a decayed exponential covariance function
the E ij are independent measurement errors with the N(0, 4) distribution. For each simulated dataset, we computed the least squares basis estimators using cubic splines with equally spaced knots. The number of knots were chosen by the leave-onesubject-out crossvalidation described in § 2·3. We allowed different numbers of knots for different coefficient curves. Define the mean absolute deviation of errors by
where {t r ; r=1, . . . , n gr } is a set of equally spaced grid points in the support of t ij ; n gr =301 in our implementation. In Fig. 1 , we present fitted varying coefficient curves corresponding to the nine deciles of the  values from 200 simulation runs. To demonstrate the power of the test, we considered the null hypothesis that b 1 (t) was time-invariant versus the general alternative that b 1 (t) was time-varying. The same datagenerating mechanism as above was used to create the longitudinal datasets under both the null and alternative hypotheses. Under both hypotheses, b 0 (t), b 2 (t) and b 3 (t) were as defined in (5·1), and we used a sequence of alternative models indexed by l:
where b 1 (t) is defined in (5·1) and c=∆ 30 0 b 1 (t) dt/30. For each l in {0, 0·025, 0·050, . . . , 1·00}, we generated 200 independent longitudinal samples, each with 200 independent subjects, and applied to each simulated sample the bootstrap test of § 4·3 based on 200 bootstrap repetitions and cubic spline estimators with 5 equally spaced knots. Figure 2 shows the resulting empirical power function as a function of l. As expected, the power is a monotone increasing function of l, which is close to 0·05 when l is close to 0, and is close to 1 at l=0·3. Analysis of repeated measurements 5·2. Application to  data As a subset from the Multicenter AIDS Cohort Study, the data include the repeated measurements of physical examinations, laboratory results and CD4 cell counts and percentages of 283 homosexual men who became -positive between 1984 and 1991. All individuals were scheduled to have their measurements made at semi-annual visits, but, because many individuals missed some of their scheduled visits and the  infections happened randomly during the study, there are unequal numbers of repeated measurements and different measurement times per individual. Further details about the design, methods and medical implications of the study can be found in Kaslow et al. (1987) .
The aims of our statistical analysis are to describe the trend of mean CD4 percentage depletion over time and to evaluate the effects of cigarette smoking, pre- infection CD4 percentage and age at  infection on the mean CD4 percentage after the infection. Denote by t ij the time in years of the jth measurement of the ith individual after  infection, by Y ij the ith individual's CD4 percentage at time t ij and by X(1) i the ith individual's smoking status; X(1) i is 1 or 0 if the ith individual ever or never smoked cigarettes, respectively, after the  infection. In order to get a clear biological interpretation, we define X(2) i to be the ith individual's centred age at  infection, obtained by subtracting the sample average age at infection from the ith individual's age at infection. The ith individual's centred pre-infection CD4 percentage, denoted by X(3) i , is computed by subtracting the average pre-infection CD4 percentage of the sample from the ith individual's actual pre-infection CD4 percentage. These covariates, except the time, are time-invariant. The varying-coefficient model for Y ij , t ij and
where b 0 (t), the baseline CD4 percentage, represents the mean CD4 percentage t years after the infection for a non-smoker with average pre-infection CD4 percentage and average age at  infection, and b 1 (t), b 2 (t) and b 3 (t) describe the time-varying effects for cigarette smoking, age at  infection and pre-infection CD4 percentage, respectively, on the post-infection CD4 percentage at time t.
In two prior analyses of the same dataset, Wu & Chiang (2000) and Fan & Zhang (2000) considered the nonparametric estimation of b l (t) (l=0, 1, 2, 3) using local smoothing methods. We analysed the data using the estimation and inference procedures of § § 2 and 4 with cubic splines and equally spaced knots. From the crossvalidation procedure of § 2·3, the numbers of interior knots for b @ 0 (.), b @ 1 (.), b @ 2 (.) and b @ 3 (.) were chosen to be 0, 5, 1 and 3, respectively. Figure 3 shows the fitted coefficient functions, solid curves, and their 95% pointwise confidence intervals, dotted curves. These intervals were computed using the percentile procedure (4·1) with 1000 bootstrap replications. These results have the following implications: the baseline CD4 percentage of the population decreases with time, but at a rate that appears to be gradually slowing down; cigarette smoking and age of  infection do not show any significant effect on the post-infection CD4 percentage; and pre-infection CD4 percentage appears to be positively associated with high postinfection CD4 percentage. These findings basically agree with those discovered by the local smoothing methods of Wu & Chiang (2000) and Fan & Zhang (2000) , although, possibly because of the random variation of the data, some of the estimated curves vary slightly from method to method.
Inter. coeff. To test some specific models that may have scientific relevance, we considered four null hypotheses for the coefficient curves: H 01 , smoking has no effect; H 02 , age has no effect; H 03 , the baseline CD4 percentage curve is time-invariant; and H 04 , pre-infection CD4 effect is time-invariant. We used the bootstrap procedure of § 4·3 to test each of the above null hypotheses separately against its corresponding general alternative: for testing H 01 , or H 02 , we constructed  0 by assuming that b 1 (t)=0, or b 2 (t)=0, and that other coefficients are time-varying in model (5·2), and computed  1 by assuming all coefficients to be time-varying. For testing H 03
, or H 04 , we constructed  0 by assuming that b 0 (t) is constant, or b 3 (t) is constant, and other coefficients are time-varying in model (5·2), and computed  1 by assuming all coefficients are time-varying. The time-varying coefficients were then approximated by cubic splines with five equally spaced knots and fitted using the least squares method of § 2·1 with w i =1/(nn i ). The number of bootstrap replicates was chosen to be B=1000. Smoking has no effect 0·0125 0·176 Age has no effect 0·0102 0·301 Baseline effect is constant 0·1103 0·000 Pre-CD4 effect is contant 0·0118 0·059 A Partial support for this research was provided by the National Institute on Drug Abuse, the National Science Foundation, the Acheson Duncan Fund of the Johns Hopkins University and the University of Pennsylvania Research Foundation. The authors would like to thank the editor and the reviewers for insightful comments and suggestions and Dr Joseph B. Margolick for providing the data for § 5.
A
Proofs Proof of T heorem 1. We assume, without loss of generality, that B ls (t), for s=1, . . . , K l , is an orthonormal basis for the linear space G l , for l=1, . . . , k, with inner product
. Following the notation of Huang (1998, p. 246), we write a n N b n if both a n and b n are positive and a n /b n and b n /a n are bounded for all n. Let T be the random variable of time with distribution F(.) and density f (.). The proof is derived from the following series of lemmas.
Proof. The lemma can be proved using arguments similar to those in the proof of Lemma 10 of Huang (1998). Details are omitted.
Consequently, with probability tending to 1, UTW U=Wn i=1
Proof. By Lemma A1, the following holds with probability tending to one as n 2:
where g l =WK l s=1 c ls B ls , for l=0, . . . , k, and c is the vector with entries c ls , for s=1, . . . , K l and l=0, . . . , k. Using conditional expectations and Assumptions 1 and 2, we have that
holds uniformly for all g l µG l (l=0, . . . , k). Thus, cTUTW Uc N cTc holds uniformly for all c. The conclusion of the lemma follows.
and, by Lemma A2, with probability tending to 1, |(UTW U)−1UTWe|2 N eTW UUTWe. Using the Cauchy-Schwarz inequality and Assumptions 3 and 4, we have that
and, consequently,
The Markov inequality then implies that
This proves the first assertion of the lemma. To prove the second assertion, we consider g*(t)=(g* 0 (t), . . . , g* k (t))T and g* l µG l , such that sup
There is a c*=(c*T 0 , . . . , c*T k )T with c* l =(c* l1 , . . . , c* lK l )T such that g*(t)=B(t)c*. Note that b A (t)=B(t)c A. It follows from Lemma A2 that
, . . . , Y B in i ) with Y B ij =X i (t ij )Tb(t ij ) for j=1, . . . , n i and i=1, . . . , n. Since
we have that
and, by Assumption 3, |XT i (t ij ){b(t ij )−B(t ij )c*}|=O(r n ). Thus,
The assertion of the lemma then follows from the above computations. and M 2 such that
for c ls µR and s=1, . . . , K l . If we use these properties of B-splines, (A·1) can be strengthened to
The rest of the proof is similar to that of Theorem 1 and thus is omitted. % Proof of T heorem 3. Write b @ 0(t)=(b @ 0 0 (t), b @ 0 1 , . . . , b @ 0 k )T, where b @ 0 0 (t)=WK 0 s=1 {c @0 0s B 0s (t)}. It can be shown by direct calculation and Lemma A1 that, with probability tending to one as n 2,
Then, under H 0
0, in probability as n 2. On the other hand,
, we have that, as n 2,
.
It remains to show that, with probability tending to 1,  1 is bounded away from zero and infinity. By the definition of  1 and b A (t)=E[b @ (t)| X], we have that
It follows from the proof of Theorem 1 that
Thus, it suffices to show that, with probability tending to 1, Wn i=1 Wn i j=1 w i e2 i (t ij ) is bounded away from zero and infinity. By sup tµT E{e4(t)}<2, there is a constant c>0 such that
The Chebyshev inequality then implies that, as n 2,
in probability. Since Wn i=1 (n i w i )=1 and E{e2 i (t ij )} is bounded away from zero and infinity, the result follows. % 
