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Sommario
L’elaborazione dei segnali biomedici e` fondamentale per l’interpretazione oggettiva
dei sistemi fisiologici, infatti, permette di estrarre e quantificare le informazioni
contenute nei segnali che sono generati dai sistemi oggetto di studio. Per analizzare
i segnali biomedici, sono stati introdotti un gran numero di algoritmi inizialmente
nati in ambiti di ricerca differenti. Negli ultimi decenni, il classico approccio line-
are, basato principalmente sull’analisi spettrale, e` stato affiancato con successo da
metodi e tecniche derivanti dalla teoria della dinamica nonlineare e, in particolare,
da quella del caos deterministico.
L’obiettivo di questa tesi e` quello di valutare i risultati dell’applicazione di di-
versi metodi di elaborazione, lineari e non lineari, a specifici studi clinici basati
sul segnale di variabilita` cardiaca (Heart Rate Variability, HRV) e sul segnale
elettroencefalografico (EEG). Questi segnali, infatti, mostrano comportamenti at-
tribuibili a sistemi la cui natura puo` essere alternativamente di tipo lineare o non,
a seconda delle condizioni nelle quali i sistemi vengono analizzati.
Nella prima parte della tesi, sono presentati i due segnali oggetto di studio (HRV
ed EEG) e le tecniche di analisi utilizzate. Nel capitolo 1 vengono descritti il
significato fisiologico, i requisiti necessari per l’acquisizione dei dati e i metodi di
pre-elaborazione dei segnali. Nel capitolo 2 sono presentati i metodi e gli algoritmi
utilizzati in questa tesi per la caratterizzazione delle diverse condizioni sperimentali
in cui HRV e EEG sono stati studiati, prestando particolare attenzione alle tecniche
di analisi non lineare.
Nei capitoli seguenti (capitoli 3-7), sono presentate le cinque applicazioni dell’analisi
dei segnali HRV ed EEG esaminate durante il dottorato. Piu` precisamente, le
prime tre riguardano la variabilita` cardiaca, le altre due il segnale EEG. Per
quanto riguarda il segnale HRV, il primo studio analizza le variazioni delle pro-
prieta` spettrali e frattali in soggetti sani di diversa eta`; il secondo e` focalizzato
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sull’importanza dell’approccio nonlineare nell’analisi del segnale HRV ricavato da
registrazioni polisonnografiche di pazienti affetti da gravi apnee notturne; il terzo
presenta le differenze nelle caratteristiche spettrali e nonlineari della variabilita`
cardiaca in pazienti con scompenso cardiaco determinato da diverse eziologie. In-
vece, per il segnale EEG, il primo studio analizza le alterazioni negli indici spettrali
e nonlineari in pazienti con deficit cognitivi soggettivi e lievi, mentre il secondo va-
luta l’efficacia di un nuovo protocollo per la riabilitazione della malattia di Parkin-
son, attraverso la quantificazione dei parametri spettrali dell’EEG.
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Biomedical signal processing is crucial for an objective interpretation of physiolo-
gical systems because it allows unveiling and quantifying the information hidden
in the signals that are generated by the system under study. In order to analyze
biomedical signals, a large panel of algorithms conceived in different research areas
has been applied. In the last few decades, concepts and techniques from nonlinear
dynamics and, in particular, from chaos theory integrated the more classical linear
approach, mainly based on spectral analysis.
The aim of this thesis is to assess results originated by the application of linear
and nonlinear analysis methods to specific clinical studies concerning the heart
rate variability (HRV) and the electroencephalographic (EEG) signal. In fact, the
behavior of these signals can be ascribed to systems whose nature may be linear
or not, depending on the conditions they are investigated.
First, the two signals (HRV and EEG) and the processing techniques used in
this thesis are presented. Chapter 1 describes the physiological meaning, the
data acquisition and the pre-processing requirements of both signals. Chapter 2
introduces methods and algorithms used for the characterization of the different
experimental conditions in which HRV and EEG were investigated, with particular
notice to nonlinear techniques.
Then (chapters 3-7), the five applications of HRV and EEG analysis studied du-
ring the PhD course are described. To be more specific, the first three applications
concern HRV, while the remaining two are about EEG. With respect to HRV, the
first investigation assesses age-related spectral and fractal variations of the heart
rhythm in healthy subjects; the second one focuses on the usefulness of the nonli-
near approach in the HRV analysis of polysomnographic recordings of patients with
severe Obstructive Sleep Apnea Syndrome; the third one presents the differences
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in spectral and nonlinear features of HRV in congestive heart failure patients, dis-
tinguishing different heart failure etiologies. On the other hand, about EEG, the
first study investigates spectral and nonlinear EEG alterations in subjective and
mild cognitive impairment, whereas the second one evaluates the effectiveness of a
novel rehabilitation protocol for Parkinson’s Disease by quantifying EEG spectral
measures.
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Chapter 1
Introduction
Biomedical signals carry important information about the behavior of the living
systems under study. A proper processing of these signals enhances their physio-
logical and clinical information and, in perspective, may lead to the development
of modern and advanced techniques with potential applications to diagnostic and
prognostic assessment of patients [29] [45].
Nevertheless, the clinically relevant information in the biomedical signals is often
masked and/or not well-defined. Physiologic signals are often corrupted by inter-
ferences, as well as it is not always clear if their apparent randomness has to be
ascribed to noise or to the complexity of the underlying generating systems.
The hidden information contained in the biomedical signals and concerning the
physiological phenomenon under study has fueled growing interest in their pro-
cessing under various and differentiated experimental conditions. So far, much of
what is known about physiological systems has been learnt using linear system the-
ory, but more recently also concepts and techniques from nonlinear dynamics and
chaos theory have been applied. The nonlinear deterministic dynamic approach
has provided a description of many complex phenomena, showing that an appa-
rent random behavior can be generated by deterministic systems with nonlinear
structure [74][55][9].
In the biomedical signal processing field, nonlinear techniques have been succes-
sfully implemented to identify and quantify specific physiological and pathological
states. However, although the nonlinear approach has proven to be valuable, in
most cases its connection to the physiological meaning is not clear and there is
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need for scientific deepening to interpret and to explain the relevant information
collected.
This thesis describes an area of investigation spanning both the classical linear
analysis and the nonlinear analysis of physiologic time series, focusing on two
clinically relevant examples of complex physiologic fluctuations: Heart Rate Vari-
ability (HRV) and Electroencephalogram (EEG) signals.
1.1 Heart Rate Variability
1.1.1 Introduction
HRV is a well-recognized tool used to study the control mechanism of the cardio-
vascular system, describing the input of the autonomic nervous system on the sinus
node and allowing to assess its ability to respond to multiple physiological and en-
vironmental stimuli. As a noninvasive measurement of apparently easy derivation,
HRV has been widely studied, with an increasing interest in understanding its
mechanism and its clinical utility in diseases: abnormal changes in HRV patterns
seem to be a sensitive indicator of health impairments, providing valuable insight
into pathological conditions and enhancing risk stratification [19][8].
The HRV signal is usually extracted from the Electrocardiogram (ECG) signal. In
a continuous ECG recording, each QRS complex is detected in order to quantify the
fluctuations in the intervals between heartbeats, known as RR intervals (Figure
1.1). To obtain indexes able to characterize HRV, the RR time series should
undergo a proper mathematical processing in order to avoid incorrect conclusions
and unfounded extrapolations [121].
1.1.2 Signal pre-processing
Pre-processing of RR time series is needed because missing data, noise, arrhythmic
events and ectopic beats1 may alter the estimation of the HRV indexes, compro-
mising the reliability of the obtained indexes and degrading the clinical utility of
measurements [20].
1Ectopic beats are premature beats, not considered normal because they are not resulting
from sinus node depolarization.
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Figure 1.1: ECG trace (left) and the corresponding RR intervals (right).
Short-term ambulatory recordings usually produce HRV data with limited arti-
facts, but in-home recordings over longer time frames (e.g. Holter monitoring)
necessarily need an editing phase before processing. With respect to this pre-
processing phase, currently there are no detailed or standardized recommenda-
tions in the literature, but a variety of techniques has been proposed both to
detect abnormal RR intervals and to correct them. Roughly, three main cate-
gories for editing artifacts can be detected: abnormal beat deletion, interpolation
on preceding and successive beats, and filtering of the RR time series [73][93].
Nevertheless, it is known that this editing introduces significant bias in the com-
puted HRV measures, with effects depending on the corrective method applied
[22][108][30]. Currently, methods based on spline interpolation are widely used
and accepted because they are simple to implement and because they present a
reduced-low pass filtering effect, which is nearly eliminated by increasing the order
of the spline [81] (Figure 1.2).
It is worth noting that, even if ectopic beats are commonly considered physiological
artifacts and consequently processed as a source of error in the HRV measures, it
has been recently suggested that they may have an important role in the analysis of
RR intervals, and they should perhaps be included in the analysis: as a matter of
fact, they represent the real beat-to-beat RR interval time series [94]. For example,
ectopic beats occur especially in patients suffering from different cardiovascular
diseases [63] and RR time series including ectopic beats could have more powerful
prognostic information than the RR time series without premature beats.
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Figure 1.2: Example of pre-processing with artifact removal and cubic spline
interpolation at 2Hz.
Finally, in the pre-processing phase, it has to be considered that the RR series
is a list of varying intervals occurring at non equidistant sampling times. There-
fore, in order to perform analyses requiring time series having a constant sampling
time (e.g. spectral analysis using the Fast Fourier Transform (FFT)), the time
series should be resampled. Although complicated resampling schemes have been
proposed [17][73], the error this editing introduces in the evaluation of the Power
Spectral Density (PSD) has not been adequately documented [84][1] and resam-
pling using interpolation at a frequency of 2− 4Hz may be considered typical in
HRV analysis [78][79].
1.1.3 Signal processing
A large panel of HRV analysis methods has been proposed, derived from both
classical linear theory and nonlinear dynamics to quantitatively describe HRV
patterns.
1.1.3.1 Linear analysis
Linear methods can be divided into two main categories: time and frequency
domain methods.
4
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Classical time domain analysis is perhaps the easiest analysis to perform on HRV:
it is based on descriptive statistics, such as mean and standard deviation, or geo-
metric methods, i.e. histogram-derived indexes. For instance, simple time domain
variables that can be calculated include the mean RR interval, the mean heart
rate, and the difference between the longest and shortest RR interval. Conside-
ring that many of the time measures correlate closely with others, the following
four indexes have been recommended for time domain HRV assessment [121]:
• the standard deviation of the intervals (SDNN);
• the integral of the density distribution (i.e. the number of all intervals)
divided by the maximum of the density distribution (triangular index);
• the standard deviation of the averages calculated in 5 min segments of the
entire recording (SDANN);
• the square root of the mean squared differences of RR intervals (RMSSD).
SDNN and triangular index are used to estimate the overall HRV, SDANN is
intended to estimate the long-term components of HRV, and RMSSD quantifies
the short-term components of HRV. An exhaustive list of time domain measures
of HRV can be found in [121].
In the frequency domain, various spectral methods have been applied as well, but
the most widely used method for processing the HRV time series is the PSD. The
spectral analysis decomposes the HRV signal into the subsequent characteristic
components (Figure 1.3):
• High Frequency (HF), ranging from 0.15Hz to 0.4Hz, which is considered
an indicator of the activity of the vagus nerve on the heart;
• Low Frequency (LF), ranging from 0.04Hz to 0.15Hz, which is due to the
joint action of the vagal and sympathetic components on the heart, with a
predominance of the sympathetic ones;
• Very Low Frequency (VLF), ranging from 0.003Hz to 0.04Hz, which phy-
siological interpretation warrants further investigations.
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Figure 1.3: Spectral analysis of RR interval in a healthy subject (5 hours
recordings). Three major components are detectable at very low, low and high
frequencies. The different frequency bands are indicated by the vertical lines.
The above mentioned spectral components can be computed starting from HRV
time series of at least 2 minutes. When periods of 24 hours are available, the
Ultra Low Frequency (ULF) can also be included, in addition to VLF, LF and
HF, considering frequencies lower than 0.003Hz.
Even if spectral analysis is by far one of the most common analysis methods, the
problem of stationarity should be taken into account with long-term recordings be-
cause physiological mechanisms of heart period modulations cannot be considered
stationary during the 24 hours period. Consequently, the opportunity of using
PSD in such recordings is debated [121].
Another spectral index widely used in literature is the Ratio between the LF and
the HF (LF/HF), which is supposed to reflect the absolute and relative changes
between the sympathetic and parasympathetic components of the autonomous
nervous system, by characterizing the sympathetic-vagal balance [91].
1.1.3.2 Nonlinear analysis
The above-mentioned methods may not account for all aspects of HRV because
nonlinear mechanisms are also involved in the genesis of heart rate dynamics [45].
In the following, a brief overview of methods derived from nonlinear dynamics and
recently used in HRV analysis is presented, mainly based on the reviews presented
by Acharya et al. [8] and Voss et al. [126].
6
Introduction
Kobayashi and Musha [67] first reported the frequency dependence of the PSD on
RR interval fluctuations. This broadband spectrum indicates a fractal-like process
and suggests that HRV can be investigated assessing the β exponent in the 1
f
power
distribution (section 2.2.2). With the same purposes, also the Hurst exponent has
been widely used to evaluate the self-similarity and correlation properties of HRV.
Several algorithms are available to determine the Fractal Dimension (FD) of HRV,
representing a powerful tool for transient events detection. Among others it is
worth mentioning the algorithms proposed by Higuchi [54] (section 2.2.2.2) and
Katz [64]. Similarly, also Detrended Fluctuation Analysis (DFA) is used to quan-
tify the fractal scaling properties of short interval RR time series [57].
Entropy measures, such as Approximated Entropy (ApEn) [96] (section 2.2.1.2)
and Sample Entropy (SampEn) [106], are used to provide a regularity and pre-
dictability index for the HRV time series and to quantify the cardiovascular system
generating the HRV signal by rate of information loss or generation.
To describe the complexity of HRV in the so called phase space2, Correlation
Dimension (CD) is often used as a measure of the number of independent variables
needed to define the system (here, the cardiovascular system generating the RR
interval time series) in the phase space [23]. In the multidimensional space, a
trajectory corresponds to HRV changes in time. This trajectory follows typical
repetitive paths and the rate at which they separate one from the other allows to
discriminate between chaotic signals and periodic ones. Lyapunov exponents are
often used in HRV analysis to quantify the behavior of the HRV trajectories [8].
Finally, from a geometrical point of view, also the Poincare´ plot can be considered
a popular technique used to reconstruct the two-dimensional phase space [62]
(section 2.2.1.1).
2In mathematics and physics, a phase space is a space in which all possible states of a system
are represented, with each possible state of the system corresponding to one unique point in the
phase space (section 2.2).
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1.2 EEG
1.2.1 Introduction
The EEG signal is a measurement intended to reflect neuronal functioning. To be
more precise, EEG is the result of the microscopic synaptic currents mainly pro-
duced by special neurons called pyramidal neurons, located in the cerebral cortex,
in the hippocampus and in the amigdala. When neighboring pyramidal neurons
are activated synchronously, the sum of their synaptic currents generates a magne-
tic field and a secondary electrical field that is detectable with EEG recordings.
However, using scalp electrodes it is possible to appreciate only electrical field ge-
nerated by large populations of active pyramidal neurons, because the EEG signal
is attenuated by the skull and the scalp, and corrupted by noise generated within
the brain [109].
A typical EEG recording is performed with electrodes positioned according the 10-
20 system. The 10-20 system is a electrodes positioning method based on constant
distances from specific anatomic landmarks, and recommended by the Interna-
tional Federation of Societies for Electroencephalography and Clinical Neurophy-
siology to ensure standardized reproducibility of the measures [60]. Each electrode
location (channel) is identified by a letter, distinctive of the underlying brain re-
gion, and a number, related to the brain hemisphere. Namely, the letters F, T, C,
P and O denote the frontal, temporal, central, parietal and occipital brain regions,
respectively. Odd numbers identify electrodes in the left hemisphere, whereas even
number refer to those in the right hemisphere. Electrodes locations along the mid-
line constitute an exception: they are denoted by the letter z instead of a number
(Figure 1.4).
The EEG signal can be recorded according to the differential montage or the
referential montage. In the first one, each derivation represents the difference
of two adjacent electrodes (e.g. Fp1-F3 would be the difference of the signals
recorded in Fp1 and F3), whereas in the latter each derivation represents the
difference between an electrode and a designed reference. The most used physical
references are the vertex Cz, the linked-ears and the tip of the nose.
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Figure 1.4: Standard 10-20 system for the positioning of the electrodes.
1.2.2 Signal pre-processing
The EEG recorded from the scalp has amplitudes of about 10 − 100µV and can
contain frequencies up to 100Hz [109]. It is easy to understand that such a sig-
nal can be corrupted by many environmental and physiological artifacts, whose
amplitude can be many times greater than the EEG signal.
Power-line, impedance fluctuations and electromagnetic interferences are the most
frequent environmental sources of EEG artifacts, which can normally be sup-
pressed by using a correct recording procedure and by adequately filtering the
recorded data. On the contrary, physiological artifacts may cause major com-
plications to the desired measurements. The main physiological artifacts are
movement-related: they derive from heart activity, muscle tension, eyes move-
ments and blinks [119]. In particular, artifacts determined by eye movement have
the largest detrimental effect on EEG, due to the eyes’ close proximity to the
brain [51]: as the eyes alter position, the connected signal propagates and it can
appear in the EEG as an artifact. To reduce the influence of eyes’ movement on
EEG, the ocular signal is often measured with electrodes placed above and below
the eye, using an Electrooculogram (EOG). It is possible to apply a corrective
procedure to EEG and restore the information contained in the EEG signal by
suitably exploiting EOG data [31] [32].
Therefore, in order to retain the EEG effective information, EEG has to be filtered
in the pre-processing phase. Care must be taken to ensure that filters avoid the
introduction of undesired distortions. Typically, a high pass filter with cutoff
9
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frequency below 0.5Hz and a low pass filter with cutoff frequency set according
to the application (approximately 50− 70Hz) are implemented.
1.2.3 Signal processing
Many brain disorders are diagnosed by visual inspection of EEG signals: clinicians
in the field are familiar with alterations in the EEG signals. Nevertheless, quan-
titative EEG analyses are used to quantify EEG changes and to assess the subtle
details that the human observer cannot directly detect [109].
1.2.3.1 Linear analysis
For the EEG signal, the linear analysis mainly corresponds to the spectral analysis,
whose objective is to quantify the PSD of the EEG signal, accordingly to its
characteristic frequency bands.
The major frequency-related rhythms in the EEG are delta (δ), theta (θ), alpha (α)
and beta (β). Figure 1.5 shows the typical normal brain rhythms with their usual
amplitude levels. This typical EEG waves change according to a large amount of
factors, such as age, physiological state (e.g. wakefulness or sleep) and pathology.
Figure 1.5: Typical normal rhythms recorded at resting state eyes closed in
the F8 electrode.
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The δ rhythm, in the range 0.5 − 4Hz, is primarily associated with deep sleep,
but it occurs also in case of coma and other disorders of consciousness, as well
as during anesthesia. The θ activity, with frequencies in the range 4 − 8Hz, is
typical during childhood and is generally abnormal in awake adults: θ waves arise
only when consciousness slips toward drowsiness or during deep meditation. The
α activity, in the range 8− 13Hz, is characteristic of eyes-closed awake state and
is mainly detectable in the occipital brain region. The β waves are associated with
active thinking and problem solving and are usually found in adults within the
range 13− 30Hz. An additional EEG rhythm, called gamma (γ) can be identified
at frequencies ≥ 30Hz, but its physiological meaning is not well-defined yet, even
if it seems to be related to consciousness [90] [109]. Different frequency ranges can
also be found in literature, according to specific applications. For instance, see
[66], where frequency bands are even adjusted individually for each subject.
1.2.3.2 Nonlinear analysis
The EEG exhibits complex behavior with nonlinear dynamic properties, thus non-
linear analysis methods are considered a relevant approach in characterizing the
EEG signal. In the nonlinear analysis of EEG data, different metrics have been
used in recent literature as reviewed by Natarajan et al. [88], Jeong et al. [61],
Subha et al. [117], and shortly summarized below.
The 1
f
-like power spectrum scaling properties of EEG was first examined by
Pritchard [99], opening the possibility to investigate EEG by means of power-
law β exponent (section 2.2.2.1), Hurst exponent, FD (section 2.2.2.2) and DFA.
Moreover, also the Zero-Crossing (ZC) parameter can be calculated from the time
domain EEG series as an index for the description of nonlinear systems which is
dependent on the dominant frequency of the signal [65][53] (section 2.2.3).
Also entropy indexes are currently used to measure the disorder in the EEG signal.
Several analytical techniques are used to quantify irregularities, such as Renyi’s
entropy (REN), Kolmogorov Sinai entropy (KS-entropy), ApEn (section 2.2.1.2)
and SampEn [89].
For the analysis of the EEG in the phase space, the signal is transformed from
the time domain to phase space by means of the reconstruction method of delays
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[120]. In order to describe EEG behavior in this space, Poincare´ plot [50] (section
2.2.1.1), CD and Lyapunov exponents are often computed [61].
12
Chapter 2
Linear and nonlinear methods for
time series analysis
The purpose of this chapter is to provide an overview of the processing techniques
used in this thesis for the HRV and EEG time series analysis. Even if these
techniques are applied to two different signals and, consequently, they need to be
rearranged according to the specific context, they are basically the same. Thus, a
joint description is here proposed.
2.1 Linear analysis
The traditional approach of biomedical signal processing assumes the signals un-
der study are aperiodic and generated by a linear stationary stochastic process. A
stationary stochastic process can be described in the time domain by mean and
variance of the observed time series (second-order statistical analysis), whereas
the autocorrelation function, which measures the linear correlation between data
points, includes the information about the time evolution of the system. A station-
ary stochastic process can also be described in the frequency domain, decomposing
the signal into a set of frequency components. Thus, in the frequency domain the
system is described by the PSD which represents how the power of the signal is
distributed with frequency.
The linear approach has generated many important results in biomedical signals
which most often have the peculiarity of presenting strong sources of endogenous
13
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and/or exogenous noises and low signal/noise ratio. In this thesis main results
were obtained in the frequency domain, so the following explanation is limited to
this field.
2.1.1 Spectral analysis
One of the most common analysis techniques used for biological signals is aimed
at breaking down the signal into its different spectral (frequency) components.
Techniques for spectral analysis may be classified into two classes: the classical
nonparametric methods, based on the PSD estimation by FFT, and the parametric
approaches, based on the use of a model for the process in order to estimate the
PSD.
In this thesis, only the first approach is applied as it is the most popular for the
spectral analysis of HRV and EEG. In particular, for both signals the Welch’s
method [128] has been chosen to estimate the PSD of a given time sequence. This
method consists of dividing the time series into (possibly overlapping) segments,
computing a modified periodogram of each segment (a window is applied directly
to the segment before Fourier transformation), and then averaging the PSD esti-
mates.
Let x(1), x(2), . . . , x(N) be the original data sequence that should be divided into
d = 1, 2, . . . , L intervals, each one originating aM -points sub-sequence xd(1), xd(2), . . . , xd(M).
According to Welch, the PSD of each xd(n) sub-sequence is given by:
Pd(f) =
1
MU
∣∣∣∣∣
M−1∑
n=0
xd(n)w(n) exp
−j2pifn
∣∣∣∣∣
2
(2.1)
where U is the normalization factor for the power in the window function, selected
as:
U =
1
M
M−1∑
n=0
|w(n)|2 (2.2)
The Welch’s PSD of the original sequence x(n) is the average over these modified
periodograms that is:
PWelch(f) =
1
L
L−1∑
d=0
Pd(f) (2.3)
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The averaging of windowed periodograms tends to decrease the variance (which
may be interpreted as noise) of the PSD estimate determined through to a single
periodogram estimation of the entire data record. Welch showed that if the seg-
ments are not overlapping, the variance of the averaged modified periodogram is
inversely proportional to L, the number of segments used [128].
Welch suggested also that the segments may be allowed to overlap, in which case
the modified periodograms are not mutually independent. Although overlap bet-
ween segments tends to introduce redundant information, this effect is diminished
by the use of a non rectangular window, which reduces the importance (weight)
given to the outer samples of the segments (the samples that overlap) [102]. In
this thesis, a Hamming window is used.
Finally, in relation to spectral measures, it is worth noting that often normalizing
data of the spectral analysis is used in order to minimize the effects of changes
due to the acquisition setup. This is obtained by dividing the power of a given
component by the total power spectrum [121] [109].
2.2 Nonlinear analysis
In the literature, both HRV and EEG are considered as dynamic, nonlinear and
nonstationary signals (section 1.1.3.2 and section 1.2.3.2). Therefore, due to the
assumptions and conditioning requirements, linear analysis may not account for
all aspects of HRV and EEG patterns.
A first group of nonlinear time series parameters (namely Poincare´ plot and ApEn)
presented in this section are motivated by and based on the theory of dynamical
systems. A second group (β exponent and FD) quantifies self-affinity characte-
ristics of the signals by analyzing them in the frequency and in the time domain,
respectively. Finally, one last parameter (ZC) can assess possible variations in
dominant spectral components only considering the signal in the time domain.
2.2.1 Nonlinear dynamical systems
A dynamical system is any system that evolves in time. Dynamical systems evol-
ving continuously in time are mathematically defined by a coupled set of first-order
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autonomous ordinary differential equations:
d
dt
x(t) = f(x(t)), t ∈ R (2.4)
If time is a discrete variable, the dynamic system is defined by a coupled set of
first-order autonomous difference equations:
x(n+ 1) = F(x(n)), n ∈ Z (2.5)
The components of the vectors x(t) and x(n) are the dynamical variables of the
system (states), and the components of the vector fields f and F are the dynamical
rules governing the behavior of the dynamical variables.
The mathematical theory of ordinary differential (or difference) equations ensures
the existence of unique solutions for dynamical systems. Thus, the dynamical
system is deterministic, i.e. once the current state is determined, the state at any
future time is determined as well. One of the mathematical discoveries of the past
few decades has been that the solution of some deterministic nonlinear dynamical
systems may have a random pattern. This behavior is called deterministic chaos.
The randomness of a chaotic system is due to the fact that these systems are
highly dependent on the accuracy with which the initial conditions are known.
Small errors on the estimation of the initial states could lead to large differences
in the system evolution, even in systems with a small number of variables.
These systems need to be analyzed appropriately: the randomness in a chaotic
signal is not revealed by statistical analysis but by means of a dynamical analysis
based on phase space reconstruction. The phase space of a dynamical system
(both linear and nonlinear) is a mathematical space spanned by the variables of
the system: specifying a point in this space represents the state of the dynamical
system at a given instant in time, and vice versa. If there are n dynamical variables,
then the state at a given instant can be represented by a point in the space Rn. As
the dynamical variables change their values in time, the representative point traces
out a path (trajectory or phase plot) in the phase space, which is a continuous curve
for continuous dynamical systems and a sequence of points for discrete dynamical
systems. As time proceeds, trajectories in the phase space can run away to infinity
or remain in a bounded area. The latter one is the case of the dissipative dynamical
systems. The trajectory of these dissipative systems starting from a set of initial
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conditions will, after some transient time, be attracted to some subset of the
phase space. This subset is invariant under the dynamical evolution and is called
attractor of the system.
Characteristic for chaotic systems is that the corresponding attractors are objects
with a complicated geometry (which led to call them strange attractors), whose di-
mensionality is not an integer but a fraction. Hence they are said to have a fractal
dimension, whereas standard objects in Euclidean geometry have integer dimen-
sions (i.e. a finite collection of points is zero dimensional, lines have dimension
one, surfaces two, etc.).
This is the common framework that serves as the foundation upon which each of
the following nonlinear measures is set.
2.2.1.1 Poincare´ plot
The Poincare´ plot is a quantitative-visual technique that represents the projection
in a two-dimensional space of the attractor in the phase-space [120]. The Poincare´
plot is obtained by plotting each point of the time series, X(n), against the next
one, X(n+ 1). It typically appears as an elongated cloud of points oriented along
the line of identity: the dispersion of points perpendicular to the line of identity
reflects the level of short-term variability, while the dispersion of points along the
line of identity is thought to indicate the level of long-term variability [62].
At the beginning, the Poincare´ plot was used as a qualitative tool [130]. Later,
researchers have put forward a number of techniques that attempt to characterize
the shape of the plot mathematically. A method that is largely popular is made by
fitting an ellipse to the shape of the Poincare´ plot [34][58]. A set of axis oriented
with the line of identity is then defined [123]. The axis of the Poincare´ plot are
related to the new set of axis by a rotation of θ = pi/4rad, that is:
[
x1
x2
]
=
[
cos θ − sin θ
sin θ cos θ
][
X(n)
X(n+ 1)
]
(2.6)
In the reference system of the new axes, the dispersion of the points around the x1
axis is measured by the standard deviation denoted by SD1, whereas the standard
deviation around the x2 axis is measured by SD2 (Figure 2.1). Finally SD1/SD2
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represents the relationship between these components, which is, the ratio of short
interval variation to long interval variation [123][7][8].
Figure 2.1: Example of Poincare´ plot of an EEG signal.
2.2.1.2 Approximate Entropy
Entropy refers to system randomness, regularity, and predictability and allows
systems to be quantified by rate of information loss or generation. ApEn is a
statistics that can be used as a measure to quantify the complexity (or irregularity)
of a signal. It was first proposed by Pincus [96] and it is an attractive tool for
signal processing because it can be estimated using short data sequences (in the
range 100−5000 points) [9]. Moreover, ApEn is highly resistant to short transient
interferences (such as outliers) and the influence of noise can be suppressed by
properly choosing the relevant parameter r in the algorithm.
Given the data x(1), x(2), . . . , x(N) the algorithm requires two parameters before
ApEn can be computed:
• m, the embedding dimension of the vector to be formed, which can be taken
as 2 for HRV and EEG [9];
• r, a threshold for noise filtering, which can be taken as (0.1, 0.25)·SDx, where
SDx is the standard deviation of the original data x(1), x(2), . . . , x(N) [96].
First of all, vectors X(1), . . . , X(N−m+1), each one having length m, are defined
as:
X(i) = [x(i), x(i+ 1), . . . , x(i+m− 1)], i = 1, . . . , N −m+ 1 (2.7)
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Then, the distance between each couple of vector X(i) and X(j) is calculated as
the maximum absolute difference between their scalar elements:
d[X(i), X(j)] = max
k=0,...,m−1
[|x(i+ k)− x(j + k)|] (2.8)
For a given X(i) the number Nm(i) of d[X(i), X(j)] that are ≤ r is calculated,
and the ratio between Nm(i) and the total number of vectors is defined as:
Cmr (i) =
Nm(i)
N −m+ 1 (2.9)
This step is performed over all i.
The natural logarithm of each Cmr (i) is then averaged over i:
φm(r) =
1
N −m+ 1
N−m+1∑
i=1
lnCmr (i) (2.10)
After increasing the dimension to m + 1 and repeating the previous steps, it is
possible to calculate φm+1(r) and then ApEn as:
ApEn(m, r) = lim
N→∞
[φm(r)− φm+1(r)] (2.11)
Nevertheless, in practice N is finite and the result obtained is only an estimate of
the real ApEn:
ApEn(m, r,N) = φm(r)− φm+1(r) (2.12)
2.2.2 Self-affinity
Explaining the concept of self-affinity requires first of all to define self-similarity.
Self-similarity is used to describe objects that have details at a certain scale that
are similar, but not necessarily identical, to those seen at larger or smaller scales
(scale invariance). On the contrary, self-affinity requires a scaling in the x and
y axis by different amounts (anisotropic scaling) in order to appreciate the self-
similarity [80].
There are several ways to quantify self-affinity in a time series. Two of the most
widespread indexes that mathematically quantify self-affinity are the power-law
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beta exponent of the 1
f
power spectrum and the fractal dimension. Since both in-
dexes measure the same feature, a certain relationship is expected to exist between
them, so it may also be possible to estimate one index from the other [95][103].
When self-affinity patterns are those of the fractional Brownian motion (fBm),
which may be considered a good model for both HRV [33] and EEG signals [100],
the relationship is [54]:
FD =
5− β
2
(2.13)
where β is included in the 1− 3 interval and FD spans the range 1− 2.
However, it has been shown that the direct estimation of β exponent and FD pro-
vides more correct values than those indirectly (and perhaps improperly) obtained
by applying the theoretical relationship 2.13 [33].
2.2.2.1 Power-law beta exponent
The 1
f
-like behavior is a common feature of complex biological and physical sys-
tems, where the power spectrum of a time series is dominated by an inverse power:
PSD ∝ 1
frequencyβ
(2.14)
where the exponent β is related to the color of the series, i.e. to the degree that
the series is autocorrelated. If β = 0, there is no autocorrelation and the PSD is
flat (white noise). If β = 2, then the series is highly autocorrelated (brown noise).
If β = 1, the series is moderately autocorrelated and truly 1
f
is opposed to 1
f
-like
behavior.
A time series showing a 1
f
-like power spectrum has no characteristic time scale,
that is, the underlying temporal process of such a series is fractal. The concept
of a fractal is most often associated with irregular geometric objects that display
self-similarity: fractal forms are composed of subunits (and sub-subunits, etc.)
that resemble the structure of the overall object. In an idealized model, this pro-
perty holds on all scales. The real world, however, necessarily imposes upper and
lower bounds over which such scale-invariant behavior applies. Similarly, fractal
processes generate irregular fluctuations across multiple time scales, analogous to
scale-invariant objects.
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Fractal processes differ from periodic phenomena (e.g. earth rotation around its
axis), where the characteristic time scale of the process produces a sharp peak
in the power spectrum. Viewing a periodic process using a different time scale
dramatically alters its appearance (for example, plotting the earth’s rotation in
terms of weeks rather than days). In contrast, the fluctuations of a 1
f
-like process
will, with appropriate y-axis rescaling, appear similar across multiple orders of
temporal magnitude in the same way that the structure of a fractal form appears
similar across multiple orders of spatial magnitude. Because of the lack of a
characteristic time scale, the power spectrum of a 1
f
-like process is broad band in
appearance. To the degree that the process is autocorrelated (that is, to the degree
that the exponent β of the dominant power law is greater than zero), there will
be an increasing fall-off in power as frequency increases. In a log(power) versus
log(frequency) plot, the 1
f
-like power spectrum scaling is manifested by a linear
alignment of the data points reflecting the dominant power law: the slope of the
regression line of the log(power) versus log(frequency) relation corresponds to the
negative of the scaling exponent β. Figure 2.2 indicates the 1
f
relation between
PSD and frequency, computed on an HRV time series.
Figure 2.2: Example of a log-log plot of the periodogram calculated from a
RR time series of a normal subject. The power-law β exponent is the slope of
the regression line fitting the data. In this case, β = 0.8.
2.2.2.2 Fractal dimension
The concept of FD refers to a noninteger (fractional) dimension that originates
from fractal geometry, so that the FD provides a measure of how much space an
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object occupies between Euclidean dimensions. From a practical point of view,
the higher the FD, the more irregular the signal.
Many methods have been proposed in order to estimate the FD directly in the time-
domain, allowing the analysis of transient biological events, but some comparison
studies [2][101][92][40] have demonstrated that Higuchi’s algorithm [54] is the most
accurate in estimating the fractal dimension of waveforms. Thus, this method is
presented below and applied in this thesis.
Given the data x(1), x(2), . . . , x(N) the Higuchi’s algorithm constructs k new time
series:
xmk =
{
x(m), x(m+ k), x(m+ 2k), . . . , x
(
m+
⌊
N −m
k
⌋
k
)}
(2.15)
where m is the initial time and k, ranging from 1 to kmax, is the time delay between
points. In this thesis kmax = 6 is assumed [2].
Then, for each sequence xmk , the length Lm(k) is calculated as:
Lm(k) =

bN−mk c∑
i=1
|x(m+ ik)− x(m+ (i− 1)k)|
 N − 1⌊N−m
k
⌋
k
 1
k
(2.16)
The symbol bac denotes the integer part of a. The length of the curve L(k)
for the time interval k is computed as the average of the k lengths Lm(k) for
m = 1, 2, . . . , k. Given that, if L(k) is proportional to k−FD, the time series xmk is
fractal with dimension FD. FD is then computed as the slope of the line fitting
the pairs {ln(k); ln (L(k))} (Figure 2.3).
2.2.3 Zero crossings
The zero crossings (ZC) is a nonlinear parameter used in the analysis of random
signals [65][53].
Given a random, discrete time series x(1), x(2), . . . , x(N), if a certain frequency
ω0 becomes dominant, in the sense that it carries most of the signal power, it can
be seen that [5]:
ω0 ≈ piZC
N − 1 (2.17)
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Figure 2.3: HRV signal (left) and respective FD estimation (right). In this
case, FD = 1.5658.
Consequently, due to the fruitful connections existing between ZC and the do-
minant frequency ω0, ZC is expected to be able to identify possible changes in
dominant spectral component, with no need to turn to spectral analysis.
ZC is computed by counting the number of baseline crossings in a fixed time
interval. Given the data x(1), x(2), . . . , x(N) the associated clipped binary series
y1(n) defined by:
y1(n) =
{
1 x(n) > 0
0 x(n) ≤ 0 (2.18)
with n = 1, 2, . . . , n, and let y2(n) be the associated series defined as:
y2(n) = y1(n+ 1) (2.19)
with n = 1, 2, . . . , n, and y2(N) = y2(N − 1). Three further binary series are
defined by:
z1(n) = y1(n) OR y2(n)
z2(n) = y1(n) NAND y2(n)
z3(n) = z1(n) OR z2(n)
(2.20)
Then the ZC is defined by:
ZC =
∑
n
z3(n) (2.21)
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Chapter 3
HRV analysis in normal subjects
3.1 Introduction
Previous studies on healthy subjects revealed variations of the heart rhythm asso-
ciated with age and gender. A higher variability was detected in young subjects
than in elderly ones, and this finding was linked with the loss of physiological
responsiveness in the latter ones [24][131][45].
The aim of this study was to assess if the Higuchi’s FD, used to quantify the
complexity of the RR time series, could reflect age-related changes, and to compare
the consistency of the results obtained with the nonlinear approach with those
achieved with the classical spectral measures of HRV.
3.2 Material and methods
3.2.1 Study population and RR time series acquisition
60 healthy subjects (36 women and 24 men), without evidence of cardiac disease,
aged between 19 and 85 years old (age 54±17) were examined. They were divided
into three groups of 20 subjects (8 men and 12 women each) depending on age:
1. < 45 years old (age 34± 8),
2. between 45 and 65 years old (age 54± 6)
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3. > 65 years old (age 74± 6).
All subjects completed 24-hour Holter monitoring using a 3 channels time tracking
recorder (sampling frequency 200Hz) and gave their written informed consent for
the use of the Holter data. RR intervals were automatically extracted from ECG
records using SyneScope R©Holter analysis software (Sorin Group, Italy), which
also labeled each RR interval as normal, premature or artifact.
3.2.2 RR time series pre-processing and analysis
Data were processed and analyzed by using software developed in Matlab R©(Math-
Works, USA). Since recordings started at different times, the RR series of the
different subjects were aligned using a common start time (12am) and stop time
(7am of the day after).
The analysis was based on segments of RR time series lasting 15 minutes. Each
interval was considered for analysis only if the percentage of the whole artifacts and
ectopic beats duration was less than 5% (i.e. < 45 seconds) and the duration of
the longest artifact or ectopic segment was lower than 10s [47][81]. This approach
allowed obtaining a reliable estimation of the HRV parameters. In fact, correction,
which is known as a possible cause of significant errors in the measurement of HRV
indices [94], was applied on a minimal part of the RR intervals minimizing both
the effect of artifacts and ectopic beats substitution and the amount of discarded
data. In order to assure careful and exhaustive correction of artifacts, the accepted
segments were further visually examined to identify data with RR interval spikes
to be substituted due to undetected ectopic beats and other abnormal beats (e.g.
post-ectopic pauses).
In order to correct the previous identified artifacts and abnormal beats, cubic
spline interpolation based on the normal RR intervals was applied and the non-
uniform spaced in time RR sequences were then resampled at 2Hz to obtain a
constant sampling time (section 1.1.2).
PSD was computed by Welch’s periodogram method (section 2.1.1) and three main
spectral bands (VLF, LF and HF) were distinguished (section 1.1.3.1). The PSD
of the different bands was then expressed in normalized units (nu) dividing the
power of each band by the sum of the powers in the three bands. In addition, the
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Parameter Age < 45yrs Age 45− 65yrs Age > 65yrs
FD day 1.40(1.35− 1.51) 1.52(1.42− 1.59) 1.55(1.50− 1.71)
HF (nu) day 0.10(0.06− 0.13) 0.08(0.06− 0.10) 0.10(0.08− 0.15)
LF (nu) day 0.24(0.19− 0.31) 0.17(0.13− 0.22) 0.14(0.08− 0.17)
VLF (nu) day 0.66(0.59− 0.72) 0.75(0.65− 0.79) 0.74(0.64− 0.83)
LF/HF day 2.85(1.98− 4.34) 3.18(2.36− 3.97) 1.76(1.00− 2.38)
FD night 1.50(1.37− 1.61) 1.48(1.38− 1.66) 1.48(1.42− 1.58)
HF (nu) night 0.12(0.07− 0.17) 0.11(0.08− 0.18) 0.10(0.07− 0.13)
LF (nu) night 0.22(0.19− 0.27) 0.19(0.16− 0.23) 0.12(0.10− 0.17)
VLF (nu) night 0.67(0.58− 0.74) 0.67(0.63− 0.73) 0.75(0.71− 0.81)
LF/HF night 1.99(1.48− 2.98) 2.22(1.46− 2.85) 2.10(1.26− 3.09)
Table 3.1: Median values (with 25th and 75th percentiles) of the parameters
for the three age groups.
LF/HF, frequently used in literature to quantify the sympatho-vagal balance [91],
was estimated.
Finally the FD, which measures the fractal-like behavior of a time series, was
calculated with Higuchi’s algorithm (section 2.2.2.2).
Considering that HRV is influenced by circadian variations [131][3], the proposed
HRV parameters were studied according to the respective recording time hours
and grouped in two time epochs lasting six hours each in day and night-time.
Day-time was defined from 3pm to 8pm and night-time from 12pm to 5am. For
each subject, the parameters calculated on 15 minutes were then averaged over
each of the two epochs.
3.2.3 Statistical analysis
The nonparametric Wilcoxon rank sum test was used to compare each pair of age
groups. Bonferroni’s correction was applied because of multiple testing. Differen-
ces were considered significant for a p-value < 0.05. In addition, the median values
and the respective 25th and 75th percentiles were calculated for each parameter.
3.3 Results
Table 3.1 summarizes the median values together with 25th and 75th percentiles
of the different parameters in the three age groups, while Table 3.2 presents the
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Parameter
Age < 45yrs vs Age < 45yrs vs Age 45− 65yrs vs
Age 45− 65yrs Age > 65yrs Age > 65yrs
FD day n.s. 0.003 n.s.
HF day n.s. n.s. n.s.
LF day 0.025 5.00e− 5 n.s.
VLF day n.s. n.s. n.s.
LF/HF day n.s. 0.029 0.006
FD night n.s. n.s. n.s.
HF night n.s. n.s. n.s.
LF night n.s. 0.001 0.003
VLF night n.s. 0.020 0.017
LF/HF night n.s. n.s. n.s.
Table 3.2: P-values of the differences in the proposed parameters between
each pair of age groups.
p-values of the differences between each pair of groups.
In the day-time epoch the FD significantly increased with age comparing the
group of subjects with age < 45 years and the one of age > 65 years. The LF was
significantly higher for the group of age < 45 years with respect to both the other
two groups, but it did not show significant differences between the group of age
45− 65 years and the one of age > 65 years, even if the lowest value was detected
for the eldest group. The LF/HF ratio was significantly different for the group of
age > 65 years compared to the other two groups, but it was not possible to detect
an increasing or decreasing trend associated to the age, given that the youngest
group had an intermediate value between the other two groups. The HF and the
VLF values did not change appreciably among the groups.
In the night-time, both the LF and the VLF had different values between the
group of age < 45 years and the one of age > 65 years and between the last one
and the one of age 45 − 65 years. The FD and the LF/HF ratio, which both
showed age-related changes in the day-time, did not reveal such changes in the
night-time too. The HF, as in the day-time, did not show significant differences
for any group also in the night-time.
3.4 Discussion
In the literature significant age-related changes both for classical (time and fre-
quency domain) [24][131] and some nonlinear measures [131][45] were reported.
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In particular, both the LF and the HF values showed to be lower in elderly com-
pared to young subjects. Nocturnal increases of the LF, present both in young
and elderly groups, were much lower for the latter ones. On the contrary, the
LF/HF ratio was not significantly different in the young and elderly groups, and
both exhibited similar variations in day-time and night-time [131]. To the best
of my knowledge, FD, as calculated in this study, has not been used to quantify
age-related changes in healthy subjects yet. Nevertheless, other fractal measures
were applied to determine the relation between the complexity of the RR time
series and the aging process but with dissimilar results in assessing the chaos level
of the HRV [131][45].
These findings suggest that age-related changes in the spectral and fractal proper-
ties of HRV are not so evident and can be only partially revealed by the examined
spectral and fractal measures. In fact, none of the proposed parameters showed
significant changes among the three age groups and only the LF behavior par-
tially confirmed the decrease with age (particularly significant between the < 45
and > 65 years groups), coherently with [131]. On the contrary, no such trend
was detected in the HF values. In the literature [45], young subjects were found
to have higher irregularities of the RR series in comparison to elderly ones due to
a supposed higher physiological responsiveness. This higher variability should be
revealed by the increase of both the HF and the FD values, but these parameters,
calculated on my data, did not show at all age-related changes in the night-time
and only marginally in the day-time.
The LF/HF ratio showed some significant differences among the groups, even if
it did not present a monotonic relationship with age, possibly related to the large
variability among the subjects of the same age group. Moreover, this parameter,
even if widely used in the literature, has been recently criticized because it cannot
accurately quantify the cardiac sympatho-vagal balance [21].
Such differences between present results and those reported in the literature may
be due to several causes. For example, it is known that different approaches for
the identification and correction of artifacts and ectopic beats, typically applied to
the original RR time series, may significantly affect the power spectral estimation
[47][81][94]. In this work only segments with a very low number of artifacts and
ectopic beats to be corrected wee considered, in order to obtain reliable results.
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The main limitation of this study concerns the reduced number of subjects that,
even if comparable to other studies [131], may be considered too limited to account
for RR time series behaviors, very different among them, such as those shown in
Figure 3.1. In fact, the patterns of fluctuations, unexpectedly greater in elderly,
may introduce unwanted bias in the results or, on the contrary, their importance
could be underestimated.
Figure 3.1: HRV in a young subject (top; male, 37 years old) and in an elderly
one (bottom; male, 81 years old). The 250s of RR intervals were extracted in
the same recording period, between 12am and 1pm. The RR time series of the
elderly subject shows a higher variability than the younger.
3.5 Conclusion
This work showed that age-related variations in the HRV properties of normal
healthy subjects are only partially disclosed by spectral measures and Higuchi’s
fractal dimension. Some differences in the results compared to literature, drew
attention to the importance of the RR data selection and pre-processing.
Further investigation is needed to clarify the impact of different approaches for the
identification and correction of artifacts and ectopic beats on the reliability of the
parameters calculated from the edited RR time series. It will also be necessary to
extend the study to a larger number of subjects.
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HRV analysis in Obstructive
Sleep Apnea Syndrome
4.1 Introduction
Obstructive Sleep Apnea Syndrome (OSAS) is a highly prevalent disease in the
population, affecting 1− 4% of adults between 30 and 60 years and up to 19% of
adults with age over 60 years. It is characterized by repeated episodes of upper
airway obstruction during sleep that lead to significant hypoxia [43][132].
Polysomnographic studies are usually used to diagnose OSAS. Measurements of
nasal and oral breath flow, recordings of snoring and oxygen saturation as well
as of thoracic and abdominal movements permit to score OSAS severity counting
the number of apneas and hypopneas per hour during sleep, defined as apneas/hy-
poapneas index [122].
In OSAS patients an impairment of the autonomic nervous system is observed by
measuring HRV and the LF/HF is often used to evaluate such an impairment [113].
Nevertheless, the use of spectral and statistical measures of HRV may not provide
complete information on the complexity that lies inside beat-to-beat variability in
presence of sleep disordered breathing. This is mainly due to the nonlinear dyna-
mics affecting the HRV, especially evident when pathological respiratory patterns
as well as cardiac arrhythmias are present [26].
31
HRV analysis in OSAS
In this context, several nonlinear methods, which have already shown to be useful
in describing complex temporal processes, may be valuable to have a deeper in-
sight into HRV characteristics. In particular, this work focused on the use of the
Higuchi’s FD, the power-law β exponent and the ApEn, having these purposes:
• to compare the FD and the LF/HF performances;
• to assess if the nonlinear analysis, performed by means of Higuchi’s FD, may
reflect abnormal HRV patterns in OSAS;
• to investigate the relationships existing among FD, β exponent and ApEn.
4.2 Material and methods
4.2.1 Comparison of FD and LF/HF ratio performances
A first investigation was carried out to to compare the FD and the LF/HF per-
formances. The HRV time series of 25 patients with severe OSAS (apneas/hy-
poapneas index ≥ 30) undergoing a whole night polysomnographic recording were
analyzed retrospectively.
Raw data were appropriately processed for HRV analysis: RR intervals with arti-
facts and ectopic beats were excluded and the edited time series were interpolated
with cubic spline and resampled at 2Hz in order to obtain a constant sampling
time (section 1.1.2). For each patient, the analysis was carried out on two segments
of 600s with normal breathing, and repeated apneic episodes (Figure 4.1).
For each selected segment:
• FD was calculated on epochs of 60s, 150s and 300s by Higuchi’s algorithm
(section 2.2.2.2)
• LF/HF was evaluated from the PSD using Welch’s periodogram method on
epochs of 150s, 300s and 600s (section 2.1.1).
A Wilcoxon paired two-sided signed rank test was performed to compare data
concerning normal breathing and apneic episodes.
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Figure 4.1: Example of selected HRV segments.
4.2.2 Relationships among FD, beta exponent and ApEn
A second deeper investigation was carried out to assess to investigate the relation-
ships existing among FD, β exponent and ApEn.
In this case, the HRV time series of 77 patients with severe OSAS (apneas/hy-
poapneas index ≥ 30) undergoing a whole night polysomnographic recording were
analyzed. Raw data were appropriately processed for HRV analysis, excluding
ectopic beats and resampling the RR time series at 2Hz (section 1.1.2).
Each nonlinear parameter (FD, β exponent and ApEn) was calculated over a HRV
segment of 15 minutes (for a total of 2509 segments analyzed) and then averaged
among the different epochs. β exponent was calculated as the slope of the line
fitting the PSD on a log-log scale (section 2.2.2.1), where the PSD was estimated
by periodogram method after Hamming windowing. The considered frequency
range was 0 − 0.45Hz. FD was estimated by the Higuchi’s algorithm (section
2.2.2.2). ApEn was obtained using the algorithm proposed by Pincus (section
2.2.1.2), where the influence of noise was suppressed by choosing a threshold of
0.2SD, where SD was the standard deviation of the original data. Since each HRV
segment of 15 minutes corresponds to about 1000 RR points, a robust estimate of
ApEn was assured.
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Epoch duration [s] P-values
150 0.04
300 0.01
600 0.04
Table 4.1: P-values of the Wilcoxon test performed to compare LF/HF values
concerning normal breath and apneic episodes.
Epoch duration [s] P-values
60 1.9e− 5
150 1.9e− 5
300 1.0e− 4
Table 4.2: P-values of the Wilcoxon test performed to compare FD values
concerning normal breath and apneic episodes.
Finally, β and ApEn were plotted against FD and the linear relationship (i.e. slope
and intercept of the linear regression) of each pair of variables was evaluated by
means of the Pearson’s coefficient r.
4.3 Results
4.3.1 Comparison of FD and LF/HF ratio performances
Both LF/HF and FD showed significant differences between apneic and normal
epochs as detailed in Table 4.1 and Table 4.2. LF/HF was found more sensitive
to the segment length used for analysis than FD. As depicted in Figure 4.2 and
Figure 4.3, FD showed median variations < 1% among all durations both during
normal breathing and segments with repeated apneic episodes.
4.3.2 Relationships among FD, beta exponent and ApEn
The linear relationship between FD and β was confirmed by a high Pearson’s
correlation coefficient, as reported in Table 4.3.
As can be noted in Figure 4.4, the relationship is different from the one valid for
fBm mathematical model (section 2.2.2), that is HRV is not exactly described by
a fBm process.
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Figure 4.2: Percent variations of LF/HF (left) and FD (right) depending on
epochs length used for analysis in normal breathing segments.
The central mark is the median, the edges of the box are the 25th and 75th
percentiles, the whiskers extend to the most extreme data points not considered
outliers, and outliers are plotted individually as a + sign. Please note the
differences of the vertical axis scale.
Figure 4.3: Percent variations of LF/HF (left) and FD (right) depending on
epochs length used for analysis in segments with repeated apneic episodes.
Pairs of variables Pearson’s r Slope Intercept
(FD,β) −0.85± 0.46 −2.34(−2.68,−2.01) 4.64(4.10, 5.17)
(FD,ApEn) 0.67± 1.06 1.09(0.80, 1.37) −0.69(−1.14,−0.25)
Table 4.3: Mean value (±1SD) of the Pearson’s correlation coefficient (r)
between pairs of variables and respective coefficients of the linear models (with
95% confidence bounds).
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Figure 4.4: Linear relationship between FD and beta in OSAS patients. The
relationship deviates from the theoretical one, valid for fBm, and it is close to
the one obtained for normal subjects [33].
Moreover, slope and intercept values calculated for OSAS patients are slightly
different to those obtained for normal subjects (−3.03 and 5.81, respectively) [10].
This result suggests that β and FD, calculated on the whole HRV time series
without differencing apneas episodes, are marginally affected by the abnormal
respiration patterns present in OSAS.
A significant linear relationship was detectable also between FD and ApEn (Table
4.3). This results offers the opportunity to connect the space-filling propensity
and complexity of HRV time series, quantified by FD, to the unpredictability of
its fluctuations, measured through ApEn.
4.4 Discussion
Statistically significant differences were found both in LF/HF and FD values bet-
ween normal breathing and repeated apneic episodes, revealing that both param-
eters are able to discriminate normal breathing segments from abnormal ones.
Nevertheless, the analysis in the frequency domain by means of the LF/HF ratio
was found highly sensitive to the length of the segments used for analysis, with
median variations ranging between 14% and 20% for normal breathing epochs and
between 6% and 25% for apneic ones. On the contrary, FD median variations
determined by the length of the considered segment were in all cases lower than
1%.
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These findings draw attention to the importance of correctly choosing the length
of the data in order to obtain a reliable estimation of the LF/HF. In fact, spectral
analysis on short data segments does not allow a consistent estimation of the
LF/HF, mainly due to the impossibility to accurately evaluate the low frequency
component. Moreover, it is noteworthy that the LF/HF, even if widely used in
the literature, has been recently criticized because it cannot accurately quantify
the cardiac sympatho-vagal balance [21].
The present study encourages the use of FD to describe complex HRV characteris-
tics. In particular, fractal properties were found altered in several cardiac states
due to changes of autonomic nervous influences. fractal analysis performed accor-
ding to the Higuchi’s algorithm has already been successfully used for the evalua-
tion of the autonomic balance during different respiratory patterns in OSAS [35],
nominating this parameter as a useful tool for advanced algorithms for automated
respiratory pattern recognition. The present results strengthen the importance of
the fractal analysis, proving that FD can be used for short term HRV assessment,
important especially during transient hypo/apnea phases.
This study also extends the analysis of the relationship between FD and β to the
population of OSAS patients, demonstrating the deviation from the theoretical
fBm model. Since FD analysis performed according to the Higuchi’s algorithm has
proved to be an appropriate technique for the evaluation of the autonomic balance
during different respiratory patterns in OSAS [35], further studies will be necessary
to analyze separately HRV segments with and without apnea episodes. In this way
it will be possible to extract the influence of apneas on the FD/β relation, whereas
in this work the contribution of the different segments was averaged. Similarly,
additional investigations are required to better understand the correlation between
ApEn and FD distinguishing between apnea and normal breathing epochs.
Up to now, there is lack of information about the correlation between ApEn and
FD, with respect to both empirical data and physiological meaning. However, the
preliminary results of this work suggest that the ApEn/FD relationship may be a
novel approach for investigating the specific HRV dynamics present in OSAS.
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4.5 Conclusion
Higuchi’s FD revealed to be a robust index to detect apneic events, assessing
relevant information about physiological mechanism involved in the regulation of
the heart rate during normal breathing and apneic events. FD also overcame the
limitations concerning the interval duration of the LF/HF, being usable also on
short data segments. Since the fractal approach in the analysis of the HRV in
OSAS can provide important information, the use of different parameters based
on the nonlinear dynamics and chaos theory is encouraged with the aim of better
evaluate the HRV characteristics determined by OSAS.
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HRV analysis in Congestive
Heart Failure
5.1 Introduction
In the literature, the study of HRV in patients affected by Congestive Heart Fail-
ure (CHF) revealed that CHF may lead to impaired HRV patterns, due to ab-
normalities in both the sympathetic and parasympathetic control mechanism [59].
Reduced or abnormal HRV patterns have been associated to the severity of the
CHF and to an increased risk of mortality, but few studies have assessed the
changes in the heart rate in reference to different CHF etiologies [127][97].
Previous studies also showed the potential of the nonlinear methods based on
chaos theory and fractal analysis to study the complex mechanisms involved in
HRV and demonstrated that nonlinear measures may better differentiate between
healthy and unhealthy heart rhythm [77] [8].
The aim of this work was to characterize the HRV of patients affected by CHF
caused by Dilated Cardiomyopathy (DCM), ischemic heart disease or other dif-
ferent CHF etiologies, in comparison to that of healthy Control Subjects (CS),
drawing attention to the use of nonlinear methods in HRV analysis.
A first study was made to assess spectral and fractal properties of HRV in patients
with DCM and ischemic heart disease and to investigate whether classical linear
measures of HRV (in particular the power spectral analysis in very low, low and
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high frequency bands and the LF/HF ratio) and Higuchi’s FD could discriminate
different CHF etiologies.
A wider investigation, involving a greater study popuation, was then carried out
mainly using nonlinear indexes such as the power-law β exponent and the SD1
and SD2 indexes of the Poincare´ plot (spectral analysis was performed only as
basis for comparison).
5.2 Material and methods
5.2.1 Spectral and fractal analysis
5.2.1.1 Study population and data acquisition
The study population consisted of 40 patients with CHF (30 men, mean age 61±18
years). Patients were divided into two equal groups considering CHF etiology: (1)
DCM and (2) ischemic heart failure. The two groups of patients with CHF were
then compared to 20 healthy CS (15 men, mean age 56± 18 years).
All subjects completed 24-hour Holter monitoring using a 3 channel recorder with
sampling frequency of 200Hz. RR intervals were automatically identified from
ECG records using SyneScope R©(Sorin Group, Italy) Holter analysis software,
which also labelled each QRS complex as normal or artifact. Moreover, since
recordings were started at different times, the RR series of the different subjects
were aligned using a common start and stop time.
5.2.1.2 Data pre-processing and analysis
In order to minimize the effect of artifacts and to obtain a reliable estimation of
the HRV parameters, RR raw data were adequately pre-processed (section 1.1.2).
RR time series were divided into intervals of 15 minutes length and, for each inter-
val, the percentage of artifacts (based on time, not on number of beats) and the
duration of each set of subsequent artifacts were considered. Data were excluded
from analysis whether the artifact percentage was over 5% [47] or the duration of
a sequence of artifacts was over 10 seconds [81], because the correction of large
amounts of RR interval data may cause significant errors in the estimation of HRV
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indices. In this work, ectopic beats were included in the HRV analysis, because
they represent the real RR time series and they may have an important role in the
discrimination of the CHF etiology [94][57][125]. Cubic spline interpolation and
resampling at 2Hz were applied on the original RR sequences in order to obtain
a constant sampling time.
PSD was computed by periodogram method after Hamming windowing (section
2.1.1). Three main spectral components (VLF, LF and HF) were distinguished
(section 1.1.3.1) and their values were expressed in normalized units (nu). In addi-
tion, LF/HF was calculated. Finally, FD was estimated with Higuchi’s algorithm
(section 2.2.2.2).
In the first part of the work, for each patient, the entire time series were analysed;
successively, being HRV influenced by circadian variations [3], two time epochs,
day-time and night-time, lasting six hours each were selected for analysis. Day-
time was defined from 3pm to 9pm and night-time from 12pm to 6am. For each
subject, the parameters calculated on 15 minutes were then averaged distingui-
shing the two epochs.
5.2.1.3 Statistical analysis
The nonparametric Kruskal-Wallis test was used to compare three groups (normal,
ischemic and DCM), while the Wilcoxon rank sum test was used to compare
each pair of groups, followed by Bonferroni’s correction due to multiple testing.
Differences were considered significant for a p-value < 0.05. In addition, based
on descriptive statistics, medians with 25th and 75th percentile were calculated for
each parameter.
5.2.2 Nonlinear analysis
5.2.2.1 Study population and data acquisition
The enlarged study population was composed of 75 subjects divided into three
equal groups, matched for age and gender, depending on CHF etiology. The first
group (age 66 ± 10, 80% males) was composed by patients with ischemic heart
disease, the second (age 63±10, 80% males) by patients with DCM, and the third
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(age 63 ± 5, 80% males) by patients with other CHF etiologies. A forth group,
composed by 25 normal healthy CS (age 63 ± 9, 80% males) with no history of
heart disease, was considered as control.
All the subjects underwent a 24-hour Holter monitoring using a 3 channels time-
tracking system. RR intervals were automatically extracted from ECG records
using Syne-Scope R©Holter analysis software (Sorin Group, Italy), which also la-
belled each RR interval as normal, ectopic or artifact.
5.2.2.2 Data pre-processing and analysis
Taking into account circadian variations [3], also in this study two time epochs
lasting five hours each in day and night-time were considered for each subject.
Day-time was defined from 3pm to 8pm and night-time from 12pm to 5am.
Each RR time series included a percentage of artifacts lower than 5% and the
duration of the longest artifact seg-ment was lower than 10 seconds, obtaining
a reliable estimation of the HRV parameters [47][81]. In this study, as in the
previous one, the ectopic beats, commonly considered as a source of error in the
HRV analysis [94], were included in the evaluation because of their relevant role
in the discrimination of the CHF etiology [94][59][125].
Cubic spline interpolation based on the normal and ectopic RR intervals was ap-
plied and the non-evenly spaced in time RR sequences were subsequently resam-
pled at 2Hz to obtain a constant sampling time (section 1.1.2).
To analyze HRV in the frequency domain, the PSD of the edited RR time series
was calculated using Welch’s periodogram method (section 2.1.1). The time series
were segmented into sections of 512 seconds each, windowed with a Hamming
window, with 50% overlap. Three typical spectral bands (VLF, LF and HF)
were distinguished (section 1.1.3.1) and expressed in normalized units (nu), which
represent the relative value of each component in relation to the total power.
For the analysis of the fractal properties of the heart rate, the power versus fre-
quency relationship was investigated in a log-log plot (section 2.2.2.1). The power-
law β exponent was calculated as the slope of the regression line fitting the PSD
with the sign inverted (section 2.2.2.1). Furthermore, the RR time series were
investigated from a geometrical and nonlinear point of view using the Poincare´
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Parameter Normal DCM Ischemic
VLF (nu) day 0.64(0.53− 0.71) 0.54(0.41− 0.66) 0.31(0.21− 0.46)
VLF (nu) night 0.55(0.30− 0.67) 0.46(0.29− 0.62) 0.33(0.24− 0.65)
LF (nu) day 0.25(0.15− 0.32) 0.18(0.13− 0.22) 0.13(0.10− 0.19)
LF (nu) night 0.22(0.17− 0.29) 0.18(0.14− 0.23) 0.16(0.11− 0.21)
HF (nu) day 0.08(0.06− 0.18) 0.24(0.14− 0.39) 0.52(0.36− 0.58)
HF (nu) night 0.16(0.11− 0.46) 0.24(0.16− 0.47) 0.45(0.18− 0.58)
LF/HF day 2.03(1.03− 4.21) 0.77(0.41− 1.62) 0.35(0.17− 0.57)
LF/HF night 1.17(0.58− 2.36) 0.80(0.39− 1.38) 0.36(0.30− 0.95)
FD day 1.45(01.31− 1.52) 1.60(1.45− 1.70) 1.74(1.65− 1.79)
FD night 1.43(1.38− 1.55) 1.50(1.38− 1.69) 1.59(1.54− 1.71)
Table 5.1: Median values (25th and 75th percentiles) of the parameters for the
three groups having different CHF etiologies.
plot technique (section 2.2.1.1). For the quantitative analysis of the plot, SD1
and SD2 were calculated.
5.2.2.3 Statistical analysis
Since normal Gaussian distribution of the data was rejected by the Lilliefors test at
the 5% significance level, the nonparametric Kruskal-Wallis test was used to com-
pare the four groups (normal, ischemic, DCM and other CHF etiology). Further-
more, Wilcoxon rank sum test was used to compare each pair of groups, followed
by Bonferroni’s correction. Differences were considered significant for a p-value
< 0.05. Medians with 25th and 75th percentile were calculated for each parameter
and each group.
5.3 Results
5.3.1 Spectral and fractal analysis
Table 5.1 summarizes the median values of the parameters calculated for the three
groups. Changes in the parameters, associated with the three groups, were statis-
tically significant for HF, LF/HF and FD calculated during the day-time.
Because of the inclusion in the HRV analysis of ectopic beats, HF and FD were
lower in normal subjects with respect to DCM and ischemic patients. On the
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Parameter
Normal vs Normal vs DCM vs
DCM Ischemic Ischemic
VLF day n.s. < 0.03 < 0.03
VLF night n.s. n.s. n.s.
LF day n.s. < 0.009 n.s.
LF night n.s. < 0.04 n.s.
HF day < 0.02 < 0.0001 < 0.01
HF night n.s. n.s. n.s.
LF/HF day < 0.02 < 0.0001 < 0.02
LF/HF night n.s. < 0.006 n.s.
FD day < 0.008 < 0.0001 < 0.02
FD night n.s. < 0.004 n.s.
Table 5.2: P-values of the differences between each pair of groups with different
etiologies.
other hand, the LF/HF ratio was lower in the ischemic group than in the normal
one, while also in this case the DCM had intermediate values with respect to the
other two groups. Such changes in the HF, LF/HF and FD values are displayed
in Figure 5.1.
Figure 5.1: Box plot comparison of (A) high frequency, (B) LF/HF ratio
and (C) Higuchi’s fractal dimension in the three groups of subjects calculated
for the day-time epoch. Tops and bottoms of each box are the 25th and 75th
percentiles, respectively, and the line in the middle of each box is the median
value. Whiskers extend to the most extreme data points not considered outliers.
Outliers are plotted with a + sign.
Moreover, also the other proposed parameters calculated in the day-time epoch had
significantly different values for CS and ischemic and VLF also showed significant
different values in DCM and ischemic patients (Table 5.2).
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Parameter Normal DCM Ischemic Other et.
VLF day
0.68 0.55 0.29 0.62
(0.61− 0.75) (0.45− 0.69) (0.18− 0.45) (0.53− 0.76)
VLF night
0.69 0.55 0.26 0.64
(0.64− 0.78) (0.38− 0.67) (0.14− 0.43) (0.48− 0.73)
LF day
0.18 0.15 0.18 0.17
(0.12− 0.23) (0.14− 0.19) (0.13− 0.24) (0.13− 0.21)
LF night
0.19 0.18 0.17 0.15
(0.12− 0.22) (0.16− 0.21) (0.11− 0.24) (0.14− 0.19)
HF day
0.12 0.26 0.56 0.18
(0.06− 0.18) (0.13− 0.37) (0.35− 0.63) (0.10− 0.28)
HF night
0.12 0.24 0.55 0.18
(0.07− 0.16) (0.13− 0.43) (0.35− 0.69) (0.10− 0.31)
β day
1.27 0.83 0.24 0.97
(0.93− 1.54) (0.47− 1.11) (0.03− 0.62) (0.58− 1.32)
β night
1.41 0.85 0.26 1.00
(1.10− 1.53) (0.39− 1.23) (−0.03− 0.68) (0.70− 1.32)
SD1 day
21.4 25.7 40.5 23.6
(14.9− 27.9) (20.3− 32.2) (26.8− 55.8) (17.5− 33.1)
SD1 night
21.7 31.3 50.6 23.2
(17.0− 31.4) (23.9− 59.7) (28.9− 67.5) (16.3− 45.5)
SD2 day
68.1 62.3 78.5 65.1
(49.4− 81.6) (49.3− 83.5) (51.9− 108.4) (50.8− 84.6)
SD2 day
68.1 89.7 95.6 73.4
(57.8− 106.9) (60.2− 132.6) (67.2− 121.1) (51.5− 114.2)
Table 5.3: Median values (25th and 75th percentiles) of the parameters for the
four groups having different CHF etiologies. VLF, LF and HF are expressed in
normalized units.
LF, LF/HF and FD effectively distinguished the normal from the ischemic group
also in the night-time, but none of the proposed parameters had significant dif-
ferences for the DCM group with respect to the other two groups. The DCM
group showed intermediate values with respect to normal and ischemic also for
the parameters calculated in the night-time epoch, but the differences were not
significant mainly because of the great variability within the subjects of the DCM
group.
5.3.2 Nonlinear analysis
Table 5.3 presents the median values of the proposed parameters calculated for
each group. With regard to the VLF, both in day-time and night-time, the DCM
group shows intermediate values between the normal group and the ischemic one,
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Parameter
Normal vs Normal vs Normal DCM vs DCM vs Ischemic
DCM Ischemic vs Other Ischemic Other vs Other
VLF day n.s. < 2e− 6 n.s. < 0.001 n.s. < 6e− 5
VLF night < 0.0006 < 4e− 8 n.s. < 0.002 n.s. < 4e− 6
LF day n.s. n.s. n.s. n.s. n.s. n.s.
LF night n.s. n.s. n.s. n.s. n.s. n.s.
HF day < 0.03 < 9e− 7 n.s. < 0.002 n.s. < 4e− 5
HF night < 0.005 < 3e− 8 n.s. < 0.002 n.s. < 8e− 6
β day < 0.02 < 9e− 7 n.s. < 0.003 n.s. < 0.0003
β night < 0.0005 < 9e− 8 < 0.01 < 0.004 n.s. < 9e− 5
SD1 day < 0.02 < 0.0005 n.s. n.s. n.s. n.s.
SD1 night < 0.02 < 0.0005 n.s. n.s. n.s. n.s.
SD2 day n.s. n.s. n.s. n.s. n.s. n.s.
SD2 night n.s. n.s. n.s. n.s. n.s. n.s.
Table 5.4: P-values of the differences between each pair of groups with different
etiologies.
with the last one having significant lower median values with respect to all the
other groups (Table 5.4).
The group of CHF patients with etiology different from both DCM and ischemic
presents VLF values intermediate between the normal and the DCM groups, with-
out statistically significant difference. Only in the night-time, the VLF is signi-
ficantly different between the normal and the DCM groups. Similarly to what
happens for the VLF values, also the HF values of the DCM group are intermedi-
ate to the ones of the normal and ischemic groups, with the ischemic group having
higher median values both in day-time and night-time. The differences are signifi-
cant among the normal, DCM and ischemic groups, while the group with patients
with different CHF etiologies has once again values intermediate and partially
overlapping those of the normal and the DCM groups.
In the day-time, the same significant differences of the HF values are observed
also for the β values, with higher medians for the normal and progressively lower
for the DCM and the ischemic groups. In the night-time, the β exponent shows
significant differences between all the pairs of groups except between the group
with various CHF eti-ologies and the DCM one.
The parameter SD1 presents a high variability among the subjects of each group,
both in day-time and night-time, so determining a reduction in the number of
significant differences of the median values between the groups. Nevertheless, in
the day-time the ischemic group has significant different values from both the
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normal and the group with different CHF etiologies, whereas in the night-time the
control group has significantly different values from both the ischemic group and
the DCM one. Finally, no significant difference among the groups is present for
the LF and SD2 parameters, both in day and night time.
5.4 Discussion
The present study was designed to assess if it was possible to discriminate bet-
ween differente CHF etiologies (in particular DCM and ischemic heart disease),
analysing spectral and fractal behaviour of RR time series. For this purpose, given
that the time series including premature beats seems to provide more powerful
prognostic information [94], the replacement of ectopic beats, which is tradition-
ally applied to evaluate the autonomic nervous system activity, was avoided.
Because of the inclusion of ectopic beats in the analysis, the present results cannot
be compared to other studies in which ectopic beats were excluded from the RR
time series as well as the physiological interpretation of the spectral components
(e.g. [131], which presents higher HF values for normal subjects with respect to
CHF ones). Moreover the physiological interpretation of the spectral components,
in particular LF, HF and LF/HF, cannot be easily associated to the sympathetic
and parasympathetic activity of the autonomous nervous system. In fact, it is
known that ectopy introduces a bias into HRV measures and thus represents a
significant problem in the interpretation of these results [47] [94].
The inclusion in the HRV analysis of ectopic beats causes higher instantaneous
irregularities of the RR series and an increase in the randomness of the RR dyna-
mics, thus determining lower HF and FD values in normal subjects with respect
to the DCM and the ischemic groups. In fact, the occurrence of ectopic beats is
usually higher in CHF patients than in healthy subjects.
The analysis of these RR time series including premature beats showed significant
differences in most of the proposed measures between the normal and the ischemic
group, with the latter group having HRV properties highly altered due to impaired
beat-to-beat dynamics [127]. On the contrary, the changes in the parameters were
reduced for the DCM group with respect of both normal and ischemic group. The
intermediate values of the DCM group for all the parameters as well as the great
variability within the subjects of the DCM group may suggest to further refine the
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analysis of this group, individuating the clinical characteristics which determine
some subjects to be assimilated to those of the normal group and some other to
those of the ischemic group. Similarly, the intermediate values found in the group
of patients with different CHF etiologies compared to the other groups, can be
explained by the high heterogeneity of the clinical conditions of this group.
VLF, HF and, partially, LF/HF seemed to be the most useful spectral parameters
in the discrimination of the groups. Anyway, it is to note that the changes of the
LF/HF ratio between the groups, even if statistically significant, may confound the
problem because both LF and HF capture abnormally organized HRV patterns and
their merge in only one parameter should be avoided [21]. From a nonlinear point
of view, FD and β exponent have shown good results with significant differences
between most of the pairs of groups, both in day-time and night-time. Probably,
the optimal characterization of the HRV is based on a combination of different
approaches rather than on a single one.
5.5 Conclusion
This study demonstrated that bothspectral and nonlinear HRV measures could
be profitably used in the HRV feature identification of ischemic and DCM pa-
tients. The DCM group showed intermediate characteristics between the normal
and the ischemic ones, thus suggesting further investigation to better understand
the clinical characteristics determining this result. The group with different eti-
ologies requires deeper investigations to punctually define the clinical condition of
the subjects, thus obtaining more homogeneous groups.
Nevertheless, considering the statistical significance of some of the proposed HRV
parameters, future studies will concern the development of a classifier for the dis-
crimination of the different CHF etiologies starting from the spectral and nonlinear
indexes presented in this work.
Further studies are needed to clarify the role and the importance of the inclusion
of ectopic beats in the HRV analysis for the differentiation of the different CHF
etiologies.
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Chapter 6
EEG analysis in Subjective and
Mild Cognitive Impairment
Subjective Cognitive Impairment (SCI) and Mild Cognitive Impairment (MCI)
are brain disorders with a high risk to progress to Alzheimer’s Disease (AD).
Their diagnosis and effective treatment are currently critical issues and the use
of EEG for the detection of cognitive decline is widely debated too. This study
investigated EEG alterations in SCI and MCI subjects, with respect to healthy
elderly CS, both at resting state and during a simple cognitive task. Besides
classical spectral measures, also nonlinear parameters inspired by chaos theory
were used to characterize EEGs. Separate analyses were carried out for measures
based on single electrode and on brain region. Finally, a classification method
based only on EEG quantitative features was proposed.
6.1 Introduction
AD is a degenerative brain disease characterized by a gradual but persistent decline
in memory and by a progressive impairment in the ability to carry out daily
activities. It has been suggested that AD begins years, probably even decades,
before the appearance of the first cognitive symptoms [114], but it can be difficult
to differentiate normal ageing from AD at a very early stage, given that normal
ageing is also characterized by a slow decline of cognitive functions.
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MCI is a clinical state between elderly normal cognition and dementia, featuring
memory complaints and cognitive impairment on neuropsychological testing not
yet fulfilling the clinical picture of dementia [42][11]. Another earlier pre-dementia
stage is SCI, which is related to a cognitive complaint (mostly memory loss) that
cannot be demonstrated on formal testing [104]. Even if not all SCI and MCI
patients progress to AD, they are both considered condition at high risk, especially
for amnesic MCI. The early diagnosis and the effective treatment of the early
stage of AD are currently critical issues in the study of AD because early stage
identification may help the development of new more effective treatments.
Up to now, functional neuroimaging techniques (such as fMRI, PET and SPECT)
and neuropsychological tests are commonly used for diagnosis of AD. More re-
cently several studies supported the idea that EEG could be a promising screen-
ing tool to detect cognitive impairment in large population at risk [124]. It is
known that AD is associated with some definite electroencephalographic alter-
ations: increase of power in δ and θ bands and decrease of power in α and β bands
[14][69][71][76][107]. Studies based on complexity analysis, such as the entropy
method, also showed that in AD patients EEG signals had reduced complexity
than controls and that the synchrony of resting state of different brain regions
may be reduced [38].
Experimental results on MCI subjects revealed intermediate posterior α rhythms
between elderly control and AD subjects, power increase of θ and δ rhythms in
temporal and occipital regions and power decrease of β in temporal and occipital
regions compared to control subjects [124]. On the contrary, EEG changes in
SCI subjects are more debated, but quantitative evaluation of EEG in an eyes
closed resting state of SCI subjects has been successfully used for predicting future
cognitive decline or conversion to dementia [98] and also abnormal δ, θ and α
sources compared to normal elderly were reported at rest [15]. Differences in
EEG among control, AD and MCI subjects were used not only at group level,
but also at individual level for classification purposes. The distinction of these
groups of subjects showed moderate accuracy, with 70−80% of success depending
on variables and classifiers used in the investigations [124]. Nevertheless, these
findings are considered encouraging and further studies are needed with the aim
of testing the value of EEG analysis in the early stages of AD towards its clinical
application.
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The present work focused on early cognitive decline conditions in aging people,
investigating EEG in MCI, SCI and healthy subjects, both during resting state
and a cognitive task, whereas the larger part of the previous studies were based
only on resting EEG [110]. The aim was twofold: to examine possible alterations
in MCI and SCI groups with respect to controls, and to analyze the possibility
of separating individuals into the three groups on the basis of classification rules.
Linear spectral measures and nonlinear parameters inspired by chaos theory were
combined together for quantifying EEG information. If the first ones are a well-
established tool for EEG analysis, the latter have been more recently introduced,
but they proved to be valuable for the characterization of many physiological and
pathological conditions [2][28][115][4].
6.2 Material and methods
6.2.1 Study population
Patients were recruited from the neurological unit of the University Hospital Os-
pedali Riuniti in Trieste. EEGs were recorded from 26 subjects, aged between
65 and 85 years. All subjects underwent standardized neuropsychological evalua-
tion to assess memory, praxic-constructive attentive abilities and visual long term
memory abilities and language. Global cognitive impairment was evaluated using
Mini-Mental State Examination (MMSE) [41]. MMSE is a screening test for men-
tal deterioration, assessing the following areas: orientation to time (score 0 − 5)
and place (score 0 − 5), immediate recall and short-term verbal memory (score
0 − 3), attention and calculation (score 0 − 5), delayed recall (score 0 − 3), lan-
guage (naming, verbal fluency, comprehension, reading, and writing) (score 0−6),
and constructional ability (score 0−3). The possible maximum total score is 30. A
score of 24 or more in this test is considered diagnostic of normal cognitive status.
The MMSE score was corrected for age and education, according to procedures
standardized for the Italian population [83]. Inclusion criteria for the MCI group
were: age 65 − 85 years, MMSE score 24 − 30, absence of criteria for diagnosis
of dementia, evidence of objective cognitive impairment at the neuropsychological
evaluation. The MCI diagnosis was based on the diagnostic criteria published in
[11]. Inclusion criteria for the SCI group were age 65 − 85 years, MMSE score
26 − 30, subjective memory complaints for less than 5 years, absence of criteria
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for diagnosis of dementia, absence of objective cognitive impairment. Inclusion
criteria for the control group were age 65− 85 years, absence of any neurological
and psychiatric disease and no treatment with drugs of psychotropic effect. For all
groups the exclusion criteria were possible other causes of dementia (e.g. vascular
encephalopathy or other degenerative diseases), severe traumatic brain injury and
marked depression (Hamilton rating scale for depression score < 7).
The MCI group consisted in 11 patients: 8 females and 3 males, mean age 76.8
years (range 67 − 85), mean education 8.8 years (range 5 − 13), average MMSE
score 26.6 (range 24 − 30). The SCI group consisted in 8 patients: 5 females
and 3 males, mean age 74.6 years (range 65 − 82), mean education 11.5 (range
8 − 18), average MMSE score 28.6 (range 26 − 30). The control group consisted
in 7 healthy participants matched with patients for age and education: 3 females
and 4 males, mean age 74.3 years (range 67− 84), mean education 8 years (range
5− 13), average MMSE score 28.2 (range 25.4− 30).
6.2.2 Experimental design
Two EEG recordings, performed from 19 electrodes positioned according to the
International 10 − 20System (sampling frequency 1024Hz), were acquired from
each subject. The first EEG was performed at resting state and a second one
during a memorization task. Each subject, after a 5-minute EEG recording in
resting state (EEG1) with closed eyes, was asked to listen to an oral presentation
of the Rey’s 15 word list [105][27] and then to immediately repeat the words they
were able to recall without time constraint (Rey’s 15-word Immediate Recall).
This task was repeated five consecutive times as a learning period and followed by
15 minutes during which distractor cognitive tasks not involving memory and/or
learning (e.g. attentive test) were presented. Afterwards, the subject underwent a
two minutes EEG recording meantime was asked to close their eyes and mentally
recall the words of the Rey’s list presented before (EEG2). Finally, the subject
was asked to state the words he was able to recall with no time constraint (Rey’s
15-word Delayed Recall).
The study was conducted according to the Declaration of Helsinki and written
informed consent for the use of the EEG data was obtained from the patients or
their legal guardians.
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6.2.3 EEG features extraction
The recorded EEG data were filtered with a second order band-pass Butterworth
filter with cutoff frequencies of 0.5Hz and 60Hz. For each testing condition, data
with muscular, ocular and other types of artifacts were manually discarded and
60 seconds of stationary EEG signal were selected. Only these segments were
accepted for further analysis.
The analysis in the frequency domain was performed using Welch’s periodogram
method (section 2.1.1). Recordings were segmented into sections of 10 seconds
each, windowed with a Hamming window, with 50% overlap. The relative power of
the spectral components in the following spectral bands [90]: delta (δ : 0.5−4Hz),
theta (θ : 4 − 8Hz), alpha1 (α1 : 8 − 10.5Hz), alpha2 (α2 : 10.5 − 13Hz), beta1
(β1 : 13 − 20Hz), beta2 (β2 : 20 − 30Hz) and gamma (γ : 30 − 60Hz). Each
band was then expressed in normalized units by dividing the absolute power in
each band by the total power. As additional spectral features, the absolute power
in the whole band (total power in the 0.5− 60Hz band) and the individual alpha
frequency peak (IAFpeak), defined as the frequency associated with the strongest
EEG power at the extended alpha range (7− 14Hz), were also calculated [66].
The self-similar behavior of the considered EEG time series was characterized
by both the power-law beta exponent (β exponent) and the FD. The power
versus frequency relationship was investigated in a log-log plot and the power-
law β exponent was calculated as the slope of the regression line fitting the PSD
(section 2.2.2.1). FD was calculated with Higuchi’s algorithm (section 2.2.2.2).
Two other nonlinear approaches were used to characterize EEGs: the ZC (section
2.2.3) and the Poincare´ plot (section 2.2.1.1). The ZC were computed by counting
the number of baseline crossings. The Poincare´ map was constructed by plotting
the signal against itself after a time delay of one sample and examined by fitting
the points of the chart by means of an ellipse. The minor axis of the ellipse SD1
and the major axis SD2 were used to quantify the Poincare´ plot [6][50].
All the proposed parameters were separately calculated for each electrode. Suc-
cessively, regionally averaged measures were computed and the 19 channels were
grouped in scalp regions based on their locations:
• (LF) left frontal: Fp1, F3, F7 positions;
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• (RF) right frontal: Fp2, F4, F8 positions;
• (LT) left temporal: T3, T5 positions;
• (RT) right temporal: T4, T6 positions;
• (C) central: C3, C4, Cz positions;
• (P) parietal: P3, P4, P z positions;
• (O) occipital: O1, O2 positions.
Figure 6.1: Regionally averaged measures.
6.2.4 Statistical analysis
The nonparametric Kruskal-Wallis test was used to compare three groups (CS,
MCI and SCI) and the Wilcoxon rank sum test was used to compare each pair of
groups, followed by Bonferroni’s correction due to multiple testing. A Wilcoxon
paired two-sided signed rank test was performed to compare, for each group of
subjects, data concerning memorization task and resting state condition. Diffe-
rences were considered significant for a p-value < 0.05. Medians with 25th and
75th percentile were calculated for each parameter and each group of subjects.
6.2.5 Feature selection for groups classification
As a starting point, we converted the three-class problem in a two-class problem,
so applying a pairwise classification. The basic idea was to create separate binary
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classifiers using Linear Discriminant Analysis (LDA) and to unify the outputs of
these classifiers in a multi-class classifier. To combine the binary classifiers, we used
the so-called all-pairs approach because (1) it can be shown that for training this
procedure is more efficient than the one-against all approach and (2) it allows of
the full preservation of the original inter-class differences [49][12]. After building
three separate classifiers to distinguish each pair of groups (CS vs MCI, CS vs
SCI and MCI vs SCI), for each subject we run all classifiers and we returned as
final classification the most frequent classification. If three different classifications
were obtained for a subject, this was considered not classifiable (rejection option).
Given the small groups size, each classifier was trained with all the available data
regarding the pair of groups involved in the classification.
Before applying LDA, due to the large amount of computed variables, we summa-
rized data by applying two different approaches: stepwise regression and Principal
Component Analysis (PCA) [18][116]. Both methods allow dimensionality reduc-
tion of data while preserving as much of the variance in the input data as possible.
For the stepwise method, the most significant term, based on partial F-tests, was
added while the regression reached a local minimum of root mean square error;
for the PCA the first principal components that accounted for at least 95% of the
variance were considered.
Separate feature selection procedures were carried out for single channel measures
and regionally averaged parameters, for a total of four classification approaches
adopted:
1. stepwise and LDA on single-channels measures;
2. stepwise and LDA on regionally averaged measures;
3. PCA and LDA on single-channels measures;
4. PCA and LDA on regionally averaged measures.
Sensitivity and specificity were used as performance measures of the binary classi-
fication problems, whereas confusion matrix and overall accuracy were computed
for the final three-class classification.
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6.3 Results
6.3.1 Comparison among groups
Table 6.1 and Table 6.2 present the median values (with 25th and 75th percentiles)
of the parameters that showed significant differences (p < 0.05) among the groups
at the Kruskal-Wallis test, calculated from single channel and from brain region,
respectively.
The analysis made on single channel measures showed that during resting state
differences were significant only between MCI and SCI groups and mainly con-
cerned frontal and central regions, with only a partial involvement of temporal
(T5 electrode) and parietal lobes (P3 and P4). Differences between MCI and
SCI were revealed during resting state mainly by the spectral parameters α2 and
IAFpeak, both related to the activity in alpha band. Group-related variations in
these measures revealed that the MCI group had significantly lower median values
for the IAFpeak in the F4, Fz, C4 and Cz channels as well as it had lower α2
values in T5, C3, C4, P3 and P4. Changes associated to EEG waves alterations
in SCI with respect to MCI were revealed also by the β exponent, which for MCI
was significantly lower in F3, F7 and C3. These differences between MCI and SCI
in the analysis of the single channel measures were consistent with those revealed
by the analysis of the measures averaged for the different regions of the scalp. The
α2 values were lower for MCI patients in the left temporal, central and parietal
regions, and the β exponent decreased in the MCI group compared to the SCI one
in the left frontal and central regions. Nevertheless, the IAFpeak was significantly
different between the two groups only in the central region and not in the frontal
ones, as it may be expected from the analysis of the single channel measures.
Even if statistically meaningful, differences for the SD1 in Fp1, for the ZC in F7
and for the SD2 in the right frontal region (in this case between CS and SCI)
appeared to be less important that those above mentioned: the lack of correspon-
dence between the single channel and regional analysis seemed not to reflect a
generalized trend.
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On the other hand, during the memorization task, differences concerned primarily
CS and SCI and were limited to the parietal lobe. The only exception was the β1
parameter calculated in the T6 channel, which had significantly lower values for
MCI with respect to CS. The parameters revealing significant differences between
CS and SCI were β2 and γ for the spectral analysis, and ZC and FD from a
nonlinear point of view. All the changes in these parameters detected higher
values for CS with respect to those for SCI subjects and were also confirmed in
the analysis of the averaged measures.
6.3.2 Comparison between resting state and cognitive task
Differences between resting state and memorization task were analyzed, within
each single group, considering only regionally averaged parameters. Regional dif-
ferences were considered more reliable than those possibly present in single channel
measures because they reasonably reflected a local trend and they were more un-
likely to be due to chance, compared to measures based on a single channel.
Table 6.3 shows, for each parameter and each scalp region, the p-values of the
Wilcoxon signed rank test performed to compare data during cognitive stimulation
and resting state within each group of subjects. The parameters θ, IAFpeak and
ZC are not reported because they do not show significant variations in any of the
three groups of subjects between resting state and cognitive task.
In the CS group, changes between the baseline and the cognitive task mainly
pertained to frontal regions, with significant variations for the α1, α2, β1, SD1,
SD2 parameters and, limited to the left hemisphere, for the total power and the δ
parameters. During the cognitive task α1, α2 and β1 waves were attenuated with
respect to resting state, while total power, SD1 and SD2 increased. Significant
changes of the α1 involved all the considered areas and not only the frontal one,
while EEG alterations in the parietal and occipital areas were detected also by
the δ, FD, and, partially, by the β2 and γ, which all increased during the mental
task. β2 and γ, in addition to α1, were the only parameters that had significantly
different values in the central and temporal regions.
With regard to the MCI group, significant differences in the parameters between
the two experimental conditions were not localized in the frontal area, as for the
CS group, but rather spread to all the scalp regions. For instance, the α1, SD1
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Parameter Group
Scalp region
RF LF RT LT C P O
δ
CS n.s. 0.047 n.s. n.s. n.s. 0.016 0.047
MCI 0.014 n.s n.s. 0.049 0.027 n.s. n.s.
SCI 0.047 0.047 n.s. n.s. n.s. n.s. n.s.
α1
CS 0.031 0.047 0.047 0.016 0.031 0.031 0.031
MCI 0.002 0.002 0.006 0.01 0.002 0.002 0.002
SCI 0.031 0.016 n.s. n.s. n.s. n.s. n.s.
α2
CS 0.047 0.016 n.s. n.s. n.s. n.s. n.s.
MCI 0.006 0.004 n.s. n.s. n.s. n.s. n.s.
SCI 0.016 0.031 0.016 n.s. 0.016 n.s. 0.016
β1
CS 0.031 0.031 n.s. n.s. n.s. n.s. n.s.
MCI 0.027 0.004 n.s. n.s. n.s. n.s. n.s.
SCI n.s. n.s. n.s. n.s. n.s. n.s. n.s.
β2
CS n.s. n.s. n.s. 0.016 n.s. n.s. 0.047
MCI n.s. n.s. n.s. n.s. n.s. n.s. n.s.
SCI n.s. n.s. n.s. n.s. n.s. n.s. n.s.
γ
CS n.s. n.s. n.s. n.s. 0.047 0.031 n.s.
MCI n.s. n.s. n.s. n.s. n.s. 0.049 n.s.
SCI n.s. n.s. n.s. n.s. n.s. n.s. n.s.
Total Power
CS n.s. 0.031 n.s. n.s. n.s. n.s. n.s.
MCI 0.002 0.006 n.s. n.s. 0.014 n.s. 0.02
SCI 0.016 0.047 n.s. n.s. n.s. n.s. n.s.
β exponent
CS n.s. n.s. n.s. n.s. n.s. n.s. n.s.
MCI n.s. n.s. n.s. n.s. n.s. n.s. n.s.
SCI n.s. 0.016 n.s. n.s. n.s. n.s. n.s.
FD
CS n.s. n.s. n.s. n.s. n.s. 0.031 0.031
MCI n.s. n.s. n.s. n.s. n.s. 0.049 0.037
SCI n.s. 0.047 n.s. n.s. n.s. n.s. n.s.
SD1
CS 0.047 0.031 n.s. n.s. n.s. n.s. n.s.
MCI 0.004 0.02 0.01 0.037 0.014 0.01 0.004
SCI n.s. n.s. n.s. n.s. n.s. 0.031 0.031
SD2
CS 0.047 0.031 n.s. n.s. n.s. n.s. n.s.
MCI 0.002 0.006 n.s. 0.02 0.01 0.037 0.006
SCI 0.047 n.s. n.s. 0.047 0.047 n.s. n.s.
Table 6.3: P-values of the Wilcoxon signed rank test performed to compare,
for each group of subjects (CS, MCI and SCI), parameters calculated for the
memorization task and resting state, according to the scalp region.
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and SD2 values changed in all the considered regions, with the only exception of
the SD2 in the right temporal area. Like the CS group, during the cognitive task
α1, α2 and β1 values were significantly lower in the frontal areas, as well as, in
the parietal and occipital lobes, FD and γ increased compared to baseline. In the
frontal, central and occipital regions memorization was associated with a signifi-
cant enhancement of the total power value. Moreover, δ significantly increased
not only in the frontal lobe, but also in the left temporal and central regions.
The group of subjects with SCI presented EEG changes between the two tasks
mainly limited to the frontal area, but they were revealed by partially different
parameters with respect to those of the CS group. Changes determined by the
memorization task in both right and left frontal regions were stated by an increase
in the δ and in the total power values and, as it happened also for the other two
groups, by an attenuation of α1 and α2 waves. Additional task-related alterations
in the frontal region concerned, in the left hemisphere, the β exponent and the
FD, respectively with a decrease and an increase compared to resting state, and,
in the right hemisphere, the SD2, which increased too. Unlike the other two
groups, the α1 attenuations were limited to the frontal region, while α2 lowered
in all areas, except for the left temporal and the parietal ones. Higher values than
baseline were also detected for SD1 in the parietal and occipital lobes, and for
SD2 in the central and left temporal areas.
The parameters θ, IAFpeak and ZC were not affected by variations between
resting state and cognitive task in any of the three groups of subjects.
6.3.3 Groups classification
As shown in Table 6.4, the performance of the CS vs MCI binary classifier varied
depending on the approach (stepwise or PCA before LDA, single-channel or re-
gionally averaged measures). For the CS vs MCI discrimination problem, the PCA
approach gave better results than the stepwise one: both in case of single-channel
measures and in case of regionally aver-aged measures the 89% of the subjects
were correctly classified.
On the contrary, the classifiers based on the stepwise approach had excellent per-
formances both in the CS vs SCI and in the MCI vs SCI discrimination problems,
thus suggesting the possibility to effectively distinguish SCI subjects from the
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other two groups. The PCA approach was sensible to the use of parameters com-
puted on single-channel or averaged on scalp region: for the CS vs SCI problem,
single-channel measures offered a higher accuracy, while regional measures per-
formed better in the MCI vs SCI discrimination problem. Nevertheless, in all the
instances, the PCA approach permitted to correctly classify at least the 80% of
subjects.
Test Param.
Stepwise & LDA PCA & LDA
Single channel Brain regions Single channel Brain regions
CS sens. 71% 43% 100% 86%
vs spec. 82% 82% 82% 91%
MCI acc. 78% 67% 89% 89%
CS sens. 100% 100% 100% 86%
vs spec. 100% 100% 100% 75%
SCI acc. 100% 100% 100% 80%
MCI sens. 100% 100% 91% 91%
vs spec. 100% 100% 88% 100%
SCI acc. 100% 100% 89% 95%
Table 6.4: Sensitivity (sens.), specificity (spec.) and accuracy (acc.) of the
three binary tests (CS vs MCI, CS vs SCI and MCI vs SCI) for the four ap-
proaches adopted in the classification of groups.
The performances of the three-group final classifications are summarized in Table
6.5. The best accuracy value was obtained by the PCA approach applied to
the single-channel measures. In this case, all the CS and the subjects with SCI
were correctly classified, and the 18% of the MCI was considered as normal. The
stepwise approach on single-channel measures allowed the correct classification of
the whole SCI group, but the distinction between CS and MCI patients performed
worse than the PCA approach, with the 29% of CS inserted in the MCI group.
Overall, classifiers based on single-channel measures outperformed those based
on regionally averaged parameters. In case of regional measures, the stepwise
approach allowed to correctly classifying all the SCI subjects, but performances in
the discrimination of CS were reduced, with only 43% of normal subjects correctly
detected. On the other hand, the PCA approach with regional measures did
not correctly distinguish the 25% of SCI subjects (because of rejections due to
conflicting results in the binary classifications), but gained good performances in
the classification of CS and MCI patients, with at least 86% of subjects correctly
labelled for each group.
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Classification method
Overall Predicted
True classes
accuracy classes
CS MCI SCI
85%
CS 71% 18% 0%
Stepwise & LDA MCI 29% 82% 0%
Single channels SCI 0% 0% 100%
Rejections 0% 0% 0%
81%
CS 43% 9% 0%
Stepwise & LDA MCI 43% 91% 0%
Brain regions SCI 0% 0% 100%
Rejections 14% 0% 0%
88%
CS 100% 18% 0%
PCA & LDA MCI 0% 82% 0%
Single channels SCI 0% 0% 100%
Rejections 0% 0% 0%
85%
CS 86% 9% 0%
PCA & LDA MCI 0% 91% 0%
Brain regions SCI 0% 0% 75%
Rejections 14% 0% 25%
Table 6.5: Overall accuracy and confusion table with predicted and true clas-
sifications for the four approaches adopted in the classification of groups.
6.4 Discussion
A primary goal of this work was to assess if the use of suitable combination of
parameters extracted from single channels or from brain regions of EEG together
with a specific examination protocol (resting state followed by a memorization
task) could point out possible differences among CS, MCI and SCI subjects. This
protocol resulted to have different impact in the characterization of groups: resting
state was found a good condition to differentiate between MCI and SCI, while
the cognitive task allowed assessing differences between CS and SCI. Surprisingly,
regardless of the testing condition, little difference was found between MCI and CS.
The lack of such a significant difference is an obvious limitation of this work that
can be easily explained by the small sample size. In fact, even if not statistically
relevant in the considered population, we had consistent results with literature.
In particular, we found a decrease in α1 power for both MCI and SCI compared
to CS, which can be considered a key feature of cognitive impairment [16].
The use of nonlinear measures for the study of EEG alterations determined by co-
gnitive impairment was an important aspect in the EEG analysis. This approach,
based on the principles of nonlinear dynamics and deterministic chaos, has been
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effectively applied to EEG in subjects with cognitive decline [61] and the addition
of nonlinear EEG measures to the classical ones has also shown to add valuable
complementary information in EEGs characterization [82][100][28][4]. Neverthe-
less, with respect to standard spectral measures, relationships between different
nonlinear EEG parameters and cognitive decline are less well-established, also in
relation to their physiological meaning. A decreased complexity of EEG patterns
in entire brain regions in AD patients is generally considered one of the major ef-
fects of AD on EEG [38], but there is still lack of detailed information concerning
the impact of early stages of cognitive decline on different nonlinear parameters.
We found that EEG of SCI subjects presented differences in the scaling properties
compared to both CS and MCI patients. With respect to normal elderly, EEG of
SCI subjects during the cognitive task showed a decreased complexity, revealed by
lower values of both FD and ZC and mainly located in the parietal region. With
respect to MCI, SCI subjects had higher β exponent values proving a lower EEG
complexity at resting state. On the other hand, Poincare´ maps seemed not to be
sensible to differences among groups, but proved to be useful in the evaluation
of the differences between resting state and memorization, showing an increased
EEG variability in all the groups during the cognitive task.
Another objective of the study was to investigate EEG differences at regional level
between resting state and cognitive task, as a potential indicator for cognitive de-
generation. Besides the abovementioned alterations in SD1 and SD2 parameters,
the most significant variations concerned alpha rhythm. A correct functioning of
memory both during encoding and retrieval requires α2 rhythm power decreasing,
whereas an increase in power of α2 brain oscillations reflects a block of information
processes [85]. In this respect, even if all groups showed significant differences in
the frontal lobe between resting state and the cognitive task, different responses
were detected in central and posterior areas: CS and MCI patients exhibited si-
gnificant variations in α1, while alterations concerned only α2 for SCI subjects.
Finally, the effort we made to classify subjects aimed at testing at individual level
the EEG alterations that emerged at group-level, so assessing also the value of the
proposed EEG measures in enhancing differences among groups. The hypothesis
that EEG features can be used in the discrimination of normal elderly, MCI and
AD subjects during resting state has already been tested [124], but the classifica-
tion of SCI subjects and the use of EEG measures during a cognitive task may
be considered as novel aspects of this work. The explorative nature of the study
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determined some limitations. First of all, the reduced study population did not
permit to apply an appropriate sample-testing procedure in the classification. This
aspect had a significant impact on the performance of the classifiers, so that 100%
classification accuracy reached by some binary classifiers has not to be considered
evidence of an effective discriminatory rule discovery but has rather to be inter-
preted as a good possibility to discriminate between the two groups. In particular,
the separation of SCI subjects from CS and MCI is encouraging and unveils the
potential of using EEG measures with the specific methodologies we applied.
6.5 Conclusion
This study concerning MCI and SCI subjects drew attention toward the impor-
tance of the nonlinear approach in EEG analysis and to the potential role of
cognitive task conditions in determining group-related EEG alterations. Conside-
ring that EEG characterization was carried out on short EEG epochs and that the
proposed protocol is simple, this analysis may be practical also in a clinical con-
text. Further studies are needed to confirm the statistically significance of these
results in an enlarged study population and to improve classification methods.
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Chapter 7
EEG analysis in Parkinson’s
Disease
Parkinson’s Disease (PD) is characterized by motor and cognitive decay, related
to an alteration of EEG rhythms. In this study, a novel neuro-rehabilitation tool,
based on the application of motor imagery into a Brain Computer Interface system,
is presented with some preliminary data. Three patients were evaluated by means
of motor, neuropsychological and EEG tests before and after 15 sessions of the
rehabilitation protocol. Eventually, all of them showed an improvement in α and
β EEG bands, in addition to a decrease of freezing of gait severity and a better
performance on attention and executive tasks.
7.1 Introduction
PD is a neurodegenerative disease characterized by multiple deficits. The symp-
toms that mainly affect patients’ independence and quality of life are motor impair-
ments (such as tremors, rigidity and gait disorders) and cognitive decline [72][13].
Moreover, a general slowing of brain oscillatory rhythms can be observed: an in-
creased band power of θ and δ waves is generally coupled with a decreased power
of α and β waves [112].
The novel neuro-rehabilitation tool, proposed by the Department of Life Sciences
of University of Trieste, is based on the coupled application of a Brain Com-
puter Interface technology and motor imagery. Brain Computer Interfaces interact
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with the external environment by using biological signals of the brain (typically
EEG)[129], whereas motor imagery requires an action to be mentally reproduced
without being physically executed. In particular, the merging of these two tools
is supposed to determine a mental process that can activate the same neurophys-
iological pathways of the real movements. Continuous training is believed to have
a positive effect on attentional and executive functions [75] and also to enhance α
and β activity [48]. The proposed rehabilitation had also the purpose of reducing
the time spent by qualified personnel for motor rehabilitation, without reducing
its effectiveness, allowing patients to continue their training at home.
The present study aimed at assessing by means of quantitative and qualitative
tools if the proposed rehabilitation protocol could allow patients to continue their
training at home, with a minimal degree of assistance needed, assuring at the same
time the effectiveness of the treatment.
7.2 Material and methods
7.2.1 Study population
Three PD patients (2 males, 1 female) aged between 71 and 77 years, being between
stage 1.5 and 2.5 of the disease according to the modified Hoehn and Yahr Scale
[44] and having freezing of gait, were recruited. All the subjects were under stable
pharmacological treatment, did not have clinically evident dementia (MMSE > 24)
[41] and no other significant comorbidity.
7.2.2 Experimental design
Subjects underwent a preliminary assessment of motor functions, a battery of
neuropsychological tests for cognitive evaluation and a recording of spontaneous
EEG activity. Motor evaluation was based on the assessment of static and dynamic
balance abilities (Berg Balance test), mobility (Timed Up and Go test) and severity
of freezing of gait. Neuropsychological tests included MMSE, the interference
task of the Stroop’s Test, visual attention (Trail Making test), phonemic fluency,
attention matrices, and mnemonic tasks.
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The neuro-rehabilitation protocol consisted in 15 sessions of 1.5 − 2 hours, 2 − 3
times per week. Subjects faced a monitor where the legs of an actor were shown
from the top, as if they were seen by themselves. They were requested to imagine
to walk and the software translated the intensity of the desynchronization of their
sensorimotor rhythms into the speed of the actor’s walk. For this purpose, EEG
data were acquired from 11 electrodes, which covered the sensorimotor areas.
A post-treatment evaluation was then executed, at the end of the cycle of experi-
mental sessions, in the same way as the preliminary assessment was executed, in
order to find differences reasonably caused by the rehabilitation protocol.
The study was conducted according to the Declaration of Helsinki and was ap-
proved by the Local Ethical Committee, as well as written informed consent was
obtained from the patients.
7.2.3 EEG recordings
Preliminary and post-treatment spontaneous EEG were recorded (for at least 5
minutes) using the electrodes of the standard 10-20 system (section 1.2.1). In both
cases, two EEG recordings, with eyes closed and eyes open, were acquired from
each subject at resting state.
Ocular and muscular movements were recorded by using additional electrodes and
then subtracted from the EEG using the least squares regression function described
by Croft and Berry [31].
For each EEG signal, a stationarity test was performed by means of the nonlinear
cross prediction error algorithm [111] in order to assure that the signal characte-
ristics did not change over time and the spectral analysis was correctly applicable.
Only the longest stationary segment was then considered for further analysis.
The recorded EEG data were filtered with a second order band-pass Butterworth
filter with cutoff frequencies of 0.5Hz and 60Hz. The analysis in the frequency
domain was performed using Welch’s periodogram method (section 2.1.1). Recor-
dings were segmented into sections of 20 seconds each, windowed with a Hamming
window, with 50% overlap. The relative power of the spectral components in
the typical spectral bands (section 1.2.3.1) was then calculated and expressed in
normalized units.
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7.3 Results
Data from motor evaluation (Table 7.1) indicated a reduction of the severity of
freezing of gait (FOG) and an improvement in mobility, as assessed by a dual task
condition (MPAS) and Timed Up and Go (TUG). Postural stability was enhanced
in two patients out of three (Berg Balance). Neuropsychological evaluation showed
more variable results: subjects showed a general cognitive improvement (MMSE)
and performed better on some attention and executive tasks (interference task
of the Stroop’s Test and phonemic fluency task), but they had worse results on
the attention matrices test. Patients showed variable performance also on tests
assessing memory.
Parameter Patient 1 Patient 2 Patient 3
Before After Before After Before After
Berg Balance 51 53 54 52 51 51
MPAS 60 64 62 64 60 64
FOG 10 8 11 8 8 6
TUG [s] 9.91 7.94 8.45 7.53 11.18 10.08
MMSE 24.86 25.86 24.85 26.85 30 30
Stroop’s test 15.4 20.4 14.3 19.3 20.8 22.8
Phonemic fluency [# words] 38 42 13 18 44 56
Table 7.1: Improved results obtained by the three patients in the clinical and
neuropsychological evaluation: baseline values (before) are compared to post
treatment ones (after).
Stationary EEG segments extracted from the original EEG recordings lasted bet-
ween 217 and 280 seconds, thus allowing a robust spectral estimation.
The main finding in the spectral analysis of the spontaneous EEG was that a
higher power in β and α bands was found in all the patients that underwent the
rehabilitation protocol. Higher values were especially evident in the frontal area
(i.e. Fp1, Fp2, F7, F3, Fz, F4 and F8 electrodes positions), both with ayes closed
and open, as shown in Figure 7.1 and Figure 7.2. The increase in the β and
α bands was associated to a decrease in slower brain rhythms, namely θ and δ
rhythms.
Qualitatively, all patients reported that they were able to better face freezing
of gait episodes thanks to the mental task they were trained to. Patients also
reported that they considered the rehabilitation protocol as an internal cue to
overcome gait blocks.
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Figure 7.1: β band computed in the frontal area before (red star) and after
(black circle) the rehabilitation protocol.
Figure 7.2: α band computed in the frontal area before (red star) and after
(black circle) the rehabilitation protocol.
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7.4 Discussion
Motor and neuropsychological evaluation of patients disclosed some encouraging
results, but with no sufficient evidence to objectively assess the outcome of the
proposed rehabilitation treatment. On the contrary, EEG spectral analysis, which
quantified an increase in faster brain rhythms and a decrease in slower frequency
bands, clearly pointed to a possible normalization of α and β activities. This could
suggest a biological evidence of the efficacy of the Brain Computer Interface-based
neurofeedback to restore a more normal brain activity.
However, it should also be considered the possibility that EEG changed during the
evolution of the disease, as a degenerative and/or compensatory mechanisms [52].
Positive results could also be due to a synergic or aspecific effect of the different
treatments the patients were involved [87].
Finally, it has to be noted that the protocal was thought in order to foster pa-
tients’independence in the rehabilitation and, from this point of view, the only
limitation lies in the need of some assistance for the placement of the EEG cap.
Nevertheless, it remains that a single patient can use it with relatively little help,
while a single care giver can follow several patients in the same session.
7.5 Conclusion
This preliminary study presented a reduced number of patients, and thanks to the
encouraging results, a controlled clinical trial will be opened. The protocol will
be tested on a larger population, and coupled with appropriate control groups to
disentangle ambiguities and obtain an adequate statistical support.
However, present results suggest that motor imagery, used to drive a neurofeedback
procedure through a Brain Computer Interface system, could reliably become a
rehabilitation strategy in PD, complementary to the more traditional ones that
require active motor behavior.
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Conclusions
Different pre-processing techniques and linear and nonlinear analysis methods were
applied to HRV and EEG signals in order to identify and quantify the parameters
that better describe a well-defined clinical condition or the differences between
physiological and pathological states. Moreover, some specific issues of each one
of the studied signals were dealt. With regard to HRV, the influence of artifacts
and ectopic beats and their possible editing was assessed, whereas effects of ocular
activity and stationarity test were considered for a reliable EEG analysis.
Results reinforced the opinion that it is worth deepening the pre-processing phase
because it can largely influence the results of both linear and nonlinear analysis.
This aspect was especially evident in the investigation of age-related HRV cha-
racteristics of normal subjects, where spectral and fractal properties of HRV were
found partially in disagreement with those reported in the literature, probably just
because of the different pre-processing techniques applied to signals. A percentage
of artifacts as low as 5% may be considered an acceptable threshold to obtain
reliable results, but for long-term HRV measures also the duration of the longest
sequence of artifacts should be considered.
As concern the nonlinear analysis, FD, β exponent and ApEn were successfully
applied to characterize polysomnographic recordings of patients with severe OSAS.
In particular, the study of fractal properties of HRV revealed that FD is a robust
index to detect apneic events, assessing relevant information about physiological
mechanism involved in the regulation of the heart rate. Moreover, it can also
overcame the limitations concerning the interval duration of the spectral indexes,
being usable also on short data segments.
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In the investigation of patients with CHF, both spectral and nonlinear mea-
sures were profitably used to identify ischemic and DCM etiologies with respect
to healthy control subjects. This suggested that both approaches may increase
the knowledge about the normal and abnormal mechanisms regulating heart rate
variability. Similar considerations may be associated also to the EEG analysis
in patients with MCI and SCI, where spectral and nonlinear analyses combined
together highlighted EEG alterations related to the cognitive impairment.
However, it has to be considered that the physiological meaning of nonlinear in-
dexes is not yet clear. Most of the times, nonlinear techniques appear to clinicians
as mere mathematical algorithms, thus linear analysis is still much more frequent
in clinical practice. For this reason, the classical spectral approach has been pre-
ferred in the assessment of a novel rehabilitation protocol for Parkinson’s Disease,
so allowing a straight comparison of the results with those present in literature.
Further investigations concerning both HRV and EEG should warrant notice to
signal pre-processing, which is often underestimated and not always well-described
in the literature. Finally, the combined use of linear or nonlinear techniques for the
study of HRV and EEG is encouraged because both approaches seem to contribute
with a specific importance to the characterization of the signals.
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Acronyms
AD Alzheimer’s Disease
ApEn Approximated Entropy
CD Correlation Dimension
CHF Congestive Heart Failure
CS Control Subjects
DCM Dilated Cardiomyopathy
DFA Detrended Fluctuation Analysis
ECG Electrocardiogram
EEG Electroencephalogram
EOG Electrooculogram
FD Fractal Dimension
FFT Fast Fourier Transform
HF High Frequency
HRV Heart Rate Variability
LDA Linear Discriminant Analysis
LF Low Frequency
LF/HF Ratio between the LF and the HF
MCI Mild Cognitive Impairment
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MMSE Mini-Mental State Examination
OSAS Obstructive Sleep Apnea Syndrome
PCA Principal Component Analysis
PD Parkinson’s Disease
PSD Power Spectral Density
SampEn Sample Entropy
SCI Subjective Cognitive Impairment
VLF Very Low Frequency
ZC Zero-Crossing
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