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SUMMARY
For the first time, a comparative analysis of the resolution and variance properties of 2-D
models of electrical resistivity derived from single and joint inversions of dc resistivity (DCR)
and radiomagnetotelluric (RMT) measurements is presented.
DCR and RMT data are inverted with a smoothness-constrained 2-D scheme. Model resolu-
tion, model variance and data resolution analyses are performed both with a classical linearized
scheme that employs the smoothness-constrained generalized inverse and a non-linear trun-
cated singular value decomposition (TSVD). In the latter method, the model regularization
used in the inversion is avoided and non-linear semi-axes give an approximate description
of the non-linear confidence surface in the directions of the model eigenvectors. Hence, this
method analyses the constraints that can be provided by the data. Model error estimates are
checked against improved and independent estimates of model variability from most-squares
inversions.
For single and joint inverse models of synthetic data sets, the smoothness-constrained
scheme suggests relatively small model errors (typically up to 30 to 40 per cent) and resolving
kernels that are spread over several cells in the vicinity of the investigated cell. Linearized
smoothness-constrained errors are in good agreement with the corresponding most-squares
errors. The variability of the RMT model as estimated from non-linear semi-axes is confirmed
by TSVD-based most-squares inversions for most model cells within the depth range of
investigation. In contrast to this, most-squares errors of the DCR model are consistently larger
than errors estimated from non-linear semi-axes except for the smallest truncation levels.
The model analyses confirm previous studies that DCR data can constrain resistive and
conductive structures equally well while RMT data provide superior constraints for conductive
structures. The joint inversion can improve error and resolution of structures which are within
the depth ranges of exploration of both methods. In such parts of the model which are outside
the depth range of exploration for one method, error and resolution of the joint inverse model
are close to those of the best single inversion result subject to an appropriate weighting of the
different data sets.
Key words: Instability analysis; Inverse theory; Numerical approximations and analysis;
Electromagnetic theory; Magnetotelluric.
1 INTRODUCTION
The solution of an inverse problem involves several steps (Jackson
1973; Parker 1977): (1) questing the existence of a solution under
∗Formerly at: GeoForschungsZentrum Potsdam, Geophysical Deep Sound-
ing, Telegrafenberg, 14473 Potsdam, Germany.
the simplifying assumptions made in the inverse modelling process,
(2) the construction of a solution under the given assumptions, (3)
assessing the stability of the solution, that is, to estimate how errors
in the data and a priori information are reflected in errors in the
model parameters and (4) to assess the degree of non-uniqueness,
that is, to ask which structures in a model are required to satisfy
the data given (a) that the number of data is finite, (b) that the data
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contain noise and (c) that there is some arbitrariness in the chosen
model discretization or mathematical formalism.
Under the assumption of a 2-D subsurface with isotropic and
frequency independent electric resistivity, Sasaki (1989), Monteiro
Santos et al. (2007) and Candansayar & Tezkan (2008) describe the
construction of smoothness-constrained joint inverse models from
(R)MT and dc resistivity (DCR) data with overlapping depth ranges
of investigation. In the presence of 3-D effects, it is an important
question whether transverse electric (TE) mode or transverse mag-
netic (TM) mode radiomagnetotelluric (RMT) data should be jointly
inverted with DCR data. Differences in the nature of 3-D effects
might render the TE- or TM-mode data set incompatible with DCR
data. Monteiro Santos et al. (2007) proposes to use TM-mode data in
the joint inversion, as the direction of current flow in the subsurface
is pre-dominantly directed along the profile in both TM-mode and
DCR. In the presence of anisotropic or frequency-dependent model
parameters, the combination of diffusive electromagnetic and geo-
electric methods may make it necessary to allow for anisotropy
or frequency dependence to avoid inconsistencies in the modelling
process (Haber & Oldenburg 1997; Christensen 2000).
For linear inverse problems, measures of stability and non-
uniqueness are the variance and resolution of model parameters,
respectively, which are computed from the data kernel and its gen-
eralized inverse (Menke 1989). For non-linear inverse problems, a
similar approach is used after linearization around a given solution
(so-called linear studies). The validity of approximate linearity in a
sufficiently large range around the solution needs to be tested. There-
fore, alternative approaches to assess non-uniqueness in non-linear
inverse problems are based on the search for (possibly extremal)
models that fit the data to an appropriate misfit threshold (so-called
non-linear studies).
Linear studies are based entirely on sensitivity analyses
(Schwalenberg et al. 2002) or on both the sensitivity matrix and its
generalized inverse (Alumbaugh & Newman 2000; Friedel 2003). In
contrast to Alumbaugh & Newman (2000) who derive model vari-
ance and resolution for a smoothness-constrained inverse scheme,
Friedel (2003) introduces an singular value decomposition (SVD)-
based analysis of data resolution, model resolution and model
covariance for the DCR inverse problem. In non-linear studies,
different a priori conditions are used to obtain model solutions
that are not linearly close to each other (Oldenburg & Li 1999;
Schwalenberg et al. 2002). Non-uniqueness is then characterized
through the differences of the inverse models. Mun˜oz & Rath (2006)
utilize an SVD-based null-space projection-scheme to construct
equivalent models that have the same misfit as a given inverse
model. Another approach to non-linear studies is to construct ex-
tremal models that fit the data to a given misfit threshold with the
edgehog method (Jackson 1973; Lines & Treitel 1985) or the most-
squares method (Jackson 1976; Meju & Hutton 1992; Meju 1994,
2009). Miller & Routh (2007) establish a theoretical relationship
between the depth-of-investigation (DOI) index derived by Olden-
burg & Li (1999) from non-linear studies and the model resolution
matrix derived from linear studies.
Kalscheuer & Pedersen (2007) estimate model error and resolu-
tion with a truncated singular value decomposition (TSVD) analy-
sis, where inverse singular values are replaced by non-linear semi-
axes to a given level of the non-linear confidence surface. A model
error threshold determines the truncation level and hence the model
resolution matrix. Error estimates are checked with a most-squares
inversion. The TSVD analysis by Kalscheuer & Pedersen (2007)
avoids the smoothness constraints used during the inverse process.
Hence, it analyses to which extent the data alone can constrain the
model. Ideally, for this purpose, the model resolution–covariance
trade-off curve employed in the TSVD analysis would be investi-
gated in greater detail. Due to the high computational cost involved
in determining non-linear semi-axes and most-squares error esti-
mates, investigating a large number of error levels is prohibitive.
In this paper, 2-D models of electric resistivity are constructed
with a smoothness-constrained inverse scheme that is applied to
the single and joint inversion of RMT and DCR data. As a nov-
elty, we quantitatively deduce model variance, model resolution
and data resolution properties of the 2-D models with two schemes,
that is, a linear study that employs the generalized inverse from a
smoothness-constrained inversion and the non-linear TSVD scheme
by Kalscheuer & Pedersen (2007). In both schemes, the estimated
model errors are verified with iterative most-squares inversions.
Hence, there are two further improvements. First, the smoothness-
constrained most-squares inversion is employed to validate the
widely used linearized smoothness-constrained error estimates.
Second, the non-linear behaviour of the DCR and RMT inverse
problems can be assessed.
2 INVERSE THEORY
The iterative least-squares solution in the (k+1)th iteration of a non-
linear inverse problem can be expressed as (Menke 1989; Siripun-
varaporn & Egbert 2000)
mk+1 (λ) =
[
JTWTdWdJ+ λWTmWm
]−1
JTWTdWddˆk +mr
= J−gW Wddˆk +mr. (1)
Here, J−gW = [JTWTdWdJ + λWTmWm]−1JTWTd is the generalized
inverse, J is the sensitivity matrix, Wd is a data weighting matrix,
Wm is a model regularizing matrix, mr is a reference model and
dˆk = d − F[mk] + J(mk − mr) is a data difference vector with
the non-linear forward response F[mk] of the model mk of the kth
iteration. Further details on the terminology used in this paper and
the employed model regularizing schemes can be found in Appendix
A. Details on forward computations, sensitivity computations and
data weighting are presented in Appendix B.
2.1 Model resolution, model covariance and data
resolution matrices
The estimated modelmk+1 can be related to the unknown true model
mtrue by assuming that the measured data d represent the responses
of the true model and a noise term n and that the response of the
model mk is linearly close to that of the true model (Friedel 2003),
d = F[mtrue] + n
≈ F [mk] + J(mtrue −mk) + n.
(2)
Insertion of eq. (2) into eq. (1) yields (cf. Menke 1989):
mk+1 ≈ RMmtrue + (I− RM)mr + J−gW nW, (3)
where RM = J−gW JW is the model resolution matrix and nW = Wdn.
The jth row of the model resolution matrix RM describes the
weights with which the parameters of the true model enter into the
jth parameter of the estimated model. If, for instance, the diagonal
entry RM,jj is the only non-zero entry in the jth row, only the jth
parameter of the true model mtrue and the noise term will contribute
to the jth parameter of mk+1. In such a case, the jth parameter
is said to be perfectly resolved. In contrast to this, if there is a
large number of non-zero entries in the jth row with approximately
C© 2010 The Authors, GJI, 182, 1174–1188
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equal amplitudes, the jth parameter of mk+1 will be an average over
a wide range of parameters of the true model and is also strongly
influenced by the chosen reference model. Then, the jth parameter is
said to be badly resolved. Perfect resolution of all model parameters
(RM = I) can only be obtained for overdetermined least-squares
problems (Menke 1989).
As explained by Kalscheuer & Pedersen (2007), the jth row of
RM contains the discrete resolving kernel rMj multiplied by the
respective cell areas. We depict the entries of rMj scaled by its
maximum modulus.
The model covariance matrix is a measure of stability of the
inverse model that describes how data errors (given by Wd) and
errors in the reference model propagate into errors of mk+1 (Menke
1989). The model covariance matrix can be directly derived from
eq. (3) as
[covmk+1] = E
[
(mk+1 − E [mk+1]) (mk+1 − E [mk+1])T
]
≈ (I− RM) [covmr] (I− RM)T + J−gW J−gW
T
, (4)
where E[A] denotes the expectation value of an arbitrary ma-
trix A. The covariances of the true model and the data are as-
sumed to be [covmtrue] = 0 and [cov d] = [covn] = (WTdWd)−1,
respectively. The covariance matrix of the reference model is
[covmr] = (λWTmWm)−1. In the smoothness-constrained and
Marquardt–Levenberg schemes, mr is typically reckoned a fixed
vector and, hence, [covmr] = 0. The standard deviation of the
jth model parameter is the square root of the jth diagonal entry
of eq. (4). The errors of the logarithmic cell resistivities used in
the inversion translate to error factors f on actual cell resistivities
corresponding to ranges [ρ/ f, fρ].
The data dprek+1 predicted by the inverse model mk+1 can be related
to the measured data d through linearization and substitution of
eq. (1):
dprek+1 = F [mk+1] ≈ F [mk] + J (mk+1 −mk)
= RDd+ (I− RD) (F [mk] − J (mk −mr )) . (5)
Here, RD = JJ−gW Wd is the data resolution matrix that describes
the fit of the predicted data dprek+1 to the field data d. For com-
pletely underdetermined problems, RD = I and perfect data fit is
obtained, that is, dprek+1 = d (Menke 1989). For mixed-determined
and overdetermined problems, the predicted data generally contain
terms related to the field data, the model of the kth iteration and the
reference model.
If the response of model mk is linearly close to that of the ref-
erence model, eq. (5) simplifies to dprek+1 ≈ RDd + (I − RD)F[mr].
Hence, the responses dprek+1 that are not resolved by the field data are
determined by the responses F[mr ] of the reference model.
For a damped TSVD inversion (cf. Appendix A2),
RM = Vp˜−1p pVTp , (6)
[covmk+1] = Vp˜−2p VTp, (7)
RD ≈ W−1d Upp˜
−1
p U
T
pWd. (8)
2.2 Shortcomings of standard variance and resolution
estimates
Eqs (3)–(5) provide a theoretical framework to compute model vari-
ance, model resolution and data resolution properties for non-linear
inverse problems based on the data, the reference model, the data
weighting matrix, the model regularizing matrix and the Lagrange
multiplier. However, there are several possibly false assumptions
and shortcomings of this linearized formulation:
(1) The reference model might represent a false presumption of
the subsurface. The model regularizing matrix [e.g. the matrix S of
smoothness constraints in Appendix (A1)] might represent a math-
ematical construct that solely facilitates the solution finding process
and is not necessarily coupled to geoelectrical reality. Hence, it is
desirable to evaluate to which degree the subsurface is constrained
by the data alone.
(2) The assumption of a Gaussian probability distribution as
implied by the l2-norm measure of linearized data fit in eq. (A5)
(Menke 1989) is violated by the non-linearity of the forward prob-
lem. Non-linearity is only accounted for through linearization. The
study by Kalscheuer & Pedersen (2007) shows that the non-linear
semi-axes of the RMT problem are smaller than the linear semi-
axes (i.e. the inverse singular values) after a certain singular value
number. Hence, the non-linearity of this specific inverse problem
leads to models that are better constrained through the data than
indicated by linear studies.
(3) The directions of the model correction steps of the early
inverse iterations can be quite different from those of later iterations.
In terms of model eigenvectors, this means that the effective number
of model eigenvectors used in the iterative process may be much
larger than that of the last iteration. Hence, model resolution may
be better than indicated by the linearized estimates.
2.3 Non-linear TSVD analysis
Following Kalscheuer & Pedersen (2007), we compute model vari-
ance and resolution estimates that partly allow for the non-linearity
of the underlying inverse problem. As the scheme is based on the
SVD, it presents an effective means to analyse how well the model
is constrained by the data.
For a linear inverse problem Wdd = WdGm with data kernel
G, a perturbation m away from the set of model parameters moptd
in which Qd = (d − Gm)TWTdWd(d − Gm) attains its minimum
Qoptd = Qd[moptd ] results in a modified data misfit (Johansen 1977)
Qd [m] = Qd
[
moptd
]+ mTVp2pVTpm
= Qoptd + Q. (9)
The quantity Q = mTVp2pVTpm describes the linear confi-
dence surface in parameter space as a hyperellipsoid with semi-axes
s lini =
√
Q/λi (ith singular value λi) and axes parallel to the model
eigenvectors in Vp (Johansen 1977).
A simplified description of the non-linear confidence surface
can be obtained by determining the lengths of the actual semi-
axes s±i in both positive and negative directions of an eigenvector
vi (Johansen 1977; Pedersen 1979; Pedersen & Rasmussen 1989).
The actual shape of the non-linear confidence surface in directions
other than those of the eigenvectors is neglected and approximated
as a pseudo-hyperellipsoid. Fig. 1 depicts a pseudo-hyperellipsoid
for the simple example of two model parameters. The actual semi-
axes s±1 and s
±
2 correspond to the points in model space where the
pseudo-hyperellispoidal surface (thin blue line) intersects the true
non-linear confidence surface (thick red line) for a given Q.
For the linear case with truncation level p, the confidence limits of
the jth model parameter are computed as (Johansen 1977; Pedersen
C© 2010 The Authors, GJI, 182, 1174–1188
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Figure 1. Illustration of the pseudo-hyperellipsoidal surface as an approx-
imation to the true confidence surface of the non-linear problem (modified
after Pedersen & Rasmussen 1989). The thick red line depicts the true con-
fidence surface. The pseudo-hyperellipsoid is described by the thin blue
line and constructed by sections of four hyperellipsoids with semi-axes
(s+1 , s
−
2 ), (s
+
1 , s
+
2 ), (s
−
1 , s
+
2 ) and (s
−
1 , s
−
2 ). In the computation of model er-
rors, the non-linear semi-axes s±i for Q = 1 replace the linear semi-axes
slini =
√
Q/λi (with singular value λi). The axes a1 and a2 point into
the directions of the eigenvectors v1 and v2, respectively. The dashed line
illustrates the iterative course of the most-squares inversion to find the true
maximal value of m1 under the constraint that the misfit equals Q
opt
d + Q.
1979; Pedersen & Rasmussen 1989)
m j =
√
Q
√√√√ p∑
i=1
v2j i/λ
2
i . (10)
For the choice Q = 1 and neglecting Marquardt-type damping
for the moment, eq. (10) simplifies to the standard deviation of the
model parameters [square roots of diagonal entries of eq. (7)] with
a confidence level of 68 per cent. The computation of non-linear
confidence limits demands that the s±i are systematically substituted
for the s lini in eq. (10). An error threshold fthresh determines the
truncation level p. Further details can be found in Johansen (1977)
and Kalscheuer & Pedersen (2007). As the possibly damped inverse
singular values in eq. (7) are replaced by the actual semi-axes, the
model resolution matrix in eq. (6) is computed as RM = VpVTp .
Only if the estimated model mest equals the optimum model moptd ,
the non-linear and linear estimates of the semi-axes have roughly
equal values where the effect of non-linearity is marginal. If mest is
shifted away from moptd , the s
+
i and s
−
i will be systematically shifted
away from s lini and non-linear effects cannot be distinguished from a
displacement from moptd (Kalscheuer & Pedersen 2007). A series of
TSVD inversion steps and model variance and resolution analyses
is applied to obtain an optimum model moptd that is constructed with
a truncation level corresponding to the chosen variance threshold.
2.4 Most-squares inversion
Error estimates from the linearized scheme (eq. 4) and the non-linear
scheme (Section 2.3) can be verified with a most-squares inversion
(Jackson 1976; Meju & Hutton 1992). Here, the aim is to find the ex-
treme values of a functional mTnˆ under the constraint that the misfit
Q[m] (cf . Appendix. A) does not exceed some threshold Qt. If nˆ is
chosen as a unit normal vector of the hyperplane m j = const, the jth
model parameter will be maximized or minimized. The threshold
misfit is chosen as Qt = Q[mopt] + Q with Q = 1 as in Sec-
tion 2.3. For the TSVD scheme, the choice Qt = Qd[moptd ]+Q as-
sures direct comparability with parameter error estimates computed
from non-linear semi-axes (Section 2.3). The generalized inverse is
constructed with the same truncation level that was used in the final
non-linear TSVD analysis. For the smoothness-constrained scheme,
we set Qt = Qd[mopt] + λQm[mopt] + Q where λ is the Lagrange
multiplier of the smoothness constraints that was used to obtain the
model under investigation. Fixing the Lagrange multiplier λ like
this assures equivalence to the linearized scheme in eq. (4). Here,
the model mopt minimizes the misfit Q[m] = Qd[m] + λQm[m].
For the TSVD scheme, the iterative corrections from moptd to the
desired level Qd[m
opt
d ] + Q on the non-linear confidence surface
are illustrated in Fig. 1 for the case where maximal resistivity is
required. A formal derivation of the most-squares algorithm is pre-
sented in Appendix C.
2.5 Model construction and analysis scheme
Similar to the TSVD scheme by Kalscheuer & Pedersen (2007),
there is a pre-requisite for the computation of model errors with
smoothness-constrained most-squares inversions. To not mistake a
displacement of the estimated model from the one with minimal
misfit for a non-linear effect, the misfit Q[m] = Qd[m] + λQm[m]
(not the rms) is minimized during the model construction process for
a given λ. This leads to the following scheme of model construction
and analysis.
Step 1. In an initial trial-and-error inversion phase, an optimal
Lagrange multiplier λopt for the smoothness constraints is found
such that the data misfit Qd comes close to but does not decrease
below the optimal value N · (rmsopt)2 determined by the employed
data reweighting matrix Wrew (cf. eq. B4). This requirement assures
that the model does not fit overduely to noise.
Step 2. In every iteration k of the actual inversion, the total misfit
Q[mk] = Qd[mk] + λoptQm[mk] is minimized. In addition to the
smoothness constraints in Qm[mk], Marquardt-type damping is ap-
plied. An optimal Marquardt damping factor k is determined with
a simple line search. The Marquardt damping factor will typically
drop by several orders of magnitude from the first to the final iter-
ation (Lines & Treitel 1984; Rodi & Mackie 2001). The iterative
process is terminated as soon as the variation of the total misfit
from one iteration to the next is smaller than a fraction of the misfit
deviation Q = 1 targeted at in the smoothness-constrained most-
squares inversion. This process yields the optimum model mopt.
Step 3. With λopt and the Jacobian that eventually led to mopt, com-
pute the linearized smoothness-constrained estimates of model res-
olution, model covariance and data resolution with eqs (3)–(5) ne-
glecting Marquardt damping. Starting frommopt and with fixed λopt,
compute improved error estimates with the smoothness-constrained
most-squares inversion.
Step 4. Starting from mopt, perform non-linear TSVD analyses for
every model parameter of interest as detailed in Section 2.3. Then
starting from the corresponding moptd , compute TSVD-based most-
squares errors with truncation levels as determined in the non-linear
TSVD analyses.
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Figure 2. Models of synthetic data example from smoothness-constrained inversions: (a) true model with blocks of resistivities of 10 m and 1000 m in
a host of 100 m, (b) inverse model of DCR forward and reverse pole–dipole data, (c) inverse model of TE-mode and TM-mode data and (d) joint inverse
model of TE-mode, TM-mode and DCR forward and reverse pole–dipole data. Apparently, in the joint inverse model the shallow resistive block with cell C is
reproduced more accurately than in any single inversion model. To constrain the resistivity of cell D in the joint inversion similarly well as in the RMT single
inversion, the weight of the DCR data and of the high-frequency RMT data at stations in the vicinity of cell D was reduced in the joint inversion.
3 A SYNTHETIC EXAMPLE
3.1 True model and synthetic data
Synthetic forward data of a 2-D model, that contains four blocks
which are either conductive or resistive with respect to the host
medium (Fig. 2a), were computed for the forward and reverse
pole–dipole configurations and the TM and TE modes. Two blocks
have resistivities of 10 m, and the two other blocks have resistiv-
ities of 1000 m. The host medium has a resistivity of 100 m.
At y = 70 m along the profile a conductive block is located
above a resistive block and at y = 140 m a resistive block is
located above a conductive block. RMT responses were computed
at 21 receiver sites for 13 frequencies ranging from 4–250 kHz
giving a total of 1092 RMT data points. Gaussian white noise
corresponding to 2 per cent of the modulus of the computed
impedances was added to the forward data of both polarizations.
The pole–dipole array consists of 21 electrodes with a spacing of
10 m. Four expansion factors (1, 2, 4 and 6) on the basic potential
electrode distance of 10 m and level values of n = 1, . . . , 7 for
a fixed potential electrode distance were used resulting in a total
of 458 DCR data points. Gaussian white noise corresponding to
2 per cent of the apparent resistivities was added to the forward
data.
Table 1. Results of model variance and resolution analyses with the smoothness-constrained scheme.
Data Cell A Cell B Cell C Cell D
DCR Resolving kernel Fig. 3(a) Fig. – Fig. 4(a) Fig. 5(a)
factor f[cov d] 1.04 1.04 1.05 1.05
factor ftot 1.17 1.25 1.20 1.25
factor ( f −MSQ/ f
+
MSQ) 1.16/1.17 1.24/1.24 1.20/1.20 1.25/1.25
TE & TM Resolving kernel Fig. 3(b) Fig. – Fig. 4(b) Fig. 5(b)
factor f[cov d] 1.06 1.07 1.06 1.07
factor ftot 1.18 1.31 1.26 1.18
factor ( f −MSQ/ f
+
MSQ) 1.16/1.16 1.29/1.28 1.25/1.26 1.35/1.34
TE & TM & DCR Resolving kernel Fig. 3(c) Fig.– Fig. 4(c) Fig. 5(c)
factor f[cov d] 1.05 1.05 1.05 1.05
factor ftot 1.14 1.22 1.18 1.16
factor ( f −MSQ/ f
+
MSQ) 1.13/1.13 1.22/1.22 1.15/1.15 1.26/1.26
Notes: The linearized error factors f[cov d] are computed from last term of eq. (4). The factors ftot are computed from
both terms of eq. (4). The most-squares errors ( f −MSQ/ f
+
MSQ) are the non-linear equivalents of ftot for decreasing (−)
and increasing (+) resistivity. The figure numbers of the corresponding resolving kernels are listed. In most cases, the
linearized errors ftot are in good agreement with the most-squares error estimates ( f
−
MSQ/ f
+
MSQ). In all cases, the
most-squares errors of the joint inversion are comparable to or smaller than the errors obtained from the single
inversions.
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3.2 Single and joint inverse models
Single and joint inversions of the synthetic data were performed
with the 2-D smoothness-constrained inverse scheme. The errors
were assumed to correspond to 2 per cent of the modulus of the
impedances and 2 per cent of the DCR-apparent resistivities. The
starting model was a homogeneous half-space of 300 m. Unless
stated otherwise, all inversions were run with the same weight on
horizontal and vertical smoothing, in this case αy = αz = 1 (cf.
Appendix A1).
For the inversion of the DCR data, a Lagrange multiplier λoptDCR =
49 for the smoothness constraints proved to be optimal. After only
four iterations, the inversion of the DCR data reached an acceptable
data fit of rms = 1.06. However, five additional iterations were
required to ascertain that the total misfitQ is reduced to its minimum
such that the smoothness-constrained most-squares inversion could
be applied. This final inverse model is shown in Fig. 2(b) and has
an rms error of 1.00. The lateral extents of the shallow blocks are
reconstructed correctly; the vertical bounds are, however, smeared
out. As a consequence of the limited length of the electrode array,
the deep blocks are not constrained by the data. A slight increase of
the weight of horizontal smoothing results in a model (not shown)
that has no evidence of the deep resistor, while fitting the data to a
similar rms of 1.02.
For the inversion of the RMT data, the Lagrange multiplier of
the smoothness constraints was chosen as λoptRMT = 28. The inverse
model of the twenty-fifth iteration (Fig. 2c) fits the data to rms =
1.01. Both conductive blocks are better resolved than in the DCR
model. Below the near-surface conductor, the resolving power of
the RMT data is severely diminished due to the strong damping of
the electromagnetic field in the conductor. The resistive block close
to the surface is poorly resolved as inductively coupled electromag-
netic methods are not very sensitive to resistors (Go´mez-Trevino &
Edwards 1983; Raiche et al. 1985; Hohmann & Raiche 1987).
A joint inversion with equal weight on the two data sets yielded
a model (not shown) that has better defined shallow blocks than
any single inversion model. However, the upper edge of the deep
conductor is not as well defined as in the inverse model of the RMT
data (Fig. 2c). Hence, we decreased the weight of both the high-
frequency RMT data at receiver sites above the deep conductor and
the DCR data during the inversion. According to eq. (B4), the chosen
weighting leads to a target rms value of 0.86. The final model of the
joint inversion (Fig. 2d) has an rms misfit of 0.87 and was obtained
after 15 iterations with a Lagrange multiplier of λoptjoint = 48. The
shallow conductive and resistive blocks are better defined than in
the single inversion models (Figs 2b and c). The deep conductor
is reproduced with a similar accuracy as in the single inversion of
RMT data (Fig. 2c).
The optimal values of the Marquardt damping factor dropped
from between 160 (joint inversion) and 250 (single inversions) in
the first iterations to about 10−2 in the final iterations.
3.3 Model error and resolution analyses
A set of four model parameters, one for each block structure, was
examined with the linearized smoothness-constrained scheme (Sec-
tion 2.1) and the non-linear TSVD scheme (Section 2.3). The cor-
responding cells are marked with labels A–D in Fig. 2(a). Cell A
(y = 62 m, z = 12 m) is located in the lower part of the shal-
low conductive block, cell B (y = 62 m, z = 37 m) is located
in the upper part of the deep resistor, cell C (y = 137 m, z = 12
m) is located in the lower part of the shallow resistor and cell D
(y = 137 m, z = 27 m) is located in the upper part of the deep
conductor.
For the smoothness-constrained scheme, resolution matrices and
model errors were computed as explained in Sections 2.1 and 2.5.
As the Marquardt damping factors were very small in the last iter-
ations of the inversions, they were neglected during the analyses.
The linearized error factors, most-squares errors and figure numbers
of the corresponding resolving kernels are summarized in Table 1.
The linearized errors f[cov d] were computed from the second term
of eq. (4). However, the most-squares errors ( f −MSQ/ f
+
MSQ) are the
non-linear equivalents of the errors ftot computed from both terms
in eq. (4) (cf . Appendix C). For all cells considered, the linearized
standard deviations f[cov d] are rather small in an interval between 4.0
and 7.4 per cent. The total linearized errors ftot fall into the range
of 14–31 per cent and are confirmed by the most-squares errors
( f −MSQ/ f
+
MSQ) with the exemption of cell D where ( f
−
MSQ/ f
+
MSQ)
are slightly larger for the RMT and joint inverse models. As the
effect of non-linearity on model errors from TSVD analyses can
be quite severe (Kalscheuer & Pedersen 2007), one might expect a
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Figure 3. Resolving kernels derived from the smoothness-constrained
scheme for cell A in the shallow conductor. The panels show the resolving
kernels for the inverse models derived from (a) DCR forward and reverse
pole–dipole data, (b) TE-mode and TM-mode data and (c) TE-mode, TM-
mode and DCR forward and reverse pole–dipole data. A white diamond
marks the considered cell. The red lines depict the estimated horizontal and
vertical resolution lengths; their crossing point is the estimated centre of
resolution (cf. Appendix B in Kalscheuer & Pedersen 2007). The corre-
sponding error estimates are given in Table 1. The RMT data offer better
resolving power for the conductive structure than the DCR data. As com-
pared to the RMT model, the resolving kernel for the joint inverse model
has a marginally larger spread.
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Figure 4. Resolving kernels derived from the smoothness-constrained
scheme for cell C in the shallow resistor. The panels show the resolving
kernels for the inverse models derived from (a) DCR forward and reverse
pole–dipole data, (b) TE-mode and TM-mode data and (c) TE-mode, TM-
mode and DCR forward and reverse pole–dipole data. A white diamond
marks the considered cell. The corresponding error estimates are given in
Table 1. The resolving kernel and the most-squares errors of the joint in-
version suggest that the resistivity of cell C is best constrained in the joint
inversion.
significant non-linear effect for the smoothness constrained scheme.
However, the smoothness constraints introduce a strong linear com-
ponent, and the deviation of the linearized error estimates from the
most-squares estimates is relatively small. In stochastic terms, the
most-squares analysis only probes a limited range of models close to
the maximum of the probability density function. As a consequence,
the confidence level might deviate from 68 per cent with different
severity for different model parameters, even though the linearized
and most-squares errors are comparable. The resolving kernels de-
termined by the smoothness-constrained approach (Figs 3–5) are
in all cases quite spread even for conductive near-surface struc-
tures in the RMT model (Fig. 3b). For cell C, the joint inversion
(Fig. 4c) improves model error and resolution in comparison to the
DCR (Fig. 4a) and RMT (Fig. 4b) single inversions. In contrast to
that, the resolution of cell D is mostly given through the RMT data.
The resolving kernels of the RMT single inversion (Fig. 5b) and
the joint inversion (Fig. 5c) are quite similar, whereas the resolving
kernel of the DCR problem (Fig. 5a) exhibits a significantly larger
spread.
For the TSVD scheme, analyses were done in subspaces with
the shape of half-ellipses (cf. Kalscheuer & Pedersen 2007). The
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Figure 5. Resolving kernels derived from the smoothness-constrained
scheme for cell D in the deep conductor. The panels show the resolving
kernels for the inverse models derived from (a) DCR forward and reverse
pole–dipole data, (b) TE-mode and TM-mode data and (c) TE-mode, TM-
mode and DCR forward and reverse pole–dipole data. A white diamond
marks the considered cell. The corresponding error estimates are given in
Table 1. Due to the limited length of the electrode array, cell D is not resolved
by the DCR data. With the given data weighting, the resolving kernel and
most-squares errors of the joint inverse model are close to those of the RMT
inverse model.
threshold fthresh for errors derived from non-linear semi-axes was
adjusted to obtain comparable most-squares errors in the single
and joint inversions of f ±MSQ ≈ 2. The errors, as obtained from the
non-linear semi-axes and the most-squares inversions, truncation
levels and figure numbers of the corresponding resolving kernels
are summarized in Table 2. The resolving kernels of cells A, C and
D are depicted in Figs 7, 8 and 9, respectively.
A first insight into the non-linear nature of the DCR, RMT and
joint inverse problems is obtained from a comparison of linear and
non-linear semi-axes in Figs 6(a)–(c) for the subspace pertaining to
cell C. In all inverse problems, the non-linear semi-axes follow the
trend of the linear semi-axes for small singular value numbers, but
gradually stop increasing before reaching a value of one. As for the
RMT study by Kalscheuer & Pedersen (2007), this might endorse
the expectation that non-linearity leads to DCR inverse models that
are better constrained than expected from linear studies. For a given
upper limit of the size of the semi-axes, the number of semi-axes
that is below the limit is largest for the joint inversion. Hence, the
joint inversion increases the number of important model parameters
(Vozoff & Jupp 1975).
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Table 2. Results of the model variance and resolution analyses with the TSVD scheme.
Data Step of analysis Cell A Cell B Cell C Cell D
DCR Resolving kernel Fig. 7(a) Fig. – Fig. 8(a) Fig. 9(a)
min(M/N) 234 277 234 277
Truncation level of 52 97 58 70
final variance analysis
Factors ( f −/ f +) of 1.29/1.29 1.30/1.30 1.29/1.27 1.28/1.27
final variance analysis
Factors ( f −MSQ/ f
+
MSQ) 1.40/1.62 81.3/20.2 2.33/3.19 4.98/2.27
TE & TM Resolving kernel Fig. 7(b) Fig.– Fig. 8(b) Fig. 9(b)
min(M/N) 234 277 234 277
Truncation level of 234 209 66 63
final variance analysis
Factors ( f −/ f +) of 1.75/1.76 1.99/2.00 1.28/1.27 1.30/1.29
final variance analysis
Factors ( f −MSQ/ f
+
MSQ) 1.49/1.46 8.82/143.9 1.44/1.48 1.29/1.43
TE & TM & DCR Resolving kernel Fig. 7(c) Fig.– Fig. 8(c) Fig. 9(c)
min(M/N) 234 277 234 277
Truncation level of 95 226 72 85
final variance analysis
Factors ( f −/ f +) of 1.38/1.40 1.86/1.86 1.26/1.26 1.27/1.27
final variance analysis
Factors ( f −MSQ/ f
+
MSQ) 2.12/2.25 41.8/664.5 1.32/1.34 1.45/2.85
Notes: The threshold fthresh for errors derived from non-linear semi-axes was adjusted to obtain comparable
most-squares errors in the single and joint inversions of f ±MSQ ≈ 2. The resulting truncation levels, error factors f ±
from the non-linear semi-axes and error factors f ±MSQ from the most-squares inversion are given. For the DCR model,
errors f ±MSQ are systematically larger than errors f
±. For the RMT model, errors f ±MSQ are in good agreement with
errors f ± for cells A and D pertaining to conductive structures within the depth of investigation range.
However, a comparison of errors derived from non-linear semi-
axes and from most-squares inversions reveals important differences
in the non-linear nature of the inverse problems:
(1) For the DCR method, error factors f ±MSQ derived from most-
squares inversion are consistently larger than the errors f ± com-
puted from non-linear semi-axes (cf. Table 2). For a threshold value
of fthresh = 2 (not shown), the most-squares estimates were up to
two orders of magnitude above the desired error level of two. Ap-
parently, the description of the non-linear confidence surface only
in the direction of the model eigenvectors gives misleading results
of model variability. One reason for this discrepancy might be a sig-
nificant degree of rotation of the model eigenvectors with position
in parameter space. Also, the transformation to logarithmic model
parameters does not appear to linearize the 2-D inverse problem as
much as suggested by the 1-D examples in Johansen (1977). As
there is no interest in models with unreasonably large errors, the
threshold value was reduced to fthresh = 1.3 (cf. Table 2). The rela-
tively large spreads of the resolving kernels (Figs 8a and 9a) might
be related to the lack of a vertical scale length in DCR models as
illustrated by Parker (1984) with 1-D computations. The resolving
kernels in Figs 7(a), 8(a) and 9(a) and the smooth inverse model in
Fig. 2(b) suggest that the DCR inverse model is largely constrained
by the imposed smoothness.
(2) For the RMT method, error factors f ± from the non-linear
semi-axes are verified by the most-squares errors f ±MSQ for most
parameters within the depth range of investigation (cf. Table 2).
Considering the resolving kernels in Figs 7–9, it can be concluded
that especially conductive structures within the depth of investiga-
tion range are very well constrained by the data themselves.
(3) For the joint inverse problem, the most-squares error esti-
mates f −MSQ/ f
+
MSQ = 1.32/1.34 of cell C are smaller than the ones
of the RMT single inversion with f −MSQ/ f
+
MSQ = 1.44/1.48 and of
the DCR single inversion where f −MSQ/ f
+
MSQ = 2.33/3.19. At the
same time, the resolving kernel of the joint inverse model (Fig. 8c)
is less spread than the resolving kernels of the single inversions
(Figs 8a and b). This means the resistivity of cell C is better con-
strained in the joint inversion than in the single inversion. The errors
of cell D reflect the importance of a properly chosen data weighting.
With the given data weighting, errors of f −MSQ/ f
+
MSQ = 1.45/2.85
for the resistivity of cell D are obtained which are relatively close
to f −MSQ/ f
+
MSQ = 1.29/1.43 of the RMT model and significantly
smaller than f −MSQ/ f
+
MSQ = 4.98/2.27 of the DCR model. An equal
weighting of all data points leads to increased errors f −MSQ/ f
+
MSQ =
2.65/3.89 and a resolving kernel (Fig. 10) that has a larger spread.
It is instructive to consider most-squares models. Due to the
coupling between model parameters, variations in the considered
model parameter are partly compensated by correspondingly large
variations of the other model parameters. For the single and joint
inverse models, the TSVD-based most-squares models for minimal
and maximal resistivities of cell C are shown in the left-hand and
right-hand columns of Fig. 11, respectively. Obviously, the variation
of model parameters is within reasonable limits for the given error
levels of the resistivity of cell C. The variation of the resistivities of
nearby cells increases with increasing most-squares error.
Regarding the data resolution matrix of the joint inverse problem,
there is a clear pattern in individual rows (not shown) for TE-mode
data, TM-mode data or DCR data:
(1) A row pertaining to a given TE-mode datum has large entries
only for the considered datum and for other TE-mode data.
(2) In a row pertaining to a given TM-mode datum, there are large
entries corresponding to the datum itself and to other TM-mode data
at neighbouring stations and frequencies. Typically, entries pertain-
ing to the TE-mode data are negligible. Some entries corresponding
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Figure 6. Linear and non-linear semi-axes of the single and joint inverse
models for the subspace of cell C for (a) the DCR forward and reverse
pole–dipole data, (b) the TE-mode and TM-mode data and (c) the com-
bined data set. For illustrative purposes, the semi-axes for an error threshold
fthresh = 2 are shown. The number of semi-axes from the combined data set
that is below a given threshold is significantly larger than for any single data
set. Hence, in the joint inversion, the number of important model parameters
is increased and the resistivity of cell C is better constrained.
to DCR data are non-negligible, though they are in amplitude not
quite as large as those of the TM-mode data.
(3) A row pertaining to a given DCR datum displays strong
coupling to other DCR data at neighbouring electrode positions and
with similar electrode separation. The entries pertaining to TE-mode
data are much smaller than those for TM-mode data.
These observations confirm the expectation (Monteiro Santos
et al. 2007) that TM-mode and DCR data are compatible in the
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Figure 7. Resolving kernels derived from non-linear TSVD analyses for
cell A in the shallow conductor. The panels show the resolving kernels for
the inverse models derived from (a) DCR forward and reverse pole–dipole
data, (b) TE-mode and TM-mode data and (c) TE-mode, TM-mode and
DCR forward and reverse pole–dipole data. The dashed line marks the
border of the chosen subspace. A white diamond marks the considered
cell. The corresponding truncation levels and non-linear error estimates are
given in Table 2. The RMT data provide better resolving power for the
conductor than the DCR data. For the joint inverse model, resolution and
most-squares errors of parameter A are slightly degraded as compared to
the RMT inversion.
sense that the direction of current flow is mostly in the plane of
the profile in both configurations and that both configurations are
sensitive to resistive structures. For field data that are affected by
3-D distortions, however, it can be anticipated that the decoupling
between TE-mode data on the one hand and TM-mode and DCR
data on the other hand is less distinct.
4 D ISCUSS ION AND CONCLUS IONS
With two conceptually different analysis schemes, error and res-
olution properties are estimated for 2-D smoothness-constrained
models derived from single and joint inversions of DCR and RMT
data. Using a non-linear TSVD analysis and a TSVD-based most-
squares inversion as well as a smoothness-constrained linearized
analysis and a smoothness-constrained most-squares inversion, the
effect of non-linearity on the model error and resolution estimates
is investigated. The smoothness-constrained linearized analysis and
most-squares inversion describe to which degree inverse models are
determined by the combination of data and smoothness-constraints.
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Figure 8. Resolving kernels derived from non-linear TSVD analyses for
cell C in the shallow resistor. The panels show the resolving kernels for the
inverse models derived from (a) DCR forward and reverse pole–dipole data,
(b) TE-mode and TM-mode data and (c) TE-mode, TM-mode and DCR
forward and reverse pole–dipole data. The dashed line marks the border
of the chosen subspace. A white diamond marks the considered cell. The
corresponding truncation levels and non-linear error estimates are given in
Table 2. The combined data set resolves the resistivity of cell C better than
the single data sets with parameter errors that are smaller than those of the
single inversions.
The TSVD-based schemes estimate to which degree inverse models
can potentially be constrained by the data alone. In both schemes,
model variability is investigated in a limited region in model pa-
rameter space around the model with minimum misfit. Outside this
region the misfit function is not sampled and, hence, the confidence
level associated with individual parameter errors might deviate from
68 per cent.
The smoothness-constrained most-squares inversion verifies the
linearized smoothness-constrained parameter errors for most model
parameters investigated here. This leads to the important conclusion
that the widely used linearized smoothness-constrained parameter
error estimates can be representative estimates of model variability
in cases where model smoothness is a reasonable assumption. The
reasonably good agreement between linearized and most-squares
error estimates reflects the fact that the model regularization itself
helps to linearize the inverse problem.
For DCR data, the TSVD-based most-squares inversion demon-
strates that model variability is larger than estimated by the non-
linear semi-axes. The consistent discrepancies between the differ-
ent error estimates gives hints about the non-linear nature of the
DCR inverse problem. First in the 2-D case, the transformation to
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Figure 9. Resolving kernels derived from non-linear TSVD analyses for
cell D in the deep conductor. The panels show the resolving kernels for the
inverse models derived from (a) DCR forward and reverse pole–dipole data,
(b) TE-mode and TM-mode data and (c) TE-mode, TM-mode and DCR
forward and reverse pole–dipole data. The dashed line marks the border
of the chosen subspace. A white diamond marks the considered cell. The
corresponding truncation levels and non-linear error estimates are given in
Table 2. Cell D is outside the depth range of exploration for the chosen DCR
configuration. The resolving kernel and error estimates of the joint inverse
model are comparable to the ones of the RMT inverse model as the weight
of the DCR data and high-frequency RMT data was reduced.
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Figure 10. Resolving kernel derived from a non-linear TSVD analysis for
cell D in the deep conductor for a joint inversion with equal weighting of
all data. Clearly, the resolving kernel and the corresponding error estimates
f −MSQ/ f
+
MSQ = 2.65/3.89 demonstrate that equal weighting of DCR and
RMT data leads to a resistivity of cell D that is less well constrained than
in the joint inverse model with reweighted DCR data and high-frequency
RMT data (cf. Table 2 and Fig. 9c).
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Figure 11. Most-squares models for the non-linear TSVD analyses of cell C in the shallow resistor. The extremal models for minimal and maximal resistivity
of cell C are derived from (a) and (b) DCR forward and reverse pole–dipole data, (c) and (d) TE-mode and TM-mode data and (e) and (f) TE-mode, TM-mode
and DCR forward and reverse pole–dipole data. The corresponding truncation levels and non-linear error estimates are given in Table 2. The most-squares
models illustrate that the variation of model parameters is within reasonable limits for an error level of the resistivity of cell C that is approximately a
factor two.
logarithmic model parameters does not appear to lead to such a large
degree of linearization as described by Johansen (1977). Second, a
significant degree of rotation of the model eigenvectors occurs.
Third, at reasonable error levels, the relatively large spread of the
resolving kernels appears to express the badly determined vertical
scale length derived for 1-D DCR models by Parker (1984). It
would be interesting to investigate to which degree model error and
resolution could be improved by additionally employing borehole
electrodes.
For RMT data, the description of the non-linear confidence sur-
face with non-linear semi-axes yields model error estimates that are
in good agreement with the errors form the most-squares inversion
in an average sense. Hence, non-linearity causes inverse models to
be better constrained than expected from studies based on linear
semi-axes.
Qualitatively, the error and resolution estimates from the
smoothness-constrained scheme and the non-linear TSVD scheme
are in good agreement. For structures that are within the depth range
of investigation of both RMT and DCR data (such as cell C in our
synthetic example), both schemes show that a joint inversion can
significantly improve model errors and resolution. The data sets
need to be adequately weighted to ensure that error and resolution,
as compared to the best single inversion result, are not overduely
deteriorated in such parts of the model that are outside the depth
of exploration range of one of the methods (such as cell D in our
synthetic example).
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APPENDIX A : INVERSE THEORY
In an inverse problem, a vector of N forward responses F[m] =
(F1, . . . , FN )T is to be fitted to a vector of N measurements
d = (d1, . . . , dN )T with corresponding standard deviations σ =
(σ1, . . . , σN )T by modifying a vector of M model parameters
m = (m1, . . . ,mM )T (Jackson 1973; Parker 1977). To reduce the
non-uniqueness and ill-posedness of the inverse problem (Parker
1977), one minimizes a combination of a data misfit measure Qd
and a solution simplicity measure Qm in the form of an uncon-
strained functional (Menke 1989)
U [m, λ] = (Qd [m] − Q∗d)+ λQm [m] , (A1)
where
Qd [m] = (d− F [m])T WTdWd (d− F [m]) , (A2)
Qm[m] = (m−mr )TWTmWm(m−mr). (A3)
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The superscript T denotes a matrix transpose, Wd =
diag{σ−11 , . . . , σ−1N } is a data weighting matrix, and Q∗d is the target
data misfit. The forward operator F[m] is generally non-linearly
related to m. The matrix Wm of model regularizing operators de-
scribes the pre-conceived simplicity of the solution m relative to
a reference model mr. The Lagrange multiplier λ describes the
balance between data fit (Qd[m]) and solution simplicity (Qm[m]).
By means of a linearization of the forward operator in the vicinity
of the current model mk , the original problem of minimizing the
quantity U is replaced through that of minimizing a functional
U lin which is quadratic in mk+1 (Lines & Treitel 1984; Menke
1989):
U lin [mk+1, λ] =
(
Qlind [mk+1] − Q∗d
)+ λQm [mk+1] , (A4)
where
Qlind [mk+1] = (d− F [mk] − J (mk+1 −mk))T WTd
Wd (d− F [mk] − J (mk+1 −mk)) ,
J = {∂Fi [m]/∂m j }m=mk ,
(A5)
J is the Jacobian matrix of partial derivatives at the model mk of the
kth iteration.
Setting the gradient ∇mk+1U lin[mk+1, λ] = 0 yields the approxi-
mate solution in eq. (1).
A1 Smoothness-constrained inversion
In a smoothness-constrained inversion (Constable et al. 1987; de
Groot-Hedlin & Constable 1990; Ory & Pratt 1995), the matrix
WTmWm is replaced by a 2-D flattening matrix S = αy∂Ty ∂y +αz∂Tz ∂z
where ∂y and ∂ z are horizontal and vertical gradient matrices, respec-
tively, and αy and αz are factors that permit different weighting of
horizontal and vertical smoothness, respectively (de Groot-Hedlin
& Constable 1990). Often, there is no assumption about a reference
model such that mr = 0 and the flatness of the estimated model is
the essence of model regularization.
A2 TSVD inversion
In the Marquardt-Levenberg method (Lines & Treitel 1984), the
inverse problem is regularized by requiring the minimum solution
length. Hence, the reference model is that of the previous iteration
mr =mk , the model regularizing matrix is an identity matrix Wm =
I, and the Lagrange multiplier λ is an iteration dependent damping
factor k+1.
Typically, the generalized inverse of the Marquardt-Levenberg
method is constructed in terms of a singular value decomposition
(SVD) of the normalized Jacobian JW = WdJ (Jupp & Vozoff 1975;
Lines & Treitel 1984; Menke 1989; Golub & van Loan 1996). To
further stabilize the solution, only the p ≤ min (M , N ) largest
singular values might be included in the solution process. Hence,
the generalized inverse becomes
J−gW = Vp˜
−1
p U
T
p
= Vpdiag
(
λi
λ2i + k+1
)
i=1,...,p
UTp , (A6)
where the λi ∈ R, i = 1, . . . , p are the p largest singular values
and the columns of the matrices Up ∈ RN∗p and Vp ∈ RM∗p are
the data and model eigenvectors pertaining to the p largest singular
values.
Solutions produced by the damped TSVD scheme are strongly
influenced by the initial model and oscillations with large ampli-
tudes may arise in overdiscretized models (Constable et al. 1987;
Christensen-Dalsgaard et al. 1993; Ory & Pratt 1995). Hence, an
inversion with the Occam scheme is preferred to a damped TSVD
inversion for 2-D inverse problems with arbitrarily chosen starting
models.
APPENDIX B : COMPUTATION OF
FORWARD RESPONSES AND
SENS IT IV ITY MATRICES
B1 DCR case
Forward responses are computed with the finite-difference approx-
imation (FDA) by Dey & Morrison (1979), that yields a discretiza-
tion by area. As the DCR source field is 3-D, a Fourier transform
along the strike direction is performed that renders the original
3-D forward problem a 2.5-D forward problem. The wavenumbers
involved in the Fourier-transformation are computed with the opti-
mization scheme by Xu et al. (2000) which operates with a reduced
set of wavenumbers. In this study five wavenumbers are used. The
sensitivities of DCR data with respect to the model parameters are
computed with the method by LaBrecque et al. (1999) which uti-
lizes the reciprocity of the forward problem, that is, the symmetry
of the system matrix of the forward problem, to reduce computing
time.
B2 RMT case
The forward responses are computed with a finite-difference ap-
proximation of the Helmholtz equations for the transverse electric
(TE) and transverse magnetic (TM) modes (Hohmann 1987; Aprea
et al. 1997). The solution of the resulting systems of linear equations
yields the electric and magnetic field components along the strike
direction, that is, Ex and Hx. The remaining auxiliary field com-
ponents that are necessary to compute the TE-mode and TM-mode
impedances and the vertical magnetic transfer function are obtained
from Taylor expansions of Ex and Hx in both vertical and horizontal
directions up to second order and by substituting the appropri-
ate Helmholtz equations for the second-order terms (Weaver et al.
1985, 1986). The sensitivity matrix is computed with the sensitivity-
equation approach by Rodi (1976) and Rodi & Mackie (2001) that,
similar to the DCR scheme by LaBrecque et al. (1999), accelerates
computations by taking advantage of the reciprocity property of the
forward problem. An elaborate description of the computation of
RMT FDA forward responses and sensitivity matrices that allows
for displacement currents can be found in Kalscheuer et al. (2008).
B3 Data alignment and weighting in joint inverse schemes
Designating the field data vectors, forward data vectors and Jacobian
matrices of the RMT and DCR methods as dRMT,FRMT[m], JRMT
and dDCR,FDCR[m] and JDCR, respectively, the combined data vec-
tors and Jacobian matrices that enter into eqs (A2), (A4) and (1) are
given as
d =
[
dRMT
dDCR
]
, F [m] =
[
FRMT [m]
FDCR [m]
]
and J =
[
JRMT
JDCR
]
.
(B1)
C© 2010 The Authors, GJI, 182, 1174–1188
Journal compilation C© 2010 RAS
DCR and RMT model error and resolution properties 1187
The inverse model obtained from a joint inversion might strongly
be biased towards the single inversion model obtained from one
of the methods. In the likely case that the number of DCR data is
larger than the number of RMT data, the joint inverse model may
closely resemble the DCR inverse model. Similarly, a highly resis-
tive subsurface might bias the joint inverse model towards that of
the DCR inverse model, as the DCR method is more sensitive to
resistive structures than the RMT method. The influence of con-
ductive structures embedded in the resistive host that is primarily
seen in the RMT data might then be suppressed by the chosen
model regularization due to the decreased relative sensitivity for the
conductor.
To reduce the bias in joint inverse models, the importance of
specific data can be modified through a diagonal data reweight-
ing matrix Wrew (Candansayar & Tezkan 2008). The effective data
weighting matrix is then given as
Wd = Wrew
[
Wd,RMT 0
0 Wd,DCR
]
, (B2)
where Wd,RMT and Wd,DCR are weighting matrices of the RMT and
DCR data.
If the data errors contained in the matrices Wd,RMT and Wd,DCR
are close to the true ones, there is a certain danger of obtaining
either a badly resolved or an unstable model when iterating to an
rms of one for the reweighted system. Essentially, the desired rms
should be adopted to the chosen weighting factors. Given that Nc
of a total of N data are reweighted by a constant factor wc and that
the errors of Nu = N − Nc data remain unchanged the rms takes
the following form [cf. eq. (A2)]:
rms
=
√√√√ 1
Nu + Nc
{
Nu∑
i=1
(
di − Fi [m]
σi
)2
+
Nu+Nc∑
i=Nu+1
(
di − Fi [m]
wcσi
)2}
=
√
1
Nu + Nc
{
Q1du + Qdc
}
=
√
1
Nu + Nc
{
Q1du +
1
w2c
Q2du
}
. (B3)
If the data errors σ i are correctly estimated, a reasonable fit to the
data is obtained for Q1du  Nu and Q2du  Nc. Hence, the desired
rms should be chosen as
rmsopt 
√√√√ 1
Nu + Nc
{
Nu + 1
w2c
Nc
}
. (B4)
APPENDIX C : DERIVAT ION OF
MOST- SQUARES INVERSE SCHEME
To generate iterative model updates coming successively closer to
the desired misfit threshold, Marquardt-Levenberg damping is used
as a stabilizer in the TSVD-based and the smoothness-constrained
most-squares schemes. This modification can be considered an ex-
tension to the smoothness-constrained most-squares inversion pre-
sented in Meju & Hutton (1992) and Meju (1994). The cost func-
tional of a stabilized iterative most-squares scheme is then written
as
U [mk+1, μ, k+1] = mTk+1nˆ+
1
2μ
{ (
Qlind [mk+1] + λ · Qm [mk+1] − Qt
)
+ k+1 · QML [mk+1]
}
Qlind [mk+1] = (d− F [mk] − J (mk+1 −mk))T WTd
Wd (d− F [mk] − J (mk+1 −mk)) ,
Qm [mk+1] = (mk+1 −mr )T WTmWm (mk+1 −mr)
QML [mk+1] = (mk+1 −mk)T (mk+1 −mk) .
(C1)
The Lagrange multiplier 12μ describes the weighting between the
parameter to be maximized or minimized and the misfit func-
tion Q[mk+1] = Qlind [mk+1] + λ · Qm[mk+1] as well as the
Marquardt–Levenberg term k+1 ·QML [mk+1] with a damping factor
k+1. The quantities λ, Wm and mr appear only in the smoothness-
constrained scheme.
The minimum of the cost functional in eq. (C1) is found to
correspond to a model
mk+1 (μ, λ) =
(
JTWTdWdJ+ λWTmWm + k+1I
)−1(
JTWTdWddˆk − μnˆ+ k+1 (mk −mr)
)
+mr
= mlsk+1 −
(
JTWTdWdJ+ λWTmWm + k+1I
)−1
μnˆ,
(C2)
which consists of the least-squares term mlsk+1 [where dˆk = d −
F[mk] + J(mk − mr )] and a compensating term related to the pa-
rameter to be maximized or minimized.
The Lagrange multiplier μ is determined by the quadratic con-
straint that the total linearized misfit
Qlin [mk+1, λ] = Qlind [mk+1] + λ · Qm [mk+1] + k+1 · QML [mk+1]
(C3)
equals the threshold misfit Qt. Substitution of eq. (C2) into eq. (C3)
yields similar to Meju & Hutton (1992) and Meju (1994)
μ = ±
√√√√ Qt − Qlinls
nˆT
(
JTWTdWdJ+ λWTmWm + k+1I
)−1
nˆ
, (C4)
where Qlinls = Qlin[mlsk+1, λ] is the linearized misfit function per-
taining to the least-squares term mlsk+1 from eq. (C2).
In the smoothness-constrained scheme, solely fixing the La-
grange multiplier λ and avoiding Marquardt-Levenberg damping
does not grant the stability of the most-squares inversion, since the
obtained misfits are often larger than the threshold value Qt. The rel-
atively small desired misfit deviation Q = 1 suggests small model
variations at least for the well-determined model parameters. The
additional Marquardt–Levenberg damping limits the model updates
to the vicinity of the model of the previous iteration.
According to eqs (C2) and (C4), the model deviation away from
the least-squares solution mlsk+1 is
mk+1 = −
(
JTWTdWdJ+ λWTmWm + k+1I
)−1
μnˆ
= ∓
√√√√ Qt − Qlinls
nˆT
(
JTWTdWdJ+ λWTmWm + k+1I
)−1
nˆ
· (JTWTdWdJ+ λWTmWm + k+1I)−1 nˆ. (C5)
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The jth component of this deviation is
nˆTmk+1 = ∓
√√√√ Qt − Qlinls
nˆT
(
JTWTdWdJ+ λWTmWm + k+1I
)−1
nˆ
· nˆT (JTWTdWdJ+ λWTmWm + k+1I)−1 nˆ
= ∓
√
Qt − Qlinls√
nˆT
(
JTWTdWdJ+ λWTmWm + k+1I
)−1
nˆ. (C6)
Cumulatively for all most-squares iterations, the devia-
tion from the investigated model is the non-linear equiva-
lent to
√
nˆT(JTWTdWdJ+ λWTmWm)−1nˆ. Assuming [covmr] =
(λWTmWm)
−1, eq. (4) can be manipulated into the form [covmk+1] =
(JTWTdWdJ+ λWTmWm)−1. Hence, the former expression is equiv-
alent to the standard deviation in form of the square root of the ( j ,
j)th element of eq. (4). As the most-squares solution is constructed
irrespective of the existence of the inverse of λWTmWm, comparisons
of most-squares results to linearized errors must be based on both
terms of eq. (4).
The damping factor k+1 must be chosen carefully since it in-
fluences the direction of the model correction step. Although the
damping factor can be chosen such that the confidence surface cor-
responding to Q[mopt] + Q is reached with one iteration, there is
no guarantee that the resistivity of the considered cell is maximized
or minimized by doing so. Therefore, an iterative implementation
of the most-squares algorithm has to be applied. We limit the range
of permissible damping factors to those, which result in misfits that
do not exceed Q[mopt] + Q and are not smaller than the misfit
of the previous iteration plus a small misfit increase, that enforces
convergence. Reasonable choices are damping factors which give
the largest ratio in resistivity change of the considered parameter
to average resistivity change of the model or, more conservatively,
the largest permissible damping factor or the smallest permissible
misfit.
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