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Abstract
With the formulation of the quantum spectral curve for the AdS5/CFT4 integrable
system, it became potentially possible to compute its full spectrum with high efficiency.
This is the first paper in a series devoted to the explicit design of such computations,
with no restrictions to particular subsectors being imposed.
We revisit the representation theoretical classification of possible states in the spec-
trum and map the symmetry multiplets to solutions of the quantum spectral curve at
zero coupling. To this end it is practical to introduce a generalisation of Young di-
agrams to the case of non-compact representations and define algebraic Q-systems
directly on these diagrams. Furthermore, we propose an algorithm to explicitly solve
such Q-systems that circumvents the traditional usage of Bethe equations and simpli-
fies the computation effort.
For example, our algorithm quickly obtains explicit analytic results for all 495
multiplets that accommodate single-trace operators in N = 4 SYM with classical
conformal dimension up to 132 . We plan to use these results as the seed for solving the
quantum spectral curve perturbatively to high loop orders in the next paper of the
series.
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1. Introduction
The spectrum of planar N = 4 supersymmetric Yang-Mills theory (SYM) has been
intensively studied in the literature during the past 15 years. The high interest in
this subject is not surprising as SYM is, on one hand, the archetypical example of
the AdS/CFT correspondence, and it is, on the other hand, a rare example of a four-
dimensional gauge theory that can be explored explicitly at arbitrary coupling thanks
to integrability, see [1] for a review.
The spectral problem amounts to finding the eigenvalues of the dilatation operator
acting in the space of single-trace operators
DO(x) = ∆O(x) , O(x) = Tr [ZDΨ . . .] . (1)
After the discovery of integrability in SYM [2–4], two important milestones in solving
this problem were the asymptotic Bethe Ansatz equations [5, 6] that allowed computing
the spectrum of very long operators, and the thermodynamic Bethe Ansatz equations
[7–10] that were formally suitable for arbitrary operators but whose application was
quite limited due to their complexity.
With the formulation of the Quantum Spectral Curve (QSC) [11, 12], we came to
the verge of the complete practical solution of the spectral problem1. The analytic
and numerical efficiency of QSC has already been successfully demonstrated in a vast
range of specialised scenarios [13–21], also for AdS4/CFT3 [22–26]. Furthermore, QSC
was studied in the context of certain integrability-preserving deformations [27, 28].
However, in all of the so far tested applications, the explicit solutions were devised for
restricted classes of operators, typically belonging to the sl(2) subsector of the theory
or its generalisation, deformation, or analytic continuation.
This work is the first step towards making the concrete solution of the spectral
problem completely general, as well as accessible and automatic. Another motivation
is that the spectrum of anomalous dimensions also plays a role in the calculation of
quantities beyond the spectrum, in particular structure constants. We aim to provide
a user-friendly library for spectral data that is of use in these efforts.
This paper focuses on the solution of QSC at zero value of the coupling constant,
with the aim of using the obtained results as the seed for perturbative or numerical
QSC-based computations in future developments. The paper is a hybrid of a review
and new work. For consistency and to make the material as self-contained as possible,
we revisit well-known results from representation theory and its applications in the
study of one-loop [29, 30] and asymptotic [5] Bethe equations, and recast them in a
notation appropriate for QSC. But we also provide new insights and tricks.
1To be fair, we note that the explicit structure of eigenvectors or even the structure of the dilatation
operator itself at finite coupling is not provided by the current version of the QSC formalism or any
other approach in the literature. It is unclear, though, whether the knowledge of this structure is
essential for the computation of quantities such as 3-point functions or if some version of a bootstrap
approach based on the spectral data would be sufficient.
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The original contributions are a new way to think of the integrable Q-system un-
derlying non-compact Heisenberg super spin chains, and thus the one-loop spectral
problem in SYM, and a new efficient algorithm to solve this system. This algorithm
is a generalisation of our treatment of compact spin chains in [31] to the non-compact
case. Our findings systematically use non-compact Young diagrams [32], and we fur-
thermore introduce a notion of extended Young diagrams that, in particular, allow us
to count multiplicities in the psu(2, 2|4) spectrum by using compact su(N) characters
only.
In section 2, we give a thorough introduction to representation theory of psu(2, 2|4),
with an emphasis on understanding the concrete content of the spectrum. In section
3, we introduce the notion of algebraic Q-systems as they appear in integrable mod-
els. We argue that these Q-systems can be naturally built on Young diagrams, and
provide an algorithm to solve them based on polynomial division. We then discuss the
connection to the Q-system that appears in the Quantum Spectral Curve and how to
fully construct the leading contribution to this system.
The paper is accompanied by a Mathematica notebook, spectrum.nb, with an
implementation of the proposed algorithm to solve Q-systems.
2. Representation theory
The Lie superalgebra u(2, 2|4) is defined by the super Lie-bracket
[Emn, Ekl} = δnkEml − (−1)
(pm+pn)(pk+pl)δmlEkn . (2)
Furthermore, the adjoint generators E†mn are defined by
E†mn = (−1)
cm+cnEnm . (3)
The labels m,n, . . . are elements of the set {1 , 2 , 1˙ , 2˙ , 1ˆ, 2ˆ, 3ˆ, 4ˆ}, and the value of the
grading functions p, c are given by the table
α α˙ aˆ
p 0 0 1
c 0 1 0 . (4)
The subalgebra of super-traceless elements in u(2, 2|4) form su(2, 2|4). The projective
Lie superalgebra psu(2, 2|4) can effectively be defined by furthermore imposing that
the central charge vanishes,
C =
∑
n
Enn = 0 . (5)
At finite coupling, psu(2, 2|4) is the symmetry algebra that organises the AdS/CFT
spectrum, i.e. we decompose the Hilbert space into superconformal multiplets – irreps
of psu(2, 2|4); all states within the same multiplet have identical anomalous part of
4
the conformal dimension. As the rank of the psu(2, 2|4) algebra is six, we can label
multiplets using six numbers2.
At zero coupling, however, the symmetry algebra of the spectrum is larger. It is
pu(2, 2|4)⊕u(1), where the extra u(1) charge is the length L of single-trace operators3.
The one-loop anomalous part of the dilatation generator commutes with generators of
this extended algebra. Therefore the multiplets at zero coupling are labeled by eight
numbers. We will often allow ourselves a loose terminology and refer to all multiplets
as psu(2, 2|4) or superconformal multiplets, even if they are effectively representations
of the larger algebra at zero coupling.
We define the explicit multiplet labelling at arbitrary and at zero coupling in sub-
section 2.2, and then the discussion of the possible issues follows. Prior to that, we need
to introduce the oscillator formalism which allows one to realise the [ps]u(2, 2|4) alge-
bra and to encode the value of L as well. In effect, we will find that the below-defined
eight oscillator numbers is a convenient labelling of the multiplets at zero coupling
which we will use throughout the paper.
2.1. Oscillator formalism
The usage of Schwinger oscillators in the description of superconformal algebras goes
back to [33, 34]. They were extensively used in the study of the AdS/CFT spectrum
[29, 35]. Commencing by reviewing the most standard facts about this formalism, we
will gradually introduce less-standard notation into the exposition, with the goal to
get an appropriate language to describe the QSC solutions in section 3.
The following oscillator representations of gl(n) are used to parametrise the bosonic
(p-even) generators of u(2, 2|4):
Eαβ = a
†
αaβ , [aα,a
†
β] = δαβ , α, β ∈ {1 , 2} , (6a)
Eα˙β˙ = −bα˙b
†
β˙
, [bα˙,b
†
β˙
] = δα˙β˙ , α˙, β˙ ∈ {1˙ , 2˙} , (6b)
Eaˆbˆ = f
†
afb , {fa, f
†
b } = δab , aˆ, bˆ ∈ {1ˆ, 2ˆ, 3ˆ, 4ˆ} . (6c)
The fermionic (p-odd) generators are parameterised by other bilinear combinations of
the oscillators a,b, f , as precised below in (8).
The central charge constraint reads
C = −2− nb + nf + na = 0 , (7)
where n are number operators, e.g. nf1 ≡ f
†
1 f1, and nf ≡
∑4
i=1 nfi . To avoid notational
burden, b1, b2, a1 and a2 will be used to denote, respectively, b1˙ , b2˙ , a1 and a2 .
2These can be e.g. Cartan charges defined by (A.1), however we use fundamental weights for this
purpose as described in subsection 2.2.
3It is wrong to identify pu(2, 2|4) ⊕ u(1) with u(2, 2|4). For one thing, L is not a combination of
u(2, 2|4) generators, as opposed to the central element C in u(2, 2|4) which is a combination of u(2, 2|4)
generators, appears on the r.h.s. of the commutation relations, and should be projected out to get the
pu algebra. In other words, u(2, 2|4) is the central extension of pu(2, 2|4), not a direct sum.
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Figure 1: The compact beauty Dynkin diagram. A cross denotes a change in p-grading [36], while a
double circle denotes a change in the c-grading. Dynkin diagrams as two-dimensional paths came into
use after [37].
Name grading short-hand notation Dynkin diagram
compact beauty 121ˆ2ˆ3ˆ4ˆ34 2222 ✈ ② ✈ ✈ ✈ ✈ ✈❢ ❢ ❢ ❢ ❢ ❢ ❢✐× ×
non-compact beauty 1ˆ2ˆ12343ˆ4ˆ 0044 ✈ ② ✈ ② ✈ ✈ ✈❢ ❢ ❢ ❢ ❢ ❢ ❢✐ ✐× ×
compact ABA 1ˆ122ˆ3ˆ344ˆ 0224 ② ✈ ② ✈ ✈ ✈ ✈❢ ❢ ❢ ❢ ❢ ❢ ❢✐ ✐× × × ×
non-compact ABA 11ˆ2ˆ233ˆ4ˆ4 1133 ② ✈ ② ② ✈ ✈ ✈❢ ❢ ❢ ❢ ❢ ❢ ❢✐ ✐ ✐× × × ×
Table 1: Often used gradings.
Gradings
A total order on the set of 8 labels {1 , 2 , 1˙ , 2˙ , 1ˆ, 2ˆ, 3ˆ, 4ˆ} is called a grading. We always
order the fermionic labels as 1ˆ < 2ˆ < 3ˆ < 4ˆ and the bosonic labels as 1˙ < 2˙ < 1 < 2 ,
while the relative order between bosonic and fermionic labels can vary and will be
outlined explicitly each time. The order 1˙ < 2˙ < 1 < 2 suggests an alternative
notation {1, 2, 3, 4} ⇔ {1˙ , 2˙ , 1 , 2}, which will be used in the questions of grading and
in the definition of fundamental weights (14), and denoted by the indices i, j, . . ..
We denote the total order by a sequence of eight elements where the first element is
the smallest one, etc. As an example, consider the grading 121ˆ2ˆ3ˆ4ˆ34, which is referred
to as the compact beauty [30] grading. The corresponding oscillator parametrisation is
Emn =


−bα˙b
†
β˙
−bα˙fb −bα˙aβ
f
†
ab
†
β˙
f
†
afb f
†
aaβ
a
†
αb
†
β˙
a
†
αfb a
†
αaβ

 . (8)
To this grading we associate the path and Dynkin diagram depicted in figure 1.
Another short-hand notation for the grading, which is predominantly used in the
Mathematica notebook related to this work, is to use four numbers δ1δ2δ3δ4, where
δa is the number of bosonic labels before aˆ, e.g. 2222 stands for the compact beauty
grading. Some commonly encountered gradings in the literature are listed in table 1.
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States and field content interpretation
A highest-weight state (HWS) is defined by the property that it is annihilated by all
generators above the diagonal, i.e.
Emn|HWS〉 = 0 for m < n . (9)
We furthermore define the Fock vacuum, |0〉, by
aα|0〉 = bα˙|0〉 = fa|0〉 = 0 . (10)
This state does not satisfy the central charge constraint (7). The spectrum of the theory
is built by acting on |0〉 with a†α, b
†
α˙ and f
†
a and the possible states are summarised in
table 2.
Field interpretation Content ∆0 Components
scalar Φab f
†
af
†
b |0〉 1 6
fermion
Ψaα f
†
aa
†
α |0〉 32 8
Ψ¯aα˙ ǫabcdf
†
b f
†
c f
†
db
†
α˙ |0〉
3
2 8
field strength
Fαβ a
†
αa
†
β |0〉 2 3
F¯α˙β˙ f
†
1 f
†
2 f
†
3 f
†
4b
†
α˙b
†
β˙
|0〉 2 3
covariant derivative Dαα˙ a
†
αb
†
α˙ 1 4
Table 2: States satisfying the central charge constraint. Note that Φab = −Φba, i.e. there are six
independent scalars. We denote them by Z ≡ f†1 f
†
2 |0〉, X ≡ f
†
1 f
†
3 |0〉, Y ≡ f
†
1 f
†
4 |0〉, Y¯ ≡ f
†
2 f
†
3 |0〉,
X¯ ≡ f†2 f
†
4 |0〉, Z¯ ≡ f
†
3 f
†
4 |0〉. Note also that Fαβ = Fβα and F¯α˙β˙ = F¯β˙α˙. A state can contain one of the
fundamental fields and an unlimited number of covariant derivatives.
From this single-field representation of psu(2, 2|4) we can build tensor product
states, by dressing up |0〉⊗L. We interpret these as single-trace operators of length L.
As an example, consider the length-three state
Tr[Z D12Ψ11 F12 ] = f
†
1 f
†
2 |0〉 ⊗ (a
†
1)
2b
†
2f
†
1 |0〉 ⊗ a
†
1a
†
2|0〉 .
For simplicity, we will often leave out the Tr[...] symbol. Due to the cyclicity of the
trace, some states are equivalent since they are related by cyclic permutations, e.g.
ZX = XZ. As fermions anticommute, this also means that some states involving
fermions must vanish, e.g. ΨaαΨaα = −ΨaαΨaα = 0.
The central charge constraint for a tensor product state is
na − nb + nf = 2L . (11)
The fields are assigned a classical conformal dimension, ∆0, listed in table 2. The
total classical dimension of an operator is
∆0 =
nf
2
+ na . (12)
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2.2. Quantum numbers
Fundamental weights
u(2, 2|4) contains two bosonic subgroups: u(4), generated by bilinear combinations of
fa, and u(2, 2), generated by bilinear combinations of aα and bα˙. By fundamental
weights, or just weights, we refer to the eigenvalues of the diagonal elements, Enn,
acting on the HWS. Denote the u(4) weights by
λa = f
†
afa = nfa, a = 1, ..., 4 , (13)
and the u(2, 2) weights by
νi = {−bα˙b
†
α˙,a
†
αaα}i = {−L− nbα˙ , naα}i , i = 1, ..., 4 . (14)
The central charge constraint reads
C =
4∑
a=1
λa +
4∑
i=1
νi = 0 . (15)
The six numbers needed to classify representations of psu(2, 2|4), are the differences
λa−λa+1 and νj−νj+1. Therefore, the fundamental weights {λ, ν} and {λ+Λ, ν−Λ}
define the same irrep of psu(2, 2|4).
Oscillator numbers
As was already mentioned, eight numbers are needed to properly describe a multiplet at
zero coupling. The fundamental weights, despite being eight numbers, cannot serve for
this goal. Indeed, due to (15), they define only seven numbers labelling representations
of pu(2, 2|4), but they cannot, generically, define the value of the length L.
The appropriate eight numbers describing the multiplet are the oscillator content
n used to construct the highest-weight state:
[nb1 , nb2 |nf1 , nf2 , nf3 , nf4 |na1 , na2 ] . (16)
When not clear from the context, we will imply the grading by a superscript, e.g. n2222
for the compact beauty grading. Note that the oscillator content n allows one to find
the value of fundamental weights using (13) and (14), and the length L using the central
charge constraint (11). Relations between n and other conventionally used parametri-
sations of the quantum numbers in the literature can be found in Appendix A.1.
N = 4 SYM at g 6= 0
The outlined oscillator representation is only a valid description of N = 4 SYM at the
classical level, i.e. at vanishing coupling, g = 0. We cannot use the oscillator language
at finite coupling, and the language of fundamental weights is more appropriate. The
weights λa are the same as they are at zero coupling, while νi receive a contribution
from the anomalous dimension at finite coupling, γ ≥ 0, according to
νi = νi|g=0 +
γ
2
{−1,−1, 1, 1}i . (17)
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Mixing of operators with different length
At one-loop, the eigenstates of the dilatation operator are linear combination of opera-
tors with the same oscillator content, and consequently with the same length. However,
the perturbative corrections to the eigenstates of the higher-loop dilatation operator
mixes operators of different length, which is a remarkable feature of the AdS/CFT in-
tegrable system [38]. This mixing can happen for operators for which λ and ν coincide
up to a shift by an integer, i.e. λ+ Λ and ν − Λ.
To see when this occurs, notice that λa and νi are invariant under the length-
changing replacement
{L, nbα˙} ↔ {L− 1, nbα˙ + 1} , (18a)
and, furthermore, the length-changing replacement
{L, nfa, naα} ↔ {L− 1, nfa − 1, naα + 1} (18b)
takes λa ↔ λa − 1 and νi ↔ νi + 1.
There are no other ways to amend the length than through (18). Indeed, we
cannot devise more than two ways to change the oscillator content and leave the six
psu(2, 2|4) quantum numbers unchanged. An example of operators related by these
transformations and consequently able to mix at higher loops is given in table 3.
n2222 L Field content example λa νj
[1, 1|2, 2, 2, 2|1, 1] 4 Ψ11Ψ12Ψ¯11Ψ¯12 {2, 2, 2, 2} {−5,−5, 1, 1}
[0, 0|2, 2, 2, 2|1, 1] 5 Ψ11Ψ12Z¯X¯ Y¯ {2, 2, 2, 2} {−5,−5, 1, 1}
[1, 1|3, 3, 3, 3|0, 0] 5 Ψ¯11Ψ¯12ZXY {3, 3, 3, 3} {−6,−6, 0, 0}
Table 3: Three types of operators with differing oscillator content and length that have the same
psu(2, 2|4) quantum numbers: λa − λa+1 = {0, 0, 0} and νj − νj+1 = {0,−6, 0}.
2.3. Multiplets and duality transformations
Operators that are related by the global symmetry, psu(2, 2|4), form superconformal
multiplets – infinite-dimensional unitary irreducible representations of the symmetry
algebra, see figure 2. Multiplets contain a finite number of conformal primary opera-
tors, i.e. those that are annihilated by special conformal transformations (generated by
aαbα˙). One of these conformal primaries is also the HWS of the representation. But
which one, and consequently the oscillator content (16) defining the multiplet, depends
on the grading choice.
We could stick, in principle, with one particular choice of the grading. A natural
choice is the compact beauty grading whose HWS has the lowest classical dimension
(12) among all possible conformal primaries. This is, implicitly, the choice made by
Dolan and Osborn [39], though they did not use the same terminology. We indeed
routinely choose this grading unless there is a special reason to do otherwise.
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ZZXX
✻❄
ZZXΨ
a
†
f
✘✿✘✾
a
†
b
†
DZZXX
✘✿✘✾ D
2ZZXX
✘✿✘✾
. . .
❳②❳③
f
†
f
ZZXY
❳②❳③ZZYY
Figure 2: Schematical depiction of part of a multiplet. The action of the symmetry generators
results in a different operator. The R-symmetry (generated by f†f) and supersymmetry (a†f and bf)
form compact directions, while the non-compactness comes from the derivatives (a†b†). Of the shown
schematical states, ZZXX and ZZXΨ are highest-weight states in different gradings. ZZYY can
also be perceived as a highest-weight state, in a label ordering with 4 < 3. The rest of the shown
states are descendants in any grading.
However, an understanding of the interplay between different gradings is crucial to
understand the properties of the one-loop Q-system, existence of subsectors, and such
effects as multiplet joining. Note also that the asymptotic Bethe Ansatz equations [5]
paramount for the development of AdS/CFT integrability were formulated in gradings
different from the compact beauty grading4.
The elementary move to modify grading is to exchange position of two neighbours
in the ordered sequence of labels. Moves that permute labels with the same p- and
c-grading only change the HWS up to a relabelling of the fields, hence they are not
interesting and will not be considered. Moves that permute labels with the same
p- but different c-grading obscure the terminology of highest-weight states and their
descendants, and they will not be considered either. That is why we focus on orderings
that enjoy the properties 1 < 2 < 3 < 4 and 1ˆ < 2ˆ < 3ˆ < 4ˆ.
Fermionic duality transformations
Permuting two labels of different p-grading changes the field content of the HWS non-
trivially. It is known as fermionic duality transformation, and was considered for
supersymmetric spin chains in [40–42]. Combining such permutations allows one to
choose an arbitrary path on the 4×4 lattice of figure 1. There are 70 different choices,
and each one, generically, corresponds to a different conformal primary operator being
the HWS.
The duality transformation corresponds to the change(
Emm Emn
Enm Enn
)
↔
(
Enn Enm
Emn Emm
)
. (19)
As pm + pn = 1, Emn and Enm are fermionic. Consider a HWS with respect to the
first grading, |Ω〉. It satisfies Emn|Ω〉 = 0. As E2nm = 0, we can maximally act once
4As we understand now [12], asymptotic Bethe Ansatz equations can be written in any grading,
though their explicit form will not be given in terms of rational functions of Zhukovsky variables, even
if the dressing phase is ignored.
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with Enm on |Ω〉. The case where Enm|Ω〉 = 0 occurs only when em + en = 0 (where
en is the eigenvalue of Enn, so one e is a λ and one is a ν). Indeed,
EmnEnm|Ω〉 = {Emn, Enm}|Ω〉 = (Emm +Enn)|Ω〉 = (em + en)|Ω〉 . (20)
Long representations
When em+en 6= 0, which is generally the case for unprotected states at finite coupling,
the HWS is Enm|Ω〉 with respect to the second grading. The weights of this new HWS
can be changed in two ways. If Emn = f
†
ab
†
j or Emn = f
†
aaj, the new HWS will have
the weights λ
Enm|Ω〉
a = λ
|Ω〉
a + 1 and ν
Enm|Ω〉
j = ν
|Ω〉
j − 1, while the rest are unchanged.
On the other hand, if Emn = bjfa or Emn = a
†
jfa, the new HWS will have the weights
λ
Enm|Ω〉
a = λ
|Ω〉
a − 1 and ν
Enm|Ω〉
j = ν
|Ω〉
j +1, while the rest are unchanged. The effect of
the transformation is summarised in figure 3.
↔λ
ν
λ− 1
ν + 1
Figure 3: Duality transformation when λ + ν 6= 0. The box here is one of the lattice boxes of e.g.
the lattice in figure 1.
Short representations
If em+en = 0 then EmnEnm|Ω〉 = 0, which implies the shortening condition Enm|Ω〉 =
0 since otherwise the representation would be reducible indecomposable which is im-
possible for a unitary representation. Therefore |Ω〉 is the HWS for both choices of
grading, and λ, ν remain unchanged under the duality transformation, so figure 3 does
not apply.
The phenomenon of shortening occurs at g = 0, but not at finite coupling, except
for the protected chiral primary operators. We continue its discussion in section 2.5.
2.4. Non-compact Young diagrams
For compact algebras, Young diagrams provide an intuitive way of classifying irre-
ducible representations. We generalise this construction to the non-compact case.
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Definition of non-compact Young diagram5
If the representation is long, choose an arbitrary grading and draw the corresponding
Dynkin path. This path consists of eight segments. Draw nb1 boxes below the first
horizontal segment, nb2 boxes below the second horizontal segment, na1 boxes above
the third horizontal segment, and na2 boxes above the fourth horizontal segment. For
the i’th vertical segment draw nfi boxes to the right and L− nfi boxes to the left. If
the representation is short, not all choices of grading produce a meaningful result, but
the 2222 grading always guarantees the correct output. See figure 4.
t
t
✲✛
✲✛
✲✛
✲✛
✻
❄
✻
❄
✲✛
✲✛
✲✛
✲✛
✻
❄
✻
❄
⑥nf4
⑥nf3
⑥nf2
⑥nf1
✇✇✇L-nf4
✇✇✇L-nf3
✇✇✇L-nf2
✇✇✇L-nf1
③③nb1 ③③nb2
①①na1 ①①na2
Figure 4: Young diagram corresponding to the quantum numbers na, nf , nb with respect to the 2222
grading. Long multiplets correspond to Young diagrams that touch both edge points marked in red.
The oscillator content and the corresponding Young diagram should be admissible
ones in the sense that it should be possible to construct the HWS from the given
number of oscillators. This is the case if both the left and the right boundary of the
non-compact Young diagram is of a ladder shape, i.e. the shape of the boundaries of
ordinary compact Young diagrams [32]. A good example of how things may go wrong
is n2222 = [1, 1|1, 1, 1, 1|1, 1]. The corresponding HWS is formally ǫabcdΦabΦcd, but
it is zero due to the equations of motion. The equations of motion are realised in the
oscillator language as  = ǫαβǫα˙β˙Dαα˙Dββ˙ = det1≤α,α˙≤2
a
†
αb
†
α˙ = 0.
Although we can choose different gradings to explain the drawing procedure, the
resulting diagram does not depend on this choice. The diagram is actually an invariant
5This builds upon the results of [32]. We here restrict to the case when the weights are integers,
and some elements of our discussion rely on the vanishing of the central charge. In the general context
of [32], these constraints are not needed.
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of the pu(2, 2|4)⊕ u(1) multiplet and defines it unambiguously. For what concerns the
psu(2, 2|4) algebra, admissible diagrams related by the transformations (18) correspond
to isomorphic psu(2, 2|4) representations.
Conversely, the Young diagram makes it easy to read off the weights in a certain
grading by simply counting boxes, see figure 5 for an example.
✉
✉
✇0✇1
✇0✇1✇2
✇0✇1✇2✇3✇4✇5✇6✇7✇8✇9
✇0✇1✇2✇3✇4✇5✇6✇7✇8✇9
✇0✇1✇2✇3✇4✇5✇6✇7✇8✇9
✇0✇1✇2✇3✇4✇5✇6✇7✇8✇9
✇7✇8✇9
✇7✇8✇9
✇8✇9
⑤-10
①-9
⑤-11
⑤-10
①-9
⑤-11
⑤-10
①-9
⑤-12
⑤-11
⑤-10
①-9
⑤-15
⑤-14
⑤-13
⑤-12
⑤-11
⑤-10
①-9
⑤-16
⑤-15
⑤-14
⑤-13
⑤-12
⑤-11
⑤-10
①-9
✇0
✇1
✇2
✇3
✇4
✇5
✇6
✇0
✇1
✇2
✇3
✇4
✇5
✇0
✇1
✇2
✇3
✇4
✇0
✇1
✇2
✇3
✇0
✇1
✇2
✇0
✇1
✇2
✇0
✇1
Figure 5: Assignment of weights, λ and ν, for the case n2222 = [2, 3|7, 6, 4, 3|2, 1]. Any path between
the red circles corresponds to a grading, and the corresponding weights can be read off. Note the way
the weights are defined beyond the 4 × 4 square. In the right half of the diagram, the top horizontal
lines in each column and the rightmost vertical lines in each row are assigned the weight 0. In the left
part of the diagram the bottom horizontal lines in each column are assigned the weight ν = −L, while
the leftmost vertical line in each row is assigned the weight λ = +L.
The central charge constraint (11) has a natural interpretation in terms of Young
diagrams: It states that the number of boxes in the upper-right and lower-left quad-
rants must be the same, see figure 6.
Relation to T-hook
If the value of L is known, the lower-left quadrant and the upper-right quadrant of
the Young diagram are enough to restore all the information about the multiplet. A
T-hook diagram, as shown in figure 6, is the combination of these two quadrants plus
an additional line specifying nf2 (it allows to read off the missing charge, L in our
context). The T-hook diagrams were proposed in [43], studied further in [44], and
generalised to the form presented here in [32, 45].
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✉nb2
nb1
L
−
n
f
1
L
−
n
f
2
n
f
3
n
f
4
na1
na2
nf2t
Figure 6: (left) Central charge constraint: the number of boxes in the upper-right and lower-left
quadrants must be the same. (right) T-hook diagram corresponding to the quantum numbers na, nf ,
nb in the 2222 grading. It is the upper-right and lower-left quadrants of the Young diagram plus a
line of height nf2 .
Infinite extension of Young diagram
The Young diagrams can be thought of as being part of an infinite column that has a
bend corresponding to the diagram, see figure 7 for an example. All rows have length
L and the rows that do not intersect with the original diagram are completely aligned
to the left or right of the central vertical line. Weights can be assigned in the same
way as explained in figure 5.
A diagram is not related to a specific algebra. It can denote a representation of any
[ps]u(N,M |K) algebra whose rank is high enough to accommodate the representation.
If one chooses two points on the Z2 lattice such that the extended Young diagram
is between them and that the right point is not lower than the left point, then the
relative position of these points to one another and to the central vertical line specify
the algebra and the Young diagram then defines a representation of this algebra. If
both points are on the boundary of the extended diagram then this representation is
a long multiplet, otherwise it is a short multiplet.
2.5. Shortening and joining
All unprotected multiplets must be long at finite coupling because the shortening
condition λ+ ν = 0 cannot be satisfied for generic value of the anomalous dimension,
cf. (17). However, shortenings may re-emerge at zero coupling. If that happens, one
long multiplet splits into several short ones. Taking the opposite view, we can hence
ask which groups of short multiplets join to form a long one; or we can split this
question into the following two: First, given a short multiplet at zero coupling, which
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tt
t
t
Figure 7: Extension of the Young diagram for n2222 = [2, 3|7, 6, 4, 3|2, 1]. We call the part marked
in blue the non-trivial extension, while the grey part is called the trivial extension. The trivial part
continues infinitely in the vertical direction without any horizontal shifts. The two red points corre-
spond to the algebra su(9), and the shaded boxes show the corresponding su(9) Young diagram. The
two green points correspond to the algebra su(2, 4|5). As one of the points is outside the diagram, the
corresponding multiplet is short.
long multiplet will it be a member of at finite coupling. Second, which other short
multiplets will be members of the same long multiplet.
To answer these questions, we take a closer look on the phenomena related to
shortenings.
Shortening and unitarity bounds
Shortenings happen when certain unitarity bounds are reached for a representation.
Indeed, since the generators Emn and Enm are conjugate to one another up to a sign,
we can use (20) to conclude that for fermionic Emn
〈Ω′|Ω′〉 ∝ (en + em)〈Ω|Ω〉 , (21)
where |Ω′〉 ∝ Enm|Ω〉. Hence the relative sign of the norms of |Ω′〉 and |Ω〉 changes
when the value of en + em crosses zero, while all states should have positive norm in
a unitary representation. When en + em = 0, the states |Ω′〉 and |Ω〉 decouple and
become parts of two different short multiplets.
For what concerns psu(2, 2|4), there are only two non-trivial unitarity restrictions6:
λ1 + ν1 ≤ 0 , (22a)
λ4 + ν4 ≥ 0 . (22b)
6The ”trivial” ones are that λa − λa+1, ν3 − ν4, and ν1 − ν2 are non-negative integers (in any
grading). They originate from studying the action of the compact subalgebra su(2)⊕ su(4)⊕ su(2) on
the HWS, whereas (22) ensure that unitarity is present when non-compactness and supersymmetry
are properly accounted. See e.g [12] that translates the unitarity bounds of [46] to the language we
use here.
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One requires (22a) for a grading of type {11ˆ}..., and (22b) for a grading of type ...{44ˆ},
where the notation {ab} means that a and b can be in either order. If the inequalities
(22) are true for the mentioned gradings, they will be true in any grading.
Shortening and restriction of oscillator numbers
Saturation of either of the unitarity bounds (22) imposes one constraint on the values
of fundamental weights. However, the oscillator content is restricted more severely. In
the oscillator language, the shortening conditions read:
λ1 + ν1 = nf1 − L− nb1 = 0 , (23a)
λ4 + ν4 = nf4 + na2 = 0 . (23b)
Consider first (23a). Given that the number of fermions can not be larger than the
length of the operator, (23a) can be realised only if nf1 = L and nb1 = 0. Therefore the
shortening (23a) implies not one but two constraints on the oscillator content. What
happens, is that the transformation (18a) is not allowed anymore.
Likewise, (23b) implies two constraints nf4 = na2 = 0, and forbids the transforma-
tion (18b). Note that if both (23a) and (23b) are satisfied, we are in a special situation
where it is possible to read off the oscillator content, in particular L, directly from six
Cartan charges.
Switching off the transformations (18) restricts the possibility of mixing, but, as
we shall see, it opens the possibility of short multiplets joining at finite coupling.
Joining and duality transformations
At g = 0, the HWS remains unchanged in a short multiplet under certain fermionic
duality transformations. However, at finite coupling each HWS only remains a HWS
in one particular grading. Thus, we need to supply the short multiplet with a grading
to specify the long multiplet which it joins into at finite coupling. This clarifies the
answer to our first question about the fate of a short multiplet, however it should still
be understood how strongly the grading choice affects the result, and whether each
grading choice will result in multiplet joining at all. This can be understood only after
a careful analysis.
Consider first the shortening (23a). It restricts the oscillator content to the values
[0, nb2 |L, •, •, •|•, •]
L
11ˆ...
. (24a)
In superscript, we outlined the operator’s length (it is not a new piece of information,
but it is to avoid confusion in the discussion). The subscript outlines the grading choice
to properly process the joining mechanism.
At zero coupling, the oscillator content would be unchanged after the duality trans-
formation to the grading 1ˆ1.... However, if we switch on the coupling, the multiplet be-
comes long and the duality transformation would have nontrivial effect on the weights:
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{λ1, ν1} → {λ1 +1, ν1 − 1}. Going back to zero coupling we formally get the inadmis-
sible oscillator content [1, nb2 |L + 1, •, •, •|•, 0]
L
1ˆ1...
, but this can be countered by the
length-changing transformation (18a) to get
[0, nb2 − 1|L+ 1, •, •, •|•, •]
L+1
1ˆ1...
. (24b)
One has two different multiplets (24a) and (24b) that join into one long multiplet at
finite coupling.
Performing a similar analysis for the shortening (23b) we conclude that the follow-
ing two multiplets should join into one
[•, •|•, •, •, 0|na1 , 0]
L
...4ˆ4
, (25a)
[•, •| •+1, • + 1, •+ 1, 0|na1 − 1, 0]
L+1
...44ˆ
. (25b)
Finally, if both shortenings (23) are applied simultaneously, the following four multi-
plets join:
[0, •|L, •, •, 0|•, 0]L1...4 ,
[0, • − 1|L+ 1, •, •, 0|•, 0]L+1
1ˆ...4
,
[0, •|L + 1, •+ 1, • + 1, 0| • −1, 0]L+1
1...4ˆ
,
[0, • − 1|L+ 2, • + 1, •+ 1, 0| • −1, 0]L+2
1ˆ...4ˆ
. (26)
This accomplishes the answer to the second question that we posed. Returning to our
first question, we now see that it only matters in the choice of grading whether the first
label is 1 or 1ˆ, for the shortening (23a), and whether the last label is 4 or 4ˆ, for the
shortening (23b). Finally, there are cases when only special choices of grading makes
joining possible. We postpone this discussion to the very end of this section.
An example of the presented analysis is provided in table 4 which assembles detailed
information about sample members of the Konishi multiplet.
Joining and Young diagrams
The above-made conclusions have a natural interpretation on the level of Young di-
agrams. If to generalise our statements in section 2.4 about psu(2, 2|4) diagrams to
an arbitrary rank: su(N,M |K) diagrams can be defined for arbitrary N,M,K, and
the diagrams bijectively define isomorphism classes of u(N,M |K) ⊕ u(1) irreps that
can be constructed using the outlined oscillator formalism. But there are, generically,
different diagrams that correspond to the same isomorphism class of an su(N,M |K)
irrep. The diagrams of isomorphic representations are related to one another through
two moves (18), which are generically permitted if the representation in question is
long.
If the shortening (23a) is present, we can think of the corresponding Young diagram
as an extension of the su(1, 2|3) diagram. In contrast to the psu(2, 2|4) algebra, the
su(1, 2|3) Young diagram defines a long representation. Transition from (24a) to (24b)
is the move (18a) realised on the su(1, 2|3) diagram.
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Grading n Possible field content L ∆0 Young diagram
1...4
2222 [0, 0|1, 1, 1, 1|0, 0] ZZ¯, XX¯ , YY¯
2
2
1222 [0, 1|2, 1, 1, 1|0, 0] ZΨ¯2,2, X Ψ¯32, YΨ¯42
5
2
1133 [0, 2|2, 2, 0, 0|2, 0] D212Z
2 4
1ˆ...4
0222 [0, 0|3, 1, 1, 1|0, 0] ZXY
3
3
0233 [0, 0|3, 1, 0, 0|2, 0] ZΨ211 4
0000 [3, 3|3, 3, 3, 3|0, 0] F¯312, F¯11F¯12F¯21 6
1...4ˆ
2224 [0, 0|2, 2, 2, 0|0, 0] ZXY¯
3
3
1124 [0, 2|3, 3, 2, 0|0, 0] ZΨ¯242 4
4444 [0, 0|0, 0, 0, 0|3, 3] F312, F11F12F21 6
1ˆ...4ˆ
0224 [0, 0|4, 2, 2, 0|0, 0] Z2X 2 4
0044 [1, 1|4, 4, 0, 0|1, 1] D11D22Z4, D12D21Z4 4 6
0004 [2, 2|4, 4, 4, 0|0, 0] Ψ¯241Ψ¯
2
42 6
Table 4: Selected components of the Konishi multiplet, which splits into four short multiplets at
g = 0.
Likewise, transition from (25a) to (25b) is the move (18b) on an su(2, 1|3) diagram,
and the four oscillator contents in (26) originate from both moves (18) on an su(1, 1|2)
diagram. See figure 8 for an example.
1...4 1ˆ...4 1...4ˆ 1ˆ...4ˆ
Figure 8: An example of four different psu(2, 2|4) Young diagrams for short multiplets that join into
one at finite coupling. Removal of the grey boxes defines su(1, 1|2) diagrams. Conversely, the collection
of grey boxes is the uniquely defined extension of an su(1, 1|2) diagram to a psu(2, 2|4) diagram, cf.
figure 7. The changes of the su(1, 1|2) diagrams with respect to the diagram on the left are highlighted.
Stronger shortenings
In the above-described joining mechanisms, the participating short multiplets should
correspond to admissible Young diagrams. Otherwise, the joining mechanism cannot
be realised. An example of this restriction is nb2 = 0 for the short multiplet (24a).
Then the state (24b) is inadmissible. Consequently, the state with nb2 = 0 is permitted
to join only in one way, while being a HWS in the 1ˆ... grading, i.e. of the type (24b),
at finite coupling.
18
The condition nb2 = 0 corresponds to the extra shortening λ1+ν2 = 0, in addition
to λ1 + ν1 = 0, which at zero coupling should hold in all {11ˆ2}... gradings, i.e. the
HWS is unchanged within these gradings. For joining to be possible, the state can only
remain a HWS in the 1ˆ12... grading at finite coupling. Likewise, the situation nf2 = L
allows the joining as described in previous subsections if the state remains a HWS of
the type (24a) at finite coupling, i.e. in the 1... grading. This case corresponds to the
shortenings λ2 + ν1 = λ1 + ν1 = 0 in all {11ˆ2ˆ}... gradings. Two analogous restrictions
exist for enhancement of the λ4 + ν4 = 0 shortening. We discuss the finite coupling
consequences of the strong shortenings in more detail in section 2.7.
There is also a situation where we have both nb2 = 0 in the {11ˆ2}... gradings and
nf2 = L in the {11ˆ2ˆ}... gradings. Then neither of the joining mechanisms, through 1ˆ...
or 1... gradings, is permitted, so the corresponding state remains short at any coupling.
Hence its conformal dimension is protected from quantum corrections. Because of the
central charge constraint, there are only two multiplets of length L that have this
property. The first one has the oscillator content
n2222 = [0, 0|L,L − 1, 1, 0|0, 0] . (27)
This multiplet cannot be realised using single-trace operators because the required
antisymmetrisations of oscillator labels are incompatible with cyclicity of the trace.
The second one is the 1/2-BPS multiplet, with
n2222 = [0, 0|L,L, 0, 0|0, 0] . (28)
Its HWS in the compact beauty grading is the BMN vacuum TrZL.
2.6. Counting the spectrum
The spectrum of multiplets, or irreducible representations, can be understood using
character theory. For AdS5/CFT4, this was previously done in [47, 48] by an ad
hoc use of so(N) characters. Here, we propose a trick to avoid the complications of
non-compactness and supersymmetry by mapping the psu(2, 2|4) representations to
representations of su(N). The trade-off is that the rank N is unbounded, but it can
be truncated if a cut-off is made in the classical dimension.
From psu(2, 2|4) to su(N) representations
In section 2.4 we explained that an extended Young diagram characterises an irre-
ducible representation of any algebra that can accommodate it. All psu(2, 2|4) dia-
grams can in fact be seen as diagrams of su(4 + nb2 + na1). The corresponding repre-
sentations can be thought of as tensor products of single-particle states built from the
action of 2 + nb2 fermionic oscillators on the Fock vacuum, i.e.
Φi1...i2+nb2
= f †i1 · · · f
†
i2+nb2
|0〉 , (29)
where the indices are antisymmetric. An example was given in figure 7, where the red
path corresponds to the algebra su(9) with a single-site representation made of five
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antisymmetric indices (Φijklm = f
†
i f
†
j f
†
kf
†
l f
†
m|0〉). In this algebra, the shown diagram
corresponds to the weights λ = nfi = {8, 7, 7, 7, 6, 4, 3, 2, 1}, and the shaded boxes show
the corresponding compact su(9) Young diagram.
To account for all multiplets up to a given maximal classical dimension ∆max, it is
sufficient to consider su(2∆max) representations where the one-site state is a completely
antisymmetric representation with ∆max indices.
gl(N) characters and tensor product multiplicity
The character for a gl(N) representation with weights λ = {λ1, ..., λN} is given by the
Schur polynomial
χλ =
det1≤i,j≤N x
λj+N−j
i
det1≤i,j≤N x
N−j
i
≡
Wλ
∆V
, (30)
where the denominator ∆V =
∏
i<j(xi − xj) is the Vandermonde determinant. For a
given representation λ, the polynomial Wλ will contain a term of the kind
xλ1+N−11 x
λ2+N−2
2 · · · x
λN−1+1
N−1 x
λN
N , (31)
which we will call the dominant term.
The tensor product of L representations decomposes into a direct sum of its irre-
ducible representations, and the multiplicity of these irreducible representations, cλ′ ,
can be read off from the corresponding character decomposition,
χLλ =
∑
λ′
cλ′χλ′ . (32)
The Vandermonde determinant is a common denominator on the right-hand side and
can be factored out:
WLλ
∆L−1V
=
∑
λ′
cλ′Wλ′ . (33)
The multiplicities cλ′ can be found by calculating the coefficient of the dominant term
of Wλ′ on the left-hand side. The advantage of W compared to χ is that the dominant
terms are unique to Wλ, i.e. they do not appear in Wλ′ if λ 6= λ
′.
The multiplicities tell us exactly how many representations of a given type appear
in the tensor product of L single-site representations. However, this does not account
for the cyclicity of the trace which reduces the Hilbert space. Furthermore, we have
to keep in mind that shortening means that short multiplets combine into long.
Imposing cyclicity - Polya theory
The tensor product character (32) is a sum of all the states in the spectrum with length
L. The Polya theorem [49, 50] provides a way to account for states that are related
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by equivalence relations, in our case by the cyclic group ZL. The corresponding sum
of states Z is given by
Z =
∞∑
L=2
∑
d|L
φ(d)
L
χ1(x
d
1, ..., x
d
N )
L
d , (34)
where d|L means all divisors of L, φ(d) is the Euler totient function7, and χ1 is the
character of the single-site su(N) representation. We refer to [47] for a more detailed
explanation.
We will consider tensor products of up to ∆max single-site representations of su(2∆max)
with ∆max antisymmetric indices, i.e.
χ1(x1, ..., x∆max) =
∑
1≤i1<...<i∆max≤2∆max
∆max∏
n=1
xin . (35)
Our goal is to evaluate the left-hand side of
∆V Z =
∑
λ
cλWλ , (36)
to be able to read off cλ. The combinatorics of this task grow factorially with ∆max,
and already for su(10) it is challenging to expand the polynomial expression. How-
ever this can be overcome by using the fact that all information is captured by the
dominant terms, and by a sort of reverse engineering procedure which we describe in
Appendix A.2. In this way, we are able to produce the full decomposition of multi-
plets for ∆0 ≤ 8, and further results can be produced if necessary. We find complete
agreement with the results (∆0 ≤
13
2 ) provided in Appendix D of [48]. The multiplets
with ∆0 ≤
11
2 are listed in table 8. We provide the full list of multiplets with ∆0 ≤ 8
in Appendix A.3 for future reference.
Example: ∆0 ≤ 4
To describe the spectrum up to ∆0 ≤ 4, we should consider su(8) representations. The
single site representation has a character of the form
χ1(x1, ..., x8) = x1x2x3x4 + x1x2x3x5 + ... (37)
and the Vandermonde determinant looks like
∆V = x
3
1x
2
2x3 − x
2
1x
3
2x3 ± ... (38)
7The Euler totient function, φ(n), is given by the number of integers between 1 and n that are
mutually prime with n.
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The truncated sum of states is
Z =
φ(1)
2
χ1(xi)
2 +
φ(2)
2
χ1(x
2
i ) +
φ(1)
3
χ1(xi)
3 +
φ(3)
3
χ1(x
3
i ) (39)
+
φ(1)
4
χ1(xi)
4 +
φ(2)
4
χ1(x
2
i )
2 +
φ(4)
4
χ1(x
4
i ) .
It is straightforward, though already computationally demanding, to expand the prod-
uct ∆V Z. The dominant terms in the expression corresponding to ∆0 ≤ 4 are
∆V Z|dominant,∆0≤4
x71x
6
2x
5
3x
4
4x
3
5x
2
6x7
= x21x
2
2x
2
3x
2
4 + x
2
1x
2
2x
1
3x
1
4x
1
5x
1
6
+x31x
3
2x
3
3x
3
4 + x
3
1x
3
2x
2
3x
2
4x
2
5 + x
3
1x
3
2x
3
3x
1
4x
1
5x
1
6 + x
3
1x
3
2x
2
3x
2
4x
1
5x
1
6
+x41x
4
2x
4
3x
4
4 + x
4
1x
4
2x
4
3x
2
4x
2
5 + x
4
1x
4
2x
3
3x
3
4x
2
5 + x
4
1x
4
2x
4
3x
2
4x
1
5x
1
6
+x41x
4
2x
3
3x
2
4x
2
5x
1
6 + 2x
3
1x
2
2x
2
3x
2
4x
1
5x
1
6x
1
7 + 2x
4
1x
4
2x
2
3x
2
4x
2
5x
2
6
+2x41x
4
2x
3
3x
3
4x
1
5x
1
6 + x
1
1x
1
2x
1
3x
1
4x
1
5x
1
6x
1
7x
1
8
+x21x
2
2x
2
3x
2
4x
2
5x
2
6 + x
3
1x
3
2x
1
3x
1
4x
1
5x
1
6x
1
7x
1
8 . (40)
The dominant terms corresponding to chiral primaries (members of 1/2-BPS multi-
plets) are marked in grey, while the short representations that make up the Konishi
multiplet are marked in blue, and those that make up the n2222 = [0, 0|2, 2, 1, 1|0, 0]
multiplet (containing the lowest twist-3 operator) are marked in purple (one term with
∆0 = 5 is missing due to the truncation).
By combining short multiplets into long ones, shifting to oscillator number notation,
and leaving out chiral primaries, the spectrum of unprotected multiplets with ∆0 ≤ 4
is
[0, 0|1, 1, 1, 1|0, 0] + [0, 0|2, 2, 1, 1|0, 0] + [0, 0|1, 1, 1, 1|2, 0]
+[0, 0|3, 2, 2, 1|0, 0] + [0, 2|1, 1, 1, 1|2, 0] + [0, 2|2, 2, 2, 2|0, 0]
+2 · [0, 0|2, 2, 2, 2|0, 0] + 2 · [0, 0|3, 3, 1, 1|0, 0] + 2 · [0, 1|2, 2, 1, 1|1, 0] . (41)
Note that for higher ∆max the su(2∆max) sum of states (36) will contain representations
that lie outside the spectrum of psu(2, 2|4), i.e. where the Young diagram does not fit
inside the cross-shaped region defined by psu(2, 2|4), see figure 4. These can simply be
dropped from the sum.
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2.7. Sectors
Rank 1 2 3 4 5 6
su(2)
✓
✒
✏
✑
su(1|1)
✓
✒
✏
✑
su(1, |1)
✓
✒
✏
✑
su(1, 1)
✓
✒
✏
✑
su(1|2)
✓
✒
✏
✑
su(1, |2)
✓
✒
✏
✑
su(1, 1|1)b
✓
✒
✏
✑
su(1, 1|1)a
✓
✒
✏
✑
psu(1, 1|2)
✓
✒
✏
✑
su(2|3)
✓
✒
✏
✑
su(2, |3)
✓
✒
✏
✑
su(1, 2|2)
✓
✒
✏
✑
su(2, 1|2)
✓
✒
✏
✑
su(1, 2|3)
✓
✒
✏
✑
su(2, 1|3)
✓
✒
✏
✑
psu(2, 2|4)
✓
✒
✏
✑
Figure 9: Closed sectors. ●compact ●non-compact.
By a closed sector, we mean operators with restricted field content that do not mix
with operators with different field content, i.e. the finite coupling eigenstates of the
dilatation operator will be a linear combination of single trace operators of only this
kind. This is ensured by the fact that it is impossible to construct other types of
operators from the psu(2, 2|4) quantum numbers, e.g. the six numbers λa − λa+1 and
νj − νj+1, corresponding to the sector.
In a closed sector, some oscillators are passive in the sense that they are either
saturated (e.g. nf1 = L) or not excited at all (e.g. nf4 = na1 = 0), while some oscillators
are excited and will be part of a set of non-trivial raising operators. Furthermore, the
length changing transformations (18a) and (18b) do not excite the passive oscillators.
Closed sectors combine highest-weight states of certain type, and in certain grad-
ings, and are closely related to shortening. Two scenarios can be used to characterise
sectors. Shortening happens when nf1 − L = nb1 = 0 or nf4 = na2 = 0. Due to the
[nb|nf |na] Grading Empty
cells
simple
[0, •|L, •, •, •|•, •] {11ˆ}...
[•, •|•, •, •, 0|•, 0] ...{44ˆ}
strong
[0, 0|L, •, •, •|•, •] 1ˆ12...
[0, •|L,L, •, •|•, •] 11ˆ2ˆ...
[•, •|•, •, •, 0|0, 0] ...344ˆ
[•, •|•, •, 0, 0|•, 0] ...3ˆ4ˆ4
Table 5: Types of shortening and resulting grading for the state that remains a HWS at finite
coupling. Brackets {} denote interchangeable gradings. The rightmost column shows which cells on
the 4×4 square that are not covered by the corresponding Young diagram. Note that joining can
combine short multiplets with a strong shortening in one grading and a simple one in another.
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strong | simple | none
✉
✉
✉
✉
✉
✉
✉[•, •|•, •, •, •|•, •]
[0, •|L, •, •, •|•, •]
[•, •|•, •, •, 0|•, 0]
[0, 0|L, •, •, •|•, •]
[0, •|L, L, •, •|•, •]
[•, •|•, •, 0, 0|•, 0]
[•, •|•, •, •, 0|0, 0]
Rank Type # Sectors
6 s 1
5 ss 2
4 sss 4
3 sss 1
2 ssss 4
1 sssss 4
Table 6: Overview of the possible shortenings. The strong shortenings are special cases of the simple
shortenings. The shortenings due to λ1, λ2, ν1 and ν2 are independent of those due to λ3, λ4, ν3 and
ν4, and all sectors can be understood as combinations of such shortenings.
unitarity constraints, the gradings where this can happen must, in the first case, go
through the point (1, 1) on the 4× 4 square, i.e. start as 11ˆ... or 1ˆ1..., or, in the second
case, go through (3, 3), i.e. end as ...44ˆ or ...4ˆ4. We here refer to these shortenings as
simple. If additionally f2 is passive, nf2 = L, the unitarity constraint λ1 ≥ λ2 forces
the grading to start from 11ˆ2ˆ for the finite coupling HWS. Likewise, nb2 = 0 forces
the grading to be 1ˆ12..., nf3 = 0 implies ...3ˆ4ˆ4, and na1 = 0 implies ...344ˆ. We refer to
these four cases as strong shortenings. The six different possibilities are summarised
in table 5.
All closed sectors can be understood in terms of these types of shortening. For ex-
ample, the su(1, 1) = sl(2) sector combines the fourth and sixth type: [0, •|L,L, 0, 0|•, 0],
while the su(2, 1|3) sector is of the second type: [•, •|•, •, •, 0|•, 0]. The rank of a sector
is one lower than the number of active oscillators. Table 6 provides an overview of the
ways in which the simple and strong types of shortenings combine and create subsec-
tors of different rank. All closed sectors are listed in table 7. Sectors of low rank are
subsectors of higher rank sectors, and the relationship between sectors is summarised
in figure 9.
sl(2) su(2)
L− 1
L− 1
L− 1
L− 1
S
−
2
S
−
2
L− 3
L−M − 1
M − 1
M − 1
L−M − 1
L− 3
Figure 10: Young diagrams (1...4 grading) for multiplets containing sl(2), DS12Z
L, and su(2),
ZL−MXM , operators.
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Rank Sector Field content [nb|nf |na] Grading(s)
1
su(1, 1) DS12Z
L [ 0 , S |L , L , 0 , 0 |S , 0 ] 11ˆ2ˆ233ˆ4ˆ4
su(1, |1) ZL−NΨ¯N42 [ 0 , N |L , L , N , 0 | 0 , 0 ] 11ˆ2ˆ[23ˆ]344ˆ
su(1|1) ZL−NΨN11 [ 0 , 0 |L , L−N , 0 , 0 |N , 0 ] 1ˆ12[32ˆ]3ˆ4ˆ4
su(2) ZL−MXM [ 0 , 0 |L , L−M , M , 0 | 0 , 0 ] 1ˆ122ˆ3ˆ344ˆ
2
su(1, 1|1)a DS12Z
L−NΨN11 [ 0, S |L , L−N , 0 , 0 |S+N, 0 ] {11ˆ}[232ˆ]3ˆ4ˆ4
su(1, 1|1)b DS12Z
L−NΨ¯N42 [ 0, S+N |L , L , N , 0 |S, 0 ] 11ˆ2ˆ[233ˆ]{44ˆ}
su(1, |2) ZL−M−NXM Ψ¯N42 [ 0, N |L,L−M,M+N, 0 | 0, 0 ] {11ˆ}[22ˆ3ˆ]344ˆ
su(1|2) ZL−M−NXMΨN11 [ 0, 0 |L,L−M−N,M, 0 |N, 0 ] 1ˆ12[32ˆ3ˆ]{44ˆ}
3 psu(1, 1|2)
Dn12Z
L−M−N1−N2+n
XM+nΨN1−n11 Ψ¯
N2−n
42
[ 0 , N2 |L , L−M−N1 ,
M+N2 , 0 |N1 , 0 ]
{11ˆ}[232ˆ3ˆ]{44ˆ}
4
su(2, 1|2)
DS111D
S2
12Z
L−N1−N2+n
ΨN1−n11 Ψ
N2−n
21 F
n
11
[S1 , S2 |L−N2 , L−N1 ,
0 , 0 |N1+N2+S1+S2 , 0 ]
[1231ˆ2ˆ]3ˆ4ˆ4
su(2, |3)
ZL−M1−M2−N1−N2
XM1 Y¯M2 Ψ¯N142 Ψ¯
N2
41
[N2 , N1 |L−M2 , L−M1 ,
M1+M2+N1+N2 , 0 | 0 , 0 ]
[121ˆ2ˆ3ˆ]344ˆ
su(1, 2|2)
DS112D
S2
22Z
L−N1−N2+n
Ψ¯N1−n42 Ψ¯
N2−n
32 F¯
n
22
[ 0 , S1+S2+N1+N2 |L , L ,
N1 , N2 |S1 , S2 ]
11ˆ2ˆ[2343ˆ4ˆ]
su(2|3)
ZL−M1−M2−N1−N2
XM1YM2ΨN111 Ψ
N2
12
[ 0, 0 |L,L−M1−M2−N1−N2 ,
M1 , M2 |N1 , N2 ]
1ˆ12[342ˆ3ˆ4ˆ]
5
su(1, 2|3)
D•12D
•
22X
•Y•Z•
Ψ•11Ψ
•
12Ψ¯
•
42Ψ¯
•
32Ψ¯
•
22F¯
•
22
[0, •|L, •, •, •|•, •] [1231ˆ2ˆ3ˆ]{44ˆ}
su(2, 1|3)
D•11D
•
12X
•Y¯•Z•
Ψ¯•42Ψ¯
•
41Ψ
•
11Ψ
•
21Ψ
•
31F
•
11
[•, •|•, •, •, 0|•, 0] {11ˆ}[2342ˆ3ˆ4ˆ]
Table 7: Closed sectors. Passive oscillators are marked in grey. A bracket [ ] denotes duality trans-
formations that shuffle active oscillators and change the HWS within the sector while preserving the
length. A bracket {} denotes a duality transformation that shuffles passive oscillators and changes
the HWS within the sector while changing L. Note that the field content in the psu(1, 1|2), su(2, 1|2),
su(1, 2|2), su(2, 1|3) and su(1, 2|3) sectors is not completely fixed by the oscillator numbers. For the
first three cases, this ambiguity appears in the above field content through the integer n, while in the
last two cases the ambiguity is larger.
Duality transformations involving the active oscillators will simply change the HWS
within the sector. For the two simple shortenings, it is furthermore possible to do the
duality transformations 11ˆ ↔ 1ˆ1 or 44ˆ ↔ 4ˆ4. These operations result in a new HWS
that is still inside the sector, but of a different length.
Note that in sectors where only one of the shortening conditions is satisfied, one
of the length changing transformations (18a) and (18b) is allowed and results in a
state with the same λ and ν (up to a shift of ±1), but with a different length. As
discussed, this means that at higher loops the eigenstates of the dilatation operator
can mix operators of different length.
Young diagrams for multiplets containing a HWS within the sl(2) and su(2) sectors
are depicted in figure 10. Note that a certain class of finite-coupling multiplets contain
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operators belonging to all rank 1 sectors, namely those for which
n2222 = [0, 0|L − 1, L− 1, 1, 1|0, 0] . (42)
2.8. Table of simplest multiplets
∆22220 L [nb |nf |na ]
2222 U1 U2 Sector Multiplicity
2 2-4 [0, 0|1, 1, 1, 1|0, 0] ✔ ✔ all 1
3 3-5 [0, 0|2, 2, 1, 1|0, 0] ✔ ✔ all 1
4
4-6 [0, 0|3, 3, 1, 1|0, 0] ✔ ✔ all 2
3-5 [0, 1|2, 2, 1, 1|1, 0] ✔ ✔ sl(2) 2
2-4 [0, 2|1, 1, 1, 1|2, 0] ✔ ✔ sl(2) 1
4-6 [0, 0|3, 2, 2, 1|0, 0] ✔ ✔ su(2) 1
3-4
[0, 0|1, 1, 1, 1|2, 0] ✘ ✔ su(2, 1|2) 1
[0, 2|2, 2, 2, 2|0, 0] ✔ ✘ su(1, 2|2) 1
4 [0, 0|2, 2, 2, 2|0, 0] ✘ ✘ psu(2, 2|4) 2
5
5-7 [0, 0|4, 4, 1, 1|0, 0] ✔ ✔ all 2
4-6 [0, 1|3, 3, 1, 1|1, 0] ✔ ✔ sl(2) 2
3-5 [0, 2|2, 2, 1, 1|2, 0] ✔ ✔ sl(2) 1
5-7 [0, 0|4, 3, 2, 1|0, 0] ✔ ✔ su(2) 2
4-6
[0, 0|3, 1, 1, 1|2, 0]
✔ ✔
su(1|1) 1
[0, 2|3, 3, 3, 1|0, 0] su(1, |1) 1
4-6 [0, 1|3, 2, 2, 1|1, 0] ✔ ✔ psu(1, 1|2) 4
5-6
[0, 0|3, 3, 3, 1|0, 0] ✘ ✔ su(2, |3) 2
[0, 0|4, 2, 2, 2|0, 0] ✔ ✘ su(2|3) 2
4-5
[0, 0|2, 2, 1, 1|2, 0] ✘ ✔ su(2, 1|2) 2
[0, 2|3, 3, 2, 2|0, 0] ✔ ✘ su(1, 2|2) 2
5 [0, 0|3, 3, 2, 2|0, 0] ✘ ✘ psu(2, 2|4) 4
4 [0, 1|2, 2, 2, 2|1, 0] ✘ ✘ psu(2, 2|4) 2
11
2
5-7
[0, 0|4, 3, 1, 1|1, 0]
✔ ✔
su(1|1) 2
[0, 1|4, 4, 2, 1|0, 0] su(1, |1) 2
4-6
[0, 1|3, 2, 1, 1|2, 0]
✔ ✔
su(1, 1|1)a 2
[0, 2|3, 3, 2, 1|1, 0] su(1, 1|1)b 2
3-5
[0, 2|2, 1, 1, 1|3, 0]
✔ ✔
su(1, 1|1)a 2
[0, 3|2, 2, 2, 1|2, 0] su(1, 1|1)b 2
5-6
[0, 0|3, 3, 2, 1|1, 0] ✘ ✔ su(2, 1|3) 4
[0, 1|4, 3, 2, 2|0, 0] ✔ ✘ su(1, 2|3) 4
4-5
[0, 1|2, 2, 2, 1|2, 0] ✘ ✔ su(2, 1|3) 4
[0, 2|3, 2, 2, 2|1, 0] ✔ ✘ su(1, 2|3) 4
5
[0, 0|3, 2, 2, 2|1, 0]
✘ ✘ psu(2, 2|4)
4
[0, 1|3, 3, 3, 2|0, 0] 4
Table 8: All non-protected primaries with ∆22220 ≤
11
2
. The columns U1 and U2 denote whether the
two unitarity bounds (shortening conditions), (22a) and (22b), are saturated, respectively. A larger
and more detailed table can be found in the ancillary Mathematica notebook.
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3. One-loop Q-systems
The eigenstates of integrable spin chains are in one-to-one correspondence to solutions
of a corresponding Q-system with particular analytic structure. For representations
of compact algebras, the whole Q-system is polynomial and the involved Q-functions
carry Bethe roots as zeros, while a class of non-rational functions appears in the non-
compact case. We here propose a new way to think of these Q-systems: as living
on the Young diagrams of the irreducible representation in question, instead of being
associated to the symmetry algebra. However, we will end up making the transition
back to the psu(2, 2|4) Q-system, which is the basic structure in the quantum spectral
curve.
The discussion in sections 3.1-3.3 is valid for any su(N,M |K) spin chain, but,
for clarity of the exposition, we work with homogeneous spin chains and keep the
spin chain nodes in irreducible representations that have only one non-zero Dynkin
label in some grading8. The corresponding Dynkin node is called momentum-carrying.
Starting from section 3.4, we focus on the particular features of the psu(2, 2|4) system
and the consequences of the cyclicity of trace-operators.
3.1. Q-systems
Supersymmetric Q-systems are made up of a set of Q-functions of the spectral param-
eter u,
QA|I(u) = Qa1a2...|i1i2...(u) , (43)
with A and I denoting multi-indices. The Q-functions are separately antisymmetric
in the two types of indices.
QQ-relations
The Q-functions are related by three types of finite difference equations,
QA|IQAab|I = Q
+
Aa|IQ
−
Ab|I −Q
−
Aa|IQ
+
Ab|I (44a)
QA|IQA|Iij = Q
+
A|IiQ
−
A|Ij −Q
−
A|IiQ
+
A|Ij (44b)
QAa|IQA|Ii = Q
+
Aa|IiQ
−
A|I −Q
−
Aa|IiQ
+
A|I . (44c)
We use the standard notation Q± = Q(u ± i2) and Q
[n] = Q(u + in2 ) for shifts in the
spectral parameter.
The overall normalisation of Q-functions is irrelevant for us (unless it is zero), hence
all the QQ-relations should be understood in this projective sense. If a Q-function is
a polynomial, we normalise it to be a monic polynomial for convenience.
8They are often called rectangular representations, due to the shape of their Young diagram on the
T-hook. For the su(N) case, they are also known as Kirillov-Reshetikhin modules.
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Distinguished Q-functions
By distinguished Q-functions we refer to those where the indices take the lowest possible
values, i.e.
Qa,s ≡ Q12...(a−1)a|12...(s−1)s . (45)
Traditional way of thinking: Q-system belongs to an algebra
Traditionally, Q-systems are associated with algebras [27, 37, 45, 51, 52]. For example,
the sl(2) Q-system consists of four Q-functions, Q∅, Q1, Q2 and Q12 related by a single
QQ-relation of the type (44b), while the su(1|2) Q-system contains eight Q-functions
related by two QQ-relations of type (44a) and four of type (44c), see figure 11. The
algebra and representation impose certain restrictions on the analytic structure of the
Q-functions, and we return to this in section 3.2.
s ✉ sQ∅
Q1
Q2
Q12 ✉ s
s s
s s
Q∅|∅ Q∅|1
Q1|∅
Q2|∅
Q1|1
Q2|1
Q12|1Q12|∅
s ✉ s
s s s
s s s
Q∅|∅
Q1|∅
Q2|∅
Q12|∅
Q∅|2
Q1|2
Q2|2
Q12|2
Q∅|1
Q1|1
Q2|1
Q12|1
Q∅|12
Q1|12
Q2|12
Q12|12
Figure 11: Examples of Q-systems: sl(2) (left), su(1|2) (middle), and psu(1, 1|2) (right). The
momentum-carrying node is marked in blue. Note that there is one distinguished Q-function at each
node.
New approach: Q-system belongs to a Young diagram
We will take another point of view: that the Q-system lives on the Young diagram
of the considered irreducible representation, see figure 12. Extended diagrams may
be considered if needed, and this provides an algebra-independent description. The
extended Young diagram corresponds to a representation in any su(N,M |K) algebra
where it fits inside the cross-shaped area defined by the algebra, see e.g. figure 4
for psu(2, 2|4). The Q-system on the Young diagram consists of all Q-functions that
are part of an su(N,M |K) Q-system for which the Young diagram defines a long
representation9. We will mostly focus on the set of distinguished Q-functions (45).
There is one Q at each node, and this subset is related solely by QQ-relations of the
type (44c).
9For a more detailed discussion of Young diagram Q-systems, see the thesis [53].
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s s s
✉ s s
s s
s
s
s
s
s
s
s
s
s
s
s
s
s✉
Q∅|∅ Q∅|2 Q∅|1 Q∅|12
Q2|∅
Q1|∅
Q12|∅
Q2|1
Q1|1
Q12|1
Q1|2 Q1|12
Q∅|i Q∅|ij Q∅|ijk Q∅|1234
Q1|∅ Qa|i Qa|ij Qa|ijk Q1|1234
Q12|∅ Q12|i Q12|ij Q12|123
Figure 12: Q-systems on a compact Young diagram (left) and on a non-compact diagram (right).
The leftmost diagram corresponds to a long representation of su(2|1) and su(1|2) (and subalgebras
thereof) and the Young diagram Q-system thus contains the Q-functions belonging to both the su(2|1)
and su(1|2) Q-systems.
3.2. Structure of Q-functions
We here review the structure of Q-functions for homogeneous rational spin chains
with in principle arbitrary symmetry algebra, though we tailor our notation to the
psu(2, 2|4) case.
Distinguished Q-functions
All distinguished Q-functions are rational, and we here give their specific structure.
Asymptotic power. We choose the origin on the Z2 lattice such that the momentum-
carrying node has coordinates (2, 2). Then Q2,2 is, by default, the distinguished Q-
function at the momentum-carrying node. The large u asymptotic power of Qn,n with
minimal n (such that the node (n, n) lies on the left boundary of the Young diagram)
is u0. Starting from this point, the asymptotic power of any other distinguished Q-
function can be found by summing the weights λ and ν that are encountered on the
way from Qn,n to Qa,s,
Qa,s ≃ u
−
∑a
b=n λb−
∑s
k=n νk . (46)
Full structure. The full structure of the Q-functions in a non-compact Q-system is
Qa.s = Φ
L
a,s qa,s , (47)
where Φa,s is the fusion factor given by
Φa,s(u) =
{
u[s−a]D , s ≤ 1 ∨ (s = 2 ∧ a ≤ 2)
1 otherwise
, (48)
where we define f [r]D ≡
|r|−1
2∏
k=
−|r|+1
2
f (u+ i k)sign(r) , for r ∈ Z.
Bethe roots. The degree of the polynomial qa,s can be found as the difference of
the asymptotic power and the power coming from ΦLa,s. Young diagrams provide an
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❅
❅
✉
✇0✇0
✇0✇0✇1
✇0✇0✇1✇3②14✇8✇5✇3✇1✇0
✇0✇0✇1✇3✇6✇9✇4✇2✇1✇0✇0
✇0✇0✇0✇1✇3✇6②10✇5✇1✇0✇0✇0
✇0✇0✇1✇2✇4✇7②11✇7✇3✇0✇0
✇0✇1✇3✇5✇8②12②17✇5✇2✇0
✇3✇1✇0
✇1✇0✇0
✇0✇0
Figure 13: Number of Bethe roots in the distinguished Q-functions on the Young diagram corre-
sponding to the psu(2, 2|4) multiplet n2222 = [2, 3|7, 6, 4, 3|2, 1]. To the right of the green line, the
number of roots equals the boxes to the right and above the location. To the left of the green line, the
number of roots equals the boxes below and to the left of the location.
intuitive way of counting Bethe roots, see figure 13. In the right half of the diagram, the
Bethe roots in each Q equals the number of boxes to the right and above its position.
In the left half of the diagram, the number of Bethe roots equals the number of boxes
below and to the left. On the central vertical line (Qa,2), the counting towards the
right should be used above the central point (Q2,2), while the counting towards the
left should be used below the central point.
Rational and non-rational Q-functions
For non-compact algebras, the Q-system contains non-rational functions. These func-
tions are however restricted to only have poles at iZ, and they can in general be written
in terms of η-functions [54, 55],
ηk(u) ≡
∞∑
n=0
1
(u+ in)k
, ηk1,k2,...(u) ≡
∞∑
n=0
ηk2,...(u+ i+ in)
(u+ in)k1
. (49)
To understand which Q-functions are non-rational, note that the Young diagram
can be seen as two compact diagrams glued together (one of them upside down). The
members of the Q-system on the left compact diagram are QA|J , where a ≤ 2 for any
a ∈ A. The members of the Q-system on the right compact diagram are QB¯|J , where
b > 2 for all b ∈ B and B¯ is the complementary set. All these Q-functions are rational,
with the only non-polynomial part stemming from the fusion factor. In particular, this
includes all the distinguished functions Q.
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The full Young diagram extends these two subsets to a bigger Q-system that in-
cludes non-rational Q-functions with poles allowed at iZ. We treat the full Q-system
in section 3.5.
Good solutions of the full Q-system
Bethe equations have solutions that do not correspond to spin chain states, and iden-
tifying these solutions is quite non-trivial [56–58]. As we discussed in [31], these un-
physical solutions are allowed because the Bethe equations do not guarantee that the
full Q-system, but only a small subset, has the right structure. We furthermore proved
that for compact Young diagrams polynomiality of the distinguished Q-functions in
the Young diagram Q-system implies that all Q-functions are polynomial, which is the
requirement for a solution to be physical.
This argument generalises immediately to the rational subset of non-compact Q-
systems. If all distinguished Q-functions on the non-compact Young diagram are ra-
tional expressions as described above (polynomial times a factor of fused u±L), then
the remaining rational Q-functions also have this structure (note that the symmetries
of the Q-system discussed in section 3.6 allow to shift the fusion factors completely to
one side of the Young diagram).
In practice we observe that this always leads to well-behaved non-rational Q-
functions as well, i.e. containing only η-functions (49) and rational functions in u.
Although we could not prove this property solely based on QQ-relations, there is a
simple counting argument. We can always think about an extended Young diagram as
the extension of a compact Young diagram, i.e. there is always a bijection between a
non-compact and compact Q-systems, and therefore there is simply no room for non-
well-behaved solutions. Therefore we conjecture that polynomiality of qa,s in (47) for
all distinguished Q-functions is a necessary and sufficient condition for a solution of
the Q-system to correspond to a physical spin chain multiplet.
3.3. Algorithm: Distinguished Q-functions on Young diagrams
We now propose an efficient algorithm that exactly imposes the structure (47) on all
distinguished Q-functions and finds the corresponding solutions analytically.
Step 1: choice of path and ansatz
Choose a path from the left side of the diagram to the right. On this path, write an
arbitrary ansatz for the polynomial parts of the Q-functions:
qa,s = u
pa,s +
pa,s−1∑
k=0
c(k)a,su
k , (50)
where pa,s is the number of roots in qa,s.
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✇0 ✇2 ✇4 ②11 ✇0
✇0 ✇1 ✇2 ✇8 ✇0
✇0✇0✇0✇5✇0✇0✇0
✇0✇1✇2✇4✇0
✇0✇2✇4✇3✇0
✇0✇3✇6✇2✇0
✇0✇4✇4✇1✇0
✇0✇0✇5✇2✇0✇0
✇0✇1✇7✇1✇0
✇0✇0✇2✇9✇0✇0
✇0✇1✇4②12✇0
✇0✇2✇6②15✇0
Figure 14: For n2222 = [0, 2|2, 2, 2, 2|1, 1] the path with the minimal number of roots (yellow) lies
outside the Young diagram.
It is often advantageous to look for the path from the left boundary to the right
boundary of the extended Young diagram on which the least number of roots is en-
countered. See figure 14 for an example. The number of roots increases monotonically
in the infinite extensions once the columns are aligned completely to the left or right
of the central vertical line, and thus the path with least roots is always within the
non-trivial extension.
Step 2: remaining Q from fermionic QQ-relations
Generate the remaining Q from fermionic QQ-relations (44c):
qa,s ∝
1
fa,s
Q+a±1,sQ
−
a,s∓1 −Q
−
a±1,sQ
+
a,s∓1
Qa±1,s∓1
. (51)
The unknown Q-function is a ratio of two polynomials, but is required to be a poly-
nomial itself, and thus it can be assigned the quotient of the polynomial division of
the numerator by the denominator. The remainder of this polynomial division should
vanish, but it is not necessary to impose this yet.
In this way all distinguished Q-functions are generated in terms of the coefficients
c
(k)
a,s that were introduced on the path. See figure 15 for an example. All the remainders
of the polynomial divisions are collected.
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Figure 15: Example: generating all Q on the Young diagram corresponding to the psu(2, 2|4) multiplet
n2222 = [0, 0|3, 2, 2, 1|0, 0] from a path that minimises the number of Bethe roots. The Q’s at the
positions encircled in yellow are set to 1 by default.
Step 3: solve polynomiality constraints
The final step of the algorithm is to simultaneously impose that all remainders of the
polynomial divisions vanish. This completely fixes c
(k)
a,s . This set of algebraic equations
can be solved efficiently in most symbolical programming languages when the total
number of unknown Bethe roots is not too high. In practice, the solution is usually
effortless when the number of Bethe roots is less than ten. Note that the algorithm
finds exactly the expected number of solutions, i.e. it is not necessary to discard any
of the obtained solutions in contrast to the solutions of Bethe equations. In table 9
and Appendix A.3 we mark the multiplets with ∆22220 ≤ 8 for which we were able to
generate the Q-system in less than 15 minutes on a standard laptop with our general
implementation of the algorithm. This includes all 495 multiplets with ∆22220 ≤
13
2 .
Remark: paths without roots
As a side remark, note that in specific cases there are paths without any Bethe roots,
and the Q-system is completely fixed without solving any equations.
The first example is all multiplets containing operators of length two, corresponding
to the oscillator numbers
n2222 = [0, S−2|1, 1, 1, 1|S−2, 0] . (52)
Note that the HWS in the grading 1133 has the form DS12Z
2, i.e. it is the sl(2) twist-
two operator with spin S. As seen in figure 16, there exist paths between the left and
right boundaries of the diagram without any roots, and the full Q-system can thus be
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∆22220
Diagrams Solutions
solved total found total
2 1 1 1 1
3 1 1 1 1
4 7 7 10 10
5 13 13 27 27
5.5 12 12 36 36
6 39 39 144 144
6.5 36 36 276 276
7 68 77 600 918
7.5 54 84 694 2204
8 107 180 1395 6918
Table 9: Solutions found with our Mathematica-implementation of the algorithm. 15 minutes of
computation time (on a 1.8GHz laptop with 4GB memory) were allowed per diagram. The explicit
multiplet content for each value of ∆0 is given in Appendix A.3.
generated without solving algebraic equations from the trivial ansatz on such a path.
The central Q-function can be written as
Q2,2(S) = ∇
S
S∏
k=1
(
u+
i
2
− ik
)2
, (53)
where we define the difference operator, ∇, by ∇f(u) ≡ f (u)−f (u+ i). The obtained
result coincides with the known answer in terms of Hahn polynomials [59–61], and it
solves the Baxter equation(
u+
i
2
)2
Q[2] +
(
u−
i
2
)2
Q[−2] +
(
−2u2 + S(S + 1) +
1
2
)
Q = 0 . (54)
A second example in the N = 4 SYM spectrum are multiplets containing length
three states with oscillator numbers
n2222 = [S−2, S−2|1, 1, 1, 1|2S−2, 0] . (55)
The corresponding Young diagram is shown in figure 16. Note that there is an equiv-
alent series of multiplets with n2222 = [0, 2S − 2|2, 2, 2, 2|S − 2, S − 2] corresponding
to a rotation of the diagram by π. The multiplets (55) contain operators from the
su(2, 1|2) sector, and the HWS in the grading 0033 has the field content DS11D
S
12Z
3.
As depicted in figure 16, the central Q-function can be generated immediately and has
the form
Q2,2(S) ∝ ∇
S
S∏
k=1
(
u+
i
2
− ik
)3
. (56)
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Figure 16: Two examples of Young diagrams for which there exists a path between the left and right
boundary of the diagram where no Bethe roots are encountered. Consequently, the Q-system is unique
and can be generated trivially from QQ-relations. The left diagram corresponds to (52) and the right
to (55). The number of roots in the distinguished Q-functions are shown, and the central nodes are
encircled. Paths with no Bethe roots are marked in yellow. The green arrows show how to generate
the central Q-functions via QQ-relations.
Note that the often studied twist-three operators, corresponding to oscillator num-
bers n2222 = [0, S−2|2, 2, 1, 1|S−2, 0], for which the central Q-function can be written
as a Wilson polynomial, do not have this property. Indeed, multiple solutions exist for
these quantum numbers.
3.4. Transfer from Young diagram Q-system to psu(2, 2|4) Q-system
The quantum spectral curve at finite coupling is formulated in terms of the psu(2, 2|4)
Q-system, whereas the Q-system on Young diagrams is not accessible given that the
weights become non-integers10.
10One can define Young diagrams with non-integer weights, and even use Schwinger oscillators to
construct unitary representations [32]. But there are several things that complicate matters: Fock space
itself depends on the anomalous dimension (there is no simple tensor product structure anymore), QQ-
relations on the diagrams require integer spacings, and the analytic structure of the Q-functions is no
longer simple for the distinguished Q that we would expect to use. Finally recall that the symmetry
reduces to psu(2, 2|4) whereas Young diagrams reflect pu(2, 2|4) ⊕ u(1) symmetry. Therefore, at least
at our current level of understanding, we cannot define and use Q-systems on Young diagrams at finite
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Q1234|∅ Q1234|i Q1234|ij Q1234|ijk Q1234|1234
Figure 17: The psu(2, 2|4) Q-system. The momentum-carrying node is marked in blue.
The psu(2, 2|4) Q-system consists of 256 Q-functions and can be written on a 4× 4
square, see figure 17. Importantly, the following constraint should be satisfied:
Q∅|∅ = Q1234|1234 = 1 . (57)
Our goal is to generate all the 256 Q-functions at zero coupling from distinguished Q-
functions on the Young diagram. In this section we explain how to get the distinguished
Q-functions on the 4×4 square, whereas the next section explains how to find all other
ones.
For multiplets that are long at g = 0, there is no issue of making the transi-
tion. Young diagrams of such multiplets cover the 4× 4 square, and the distinguished
psu(2, 2|4) Q-functions coincide exactly with the Young diagram Q-functions on the
square, see an example in figure 18.
However, things are not that obvious for short multiplets. For one thing, their
Young diagrams do not cover the 4×4 square, cf. figure 19. For another thing, there
are several (two or four) different short multiplets that join into a long one at finite cou-
pling, so their Young diagram Q-systems should somehow lead to the same psu(2, 2|4)
Q-system at finite coupling. Equivalent issues were explored and understood in detail
on the level of asymptotic Bethe Ansatz equations [5], and here we give an equivalent
analysis on the level of Q-systems.
Quantum numbers from analytic structure of Q-functions
Let us do some reverse engineering first: suppose all the 25 distinguished functions
Qa,s, 0 ≤ a, s ≤ 4, are known and we ask what Young diagram Q-system this data
coupling.
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Figure 18: The Young diagram for the long multiplet n2222 = [0, 0|3, 2, 2, 2|1, 0]. The diagram covers
the whole 4× 4 square and thus the psu(2, 2|4) Q’s are identical to those on the Young diagram.
corresponds to. To identify the shape of the diagram, it suffices to identify eight
charges, and this should be done from the analytic properties of Qa,s.
The fundamental weights can be read off from the asymptotic behaviour (46). How-
ever, one should be careful. The QQ-relations are invariant under certain symmetries
[12, 27] which are summarised in section 3.6. One of them implies the rescaling
Qa,s → (u
[s−a]D)ΛQa,s . (58)
It hence shifts the fundamental weights: {λ, ν} → {λ+ Λ, ν − Λ}.
Similarly, the factorisation (47) should define the charge L, but we could rescale
qa,s by Φa,s thus changing the length.
The two mentioned ambiguities parallel precisely the transformations (18). The
transformation (18a) corresponds to
Qa,s → Qa,s , qa,s → qa,sΦa,s , L→ L− 1 , (59a)
while (18b) corresponds to
Qa,s →
Qa,s
u[s−a]D
, qa,s → qa,s
Φa,s
u[s−a]D
, L→ L− 1 . (59b)
The symmetries (59) of the Q-system are fixed by the demand that all qa,s are
polynomials. This is a very strong constraint. For instance (59a) would not violate the
polynomiality of qa,s only for a very specific placement of multiple Bethe roots: simul-
taneously it should be that q1,2 = q0,1 = q
+
0,2 = q
−
0,2 = 0 at u = 0. Even in the unlikely
event that some transformations (59) do not violate polynomiality, we understand this
as an accidental degeneracy – two different multiplets in representations related by
corresponding weight shifts (18) happen to have the same spectrum.
The transformations (59) are not used to relate short multiplets subject to joining.
We note that transformations (18) did not serve this goal either. Instead, we considered
in section 2.5 an analog of (18) applied to a Young diagram of a smaller rank algebra.
Equivalently, as we shall see, joining of short multiplets is related to transformations
(59) applied to a subset of qa,s only.
Trivial roots from compatibility of short multiplets
To not clutter the formulas, we consider only the case λ1 + ν1 = 0 in detail. This
shortening implies Q1,1 = 1, as one can observe by a simple power counting (46).
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Figure 19: Defining the psu(2, 2|4) Q-system for the case of a short representation. The two diagrams
on the left are a pair of multiplets that joins at finite coupling. The two diagrams on the right are
another such pair. On each diagram, the marked nodes are the 20 distinguished Q-functions which
are transferred from the Young diagram to the psu(2, 2|4) Q-system. The Q’s that must coincide (up
to symmetry rescalings) on both Young diagrams are marked in blue. The Q’s that can be transferred
to the psu(2, 2|4) Q-system from only one of the diagrams are marked in red. The node that has a
trivial Bethe root is encircled; the position of this node determines the grading in which the multiplet
is going to join (note that the second and the third Young diagrams are identical but the gradings are
different).
Moreover, QSC requires Q0,0 = 1 as well, cf. (57). The QQ-relations (44c) then tell us
that
Q1,0Q0,1 = 0 , (60)
i.e. either Q1,0 or Q0,1 should be zero. Algebra-based Q-systems for short multiplets
can have vanishing Q-functions, as discussed in [27]. It was also pointed out in [27] that
either possibility can be realised depending on the choice of grading: the Q-functions
that belong to the Dynkin path should be non-zero whereas Q-functions outside the
Dynkin path may be zero if it is so dictated by the QQ-relations.
Applying this argument to our context: working in a grading of the type 1... (in
long-hand notation) corresponds to choosing Q1,0 = 0. Then, in consequence of the
QQ-relations, we must set Q2,0 = Q3,0 = Q4,0 = 0. In contrast, working in a grading
of the type 1ˆ... corresponds to Q0,s = 0 for s = 1, 2, 3, 4.
In the perturbative solution of the QSC, setting Qa,0 or Q0,s to zero is simply a
question of a subset of the Q’s being suppressed by a factor of g2. This factor can be
shuffled around by the symmetries of the Q-system, and as a result we get two distinct
but still well-defined Q-systems at zero coupling. These Q-systems are naturally asso-
ciated with the grading choice, and thus they should describe two different emerging
short multiplets.
The Young diagram Q-system does not contain zero Q-functions, but also Q0,0
does not belong to the diagram at all for short multiplets. What happens is that we
change boundary conditions to swap between the Young diagram and algebra-based
Q-system. Assuming there is only one shortening, a block of 20 non-zero Qa,s coincide
on the Young diagram and the QSC Q-system. In the QSC, we supplement this set by
setting Q0,0 = 1 and the remaining four functions to zero. On the Young diagram, we
can find the other Qa,s from the QQ-relations and the ansatz (47), with qa,s = 1 6= 0
on the left and right boundary of the Young diagram.
In either the 1... or 1ˆ... choice of grading, Qa,s 6= 0 when both a and s are non-
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zero. These 16 Q-functions must be the same in both Q-systems, otherwise getting
the unique psu(2, 2|4) Q-system at finite coupling would be impossible. A paradox is
that while these functions coincide, they still generate two non-equal Young diagrams.
The answer to the paradox is that the value of L is different. Indeed, as it follows
from (24), if a multiplet in grading 1... has length L, a compatible multiplet for joining
should be of length L+ 1 in grading 1ˆ.... Hence one has the following constraint
q1...a,s = Φa,s q
1ˆ...
a,s , a , s > 0 , (61a)
which is a restricted version of (59a). It imposes restrictions on the structure of Bethe
roots. The benchmark relation is q1...1,2 = u q
1ˆ...
1,2 , which implies that q
1...
1,2 has a trivial
zero (i.e. a zero at the origin). Also, from q1...2,1 = u
−1 q1ˆ...2,1 , we see that q
1ˆ...
2,1 has a trivial
zero.
The analysis of the λ4 + ν4 = 0 shortening goes in full analogy. Now we compare
Qa,s with a, s < 4, and they should be equal up to the rescaling (58) which results in
the following restriction on qa,s:
q...4a,s =
Φa,s
u[s−a]D
q...4ˆa,s , a , s < 4 . (61b)
To summarise, the procedure to process the Q-system for short multiplets is the
following:
• Given a Q-system on a Young diagram, decide the grading according to:
λ1 + ν1 = 0 , q1,2 has root at u = 0 ⇒ 1... ,
λ1 + ν1 = 0 , q2,1 has root at u = 0 ⇒ 1ˆ... ,
λ4 + ν4 = 0 , q3,2 has root at u = 0 ⇒ ...4 ,
λ4 + ν4 = 0 , q2,3 has root at u = 0 ⇒ ...4ˆ .
(62)
• Given the grading, choose which Qa,s should vanish in the psu(2, 2|4) Q-system:
1... ⇒ Qa>0,0 = 0 ,
1ˆ... ⇒ Q0,s>0 = 0 ,
...4 ⇒ Qa<4,4 = 0 ,
...4ˆ ⇒ Q4,s<4 = 0 .
(63)
• Set Q0,0 = Q4,4 = 1.
• All other Qa,s should be the same as Qa,s on the Young diagram.
Trivial roots and the zero-momentum condition
To only consider states that do not vanish when cyclicity of the trace is imposed, one
can impose the zero-momentum condition (ZMC):
lim
u→0
Q2,2
(
u+ i2
)
Q2,2
(
u− i2
) = 1 . (64)
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When λ1 + ν1 = 0, this condition guarantees the existence of a root at u = 0 in either
q1,2 or q2,1. This is a consequence of the fermionic QQ-relation that relates Q2,2 and
Q1,1 = 1:
Q+2,2 −Q
−
2,2 = Q1,2Q2,1 = q1,2 q2,1 . (65)
At u = 0 the left-hand side vanishes due to the ZMC, and thus the right-hand side
must contain a factor of u. Likewise, the ZMC guarantees a root at u = 0 in either
q2,3 or q3,2 when λ4 + ν4 = 0.
We therefore observe that the ZMC, besides being hard-coded into the analytic
structure of QSC [11], is also the condition which guarantees the presence of trivial
zeros – a necessary property for short multiplets to be capable of joining.
3.5. Full psu(2, 2|4) Q-system
To obtain the full Q-system from the distinguished Q-functions one needs to solve 12
first-order difference equations. We will here focus on determining Qa|∅ and Q∅|j as
the remaining Q-functions are easily reconstructed from these.
Qa|∅ from Q
All four Qa|∅ belong to the left compact Young diagram and should thus be rational.
Their structure is
Qa|∅ =
qa|∅
uL
, qa|∅ =
pa|∅∑
k=0
cku
k . (66)
The asymptotic powers pa|∅ can be found from power counting in the QQ-relations and
are
p2|∅ = L− n
2222
f2
− 1 , p3|∅ = L− n
2222
f3
, p4|∅ = L− n
2222
f4
+ 1 . (67)
An easy way to find Qa|∅ is to simply fit polynomials to
QA|∅ = det
1≤a,j≤|A|
(
Q
[|A|+1−2j]
a|∅
)
. (68)
In practice, one can first fix Q2|∅ from Q12|∅ = Q2,0, then fix Q3|∅ from Q123|∅ = Q3,0,
and finally Q4|∅ from Q1234|∅ = Q4,0.
Q∅|j from Q
Q∅|2 belongs to the left compact diagram and should be rational. Its structure is
Q∅|2 = u
Lq∅|2 q∅|2 =
p∅|2∑
k=0
cku
k , p∅|2 = n
2222
b2
+ 1 , (69)
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and it can be found by fitting a polynomial to
Q∅|12 = Q
+
∅|1Q
−
∅|2 −Q
−
∅|1Q
+
∅|2 . (70)
Q∅|3 and Q∅|4 do not belong to the left or right compact diagram and are thus not
expected to be rational. The basic QQ-relation Q∅|3Q∅|312 = ... can be rewritten as
11
Q∅|3 = Q∅|2Ψ
(
Q∅|1Q∅|123
Q−∅|12Q
+
∅|12
)
−Q∅|1Ψ
(
Q∅|2Q∅|123
Q−∅|12Q
+
∅|12
)
. (71)
As we explain in Appendix B.1, evaluating these Ψ-operations leads to poles only at
iZ. Also, the way we choose to define Ψ leads to poles only in the lower half-plane,
Im (u) < 0.
Similarly the QQ-relation Q∅|4Q∅|412 = ... can be rewritten as
Q∅|4 = Q∅|2Ψ
(
Q∅|1Q∅|124
Q−∅|12Q
+
∅|12
)
−Q∅|1Ψ
(
Q∅|2Q∅|124
Q−∅|12Q
+
∅|12
)
. (72)
Q∅|124 belongs to the right compact Young diagram, i.e. it is rational, and it can be
found by fitting a polynomial to
Q∅|12Q∅|1234 = Q
+
∅|123Q
−
∅|124 −Q
−
∅|123Q
+
∅|124 . (73)
Qa|j from Qa|∅ and Q∅|j
To generate Qa|j from Qa|∅ and Q∅|j one simply has to solve the first order difference
equation (44c),
Qa|j = −Ψ
(
Q+a|∅Q
+
∅|j
)
. (74)
The rest
All other psu(2, 2|4) Q-functions can be generated by taking determinants of Qa|∅, Q∅|j
and Qa|j [12]:
Qa1,...,am|j1,...,jn =


ǫk1,...,kn
∏m
r=1Q
[±n∓m]
ar |jkr
∏n−m
s=1 Q
[n−m+1−2s]
∅|jkm+s
m < n
ǫk1,...,km
∏m
r=1Qakr |jr m = n
ǫk1,...,km
∏n
r=1Q
[±n∓m]
akr |jr
∏m−n
s=1 Q
[m−n+1−2s]
akn+s |∅
m > n
. (75)
11Define the difference operator, ∇, by ∇(f) ≡ f − f [2]. The operation Ψ is defined as the inverse
of this function, Ψ(∇(f)) = f + P , where P is an arbitrary i-periodic function. The Ψ-operation can
be represented as Ψ(f) =
∑∞
n=0 f
[2n] when the sum converges. See also [15].
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Note that only poles in the lower half-plane, at u = −iN for an odd number of indices
and at u = −i(12 + N) for an even number of indices, develop.
At first sight, solving the difference equations (74) introduces constant ambiguities,
but these can be fixed by recovering the distinguished Q-functions via (75) and com-
paring to the original values found via the algorithm of section 3.3, which were used
to generate Qa|∅ and Q∅|i.
3.6. Symmetries
Certain transformations of the Q-functions leave the QQ-relations invariant. We men-
tion only those that do not spoil the analytic structure of the Q-functions, and we refer
to [12, 27] for a more complete treatment.
x-rescalings
As a specific case of the gauge transformations described in [12, 27], the QQ-relations
and monodromy properties at finite coupling are invariant under the rescalings
QA|J → x
[ |J |−|A| ]D QA|J , (76)
where x is the Zhukovsky variable defined by x + 1x =
u
g . At weak coupling the
leading contribution to x = ug + O(g) is simply proportional to u. So, as the overall
normalisation of the Q-functions is irrelevant in our discussion, the transformation of
the one-loop Q-system simply amounts to
QA|J → u
[ |J |−|A| ]D QA|J . (77)
When it is specified to Qa,s, it becomes (58).
H-symmetry
The generation of the full Q-system from Q required the solution of a number of differ-
ence equations. The solution of such equations always introduce an arbitrary i-periodic
function. The Q-functions all have integer powers in their large u asymptotics. If we
furthermore require that the functions are analytic in the upper half-plane, Im (u) > 0,
then the only allowed i-periodic function is a constant. The corresponding symmetry
is dubbed H-symmetry and corresponds to the transformations
Qa1,...,am|j1,...,jn → H
b1
a1 · · ·H
bm
amHˆ
k1
j1
· · · Hˆknjn Qb1,...,bm|k1,...,kn . (78)
There are certain restrictions on these transformations. The one relevant in this pa-
per is that the distinguished Q-functions should not be affected by (78). In fact, the
distinguished Q-functions are most properly defined as such QA|J that QA|J/Φa,s is a
polynomial and it is the polynomial of the lowest possible degree among all12 polyno-
mials QA|J/Φa,s with |A| = a, |J | = s. Then H-rotations are used to reconcile notation
(45) with this property.
12To be precise, it is the one of lowest degree in the Young diagram Q-system.
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{QA|I(u)}
{QHA|I(u)}
{QA|I(−u)}
{QHA|I(−u)}
↔
↔
l l
Figure 20: All solutions come in sets related by parity and Hodge transformation. In some cases,
one or all of these transformations map a solution to itself.
There are other restrictions on H-rotations which are needed to properly reflect the
match of large-u asymptotic of Q-system with representation theory, but the symmetry
is never fully constrained, and we need to make some agreement to fix it when solving
equations in section 3.5.
Relations between solutions
As the QSC equations are invariant under the parity transformation u↔ −u, then if
{QA|I(u)} is a solution to the Q-system, {QA|I(−u)} will be as well. In some cases,
the two Q-systems will be identical, and we call such solutions parity invariant.
Similarly, the Hodge dual of {QA|I}, which we denote by {Q
H
A|I} ≡ {Q
A|I} and
define through
QA|J ≡ (−1)|A||J |ǫA¯AǫJ¯JQA¯|J¯ , (79)
will also be a solution, though in general to a Q-system with different boundary con-
ditions. However, for some states the two sets of Q-functions are identical, and we call
these Hodge invariant.
Hodge invariance can occur when the left and right compact Young diagrams are
identical, i.e. in the 2222 grading
nf1 = L− nf4
nf2 = L− nf3
nb1 = na2
nb2 = na1 . (80)
This is also referred to as left/right symmetry. When a state is left/right symmetric
(80), it implies that either {QA|I(u)} = {Q
H
A|I(u)} or {QA|I(u)} = {Q
H
A|I(−u)} (or
both). An overview of the related solutions is given in figure 20.
4. Conclusions
We have provided a classification of the symmetry multiplets that appear in the spec-
trum of the AdS5/CFT4 correspondence. We focused on the interpretation of these
states as single-trace operators in SYM at g = 0, and we found it convenient to use
oscillator numbers, or equivalently Young diagrams, to label the multiplets.
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The notion of the extension of a non-compact Young diagram naturally emerged
in our studies from the basic power-counting of the distinguished Q-functions. Given
its natural appearance, we believe that it should be a useful combinatorial object
deserving further study, e.g. to study characters and combinatorics of non-compact
representations. In fact, we have already benefited from the Young diagram exten-
sions: using that such an extension encodes equivalently a representation of a compact
su(N) algebra, we generated the explicit multiplet content of SYM using solely su(N)
characters.
The explicit computation of the spectrum has previously been limited by the ineffi-
ciency of solving nested Bethe equations. By a more careful treatment of the underly-
ing Q-system, we have managed to circumvent the direct usage of these equations and,
along with significantly improved computation speed, we also cured some of the dis-
eases of the Bethe equations related to under- or over-counting. The proposed method
straightforwardly produces the number of solutions predicted by combinatorics. The
solutions that can be found within fifteen minutes on a standard laptop are marked in
Appendix A.3. We refer the reader to our supplemental Mathematica notebook for
the explicit results.
The findings of this paper will serve as the seed for our upcoming work about the
planar AdS5/CFT4 spectrum. This will contain an implemented algorithm to calculate
perturbative corrections for any state to, in principle, any order [62]. We also expect
that our classification and perturbative results can serve as the starting point for a
concrete algorithm to determine the numerical spectrum of any operator at arbitrary
coupling, by a generalisation of [17] or [20].
Acknowledgements
We thank Se´bastien Leurent, David Meidinger, Matthias Staudacher and Stijn van
Tongeren for discussions and comments. C.M. would like to thank IPhT, C.E.A.-Saclay,
where part of this work was done, for hospitality. The work of C.M. was partially
supported by the People Programme (Marie Curie Actions) of the European Union’s
Seventh Framework Programme FP7/2007-2013/ under REA Grant Agreement No
317089 (GATIS).
44
Appendix A. Representation theory details
Appendix A.1. Quantum numbers in the literature
In this appendix we provide a dictionary between the oscillator numbers n and often
encountered parametrisations of the quantum numbers in the literature.
S5 and AdS5 spins: J , S and ∆0
A typical notation for the quantum numbers is the SO(6) × SO(2, 4) Cartan charges
{J1, J2, J3|∆, S1, S2}. These are related to the oscillator numbers through
J1 =
nf1 + nf2 − nf3 − nf4
2
J2 =
nf1 − nf2 + nf3 − nf4
2
J3 =
−nf1 + nf2 + nf3 − nf4
2
∆0 = L+
nb + na
2
=
nf
2
+ na
S1 =
−nb1 + nb2 + na1 − na2
2
S2 =
−nb1 + nb2 − na1 + na2
2
. (A.1)
They alone are enough to specify the multiplet at finite coupling, but not at zero
coupling, except in the case when both shortening conditions (23) are satisfied.
Dynkin labels
Another convention encountered in the literature, e.g. [48], is to use the so(4) Dynkin
labels [s1, s2] and so(6) labels [q1, p, q2], which are related to the oscillator numbers by
s1 = nb2 − nb1 , s2 = na1 − na2 ; q1 = nf1 − nf2 , p = nf2 − nf3 , q2 = nf3 − nf4 .
(A.2)
Additionally ∆0, L, and the hypercharge
B =
nb − na
2
(A.3)
are specified. Then the multiplet is described by the data13 [∆0; s1, s2; q1, p, q2]
B
L .
13Sometimes, a parity label is also given to a state related to its eigenvalue under the parity trans-
formation Π|Φ1Φ2 · · ·ΦN 〉 = (−1)
N |ΦNΦN−1 · · ·Φ1〉. This does not influence the weights, but it is
related to parity properties of the Q-system related to the multiplet.
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Appendix A.2. Efficient computation of the sum of states
In this appendix we explain how the relevant terms in the sum of states
∆V Z =
∑
λ
cλWλ (A.4)
can be generated for high rank of the considered group.
Step 1 List all possible dominant terms. These correspond to all strictly decreasing
partitions of ∆max ·L+∆max(2∆max−1) into 2∆max numbers, with the restriction
that the first number does not exceed L + 2∆max − 1 (for ∆max > 2 the last
∆max − 2 numbers satisfy a stronger upper bound).
Example: For ∆max = 2 and L = 2, the possible dominant terms (all allowed
length-4 partitions of 10) are x41 x
3
2 x
2
3 x4, x
5
1 x
4
2 x3, and x
5
1 x
3
2 x
2
3.
Step 2 For each dominant term, list all possible contributions from ∆V and the corre-
sponding contribution from Z. No row in the contribution from Z can exceed
L.
Example: The term x51 x
3
2 x
2
3 can arise from x
3
1 x
2
2 x3 · x
2
1 x2 x3 and from x
3
1 x2 x
2
3 ·
x21 x
2
2.
Step 3 The terms from ∆V come with a factor of ±1. Each term in Z comes with a
coefficient that can be found by counting the number of ways that the term can
be constructed from building blocks of the kind xdi1x
d
i2
· · · xdi∆max .
Example: x21x2x3 must stem from χ1(x
1)2 and can come from x1x2 · x1x3 and
x1x3 · x1x2. Thus its coefficient in Z is 2. x21x
2
2 can stem from χ1(x
1)2, and can
only arise as x1x2 ·x1x2, but it can also stem from χ1(x2)1, again with coefficient
1. So its coefficient in Z is also 2.
Step 4 For each dominant term add up all contributions to ∆V Z.
Example: The term x51 x
3
2 x
2
3 comes with a coefficient 2 · (−1) + 2 · 1 = 0 in ∆V Z.
An implementation of this algorithm can be found in the ancillary Mathematica note-
book.
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Appendix A.3. Multiplets with ∆22220 ≤ 8
Multiplets for which the corresponding Q-system is not found by our Mathematica-
implementation of the solution algorithm described in section 3.3 within 15 minutes
on a standard laptop are marked in grey.
∆22220 Multiplets
2 1 · [0, 0|1, 1, 1, 1|0, 0]
3 1 · [0, 0|2, 2, 1, 1|0, 0]
4
1 · [0, 0|1, 1, 1, 1|2, 0] 1 · [0, 0|3, 2, 2, 1|0, 0] 1 · [0, 2|1, 1, 1, 1|2, 0] 1 · [0, 2|2, 2, 2, 2|0, 0]
2 · [0, 0|2, 2, 2, 2|0, 0] 2 · [0, 0|3, 3, 1, 1|0, 0] 2 · [0, 1|2, 2, 1, 1|1, 0]
5
1 · [0, 0|3, 1, 1, 1|2, 0] 1 · [0, 2|2, 2, 1, 1|2, 0] 1 · [0, 2|3, 3, 3, 1|0, 0] 2 · [0, 0|2, 2, 1, 1|2, 0]
2 · [0, 0|3, 3, 3, 1|0, 0] 2 · [0, 0|4, 2, 2, 2|0, 0] 2 · [0, 0|4, 3, 2, 1|0, 0] 2 · [0, 0|4, 4, 1, 1|0, 0]
2 · [0, 1|2, 2, 2, 2|1, 0] 2 · [0, 1|3, 3, 1, 1|1, 0] 2 · [0, 2|3, 3, 2, 2|0, 0] 4 · [0, 0|3, 3, 2, 2|0, 0]
4 · [0, 1|3, 2, 2, 1|1, 0]
11
2
2 · [0, 0|4, 3, 1, 1|1, 0] 2 · [0, 1|3, 2, 1, 1|2, 0] 2 · [0, 1|4, 4, 2, 1|0, 0] 2 · [0, 2|2, 1, 1, 1|3, 0]
2 · [0, 2|3, 3, 2, 1|1, 0] 2 · [0, 3|2, 2, 2, 1|2, 0] 4 · [0, 0|3, 2, 2, 2|1, 0] 4 · [0, 0|3, 3, 2, 1|1, 0]
4 · [0, 1|2, 2, 2, 1|2, 0] 4 · [0, 1|3, 3, 3, 2|0, 0] 4 · [0, 1|4, 3, 2, 2|0, 0] 4 · [0, 2|3, 2, 2, 2|1, 0]
6
1 · [0, 0|1, 1, 1, 1|4, 0] 1 · [0, 0|4, 2, 1, 1|2, 0] 1 · [0, 2|1, 1, 1, 1|4, 0] 1 · [0, 2|4, 4, 3, 1|0, 0]
1 · [0, 4|1, 1, 1, 1|4, 0] 1 · [0, 4|2, 2, 2, 2|1, 1] 1 · [0, 4|2, 2, 2, 2|2, 0] 1 · [0, 4|3, 3, 3, 3|0, 0]
1 · [1, 1|1, 1, 1, 1|4, 0] 2 · [0, 0|2, 2, 2, 2|1, 1] 2 · [0, 2|2, 2, 2, 2|1, 1] 2 · [0, 2|3, 2, 2, 1|2, 0]
2 · [0, 3|2, 2, 1, 1|3, 0] 2 · [1, 1|2, 2, 2, 2|1, 1] 2 · [1, 1|2, 2, 2, 2|2, 0] 2 · [1, 1|3, 3, 3, 3|0, 0]
3 · [0, 0|2, 2, 2, 2|2, 0] 3 · [0, 0|4, 4, 3, 1|0, 0] 3 · [0, 0|5, 3, 2, 2|0, 0] 3 · [0, 0|5, 3, 3, 1|0, 0]
3 · [0, 0|5, 4, 2, 1|0, 0] 3 · [0, 0|5, 5, 1, 1|0, 0] 3 · [0, 2|3, 3, 3, 3|0, 0] 4 · [0, 0|3, 3, 1, 1|2, 0]
4 · [0, 1|2, 2, 1, 1|3, 0] 4 · [0, 1|3, 3, 3, 1|1, 0] 4 · [0, 1|4, 2, 2, 2|1, 0] 4 · [0, 1|4, 4, 1, 1|1, 0]
4 · [0, 2|4, 4, 2, 2|0, 0] 4 · [0, 3|3, 3, 2, 2|1, 0] 5 · [0, 0|3, 3, 3, 3|0, 0] 5 · [0, 2|3, 3, 1, 1|2, 0]
6 · [0, 0|3, 2, 2, 1|2, 0] 6 · [0, 2|4, 3, 3, 2|0, 0] 7 · [0, 2|2, 2, 2, 2|2, 0] 8 · [0, 1|4, 3, 2, 1|1, 0]
9 · [0, 0|4, 3, 3, 2|0, 0] 10 · [0, 0|4, 4, 2, 2|0, 0] 16 · [0, 1|3, 3, 2, 2|1, 0]
13
2
2 · [0, 0|2, 2, 2, 1|3, 0] 2 · [0, 0|5, 2, 2, 2|1, 0] 2 · [0, 0|5, 4, 1, 1|1, 0] 2 · [0, 1|2, 1, 1, 1|4, 0]
2 · [0, 1|4, 4, 4, 1|0, 0] 2 · [0, 1|5, 5, 2, 1|0, 0] 2 · [0, 3|3, 2, 2, 2|1, 1] 2 · [0, 3|4, 3, 3, 3|0, 0]
2 · [0, 4|3, 3, 3, 2|1, 0] 2 · [1, 1|2, 2, 2, 1|3, 0] 4 · [0, 0|3, 2, 1, 1|3, 0] 4 · [0, 0|5, 3, 2, 1|1, 0]
4 · [0, 1|4, 3, 1, 1|2, 0] 4 · [0, 1|5, 4, 3, 1|0, 0] 4 · [0, 2|3, 2, 1, 1|3, 0] 4 · [0, 2|4, 4, 2, 1|1, 0]
4 · [0, 3|3, 3, 2, 1|2, 0] 4 · [0, 3|4, 4, 3, 2|0, 0] 6 · [0, 1|4, 2, 2, 1|2, 0] 6 · [0, 2|2, 2, 2, 1|3, 0]
6 · [0, 2|4, 3, 3, 1|1, 0] 6 · [0, 3|3, 2, 2, 2|2, 0] 8 · [0, 1|3, 2, 2, 2|1, 1] 8 · [1, 1|3, 3, 3, 2|1, 0]
10 · [0, 0|4, 3, 3, 1|1, 0] 10 · [0, 0|4, 4, 2, 1|1, 0] 10 · [0, 1|5, 3, 3, 2|0, 0] 10 · [0, 1|5, 4, 2, 2|0, 0]
12 · [0, 0|3, 3, 3, 2|1, 0] 12 · [0, 1|4, 3, 3, 3|0, 0] 16 · [0, 1|3, 3, 2, 1|2, 0] 16 · [0, 2|4, 3, 2, 2|1, 0]
20 · [0, 1|3, 2, 2, 2|2, 0] 20 · [0, 2|3, 3, 3, 2|1, 0] 24 · [0, 0|4, 3, 2, 2|1, 0] 24 · [0, 1|4, 4, 3, 2|0, 0]
Table A.10: Spectrum of unprotected multiplets [nb|nf |na]
2222 with ∆22220 ≤
13
2
. We find complete
agreement with the results in [48]. Our algorithm finds the Q-system for all these multiplets in a
matter of minutes.
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∆22220 Multiplets
7
2 · [0, 0|2, 2, 1, 1|4, 0] 2 · [0, 0|3, 1, 1, 1|4, 0] 2 · [0, 0|5, 2, 2, 1|2, 0] 2 · [0, 2|3, 1, 1, 1|4, 0]
2 · [0, 2|5, 4, 4, 1|0, 0] 2 · [0, 3|1, 1, 1, 1|5, 0] 2 · [0, 4|3, 3, 2, 2|1, 1] 2 · [0, 4|3, 3, 3, 1|2, 0]
2 · [0, 4|4, 4, 3, 3|0, 0] 2 · [0, 4|4, 4, 4, 2|0, 0] 2 · [0, 5|2, 2, 2, 2|3, 0] 2 · [1, 1|2, 2, 1, 1|4, 0]
3 · [0, 0|5, 3, 1, 1|2, 0] 3 · [0, 0|6, 6, 1, 1|0, 0] 3 · [0, 2|5, 5, 3, 1|0, 0] 3 · [0, 4|2, 2, 1, 1|4, 0]
3 · [1, 2|2, 2, 2, 2|2, 1] 4 · [0, 0|6, 4, 3, 1|0, 0] 4 · [0, 1|4, 2, 1, 1|3, 0] 4 · [0, 3|3, 3, 1, 1|3, 0]
4 · [0, 3|4, 4, 3, 1|1, 0] 5 · [0, 0|5, 4, 4, 1|0, 0] 5 · [0, 0|6, 3, 3, 2|0, 0] 6 · [0, 0|6, 5, 2, 1|0, 0]
6 · [0, 1|5, 5, 1, 1|1, 0] 6 · [0, 2|4, 2, 2, 2|1, 1] 6 · [0, 3|2, 2, 2, 2|2, 1] 6 · [1, 1|3, 3, 3, 1|2, 0]
6 · [1, 2|2, 2, 2, 2|3, 0] 7 · [0, 1|2, 2, 2, 2|2, 1] 7 · [0, 2|2, 2, 1, 1|4, 0] 7 · [0, 2|4, 4, 1, 1|2, 0]
7 · [0, 4|3, 3, 2, 2|2, 0] 7 · [1, 2|3, 3, 3, 3|1, 0] 8 · [0, 0|5, 5, 3, 1|0, 0] 8 · [0, 0|6, 4, 2, 2|0, 0]
8 · [0, 1|5, 3, 3, 1|1, 0] 8 · [1, 1|3, 3, 2, 2|1, 1] 9 · [0, 0|4, 2, 2, 2|1, 1] 9 · [1, 1|4, 4, 4, 2|0, 0]
10 · [0, 0|3, 3, 2, 2|1, 1] 10 · [0, 0|3, 3, 3, 1|2, 0] 10 · [0, 0|4, 4, 1, 1|2, 0] 10 · [0, 2|5, 3, 3, 3|0, 0]
10 · [0, 2|5, 5, 2, 2|0, 0] 10 · [0, 3|2, 2, 2, 2|3, 0] 10 · [0, 3|3, 2, 2, 1|3, 0] 10 · [1, 1|4, 4, 3, 3|0, 0]
12 · [0, 1|2, 2, 2, 2|3, 0] 12 · [0, 1|3, 3, 1, 1|3, 0] 12 · [0, 3|3, 3, 3, 3|1, 0] 12 · [0, 3|4, 4, 2, 2|1, 0]
14 · [0, 2|3, 3, 3, 1|2, 0] 14 · [0, 2|4, 2, 2, 2|2, 0] 15 · [0, 0|4, 4, 4, 2|0, 0] 15 · [0, 0|5, 3, 3, 3|0, 0]
16 · [0, 0|4, 2, 2, 2|2, 0] 16 · [0, 2|4, 4, 4, 2|0, 0] 18 · [0, 0|4, 4, 3, 3|0, 0] 18 · [0, 0|5, 5, 2, 2|0, 0]
18 · [0, 1|3, 2, 2, 1|3, 0] 18 · [0, 1|5, 4, 2, 1|1, 0] 18 · [0, 2|3, 3, 2, 2|1, 1] 18 · [0, 2|4, 3, 2, 1|2, 0]
18 · [0, 3|4, 3, 3, 2|1, 0] 18 · [1, 1|3, 3, 2, 2|2, 0] 22 · [0, 0|4, 3, 2, 1|2, 0] 22 · [0, 1|4, 4, 3, 1|1, 0]
22 · [0, 1|5, 3, 2, 2|1, 0] 22 · [0, 2|5, 4, 3, 2|0, 0] 23 · [0, 1|3, 3, 3, 3|1, 0] 24 · [0, 0|3, 3, 2, 2|2, 0]
24 · [0, 2|4, 4, 3, 3|0, 0] 42 · [0, 0|5, 4, 3, 2|0, 0] 43 · [0, 2|3, 3, 2, 2|2, 0] 52 · [0, 1|4, 4, 2, 2|1, 0]
74 · [0, 1|4, 3, 3, 2|1, 0]
15
2
2 · [0, 4|2, 1, 1, 1|5, 0] 2 · [0, 5|2, 2, 2, 1|4, 0] 2 · [0, 5|3, 3, 3, 2|1, 1] 2 · [1, 1|2, 1, 1, 1|5, 0]
4 · [0, 0|6, 5, 1, 1|1, 0] 4 · [0, 1|5, 2, 2, 2|1, 1] 4 · [0, 1|6, 6, 2, 1|0, 0] 4 · [0, 2|2, 1, 1, 1|5, 0]
4 · [0, 5|3, 3, 3, 2|2, 0] 4 · [1, 1|4, 4, 4, 1|1, 0] 6 · [0, 0|6, 3, 3, 1|1, 0] 6 · [0, 1|6, 4, 4, 1|0, 0]
6 · [0, 3|3, 2, 1, 1|4, 0] 6 · [0, 4|3, 3, 2, 1|3, 0] 7 · [0, 4|3, 2, 2, 2|2, 1] 7 · [1, 2|2, 2, 2, 1|4, 0]
8 · [0, 0|6, 3, 2, 2|1, 0] 8 · [0, 0|6, 4, 2, 1|1, 0] 8 · [0, 1|5, 5, 4, 1|0, 0] 8 · [0, 1|6, 5, 3, 1|0, 0]
10 · [0, 0|4, 4, 4, 1|1, 0] 10 · [0, 1|5, 4, 1, 1|2, 0] 10 · [0, 1|6, 3, 3, 3|0, 0] 10 · [0, 2|4, 2, 2, 1|3, 0]
10 · [0, 2|5, 5, 2, 1|1, 0] 10 · [0, 3|2, 2, 2, 1|4, 0] 10 · [0, 3|4, 3, 3, 1|2, 0] 10 · [0, 4|3, 2, 2, 2|3, 0]
11 · [0, 0|3, 2, 2, 2|2, 1] 11 · [0, 1|2, 2, 2, 1|4, 0] 11 · [0, 4|4, 3, 3, 3|1, 0] 11 · [1, 2|4, 4, 4, 3|0, 0]
12 · [0, 0|4, 3, 1, 1|3, 0] 12 · [0, 1|3, 2, 1, 1|4, 0] 12 · [0, 1|5, 2, 2, 2|2, 0] 12 · [0, 2|4, 3, 1, 1|3, 0]
12 · [0, 2|4, 4, 4, 1|1, 0] 12 · [0, 3|4, 4, 2, 1|2, 0] 12 · [0, 3|5, 5, 3, 2|0, 0] 12 · [0, 4|4, 4, 3, 2|1, 0]
14 · [0, 0|4, 2, 2, 1|3, 0] 14 · [0, 3|5, 4, 4, 2|0, 0] 14 · [1, 1|3, 2, 2, 2|2, 1] 14 · [1, 2|3, 3, 3, 2|1, 1]
16 · [0, 0|3, 3, 2, 1|3, 0] 16 · [0, 3|4, 3, 2, 2|1, 1] 16 · [0, 3|5, 4, 3, 3|0, 0] 16 · [1, 1|3, 3, 2, 1|3, 0]
18 · [0, 0|3, 2, 2, 2|3, 0] 18 · [0, 1|5, 3, 2, 1|2, 0] 18 · [0, 2|5, 4, 3, 1|1, 0] 18 · [0, 3|4, 4, 4, 3|0, 0]
20 · [0, 0|5, 5, 2, 1|1, 0] 20 · [0, 1|6, 5, 2, 2|0, 0] 20 · [0, 3|3, 3, 3, 2|1, 1] 20 · [1, 1|3, 2, 2, 2|3, 0]
31 · [0, 2|3, 2, 2, 2|2, 1] 31 · [1, 2|3, 3, 3, 2|2, 0] 38 · [0, 0|5, 4, 3, 1|1, 0] 38 · [0, 1|3, 3, 3, 2|1, 1]
38 · [0, 1|6, 4, 3, 2|0, 0] 38 · [0, 2|3, 3, 2, 1|3, 0] 38 · [0, 3|4, 3, 2, 2|2, 0] 38 · [1, 1|4, 3, 3, 3|1, 0]
43 · [0, 0|4, 3, 3, 3|1, 0] 43 · [0, 1|4, 4, 4, 3|0, 0] 48 · [0, 1|4, 3, 3, 1|2, 0] 48 · [0, 1|4, 4, 2, 1|2, 0]
48 · [0, 2|3, 2, 2, 2|3, 0] 48 · [0, 2|5, 3, 3, 2|1, 0] 48 · [0, 2|5, 4, 2, 2|1, 0] 48 · [0, 3|3, 3, 3, 2|2, 0]
52 · [0, 1|4, 3, 2, 2|1, 1] 52 · [1, 1|4, 4, 3, 2|1, 0] 72 · [0, 0|5, 3, 3, 2|1, 0] 72 · [0, 0|5, 4, 2, 2|1, 0]
72 · [0, 1|5, 4, 4, 2|0, 0] 72 · [0, 1|5, 5, 3, 2|0, 0] 77 · [0, 1|3, 3, 3, 2|2, 0] 77 · [0, 2|4, 3, 3, 3|1, 0]
80 · [0, 0|4, 4, 3, 2|1, 0] 80 · [0, 1|5, 4, 3, 3|0, 0] 120 · [0, 1|4, 3, 2, 2|2, 0] 120 · [0, 2|4, 4, 3, 2|1, 0]
Table A.11: Spectrum of unprotected multiplets [nb|nf |na]
2222 with ∆22220 = 7 and ∆
2222
0 =
15
2
.
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∆22220 Multiplets
8
1 · [0, 0|1, 1, 1, 1|6, 0] 1 · [0, 0|5, 1, 1, 1|4, 0] 1 · [0, 4|1, 1, 1, 1|6, 0] 1 · [0, 4|5, 5, 5, 1|0, 0]
1 · [0, 6|1, 1, 1, 1|6, 0] 1 · [0, 6|2, 2, 2, 2|2, 2] 1 · [0, 6|2, 2, 2, 2|3, 1] 1 · [0, 6|2, 2, 2, 2|4, 0]
1 · [0, 6|3, 3, 3, 3|1, 1] 1 · [0, 6|4, 4, 4, 4|0, 0] 1 · [1, 1|1, 1, 1, 1|6, 0] 1 · [1, 3|1, 1, 1, 1|6, 0]
1 · [2, 2|1, 1, 1, 1|6, 0] 2 · [0, 2|1, 1, 1, 1|6, 0] 2 · [0, 3|3, 1, 1, 1|5, 0] 2 · [0, 5|2, 2, 1, 1|5, 0]
2 · [0, 5|3, 3, 3, 1|3, 0] 2 · [0, 6|3, 3, 3, 3|2, 0] 2 · [1, 3|2, 2, 2, 2|2, 2] 2 · [2, 2|2, 2, 2, 2|3, 1]
3 · [0, 0|6, 2, 2, 2|1, 1] 3 · [0, 0|6, 2, 2, 2|2, 0] 3 · [0, 2|5, 5, 5, 1|0, 0] 3 · [1, 1|5, 5, 5, 1|0, 0]
3 · [2, 2|2, 2, 2, 2|2, 2] 4 · [0, 0|7, 4, 4, 1|0, 0] 4 · [0, 0|7, 7, 1, 1|0, 0] 4 · [0, 1|3, 1, 1, 1|5, 0]
4 · [0, 5|4, 4, 4, 2|1, 0] 5 · [0, 0|2, 2, 2, 2|2, 2] 5 · [0, 0|2, 2, 2, 2|3, 1] 5 · [0, 0|6, 4, 1, 1|2, 0]
5 · [0, 2|6, 6, 3, 1|0, 0] 5 · [0, 4|2, 2, 2, 2|2, 2] 5 · [1, 1|2, 2, 2, 2|2, 2] 5 · [1, 3|4, 4, 4, 4|0, 0]
5 · [2, 2|2, 2, 2, 2|4, 0] 5 · [2, 2|3, 3, 3, 3|1, 1] 5 · [2, 2|4, 4, 4, 4|0, 0] 6 · [0, 0|5, 5, 5, 1|0, 0]
6 · [0, 0|7, 3, 3, 3|0, 0] 6 · [0, 5|3, 3, 2, 2|2, 1] 6 · [1, 2|2, 2, 1, 1|5, 0] 7 · [0, 0|2, 2, 2, 2|4, 0]
7 · [0, 0|4, 2, 1, 1|4, 0] 7 · [0, 0|7, 6, 2, 1|0, 0] 7 · [0, 4|4, 4, 4, 4|0, 0] 7 · [0, 4|5, 5, 4, 2|0, 0]
8 · [0, 0|6, 3, 2, 1|2, 0] 8 · [0, 1|2, 2, 1, 1|5, 0] 8 · [0, 1|6, 6, 1, 1|1, 0] 8 · [0, 2|4, 2, 1, 1|4, 0]
8 · [0, 2|6, 5, 4, 1|0, 0] 8 · [0, 4|3, 3, 1, 1|4, 0] 8 · [0, 4|4, 4, 3, 1|2, 0] 8 · [0, 5|4, 4, 3, 3|1, 0]
9 · [0, 4|3, 2, 2, 1|4, 0] 10 · [0, 0|3, 3, 1, 1|4, 0] 10 · [0, 0|7, 5, 3, 1|0, 0] 10 · [0, 1|5, 2, 2, 1|3, 0]
10 · [0, 1|5, 3, 1, 1|3, 0] 10 · [0, 2|2, 2, 2, 2|2, 2] 10 · [0, 3|2, 2, 1, 1|5, 0] 10 · [0, 3|5, 4, 4, 1|1, 0]
10 · [0, 3|5, 5, 3, 1|1, 0] 10 · [0, 4|2, 2, 2, 2|3, 1] 10 · [0, 4|4, 4, 2, 2|1, 1] 10 · [0, 4|5, 5, 3, 3|0, 0]
10 · [0, 5|3, 3, 2, 2|3, 0] 10 · [1, 1|3, 3, 1, 1|4, 0] 10 · [1, 3|2, 2, 2, 2|3, 1] 10 · [1, 3|2, 2, 2, 2|4, 0]
10 · [2, 2|3, 3, 3, 3|2, 0] 12 · [0, 2|5, 5, 1, 1|2, 0] 12 · [0, 3|4, 4, 1, 1|3, 0] 13 · [0, 0|3, 2, 2, 1|4, 0]
13 · [0, 4|5, 4, 4, 3|0, 0] 14 · [0, 0|6, 6, 3, 1|0, 0] 14 · [0, 0|7, 5, 2, 2|0, 0] 14 · [1, 1|2, 2, 2, 2|3, 1]
14 · [1, 3|3, 3, 3, 3|1, 1] 15 · [0, 0|5, 5, 1, 1|2, 0] 15 · [0, 2|6, 6, 2, 2|0, 0] 16 · [0, 4|3, 3, 3, 3|1, 1]
16 · [1, 1|2, 2, 2, 2|4, 0] 18 · [0, 0|6, 5, 4, 1|0, 0] 18 · [0, 0|7, 4, 3, 2|0, 0] 18 · [0, 3|4, 2, 2, 2|2, 1]
18 · [0, 4|2, 2, 2, 2|4, 0] 18 · [0, 4|4, 3, 3, 2|1, 1] 18 · [1, 1|3, 2, 2, 1|4, 0] 18 · [1, 2|3, 3, 3, 1|3, 0]
20 · [0, 0|3, 3, 3, 3|1, 1] 20 · [0, 0|4, 4, 4, 4|0, 0] 20 · [1, 1|4, 4, 4, 4|0, 0] 24 · [0, 2|2, 2, 2, 2|3, 1]
24 · [1, 3|3, 3, 3, 3|2, 0] 26 · [0, 2|3, 3, 1, 1|4, 0] 26 · [0, 4|4, 4, 2, 2|2, 0] 28 · [0, 1|4, 4, 1, 1|3, 0]
28 · [0, 3|5, 5, 2, 2|1, 0] 30 · [0, 1|6, 5, 2, 1|1, 0] 30 · [0, 2|2, 2, 2, 2|4, 0] 30 · [0, 3|3, 3, 3, 1|3, 0]
30 · [0, 3|4, 2, 2, 2|3, 0] 30 · [0, 4|3, 3, 3, 3|2, 0] 33 · [0, 0|3, 3, 3, 3|2, 0] 33 · [0, 2|4, 4, 4, 4|0, 0]
34 · [0, 0|6, 6, 2, 2|0, 0] 34 · [0, 2|5, 3, 2, 2|1, 1] 34 · [0, 3|4, 3, 2, 1|3, 0] 34 · [1, 1|4, 4, 3, 1|2, 0]
35 · [1, 1|3, 3, 3, 3|1, 1] 36 · [0, 1|6, 4, 3, 1|1, 0] 38 · [0, 2|5, 3, 3, 1|2, 0] 39 · [1, 1|4, 4, 2, 2|1, 1]
40 · [1, 2|3, 3, 2, 2|2, 1] 41 · [0, 2|3, 2, 2, 1|4, 0] 41 · [0, 4|4, 3, 3, 2|2, 0] 43 · [0, 0|4, 4, 2, 2|1, 1]
43 · [1, 1|5, 5, 3, 3|0, 0] 44 · [0, 1|3, 3, 3, 1|3, 0] 44 · [0, 3|5, 3, 3, 3|1, 0] 45 · [0, 0|5, 3, 2, 2|1, 1]
45 · [0, 2|5, 4, 2, 1|2, 0] 45 · [1, 1|5, 5, 4, 2|0, 0] 46 · [0, 0|5, 3, 3, 1|2, 0] 46 · [0, 2|6, 4, 4, 2|0, 0]
49 · [0, 0|4, 4, 3, 1|2, 0] 49 · [0, 2|6, 4, 3, 3|0, 0] 52 · [0, 1|5, 4, 4, 1|1, 0] 52 · [0, 1|6, 3, 3, 2|1, 0]
54 · [0, 1|4, 2, 2, 2|2, 1] 54 · [0, 2|3, 3, 3, 3|1, 1] 54 · [1, 1|3, 3, 3, 3|2, 0] 54 · [1, 1|4, 3, 3, 2|1, 1]
54 · [1, 2|4, 4, 4, 2|1, 0] 60 · [0, 0|4, 3, 3, 2|1, 1] 60 · [0, 1|5, 5, 3, 1|1, 0] 60 · [0, 1|6, 4, 2, 2|1, 0]
60 · [0, 3|3, 3, 2, 2|2, 1] 60 · [1, 1|5, 4, 4, 3|0, 0] 60 · [1, 2|3, 3, 2, 2|3, 0] 63 · [0, 0|5, 4, 2, 1|2, 0]
63 · [0, 2|6, 5, 3, 2|0, 0] 71 · [0, 0|5, 5, 3, 3|0, 0] 72 · [0, 2|4, 4, 2, 2|1, 1] 72 · [1, 1|4, 4, 2, 2|2, 0]
73 · [0, 2|4, 4, 3, 1|2, 0] 73 · [0, 2|5, 3, 2, 2|2, 0] 74 · [0, 1|4, 2, 2, 2|3, 0] 74 · [0, 3|4, 4, 4, 2|1, 0]
77 · [0, 0|5, 4, 4, 3|0, 0] 77 · [0, 0|5, 5, 4, 2|0, 0] 77 · [0, 0|6, 4, 3, 3|0, 0] 80 · [0, 1|3, 3, 2, 2|2, 1]
80 · [1, 2|4, 4, 3, 3|1, 0] 84 · [0, 0|6, 4, 4, 2|0, 0] 90 · [0, 0|4, 4, 2, 2|2, 0] 90 · [0, 2|5, 5, 3, 3|0, 0]
92 · [0, 3|3, 3, 2, 2|3, 0] 96 · [0, 0|5, 3, 2, 2|2, 0] 96 · [0, 1|4, 3, 2, 1|3, 0] 96 · [0, 2|5, 5, 4, 2|0, 0]
96 · [0, 3|5, 4, 3, 2|1, 0] 101 · [0, 2|3, 3, 3, 3|2, 0] 110 · [0, 1|3, 3, 2, 2|3, 0] 110 · [0, 3|4, 4, 3, 3|1, 0]
112 · [0, 0|6, 5, 3, 2|0, 0] 120 · [0, 0|4, 3, 3, 2|2, 0] 120 · [0, 2|5, 4, 4, 3|0, 0] 122 · [0, 2|4, 3, 3, 2|1, 1]
122 · [1, 1|4, 3, 3, 2|2, 0] 130 · [0, 1|5, 5, 2, 2|1, 0] 160 · [0, 1|4, 4, 4, 2|1, 0] 160 · [0, 1|5, 3, 3, 3|1, 0]
176 · [0, 2|4, 4, 2, 2|2, 0] 210 · [0, 1|4, 4, 3, 3|1, 0] 256 · [0, 2|4, 3, 3, 2|2, 0] 378 · [0, 1|5, 4, 3, 2|1, 0]
Table A.12: Spectrum of unprotected multiplets [nb|nf |na]
2222 with ∆22220 = 8.
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Appendix B. Difference equations
Appendix B.1. Cancellations of apparent poles at Bethe roots
Consider the standard QQ-relation
QabQ∅ = Q
+
aQ
−
b −Q
−
aQ
+
b ⇒ Qb = QaΨ
(
Q+abQ
+
∅
QaQ
[2]
a
)
(B.1)
and use that all Q-functions are allowed to have poles only at iZ (or i(12+Z) for an even
number of indices). Then it should be that apparent poles coming from non-trivial
zeros of Qa in the argument of Ψ cancel out. We are going to derive an expression
which explicitly accounts for this cancellation.
We consider only the case when all Q-functions on the right-hand side of (B.1) are
rational. If Qab involves Ψ-functions, an equivalent nested argument can be generated.
Rewrite the Q-functions as
QA =
qApA
rA
, (B.2)
where pA and rA are fused factors of u of the type
∏
(u + in)k (or
∏
(u + in + i2)
k
for |A| even), where n ∈ Z, and qA contains no such factors. Then it is possible to
uniquely split the argument of the Ψ-summation in (B.1) as
Q+abQ
+
∅
QaQ
[2]
a
=
q+abq
+
∅
qaq
++
a
p+abp
+
∅ rar
++
a
pap
++
a r
+
abr
+
∅︸ ︷︷ ︸
P/R
=
A
qa
+
B
q++a
+
C
R
+D , (B.3)
where R and P are polynomials, and where A and B are polynomials of lower degree
than qa, C is a polynomial of lower degree than R, and D is a polynomial of at most
the total asymptotic degree of the left-hand side. The polynomials A, B, C and D can
be fixed by simply matching coefficients of individual powers in
q+abq
+
∅ P = Aq
++
a R+BqaR+Cqaq
++
a +Dqaq
++
a R . (B.4)
Now,
Qb = QaΨ
(
Q+abQ
+
∅
QaQ
[2]
a
)
= Qa
(
A
qa
+Ψ
(
A++ +B
q++a
)
+Ψ
(
C
R
+D
))
=
paA
ra
+QaΨ
(
A++ +B
q++a
)
+QaΨ
(
C
R
+D
)
. (B.5)
In this expression, the only potential poles away from iZ arise from the second term.
Then it should be that A++ + B = 0, since A++ + B is of lower degree than qa and
thus unable to cancel the poles otherwise. Conclusion:
Qb =
paA
ra
+QaΨ
(
C
R
+D
)
. (B.6)
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