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Abstract A path integral formalism for non-equilibrium systems is proposed
based on a manifold of quasi-equilibrium densities. A generalized Boltzmann
principle is used to weight manifold paths with the exponential of minus the
information discrepancy of a particular manifold path with respect to full Li-
ouvillean evolution. The likelihood of a manifold member at a particular time
is termed a consistency distribution and is analogous to a quantum wavefunc-
tion. The Lagrangian here is of modified generalized Onsager-Machlup form.
For large times and long slow timescales the thermodynamics is of Öttinger
form. The proposed path integral has connections with those occuring in
the quantum theory of a particle in an external electromagnetic field. It is
however entirely of a Wiener form and so practical to compute. Finally it is
shown that providing certain reasonable conditions are met then there exists
a unique steady-state consistency distribution.
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PACS 05.20.-y · 03.65.-w
1 Introduction
Around sixty years ago Onsager and Machlup (OM) [23] proposed a near
equilibrium variational principle for determining the likelihood of time de-
pendent fluctuations in statistical systems in equilibrium. This principle is
formulated as a Wiener path integral and the associated stochastic process
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2is easily shown to be Ornstein Uhlenbeck. Formally the path amplitudes W
are given by
W [λ(t)] = C exp
[
−k−1
ˆ t
0
(
λ˙− Uλ
)t
g
(
λ˙− Uλ
)
dt
]
(1)
≡ C exp
[
−k−1
ˆ t
0
L
(
λ˙, λ
)
dt
]
(2)
≡ C exp [−k−1S [λ(t)]] (3)
where the vector path λ(t) lies in an appropriate vector space of ther-
modynamical variables; the g and U are constant matrices with the former
non-negative definite; k is Boltzmann’s constant while S and L will be re-
ferred to as an action and a Lagrangian respectively. The probability function
p with respect to a thermodynamical variable λ at a particular time T is then
given using a path integral over W :
p(λT ) = C
ˆ
dλ0p(λ0)K(λ0, λT )
K(λ0, λT ) ≡
ˆ
λ(0) = λ0
λ(T ) = λT
W [λ(t)]Dλ
where the second path integral K(λ0, λT ) is over all paths with endpoints
λ0 and λT . If one fixes λ(0) = λ0 then because g is positive definite, the
action S is minimized by choosing the path which is a solution of
λ˙ = Uλ (4)
Now for the special case of the action given by (1) then1 one can show that
this particular path also maximizes p for all times providing λ0 maximizes p
at t = 0. As noted by OM it therefore selects the thermodynamical path for
the system.
It is worth observing that this property does not hold for more general
actions and stochastic processes as we shall see in more detail below. In this
contribution, we shall refer to the path which maximizes p for all times as a
thermodynamical path. The path which minimizes the action S between any
two fixed endpoints and is thus a solution of the second order Euler-Lagrange
equations, we shall refer to as an extremal path. In general it will not be the
case that an extremal path between any two points on a thermodynamical
path is in fact a thermodynamical path. This property is however true for
the original OM path integral.
Several relevant questions arise from this seminal formulation
1. Can this principle be extended to far from equilibrium systems and if so
how exactly? One might hope that a Lagrangian of the same general form
might be possible with the vector U and matrix g being generalized to
1 With the proviso that p is always Gaussian as was originally assumed by On-
sager and Machlup
3being state dependent. This question occupied the attention of those con-
cerned with general (as opposed to Ornstein Uhlenbeck) Markov stochas-
tic processes in the 1970s. It was discovered (e.g. [16] and [15]) however
that the Lagrangian given in (1), as well as requiring state dependent g
and U , also required the addition of several other terms. The nature of
those terms depended crucially on the time discretization procedure used
to rigorously define the path integral. An attractive feature of the contri-
bution by [15] was that the Lagrangian could be cast into a covariant form
with the various quantities becoming tensors for a Riemannian manifold
determined by regarding g as a metric tensor. Graham and collaborators
showed that the additional terms required in the Lagrangian had a very
natural manifold interpretation and moreover that a natural time dis-
cretisation procedure could be specified to give the derived Lagrangian
using renormalization theory (see [8]).
2. What determines the functional form of the matrices in the Lagrangian
of the original OM path integral and any generalization? In many ap-
proaches to this subject they are simply prescribed empirically. One would
however hope that that they might be derivable from first principles using
the underlying fine-grained dynamics.
3. An original motivation of the OM weight W was as a path generalization
of the Boltzmann principle which relates the probability of a fluctuation
to it’s entropy (see [11]). The action S of the path is therefore argued to be
analogous to the entropy of a fixed time fluctuation. Since the latter can
be cast as an information theoretical functional it would be interesting if
a similar functional could be found for paths.
The approach to be followed here shall be motivated by an attempt to answer
the above three points. Unsurprisingly the above questions (particularly the
first) have received considerable attention in the literature where many other
approaches aside from those just mentioned have been proposed. A non-
exhaustive list includes [19], [21], [12], [26] and [2]. The first and third of
these studies are closest in spirit mathematically to that to be proposed
here.
The approach followed here is based upon the classical approach to non-
equilibrium statistical systems of Zubarev [30] and a recent extension by
Turkington (BT) [27]. In that work a set of slow variables A are selected
from the system and non-equilibrium densities of the system averaged over
the appropriate timescale (which we denote by ∆t) are approximated using
a maximum entropy principle with constraints provided by the expectation
values of A:
pˆ(t) = exp
[
λ(t)tA−G(β, λ)− βE] (5)
where E is the system energy2. Due to their approximating nature pˆ are
referred to as trial densities. Their functional form implies that they belong
to the manifold of a general exponential density family (see [1]). Coordinates
on such a manifold can be specified using the vector λ or the constraining
expectation values of the slow variables 〈A〉. Note that the dependence of the
2 More general invariants than energy of the dynamical system may also be con-
sidered.
4trial density on the fast variables comes solely through the energy function
E. For many dynamical systems of interest this implies that the fast and
slow variables are statistically independent. It is reasonably clear physically
however that during equilibration, statistical interaction takes place between
the two sets of variables. This shows the approximate nature of the trial
densities and also implies that initially the equilibration process from a trial
density is a slow one (see BT for a demonstration). As a consequence trial
densities are often also referred to as quasi-stationary. More discussion on
these issues will be given below.
The implicit assumption underlying the present approach then is that
if a sufficiently long time average of the system is taken then the result-
ing system density will be close in some sense to particular members of the
trial density family. It is important to stress then that the central objective
of the current approach is to identify a best approximating trial density and
from this deduce good approximating values for 〈A〉. The philosophy adopted
is that the actual statistical interaction between fast and slow variables in
non-equilibrium systems is very complex which implies that only an approxi-
mating density may be found. Notice the contrast in approach to equilibrium
studies where the Gibbs density is commonly assumed to be exact.
The question now arises as to how densities evolve on the particular slow
time scale of interest. For Hamiltonian dynamical systems the exact densities
evolve according to the Liouville equation. Applying the Liouville propaga-
tor to the trial densities results however in general in a density outside the
chosen manifold. One can measure the discrepancy between this evolved den-
sity and trial densities using some appropriate distance functional. Natural
choices for this of course derive from information theory which therefore al-
low the discrepancy to be interpreted as an information loss rate. BT [27]
showed that this loss rate at a particular time can be formulated as a “La-
grangian”3 function LD(λ˙, λ). The specific functional form is dependent on
the original full Hamiltonian dynamical system as well as the trial density
manifold chosen. This first principles calculation is discussed in more detail
later in this contribution and in the original BT reference.
Consider now an experiment in which an initial density is specified to be
exactly a trial density. A fixed λ(0) = λ0 is hence assumed. Consider now
the set of paths λ(t) with this particular starting point. BT proposed that
each such path be assigned the following “action”:
S [λ(t)] =
ˆ T
0
LD(−λ˙, λ)dt (6)
Define now the path minimization function
Sm(λT , T ) ≡ min
λ(T )=λT
S [λ(t)] (7)
The path achieving such a minimization is, in the terminology introduced
above, an extremal between λ0 and λT for the corresponding Lagrangian. The
3 Note that this Lagrangian is quite distinct from that applying to the original
Hamiltonian dynamics. It can in some sense be regarded as a slow variable La-
grangian for the system since λ specifies the slow variable expectation values via a
Legendre transform.
5λopt(t) which specify the coordinates of the best approximating trial density,
are now defined as those values of λ which minimize Sm(λ, t). It is notable
that the path λopt(t) is not in general an extremal path. We comment on this
further below as it is analogous to the difference between a thermodynamical
and extremal path mentioned above in connection with OM theory.
The BT formalism was tested numerically by Kleeman and Turkington
(KT) [18] in a dynamical system which has often served as a simple model of
turbulence: A spectrally truncated Burgers-Hopf (TBH) model which obeys
Hamiltonian dynamics. TBH has the attractive property that the steady-
state statistical density has been shown numerically to be given by a simple
Gaussian Gibbs density4. The system is also a rather stringent test of the
formalism because the decorrelation timescales of the spectral modes vary
inversely with wavenumber which means that there is not a clean separation
between fast and slow variables. Nevertheless the formalism developed per-
formed reasonably well in predicting the time evolution of the means of the
slow (low wavenumber) spectral modes both in a situation close to steady-
state and moderately removed from it. In particular after initialisation with
a member of the trial density family, the closure predicted two qualitative
features of the equilibration with high accuracy:
1. The relaxation time to a steady-state is proportional to the inverse wavenum-
ber which as noted is proportional to the spectral mode decorrelation
time.
2. The modal relaxation is characterised by an initial “plateau” period in
which dissipation increases followed by an exponential decay to a steady-
state via an asymptotic dissipation. The plateau period occupied the same
very significant fraction of the relaxation time for all modes.
The second property has fundamental implications for the macrostate de-
scription of the system. If the system is restarted at a particular time after
the original start time using the trial density implied by the the path λopt(t)
then, in general, it will follow a different path from that of the original ex-
periment. Such behaviour occurs in both the direct numerical simulations
and in the theoretical solutions. It occurs theoretically because a period of
increasing dissipation is always evident for a system initialised with a quasi-
stationary density. Consequently the macrostate co-ordinates λ of the system
at this evolved later time are insufficient to fully specify the future macrostate
evolution. This reflects the fact that, as was noted above, the identified trial
density is only the best approximation to the true density of the system.
What is also the case is that the path of trial densities most consistent with
Liouvilean evolution (the extremal path from equation (7)) is not λopt(t).
Again this is an indication of the inadequacy of choosing just λopt(t) to
describe the macrostate at time t. It is rather curious that for the system
to equilibrate maximally this approximate behaviour appears essential. The
kind of non-Markovian behaviour just noted is also an intrinsic part of other
non-equilibrium theories such as that of Mori-Zwanzig (see [31] and [7]).
4 The energy function for TBH is simply the sum of the squares of the spec-
tral mode amplitudes meaning the Gibbs measure is a Gaussian with uncorrelated
modes and equal variances proportional to the conserved energy of the system.
6In this contribution we shall propose that the macrostate is better spec-
ified using a non-negative consistency distribution5 of the trial manifold co-
ordinates. When such a distribution is given at a particular time, the future
macrostate evolution of the system can be computed uniquely. In some re-
spects this approach is analogous to quantum mechanics where a wave func-
tion at a given time is sufficient via the Schrödinger equation to specify the
future state of the system. Indeed the mentioned consistency distribution
may be derived in a natural way from a path integral in the same basic
way that a quantum wave function is derived from a Feynman path integral.
The Lagrangian involved is the LD discussed above. As usual in statistical
mechanics this path integral is of a Wiener rather than complex Feynman
type. The theory proposed here represents a generalization of the approach
of BT which may be considered as analogous to the classical limit of the
present “quantum” theory. The slow time scale ∆t of the problem plays the
analogous role of the quantum ~−1. The time varying maximum of the con-
sistency distribution represents the sequence of trial densities most consistent
with Liouville evolution and the prescribed initial density. We refer to this
path as the thermodynamical path in analogy with OM theory above. In
general however unlike OM theory this path is not an extremal path for LD.
In the next section we derive the information loss implied in the choice of
a particular time sequence of trial approximating densities. This loss has an
interesting decomposition due to information geometry into pieces related to
reversible and irreversible paths within the manifold.
In section 3 we use this derived information loss Lagrangian to propose a
path integral formulation for the problem at hand using a generalized path
Boltzmann principle. This is an idea suggested originally in a different context
by Onsager and Machlup. A very simple pedagogical example is also given to
illustrate fundamental behavior. A physical interpretation of the consistency
distribution is also given.
In section 4 we compare our path integral with those of OM form us-
ing a Lagrangian transformation due to Roncadelli [25]. Mathematically, the
present path integral is of a generalized OM form with the addition to the
action of a function at the endpoints of the path. It is thus similar to the path
integral considered by [15] and others but there the matrix functions U and g
were not determined from first principles and the terms added to the action
were path dependent. In the limit of large time and large ∆t the formalism
reduces to the classical OM type and the most consistent or thermodynamical
path becomes one of the type proposed by Öttinger.
In section 5 we show that the Lagrangian derived is the same as that for
a non-relativistic particle moving in an external magnetic field as well as an
external potential. The particle moves in a manifold specified by a metric
tensor given by the Fisher information matrix g of the exponential family
assumed.
5 Note that we use the terminology distribution here to avoid confusion with
the approximating trial densities. The consistency distribution is a function (or
distribution) of the coordinates λ which specify the position within the manifold of
trial densities. The densities are defined on the original variables of the Hamiltonian
system.
7In section 6 we consider the Schrödinger equation associated with the
proposed path integral. In section 7 we note the similarity and differences
to the Wick rotated electromagnetic path integral of equilibrium quantum
statistical mechanics. In section 8 we consider the associated (time) transfer
operator and show using compact operator theory that there exists a unique
consistency distribution associated with a steady-state. Section 9 contains a
discussion.
2 Path Liouville discrepancy
Since we intend invoking a generalized Boltzmann principle in the next sec-
tion, we derive here an information theoretic based measure of the discrep-
ancy of a time sequence of trial densities from Liouvillean evolution. For more
detail the reader is also referred to the earlier work BT where this idea was
first introduced using a somewhat different approach.
Suppose we are dealing with a Hamiltonian dynamical system with the
symplectic evolution equation for a general variable given by:
dF
dt
= {F,H}+ ∂F
∂t
where H is the system Hamiltonian and the Poisson bracket is given by
{A,B} = (∇A)t J∇B (8)
with the gradient taken with respect to the dynamical variables and the
matrix J is antisymmetric which ensures the bracket is antisymmetric with
respect to its two arguments. A (smooth) probability density p on this dy-
namical system satisfies the Liouville equation
∂p
∂t
+ Lp = 0 (9)
Lg ≡ {g,H}
with the operator L anti-Hermitian with respect to the usual Hilbert
space inner product.
Consider the anti-Hermitian differential operators
L ≡ −∂H
∂xi
Jij
∂
∂xj
T ≡ ∂
∂t
where xi are the basic (fine grained) dynamical system variables. We as-
sume that these operators commute i.e. that the gradient of H and J do not
depend explicitly on t. Denote now a trial density by pˆ and consider various
temporal evolutions over a short interval ∆t which is however assumed suf-
ficiently long that unresolved degrees of freedom decorrelate. The evolution
according to the Liouville equation (9) will be
p(t+∆t) ≡ e−∆tLpˆ(t)
8Now in general6 this evolved density will lie outside the manifold described
by trial densities. The evolved trial density must therefore be the different
density
pˆ(t+∆t) = e∆tT pˆ(t)
The information lost IL in assuming pˆ(t +∆t) when in fact the density
is p(t+∆t) is simply the relative entropy D(∗||∗) of the second density with
respect to the first. We have now the following
IL = D
(
e−∆tLpˆ||e∆tT pˆ)
=
ˆ
e−∆tLpˆ
(
e−∆tL lˆ − e∆tT lˆ
)
=
〈
e∆tL
(
e−∆tL − e∆tT ) lˆ〉
pˆ
=
〈(
I − e∆tLe∆tT ) lˆ〉
pˆ
(10)
=
〈(
I − e∆t(T+L)
)
lˆ
〉
(11)
with lˆ ≡ log pˆ. On the second line we are using the fact that an arbitrary
function of p also obeys the Liouville equation (9); on the third line we are
using the anti-Hermitean property for L; and on the last line we are using
[L, T ] = 0 and the expectation refers to the trial density at the start of
the propagation interval. Define now the following useful random variable R
which we call the Liouville residual
R(p) ≡ (T + L) log p (12)
Note that for a probability evolving according to the Liouville equation,
R vanishes but will not in general for a pˆ constrained to lie within the trial
density manifold. A general random variable F can be shown (see Appendix)
to satisfy the following evolution equation
∂ 〈F 〉
∂t
− 〈LF 〉 = 〈TF + FR〉
from which we deduce (setting F = 1) firstly that
〈R〉 = 0 (13)
and secondly (setting F = R) that
〈(T + L)R〉 = − 〈R2〉 (14)
Returning now to equation (11) we expand the exponential operator as a
Taylor series. The terms in∆t of order zero and one vanish due to cancellation
6 If the trial distribution gives an invariant measure for the system this will not
be the case.
9and equation (13) while the order two term remains and using (14) we derive
the remarkably simply second order approximation
IL =
(∆t)
2
2
〈
R2
〉
+O((∆t)
3
)
Thus the information loss to lowest order is simply proportional to the
variance of the Liouville residual R. It is worth observing that this loss is
quadratic in the time interval ∆t which is consistent with the relative en-
tropy geometrically being a distance squared (see [1]).
In order to make further progress beyond this general equation we now
specify the trial density manifold T . We identify a subset of functions A (as-
sumed a vector) from the dynamical system which we label as the resolved
(or coarse grained) variables. In general these will be functions of the slow
variables for the dynamical system. Secondly we assume that steady-state
densities are of a Gibbs type and for simplicity we assume that the only in-
variant involved here is the energy. The general trial density is then deduced
by minimizing the relative entropy with respect to the Gibbs density un-
der the assumption that the resolved variable expectations are known. They
therefore take the form as discussed in the previous section
pˆ(t) = exp
[
λ(t)tA−G(β, λ)− βE] (15)
where E is the energy of the system which we are assuming is one of
the resolved variables and satisfies LE = 0. Note also that G normalizes the
distribution and the partition function Z = expG. In addition there is a
one to one relationship between the co-ordinates of the manifold λ and the
expectation values a of the chosen A. Either can serve as co-ordinates for the
trial distribution manifold and are related by a Legendre transform (see, for
example, [1]). With this specification it is easy to calculate R as
R = λ˙t(A− a) + λtLA
where the overdot denotes a time derivative and hence that
IL =
(∆t)
2
2
(
λ˙tgλ˙− 2λ˙t 〈LA〉+ φ
)
+O((∆t)
3
) (16)
φ ≡ λi 〈LAiLAj〉λj
gij ≡ 〈(Ai − ai) (Aj − aj)〉
The matrix/tensor g here is the Fisher information matrix which plays a
central role as a Riemannian metric tensor in the field of information geom-
etry (see [1]). We have also used the following identity derived in Appendix
A:
〈LAi〉 = −λj 〈(Ai − ai)LAj〉
There is an interesting decomposition of the information loss IL which
relates both to reversible thermodynamics and to the basic information ge-
ometry we are considering. The entropy S along a general trajectory may
easily be computed as
S = −〈log pˆ〉 = −λta+G+ βu
u ≡ 〈E〉
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Taking the time derivative we obtain (see Appendix A)
S˙ = −λtgλ˙+ βu˙ (17)
Suppose we now define a particular trajectory in our trial distribution man-
ifold which satisfies the following first order differential equation:
dλ˜
dt
= g−1 〈LA〉 (18)
where λ˜ is used to distinguish this particular trajectory from a general trajec-
tory which we write simply as λ. Obviously a specification of co-ordinates for
a given time will then specify the particular trajectory given equation (18).
Combining equations (17) and (18) we obtain for this particular trajectory
that (see Appendix A):
S˙ = βu˙
which is the usual expression for reversible entropy change in an open
system with varying mean energy. We therefore identify the particular tra-
jectory above as a reversible trajectory. The information loss along this re-
versible trajectory can be computed simply by substituting (18) into (16)
giving to second order accuracy
ILrev =
(∆t)
2
2
(
φ− 〈LA〉t g−1 〈LA〉
)
(19)
Finally we can compute ILirr the relative entropy between a reversible
and a general irreversible trajectory within our manifold. Since both lie within
the manifold their relative entropy can be calculated to second order accuracy
by the following well known relation in information geometry between relative
entropy and the Fisher metric (see [1]):
D(pˆ(λ)||pˆ(λ+ v)) = 
2
2
vtgv +O(3)
thus to second order accuracy we obtain, using the defining relation for a
reversible trajectory
ILirr =
(∆t)
2
2
(
λ˙− g−1 〈LA〉
)t
g
(
λ˙− g−1 〈LA〉
)
(20)
It is now trivial to verify the following interesting relation between various
information losses which is accurate to second order:
IL = ILrev + ILirr (21)
The non-negativity of relative entropy now shows that over the timestep
∆t the information loss to second order can be minimized to ILrev by choos-
ing the reversible trajectory. The endpoint of the reversible trajectory can
thus be viewed as a projection7 from the fully Liouvillian evolved initial trial
distribution back into the trial manifold. ILirr represents the information loss
in not choosing this infinitesimally optimal reversible trajectory while ILrev
11
A
B
C
E
IL
IL
IL rev
irr
IL = IL + IL irr
Liouville
evolution
Reversible
evolution
Irreversible
evolution
rev
T
Fig. 1 Information loss decomposition to second order accuracy. Liouville evolu-
tion takes a distribution A in the trial manifold T to the distribution E which
lies outside T . The “nearest” distribution in T to E is B in the sense that it
has minimum relative entropy D(E||∗). Thus B may be considered a projec-
tion of E into T . A general distribution C in the trial manifold differs from B
by the relative entropy of D(B||C) and the projective nature of B ensures that
D(E||C) = D(E||B) + D(B||C) or IL = ILrev + ILirr. This relation is known
in information geometry as a Pythagorean relation since relative entropy for small
displacements within the manifold T can be regarded as a squared distance.
represents the minimum possible information loss for all trajectories. The full
situation is depicted schematically in Figure 1. It should be clear however
that if one chooses a large number of timesteps the reversible trajectory will
no longer in general minimize information loss since ILrev clearly depends
on the trajectory chosen and there are usually irreversible trajectories which
result in smaller values of this quantity at a given time than that occuring
on the reversible trajectory. The relation (21) has been discussed at length in
information theoretic contexts (see [1] and [6] Chapter 11) where it is referred
to as the relative entropy Pythagorean relation since this functional is best
viewed as a distance squared. Note that the decomposition above was first
discussed in BT in a somewhat different context. Here we have emphasized
the information theoretic perspective for reasons that will become apparent
when we turn to the path integral formalism in the next section.
The relevant dynamical object of interest is, of course, a long time path
in the trial distribution manifold. The total informational discrepancy of
interest is then simply proportional to the sum of each IL along the time
interval. Mathematically it is convenient to pass partially to the infinitesimal
7 Strictly this identification as a projection is precise only in the limit as ∆t→ 0
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time limit in which case this becomes the time integral of a Lagrangian i.e.
the action
S = ∆t
ˆ T
0
Ldt (22)
L ≡ 1
2
(
λ˙tgλ˙− 2λ˙tM + φ
)
(23)
M ≡ 〈LA〉 (24)
Notice that the timestep ∆t enters into the final result as a consequence
of the information loss (relative entropy) being geometrically a distance
squared.
Finally it is worth observing that a somewhat more general formulation
than above has been proposed and tested in BT and KT. There the two parts
of the information loss ILrev and ILirr are weighted differently. This was in
recognition of the fact that the formalism being considered is an idealisation
in two important respects:
Firstly in reality the fast and slow time scales are never cleanly separated.
Secondly there is arbitrariness in how resolved variables A are selected from
functions of the system slow variables. In the two concrete dynamical systems
examined to date in KT and BT it has been found convenient to choose the
weighting somewhat differently than the unit ratio in (21). For the truncated
Burgers-Hopf turbulence system investigated in KT the optimal weighting
for agreement with direct numerical simulations of the full system was found
by increasing the weight of ILrev to around 1.3. In that case however the set
of resolved variables was simply the slow, small wave number spectral modes.
Since in direct simulations of the full system, slow mode variance variation
is apparent, such a set of resolved variables may well be too restrictive and
the set should be extended to include quadratic functions of the slow modes.
Notice that if we ignore ILrev altogether in the decomposition then it is
easily seen that the reversible trajectory results from minimization. These
issues will be examined in more depth in future publications by consider-
ing the convergence issue of larger sets of resolved variables A and also by
analyzing a range of different dynamical systems.
3 Path integral formulation
In the previous section we have associated an arbitrary differentiable path
in the manifold T of trial densities with a non-negative information loss.
Thus from this calculation there exists an obvious way of weighting paths
which is entirely analogous to the OM case discussed earlier. We are however
not interested in path optimality directly. Instead we are interested in best
describing the statistical system at a particular time and hence identifying a
thermodynamical path for the system.
On the time interval [0, T ] consider the set Λ of (differentiable) paths
λ(t) with fixed endpoints λ(0) = λ0 and λ(T ) = λT . It seems reasonable that
the consistency attached to λT should be some function of the information
loss of all the members of Λ. How should such a function be constructed
13
however? Clearly paths with small information loss should contribute more
than those with a larger loss since they are more consistent with Liouvillean
evolution. Evidently there are many possible ways in which this could be
achieved however a very natural way is provided by a Wiener path integral in
the manner of Onsager and Machlup. They argued that their action should
play the role among paths that entropy does for fluctuations. The action
we have defined in the previous section is a path information loss which is
analogous to entropy. We adopt therefore a path Boltzmann principle and
assign a non-negative Wiener path measure by
W [λ(t)] = C exp
[
−∆t
ˆ t
0
L(λ˙, λ)
]
(25)
Note that during any time step ∆t there is an information loss IL for
assuming any step within the trial manifold rather than Liouville evolution.
This is converted to a consistency weight using a Boltzmann principle. These
weights are then multiplied up along a chosen manifold path to form the
non-negative measure W .
The consistency distribution ψ for λT is now simply the “sum” of path
measures for all members of Λ i.e. it is simply the path integral:
ψ(λT ) = K(λ0, λt) ≡
ˆ
λ(0) = λ0
λ(t) = λt
W [λ(t)]Dλ
Clearly as ∆t → ∞ only the extremal path from Λ contributes to the
path integral since the relative weight of all other paths becomes small. Thus
in this limit our consistency distribution is simply C exp(−∆tSm) where Sm
is the extremal action and the optimal choice for λT is provided by the value
minimizing Sm and we return to the formalism proposed in BT. In general
however the slow timescale ∆t will be finite and of physical significance to
the problem being considered. This means that the consistency distribution
will be a function of all paths leading to λT not simply the extremal. The
difference between the BT formalism and the present generalization is entirely
analogous to the difference between classical and quantum mechanics.
The consistency distribution at time t2 may then be defined, as in most
path integral approaches, as the integral of this amplitude muliplied by the
consistency distribution at t1. There remains then the issue of identifying
the appropriate consistency distribution at the initial time. Now obviously
we can, as a practical matter, specify the initial probability density exactly
from the manifold of trial distributions. Given this knowledge the obvious
choice for an initial consistency distribution is simply a Dirac delta function
centered on the manifold point chosen. One may evidently consider other
choices for the initial density which do not lie within the trial distribution
manifold. We defer consideration of that case to a later publication.
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3.1 A simple pedagogical example with macrostate ambiguity and plateau
behaviour.
In order to gain some concrete insight into the formalism proposed above we
now consider the simplest relevant case namely that for exponentially damped
relaxation to a steady-state. Analysis in KT indicates that a straightforward
generalization of this system is relevant to the near to steady-state relaxation
of the TBH system. As we shall see below this very simple system exhibits the
macrostate ambiguity and plateau behaviour discussed in the introduction.
The Lagrangian here is given by
2L = u˙2 + κ2u2
which has the Euler Lagrange equation
u¨ = κ2u
The solution of these equations with fixed endpoints is
u(t) = Aeκt +Be−κt
B =
1
2
u(0)eκT − u(T )
sinh(κT )
A = u(0)−B (26)
Note the importance of not just the damped solution but also the expo-
nential growing one. The action with respect to this extremal can now be
computed with a little algebra
Se(κ, T ) =
ˆ T
0
L(u˙, u)dt
=
κ
2
[
coth(κT )
(
u(0)2 + u(T )2
)− 2u(0)u(T )csch(κT )]
which is a very standard result in path integral theory (see e.g. [13] equa-
tion (10.44)). Suppose we fix u(0) then this action is minimized by a um(T )
satisfying
um(T ) = u(0)sech(κT ) (27)
which satisfies the first order differential equation
u˙m = −k tanh (κt)um
In otherwords the linear dissipation coefficient increases from zero to κ
as time proceeds.
If we set κ = iω the system above becomes a standard harmonic oscillator
for which the Feynman path integral is well known [13] to be simply
KF (u(0), u(T )) = C exp
(
i
~
Se(iω, T )
)
which implies that the Wiener path integral for this problem is
K (u(0), u(T )) = C exp (−∆tSe(κ, T )) (28)
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which is a Gaussian density whose peak is obviously given by equation
(27). Thus in this very simple case the thermodynamical path does not de-
pend on the slow timescale ∆t since it is obtained by simply minimizing the
extremal action between the fixed starting point and all endpoints. For higher
order realistic Lagrangians appropriate for significantly non-equilibrium sit-
uations however it is very important to emphasize that a simple equation of
the form (28) will not hold. The thermodynamical path then will indeed de-
pend on ∆t and it will not be possible to obtain it by minimizing the action
for extremal paths.
Suppose now we set u(T ) = um(T ) then it is easy to see from (26) and
(27) that for t < T we have u(t) 6= um(t). . Furthermore if one restarts the
system at um(t) then the future thermodynamical trajectory differs markedly
from the original. This is illustrated in top panel of Figure 2 for κ = u(0) = 1.
Note in both cases the initial plateau in the equilibration before exponential
decay occurs. This behaviour is qualitatively the same as seen in DNS sim-
ulations of the truncated Burgers turbulence system analyzed in [18]. This
situation suggests intuitively that the trial density at time t > 0 can only
be an approximation to the actual density for that time. This can be seen
concretely by computing the consistency distribution which is proportional
to exp(−∆tSe). The results are shown in the bottom panel of Figure 2 for
∆t = 1 where it is clear that at the restart time there is a rather broad
distribution. Another interesting aspect of the solutions is that the ther-
modynamical path um(t) does not correspond with the extremal path u(t)
between any two points on the thermodynamical path (see section 1). This
is demonstrated in Figure 3 for an endpoint close to the steady-state relative
to the initial conditions. Thus the path with the minimal total information
loss does not correspond with the sequence um(t). The latter appears “more
realistic” in that it exhibits the spinup character universally noted in DNS
solutions and discussed in Section 1.
3.2 The physical interpretation of the consistency distribution
The non-negative distribution ψ(λ(t)) represents how consistent a trial den-
sity is with our knowledge of the initial density and the fact that the true
density obeys the Liouville equation. It depends importantly therefore on our
assumption of which trial density family is appropriate for the problem.
In some respects this situation is analogous to the likelihood function
of mathematical statistics. There a parametric statistical family is selected
based on assumptions concerning the nature of the problem at hand. A sam-
ple is then obtained and the likelihood of a particular choice of parameters
deduced. The maximum likelihood set of parameters then represents the best
available choice from the statistical family given the sample data available.
Of course a different sample results in a different likelihood function which
is quite different to the situation here where the consistency distribution is
fixed once the manifold and initial density are specified. In the statistical
modeling case it is also possible to deduce from the nature of the likelihood
function what the uncertainty of the model parameters are. This is achieved
using the Fisher information matrix. In that case however it is required to
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Fig. 2 Top panel (a): The thermodynamical paths um are shown for the cases
where the start is at either t = 0 or at t = 1.5. In both cases the start values are
on the thermodynamical path started at t = 0 (see text). Note the initial plateau
periods in both cases before exponential decay to a steady-state occurs. Bottom
panel (b): The weights at various times for the case ∆t = 1. Note the (Gaussian)
spread at t = 1.5 where the restart occurs.
assume that the unknown true population is actually drawn from a particular
family density. In the present situation we know that the true density very
likely does not belong exactly to the trial density family since interaction
takes place statistically between fast and slow variables during equilibration.
Such interaction is typically complex and not able to be modelled exactly
using a trial density.
Another situation analogous to the present one is provided by the quan-
tum wavefunction. There only the complex modulus is of direct experimental
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Fig. 3 Displayed are the thermodynamical path together with the extremal path
between the thermodynamical start and end points (for t = 5). Recall that this
latter path gives the minimum information loss between these endpoints.
significance. The complex phase information is however of relevance in de-
scribing the dynamical evolution of the physical state via a Schrödinger equa-
tion of some kind. This situation is exactly analogous to the present theory
where the consistency distribution maximum is directly relevant for defining
the thermodynamical path for the system but the rest of the distribution
again is relevant for describing the dynamical evolution of the macrostate.
In future work the author will explore whether more than simply the max-
imum of the consistency distribution can be used in defining slow variable
expectation values and their uncertainty.
Another interesting situation occurs when we know the true density as
t→∞ to a high degree of accuracy. Often it can be assumed to be very close
to a Gibbs density of some kind. If such a density is included in the trial
manifold then an asymptotic constraint as well as the initial constraint may
be imposed in defining the consistency distribution.
4 Transformation to an Onsager Machlup like path integral
The Lagrangian specified by equation (23) is not of the same generic OM form
of (1). There exists however an interesting transformation that illuminates
the relationship between the two which was originally suggested in the quan-
tum context by Roncadelli [25]. The transformation can also be viewed as a
gauge transformation in the sense of electromagnetism as we shall see in the
next section. Suppose we add to the Lagrangian a term dfdt − λ˙t∇f − ∂f∂t = 0
where f(λ, t) is to be determined. The extra terms allow us to “complete the
square” in the Lagrangian as follows:
1
2
(
λ˙− Φ(f, λ)
)t
g
(
λ˙− Φ(f, λ)
)
+F =
1
2
λ˙tgλ˙−λ˙t (M +∇f)+ 1
2
φ− ∂f
∂t
+
df
dt
(29)
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Equating terms gives the three equations
Φ = g−1(∇f +M) (30)
1
2
ΦtgΦ =
1
2
φ− ∂f
∂t
(31)
F =
df
dt
(32)
Now the momenta p corresponding to λ and the Friedlin-Wentzel Hamil-
tonian H are easily computed to be
p = gλ˙−M
H(p, λ) = λ˙tp− L (33)
=
1
2
λ˙tgλ˙− 1
2
φ (34)
=
1
2
(p+M)
t
g−1 (p+M)− 1
2
φ (35)
Substitution of (30) into (31) and comparison with (35) shows that
H(∇f, λ) + ∂f
∂t
= 0 (36)
in otherwords the Hamilton-Jacobi (HJ) equation for this Lagrangian.
The non-negative action S, which represents the information loss of a par-
ticular path, may now be written instructively as proportional to the terms
S ∝
ˆ T
0
(
λ˙− Φ(f(λ, t), λ)
)t
g
(
λ˙− Φ(f(λ, t), λ)
)
dt+ f(λ(T ), T )− f(λ0, 0)
Such an equation holds for many choices for the gauge function f providing
they satisfy the HJ equation. One interesting choice for interpreting this
reformulation occurs if we specify it at the endpoint:
f(λ, T ) = 0
The values of f between t = 0 and t = T which gives Φ, may be obtained
by integrating the HJ equation back in time from the endpoint to the start
point. We denote this particular solution by f(λ, T, t). With such a choice
and a specified λ0, the last two terms for the action become independent of
λ(T ). It is clear now since g is non-negative definite, that the action at t = T
will be minimized providing that
λ˙ = Φ(f(λ, T, t), λ) = g−1(∇f(λ, T, t) +M)
λ(0) = λ0 (37)
which obviously uniquely specifies a path between t = 0 and t = T . Such
an action minimizing path is not however a thermodynamical path as may
be seen easily by consideration of the very simple example presented in the
previous section. A straightforward calculation shows for that case that it is
actually a extremal path instead. Similarly if we take the limit ∆t→∞ then
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the consistency distribution is determined by the actions of extremal paths
only and thus clearly the path determined by (37) will provide the maximum
of the consistency distribution for t = T . No such deduction is possible for
the general ∆t case however since the consistency distribution depends then
on all paths not just the extremals.
It is clear however from (37) that the resulting Lagrangian with this choice
of gauge f is not of a generalized OM form since the function Φ obviously
depends on the endpoint T chosen.
Suppose now instead we choose f to be time independent i.e. a solution
fs of the stationary HJ equation.
H(∇fs, λ) = 0
The action can now be written as
S(0, T ) ∝
ˆ T
0
(
λ˙− Φ(fs(λ), λ)
)t
g
(
λ˙− Φ(fs(λ), λ)
)
dt+ fs(λ(T ))− fs(λ0)
(38)
The first term here is clearly of generalized OM form while the other
terms depend only on the endpoints of the path. Thus the path integral
here is similar to that discussed by [15] and others but here the additional
terms beyond the generalized OM action depend only on path endpoints. In
addition Φ and g may be determined from first principles not empirically
prescribed. The consistency distribution can now be written as
ψ(λT ) = C exp (−∆tfs(λT ))KOM (λ0, λT ) (39)
whereKOM is a path integral of generalized OM form. One might be tempted
at this point to eliminate the endpoint function here by adding to the original
action an additional endpoint cost term analogous to an entropy function as is
done effectively in the original work by OM. A careful consideration however
of the simple example of the previous section shows that this has the effect
of eliminating the spinup plateau effect for the thermodynamical path which
is seen to be essential from DNS studies.
Further progress in analysis may be made now by considering the large
∆t case because KOM has then been considered in depth by [28]. This limit
is commonly referred to as the weak noise limit. The consistency distribution
in that limit is proportional to a solution of the Fokker Planck equation for
a multiplicative stochastic process with Ito form:
dλ = Φdt+ΠdW
ΠTΠ = (∆tg)
−1 (40)
This connection is not surprising given the more general work of [15] with
the same stochastic processes.
The weak noise limit for such equations have also been extensively studied
in the literature (eg [14] Chapter 6) using perturbation expansion methods.
To first order in  ≡ 1√
∆t
the stochastic process becomes time dependent
Ornstein Uhlenbeck. More precisely let the solution of
λ˙ = Φ(λ) (41)
λ(0) = λ0
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be denoted by α(t) and define the vector variable
y =
λ− α

which is a rescaled deviation from α(t). To first order in  ≡ 1√
∆t
the
stochastic process becomes time dependent Ornstein Uhlenbeck with drift
vector and noise covariance matrix
Ai(t, y) =
∂Φi
∂λj
(λ = α(t)) yj
Bij(t) = g
−1 (λ = α(t))
.Let us now consider the limit of large time and assume that in that case
α(t) → α∗. For such large times, deviations of λ from α∗ form a regular
multivariate Ornstein Uhlenbeck process with linear drift vector and constant
noise covariance matrices of approximately
D∗i (y) =
∂Φi
∂λj
(λ = α∗) yj
B∗ij = g
−1 (λ = α∗)
The large time behaviour of the consistency distribution in this case may
thus be written using (39) approximately as
ψ(λ) ≈ C exp
(
−1
2
(λ− α(t))t σ−1 (λ− α(t))−∆tfs(λ)
)
where σ is the steady-state Ornstein Uhlenbeck covariance matrix obtain-
able from drift and noise covariance matrices. The maximum λˆ of this then
determines the thermodynamical path and can be written as
λˆi = αi(t)− σ∂fs
∂λi
(
λˆ
)
(42)
At α∗ it follows from (41) that we have using the definition of Φ that
Mi(α
∗) +
∂fs
∂λi
(α∗) = 0
which implies since fs is a solution of the stationary HJ equation that
φ(α∗) = 0. However from section 2 it follows from (19) and (21) that
φ ≥M tg−1M ≥ 0
and hence thatMi(α∗) = ∂fs∂λi (α
∗) = 0. Thus one may write in the vicinity
of α∗ that
∂fs
∂λi
(
λˆ
)
≈ Gij λˆj
with G symmetric. Solving (42) we obtain for the thermodynamical path
λˆ(t) ≈ (I + σG)−1 α(t).
Now α(t) satisfies a linearization of the equation (41) about α∗ which is of
the type considered by Öttinger (see [24]) and is relevant to a large number
of practical non-equilibrium thermodynamical systems.
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5 Connection to the motion of a charged particle in an external
electromagnetic field
The original form of the Lagrangian (23) is familiar from classical mechanics.
Indeed if we set gij = mδij then the Hamiltonian from equation (??) is
identical with that of a non-relativistic particle moving in an external fixed
electromagnetic field. Here −M and −φ, which generate the reversible and
irreversible flows, are proportional to the magnetic vector potential8 and the
scalar potential9 respectively (see [20] p421).
The more general case for the Fisher metric tensor g is also interesting.
Here the Euler-Lagrange equations corresponding to the Lagrangian (23)
take after a straightforward calculation the following forced geodesic form
λ¨l + λ˙kλ˙lΓ
l
kl = g
li
[
λ˙k
(
∂Mi
∂λk
− ∂Mk
∂λi
)
+
∂φ
∂λi
]
(43)
where Γ is the Christoffel symbol corresponding to the Riemannian metric
tensor g (and the summation convention is assumed). Such equations are
similar in form to the geodesic equations for a particle subject to an external
electromagnetic field within a general space-time manifold (see [29] pp41 and
69) which read
dua
dτ
+ ucudΓ˜ acd =
q
m
gabFbcu
c (44)
ua ≡ dx
a
dτ
Fab ≡ ∇aMb −∇bMb = ∂aMb − ∂bMa.
The tensor indices here are on space-time; the Christoffel symbol Γ˜ is
appropriate for the usual Lorentzian (as opposed to Riemannian) space-time
manifold; τ is the proper time for the charged particle and finally the electro-
magnetic potential 4-vector Ma is the combined 3-vector potential and the
scalar potential. Note that the electromagnetic field F can be defined from
the potential using an arbitrary derivative operator not just the covariant
derivative corresponding to the metric since it is the exterior derivative of
the potential. If we assume that the particle is moving non-relativisitically
then we have in a suitable co-ordinate system that
u0 =
dx0
dτ
' constant >> ui i = 1, 2, 3 (45)
Finally if we assume that the space-time is static then we can choose an
appropriate co-ordinate frame10 in which the metric tensor is Riemannian
with respect to the spatial co-ordinates; the cross terms g0i vanish and further
g00 = V (x
1, x2, x3)
8 We use M to denote the magnetic vector potential to avoid confusion with the
resolved variable set A
9 This can include both an electric potential and other potentials such as gravi-
tation
10 Set by the static space-time Killing vector
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(see [29] p119). With respect to the spatial indices, the left hand side of the
geodesic equations are now the same as our Riemannian version (43) with the
exception of terms deriving from cross spatial-temporal Christoffel symbols
Γ˜ i00 =
∂V
∂xi . Using the nonrelativistic approximation (45) it is clear this term
can be moved to the right hand side and included in the gradient of the
scalar potential. Finally if we assume that the external electromagnetic field
is static as well as the space-time then equations (43) and (44) are easily seen
to be of the same form.
6 Corresponding Schrödinger equations
There is considerable discussion in the literature as to the exact relationship
between the Onsager-Machlup path integral discussed above and a corre-
sponding Euclidean Schrödinger equation for the transition probability. The
interested reader is also referred to the book [4] where the connection with
the issue of quantum operator ordering in Hamiltonians is explained. In gen-
eral, the relationship depends on the precise nature of the temporal limiting
process adopted in defining the path integral. Differing temporal discreti-
sations11 of quantities within the Lagrangian lead to Schrödinger equations
with different drift and potential terms. This ambiguity could be seen as
somewhat academic since it depends on taking the limit ∆t → 0 which vi-
olates the spirit of working on a slow timescale (further discussion of such
a viewpoint can be found in [21] in the context of general stochastic pro-
cesses). Nevertheless, a unique fully covariant correspondence has been given
in [15] (see also [9]). Graham and co-workers show how this can be achieved
concretely by an appropriately chosen discretisation procedure motivated by
Wilson’s renormalization group (see [8] and [9]). We follow the Graham for-
malism below.
We begin for pedagogical reasons with consideration of the simple case at
the beginning of the last section with gij = mδij namely a charged particle in
a flat space with an externally prescribed electromagnetic field. The Feynman
path integral of this system is very well known and important ([13] p79) and
the wave function (ψ(λ) ≡ K(λ, λfixed)) satisfies a Schrödinger equation
discussed at length in standard texts such as [20]. Formally the derivation of
this equation from the path integral proceeds identically in our case with the
identification
∆t←→ − i
~
and so we obtain the Schrödinger12 equation
1
∆t
∂ψ
∂t
=
1
2m
(
1
∆t
∇−M
)t(
1
∆t
∇−M
)
ψ − 1
2
φψ
Noteworthy here is that this formal derivation assumes that in the path
integral Lagrangian, the electromagnetic fields are evaluated at the midpoint
11 Or Fourier/phase decompositions.
12 This is strictly a Wick rotated Schrödinger equation i.e. a parabolic PDE of a
diffusion-absorbtion type.
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of the time interval used to define the time derivatives. If other choices are
made then a different equation results (see [4]). In the quantum case these
alternate equations do not exhibit gauge invariance so are ruled out.
[15] derived the following path integral Lagrangian
Lg(λ) =
1
2
Q−1ij
(
λ˙i − ωi
)(
λ˙j − ωj
)
+
1
2
√
Q
∂
∂λk
(
ωk√
Q
)
− V + 1
12
R√
|Q| ≡
√
det(Q)
ωi ≡ Ki − 1
2
√
|Q| ∂
∂λk
(
Qik√|Q|
)
R = Riemann scalar of Q−1
from the Schrödinger equation(
1
2
∂
∂λi
∂
∂λj
Qij − ∂
∂λk
Kk + V
)
ψ = ψt (46)
Comparison of this Lagrangian with one derived earlier gives the following
identifications
Q = g−1
Ki = g
−1
ij Mj +
1
2
√|g| ∂∂λk
(√
|g|g−1ik
)
V =
1
2
√|g| ∂∂λk
(√
|g|g−1kl Ml
)
+
1
12
R− 1
2
φ+
1
2
g−1ij MiMj
which when substituted in (46) gives the appropriate equation for the cur-
rent application. In order to make this precise identification of a Schrödinger
equation the prescription of [8] for the limit ∆t → 0 must be assumed. To
reiterate, these equations really are only approximate asymptotic relations
given that on physical grounds ∆t must be bounded below by the fast time
scale of the dynamical system under consideration.
7 Relationship to quantum statistical mechanics.
The most familiar application of path integrals to statistical mechanics is
that which gives the density matrix for an equilibrium ensemble of quantum
states i.e. describes a mixed quantum state (see [13] Chapter 10). The path
integral then has a Lagrangian which is the Wick rotation of the classical
Lagrangian with imaginary time associated with inverse temperature. For the
case of a particle moving in an electromagnetic vector potential and a scalar
potential as discussed in section 5 the effect of the Wick rotation is to reverse
the sign of the scalar potential and make the vector (magnetic) potential
term purely imaginary. Without the magnetic potential the resulting path
integral is Wiener and consequently able to be practically evaluated (see e.g.
[3] for application to Bose condensates). The present path integral is entirely
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analogous except the magnetic term in the Lagrangian (which is associated
with reversible trajectories) is real rather than imaginary. In addition the
scalar potential φ is exactly the same i.e. there is no reversal of sign as
in the classical analog of Section 5. This is important since from equations
(16) and (53) it is easily deduced that φ ≥ 0 and the potential achieves the
lower bound when λ = 0 i.e. when the trial density is a Gibbs density. Such
lower bounded potentials are of course common in many different dynamical
contexts. The very simple example discussed above in Section 3 is obviously
the density matrix for an ensemble of particles in a harmonic potential. A
major practical advantage of the present path integral is clearly that it is
always Wiener and thus likely amenable to the numerical methods widely
used in quantum statistical mechanics when there is no magnetic potential.
8 Existence of a unique steady-state consistency distribution
Consider a time transfer operator K of consistency distributions for one
timestep ∆t. If we choose to time discretise on the backward timestep then
we may write
ψ(t+∆t, λ) = Kψ(t, λ) =
ˆ
R(λ, κ)ψ(t, κ)dκ
R(λ, κ) ≡ N(κ) exp
[
− (∆t)
2
2
(
λ− κ
∆t
− g−1M
)t
g
(
λ− κ
∆t
− g−1M
)
− ILrev
]
(47)
where all the functions in the exponent are of κ the backward variable
rather than λ. We also choose the function N as
N(κ) = [2pi]
−m/2√|g|
where m is the coarse grained dimension. This choice for normalization
has the attractive property that it “preserves volumes” in κ space i.e.
√|g|dκ
is the natural volume element for the metric tensor g (see e.g. Appendix B
[29]).
The operator K as chosen above turns out to be compact with the addi-
tion of some sufficiency conditions. An operator is compact if the image of
any bounded set is totally bounded (see [5]). The Kolmogorov-Riesz theorem
on totally bounded sets of L1 spaces asserts (see [17]) that as well as the
image of K being bounded we also require that for every  > 0 there exists
a R() such that for all Kψ ˆ
|λ|>R()
|Kψ| dλ <  (48)
and secondly that for every  > 0 there exist some ρ > 0 such that for all
Kψ and γ with |γ| < ρˆ
dλ |Kψ(λ+ γ)−Kψ(λ)| <  (49)
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We have the following theorem the proof of which is rather technical and
may be found in Appendix B:
Theorem: If the transfer operator K defined by (47) satisfies the condi-
tions
1. ILrev(κ)→∞ as |κ| → ∞.
2. In any bounded region |κ| ≤ M |g| is bounded below and g−1M is
bounded above by the usual Rm norm.
then it is compact.
Condition 1. here is the most significant. Such a property holds for the
practical cases examined to date by the author. It corresponds with the
quantum case of an infinite confining potential which is widely relevant. Note
that this potential is not the scalar potential φ rather it is ILrev given by
equation (19). As was observed in section 2 the absence of this term means the
reversible trajectory is an extremal and the Lagrangian reduces to Onsager-
Machlup form. Thus in some sense this term is fundamentally responsible for
irreversibility.
Consider now the cone C of non-negative functions belonging to the L1
Banach space of real functions. Suppose ψ ∈ C and that
ˆ
R(λ0, κ)ψ(κ)dκ = 0
for fixed λ0. It follows that ‖Qψ(λ0)‖1 = 0 which implies (see [22] Chapter
2) that R(λ0, κ)ψ(κ) considered as a function of κ vanishes almost everywhere
in the Lebesgue measure. But since R is strictly positive everywhere this must
imply that ψ also vanishes almost everywhere in the Lebesgue measure i.e. it
is part of the zero equivalence class of L1 functions. Thus the only functions
belonging to C mapped by the operator K to the boundary of the cone are
those that are zero in the sense of the L1 space. Re-expressed: The compact
operator K is strongly positive in that all members of C apart from the zero
function class are mapped by K into its interior.
Thus all conditions for the Krein-Rutman Theorem (a generalization of
the better known Perron-Frobenius theorem to Banach spaces) are met (see
Theorem 1.2 [10]) which implies that K has a unique13 eigenvector belonging
to C with a positive eigenvalue. Any other eigenvalue cannot be positive and
must have an eigenvector outside C. This unique eigenvector can clearly be
identified with a unique steady-state consistency distribution.
9 Discussion and future work
In the present work we have argued that a macrostate is best described by
a time evolving consistency distribution over a trial density manifold. The
distribution may be written as a path integral over the set of all paths leading
to the final manifold location. The maximum of this consistency distribution
13 Up to a scalar multiple and the addition of a function vanishing almost every-
where with respect to the Lebesgue measure.
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defines the best approximating trial density for the non-equilibrium system
and is referred to as the thermodynamical path. This also specifies via a
Legendre transformation, the approximate expectation values of the slow
variables of the system which are the practical quantites of interest. The
complete consistency distribution is required to describe the dynamical evo-
lution of macrostates but only the maximum is required for an identification
of the best approximate expectation values. In this (and other) respects the
situation is analogous to quantum mechanics where the complex modulus is
observable statistically but the complex phase is required as well to specify
the evolution of the physical quantum state. It remains a topic for further
research as to whether more of the consistency distribution beyond the maxi-
mum could be used to deduce further information of practical interest such as
a measure of the uncertainty of the slow variable expectation values derived.
We saw in section 4 that the path integral is one of modified generalized
Onsager-Machlup form. For large values of the slow timescale ∆t the thermo-
dynamical path can be shown to be related to one of Öttinger form (see [24])
and indeed as t→∞ is directly of such a form up to a matrix multiplication.
BT also discussed a non-stationary formulation for thermodynamical paths
for this situation which directly satisfied an Öttinger equation of a different
type. There the irreversible part of the Öttinger equation was time depen-
dent in constrast to the present situation where it is fixed but the consistency
distribution has an additional endpoint factor. It would be very interesting
to directly compare the two thermodynamical paths since the BT theory is
appropriate for large ∆t and has worked well in various DNS cases.
A key practical advantage of the present formulation lies in the fact that
extensively tested numerical methods from equilibrium quantum statistical
mechanics exist for the efficient numerical evaluation of the proposed path
integrals. A highly detailed review of this field from the viewpoint of quantum
chemistry may be found in the article by Ceperley [3]. The techniques therein
are currently being applied by the author to investigate the accuracy of the
present formalism in a series of realistic statistical systems.
Another issue requiring further investigation concerns the choice of re-
solved variables. These are functions of the slow variables of the original
dynamical system but the key question is their specific selection. Intuitively
one expects the densities for random variables averaged over the time interval
∆t to be rather general functions of the slow variables of the original system.
Practical experience however shows that only rather simple such functions
are needed when direct numerical simulations are examined. Thus, for ex-
ample, the author has examined the TBH system discussed in section 1 and
discovered that to a very good approximation the square of slow variables
suffices in addition to linear functions. Clearly then an important topic to
examine is the convergence of results from the present formalism as higher
order slow variable functions are included among the slow variables. Concep-
tually this can be viewed as refining the trial density manifold and examining
the consequent convergence of the expectation values of important functions
of the slow variables.
The slow variable averaging interval ∆t used in the proposed generalized
Boltzmann principle also deserves further investigation in the same way. It
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would be interesting to document the sensitivity of slow variable expectations
to variations in this parameter. It seems clear however that the value of this
parameter should be set physically at least approximately by the maximum
time scale required for fast variables to decorrelate.
Appendix A: Some useful relations
Define the expectation bracket
〈F 〉 ≡
ˆ
F pˆ
for a general function of the state variables and time F . We have now
∂ 〈F 〉
∂t
− 〈L(F )〉 =
〈
∂F
∂t
〉
+
ˆ
(F pˆt − L(F )pˆ)
=
〈
∂F
∂t
〉
+
ˆ
(F (∂t + L)pˆ
=
〈
∂F
∂t
〉
+
ˆ
FRpˆ
=
〈
∂F
∂t
+ FR
〉
(50)
where we are using the anti-Hermitian nature of L on the second line.
Setting F = 1 we obtain immediately that
〈R〉 = 0 (51)
For an exponential family pˆ it follows from the definition (12) that
Now it is easily derived from the definition of R and the form of the
exponential family of distributions that
R = λ˙tU + λtLA (52)
which when combined with (51) yields
λt 〈LA〉 = 0 (53)
The anti-Hermitian nature of L also allows us to deduce the following two
useful relations (using the summation convention and vector/matrix indices
for clarity):
Mi = 〈L(Ai)〉 =
ˆ
L(Ai) exp (λjAj −G) exp (−βE)
=
ˆ
L (Ai exp (λjAj −G)) exp (−βE)−
ˆ
AiL (exp (λjAj −G)) exp (−βE)
= −
ˆ
Ai exp (λjAj −G)L (exp (−βE))− λj
ˆ
AiL (Aj) pˆ
= −λj 〈AiL (Aj)〉 = −λj 〈(Ai − ai)L (Aj)〉 ≡ −hijλj (54)
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where we are using the fact that L annihilates E and (53) for the second
last step. Combining (53) and (54) we obtain
λ∗hλ = 0
In a completely analogous way to (54) we deduce that〈
L2(Ai)
〉
= −λj 〈LAjLAi〉 ≡ −kijλj .
and more generally
〈LnAj〉 = −λi
〈
LAiL
n−1Aj
〉
(55)
It is easily shown also that
∂Mi
∂λj
= 〈L(Ai) (Aj − aj)〉 = hji
Appendix B: Section 8 Theorem proof.
We first establish that the operator K is bounded with respect to the L1
norm. Consider the effect of K on a distribution φ with L1 norm unity:
OP ≡ ‖Kψ‖1 =
ˆ ∣∣∣∣ˆ Rψdκ∣∣∣∣ dλ
≤
ˆ [ˆ
|Rψ| dκ
]
dλ
=
¨
N exp [−ILirr − ILrev] |ψ| dκdλ
≤
¨
N exp [−ILirr] |ψ| dκdλ
=
ˆ
|ψ| dκ = 1
where on line 4 we have used the fundamental fact derived in section 2 that
ILrev ≥ 0 while the last line follows after switching variables of integration
and using the normalization condition which also holds for exp [−ILirr].
We further establish that the image of K is totally bounded which means
establishing the additional two properties (48) and (49).
From condition 1. of the Theroem we deduce that there exists a |κ0| such
that
exp (−ILrev) < 
2
if |κ| > |κ0|
Consider now the bounded region |κ| ≤ |κ0|. From condition 2. of the
Theorem; the region boundedness and the fact that exp (−ILirr) is Gaussian
in λ, if follows that there exists an R() > 0 such that for all |κ| ≤ |κ0|ˆ
|λ|>R()
N exp (−ILirr) dλ < 
2
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Thus
ˆ
|λ|>R()
|Kψ| dλ =
ˆ
|λ|>R()
dλ
∣∣∣∣ˆ dκN exp (−ILirr − ILrev)ψ∣∣∣∣
≤
ˆ
|λ|>R()
dλ
ˆ
dκN exp (−ILirr − ILrev) |ψ|
≤
ˆ
|λ|>R()
dλ
ˆ
|κ|≤|κ0|
dκN exp (−ILirr) |ψ|
+
ˆ
|κ|>|κ0|
dκ exp (−ILrev) |ψ|
<

2
+

2
which establishes (48).
To establish the other required property consider an arbitrary ρt > 0 and
all γ with |γ| < ρt. The triangle inequality plus (48) implies that
ˆ
|λ|>R( 4 )+ρt
|Kψ (λ+ γ)−Kψ(λ)| dλ ≤
ˆ
|λ|>R( 4 )+ρt
|Kψ (λ+ γ)| dλ+
ˆ
|λ|>R( 4 )+ρt
|Kψ(λ)| dλ
≤ 
4
+

4
(56)
Set S(, ρ) = R( 4 )+ρ and Vρt the volume of the region Z : |λ| ≤ S(, ρt).
Let κ0 be such that |κ| > |κ0| implies that
exp (−ILrev) < 
8Vρt
(57)
We have
ˆ
|λ|≤S(.ρt)
|Kψ (λ+ γ)−Kψ(λ)| dλ
=
ˆ
|λ|≤S(.ρt)
ˆ
|κ|>|κ0|
exp (−ILred) N |exp (−ILirr(λ+ γ)− exp (−ILirr(λ)| |ψ| dκdλ
+
ˆ
|λ|≤S(.ρt)
|fκ0(λ+ γ)− fκ0(λ)| dλ (58)
with
fκ0 (λ) ≡
ˆ
|κ|≤|κ0|
R(λ, κ)ψ(λ)dκ
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an integral transform defined on a bounded domain. The first integral on
the RHS of (58) is easily shown using the triangle inequality; the inequality
(57) and the non-negativity of the IL terms to be less than 4 .
The function fκ0 can be shown by standard arguments to be continuous
since the integral transform is defined on a bounded domain and the function
R is continuous with respect to the first argument. By the Heine-Cantor
theorem it is therefore uniformly continuous on the bounded region Z. It
follows that there exists a ρU such that for all γ : |γ| ≤ ρU and all λ ∈ Z
|fκ0(λ+ γ)− fκ0(λ)| <

4Vρt
(59)
and so for such γ the second integral from (58) is also less than 4 . Compare
now ρU and ρt. If ρU ≥ ρt then we can replace ρU with ρt in the last integral
inequality discussed and obtain the required inequality (49) by combining
the three inequalities derived from (56) and (58). Conversely if ρU < ρt then
Vρ < Vρt Thus inequalities (57) and (59) still hold if we use ρU in place of
ρt. Furthermore the newly defined bounded Z is a subset of the old Z whence
the uniform continuity just discussed holds with the same ρU and hence we
are done.
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