In many applications of machine learning, the training and test set data come from different distributions, or domains. A number of domain generalization strategies have been introduced with the goal of achieving good performance on out-of-distribution data. In this paper, we propose an adversarial approach to the problem. We propose a process that enforces pair-wise domain invariance while training a feature extractor over a diverse set of domains. We show that this process ensures invariance to any distribution that can be expressed as a mixture of the training domains. Following this insight, we then introduce an adversarial approach in which pair-wise divergences are estimated and minimized. Experiments on two domain generalization benchmarks for object recognition (i.e., PACS and VLCS) show that the proposed method yields higher average accuracy on the target domains in comparison to previously introduced adversarial strategies, as well as recently proposed methods based on learning invariant representations.
INTRODUCTION
One of the most common assumptions in the empirical risk minimization setting is that all examples used for training and testing models are independently and identically drawn from a given distribution. However, in practical scenarios, this assumption can not be taken for granted as there might exist variations between the conditions in which training and test data *Correspondence to isabelamcalbuquerque@gmail.com.
were collected (Li et al., 2018c) . Representative examples can include changes in data acquisition conditions, such as illumination in images for object segmentation, or new data sources, such as unseen speakers when performing speech recognition, among many others. Previous work has attempted to enable machine learning models to compensate for these mismatch conditions between training and test data distributions under different settings. A popular approach, often referred to as unsupervised domain adaptation Gong et al. (2012) , relies on access, at training time, to an unlabeled sample from the target test data distribution, to allow for a measure of divergence against the labeled training data to be computed. Several approaches have been introduced with the goal of learning a feature space such that train and unlabeled target data are alike, and classifiers trained on the former will generalize to the latter.
Theoretical results for the domain adaptation setting introduced in Ben- David et al. (2007) showed that under the covariate shift assumption, which considers the conditional labels distribution will not depend on which domain the data was sampled from (Ben-David et al., 2010b) , the performance on the target domain is bounded by the performance on the source domain and the H-divergence (Kifer et al., 2004) between source and target distributions, as measured on a shared feature space. Methods based on this result attempt to learn domain-invariant representations while preserving task-relevant cues (Ganin et al., 2016) . Recent adversarial methods for domain adaptation proposed to employ task-specific classifiers in order to align source and target domains (Saito et al., 2018) , or augment the loss with a term that penalizes decisions boundaries that cross high-density regions in the learned feature space (Shu et al., 2018) .
Despite the success of domain adaptation algorithms in several tasks (Chattopadhyay et al., 2012; Serdyuk et al., 2016; Thompson et al., 2019) , such techniques rely on the assumption that an unlabeled sample from a target distribution of interest is known at training time. In this work, on the other hand, we are inter-ested in a more general setting where different multiple target distributions are expected at test time and thus no unlabeled sample is used for training a model. This problem is usually known as domain generalization and has recently drawn attention from the machine learning community. Recent work on domain generalization has included the use data augmentation (Shankar et al., 2018; Volpi et al., 2018) at training time, meta-learning to simulate domain shift (Li et al., 2018a) , adding a self-supervised task to encourage a feature extractor to learn better representations (Carlucci et al., 2019) , or learning domain-invariant representations (Li et al., 2018c) .
In this work, we show that through minimizing pairwise divergences across a diverse set of training source domains, a feature extractor is encouraged to learn representations which are invariant across unseen target domains, under the assumption that samples from any target distribution can be drawn from a mixture of all sources. We then show that minimizing the highest pair-wise H-divergence between available source domains encourages the features to be invariant to any target domain. We thus exploit these insights and propose an adversarial algorithm in which one estimates and minimizes pair-wise divergences.
In summary, our main contributions are:
• We revisit and extend results for domain adaptation to the domain generalization problem, showing that, under assumptions on the possible target distributions, a representation that simultaneously minimizes pair-wise H-divergences on the source domains, will also be encouraged to be invariant considering novel data sources;
• We devise an adversarial algorithm based on the theoretical results to learn representations which are also invariant to new unseen distributions while preserving relevant information for a given task;
• We evaluate the proposed approach on two wellknown domain generalization benchmarks and show improvements over state-of-art methods as well as recently introduced approaches.
The remainder of this paper is organized as follows: In Section 2 we define the domain generalization problem and provide results from the domain adaptation literature which will be used in this work. Section 3 presents the related work from the domain generalization literature. In section 4 we describe our setting, present our main result and the proposed algorithm. Section 5 provides the experiments description and the respective results. We conclude in Section 6 by presenting the main remarks and future directions.
BACKGROUND AND PROBLEM SETUP
Let the data be represented by X ⊂ R D , while labels are given by Y, which would be {0, 1} in the binary case, for instance. Examples correspond to a pair (x, y), x ∈ X , y ∈ Y, such that y = f (x), and f : X → Y is a deterministic labeling function.
A domain 1 D is defined as a joint probability distribution over X × Y. Moreover, we define a mapping h : X → Y, such that h ∈ H, where H is a set of candidate hypothesis, and finally define the risk R associated with a given hypothesis h on domain D as:
where the loss : Y × Y → R + quantifies how different h is from the true labeling function f for a given data instance (x, y).
In the domain generalization setting, one's interest is to train a model h able to minimize the risk on unseen data distributions. Given N S data sources, we assume that examples {x j m , y j m } Mj m=1 for each domain j ∈ {1, . . . , N S } consist of the only data available during training.
One trivial approach to extend the empirical risk minimization (ERM) setting for domain generalization would be to learn h minimizing the empirical riskR[h] measured over all N S source domains and hope generalization would be achieved to the target data, i.e.:
In fact, as will be discussed in more detail in next sections, such a rather simplistic approach often yields strong baselines.
Domain adaptation generalization guarantees
We now state the results from the domain adaptation literature that will be reused in this work. The work of Ben-David et al. (2010a) established the theoretical foundation for studying the cross-domain generalization properties for domain adaptation problems. Based on the covariate shift assumption, which considers that the conditional distribution of the labels over the data does not change across domains, they showed that, given a source domain D S and target domain D T over a shared feature space, the risk of a given hypothesis h on the target data is bounded by:
where λ corresponds to the minimal total risk over both domains which can be achieved within a given hypothesis class H. The term d H [D S , D T ] corresponds to the H-divergence introduced in (Kifer et al., 2004) and defined as follows: 
RELATED WORK
A relatively straightforward approach for achieving generalization across multiple domains is performing empirical risk minimization for the source domains by training a model on all available data sources without any strategies to enforce generalization to the target domains. Using this approach, Li et al. (2017) showed that an AlexNet (Krizhevsky et al., 2012) directly trained on source data from the VLCS (Torralba & Efros, 2011) and PACS (Li et al., 2017) benchmarks is able to reach target accuracy comparable to that of previously proposed domain generalization methods. Follow-up works have attempted to build on top of this baseline by using part of the AlexNet as feature extractor and somehow further training it so as to enforce better generalization. In such cases, models are usually composed by a feature extractor, a task classifier, and a module responsible for regularizing the feature extractor in order to impose robustness across different domains. Carlucci et al. (2019), for example, proposed to regularize the feature extractor using a self-supervised task which consists of solving a jigsaw puzzle composed by randomly shuffled patches of each image. The pre-trained feature extractor is thus trained by simultaneously minimizing the task and the self-supervised loss. The proposed approach, named JiGen, achieved state-of-the-art performance on two domain generalization benchmarks.
The use of a pre-trained neural network as feature extractor was further explored by Li et al. (2019) to learn a domain-agnostic feature extractor along with a classifier. They proposed the so-called episodic training for domain generalization (Epi-FCR) by using domainspecific components to train domain-agnostic ones. More specifically, a domain-agnostic feature extractor model is trained by using domain-specific classifiers, and a domain-agnostic classifier is trained to classify features computed from domain-specific feature extractors. Moreover, Li et al. (2018c) presented an adversarial method for learning invariant representations for domain generalization which does not rely on the covariate shift assumption, but considers that the labels marginal distributions are not "severely" different. More specifically, the authors propose to have a domain classifier specific for each class in order to enforce the feature extractor to learn a feature space where the mismatch between the labels conditional distributions is minimized. The feature extractor is also encouraged to learn domain-invariant features by maximizing the loss provided by a domain classifier that receives as input examples from all classes altogether. In order to enforce the features to be informative for the desired task, the loss of a task classification model is also included in the traning of the feature extractor model. This approach is referred in the experiments section as CIDDG.
LEARNING TARGET-AGNOSTIC REPRESENTATIONS FOR DOMAIN GENERALIZATION

Setup
We will refer to D as a meta-distribution composed by distributions D denominated domains, i.e., while sampling from D, one is actually sampling from one of the possible D i ∈ D. We further consider that a training set (x m , y m ) ∼ D and a test set (x m , y m ) ∼ D are constructed, and the set of domains represented in the training and test sets are referred to as source and target domains. The N S source domains and the N T target domains are denoted as D i S , i ∈ {1, . . . , N S }, and as D j T , j ∈ {1, . . . , N T }, respectively. 
Invariance on new domains
where N S is the number of source domains, and represents the maximum pair-wise H-divergence across all source domains. Following Hoffman et al. (2018) , we assume that all examples that appear at test time can be explained by a mixture of the source domains, i.e., any target domain D j T can be written as π i,j ∈ ∆ N S . We now state and prove the proposition that motivates the introduced algorithm.
Proposition 1. Given the previous setup and assumptions, the following inequality holds for the Hdivergence between any target domains D k T and D j T :
Proof. Using the triangle inequality for the H-distance (Zhao et al., 2019) 
. Therefore, given the aforementioned assumptions, by minimizing the maximum pair-wise H-divergence between source domains, we are also minimizing the Hdivergence between possible target domains. Taking such result into account, we propose a method to learn representations by minimizing an empirical estimation of , while attaining good performance at the goal task.
Method
We now describe the proposed algorithm for domain generalization by learning pair-wise invariant representations. Motivated by the previous result showing that under certain assumptions the H-divergence between source and target domains is upper-bounded by the maximum pair-wise H-divergence between all source domains, we propose to directly minimize this bound by extending previously proposed adversarial single and multi-source domain adaptation methods. Intuitively, we aim at learning a representation space which simultaneously separates the classes for the task at hand and where the value of for samples projected in this space is minimized. Our algorithm contains three main modules: a feature extractor F with parameters φ, a task classifier C with parameters θ C , and a set of H-divergence estimators D j with parameters θ j , j ∈ {1, . . . , N S }.
As shown in Ben-David et al. (2007) , the H-divergence between two domains can be estimated by a discriminator responsible for distinguishing samples from one domain and the other. In our considered case, however, this could be implemented in different ways. For example, one could have an empirical H-divergence estimator for each pair of source domains and train the feature extractor to minimize the maximum values across such estimates. However, if this procedure is adopted, the number of H-divergence estimators is O(n 2 ), where n = N S . Another possibility is one-vsall: a model is responsible for discriminating examples from one source domain from all the others. By doing so, each discriminator is thus estimating an average of the empirical H-divergence between one source domain and the remaining ones. As a result, we have one domain discriminator per source domain, which corresponds to O(n) H-divergence estimators. A third option would be having a discriminator model to tell whether any two input examples belong to the same domain or not. In this simple case, the number of necessary models to estimate would be O(1).
Given the three described alternatives, we decided to estimate using the second approach corresponding to O(n) discriminators so as to balance computational cost and model capacity. Thus, a training example (x m , y m ) drawn from the j-th source domain will now correspond to a tuple (x m , y m C , y m 1 , . . . , y m N S ), where y m C corresponds to the task label, and y m k is equal to 1 in case k = j, or 0 otherwise.
The procedure for estimating φ, θ T , and all θ j 's can be thus formulated as the following multiplayer minimax game:
where L C is the task-related loss, and each L j represents the loss for the one-versus-all domain binary classification tasks. The training pseudocode is described in Algorithm 1. This minimax game can be seen as the training of the generator on a multiplediscriminator generative adversarial network (GAN) (Durugkar et al., 2016) . Intuitively, the feature extractor attempts to minimize L C (·; θ C ) as well as the estimated H-divergences, which is achieved through the maximization of the losses provided by the domain discriminators, while each domain discriminator aims at improving its estimation of the empirical Hdivergence. Training is carried out with alternate updates on φ, θ C and all θ i 's. However, as is well known from the literature, adversarially training the pair task classifier+feature extractor against the discriminators might introduce challenging training instabilities. As such, in order to alleviate this issue, we leverage recently introduced regularization strategies specifically tailored for the multiple discriminator setting. Namely, a random projection layer is introduced to the input of each domain discriminator, as in (Neyshabur et al., 2017; Albuquerque et al., 2019) . The dimensionality of the projected data is a hyperparameter, and its tuning includes the option of not projecting the output of the feature extractor. We show in Figure 2 an illustration of the proposed approach.
As a practical remark, adversarial approaches similar to the one proposed here are often employed in domain adaptation, and frequently the minimax game is reformulated by the introduction of a gradient reversal layer (Ganin et al., 2016) to allow updating all the involved parameters simultaneously. We observed that our method was able to perform well on domain generalization problems without the need for such a trick and training was generally stable in the sense that most hyperparameters tested converged to a reasonable performance range.
EXPERIMENTS
In this section we provide empirical evidence showing that our method for learning target-domain invariant representations is effective in generalizing to novel domains. We perform experiments on the PACS (Li et al., 2017) and VLCS (Torralba & Efros, 2011) do-main generalization benchmarks which consist of object recognition tasks. We train models using a leaveone-domain-out scheme and compare the accuracy obtained on the test partition of the target domain data with results obtained by previously proposed domain generalization methods.
Besides the comparison with previously proposed strategies, we further validate that our method achieves better generalization on the target domain when trained with more source domains. This is expected since, as the number of source domains decreases, it becomes harder to represent the target distribution as a combination of the sources. As a consequence, the required assumption for Proposition 1 will not hold, and learning a representation space that minimizes pair-wise H-divergences on source domains will no longer ensure target invariance. We show that with experiments on the VLCS benchmark using a leavetwo-domains-out scheme and evaluate the performance on a single left out target domain. We perform further experiments on the PACS benchmark to investigate the effect of different random projection layer sizes on the generalization capability of the learned representation.
Experimental details
Baselines
We compare the proposed approach against current state-of-the-art methods, namely, the recently proposed Epi-FCR (Carlucci et al., 2019) and JiGen (Li et al., 2019) . We also consider for comparison strategies based on adversarially learned domain-invariant representations for domain generalization. In the case of the PACS benchmark, we compare the performance obtained by the method introduced here with the results reported in (Li et al., 2018c) . For the case of the VLCS benchmark, we consider MMD-AAE, an adversarial approach proposed by Li et al. (2018b) which consists of learning domain-invariant representations by adversarially training an autoencoder considering a maximum mean discrepancy penalty with respect to an arbitrary prior, a discriminator, and a task classifier. Following Li et al. (2019) , which adapted DANN for domain generalization problems, we also include this domain adaptation method in our experiments. We further consider the following approaches for comparison:
• TF (Li et al., 2017) : tensor factorization to compress a domain-agnostic model obtained by factoring out the common component from a set of domain-specific models.
• MLDG (Li et al., 2018a) : meta-learning approach Algorithm 1 Adversarial target-invariant representation learning training 1: Requires: classifier and feature extractor learning rate (γ C ), domain discriminators learning rate (γ D ), scaling (α), mini-batch size (m). 2: Initialize φ, θ C , θ 1 , . . . , θ N S as φ 0 , θ 0 C , θ 0 1 , . . . , θ 0 N S . 3: for t = 1, . . . , number of iterations do:
4:
Sample one mini-batch from each source domain
# Update domain discriminators 6:
for j = 1, . . . , N S do:
# Update task classifier 9:
that simulates domain shifts at training time by splitting the source domains into meta-train and meta-test.
• CCSA (Motiian et al., 2017) : uses a contrastive semantic alignment loss to learn a representation space where classes are maximally separated.
• D-SAM (DInnocente & Caputo, 2018): proposes the use of aggregation modules to combine information provided by parts of the model which are specific to each source domain.
In addition to previously proposed domain generalization methods, the performance of a convolutional neural network trained using all source domains without any mechanism to enforce domain generalization is considered for comparison. Furthermore, we include the results reported by by Carlucci et al. (2019) using the same model. As these models are trained according to Eq. 2, they are referred in the results tables as ERM. The model of Carlucci et al. (2019) is referred to as ERM-JiGen.
Finally, we also consider for comparison the recently proposed invariant risk minimization (IRM) (Arjovsky et al., 2019) . This approach was included in our experiments due to the fact it also assumes that by ensuring invariance across a diverse set of training domains, one will be able to also generalize to novel target domains. While in Arjovsky et al. (2019) it is assumed that invariance can be achieved by ensuring the optimal classifier matches for all training distributions, we explicitly approximate and minimize for pair-wise Hdivergences. From a practical perspective, while IRM does not require training N S discriminators, gradient penalties have to be computed for the feature extractor, which is not needed in our proposed setting.
Model architecture
In order to obtain a consistent comparison with the aforementioned baseline models, we follow previous work and employ the weights of a pre-trained AlexNet (Krizhevsky et al., 2012) as the initialization for the feature extractor model on the experiments with both benchmarks. The last layer is discarded and the representation of size 4096 is used as input for the task classifier and the domain discriminators. The domain discriminator architecture consists of a fourlayer fully-connected neural network of size 4096 → random projection size → 1024 → 1. The random projection layer is implemented as a linear layer with weights normalized to have unitary L2-norm. The task classifier is a one-layer fully-connected network of size 4096 → number of classes.
Implementation details
We use label smoothing (Szegedy et al., 2016) on the task classifier in order to prevent overfitting. Models were trained using SGD with Polyak's acceleration during 200 epochs. One epoch corresponds to the length of the largest source domain training sample. Data augmentation was performed via randomly cropping and flipping training examples for all source domains. The learning rate was linearly "warmed-up" for a number of training iterations equal to nw. Hyperparameter tuning was performed through random search over a pre-defined grid so as to find the best values for the learning rate (lr), momentum, weight decay, label smoothing parameter ls, nw, random projection size 2 , learning rate reduction factor, and weighting (α). Each model was run with three different initializations (random seeds 1, 10, and 100 selected a priori ) and the average accuracy on the test partition of the target domain is reported. Details of the hyperparameters grid used in the search are provided in the Appendix. For our ERM baseline we used the same hyperparameters as reported by Carlucci et al. (2019) , while for the IRM models we employed the same hyperparameter values reported in the authors implementation of the colored MNIST experiements.
PACS
The object recognition benchmark referred to as PACS consists of images distributed into 7 classes originated from four different datasets: Photo (P), Art painting (A), Cartoon (C), and Sketch (S). According to previous results (c.f. Table 1) , the Sketch domain presents the lowest accuracy when used as target domain and thus it can be considered the most challenging one. Taking this into account, we tuned our model using this domain as target and reused the same hyperparameters for the experiments with the remaining domains. In Table 1 we show the results obtained by our method averaged over 3 different initializations along with all the compared approaches. Overall, we observe that the proposed method achieves better average performance across all source domains than the ERM baseline. The same can be observed when comparing with previously proposed domain generalization methods. When analyzing the individual performance for each domain, we notice that our method outperformed all the comparison techniques in the most challenging domain (Sketch), but did not improve the accuracy for the easiest one (Photo). Importantly, we notice that our approach outperformed CIDDG, a domain generalization adversarial strategy, as well as DANN. 
Effect of random projection size
We further investigate the effectiveness on providing a more stable training of the random projection layer in the input of each discriminator. For that, we run experiments with 7 different projection sizes, as well as directly using the output of the feature extractor model. Besides the random projection size, we use the same hyperparameters values (the same used in the previous experiment) and initialization for all models. We report in Figure 3 the best target accuracy achieved with all random projection sizes on the PACS bechmark considering the Sketch dataset as target domain. Overall, we observed that the random projection layer has indeed an impact on the generalization of the learned representation and that the best result was achieved with a size equal to 1000. Moreover, we notice that, in this case, having a smaller (500) random projection layer is less hurtful for the performance than using a larger one. We also found that removing the random projection layer did not allow the training to converge with this experimental setting. 
VLCS
The VLCS benchmark is composed by 5 overlapping classes from the VOC2007 (Everingham et al., 2010) , LabelMe (Russell et al., 2008) , Caltech-101 (Griffin et al., 2007) , and SUN (Choi et al., 2010) datasets. According to results reported in the literature, the most challenging domain for this benchmark is the LabelMe dataset. Therefore, we utilize it as target domain to perform hyperparameter search. In Table 2 , we reported the average accuracy on the test partition obtained by our model across three initializations using leave-one-domain-out validation. By observing the results, we first notice that our ERM baseline outperforms all previously reported results, which makes the task of improving on top of this baseline for our adversarial model further challenging. When analyzing the results obtained by the proposed approach, we observe it was able to outperform our ERM baseline in two domains, including the most difficult one. On the other hand, similarly as for the PACS datasets, our strategy decreased the average accuracy obtained on the easiest domain in comparison to the ERM baseline. When considering previous domain generalization methods, we observe that our approach outperformed the compared methods in almost all cases, and it obtained a higher average accuracy across all domains. In this experiment, we verify whether removing examples from one source domain impacts the performance on the target domain. We evaluate each target domain on models trained using all possible combinations of the remaining domains as sources. The ERM baseline is also included for reference. Results presented in Table 3 show that, as expected, for all target domains, decreasing the number of source domains from 3 (as reported in Table 2 ) to 2 hurt the classification performance for almost all combinations of source domains. We notice that in some cases, excluding a particular source from the training severely decreases the target loss. As an example, for the Caltech-101 dataset, excluding from training examples from the VOC2007 dataset decreased the accuracy in more than 10% for the proposed approach, as well as for ERM.
CONCLUSIONS
In this work, we tackle the domain generalization problem by proposing an adversarial strategy in order to learn invariant representations. Our method is motivated by the presented results which showed that, under mild assumptions on the target distributions, in a representation space where pair-wise H-divergences on the source domains are minimized, divergences between any two target domains are also minimized. Our approach thus employs a multiple discriminator setting such that pair-wise divergences are estimated, while a feature extractor model aims at minimizing such mismatches. Empirical validation on two benchmarks, namely PACS and VLCS, provided evidence that the proposed approach outperforms a variety of baseline methods, including previously proposed adversarial strategies for domain generalization, such as MMD-AAE, and recently proposed methods for learning invariant representations such as invariant risk minimization.
As future work, the scalability of the proposed approach to experimental settings where more domains are available will be empirically investigated. Moreover, we remark that the effectiveness of traditional domain adaptation results on top of which we built our method have been discussed recently in (Johansson et al., 2019) , in which case one alternative bound has been introduced such that λ is dropped and the H-divergence is replaced by a measure of support mismatch. Our method can be directly extended to this new setting through approximating such mismatches on intermediate representations of the data, as opposed to the H-divergences on the final features consumed by classifiers. We leave that for future investigation.
