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Abstract
We study random walks on trees, where we iteratively move from one ver-
tex to a randomly chosen adjacent vertex. We study two quantities arising
in random walks: the hitting time and the mixing time. The hitting time
is the expected number of steps to walk between a chosen pair of vertices.
The mixing time is the expected number of steps before the distribution of
the current state is proportional to its degree. For a fixed tree size, we prove
that the star is the unique minimizing structure and the path is the unique
maximizing structure for both quantities.
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Chapter 1
Introduction
Of all trees of a fixed size, which ones maximize or minimize the extremal
hitting times and mixing times? We define a random walk on a tree to be
the sequence of nodes visited if one is to start at one node of the tree, and
move to a random neighbor of the current node after each period.
• Stationary distribution: Given enough time, there exists a stationary
distribution for any random walk under which the probability that
one is at any node no longer changes
• Hitting time: The hitting time between two nodes on the tree is the
expected length of a random walk from one to another
• Commute time: The commute time is the sum of the hitting time from
one to the other and the hitting time from going the opposite direction
• Mixing time: The mixing time is the expected length of an optimal
stopping rule starting from the worst possible node
• Best mixing time: The best mixing time is the expected length of an
optimal stopping rule starting from the best possible node
• Forget time: The forget time is the minimum length such that there
exists a distribution where the expected length of an optimal rule to
attain that distribution from the worst possible node is within that
length
• Reset time: The reset time is an average mixing time weighted by
each node’s probability under the stationary distribution, which is
equal to the forget time
2 Introduction
In general, we found that the path is the maximizing structure for the
extremal hitting times, commute times, H(pi, i), the mixing time, and the
best mixing time, while the star is the minimizing structure for the above
properties. One exception is that the maximizing structure for the best mix-
ing time is the path when the number of vertices of the tree is even, while
it is a close variant of the path when the number of vertices is odd.
Chapter 2
Preliminaries
2.1 Random Walks on Graphs
2.1.1 Random walks
Let G be an undirected graph, v(G) = n, e(G) = m. Given an initial
node X0, we define a random walk recursively by setting Xi to be a ran-
dom neighbor of Xi−1 for i ≥ 1. More rigorously a Markov chain is a
random process (X0, X1, . . .) with finite state space S = {s1, . . . , sn} and
a n × n transition matrix P such that for all k, all i, j ∈ {1, . . . , n} and all
i0, . . . , ik−1 ∈ {1, . . . , n}
P(Xk+1 = sj|X0 = si0 , X1 = si1 , . . . , Xk−1 = sik−1 , Xk = si)
= P(Xk+1 = sj|Xk = si)
= Pij.
For an undirected graph, the state space is V(G). Elements in the transition
matrix P are transition probabilities. Pij is the probability of moving from
sj to si in the next period. The transition matrix satisfies that for all i, j ∈ n
Pij =
{
1
deg(i) if i is adjacent to j
0 otherwise.
It follows that
Pij ≥ 0
and
n
∑
j=1
Pij = 1.
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Figure 2.1: A graph on 7 vertices
Example 1. Let’s consider a random walk on the graph in Figure 2.1. There
are 7 stores in a small town, and adjacent stores are connected with an edge
on the graph. If a shopper is at one of the stores at time t, and she moves
to one of the neighboring stores with equal probability at time t + 1, then
the sequence of stores visited is a random walk. Assume that at time 0, the
shopper is at store A. She decides to move to one of the neighboring stores
B, G, or F with equal probability of 13 in the next period. Let Xn denote the
store that the shopper is in at time n. The above statement can be expressed
as conditional probabilities
P(X1 = B|X0 = A) = P(X1 = G|X0 = A) = P(X1 = F|X0 = A) = 13.
Suppose the shopper is at store C at time t = 3, then she would move to
store B or D with a probability of 12 each at time t = 4
P(X4 = B|X3 = C) = P(X4 = D|X3 = C) = 12
and
P(X4 = B|X3 = C, X2 = i2, X1 = i1, X0 = i0) = P(X4 = B|X3 = C)
= P(X4 = D|X3 = C, X2 = i2, X1 = i1, X0 = i0) = P(X4 = D|X3 = C)
=
1
2
.
♦
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As shown above, the probability of the shopper being at a specific store
at time n is uniquely determined by her location at time n− 1, and is inde-
pendent from all information from time 0 to n− 2. This is referred to as the
memoryless property, or Markov property.
The transition matrix for the above random walk is
P =

0 13 0 0 0
1
3
1
3
1
3 0
1
3 0 0 0
1
3
0 12 0
1
2 0 0 0
0 0 13 0
1
3 0
1
3
0 0 0 12 0
1
2 0
1
3 0 0 0
1
3 0
1
3
1
4
1
4 0
1
4 0
1
4 0

Two important conditions on Markov chains are irreducibility and aperi-
odicity. A Markov chain (X0, X2, . . .) with state space S = {s1, . . . , sn} and
transition matrix P is irreducible if for all si, sj ∈ S, there exists an n such
that (Pn)ij > 0. In other words, there is a way to walk between any two
given nodes in a finite number of steps. This implies that the underlying
graph is connected.
The period d(si) of a state si ∈ S is defined as d(si) = gcd{n ≥ 1 :
(Pn)ii ≥ 0}, which is the greatest common divisor of the set of the number
of steps si can return to the start state. The Markov chain is aperiodic if
each state has period 1. Note that all chains on bipartite graphs including
trees are periodic. However, they can be turned into aperiodic ones by
performing a ”lazy walk”, where during each period we stay at the current
node with probability 12 . A lazy walk would double the expected length of
the random walk.
Example 2. Our random walk in Figure 1.1 is both irreducible and aperi-
odic. The Markov chain in Figure 2.2 is aperiodic but reducible, since it is
impossible to walk between nodes G and E. The Markov chain in Figure 2.3
is irreducible but periodic, since it takes an even number of steps for any
node to take a walk and then return to the starting node. ♦
2.1.2 Stationary distribution
Next we study the long-term behavior of Markov chains. Let (X0, X1, . . .) be
a Markov chain with state space {s1, . . . , sk} and transition matrix P. As n
approaches infinity, we are interested in knowing whether the distribution
of Xn approaches a stable state. We define a row vector pi = (pi1, . . . ,pik) to
be a stationary distribution for the Markov chain if
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Figure 2.2: A reducible and aperiodic
chain
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Figure 2.3: An irreducible and peri-
odic chain
(1) pii ≥ 0 f or i = 1, . . . , k
(2) ∑ki=1 pii = 1
(3) ∑ki=1 piiPij = pij f or j = 1, . . . , k.
Conditions (1) and (2) guarantees pi to be a probability distribution
on S. Condition (3) states that once a distribution equals pi, all subse-
quent distributions would also equal pi. We define the total variation dis-
tance between two probability distributions v(1) = (v(1)1 , v
(1)
2 , . . . , v
(1)
k ) and
v(2) = (v(2)1 , v
(2)
2 , . . . , v
(2)
k ) on state space S = {s1, s2, . . . , sk} to be
dTV(v(1), v(2)) =
1
2
k
∑
i=1
|v(1)i − v(2)i |.
If v(1), v(1), . . ., and v are probability distributions on S, then v(n) converges
to v in total variation as n→ ∞, denoted as v(n) TV−→ v, if
lim
n→∞ dTV(v
(n), v) = 0.
[(5)] shows the existence and uniqueness of the stationary distribution. Fur-
thermore, it guarantees convergence to stationarity starting from any ran-
dom distribution.
Theorem 1 For any given irreducible and aperiodic Markov chain, there exists at
least one stationary distribution.
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Theorem 2 Let (X0, X1, . . .) be an irreducible and aperiodic Markov chain with
state space S = {s1, s2, . . . , sk}, transition matrix P, and an arbitrary distribution
pi(0). Then for any distribution pi which is stationary for the transition matrix P,
we have
pi(n)
TV−→ pi.
Theorem 3 Any irreducible and aperiodic Markov chain has exactly one station-
ary distribution.
Thus for any irreducible and aperiodic Markov chain, there is one and only
one stationary distribution, and further that if a Markov chain continues
long enough, it would converge in total variation to pi, implying that the
distribution would approach the stationary distribution, called equilibrium,
regardless of the initial distribution.
A Markov chain is reversible if there exists a probability distribution pi
such that for all i, j ∈ S, piiPi,j = pijPj,i. If such a probability distribution
exists for the Markov chain, then it must be the stationary distribution for
the chain. Under a reversible distribution, during the transition from one
time period to the next, the inflow and outflow between two neighboring
nodes must be equal to each other, which requires the probability on each
node to be proportional to its degree. It follows that pii = deg(i)/2|E|.
When the graph is regular, the stationary distribution is uniform.
Example 3. In Figure 2.1 the stationary distribution is
pi = (
3
20
,
3
20
,
1
10
,
3
20
,
1
10
,
3
20
,
1
5
).
During period t to t + 1, the probability of moving from state B to state
C is
piBPBC =
3
20
× 1
3
=
1
20
while the probability of C moving to B is
piCPCB =
1
10
× 1
2
=
1
20
= piBPBC.
Therefore under the stationary distribution, the probability of moving from
B to C is the same as the probability of moving from C to B. ♦
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2.2 Random Walks on Trees
2.2.1 Hitting times for trees
We are interested in random walks on trees, which are connected graphs
without cycles. There is exactly one path between any two given nodes on
a tree.
The hitting time, H(i, j), between two nodes i and j on a tree, is the ex-
pected length of a walk from i to j. The concept of hitting time provides
a sense of average distance between nodes. The commute time, κ(i, j), be-
tween two nodes i and j is the sum of the hitting time between i and j, and
the hitting time between j and i:
κ(i, j) = H(i, j) + H(j, i).
The return time, Ret(i), is the expected time for a random walk starting
at i to first return to i:
Ret(i) =
1
pii
.
In this paper, we will often be comparing hitting times for distinct trees.
When necessary we will use a subscript to identify the tree, for example:
HT(i, j), κT(i, j), RetT(i, j). Next we define the worst possible start node to
hit a given node j. Let j′ be a j-pessimal node which satisfies H(j′, j) =
maxi∈V H(i, j).
w1
w3
w2
w4
w5
w6
Figure 2.4: A tree on 6 vertices
Example 4. In Figure 2.4, clearly H(w1, w3) = 1. H(w3, w4) is slightly more
difficult to calculate, since it is possible that w3 would move to either w1
or w2 first, then come back to w3, and the loop could repeat itself infinitely.
Once the first step is taken, there are three possible nodes, and we have to
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calculate their separate hitting times to w4
H(w1, w4) = H(w2, w4) = 1+ H(w3, w4)
H(w3, w4) = 1+
(
1
3
H(w4, w4) +
1
3
H(w1, w4) +
1
3
H(w2, w4)
)
H(w5, w4) = H(w6, w4) = 1.
Solve the above system of equations to get H(w3, w4) = 5 and
H(w1, w4) = H(w2, w4) = 6.
Thus w1 and w2 are both w4-pessimal nodes. By symmetry
H(w3, w4) = H(w4, w3).
Then we can calculate the commute time between w3 and w4:
κ(w3, w4) = H(w3, w4) + H(w4, w3) = 5+ 5 = 10.
We can also calculate the return time for w4:
Ret(w3) = 1+
(
1
3
H(w5, w4) +
1
3
H(w5, w4) +
1
3
H(w3, w4)
)
= 1+
1
3
(1+ 1+ 5)
=
10
3
.
♦
2.2.2 Known results for trees
We denote Vu:v as the set of nodes in the subtree rooted at u after the re-
moval of edge uv, as shown in Figure 2.5.
From [(2)], for any two adjacent nodes i and j on tree G = (V, E),
H(i, j) = ∑
k∈Vi:j
d(k) = 2|E| ∑
k∈Vi:j
pik = 2|E|pi(VI:j).
Note that the commute time between i and j is constant when the two nodes
are neighbors
H(i, j) + H(j, i) = 2|E|. (2.1)
10 Preliminaries
Vu:v Vv:u
vu
Figure 2.5: The vertex partition into Vu:v and Vv:u.
w1 w2
w3
w4
w5
w6
w7
Figure 2.6: A tree on 7 vertices
Define
`(i, k; j) =
1
2
(d(i, j) + d(k, j)− d(i, k))
where i, j, and k are nodes on G. `(i, k; j) measures the length of shared
portion between the (i, j)-path and the (k, j)-path.
Example 5. On the tree in Figure 2.6,
`(w1, w4; w7) =
1
2
(d(w1, w7) + d(w4, w7)− d(w1, w4))
=
1
2
× (3+ 4− 3) = 2.
Similarly
`(w1, w4; w7) = `(w1, w3; w7) = `(w1, w2; w7) = d(w2, w7) = 2
`(w1, w6; w7) = `(w1, w5; w7) = d(w5, w7) = 1.
♦
In [(2)], it was shown that the hitting time between any two nodes i and
j is
H(i, j) = ∑
k∈V
`(i, k; j)d(k). (2.2)
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It follows that on a path of length n, Pn, where the vertices are labeled
v1, . . . , vn, the hitting time between two nodes is
H(vi, vj) =
{
(j− 1)2 − (i− 1)2 i ≤ j
(n− j + 1)2 − (n− i + 1)2 i < j.
2.2.3 Centers for random walks on trees
We summarize some results from [(2)]. There are two important centers for
random walks on trees. One is defined as the ”extremal” center.
• On a given tree G = (V, E), if a ∈ V satisfies H(a′, a) = minj∈V maxi∈V H(i, j),
then a is a primary focus of G.
• If all a-pessimal nodes are in the same component of G− a, then the
unique a neighbor b ∈ G′ is also a focus.
• If H(b′, b) = H(a′, a) then b is also a primary focus, otherwise it is a
secondary focus.
• A tree must either has a single focus or has two adjacent foci. Trees
with one focus is referred to as focal, while those with two foci are
bifocal.
The second center is defined as an ”average” center under the station-
ary distribution. The barycenter is the node or two adjacent nodes that
achieves mini∈V ∑j∈V d(i, j). In other words, the barycenter minimizes the
total distance to all other nodes. The following is proven in [(2)]
Theorem 4 The following statements for a node c are equivalent
(I) The node c is a barycenter of the tree.
(II) The node c satisfies H(i, c) ≤ H(c, i) for all node i.
(III) ∑k∈V pik H(k, c) = mini∈V ∑k∈V pik H(k, i).
(IV) For every node i adjacent to c, pi(Vi:c) = ∑k∈Vi:c pik ≤ 12 .
Example 6. In Figure 2.7, we have
min
j∈V
max
i∈V
H(i, j) = H(w1, w3) = 4
H(w1, w3) = 4 < 6 = H(w4, w2).
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w1
w2 w3
w4
w5
Figure 2.7: A tree on 5 vertices
w1
w2 w3 w4
w5
w6
Figure 2.8: A tree on 6 vertices
Therefore node w3 is a primary focus, and w2 is a secondary focus. Since
node w3 satisfies condition (III) of the barycenter definition, it is the unique
barycenter.
In Figure 2.8, we have
min
j∈V
max
i∈V
H(i, j) = H(w5, w3) = H(w6, w3) = 6
H(w4, w2) = 6 > 4 = H(w1, w3).
Therefore node w3 is a primary focus, and w4 is a secondary focus. Since
node w3 and w4 both satisfy condition (III) of the barycenter definition, they
are both barycenters of the tree. Note that on an asymmetric tree, foci are
not necessarily the same as barycenters. ♦
2.3 Stopping Rules
We briefly summarize some results of Lova´sz and Winkler [(7)]. Let V∗ be
the space of finite walks on V, i.e. the set of finite strings
w = (w0, w1, w2, . . . , wt), wi ∈ V and wi adjacent to wi−1. For a given initial
distribution σ, the probability of w being the walk after t steps is
Pr(w) = σw0
t−1
∏
i=0
pwiwi+1 .
A stopping rule Γ is a map from V∗ to [0, 1] such that Γ(w) is the probability
of continuing given that w is the walk so far observed. We assume that with
probability 1 the rule stops the walk in a finite number of steps.
Given another distribution τ on V, the access time H(σ, τ) is the mini-
mum expected length of a stopping rule Γ that produces τ when started at
σ. We say Γ is optimal if it achieves this minimum. For example, in the case
that σ = τ are both singleton distributions on the node i, the rule “take no
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steps” is an optimal stopping rule with expected length 0, while the rule
“walk until you return to i” is a non-optimal stopping rule with expected
length Ret(i).
Optimal stopping rules exist for any pair σ, τ of distributions and the
access time H(σ, τ) has many useful algebraic properties. When σ and τ
are concentrated on nodes i and j respectively (we write σ = i, τ = j),
the access time H(i, j) is the hitting time from i to j. Clearly, H(σ, j) =
∑i∈V σi H(i, j) and H(σ, τ) ≤ ∑i∈V σi H(i, τ). The latter inequality is usu-
ally strict for non-singleton distributions. For example, 0 = H(pi,pi) <
∑k∈V pik H(k,pi) = Treset.
Given a stopping rule Γ from σ to τ, the exit frequency xi(Γ) is the ex-
pected number of times the walk leaves node i before halting. Exit fre-
quencies partition the expected length of the walk: E(Γ) = ∑k∈V xk(Γ).
Exit frequencies are fundamental to virtually all access time results. A key
observation, due to Pitman [(10)], is the “conservation equation”
∑
i∈V
pijxi(Γ)− xj(Γ) = τj − σj. (2.3)
It follows that the exit frequencies for two rules from σ to τ differ by Kpii
where K is the difference between the expected lengths of these rules. Hence
the distributions σ and τ uniquely determine the exit frequencies for an
optimal stopping rule between them and we denote these optimal exit fre-
quencies by xi(σ, τ). Moreover,
Γ is an optimal stopping rule ⇐⇒ ∃k ∈ V, xk(Γ) = 0. (2.4)
Otherwise a rule with exit frequencies xk(Γ) − pik mini∈V(xi(Γ)/pii) will
have strictly smaller expected length while also satisfying equation (2.3).
(See [(7)] for multiple ways to construct stopping rules from a given set
of desired exit frequencies.) When xk(Γ) = 0, we call the node k a (σ, τ)-
halting state, or simply a halting state when the initial and target distribu-
tions are clear. The presence of a halting state is the single most useful
criterion for determining whether a given rule is optimal. Note that an op-
timal rule may have multiple halting states, but we need only identify one
such state to ensure that a rule is optimal.
Any three distributions σ, τ and ρ satisfy the “triangle inequality”
H(σ, ρ) ≤ H(σ, τ) + H(τ, ρ). (2.5)
The right hand side of this equation is the expected length of the composite
rule that first follows an optimal stopping rule from σ to τ and then follows
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an optimal stopping rule from τ to ρ. The exit frequency for node k of this
composite rule is xk(σ, τ) + xk(τ, ρ). We have equality in equation (2.5) if
and only if this composite rule is optimal. In particular, there must be some
node k such that xk(σ, τ) = 0 and xk(τ, ρ) = 0. Considering the case where
ρ is a singleton distribution, H(σ, j) ≤ H(σ, τ) + H(τ, j) for any node j and
equality holds if and only if j is a halting state for an optimal rule from σ to
τ. Hence
H(σ, τ) = max
j∈V
(H(σ, j)− H(τ, j)). (2.6)
In the special case σ = i and τ = pi we have a particularly nice characteri-
zation due to the combination of equations (??) and (2.6):
j is an (i,pi)-halting state⇐⇒ H(j, i) = max
k∈V
H(k, i). (2.7)
Let j = i′ denote such an i-pessimal node. We can reformulate this observa-
tion as
H(i,pi) = H(i′, i)− H(pi, i). (2.8)
Example: mixing walks on P3
We describe some optimal stopping rules from singleton distributions on
P3 = (v0, v1, v2, v3) to pi = (1/6, 1/3, 1/3, 1/6). First we construct an op-
timal mixing rule Γ(v0,pi). By equation (2.4), a rule is optimal when it
has a halting state. Equation (2.7) identifies v3 as the unique halting state.
Let Γ(v0,pi) be the rule “choose a target node according to pi and walk
to that node.” Since v3 is never exited by this rule, Γ(v0,pi) is optimal
with expected length H(v0,pi) = |Γ(v0,pi)| = 16 H(v0, v0) + 13 H(v0, v1) +
1
3 H(v0, v2) +
1
6 H(v0, v3) = 19/6.
We now consider starting at the node v1. Equation (2.4) again identifies
v3 as the unique halting state. For this starting node, choosing our tar-
get ahead of time does not result in an optimal rule: there is a nonzero
chance of reaching v3 before reaching v0 (so v3 would not be a halting
state). Instead our heuristic is to try to stop as quickly as possible. The
rule Γ(v1,pi) is: “at t = 0, take a step with probability 2/3 (and otherwise
halt the walk for good). If the walk is still active at t = 1 then we are at
either v0 or v2. If we are at v2 then halt the walk. If we are at v0 then stop
with probability 1/2 and otherwise keep walking until you reach v3.” Let
us describe the behavior of this rule. At time t = 0, our distribution is
(0, 1, 0, 0). At time t = 1, our distribution is (1/3, 1/3, 1/3, 0). Note that at
time t = 1 our walk continues to be active only when we are at v0. In this
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case we halt (with probability 1/2) or continue walking (with probability
1/2) until we reach v3. When the rule finally terminates, our distribution
is (1/6, 1/3, 1/3, 1/6) and v3 is a halting state. The expected length of this
optimal rule is H(v1,pi) = |Γ(v1,pi)| = 23 + 16 H(v0, v3) = 13/6.
Finally, we consider another optimal (v0,pi)-rule. Let Γ′(v0,pi) be the
rule “take one step and then follow Γ(v1,pi).” Clearly |Γ′(v0,pi)| = 1 +
|Γ(v1,pi)| = 19/6 = H(v0,pi) and indeed v3 is a halting state for this com-
posite rule. Interestingly, both the rules Γ(v0,pi) and Γ(v1,pi) are optimal
but they are clearly distinct: Γ′(v0,pi) always exits v0 at t = 0 while Γ(v0,pi)
halts at t = 0 with probabilty 1/6.
2.4 Optimal Stopping Rules
In this section we introduce some optimal stopping rules and their charac-
teristics.
2.4.1 The filling rule
We define the filling rule recursively: let pki be the probability of being at
node i after k steps, and qki be the probability that the walk was stopped at
i before k steps have been taken. If we are at node i after k steps, we stop
at i with probability min(1, (τi − qki )/pki ). This is a finite stopping rule that
achieves τ from σ and there exists a halting state that is never exited by the
filling rule.
The filling rule aims to fill each node without overshooting its target
probability. We stops at a node with 100% probability if we arrive before a
given time, after which the probability of stopping decreases until eventu-
ally we would never stop at the given node. Once we exited from a node,
we would never stop there in the future.
2.4.2 The threshold rule
In the threshold rule, there is a threshold vector h = (h1, . . . , hn), hi ∈ [0,∞]
such that
Γw0,...,wk =

0 if k ≥ hwk
1 if k ≤ hwk − 1
k− hwk otherwise.
In effect each node has a critical time, after which times we stop with 100%
probability at that node. If we are within time 1 of the critical time, we
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stop with a certain probability, otherwise if we arrive at the node before the
critical time less 1, we would keep going.
The threshold vector may not be uniquely determined by a threshold
rule Γ, so we will always use the one whose coordinates are minimal. Γ is
optimal if some coordinate of h(Γ) is 0. From [(7)]
Theorem 5 For every target distribution, there exists an optimal filling rule and
an optimal threshold rule.
2.5 Mixing Measures
We define the mixing time Tmix to be the expected length of an optimal mix-
ing rule starting from the worst possible node: Tmix = maxi∈V H(i,pi). A
node that achieves this maximum is called mixing pessimal. The best mixing
time Tbestmix is the expected length of an optimal mixing rule starting from
the best possible node: Tbestmix = mini∈V H(i,pi). The forget time Tforget is
the minimum length such that there exists a distribution mu such that for
any start node, the expected length of an optimal rule to attain mu is within
that length: Tforget = minτ maxi∈V H(i, τ). Theorem 10 in [(9)] shows that
the forget time is attained by a unique distribution given by
µi = pii
(
1+ ∑
j∈V
pijH(j,pi)− H(i,pi)
)
. (2.9)
The reset time Treset = ∑i∈V pii H(i,pi) is an average mixing time weighted
by the node’s probability in the stationary distribution. Theorem 1 in [(9)]
establishes the remarkable equality
Tforget = Treset (2.10)
for a random walk on an undirected graph.
From [(2)], Tbestmix = mini∈V H(i,pi) is achieved by a focus of the tree
G. Specifically, if G is bifocal, and suppose the two foci are node a and b.
If H(a′, b) < H(b′, a) then node a uniquely achieves Tbestmix, if H(a′, b) >
H(b′, a) then node b uniquely achieves Tbestmix, if H(a′, b) = H(b′, a) then
both nodes achieve Tbestmix.
Again from [(2)], we have the following two theorems
Theorem 6 If a distribution τ has a unique focus u then for all i
H(i, τ) = H(i, u) + H(u, τ).
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If τ has two foci u and v, then for i ∈ Vu:v,
H(i, τ) = H(i, u) + H(u, τ)
and for i ∈ Vv:u,
H(i, τ) = H(i, v) + H(v, τ).
Theorem 7 For a focal tree, Tforget = H(a′, a). For a bifocal tree,
Tforget = H(a′, µ) = H(b′, µ)
=
1
2|E|
(
H(a, b)H(b, a) + H(a, b)H(a′, b) + H(b, a)H(b′, a)
)
.
Example 7. On the tree in Figure 2.4, we can calculate the hitting time
between any two nodes using the formula above. For example
H(w1, w4) = ∑
k∈V
`(w1, k; w4)d(k)
= `(w1, w1; w4)d(k) + `(w1, w3; w4)d(k) + `(w1, w2; w4)d(k)
= 2 · 1+ 1 · 3+ 1 · 1
= 6.
As a symmetric graph, it is clear that nodes w3 and w4 are the two foci
as well as the two barycenters of the tree. Thus
Tbestmix = H(w3,pi) = H(w5, w3)− H(pi, w3)
= H(w5, w3)−
(
1
5
H(w1, w3) +
3
10
H(w4, w3) +
1
5
H(w5, w3)
)
= 6−
(
1
5
× 1+ 3
10
× 5+ 1
5
× 6
)
=
31
10
Tmix = H(w1,pi) = H(w3,pi) + H(w1, w3)
=
31
10
+ 1 =
41
10
.
♦
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2.6 Special Trees
2.6.1 Stars
A star Sn is a complete bipartite graph K1,n−1, on which all the nodes are
leaves except for one, which is connected to all other nodes. Because of its
simple structure, random walks on a star are often the easiest to study. The
central node on the star is the unique focus and barycenter.
w6
w1
w3
w5
w2
w7
w4
Figure 2.9: A star on 7 vertices
Example 8. On the star S7 in Figure 2.9, w1 is the central node. For i, j =
2, 3, . . . , 7, i 6= j
H(wi, w1) = 1
H(w1, wi) = ∑
wk∈V
`(w1, wk; wi)d(wk) = 5× 1× 1+ 1× 6 = 11
H(wi, wj) = H(wi, w1) + H(w1, wj) = 1+ 11 = 12.
Thus every leaf is a w1-pessimal node. For 2 ≥ i ≥ 7, the wi-pessimal nodes
are all other leaves. The stationary distribution is
pi = (
1
2
,
1
12
,
1
12
,
1
12
,
1
12
,
1
12
,
1
12
).
To determine the mixing times, we first calculate
H(pi, w1) = ∑
wk∈V
pik H(wk, w1) = 6× 112 × 1 =
1
2
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H(pi, wi) = ∑
wk∈V
pik H(wk, wi) = 5× 112 × 12+
1
2
× 11 = 21
2
and the mixing times are
H(w1,pi) = H(w′1, w1)− H(pi, w1) = 1−
1
2
=
1
2
H(wi,pi) = H(w′i, wi)− H(pi, wi) = 12−
21
2
=
3
2
.
So
Tbestmix = H(w1,pi) =
1
2
Tmix = H(wi,pi) =
3
2
.
♦
2.6.2 Paths
A path Pn is a sequence of connected nodes such that each node is adjacent
to the next node in the sequence. There are only two leaves on a path, and
each node has one or two neighbors. The centers for a path depends on
whether n is even or odd.
w1
w2 w3 w4 w5
Figure 2.10: A path on 5 vertices
w1
w2 w3 w4 w5 w6
Figure 2.11: A path on 6 vertices
Example 9. On the path P5 in Figure 2.10, clearly its unique focus and
barycenter is w3. The hitting times are
H(wi, wj) w1 w2 w3 w4 w5
w1 0 1 4 9 16
w2 7 0 3 8 15
w3 12 5 0 5 12
w4 15 8 3 0 7
w5 16 9 4 1 0
Thus w1 is the pessimal node for w3, w4, w5, while w5 is the pessimal node
for w1, w2, w3. The stationary distribution is
pi = (
1
8
,
1
4
,
1
4
,
1
4
,
1
8
).
20 Preliminaries
We have
H(pi, w1) = H(pi, w5) = ∑
wk∈V
pik H(wk, w5) =
1
8
× 16+ 1
4
× (15+ 12+ 7) = 21
2
H(pi, w2) = H(pi, w4) = ∑
wk∈V
pik H(wkw4) =
1
8
× (1+ 9) + 1
4
× (8+ 5) = 9
2
H(pi, w3) = ∑
wk∈V
pik H(wk, w3) = 2× 18 × 4+ 2×
1
4
× 3 = 5
2
.
Therefore the mixing times are
H(w1,pi) = H(w5,pi) = H(w′5, w5)− H(pi, w5)
= H(w1, w5)− H(pi, w5) = 16− 212 =
11
2
H(w2,pi) = H(w4,pi) = H(w′4, w4)− H(pi, w4)
= H(w1, w4)− H(pi, w4) = 9− 92 =
9
2
H(w3,pi) = H(w′3, w3)− H(pi, w3)
= H(w1, w3)− H(pi, w3) = 4− 52 =
3
2
.
So
Tbestmix = H(w3,pi) =
3
2
Tmix = H(w1,pi) = H(w5,pi) =
11
2
.
On the path P6 in Figure 2.11, there are two foci and two barycenters, w3
and w4. Each node has its unique pessimal node, and there are two nodes
that achieve the best mix
Tbestmix = H(w3,pi) = H(w4,pi) =
9
2
Tmix = H(w1,pi) = H(w6,pi) =
17
2
.
♦
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2.6.3 Results on stars and paths
Here is a brief summary of important properties of random walks on stars
and paths
Tree Star Sn Path Pn (n is even) Path Pn (n is odd)
maxi∈V H(i′, i) 2(n− 1) (n− 1)2 (n− 1)2
mini∈V H(i′, i) 1 14 n
2 1
4 (n
2 − 2n + 1)
maxi,j∈V κ(i, j) 4(n− 1) 2(n− 1)2 2(n− 1)2
mini,j∈V κ(i, j) 2(n− 1) 2(n− 1) 2(n− 1)
maxi∈V H(pi, i) 2n− 72 16 (4n2 − 8n + 3) 16 (4n2 − 8n + 3)
mini∈V H(pi, i) 12
1
6 (n
2 − 2n + 3) 16 (n2 − 2n)
Tmix 32
1
6 (2n
2 − 4n + 3) 16 (2n2 − 4n + 3)
Tbestmix 12
1
12 (n
2 + 4n− 6) 112 (n2 − 2n + 3)
Tforget = Treset 1 14 (n
2 − 2n + 2) 14 (n2 − 2n + 1)

Chapter 3
Extremal Hitting Times
First we find the maximizing and minimizing structures for maximal hit-
ting time.
3.1 Results on hitting times
On a tree T, suppose the two leaves that achieve maxi,j∈T HT(i, j) are a and
b, if all vertices not on the path from a to b are leaves, then T is a caterpillar.
Lemma 8 Given any tree T on n vertices (n ≥ 4), there exists a caterpillar Tc on
n vertices such that
max
i,j∈T
HT(i, j) = max
i,j∈Tc
HTc(i, j).
Proof. Clearly the result is trivially true when T is a caterpillar itself. Let
HT(a, b) = maxi,j∈T HT(i, j). Suppose T is not a caterpillar, there must exist
some leaf x at least distance 2 away from the path from a to b. Let y be the
vertex adjacent to x, and let c be the first vertex in common for the (a, b)
path and the (x, b) path.
On T (Figure 3.1), we remove x, and add a new leaf z adjacent to c.
Let the resulting tree be T1 (Figure 3.2). Note that T1 is also on n vertices.
Since the path from a to b stays unchanged, and the total number of edges
hanging off c remain the same, from Equation 2.2, HT1(a, b) = HT(a, b).
Furthermore, since Hi,j∈T(i, j) ≥ Hi,j∈T1(i, j), maxi,j∈T1 HT1(i, j) = HT1(a, b).
Repeat the above process until Tk is a caterpillar. We have
HT(a, b) = HT1(a, b) = · · · = HTk(a, b)
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a c b
y
x
Figure 3.1: T
a c b
y
z
Figure 3.2: T1
so
max
i,j∈T
HT(i, j) = max
i,j∈Tk
HTk(i, j).
The above lemma allows us to transform any given tree into a relatively
simple structure and preserve its maximal hitting time. The following tells
us about the vertices that achieve the maximal hitting time.
Lemma 9 On any given tree T, let
HT(b, a) = max
i,j∈T
HT(i, j)
Then a and b must both be leaves on T.
Proof. Assume for the sake of contradiction that either a or b is not a leaf.
Case 1. If a is a vertex that is not a leaf, then there exists a vertex c ad-
jacent to a such that c is not on the path between a and b. Since T is a tree,
the path between c and b must include a. Then H(c, b) = H(c, a) + H(a, b),
so H(c, b) > H(a, b), which is a contradiction.
Case 2. If b is a vertex that is not a leaf, then there exists a vertex c ad-
jacent to b such that c is not on the path between a and b. Since T is a tree,
the path between c and a must include b. Then H(a, c) = H(a, b) + H(b, c),
so H(a, c) > H(a, b), which is a contradiction.
Therefore a and b must both be leaves.
With the two lemmas above, we can now prove that the maximizing
structure for maximal hitting time is the path by a series of transformation
of any given tree.
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Theorem 10 Of all trees T on n vertices
max
T
max
i,j∈T
HT(i, j) = (n− 1)2.
This value is achieved uniquely by the path Pn.
Proof.
First note that on Pn, i and j would be the two leaves, and
maxi∈Pn HPn(i, j) = (n− 1)2.
Given any tree T on n vertices, from Lemma 8, there is a caterpillar Tcat
(Figure 3.3) on n vertices such that maxi,j∈T HT(i, j) = maxi,j∈Tcat HTcat(i, j).
On Tcat, suppose HTcat(a, b) = maxi,j∈Tcat HTcat(i, j). By Lemma 9, a and b are
both leaves. Let c be the adjacent vertex to a.
a c
y
x
b
Figure 3.3: Tcat
a c
y
z
b
Figure 3.4: T1
If there exists a leaf x on Tcat that is not adjacent to c, except for b, we
remove x and then add a new leaf z adjacent to c. Let the resulting tree be
T1 (Figure 3.4), which is also on n vertices. Suppose x was adjacent to y
on Tcat. All vertices have the same degrees on the two trees except for the
following
degT1(c)− degTcat(c) = 1
degTcat(y)− degT1(y) = 1
degTcat(x) = 1
degT1(z) = 1.
So
HTcat(a, b) = ∑
k∈V(Tcat)
`(a, k; b)d(k)
=
 ∑
k∈V(T1),k 6=c,y,x
`(a, k; b)d(k))

+`(a, x; b) + degTcat(c)`(a, c; b) + degTcat(y)`(a, y; b)
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and
HT1(a, b) = ∑
k∈V(T1)
`(a, k; b)d(k)
=
 ∑
k∈V(T1),k 6=c,y,z
`(a, k; b)d(k))

+`(a, z; b) + degT1(c)`(a, c; b) + degT1(y)`(a, y; b).
Therefore
HT1(a, b)− HTcat(a, b) = (`(a, c; b)− `(a, y; b)) + (`(a, z; b)− `(a, x; b))
= 2 (`(a, c; b)− `(a, y; b))
= 2d(c, y)
> 0.
Repeat the above process until on Tk (Figure 3.5), all leaves in V(T)−
{a, b} are adjacent to c. We have
HTcat(a, b) < HT1(a, b) < · · · < HTk(a, b)
a c
x
b
Figure 3.5: Tk
a c b b1
Figure 3.6: T1k
On Tk, if there is any leaf x other than a and b, we remove it and attach
a new leaf b1 adjacent to b. Let the resulting tree be T1k (Figure 3.6), which
is also on n vertices. The new hitting time maximizing vertices are a and b1
Similar to the analysis above, we can show that
HT1k (a, b1)− HTk(a, b) ≥ degT1k (c)`(a, c; b1) + 1 > 0.
Repeat the above process until the only leaves on the tree are a and bi. The
resulting tree is the unique path Pn. We have
HTk(a, b) < HT1k (a, b1) < · · · < HPn(a, bi).
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After various transformations from T0 to Pn, we have
max
i,j∈T0
HT0(i, j) = maxi,j∈Tcat
HTcat(i, j)
< max
i,j∈Tk
HTk(i, j) < maxi,j∈Pn
HPn(i, j).
Therefore the path Pn is the unique tree on n vertices such that
max
i∈Pn
HPn(i
′, i) = max
T
max
i∈T
HT(i′, i).
After proving the result for the maximizing structure for maximal hit-
ting time, we now consider the easier result for the minimizing structure.
Theorem 11 Of all trees T on n vertices
min
T
max
i∈T
HT(i′, i) = 2(n− 1).
This value is achieved uniquely by the star Sn.
Proof.
x
z
y
Figure 3.7: Sn
First we show that maxi∈Sn HSn(i′, i) = 2(n − 1). Let two arbitrary
leaves on Sn (Figure 3.7) be x and y, and the center vertex be z. All vertices
in Sn have degree of 1 except for z, whose degree is n− 1. Note `(x, k; y) = 1
for all k 6= x, y, since the only edge they share with the path between x and
y is yz. So,
H(x, y) = `(x, x; y)d(x) + `(x, z; y)d(z) + ∑
k 6=x,y,z
`(x, k; y)d(k)
= 2× 1+ 1× (n− 1) + (n− 3)× 1 = 2(n− 1).
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Assume for the sake of contradiction that there exists some tree T0 6= Sn
such that maxi∈T0 HT0(i
′, i) = minT maxi∈T HT(i′, i). Then maxi∈T0 HT0(i
′, i) ≤
2(n− 1).
Since T0 is not a star, there must exist two leaves a and b such that
d(a, b) > 2. Then there must be some vertex x that is adjacent to a such
that x is not adjacent to b. We have
HT0(b, a) = HT0(b, x) + HT0(x, a).
Since a and x are adjacent, HT0(x, a) = 2(n− 1)− 1 = 2n− 3. In order to
make HT0(b, a) ≤ maxi∈Sn HSn(i′, i) = 2(n− 1), we must have HT0(b, x) ≤
1,which is impossible since b and x are not adjacent (the length of the path
between a and b is greater than 2).
Therefore the only tree on n vertices that achieves minT maxi∈T HT(i′, i)
is the star Sn.
Theorem 12 Of all focal trees T on n vertices, where n is odd
max
T
min
i∈T
HT(i′, i) = (n− 1)2/4.
This value is achieved uniquely by the odd path Pn.
Proof. On the odd path Pn, HPn(a′, a) = mini∈Pn HPn(i′, i) = (n − 1)2/4,
where a is the unique focus. Note that HPn(a′, a) = HPn(a′′, a).
Assume for the sake of contradiction that there exists a focal tree T0 6=
Pn on n vertices such that
HT0(a
′, a) = min
i∈T0
HT0(i
′, i) ≥ (n− 1)2/4.
Since T0 is focal, we again have HT0(a
′, a) = HT0(a′′, a). Then HT0(a′, a) =
HT0(a
′′, a) ≥ HPn(a′, a) = HPn(a′′, a). Let the vertex adjacent to a on T0
that is on the (a′, a) path be x. Since HT0(a′′, a) ≥ HPn(a′′, a), HT0(a′, a) ≥
HPn(a′, a), and T0 is not a path, by Theorem 10, we must have v(Vx:a) ≥
(n− 1)/2, and v(Va:x) ≥ (n + 1)/2, so v(Vx:a) = (n− 1)/2, and v(Va:x) =
(n + 1)/2.
However, then by Theorem 10, we have HT0(a
′′, a) < HPn(a′′, a) or
HT0(a
′, a) < HPn(a′, a), a contradiction. Therefore of all focal trees T on odd
number of vertices, the odd path Pn uniquely achieves maxT mini∈T HT(i′, i).
After we have the results for extremal hitting times, we look at the ex-
tremal commute times, which are closely related to the hitting times.
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3.2 Results on commute times
First we introduce several lemmas on the commute times that follow easily
from the previous section.
Lemma 13 On any tree T, if c is on the path between a and b, we have
κ(a, b) = κ(a, c) + κ(b, c)
Proof.
κ(a, b) = H(a, b) + H(b, a) = (H(a, c) + H(c, b)) + (H(b, c) + H(c, a))
= (H(a, c) + H(c, a)) + (H(b, c) + H(c, b))
= κ(a, c) + κ(b, c)
which also implies κ(a, c) < κ(a, b) and κ(b, c) < κ(a, b).
Lemma 14 Of any given tree T on n vertices
min
i,j∈T
κ(i, j) = 2(n− 1).
This value is achieved by two arbitrary adjacent vertices.
Proof. From Equation 2.1, for any two adjacent vertices i, j on any given tree
T, we have
κ(i, j) = H(i, j) + H(j, i) = 2(n− 1).
Assume for the sake of contradiction that κ(a, b) = minT mini,j∈Tκ(i, j),
where a and b are not adjacent, then there must exist some vertex c on the
path between a and b. From Lemma 13, we have
κ(a, c) < κ(a, b)
a contradiction. Therefore mini,j∈T κ(i, j) is achieved by any two adjacent
vertices on T.
Lemma 15 Of any given tree T on n vertices maxi,j∈T κ(i, j) is achieved by two
leaves.
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Proof. Let κ(a, b) = maxi,j∈T κ(i, j). Assume for the sake of contradiction
that at least one of a and b is not a leaf. Since κ(a, b) = κ(b, a), without loss
of generality, assume a is not a leaf. Then there exist some vertex c adjacent
to a but not adjacent to b. From Lemma 13, we have
κ(c, b) > κ(a, b)
a contradiction. Therefore maxi,j∈T κ(i, j) is achieved by two leaves.
From Lemma 14, it directly follows that
Theorem 16 Of all trees T on n vertices
min
T
min
i,j∈T
κ(i, j) = max
T
min
i,j∈T
κ(i, j) = 2(n− 1).
This value is achieved by two adjacent vertices on any T.
The following two theorems look at the maximizing and minimizing
structures for maximal commute times.
Theorem 17 Of all trees T on n vertices
min
T
max
i,j∈T
κ(i, j) = 4(n− 1).
This value is achieved uniquely by the star Sn.
Proof. On Sn, any two leaves achieves maxi,j∈Sn κ(i, j) = 2 × 2(n − 1) =
4(n− 1).
Assume for the sake of contradiction that
maxi,j∈T0 κ(i, j) = minT maxi,j∈T κ(i, j) and that T0 6= Sn.
Since T0 is not a star, there must exist two leaves a and b such that
d(a, b) > 2. Let c be adjacent to a and on the path between a and b. From
Lemma 13 and Lemma 14, we have
κ(a, b) = κ(a, c) + κ(b, c) > 2(n− 1) + 2(n− 1) = 4(n− 1)
which implies
max
i,j∈T0
κ(i, j) > κ(a, b) > 4(n− 1) = max
i,j∈Sn
κ(i, j)
a contradiction. Therefore minT maxi,j∈T κ(i, j) is achieved uniquely by Sn.
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Theorem 18 Of all trees T on n vertices
max
T
max
i,j∈T
κ(i, j) = 2(n− 1)2
This value is achieved uniquely by the path Pn.
Proof. Let the two leaves on Pn be a and b. Since HT0(a, b) = HT0(b, a) =
maxT maxi,j∈T H(i, j), it follows that
max
T
max
i,j∈T
κ(i, j) = κT0(a, b) = HT0(a, b)+HT0(b, a) = 2× (n− 1)2 = 2(n− 1)2
Therefore minT maxi,j∈T κ(i, j) is achieved uniquely by Pn.

Chapter 4
Extremal Results on H(pi, i)
In order to study maximal mixing times, we need to first look at
H(pi, i) = ∑
k∈V
pik H(k, i),
as it is part of the equation 2.8,
H(i,pi) = H(i′, i)− H(pi, i).
Recall from section 2.2.2 that for any adjacent vertices u, v ∈ V, let Vu:v
denote the set of vertices in the subtree rooted at u after the removal of the
edge uv, as shown in Figure 2.5.
First we show a lemma for the vertex that achieves the maximal H(pi, i).
Lemma 19 On any tree T, the vertex i that achieves maxi∈T HT(pi, i) must be a
leaf.
Proof. Assume for the sake of contradiction that H(pi, a) = maxi∈T HT(pi, i)
and a is not a leaf. Let G1, G2, ..., Gd be the components of T − a, where
pi(G1) ≤ pi(G2) ≤ · · · ≤ pi(Gd), and d = deg(a) ≥ 2.
Let the vertex in G1 that is adjacent to a be b. Note that pi(Vb:a) <
pi(Va:b). Now,
HT(pi, a) = ∑
x∈Va:b
pix HT(x, a) + ∑
y∈Vb:a
piyHT(y, a)
= ∑
x∈Va:b
pix HT(x, a) + ∑
y∈Vb:a
piy ((HT(y, b) + HT(b, a)) .
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Similarly,
HT(pi, b) = ∑
y∈Vb:a
piyHT(y, b) + ∑
x∈Va:b
pix ((HT(x, a) + HT(a, b)) .
Then,
HT(pi, b)− HT(pi, a)
= ∑
x∈Va:b
pix HT(a, b)− ∑
y∈Vb:a
piyHT(b, a)
= pi(Va:b)HT(a, b)− pi(Vb:a)HT(b, a)
=
pi(Va:b)
2|E(T)|
(
∑
x∈Va:b
deg(x)
)
− pi(Vb:a)
2|E(T)|
(
∑
y∈Vb:a
deg(y)
)
=
1
2|E(T)|
(
pi(Va:b)2 − pi(Vb:a)2
)
> 0.
This contradicts our assumption that HT(pi, a) = maxi∈T HT(pi, i). There-
fore the vertex i that achieves maxi∈T HT(pi, i) must be a leaf.
We show the following two results for the minimizing structure of both
maximal and minimal H(pi, i).
Theorem 20 Of all trees T on n vertices
min
T
min
i∈T
HT(pi, i) =
1
2
.
This value is achieved uniquely by the star Sn.
Proof.
First we show that mini∈Sn HSn(pi, i) =
1
2 . In the stationary distribution
pi, the center vertex, denoted as c here, has pic = 12 , while all other vertices
have pii = 12(n−1) . We know that for all leaves i on Sn, H(i, c) = 1. Clearly
the vertex that achieves mini∈Sn HSn(pi, i) is c. We have
HSn(pi, c) = ∑
i∈V(Sn)
pii HSn(i, c) = ∑
i∈V(Sn),i 6=c
pii =
(n− 1)
2(n− 1) =
1
2
.
Assume for the sake of contradiction that there exists some tree T0 6= Sn
such that HT0(pi, x) = mini∈T0 HT0(pi, i) ≤ 12 . Since T0 is not a star, deg(x) <
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(n− 1), so pix < 12 . Therefore
HT0(pi, x) = ∑
i 6=x
pii HT0(i, x) ≥ pi(V − {x})× 1 >
1
2
Which is a contradiction. Therefore Sn is the unique tree on n vertices that
achieves minT mini∈T HT(pi, i).
Theorem 21 Of all trees T on n vertices
min
T
max
i∈T
HT(pi, i) = 2n− 72.
This value is achieved uniquely by the star Sn.
Proof.
Assume for the sake of contradiction that there exists some tree T0 6= Sn
such that maxi∈T0 HT0(pi, i) ≤ maxi∈Sn HSn(pi, i). Suppose the vertex that
achieves this on T0 is a. From Lemma 19 we know that a must be a leaf. Let
the unique neighbor of a be b. Since T0 is not a star, degT0(b) < n − 1 =
degSn(b). Any vertex c ∈ V − {a, b}must have
HT0(c, a) = HT0(c, b) + HT0(b, a) > 1+ 2(n− 1)− 1 = HSn(c, a).
Since b is the unique neighbor of leaf a in both T0 and Sn
HT0(b, a) = HSn(b, a) < HSn(c, a).
Then
HT0(pi, a)− HSn(pi, a)
= ∑
i∈V(T0),i 6=a
pii HT0(i, a)− ∑
i∈V(Sn),i 6=a
pii HSn(i, a)
=
(
pib∈T0 HT0(b, a) + ∑
i∈V(T0),i 6=b
pii HT0(i, a)
)
−
(
pib∈Sn HSn(b, a) + ∑
i∈V(Sn),i 6=b
pii HSn(i, a)
)
> (pib∈T0 − pib∈Sn) HSn(b, a) +
(
∑
i∈V(T0),i 6=b
pii − ∑
i∈V(Sn),i 6=b
pii
)
HSn(c, a)
= (pib∈Sn − pib∈T0) (HSn(c, a)− HSn(b, a))
= (pib∈Sn − pib∈T0) HSn(c, b)
> 0
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Which is a contradiction. Therefore Sn is the unique tree on n vertices that
achieves minT maxi∈T HT(pi, i).
We show that the maximizing structure for maximal H(pi, i) is the path
with proof by contradiction and carefully arguing the result of moving a
single vertex on a tree.
Theorem 22 Of all trees T on n vertices
max
T
max
i∈T
HT(pi, i) =
4n2 − 8n + 3
6
.
This value is achieved uniquely by the path Pn.
Proof.
Assume for the sake of contradiction that there exists some tree T0 6= Pn
such that HT0(pi, a) = maxi∈T0 HT0(pi, i) = maxT maxi∈T HT(pi, i). Let the
a-pessimal node be a′.
From Lemma 19 we know that a must be a leaf. Since T0 6= Pn, there
must exist at least one leaf other than a and a′. Let z be the vertex on T0
with deg(z) > 2 such that all internal vertices on the path between a′ and
z have degree 2. Let x be a leaf on T0 other than a′ and a, where the path
between a′ and x contains z. Let the vertex adjacent to x be y.
Now, on T0 (Figure 4.1) remove vertex x, and add a new leaf a∗ adjacent
to a′. The resulting tree T1 (Figure 4.2) still has n vertices.
a z a
′
x
y
Figure 4.1: T0
a z a
′ a∗
y
Figure 4.2: T1
We claim that
max
i∈T1
HT1(pi, i) ≥ HT1(pi, a) ≥ HT0(pi, a) = maxi∈T0 HT0(pi, i).
Consider the components of V − {z}. Let the one containing y be Vy,
the one containing a′ be Va′ , and the rest of the components collectively
(Vy ∪ Va′)c. Define ∆(i, j) = HT1(i, j) − HT0(i, j). Clearly for all vertices
c in (Vy ∪ Va′)c in T1, we have ∆(c, z) = 0, degT1(c) = degT0(c). For all
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vertices c ∈ Vy, we have ∆(c, z) = −(`(c, y, z) + `(c, x, z)) = −2`(c, y, z).
For all vertices c ∈ Va′ , c 6= a∗, we have ∆(c, z) = `(c, a′, z) + `(c, a∗, z) =
2`(c, a′, z). For i=0,1
HTi(pi, a) = ∑
k∈V(Ti)
deg(k)
2|E| HTi(k, a)
=
 ∑
k∈V(Ta)
deg(k)
2|E| HTi(k, z) + HTi(z, a) ∑
k∈V(Ta)
deg(k)
2|E|

+ ∑
k∈V(Ta)
deg(k)
2|E| HTi(k, a)
Then,
HT1(pi, a)− HT0(pi, a)
=
 ∑
k∈Vy∪Va′
deg(k)
2|E| HT1(k, z) + HT1(z, a) ∑k∈Vy∪Va′
deg(k)
2|E|

−
 ∑
k∈Vy∪Va′
deg(k)
2|E| HT0(k, z) + HT0(z, a) ∑k∈Vy∪Va′
deg(k)
2|E|

= ∑
k∈Vy∪Va′
deg(k)
2|E| HT1(k, z)− ∑k∈Vy∪Va′
deg(k)
2|E| HT0(k, z)
=
deg(a∗)
2|E| HT1(a
∗, z)− deg(x)
2|E| HT0(x, z)
+ ∑
k∈Vy
deg(k)
2|E| ∆(k, z) + ∑k∈Va′ ,k 6=a∗
deg(k)
2|E| ∆(k, z)
=
1
2|E| (HT1(a
∗, z)− HT0(x, z)
+2 ∑
k∈Va′ ,k 6=a∗
deg(k)`(k, a′, z)− 2 ∑
k∈Vy
deg(k)`(k, y, z))
=
1
2|E| (HT1(a
∗, z)− HT0(x, z) + 2HT1(a′, z)− 2HT0(y, z)).
We have,
HT1(a
∗, z) > HT1(a
′, z) > HT0(a
′, z) ≥ HT0(x, z) > HT0(y, z).
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So,
max
i∈T1
HT1(pi, i) ≥ HT1(pi, a) > HT0(pi, a) = maxi∈T0 HT0(pi, i)
which is a contradiction to our assumption. Therefore the only tree on
n vertices that achieves maxT maxi∈T HT(pi, i) is T = Pn.
The following theorem shows that the maximizing structure for mini-
mal H(pi, i) is the path using similar method in the previous theorem. It can
take on two values depending on whether the path is even or odd, since an
even path is bifocal while an odd path is focal.
Theorem 23 Of all trees T on n vertices
max
T
min
i∈T
HT(pi, i) =
{
n2−2n+3
6 if n is even
n2−2n
6 if n is odd
This value is achieved uniquely by the path Pn.
Proof. Assume for the sake of contradiction that there exists some tree T0 6=
Pn such that HT0(pi, a) = mini∈T0 HT0(pi, i) = maxT mini∈T HT(pi, i). Let
G1, G2, ..., Gd be the components of T0 − a, where pi(G1) ≥ pi(G2) ≥ · · · ≥
pi(Gd), and d = deg(a) ≥ 2. Suppose the vertex adjacent to a in each
component Gi is bi.
max
T
min
i∈T
H(pi, i) = H(pi, a) = ∑
k∈V(T0)
deg(k)
2|E| H(k, a)
= ∑
k∈V(G1)
deg(k)
2|E| H(k, a) + · · ·+ ∑k∈V(Gd)
deg(k)
2|E| H(k, a).
Within each component Gi
∑
k∈Gi
deg(k)
2|E| H(k, a) = ∑k∈Gi
deg(k)
2|E| (H(k, bi) + H(bi, a))
= ∑
k∈Gi
deg(k)
2|E| H(k, bi) +
H(bi, a)
2|E| ∑k∈Gi
deg(k)
= HGi(pi, bi) +
HGi(bi, a)
2|E| ∑k∈Gi
deg(k)
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Since the right hand side of the expression is constant for each Gi, HGi(pi, bi)
must be maximized. From Theorem 22, Gi must each be a path. If d = 2,
T0 would be a path, so d ≥ 3. Since pi(G1) ≥ pi(G2) ≥ pi(G3), and a is the
barycenter, pi(G1) ≤ 12 , so pi(G1) ≤ 12 − 1n−1 . Suppose the single leaf in G3
is x, and x is adjacent to y. Suppose the single leaf in G2 is a∗.
G1 G2
a∗
x
y
G3
Figure 4.3: T0
G1 G2 a∗
y
G3
z
Figure 4.4: T1
Now on (Figure 4.3), remove x in G3, and add a new leaf z adjacent to
a∗ in G2. Let the resulting tree be T1 (Figure 4.4), which is still on n vertices.
Since the swap of vertices have no effect on components other than G2 or
G3
HT1(pi, a)− HT0(pi, a) = ∑
k∈V(T1)
deg(k)
2|E| HT1(k, a)− ∑k∈V(T0)
deg(k)
2|E| HT0(k, a)
=
(
∑
k∈G2⊂V(T1)
degT1(k)
2|E| HT1(k, a) + ∑k∈G3⊂V(T1)
degT1(k)
2|E| HT1(k, a)
)
−
(
∑
k∈G2⊂V(T0)
degT0(k)
2|E| HT0(k, a) + ∑k∈G3⊂V(T0)
degT0(k)
2|E| HT0(k, a)
)
Using the same argument as in Theorem 22, we can show that
HT1(pi, a) > HT0(pi, a)
Which is a contradiction to our assumption, therefore the only tree on n
vertices that achieves maxT mini∈T HT(pi, i) is T = Pn.

Chapter 5
Extremal Mixing Times
The last chapter studies the extremal structures for mixing times. We can
calculate mixing time with the equation 2.8,
H(i,pi) = H(i′, i)− H(pi, i).
5.1 Results on Tmix
Recall from section 2.5,
Tmix = max
i∈V
H(i,pi)
Lemma 24 On any tree T, the vertex i that achieves Tmix = maxi∈T HT(i,pi)
must be a leaf.
Proof.
Assume for the sake of contradiction that H(a,pi) = maxi∈T HT(i,pi)
and a is not a leaf. Suppose the nearest focus to a is u. Let b be a leaf such
that b ∈ Va:u. Then, by Theorem 6,
H(b,pi) = H(b, a) + H(a,pi)
= H(b, a) + H(a, u) + H(u,pi)
= H(b, a) + H(a,pi)
> H(a,pi)
a contradiction. Therefore the vertex i that achieves maxi∈T HT(i,pi) must
be a leaf.
First we show that the minimizing structure for the mixing time is the
star, and that the value is constant regardless of n.
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Theorem 25 Of all trees T on n vertices
min
T
Tmix = min
T
max
i∈T
HT(i,pi) =
3
2
This is achieved uniquely by the star Sn.
Proof. By Lemma 24, for any tree T, the vertex that maximizes HT(i,pi)
must be a leaf a. Since a is a leaf, a is not a focus. Suppose the nearest focus
to a is u. By Theorem 6,
HT(a,pi) = HT(a, u) + HT(u,pi).
Since a 6= u,
HT(a, u) ≥ 1.
By Theorem 27,
HT(a,pi) = HT(a, u) + HT(u,pi) ≥ 1+ HT(u,pi) ≥ 1+ 12 =
3
2
.
where the equality holds if and only if T = Sn.
Therefore the only tree on n vertices that achieves minT maxi∈T HT(i,pi)
is T = Sn.
To show that the maximizing structure for the mixing time is the path,
we use a similar method to that used in the proof of Theorem 22 and com-
bined results from both chapter 3 and 4.
Theorem 26 Of all trees T on n vertices
max
T
Tmix = max
T
max
i∈T
HT(i,pi) =
2n2 − 4n + 3
6
This value is achieved uniquely by the path Pn.
Proof. Assume for the sake of contradiction that there exists some tree T0 6=
Pn such that maxi∈T0 HT0(i,pi) = maxT maxi∈T HT(i,pi). Let HT0(a,pi) =
maxi∈T0 HT0(i,pi) with a-pessimal node a
′. By Lemma 24 we know that a
must be a leaf. Since T0 6= Pn, there must exist at least one leaf other than
a and a′. Let z be the vertex on T0 that satisfies deg(z) > 2 and all internal
vertices on the path between a′ and z have degree 2. Let x be a leaf on T0
other than a′ and a, where the path between a′ and x contains z. Let the
vertex adjacent to x be y.
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a z a
′
x
y
Figure 5.1: T0
a z a
′ a∗
y
Figure 5.2: T1
Now, on T0 (Figure 5.1), remove vertex x, and add a new leaf a∗ adjacent
to a′. The resulting tree T1 (Figure 5.2) still has n vertices.
By Equation 2.8, we have H(i,pi) = H(i′, i)−H(pi, i). Suppose the path
from a′ to z contains k vertices. We have,
HT1(a,pi
(1)) = HT1(a
∗, a)− HT1(pi(1), a)
HT0(a,pi
(0)) = HT0(a
′, a)− HT0(pi(0), a)
where pi(i) is the stationary distribution for Ti. So,
HT1(a,pi
(1))− HT0(a,pi(0))
=
(
HT1(a
∗, a)− HT1(pi(1), a)
)
−
(
HT0(a
′, a)− HT0(pi(0), a)
)
=
(
HT1(a
∗, a)− HT0(a′, a)
)− (HT1(pi(1), a)− HT0(pi(0), a))
First let us calculate HT1(a
∗, a)−HT0(a′, a). Since H(i, j) = ∑k∈V `(i, k; j)deg(k),
HT0(a
′, a) = ∑
k∈V(T0)
`T0(a
′, k; a)degT0(k)
=
 ∑
k∈V(T0),k 6=a′,x,y
`T0(a
′, k; a)degT0(k)

+`T0(a
′, a′; a) + `T0(a
′, x; a) + degT0(y)`T0(a
′, y; a)
HT1(a
∗, a) = ∑
k∈V(T1)
`T1(a
∗, k; a)degT1(k)
=
 ∑
k∈V(T1),k 6=a∗,a′,y
`T1(a
′, k; a)degT1(k)

+`T1(a
∗, a∗; a) + 2`T1(a
∗, a′; a) +
(
degT0(y)− 1
)
`T1(a
∗, y; a)
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HT1(a
∗, a)− HT0(a′, a)
=
(
`T1(a
∗, a∗; a) + 2`T1(a
∗, a′; a) + `T1(a
∗, y; a)
)
− (`T0(a′, a′; a) + `T0(a′, x; a) + 2`T0(a′, y; a))
= `T1(a
∗, a∗; a) + `T1(a
∗, a′; a)− `T0(a′, y; a)− `T0(a′, x; a)
Now, to calculate HT1(pi
(1), a)−HT0(pi(0), a), for i=0,1, consider the com-
ponents of Ti − z. Let the one containing y be V(i)y , the one containing a′ be
V(i)a′ , and the rest of the components collectively (V
(i)
y ∪V(i)a′ )c. We have
HTi(pi
(i), a) = ∑
k∈V(Ti)
pi
(i)
k HTi(k, a)
=
 ∑
k∈(V(i)y ∪V(i)a′ )c
pi
(i)
k HTi(k, z) + HTi(z, a) ∑
k∈(V(i)y ∪V(i)a′ )c
pi
(i)
k

+ ∑
k∈V(i)y ∪V(i)a′
pi
(i)
k HTi(k, a)
Define ∆(i, j) = HT1(i, j)− HT0(i, j). Clearly for all vertices c in (V(i)y ∪
V(i)a′ )
c, ∆(c, z) = 0, degT1(c) = degT0(c). For all vertices c ∈ V
(0)
y ∩ V(1)y ,
∆(c, z) = −(`(c, y, z) + `(c, x, z)) = −2`(c, y, z). For all vertices c ∈ V(0)a′ ∩
V(1)a′ , c 6= a∗, ∆(c, z) = `(c, a′, z) + `(c, a∗, z) = 2`(c, a′, z). Then,
Results on Tmix 45
HT1(pi
(1), a)− HT0(pi(0), a)
=
 ∑
k∈(V(1)y ∪V(1)a′ )c
pi
(1)
k HT1(k, z) + HT1(z, a) ∑
k∈(V(1)y ∪V(1)a′ )c
pi
(1)
k

−
 ∑
k∈(V(0)y ∪V(0)a′ )c
pi
(0)
k HT0(k, z) + HT0(z, a) ∑
k∈(V(0)y ∪V(0)a′ )c
pi
(0)
k

= ∑
k∈(V(1)y ∪V(1)a′ )c
pi
(1)
k HT1(k, z) + ∑
k∈(V(0)y ∪V(0)a′ )c
pi
(0)
k HT0(k, z)
=
deg(a∗)
2|E| HT1(a
∗, z)− deg(x)
2|E| HT0(x, z)
+ ∑
k∈V(1)y
deg(k)
2|E| ∆(k, z) + ∑
k∈V(1)a′ ,k 6=a∗
deg(k)
2|E| ∆(k, z)
=
1
2|E| (HT1(a
∗, z)− HT0(x, z))
+
1
2|E|
2 ∑
k∈V(1)a′ ,k 6=a∗
deg(k)`(k, a′, z)− 2 ∑
k∈V(1)y
deg(k)`(k, y, z)

=
1
2|E|
(
HT1(a
∗, z)− HT0(x, z) + 2HT1(a′, z)− 2HT0(y, z)
)
Combining the above results,
HT1(a,pi
(1))− HT0(a,pi(0))
=
(
`T1(a
∗, a∗; a) + `T1(a
∗, a′; a)− `T0(a′, y; a)− `T0(a′, x; a)
)
−
(
1
2|E| (HT1(a
∗, z)− HT0(x, z) + 2HT1(a′, z)− 2HT0(y, z))
)
= (k + (k− 1))
−
(
1
2|E|
(
k2 + 2(k− 1)2 − HT0(x, z)− 2HT0(y, z)
))
> (2k− 1)− 1
2|E| (3k
2 − 4k + 2)
Then we have HT1(a,pi) − HT0(a,pi) > 0 if and only if |E| > 34 k − 58 +
3
16k−8 , which holds since |E| > k + 2 and k ≥ 2. Therefore HT1(a,pi(1)) >
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HT0(a,pi
(0)), which implies maxi∈T1 HT1(pi
(1), i) > maxi∈T0 HT0(pi
(0), i), a
contradiction.
Therefore the only tree on n vertices that achieves maxT maxi∈T HT(i,pi)
is T = Pn.
5.2 Results on Tbestmix
Recall from section 2.5,
Tbestmix = min
i∈V
H(i,pi)
We can easily show that the minimizing structure for the best mixing
time is the star.
Theorem 27 Of all trees T on n vertices
min
T
Tbestmix = min
T
min
i∈T
HT(i,pi) =
1
2
.
This value is achieved uniquely by the star Sn.
Proof. First note that for Sn, the vertex that minimizes HSn(i,pi) is the center
vertex c. Then,
HSn(c,pi) = HSn(c
′, c)− HSn(pi, c) = 1−
1
2
=
1
2
.
Consider any given tree T0 6= Sn. Suppose HT0(a,pi) = mini∈T0 HT0(i,pi).
Since T0 6= Sn, pia < 1/2. Using the threshold rule (see Section 2.4.2), start-
ing at vertex a on T0, we stay at a with probability pia, and walk with prob-
ability 1− pia. Since the threshold rule is optimal, HT0(a,pi) ≥ 1− pia > 12 .
Therefore the only tree on n vertices that achieves minT mini∈T HT(i,pi)
is T = Sn.
We have a partial result for maxT Tbestmix = maxT mini∈T HT(i,pi).
Lemma 28 If T achieves maxT mini∈T HT(i,pi), then T must be a caterpillar.
Proof. Assume for the sake of contradiction that there exists some tree T0,
where T0 is not a caterpillar, such that
mini∈T0 HT0(i,pi) = maxT mini∈T HT(i,pi). Let a primary focus of T0 be a.
Then the two vertices on T0 that achieve maxi∈T0 HT0(i, j) are a-pessimal
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a′
c
a′′
x
y
Figure 5.3: T0
a′
c
a′′
z
y
Figure 5.4: T1
node a′ and a′-pessimal node a′′. Since T0 is not a caterpillar, there must
exist some leaf x at least distance 2 away from the (a′, a′′) path. Let y be
adjacent to x. Let the first vertex that the path from a′ to x and the path
from a′′ to x share be c.
On T0 (Figure 5.3), we remove x, and add a new leaf z adjacent to c. Let
the resulting tree be T1 (Figure 5.4). Since the path from a′ to a stays un-
changed, a is still a primary focus, and we have HT0(a
′, a) = HT1(a′, a). We
also know degT1(c) = degT0(c) + 1, degT1(y) = degT0(y)− 1, degT1(z) =
degT0(x) = 0. Consider the components of T1 − c. Let the one containing
y be Vy, and the rest of the components except for z collectively Vc. Define
∆(i, j) = HT1(i, j) − HT0(i, j). Clearly for all vertices w in (Vy ∪ z)c ∈ T1,
∆(w, a) = 0, degT1(w) = degT0(w). For all vertices w ∈ Vy, since x was
removed, ∆(w, a) < 0. Then,
HT0(x, a)− HT1(z, a)
= (HT0(x, y) + HT0(y, c) + HT0(c, a))− (HT1(z, c) + HT1(c, a))
= (HT0(c, a)− HT1(c, a)) + (HT0(y, c)− HT1(z, c)) + HT0(x, y)
> 0
48 Extremal Mixing Times
HT1(pi
(1), a)− HT0(pi(0), a)
=
(
∑
k∈Vcc
HT1(k, a)pi
T1
k + HT1(z, a)pi
T1
z + HT1(y, a)pi
T1
y + HT1(c, a)pi
T1
c
)
−
(
∑
k∈Vcc
HT0(k, a)pi
T0
k + HT0(x, a)pi
T0
x + HT0(y, a)pi
T0
y + HT0(c, a)pi
T0
c
)
=
1
2|E|
(
∑
k∈Vcc
degT0(k)HT1(k, a)− ∑
k∈Vcc
degT0(k)HT0(k, a)
)
+
1
2|E| (HT1(z, a)− HT0(x, a)) +
1
2|E|
(
HT1(y, a)degT1(y)− HT0(y, a)degT0(y)
)
+
1
2|E|
(
HT1(c, a)degT1(y)− HT0(c, a)degT0(y)
)
=
1
2|E| (HT1(z, a)− HT0(x, a)) +
degT1(y)
2|E| (HT1(y, a)− HT0(y, a))
− 1
2|E| (HT1(c, a)− HT0(y, a)) +
degT0(c)
2|E| (HT1(c, a)− HT0(c, a))
We have,
HT1(z, a)− HT0(x, a) < 0
HT1(c, a)− HT0(c, a) = 0
HT1(y, a)− HT0(y, a) < 0
HT1(c, a)− HT0(y, a) < 0
Therefore,
HT1(pi, a)− HT0(pi, a) < 0
HT1(a,pi)− HT0(a,pi)
=
(
HT1(a
′, a)− HT1(pi, a)
)− (HT0(a′, a)− HT0(pi, a))
=
(
HT1(a
′, a)− HT0(a′, a)
)− (HT1(pi, a)− HT0(pi, a))
> 0
Which is a contradiction to our assumption. Therefore of all trees T on
n vertices, the one that achieves maxT mini∈T HT(i,pi) must be a caterpil-
lar.
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We conjecture that of all trees on n vertices, the unique tree achieving
maxT min i ∈ TH(i,pi) must be
1. the tree Pn (Figure 5.5), if n is even;
2. the resulting graph (Figure 5.6) of attaching a leaf to a focus of Pn−1,
if n is odd.
Figure 5.5: n is even Figure 5.6: n is odd
5.3 Results on Tforget
Lastly we look at the maximizing and minimizing structures for for-
get times. Note that since Tforget = Treset, the same results apply to
reset times.
Theorem 29 Of all trees T on n vertices
min
T
Tforget = 1
This value is achieved uniquely by the star Sn.
Proof. From Theorem 7, on any given focal tree T with focus a, we
have,
Tforget = H(a′, a) ≥ 1
where the equality holds if and only if T = Sn.
If T is bifocal with foci a and b,
Tforget = H(a′, µ) = pibH(a′, b) + piaH(a′, a) > 1.
Therefore minT Tforget = 1 is achieved uniquely by the star Sn.
Theorem 30 Of all trees T on n vertices
max
T
Tforget =
{
n2−2n+2
4 if n is even
n2−2n+1
4 if n is odd
This value is achieved uniquely by the path Pn.
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Proof. From Theorem 7, given a tree T with a single focus a,
Tforget = H(a′, a)
From Theorem 12, of all focal trees, this value is maximized uniquely
by the odd path Pn
HPn(a
′, a) =
n2 − 2n + 1
4
.
If a tree has two foci a and b,
Tforget = H(a′, µ) = H(b′, µ)
=
1
2|E|
(
H(a, b)H(b, a) + H(a, b)H(a′, b) + H(b, a)H(b′, a)
)
.
We claim that of all bifocal trees, Tforget is maximized uniquely by the
even path Pn.
Va:b Vb:abab′ a′
Figure 5.7: T
On any given bifocal tree T in Figure 5.7, let a and b be the two foci,
and let v(Va:b) = k, v(Vb:a) = l, where k + l = n. We have
HT(a, b) = 2k− 1
HT(b, a) = 2l − 1.
If we consider the subgraphs induced by Va:b and Vb:a, respectively,
from Theorem 10, we have
HT(b′, a) ≤ (k− 1)2
HT(a′, b) ≤ (l − 1)2
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and the equality holds if and only if Va:b and Vb:a are paths.
Then,
Tforget =
1
2|E|
(
H(a, b)H(b, a) + H(a, b)H(a′, b) + H(b, a)H(b′, a)
)
≤ (2k− 1)(2l − 1) + (2k− 1)(l − 1)2 + (2l − 1)(k− 1)2
= 2k2l + 2l2k− 4kl − k2 − l2 + 2k + 2l − 1
If we substitute l = n − k, and then take the derivate of the above
against k, the above is maximized if and only if
k =
n
2
Therefore the even path Pn maximizes Tforget of all bifocal trees.
Tforget = HPn(a
′, µ) =
n2 − 2n + 2
4
Since n
2−2n+2
4 >
n2−2n+1
4 , when n is even, Tforget will be maximized
uniquely by the even path Pn of all focal and bifocal trees. When n
is odd, the odd path Pn would uniquely maximize Tforget of all focal
trees. We claim that it would uniquely maximize Tforget of all focal
and bifocal trees.
Assume for the sake of contradiction that there exists a bifocal tree T0
on n vertices, where n is odd, such that its Tforget is higher than that
of the odd path Pn. Let the two foci of T0 be a and b. Then T0 must
satisfy
Tforget ≥ n
2 − 2n + 1
4
Let the number of vertices on the (b′, a) path be k, and that on the
(a′, b) path be l. Since T0 6= Pn, and T0 is bifocal, at least one of k and l
must be less or equal to (n−1)2 . Without loss of generality, let l ≤ (n−1)2 .
Then we have
Tforget = HT0(a
′, µ) = pibH(a′, b) + piaH(a′, a)
< H(a′, a) ≤ (n− 1)
2
2
=
n2 − 2n + 1
4
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which is a contradiction. Therefore the odd path would uniquely
maximize Tforget of all focal and bifocal trees when n is odd. Thus the
path would uniquely maximize Tforget for all trees on any n number
of vertices.
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