Continuation to zero offset [better known as dip moveout (DMO)] is a standard tool for seismic data processing. In this paper, the concept of DMO is extended by introducing a set of operators: the continuation operators. These operators, which are implemented in integral form with a defined amplitude distribution, perform the mapping between common shot or common offset gathers for a given velocity model.
INTRODUCTION
The success of the routine use of offset continuation to zero offset [dip moveout (DMO)] (Deregowski and Rocca, 1981; Bolondi et al., 1982; Hale, 1983) is mainly a result of the fact that prestack depth migration can be approximated by the cascade normal moveout, DMO (or prestack partial migration, as defined in Yilmaz and Claerbout, 1980) , and poststack migration.
In addition to its use in zero-offset data mapping, DMO has found applications beyond mere common-midpoint imaging. Deregowski (1986) and Ronen (1987) have used DMO in data interpolation by exploiting its capability to handle all dips simultaneously, while still being consistent with the propagation equation. Properly done, DMO removes the dip dependence of stacking velocity, as demonstrated by the above authors and by Fowler (1988) , as well as by Forel and Gardner (1988) , that used a modified version of DMO.
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zero offset modeling, we introduce a set of tools for prestack data processing: the shot-, receiver-, and offset-continuation operators. In particular, the shot-continuation operator (SCO) allows, for a given velocity model, the prediction of a commonshot gather (CSG) from a neighboring CSG. Similar to DMO, the mapping of CSGs carried out by the SCO basically consists of:
1) depth migration of shot profile, 2) modeling of migrated data (demigration) from another shot location.
Both steps are performed with the same velocity model. For constant-velocity media, analysis of the illuminated subsurface in the wavenumber domain (spectral coverage) from two shot locations is useful for the evaluation of the limitations in mapping shot profiles. The applicability of prestack migration and modeling is sometimes hampered by the computational cost of prestack operators. Instead of performing shot continuation through the intermediate depth migration for each CSG, we prefer the integral implementation of CSG mapping by estimating the shot-continuation impulse response for a given velocity model. This is the shot continuation operator. Here, we discuss a general method for the derivation of kinematics of continuation operators, and we derive the analytical solution for the integral implementation in homogeneous media. The closed-form amplitude distribution along the SCO is generalized and revised from the DMO smear filter (Bagaini, 1993) , using the wavefront curvature theory (Hubral and Krey, 1980) . The integral implementation of SCO seems particularly attractive for its ability to handle irregular acquisition geometries, not only for 2-D but also for 3-D surveys, for which interest in shot-oriented processing is increasing. For regular grids, the time varying operators (e.g., offset continuation and DMO) and the space-time varying operator (e.g., SCO) can be implemented in the f -k domain using the log-stretch axes introduced in Bolondi et al. (1982) and also used by Biondi and Ronen (1987) for shot profile DMO.
Since shot continuation depends on the velocity model, in this paper we present the velocity analysis of CSGs by SCO. The comparison between continued CSGs and the CSGs extrapolated in the continued locations according to a given velocity model yields information for velocity model validation or its updating. In other words, the velocity model is estimated by minimizing the differences between the CSG at location s + s and its prediction from the CSG at location s obtained using the SCO as a prediction tool to map data from s to s + s. Resolution in common-shot velocity analysis is improved with respect to any stack or classical velocity analysis method as: 1) it coherently uses (e.g., matched filtering) the information that arises from the comparison with "true" CSGs; 2) it preserves the common-depth image in the comparison of several CSGs, since only the same depth image common to continued CSGs contains information useful for velocity estimation; 3) the velocity model is dip independent.
In favorable conditions (high signal-to-noise ratio with noninterfering events), two CSGs should be enough for dipindependent velocity model estimation. However, the use of several CSGs is preferable to enhance the signal-to-noise ratio (S/N) ratio.
Contrary to depth focusing analysis (e.g., MacKay and Abma, 1993; Fowler, 1992) , spurious focusing in velocity analysis arising from incorrectly migrated dipping events does not seem to be critical. This is because of the correlation between real and continued (nonzero-offset) data, which implicitly dumps spurious events arising from depth focusing analysis. This approach, which is relatively independent of amplitude, has the advantages and drawbacks of the more sophisticated time-oriented velocity analysis methods. The shot-continuation approach differs from residual wavefront curvature analysis using prestack depth migration (Al-Yahya, 1989; Versteeg et al., 1991) in that it is a shorter operator than the prestack migration operator, and SCO performs the analysis in the time domain instead of the depth domain. Choosing the length of the operator is a trade off between robustness (long operator) and resolution (short operator).
Starting from the kinematic of the SCO, here we derive the offset continuation operator (OCO), also called offset moveout operator (OMO) if it is applied to normal moveout (NMO) corrected data. OCO is a generalization of the offset continuation to zero offset, also known as DMO. Further applications have also shown that missing offsets can be handled by the integral implementation of OCO, based on the condition that the equivalent velocity defined in time is still a valid assumption. Similarly, SCO has been applied to missing shot restoration using the velocity model estimated from shot profile velocity analysis.
SPECTRAL COVERAGE IN SHOT CONTINUATION
Continuation operators are prestack tools that map seismic data according to a specified velocity model. Shot continuation moves each CSG to different shot locations based on a shared depth image among the shot profiles. In this section, the limitations in continuation, aperture, and shot displacement of a shot profile are discussed by analyzing the common spectral coverage of CSG P (t, r, s) Figure 1a ; Wu and Toksöz (1987) showed that, using the Born approximation, the scattered wavefield measured at any location r = [x, z] is P(t, r, s) = −k 2 o(p)G(|s − p|)G(|r − p|) dp, (1) where G(·) indicates the Green's function for the homogeneous medium and o(p) is the reflectivity of the scattering object. In the Fourier domain, the incident and scattered wavefields [equation (1) 
(u s and u r are the unit vectors along incident and scattered directions). In other words, only those components in the angular spectra of the scattering object that are illuminated from proper incident and scattered wavenumber can be recovered from the surface. Apart from any normalization coefficients [see Wu and Toksöz (1987) for details], the plane wave response of a point
, and only partially spans the spectrum of the scattering object. Therefore, the spectral coverage of any scattering object depends on the wavenumber k and on the geometrical parameters given by the relative location of source, receivers, and scatterer. The spectral coverage of a common-shot experiment basically depends on the aperture of the measured wavefield, the experiment geometry and the source bandwidth. All three effects are illustrated in Figures 1b and 1c for wideband source (10-100 Hz). Even for an infinite aperture ( Figure 1b ) the spectral coverage of the scattering point at 1000 m depth is limited by the fixed location of the source. Lateral resolution is further limited (Figure 1c ) by the aperture (4000 m cable length), as well as by the target depth.
The spectral coverage of a point scatterer illuminated from two source locations points out the properties of CSGs by evaluating their common-depth image in the wavenumber domain. This concept is illustrated in Figure 2 , where the two spectra of the scatterer from two source locations overlap only partially. Given P (t, r, s) , shot continuation predicts the CSG at location s + s from the CSG at s. Since only the depth image common to both shot locations should be preserved in continuation, only the overlapped angular spectra are involved in continuation (i.e., depth consistent data continuation). Apart from the overlapped angular spectra (shadow area O 2 in Figure 2 ), the angular spectrum belonging in the continuation to the experiment with source at location s but not common to the angular spectrum of s + s gives a spurious term (O 1 ) that is rejected by the continuation algorithm. Therefore, in case of partial spectral overlapping, shot continuation acts as a dip filter. The angular spectrum that belongs only to the experiment with the shot at s + s (O 3 ) corresponds to an innovation with respect to the depth image from s. Even for infinite aperture, CSGs from two different locations partially share the same subsurface image, but from two different viewpoints. Any comparison between actual and continued CSGs must face the problem of these spurious terms arising from incomplete spectral coverage, which becomes dominant for large s, shallow events, and small aperture.
CONTINUATION OPERATORS
Shot continuation, in principle, can be obtained by migrating shot profiles and then demigrating them into different shot locations using, the same velocity model for both steps. Implementing continuation requires the evaluation of the Green's functions, which could be time consuming for complex velocity models. Herein, the basic concepts of continuation are discussed for constant-velocity 2-D media for the purpose of deriving an analytical solution. However, the principles of data continuation and their applications apply to more complex velocity models. 
Analytical solution of SCO
To obtain an integral implementation of shot continuation, knowledge of the kinematics of the SCO impulse response is needed. Following the definition of shot continuation, let us consider an impulse at time t 1 in a CSG with the source located at s = s 1 and the receiver at r = r 1 : P(t, r, s) = δ(t − t 1 , r − r 1 , s − s 1 ). According to the velocity model v(x, z), migration in depth of an impulse in the time section corresponds to the isochron T (x, z, s 1 , r 1 ) = t 1 . The isochron of the common-shot experiment s 2 = s 1 + s displaced from the previous one by s depends on the receiver location r 2 : t 2 = T (x, z, s 1 + s, r 2 ). The kinematics of the SCO impulse response t 2 = t 2 (s 1 , r 1 , s 2 , r 2 ; v(x, z)) is given by the condition of tangency between the two isochrons corresponding to the impulse at time t 1 and the isochron in the displaced location T (x, z, s 1 + s, r 2 ) = t 2 . The tangency condition requires that both isochrons coincide and have equal gradient at the same depth point (x, z).
The analytical solution of SCO can be derived for a constantvelocity medium v. The isochron corresponding to an impulse at time t 1 is the ellipse having foci in s = s 1 and r = r 1 , while its shape depends on the velocity v. The tangency with another ellipse having one focus in s 2 = s 1 + s and being parametric with respect to time t 2 and receiver r = r 2 gives the analytical solution of the SCO impulse response in a constant-velocity medium. The kinematics of the SCO impulse response can be derived after some algebra (geometrical relationships are in
FIG.
2. Schematic view of the spectral coverage of a point scatterer illuminated from two source locations: 
where h 1 ≡ (r 1 − s 1 )/2 indicates the half offset, r ≡ r 2 − r 1 is the displacement of the receiver location with respect to r 1 , and h ≡ h 2 −h 1 is the offset displacement. The sign in equation (3) depends on the relative position between shot displacement s and h 1 . The positive solution, called smile because of its shape (Figure 3) , arises for | s − h 1 | < |h 1 |, and corresponds to the illumination of the prestack ellipse within the sourcereceiver interval. The other solution of equation (3), called frown, refers to a shifted shot location external to the shotreceiver interval: | s − h 1 | > |h 1 |. Whereas the frown solution is theoretically unlimited, the smile is limited to | r | < |2h 1 |. In both situations, the length of the SCO impulsive response is limited to nonevanescent energy.
Analysis of the SCO impulse response shows that its shape depends not only on velocity but also on the shot displacement s and on time t 1 , thus giving a space-time varying operator. The analytical solution of SCO in constant-velocity media provides a powerful tool for a Kirchhoff summation implementation of continuation of CSGs. Given a CSG P(t, r, s 1 ), any time sample in the CSG s 1 is mapped, by using the SCO, onto the CSG location s 2 = s 1 + s as
In the continued data, the original CSG location s 1 and the velocity model used are always indicated, while here SCO [·] simply denotes the operator that maps a CSG into another location. The continued data P(t, r, s 1 + s; s 1 , v) is obtained as a summation of SCO impulse responses from the CSG P(t, r, s 1 ). The shot-continued data and the data in the displaced location share the same subsurface image, but have a slightly different angular spectra. Depending on the velocity model, SCO operates as a dip filter of CSGs, thus moving energy in space. The spectral coverage limitation as a result of aperture and shot displacement needs to be considered in continuation and does not allow us to continue CSGs anywhere in the data space. For instance, two CSGs with a shot displacement larger than the aperture have a poor common-depth image and therefore their comparison is of no use. In experiments with other continuation operators (e.g., continuation of common-offset gathers), we similarly experience a loss of resolution in any continuation strategy that involves some intermediate continuation steps, because of the progressive loss of details in every step.
Decomposition of SCO: Normal moveout + shot moveout
Solution (3) for the integral implementation of shot continuation contains the dependency on geometry and velocity. The decomposition of SCO into a velocity-dependent term (normal moveout) and a structural term (shot moveout) can be derived by applying the normal moveout (NMO) correction to the integral implementation of shot continuation.
From the definition of NMO time (
with the usual convention for smile and frown solutions of the SCO. The impulse response, in this relationship after NMO correction, does not depend on the velocity, but only on the geometrical parameters. In a similar way to that for DMO, shot continuation is separated into two steps:
1) NMO correction of the CSG using a velocity model v (velocity-dependent correction); 2) structural shot continuation, or shot moveout (SMO), using kinematics given by relationship (5), which is velocityindependent and corresponds to a dip mapping.
The cascade NMO and SMO thus allows the mapping of NMO-corrected CSGs. It can be verified that, just as for DMO, SMO acts as the "do nothing" operation for horizontal reflectors.
DMO as a particular case of offset moveout (OMO)
Since in the derivation of shot continuation no geometrical symmetries have been assumed, the SCO provides a general framework for the derivation of any continuation in data space. For instance, the condition r − s = 2 h = const. in equation (3) corresponds to the offset-continuation operator (OCO), or the offset-moveout operator (OMO) if applied after NMO. Starting from equation (5) and assuming s = y − h and r = y + h yields the OMO equation for a given half-offset displacement h = h 2 − h 1 :
where y = ( r + s)/2 is the midpoint shift. Notice that OMO is velocity-independent and space-unvarying; its impulsive response depends on the midpoint shift y only, and it is symmetric with respect to y = 0. For the particular case of offset continuation to zero offset (h 2 = 0), equation (6) becomes (for DMO y < h 1 ):
the well known DMO smile.
Sensitivity to velocity
The influence of velocity errors can be analyzed for continuation operators both in depth and in data space. The former approach requires depth migration and comparison of migrated sections, while the latter compares the data continuation operators. The reliability of CSG prediction by using SCO is sensitive to the velocity model v that has been used in continuation. Given the true velocity model v o , and apart from any spurious term as a result of incomplete spectral coverage, the continuation should be P(t, r, s + s; s, v o ) P(t, r, s + s), regardless of any value of s. Assuming that velocity is wrong, in the data space there follows P(t, r, s + s; s, v) = P(t, r, s + s) with v = v o . The comparison in the data space between continued and actual CSGs can be carried out with a binning of velocities, as will be detailed in the next section. Similar to DMO, SCO is a prestack operator that performs data continuation that is independent of reflector dip. Therefore, the use of SCO in velocity analysis is attractive, as it allows the estimation of a velocity model without the usual cosine dip term.
Since continuation is equivalent to the migration of shot profiles and demigration to another location, the effects of velocity errors are also shown in depth-migrated sections, although comparison is ultimately performed in time. As with the spectral coverage of a point scatterer, here we take into account the sensitivity to velocity error for a horizontal reflector in a media with velocity v o . The depth migration of a flat-reflector shot profile P(t, r, s) with velocity v gives an elliptic reflector when v > v o (overmigration), or a hyperbolic reflector when v < v o (undermigration) (Maeland, 1991) . The continued CSG P(t, r, s + s; s, v) is now obtained by modeling the migrated shot profile from the location s + s with the same velocity v. Figure 4 shows the distortions caused by a velocity error, both in depth (upper part) and in time (lower part). The figure also shows the reciprocal trace (located at r = − s for s = 2h 1 ) where the continued CSG becomes insensitive to the velocity errors. In fact, inserting r = − s and s = 2h 1 into the SCO impulse response [equation (3)] simplifies to t 2 ≡ t 1 (i.e., the impulsive response length is unitary). Notice that this also holds true also for heterogeneous media.
Amplitude distribution along the SCO
The amplitude distribution of continuation operators depends on the required imaging condition. In this paper, we assume that after application of any continuation operators peak-amplitudes must be preserved.
The amplitude distribution of SCO (or SMO), as well as of any continuation operators, can be deduced as a generalization of DMO amplitudes derived in Bagaini (1993) by using the wavefront curvature theory of Hubral and Krey (1980) , together with energy conservation principles. The reflection coefficient C(p) (Bagaini, 1993) at the point p = (x p , z p ) in depth along the elliptical reflector (i.e., the image in depth of an impulse in a constant-velocity media v recorded at time t 1 ) is correctly rewritten here as
which is a function of the local curvature radius of the elliptical reflector R p (p) and of the angle between the source ray and the normal to the elliptical reflector θ i (p). Taking into account the geometric relationships given in the Appendix, the reflection coefficient becomes:
To preserve the amplitudes after continuation, the impulse response must be weighted following equation (9), which provides the smear filter for the integral implementation of any continuation operators. It can be demonstrated that C(x p ) increases with the local dip of the reflector. Considering the kinematics of the SCO t 2 (s, r, s + s, r + r ; v), the behavior of the amplitudes in integral implementation is derived, for each value of r , first by estimating the reflection point x p on the prestack ellipse [equation (A-3) in the Appendix] and then the corresponding weight, equation (9). Since the amplitude distribution previously derived is approximately proportional (far from the reciprocal trace) to the square root of the curvature of t 2 (s, r, s + s, r + r ; v), this is the amplitude distribution that we have preferred for practical applications.
Practical considerations in integral implementation of SCO
The phase behavior of the SCO (or SMO) smear filter is different for smile and frown solutions. The smile solution shows (similarly to DMO) the anticausal half-derivative, typical of the 2-D integral implementation, while the frown solution, in the limits of the stationary-phase approach, has an additional π/2 phase shift that arises from the caustics in the kinematics (see Figure 3) . It is also possible to derive the phase behavior of SMO using an approach similar to that used in Black et al. (1993) for the DMO smear filter. The extension given in Bagaini (1994) for the smear filter is reproposed here (showing only terms that depend on frequency ω):
where the negative and positive signs hold for smile and frown SCO, respectively (with the convention of negative exponent for the forward Fourier transform).
Since the SCO has been derived in the space-time domain, spatial aliasing of the operator follows easily from space-time sampling. The aliasing introduced by the SCO depends on the local dip of the impulse response. The condition to avoid space aliasing in the operator for receiver sampling x is
There is more than one way to avoid the aliasing introduced by integral implementation of prestack operators. A common way to remove spatial aliasing introduced by the SCO is through interpolation by a dip-dependent band-limited function based on condition (11) of the SCO impulsive response (see e.g., Lumley and Claerbout, 1994) . The superimposition of such band-limited impulse responses gives the SCO transformed data. Another way to avoid spatial aliasing could be by performing the continuation with a finer grid (by reducing x) in the continued section. This solution is more expensive than the previous one but allows for a better handling of amplitudes.
COMMON-SHOT VELOCITY ANALYSIS BY SCO
Data interpolation, missing or noisy data restoration and velocity analysis are some of the most interesting applications of SCO. In the next section, we discuss the velocity analysis of shot profiles using SCO.
Method
Our method of common-shot velocity analysis (CSVA) is accomplished basically by comparison of shot continued CSGs with the real CSGs (Bagaini and Spagnolini, 1993) . After the continuation of contiguous CSGs toward the same shot location s using the same velocity v, the data are sorted to obtain a common-receiver gather. The analysis of gathers P(t, r, s; s + s, v) by varying s allows one to assess whether the velocity used for shot continuation is correct. If a correct velocity is used, the reflections from all the sources will be aligned, regardless of the initial shot position s and the dip of the reflector. Shot continuation is capable of predicting, within the limits previously discussed, the shifted CSG regardless of the initial shot position. For a wrong continuation velocity, the events will be misaligned (i.e., s dependent) and residual curvature will be observed. For a continuation velocity lower (or higher) than the true one, a residual upward (or downward) curvature appears in P(t, r, s; s + s, v) for varying s. The criterion used to check the correct velocity is thus similar to that used in residual wavefront curvature analysis in Al-Yahya (1989) . However, in our approach the inspection is carried out on continued time sections instead of migrated depth sections.
Checking for alignment after shot continuation could be done through visual inspection, or, better yet, using any coherence measurements. Maximization of normalized correlation among continued CSGs   S(t, r, s, v 
yields, for a given time-receiver window and apart from any normalization factor, the coherence measurement used in continuation velocity analysis. The time and space window lengths depend on the desired resolution and accuracy in velocity estimation. Correlation lengths as large as the overall CSG are useful only for constant-velocity media. Real applications attempt to find vertical and lateral variations of the velocity model so that the time window is dependent on wavelet bandwidth, and the space window is dependent on the maximum shot displacement s involved in continuation. The coherence spectrum S(t, r, s, v) at shot location s depends on the velocity v as well as on time t and receiver location r (or equivalently offset). For each shot location s =s, velocity analysis along common-receiver gather r =r can be derived by slicing the coherence spectrum S(t, r =r , s =s, v). The velocity model, which is derived from CSVA, is defined in time, and it could be converted to a velocity model in depth by ray image techniques or another time-to-depth conversion method. A detailed discussion on this, however, is beyond the scope of this paper. The decomposition of SCO into NMO and velocityindependent continuation allows the evaluation of coherence among NMO-corrected data so that space variation of velocity can be further exploited for detection of laterally smooth velocity variations (i.e., variations that are longer than cable length).
Continuation of neighboring shot profiles is iterated with different velocities until continued CSGs filtered with P(t, r, s) (filter matched to "true" CSG) reach their maximum value. The velocity analysis using SCO can therefore be regarded as a coherent velocity analysis technique. However, not all the common-receiver gathers will give reliable velocity information. Those locations near the end of the illuminated area will not be aligned even when the correct velocity is used. This mainly occurs because of the edge effects of poor spectral coverage. Relative to standard velocity analysis where coherence is evaluated for each common-midpoint gather along hyperbolic NMO, continuation in the CSVA has the advantage that only the data within common spectral coverage or equivalently common image in depth are compared. In fact, NMO correction in standard velocity analysis is a dynamic correction that, for different offsets, is independent on their spectral coverage. The lack of a dip filter available with the continuation operators represents, for NMO, an approximate way to merge information from different angular spectra.
Applications of CSVA
The coherence measurement S(t, r, s, v) for the CSGs continued with the same velocity gives the SCO velocity space for each CSG. However, since velocity discrimination is better for lower velocities we perform the continuation using a slowness set (w = 1/v).
CSVA by SCO was applied to the synthetic model that Fowler (1992) used to demonstrate the spurious focusing problem that arises from depth focusing analysis. Figure 5a shows the zero-offset section for the model, composed of one flat event and one dipping at θ = 40 • (the dipping event has an amplitude that is three times larger than that of the flat one); the medium velocity is 2 km/s. The traveltimes of 64 CSGs were computed for 64 offsets ranging from 0 to 1.24 km, while synthetic data was generated by simply convolving the traveltime spikes with a zero-phase wavelet. The first shot location is at 0 m, the shot interval is 40 m. The application of the SCO for the continuation of the CSG at s = 0 m toward the CSG at s = 80 m with a slowness set yields the SCO velocity space for the CSG at s = 80 m. From the velocity cube S(t, r, s = 80 m, v), we extracted common-offset velocity spectra. Figure 5b shows a common-offset section of continued CSGs for variable slowness, and Figure 5c shows the corresponding "true" trace in the continued CSG. The traveltime and the shape of the trace in Figure 5c match the trace in the common-offset section ( Figure  5b ) close to the correct slowness (w = w o = 0.5 s/km). The correlation between the continued CSGs in Figure 5b and the original offset h = 750 m (Figure 5c ) gives the velocity spectra of CSVA. Figure 6 shows the contour plot of the CSVA for several shot locations still referring to the same offset (h = 750 m). The time position of the peaks of the velocity spectra for the dipping reflector depends on the shot position where CSVA has been performed but, regardless of the shot position and dip of the reflector, the slowness was correctly estimated and spurious events do not seem to be severe. From the analysis of this simple example, it follows that: (1) CSVA is dip-independent, (2) CSVA does not suffer from spurious focusing, and (3) few CSGs can provide a reasonable velocity model when SNR is high.
CSVA was also applied to the Marmousi data set (Bourgeois et al., 1991) , and the velocity analysis around the location s = 3125 m is shown in Figure 7 . Here, ten continued CSGs were used for the evaluation of the velocity spectra S(t, r, s = 3125 m, v) using a time window of 60 ms. Figure 7 shows the resulting velocity spectra for few offsets also indicated in the figure and after moveout correction. The overlapped slowness profiles (solid) were obtained by velocity picking. The slowness profiles for different offsets do not show strong lateral variations thus confirming the feasibility of a time-oriented approach in this area of the Marmousi data set. In the next section, we discuss how these dip-independent velocity profiles have been used for the restoration of missing offsets.
RESTORATION OF MISSING-OFFSET AND MISSING-SHOT PROFILES
Missing or irregularly sampled data (e.g., because of the acquisition geometry or "dead" or noisy traces) represent a serious problem in dealing with field data, particularly for 3-D seismic. In this section, we discuss the restoration of the missing-offset and the missing-shot profiles using an integral implementation of 2-D continuation operators for a given velocity model.
In general, for intermediate offsets, the NMO correction and a linear interpolation of the missing traces works well if the gap is not large. Far offsets are important for any velocity analysis method, and restoring them is a typical extrapolation problem. Unfortunately, the velocity model should be very accurate to achieve reasonable accuracy in missing data restoration. Near offset restoration is a critical situation since it can be a problem of both interpolation and extrapolation that has a large impact on other processing algorithms, e.g., surface-related multiple elimination methods (Verschuur, 1991) . Offset continuation, previously derived in this paper, is the tool that is used here for near-offset extrapolation, whereas CSVA provides the dipindependent velocity model. For restoration of the missing nearest offset traces of the Marmousi data set around the location s = 3125 m, we have used the velocities in Figure 7 . The offset continuation of 10 common-offset sections, with offsets ranging from 300 to 800 m, allows recovery of the nearest offsets (in the range of 0 to 175 m indicated by the box) for the two CSGs shown in Figure 8 . Except for the first arrivals, the continuity of the events is preserved even though they are dipping. Since there are no strong lateral velocity variations in this region, we have performed a single CSVA around the location of interest. Figure 9 shows four CSGs of field data recorded in North Holland, where the nearest offsets indicated by the box (from −135 m to +135 m) have been restored. We learned that, for this large gap, the methods based on NMO correction and interpolation are not adequate. Figure 10 shows the results of the CSVA (only some of the far offsets of CSVA are shown here) performed around the first shot location in Figure 9 . The results, which are consistent from one offset to another, indicate that there are no severe lateral velocity variations. In the restoration of nearest offsets, positive and negative offsets in the range 300-1000 m have been used. Around time 1.2 s in Figure 9 , the continuity and moveout were preserved regardless of the dip of the reflectors while some noise and wavelet stretching is present for the early events.
The success of all the model-based approaches for missingdata restoration depends on the accuracy of the velocity model. CSVA provides a dip-independent velocity model as required by offset continuation, and the missing offset restoration here represents a validation of the velocity estimated by CSVA. Since missing data is usually grouped into common-offset traces, the integral implementation of the method was developed in the common offset domain.
The number of the continued common-offset sections and the length of the impulse response of the operator used for missing-data restoration are crucial parameters that are considered briefly here. Whereas the use of one or more offsets close to the offsets that have to be restored allows the recovery of event continuity, it does not handle crossing events correctly (i.e., events with different moveout but the same space-time position), as, in this case, the operator becomes very short. Use of a large number of offsets increases the selectivity of events, but degrades the continuity of the events for an incorrect velocity model. Missing CSG restoration is slightly different from missingoffset restoration. Figure 11 shows an example of CSG restoration from the Marmousi data set. (a) Shows the CSG in location s = 3000 m, (b) is the CSG in location s = 3050, and (c) is the CSG in location s = 3050 m predicted from (a) using the SMO ( s = + 50 m) and the average velocity model derived from CSVA ( Figure 7) . The difference between predicted CSG (c) and the "true" CSG (b) are shown in (e) and have been compared here with the difference between CSG in s = 3000 m and s = 3050 m shown in (d). Even in the area of the Marmousi model where there are gentle dips the difference between the CSG predicted using SMO in (e) and the corresponding prediction for horizontally layered model (d) is remarkable. In addition, since the CSG at s = 3000 m and the CSG at s = 3050 m illuminate different subsurface structures, SMO cannot predict events around the nearest offsets (i.e., the innovation produced by the shifted shot). Except for the nonpredictable region, the cascaded NMO-SMO-inverse NMO has been able to satisfactorily restore most of the CSG at location s = 3050 m using only the knowledge of CSG in s = 3000 m and the velocity model. However, it should be mentioned here that in data restoration using continuation operators the velocity model is a degree of freedom that can be exploited for a reduction or minimization of the residuals (e.g., by making an offset-dependent velocity profile). In addition, the residual depends on amplitude/phase behavior of SMO. For this relatively small shot displacement SMO is a short operator in comparison with the cable length. The asymptotic phase correction for the anticausal half derivative, mainly for short offset, is not correct. For this reason, SMO has been applied without the asymptotic phase correction, even if a more accurate, but computationally expensive, approach could be to design an operator whose phase smoothly changes from 45 • to 0 • as a function of offset and time.
FIG. 9. Offset restoration of field data with missing near offsets from −135 m to +135 m. The restored offsets (indicated by box) were obtained by applying the OCO to the common-offset gathers in the positive and negative range from 300 to 1000 m using the slowness profiles obtained from dip-independent CSVA (Figure 10 ).
CONCLUSIONS
The concept of offset continuation to zero offset (DMO) has been generalized, introducing a set of continuation operators. The general derivation of the analytical solution (i.e., kinematics and amplitude distribution) of continuation operators is based on a constant-velocity assumption and, in this case, the velocity-dependent term can be provided simply by normal moveout. The generalization of shot continuation and other operators to any velocity profile needs the estimation of the Green's functions in any media, which requires timeconsuming modeling. However, much the same as for DMO, which has been shown here to be a particular continuation operator, we believe that the application with an equivalent constant velocity could be useful for a wide range of routine applications. Two applications of continuation operators have been highlighted: velocity analysis and data interpolation.
Common-shot velocity analysis by shot continuation extracts the kinematical information needed for velocity macromodel estimation by comparing continued with real data. The result of this method, directly implemented in the acquisition domain, is a dip-independent velocity model. The advantage of using continuation operators in velocity analysis arises from reduced "noise" and artifacts, since all locations that share common information in depth are efficiently compared in time. Continuation for missing-data restoration using the dip-independent velocity model estimated in the common-shot domain represents not only a validation of the velocity model but also of the overall continuation tools discussed here. 
