Our goal in this work is to construct empirical confidence intervals for the fractional parameter d in ARFIMA(0, d, 0) processes. Through these confidence intervals one can compare several estimators for d to decide which one is the best estimation method related to long memory time series. We use a fortran routine that simulates random time series to latter perform an analysis for detecting long memory. We also apply the methodology to real DNA sequences to evaluate the efficiency of our method in the construction of these confidence intervals.
processes, respectively. We shall consider five different estimation methods for d.
This paper is organized as follows: Section 2 describes the stochastic processes with long memory characteristic treating, particularly, the case of ARFIMA (p, d, q) models. In Section 3 we present the chemical structure of a DNA sequence. An explanation of the different estimators for d is given in Section 4. In Section 5 we construct the empirical confidence intervals based on each estimator proposed in the previous section. We analyze a real DNA sequence in Section 6, estimating the value of d through the proposed estimator methods obtaining their confidence intervals. Section 7 concludes this paper.
Long Memory Models
In this section we present the ARFIMA(p, d, q) model (also called Fractional ARIMA model) and some related theoretical results. Models that includes fractional differentiation d in the interval (0.0; 0.5) are able to represent any time series that shows persistence, also known by long memory property (see [4] for a complete study of these models). Initial studies of time series with long memory characteristics were given by [5] . ARFIMA processes first appeared in [6] and [7] and are a generalization of the ARMA and ARIMA models. The author of [8] was the pioneer in the application of long memory in hydrological time series.
Persistence or long memory property has been observed in time series from different fields such as meteorology, astronomy, hydrology, and economy. One can characterize the persistence by two different forms:
• in time domain, the autocorrelation function ρ X (·) decays hyperbolically to zero, that is, ρ X (k) k 2d−1 , when k → ∞.
• in frequency domain, the spectral density function f X (·) is unbounded when the frequency is near zero, that is, f X (w) w −2d , when w → 0.
One of the models that can describe the persistence is the so called ARFIMA (p, d, q) processes.
ARFIMA(p, d, q) Process
Definition 1 A stochastic process {X t } t∈Z is Gaussian if, for any set of t 1 , t 2 , · · · , t n ∈ Z, the random variables X t 1 , X t 2 , · · · , X tn have a n-dimensional normal distribution.
We observe that weakly stationary process {X t } t∈Z does not need to be strongly stationary. However, any weakly stationary Gaussian process will be also strongly stationary (see [9] ).
Definition 2
The process {ε t } t∈Z is said to be a white noise process with zero mean and variance σ (1) Definition 3 Let {ε t } t∈Z be a white noise process with zero mean and variance σ 2 ε > 0, and B the backward-shift operator, i.e., B k (X t ) = X t−k . If {X t } t∈Z is a linear process satisfying
where d ∈ (−0.5; 0.5), φ(·), and θ(·) are polynomials of degree p, and q respectively, given by
where φ i , 1 i p, and θ j , 1 j q, are real constants, then {X t } t∈Z is called general fractional differentiation ARFIMA(p, d, q) process, where d is the degree or fractional differentiation parameter .
The term (1 − B)
d , for d ∈ R, is defined through the binomial expansion
If d ∈ (−0.5; 0.5), then {X t } t∈Z is a stationary, and an invertible process (see Theorem 4 below, for the case where p = 0 = q).
The most important characteristic of an ARFIMA(p, d, q) process is the property of long dependence, when d ∈ (0.0; 0.5), short dependence, when d = 0, and intermediate dependence, when d ∈ (−0.5; 0.0). In this work we analyze only processes with long memory property.
In this work we consider ARFIMA processes where p and q are both equal to zero. The ARFIMA(0, d, 0) processes are given by
Important properties for ARFIMA(0, d, 0) processes can be found in [7] . The following theorem supplies the main properties for these processes.
Theorem 4 (see [7] ): Let {X t } t∈Z be an ARFIMA(0, d, 0) process.
(a) When d < 0.5, {X t } t∈Z is a stationary process with an infinite moving average representation given by
where
(b) When d > −0.5, {X t } t∈Z is an invertible process with an infinite autoregressive representation given by
In items (c), (d) and (e) below, we assume that d ∈ (−0.5; 0.5).
(c) The spectral density function of {X t } t∈Z is given by
, for 0 < w ≤ π.
The autocovariance function of {X t } t∈Z is given by
and the autocorrelation function is given by
(e) The partial autocorrelation function of {X t } t∈Z is given by
Remark 5 For d > 0 the autocorrelation function ρ X (k) has hyperbolic decay when k increases, and the spectral density function is unbounded for frequencies near to zero frequency demonstrating the capability of the model to show persistence.
Remark 6
If {X t } t∈Z is defined by the expression (2), then its spectral density function is given by
, for all 0 < w ≤ π,
where f U (·) denotes the spectral density function of an ARMA(p, q) process, U t , given by
DNA Chemical Structure
The DNA is the deoxyribonucleic acid. The DNA ribbons are long polymers made of millions of nucleotides connected some to the others. Individually, nucleotides are quite simple, consisting of three distinct parts: one of the four nitrogenized bases, a deoxyribose (a sugar of 5 carbons), and a phosphate group. The denomination of the nucleotides depends on the nitrogenized basis that composes them. A DNA sequence is composed by four nucleotides called as adenine, guanine, cytosine, and thymine, denoted by the capital letters A, G, C, and T, respectively. (Note: In this work, the words nucleotide and basis will be used to represent the same thing, i.e., a nucleotide).
Adenine and guanine, a two ring composed molecules, are classified as purines.
Cytosine and thymine are classified as pyrimidines and they are molecules formed by only one ring. One purine connects to one pyrimidine in a DNA sequence to form a pair of bases. Adenine, and thymine are connected to each other to form a pair of A-T bases, while guanine, and cytosine form a pair of G-C bases. The bases remain joined for weakly hydrogen bridges, and these hydrogen bridges are responsible in order to maintain the structure of a double helix of the DNA sequence (see Figure 1 ).
Autocorrelation Function in DNA Sequences
It is not evident what makes the DNA sequence to present long memory characteristics, but they do so, and this may be related to the evolution's mechanism since the growth of the first form of life on Earth.
When life appeared in our planet, billions of years ago, it appeared from the random combinations in the seas in formation. Passing the time by, for natural processes, these particles had been increasing, and combining, to generate more complex, and adaptable organisms to the environment; this increasing or "elongation" occurred through the so called oligonucleotide duplication or duplication of the genes process in which a segment was removed, and some times duplicate, after being reinserted in the original sequence. It is clear that such process was not perfect, and from these small mutations the evolution was made.
Introns are nucleotide sequences that do not "generate" proteins; in contrast with exons, that do generate them. Sometimes called by "junk genes", introns seem not to have any function in the genetic sequence. However, nowadays the biologists have doubts of this (see [10] ), and they do believe that introns possess important functions in the mechanism of the evolution. For unknown reasons, introns do not suffer many changes as exons during the duplication, provoking long memory property more evident through them. Our goal here is to study the parameter of long memory in time series consisting by introns and exons.
Random Walk
One can consider several different ways to construct a random walk from DNA sequences (see, for instance, [1] , [11] , and [12] ). Here, in this work, the classification in purines, and pyrimidines was chosen because its better detection of the long dependence property in DNA sequences (see, for instance, [1] and [11] ).
In order to study the properties of a DNA sequence we construct a random walk in one dimension, based on this classification. In a DNA sequence, if in the position i one finds a pyrimidine, we give one step upward, otherwise, if a purine is found we give one step downward (see [11] ). Therefore, we define the function g(·) such that
After t positions, the random walk is the addition of the g(i) steps up to position t, that is,
A fortran routine was written to identify the bases, from a standard text archive, determining the steps, and the random walk. We have then a time series {X t } n t=1 , and we proceed with a long memory analysis based on this data. In general, the time series {X t } n t=1 is a sample from a non-stationary stochastic process. In order to obtain a stationary time series we take a first difference of it denoted by
where B is the backward-shift operator. Our goal is to study the long memory property of the stochastic process {Y t } t∈N based on ARFIMA(0, d, 0) processes. We want to estimate properly the parameter d when d ∈ (0.0; 0.5). We recall that ifd X = 1.2 is an estimator of d, under the stochastic process {X t } t∈N , then d Y ≈ 0.2, under the stochastic process {Y t } t∈N (see [13] ). For the estimation of parameter d when d ∈ (0.5, 1.5) we refer the reader to [14] .
Fractional Parameter Estimation
We now summarize some methods for the estimation of d: the regression methods using the periodogram function (d GP H ), proposed by Geweke, and Porter-Hudak in [15] , and the smoothed version of the periodogram function (d SP R ), proposed by Reisen in [16] ; the estimator proposed by Robinson in [17] (d RP ) based on the Geweke, and Porter-Hudak's method, where the number of regressors in the regression equation starts from l > 1 instead of one and its smoothed version proposed by this work (d RSP ); and the approximated maximum likelihood estimator (d W ), proposed by Fox, and Taqqu in [18] , based on an idea of [19] .
Estimatord GP H
Consider the set of Fourier frequencies
where n is the sample size and [x] means the integer part of x. By taking the logarithm of the spectral density function f X (·), and adding ln f U (0), and ln I(w j ) to both sides of the expression (4) we have
where I(·) is the periodogram function.
The estimator of d is given bŷ
where g(n) = n α , 0 < α < 1 (see [15] ), y j = ln I(w j ),
The regression estimatord SP R is obtained by replacing the periodogram function in the expression (7) by the smoothed periodogram function, f s (·), with the Parzen lag window. The parameter m in the lag window generator, usually referred to as the truncation point, is a function of the sample size chosen as m = n β , for 0 < β < 1. The paper [16] shows thatd SP R is given by the same expression as in (8), where now y j = ln f s (w j ), for j = 1, · · · , g(n). The value of g(n) is chosen as in thed GP H method.
We also consider the estimator proposed in [17] , and its smoothed variation proposed by this work. The first one, denoted byd RP , is a modified version of the estimatord GP H , where the number of regressors g(n), in the expression (7), starts from l > 1 instead of one (see [17] ). The second one, denoted bŷ d RSP , uses the smoothed version of the periodogram function instead of the periodogram itself.
Estimatord W
This estimator involves the function
where f X (· ; η) is the spectral density function of the {X t } t∈N , and η denotes the vector of unknown parameters. Thed W estimator is the value of η which minimizes the function Q(·) (see [19] ). When we are dealing with the situation where p = 0 = q, η is given only by the parameter d. For computational purposes, it is easier to minimize the function
instead of Q(·), where w j are the Fourier frequencies, for j = 1, · · · , n − 1. For general ARFIMA(0, d, 0) Gaussian processes Fox, and Taqqu have shown in [18] that the maximum likelihood estimator of d is strongly consistent, and asymptotically normally distributed.
Confidence Intervals Construction
In this section we describe the method used for the construction of the empirical confidence intervals based on the estimators proposed on the previous section. We follow the ideas in the works [20] and [21] . We do not use the asymptotic theory of all estimators, instead we wrote a fortran routine using the method proposed in [8] to generate an ARFIMA(0, d, 0) process. The steps of this algorithm are given as follows:
(1) Calculate the partial autocorrelation function ϕ X (j, j).
(2) Generate a random variable N (0, 1), through the subroutine rnnor 1 , of size n, to simulate a Gaussian white noise {ε t } t∈Z process. (3) Calculate the mean and the variance of the random variable X t , where X t is obtained from (9) below. (4) Generate a random variable X t , with distribution N (m t , v t ), for t ∈ {1, 2, · · · , n}, where 
is the partial autocorrelation of an ARFIMA(0,d,0) process and σ 2 is the variance of the white noise process. For more details, see [22] .
For the simulations of any ARFIMA(0, d, 0) process, we always use σ 2 ε = 1.0 in expression (3). We observe that these processes are strongly stationary.
From the generation algorithm, given by (1) through (4), we obtain a sample time series {X t } n t=1 from an ARFIMA(0, d, 0) process given by
where the sample {X t } n t=1 was obtained from the expression
The next step, after obtaining a time series, is to deal with the estimation of the fractional parameter d. In this work we use the estimators proposed in Section 4, namelyd GP H ,d SP R ,d RP ,d RSP , andd W . For this we consider 1,000 time series. For each series we estimate the value of d through the different methods and latter we take the arithmetic average of these values, that is, Table 1 The mean value and MSE, using different estimators, for different sample sizes n, 
where d is the true parameter value.
In Tables 1-4 we present the simulation results for the fractional parameter d ∈ {0.05; 0.10; 0.15; 0.45} in ARFIMA(0, d, 0) processes, for all estimation methods proposed here. Table 2 The mean value and MSE, using different estimators, for different sample sizes n, We now construct empirical confidence intervals for the fractional parameter based on the estimation procedures given in Section 4. The process to construct the empirical confidence intervals consists of the following steps:
(1) For each sample size n (we use n ∈ {256, 512, · · · , 8192}) we generate 1,000 replications; (2) We calculate the lower bound (0.5%, 2.5% e 5.0%) and upper bound (99.5%, 97.5% e 95%) limits of the obtained estimator values. They are denoted by lower bound and upper bound, respectively; (3) We construct a graph where the sample sizes are in the abscissa and the obtained values from the step 2 are in the ordinate axis. The values are fitted by a linear regression method using a matlab routine. From the fitted functions we construct the confidence intervals.
For instance, to get a confidence interval for parameter d at 95% confidence level, we plot the values 2.5% and 97.5% of confidence interval versus the time series sample size n. For these data, the best adjusted function is Table 3 The mean value and MSE, using different estimators, for different sample sizes n, 
with coefficients a, b, and c estimated by linear regression method using a matlab routine. With the data used to construct the graph we can approximate functions that return the estimated value of d for different sample sizes that we choose for the Table 4 The mean value and MSE, using different estimators, for different sample sizes n, simulation. Table 5 supplies the confidence intervals for d based on time series with sample size n belonging to {256, 512, · · · , 8192}. With this procedure, we obtain the confidence interval for d based on each estimation method. The upper and lower bounds of d are calculated when we change N to log 2 (log 2 (n)) in the fitted equations of Tables 5-8 . Tables 1-4 show the simulation results for d ∈ {0.05; 0.10; 0.15; 0.45}. One observes that, for the case where d = 0.10, the best result is attained byd W .
------
Application
To test the effectiveness of the described procedure in Section 5, we analyze a real DNA sequence, calculating the confidence interval for all estimators pro- Table 5 Confidence intervals for d = 0.05 at 95%, where N = log 2 (log 2 (n)), with different estimators. Table 6 Confidence intervals for d = 0.10 at 95%, where N = log 2 (log 2 (n)), with different estimators. The first routine constructs a random walk (described in Section 3) for this sequence. From this random walk we use another routine developed in fortran computational language (see [23] and [24] ) to estimate d based on the Table 7 Confidence intervals for d = 0.15 at 95%, where N = log 2 (log 2 (n)), with different estimators. Table 8 Confidence intervals for d = 0.45 at 95%, where N = log 2 (log 2 (n)), with different estimators. In this section, the methodology is applied to the homo sapiens dystrophin sequence (muscular dystrophy, Duchenne and Becker types) (DMD, transcript variant Dp140bc, mRNA from NCBI #NM 004023). For other applications of DNA sequences we refer the reader to [25] .
Estimator

The sequence of this example presents 7,048 nucleotides. Figure 6 shows the plot of the random walk for this DNA sequence. Table 9 shows the analysis result for all estimators proposed in Section 4 for this DNA sequence. 
Remark 7
The right choice of the number of regressors g(n) = n α in expression (8) gave raise too many works among researchers and practitioners for the semiparametric estimation of d. For theoretical purpose, g(n) is a function of n such that g(n)/n → 0, as n → ∞. We refer the reader to [4] , [9] and [17] for more details.
To calculate the confidence intervals for the estimators we use Table 6 . In this table one finds the fitted equations that allow to evaluate the upper and lower bounds of the estimators for the considered cases. The results are shown in Table 10 below. Table 10 ). Table 11 presents the results for the estimation of the parameter d for the homo sapiens dystrophin sequence, with random walk given in Figure 6 . The different estimation methods in the semiparametric class (d GP H ,d SP R ,d RP , andd RSP ) were calculated for different values of α, where g(n) = n α is the number of regressors given by expression (8) (see Remark 7) . In this table we consider α ∈ {0.50; 0.51; · · · ; 0.95} and it shows how the estimator value considerably changes with small changes in the α-value. Table 11 also pre- Table 11 with the corresponding smallest absolute error value are the ones given in Table 9 .
Conclusion
In this work we analyzed five different estimators for the long memory parameter d. From all these analyzed estimators, we can observe thatd W is the estimator that better behaves. Tables 1, 3 , and 4 and Figures 2, 4 , and 5 show thatd W has lesser variation among the maximum, and minimum values. Also, d W has the smallest mean squared error, as we can see in Tables 1, 3 , and 4. The best estimation procedure, in the statistical sense, is the maximum likelihood method, hereafter denoted byd W . It is always asymptotically unbiased and normally distributed (see [4] , [9] , [18] and [26] 
