Densely estimating the depth of a scene from a single image is an ill-posed inverse problem that is seeing exciting progress with self-supervision from strong geometric cues, in particular from training using stereo imagery. In this work, we investigate the more challenging structurefrom-motion (SfM) setting, learning purely from monocular videos. We propose PackNet -a novel deep architecture that leverages new 3D packing and unpacking blocks to effectively capture fine details in monocular depth map predictions. Additionally, we propose a novel velocity supervision loss that allows our model to predict metrically accurate depths, thus alleviating the need for test-time ground-truth scaling. We show that our proposed scale-aware architecture achieves state-of-the-art results on the KITTI benchmark, significantly improving upon any approach trained on monocular video, and even achieves competitive performance to stereo-trained methods. Video † and code ‡ of our approach are made available at the links below.
Introduction
Perceiving depth is fundamental for many tasks such as perception, navigation, and planning. Depth from monocular imagery can provide useful cues for a wide array of tasks [27, 17, 25, 22] . However, learning monocular depth via direct supervision requires additional sensors and precise calibration. Self-supervised methods do not suffer from these limitations, as they use geometrical constraints on the raw imagery as source of supervision. In this work we address the problem of jointly estimating scene structure and camera motion across sequences of RGB images, commonly referred to as Structure-from-Motion (SfM).
While recent works in self-supervised monocular depth estimation have mostly focused on engineering the loss function [39, 44, 24, 3] , we show that performance in this self-supervised SfM regime critically depends on the model architecture, in line with the observations of [20] for other self-supervised tasks. Going beyond general models like ity in monocular SfM. Although optional, we show that this loss acts as a regularizer for the main SfM objective and allows our networks to recover metrically accurate depth and pose, even without median ground-truth scaling.
Using the standard KITTI benchmark [11] , we show that our self-supervised learning approach, called PackNetSfM, vastly improves over the state-of-the-art for depth prediction trained in the monocular setting. Furthermore, PackNet-SfM is even competitive with methods selfsupervised from stereo imagery, although the geometrical information available in the SfM case is significantly weaker and noisier, thus confirming the robustness and effectiveness of our PackNet architecture, as qualitatively illustrated in Figure 1 .
Related Work
Depth estimation from a single image poses several challenges due to its inherent ill-posed nature. However, modern ConvNets have dramatically changed the landscape of monocular depth estimation thanks to their ability to leverage appearance patterns in large scale datasets.
Depth Network Architectures. Eigen et al. [9] proposed one of the earliest works in ConvNet-based depth estimation using a multi-scale deep network trained on RGB-D sensor data to regress the depth directly from single images. Subsequent works extended these network architectures to perform two-view stereo disparity estimation [26] using techniques developed in the flow estimation literature [8] . Following [8, 26] , Umenhofer et al. [33] applied these concepts to simultaneously train a depth and pose network to predict depth and camera ego-motion between successive unconstrained image pairs. Independently, dense pixel-prediction networks [40, 2, 1, 23] have made tremendous progress towards improving the flow of information between layers during the encoding and decoding stages. Fractional pooling [14] was introduced as a way to amortize the rapid reduction in spatial dimensions during downsampling. Lee et al. [21] generalized the pooling function to allow the learning of more complex and variable patterns, including linear combinations and learnable pooling operations. Shi et al. [31] used sub-pixel convolutions to perform Single-Image-Super-Resolution (SISR), synthesizing and super-resolving images beyond their input resolutions, while still operating at lower resolutions. Recent works [29, 42] in self-supervised monocular depth estimation use this concept to super-resolve their estimates and further improve their depth estimation performance.
Self-Supervised Monocular Depth and Pose. As supervised techniques for depth estimation advanced rapidly, the availability of target depth labels became challenging, especially for outdoor applications. To this end, [10, 13] provided an alternative strategy involving training a monocular depth network with stereo cameras, without requiring ground-truth depth labels. By leveraging Spatial Transformer Networks [16] , Godard et al [13] use stereo imagery to geometrically transform the right image plus a predicted depth of the left image into a synthesized left image. The loss between the resulting synthesized and original left images is then defined in a fully-differentiable manner, using a Structural Similarity [35] term and additional depth regularization terms, thus allowing the depth network to be selfsupervised in an end-to-end fashion.
Following [13] and [33] , Zhou et al. [43] generalize this to self-supervised training in the purely monocular setting, where a depth and pose network are simultaneously learned from unlabeled monocular videos. Several methods [39, 24, 3, 44, 42, 19, 34, 37] have advanced this line of work by incorporating additional loss terms and constraints. All these methods, however, take advantage of constraints in monocular SfM that only allow the estimation of depth and pose up to an unknown scale factor, and rely on the ground-truth LiDAR measurements to scale their depth estimates appropriately for evaluation purposes [43] . Instead, in this work we show that, by simply using the instantaneous velocity of the camera during training, we are able to learn a scale-aware depth and pose model, alleviating the impractical need to use LiDAR ground-truth depth measurements at test-time.
Self-Supervised Scale-Aware SfM
In the self-supervised monocular SfM setting, we aim to learn: (i) a monocular depth model f D : I → D, that predicts the scale-ambiguous depthD = f D (I(p)) for every pixel p in the target image I; and (ii) a monocular egomotion estimator f x : (I t , I S ) → x t→S , that predicts the set of 6-DoF rigid transformations for all s ∈ S given by x t→s = ( R t 0 1 ) ∈ SE(3), between the target image I t and the set of source images I s ∈ I S considered as part of the temporal context. In practice, we use the frames I t−1 and I t+1 as source images, although using a larger context is possible. Note that in the case of monocular SfM both depth and pose are estimated up to an unknown scale factor. ensures edge-aware smoothing in the depth estimatesD t . The objective takes the following form:
where M t is a binary mask that avoids computing the photometric loss on the pixels that do not have a valid mapping (i.e. pixels from the source image that do not project onto the target image given the estimated target depth). Additionally, λ 1 enforces a weighted depth regularization on the objective. The overall loss in Equation 1 is averaged perpixel, pyramid-scale and image batch during training. Figure 2 shows a high-level overview of our training pipeline.
Appearance Matching Loss Following [13, 43] the pixel-level similarity between the target image I t and the synthesized target imageÎ t is estimated using the Structural Similarity (SSIM) [35] term combined with an L1 pixelwise loss term, inducing an overall photometric loss given by Equation 2 below.
While multi-view projective geometry provides strong cues for self-supervision, errors due to parallax or dynamic objects in the scene have an undesirable effect incurred on the photometric loss. Following [42], we treat such regions in the image as outliers and clip the photometric loss values that are 0.5σ above the mean photometric error (i.e. q 38 percentile). This serves as a way to robustify the photometric loss and subsequently improve the optimization process.
Depth Smoothness Loss
In order to regularize the depth in texture-less low-image gradient regions, we incorporate an edge-aware term (Equation 3), similar to [13] . The loss is weighted for each of the pyramid-levels, and is decayed by a factor of 2 on down-sampling, starting with a weight of 1 for the 0 th pyramid level.
Scale-Aware SfM
As previously mentioned, both the monocular depth and ego-motion estimators f d and f x predict scale-ambiguous values, due to the limitations of the monocular SfM objective. In other words, the scene depth and the camera ego-motion can only be estimated up to an unknown and ambiguous scale factor. This is also reflected in the overall learning objective, where the photometric loss is agnostic to the metric depth of the scene. Furthermore, we note that all previous approaches which operate in the self-supervised monocular regime [13, 10, 24, 3] suffer from this limitation, and resort to artificially incorporating this scale factor at test-time for evaluation purposes, using LiDAR groundtruth measurements.
Velocity Supervision Loss. Since instantaneous velocity measurements are ubiquitous in most mobile systems today, we show that they can be directly incorporated in our self-supervised objective to learn a metrically accurate and scale-aware monocular depth estimator. During training, we impose an additional loss L v between the magnitude of the pose-translation component of the pose network predictiont and the measured instantaneous velocity scalar v multiplied by the time difference between target and source frames ∆T t→s , as shown in Equation 4:
Our final scale-aware self-supervised objective loss L scale from Equation 1 becomes:
This additional velocity loss allows the pose network to learn metrically accurate pose estimates, subsequently resulting in the depth network learning metrically scaled depth estimates. λ 2 is a weight used to balance the different loss terms. In Section 5.4, we present our experiments with both the scale-ambiguous and scale-aware variants of the networks to highlight their differences.
PackNet: 3D Packing for Depth Estimation
In order to increase the receptive field, it is common practice in standard ConvNet architectures to aggressively stride and pool in the convolutional layers, particularly at early stages, to decrease computational complexity. However, these architectural design choices have been shown to decrease model performance [14, 41] due to their lossy nature. Similarly, traditional up-sampling strategies [7, 4] fail to propagate and preserve sufficient details at the decoder layers to recover accurate depth predictions. Therefore, we propose a novel deep architecture, called PackNet, that introduces new 3D packing and unpacking blocks to effectively preserve more information during the encoding and decoding processes in a CNN-based monocular depth encoder-decoder architecture. We first describe the different blocks of our architecture, then how they are integrated together in a single model.
Packing Block
The packing block (Figure 3a) folds the spatial dimensions of intermediate convolutional feature maps into extra channels, thus capturing sub-pixel information across the various encoding layers. The packing block effectively replaces 2D convolutional striding and pooling with a Space2Depth [31] operation followed by a 3D convolutional layer, that aggregates packed feature maps and processes spatial information after it has been folded into extra channels. This is achieved by first reshaping the input tensor to produce a new 1-channel dimension, which after the operation is concatenated back with the original channels. A final 2D convolutional layer is then used to reduce the aggregated convolutional feature maps to the desired number of output channels.
Unpacking Block
Similarly, the unpacking block ( Figure 3b ) unfolds convolutional feature channels back into spatial dimensions Table 1 : Summary of the PackNet architecture, for selfsupervised monocular depth estimation. The Packing and Unpacking blocks are described in Figure 3 . Conv2d blocks include GroupNorm [36] with G = 16 and ELU non-linearities. InvDepth blocks include a 2D convolutional layer with K = 3 and sigmoid non-linearities. Each ResidualBlock is comprised of a sequence of 3 2D convolutional layers with K = 3/3/1 and ELU nonlinearities, followed by GroupNorm with G = 16 and dropout [32] of 0.5 in the final layer. Upsample is a 2-factor resizing operation with nearest neighbor interpolation. Numbers in parentheses indicate input layers, with + as concatenation in the channel dimension.
during the decoding process, thereby leveraging the concept of sub-pixel convolutions [31] for effective and detailpreserving decoding. The unpacking block effectively replaces convolutional feature up-sampling, typically performed via a nearest-neighbor strategy or with learnable transposed convolutional weights. In this block, we incorporate the sub-pixel convolution (Depth2Space) [31] operation with an additional 3D convolutional operation, to further aggregate information across the decoding layers. Conversely to the packing block, 2D convolutions are used to produce the required number of feature channels for the following 3D convolutional layer. This allows the block to fully exploit packed spatial information by promoting feature aggregation across all three dimensions, via the use of 3D convolutional kernels. The resulting feature maps are finally super-resolved to the target dimension of the subsequent layers.
Model Architecture
Our PackNet architecture for self-supervised monocular depth estimation is given in details Table 1 . Our encoderdecoder architecture incorporates several packing and unpacking blocks in the encoder and decoder parts respectively. Inspired by previous disparity network architectures [26] , we supplement the encoding and decoding layers with skip connections, further facilitating the flow of information and gradients throughout the network. The decoder produces intermediate inverse depth maps. They are upsampled before being concatenated with their corresponding skip connections and unpacked feature maps. This enables super-resolving representations incrementally generated between layers, as described next.
Super-Resolved Inverse Depth Maps
We use the same fundamental concept of single-image super-resolution [31] to super-resolve the intermediate depth outputs across all 4 pyramid scales via superresolution layers (Depth2Space layers in Table 1 ). Interestingly, recent works in monocular depth estimation [29, 42] have leveraged sub-pixel convolutions to up-sample depth predictions and improve overall performance.
Experiments

Datasets
KITTI We use the KITTI [11] dataset for all our depth benchmarks and evaluation. More specifically, we adopt the training protocols used in Eigen et al. [9] , and use the KITTI Eigen splits [9] that contain 22600 training, 888 validation, and 697 test monocular images. Training sequences are generated using a stride of 1 with backwards and forward contexts of also 1, meaning that the immediate previous t − 1, current t and posterior t + 1 images are used together as input for the monocular self-supervised learning of depth and pose. Additionally, we perform speed filtering with a threshold of 2 m/s to remove image contexts that observe little camera ego-motion, since depth cannot be learned under these circumstances.
CityScapes In addition to training on the KITTI dataset, we also experiment with pre-training the monocular depth and pose networks on the CityScapes dataset [5] , before fine-tuning on the KITTI dataset. This also allows us to explore the true motivation of self-supervised learning, i.e. how does the performance of our model behave when trained with increasing amounts of unlabeled data. The size of the CityScapes training split is 88250 files.
Implementation Details
We use PyTorch [28] for all our experiments, with the models trained across 8 Titan V100 GPUs. We use the Adam optimizer [18] , with β 1 = 0.9 and β 2 = 0.999. The monocular depth and pose networks are trained for 200 epochs, with a batch size of 4 and initial depth and pose learning rates of 0.0002 and 0.0005 respectively. As training proceeds, the learning rate is decayed every 80 epochs by a factor of 2. We set the SSIM weight to α = 0.85, the depth regularization weight to λ 1 = 0.1 and, where applicable, the velocity-scaling weight to λ 2 = 0.01.
Depth Network For monocular depth estimation, we use the proposed PackNet architecture as specified in Table 1 , with the super-resolved inverse depth regression layers as described in Section 4.4. We use Group Normalization [36] throughout all implementations of our models.
Pose Network For camera ego-motion estimation, we use the neural network architecture proposed by [43] without the explainability mask, which we found not to improve results. Following [43] , the pose network consists of 7 convolutional layers followed by a final 1 × 1 convolutional layer. The input to the network consists of the target view I t and the context views I S , and the output is the set of 6 DOF transformations between I t and I s , for s ∈ S. To represent rotations we use the Euler angle parameterization.
Depth Estimation Performance
We evaluate the depths estimated using the metrics described in Eigen et al. [9] . We summarize our results in Table 2 and illustrate their performance qualitatively in Figures 5 and 6 . We show that the proposed PackNetSfM architecture significantly outperforms previous methods and establishes a new state-of-the-art for the task of monocular depth estimation, trained in the self-supervised monocular setting. Furthermore, as evidenced by previous works [13] , we show that by simply augmenting the target KITTI dataset with an additional source of unlabeled videos, such as the publicly available CityScapes dataset [5] (CS+K), we are able to further improve monocular depth estimation performance. In contrast to previous state-ofthe-art methods [3, 12, 38] , that predominantly focus on modifying the monocular Structure-from-Motion objective, we show that the proposed PackNet architecture can further bolster and establish a strong monocular depth estimation baseline for future developments.
As indicated by Pillai et al. [29] , we also observe an improvement of depth performance at higher image resolution. Interestingly, the addition of more data (e.g. CS+K) for the lower resolution model allows us to achieve similar and even better results for some of the metrics as when process- Table 2 : Depth estimation performance of PackNet-SfM on the KITTI dataset. Single-view depth estimation results on the KITTI dataset [11] using the Eigen Split [9] for depths reported less than 80m, as indicated in [9] . For Abs Rel, Sq Rel, RMSE, and RMSE log, lower is better. For δ < 1.25, δ < 1.25 2 and δ < 1.25 3 , higher is better. In the Dataset column, CS+K refers to pre-training on CityScapes (CS) and fine-tuning on KITTI (K). M and S refer to methods that train using monocular (M) and stereo images (S) respectively. M+v refers to velocity supervision (v) in addition to monocular images (M). The Motion tag indicates the use of motion models to compensate for dynamic objects, and ImageNet indicates pre-training on said dataset [6] . At test-time, all monocular methods (M) scale the estimated depths using median ground-truth LiDAR depth.
ing data at higher resolutions. We attribute this to PackNet's ability to preserve and properly process spatial information between layers, which allows the model to learn richer features that scale with data.
Scale-Aware Depth Estimation Performance
Previous methods in the self-supervised setting evaluate depth by scaling their estimates to the median ground-truth depth measured via LiDAR (i.e. Velodyne in the KITTI dataset case). In Section 3.2 we propose to also recover the metric scale of the scene from a single image by simply measuring camera ego-motion and imposing a loss on the magnitude of translation for the pose network output. In Table 3 we refer to the PackNet-SfM method, that is able to encode the metric scale of the scene and therefore does not require ground-truth scaling during evaluation. Interestingly, we note that the addition of the velocity supervision loss term allows the network to learn metrically scaled depth without degrading the quality of the solution. In Figure 4 , we show how the metric scale of depth predictions are gradually learned during training.
Ablation Studies
To further study the performance improvements that PackNet-SfM provides, we perform an ablative analysis on the different architectural components introduced. We ablate the following components and report their corresponding depth performance in Table 3 : (i) Without 3D Conv.: The 3D convolutional layer is removed from both the packing and unpacking blocks (Section 4); (ii) Without SR: The super-resolved inverse depth regression module (Section 4.4) is removed and the network directly outputs single-channel inverse depth estimates; (iii) Without Velocity-Scaling (Vel.): The velocity supervision loss (Section 3.2 is removed, and the resulting model is no longer scale-aware; and (iv) Without Ground-Truth Scaling (GT): The predicted estimates are no longer scaled at test-time using median ground-truth Velodyne depth values. We emphasize that this is only viable in the case where PackNet-
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Vid2Depth [24] SfMLearner [43] DF-Net [44] Figure 5: Qualitative depth estimation performance. We illustrate the qualitative depth map predictions from a single RGB image produced by our proposed PackNet monocular depth architecture, and compare against previous methods, on the KITTI dataset (Eigen test split). Notably, our method is able to capture fine details and structure in the image (including vehicles, pedestrians, and thin poles), while other methods tend to blur out their predictions. We hypothesize that this improvement is due to the preservation and proper processing of spatial information between layers, during both the encoding and decoding stages.
Model Variant
Vel. GT Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.25 2 δ < 1.25 SfM is trained with velocity supervision (M+v), since it is now able to predict scale-aware depth from a single image. We show that the base PackNet architecture, with packing and unpacking blocks but without 3D Conv. and SR, already produces a strong baseline for the monocular depth estimation task. The inclusion of both 3D convolutions and super-resolution independently bolsters the overall depth estimation task performance further, with the new state-ofthe-art results being achieved by the complete architecture, as proposed in this work. Additionally, we show that, by further incorporating velocity supervision (Vel.) into the overall PackNet-SfM architecture, we can achieve similar state-of-the-art depth estimation results without relying on ground-truth median depth scaling (GT) during evaluation. Figure 6 : High-resolution qualitative results of PackNet on the KITTI (left) and CityScapes (right) datasets. We illustrate the fine depth detail and crisp boundaries estimated by our proposed PackNet model on diverse set of scenarios. We show that our model is able to achieve state-of-the-art performance while providing strong generalization performance, which is equally critical for driving related tasks.
Qualitative Results
Qualitative results of the proposed PackNet-SfM approach are shown in Figure 5 and compared with related methods found in the literature. We note that our method is able to capture fine details in the image, such as people or road signs, even at long distances, and that depth results are in overall significantly sharper. Figure 6 shows additional qualitative results on high resolution images of the KITTI and CityScapes datasets, where we highlight details such as fences or traffic cones, which are successfully reconstructed by our method. The ability to capture this information with such a high degree of fidelity is a strong indicator of PackNet-SfM's usefulness in any system where scene depth is an important cue.
Conclusion
We propose a novel depth estimation network architecture called PackNet that leverages packing and unpacking blocks in order to preserve and effectively process the spatial information contained in images. Through extensive experiments, we show that our network architecture establishes a new state of the art in self-supervised monocular depth estimation on the publicly available KITTI dataset. Additionally, we show that by imposing an additional velocity scaling loss while training, we are able to recover scale-aware depth from a single RGB image at test time, thus relieving the need for post-hoc ground-truth depth scaling. Moreover, we show that velocity-scaling also acts as a model regularizer to further improve the overall metrics established in the KITTI depth prediction benchmark.
Backbones Comparison
The proposed PackNet architecture introduces several key components that are shown to significantly improve monocular depth estimation performance over previous methods, that rely on the ResNet [7] family of backbones for the encoder. Here we provide further evidence of this claim by comparing the performance of several standard ResNet variations for the task of self-supervised monocular depth estimation, under the same training conditions as the proposed architecture. From these results (summarized in Table 1) it is clear that PackNet achieves substantially better performance in all considered metrics, even when trained from scratch (the velocity supervision loss was not considered in these experiments).
Pose evaluation
In Table 2 we show the results of the proposed PackNetSfM method on the KITTI odometry benchmark [4] . To compare with related methods, we train our system from scratch on sequences 00-08 of the KITTI odometry benchmark, with exactly the same parameters as when training on the Eigen split for the KITTI depth benchmark. For consistency with related methods, we compute the Absolute Trajectory Error (ATE) averaged over all overlapping 5-frame snippets on sequences 09 and 10. Following [5] , to evaluate our 3-frame model on 5-frame snippets we combine the relative transformations between the target frame and the first context frame into 5-frame long overlapping trajectories, i.e. we stack f x (I t , I t−1 ) = x t→t−1 to create appropriately sized trajectories.
The ATE results are summarized in Table 2 , with the proposed approach achieving competitive results. We compare with related methods, and additionally note that the methods trained in the monocular setting (M) are scaled at test-time using ground truth translation. Our method, on the other hand, trained with the velocity supervision loss (M+v) does not require ground-truth scaling at test-time, as it is able to recover metrically accurate scale purely from monocular imagery.
In Figure 1 , we show qualitative trajectory estimates of PackNet-SfM on the test sequences 09 and 10; similar plots are shown in Figure 2 for the training sequences 00-08. We generate the trajectory plots by evaluating our method on consecutive 3-frame snippets and stacking the transformations over the whole sequence as described above. In Figure 1 , we illustrate the variants of PackNet-SfM evaluated in Table 2 , and note that PackNet-SfM trained with the velocity loss is able to recover metric scale consistently across Backbone Pretrained Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 
Failure Cases
A well-known limitation of self-supervised learning from structure-from-motion cues is dealing with dynamic objects, especially those objects moving at roughly the same speed as the camera tend to be predicted at infinite depth [1, 6] . This is because these objects show no apparent motion, so the re-projection error approaches zero if these scene points are placed infinitely far away. While Casser et. al [1] propose a mechanism to deal with dynamic scenes using instance masks of objects as privileged information, in this work we still rely on the static-world assumption to train and learn the scene depth. Thus, our proposed approach remains limited when addressing inconsistencies in re-projection errors due to scene dynamics, as depicted in Figure 3 . We hope to address these limitations in future work, in order to further increase performance.
Supplementary Video
We also provide a video showing further qualitative results obtained by the proposed PackNet-SfM architecture 1 . The depth and pose predictions of PackNet-SfM are used to reconstruct 3D point-clouds of sequence 05 of the KITTI dataset. To highlight the temporal consistency of our estimates, we use a rolling window of 10 accumulated pointclouds for plotting, and use the pose estimates to transform the point-clouds into the same frame of reference. When plotting we remove scene points that are further than 50m 1 The video can be found at https://youtu.be/-N8QFtL3ees from the camera or higher than maximum LiDAR height (roughly 3m). We show that the ground plane and nearby objects are reconstructed with high fidelity. PackNet-SfM is able to consistently capture fine details of the curbs, fences, painted signs on the street and bricks throughout the run. Due to the smoothness of depth estimates, boundary artifacts are still present at regions with strong discontinuities. Notably, the 3D reconstructions illustrated are metricallyaccurate as they were trained with the proposed velocityscaling loss. Finally, we note that each frame in the sequence is independently inferred, and no temporal consistency measures were used to produce the video.
