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The Berry-E&en inequality is used to obtain asymptotic solutions to a class 
of enumeration problems. 
INTRODUCTION 
We use the Berry-Es&en inequality to estimate the coefficients of poly- 
nomials of binomial type as well as some other related numbers. The 
discussion is divided into three sections: 1, some important preliminary 
results; 2, the Berry-Es&en inequality; 3, applications of this inequality to 
obtain asymptotics. 
1. IMPLICATIONS OF PROPER LOG CONCAVITY AND ASYMPTOTIC NORMALITY 
We have seen the usefulness of log concavity in deriving a local limit 
theorem from a central limit theorem [l], and we have also seen that care 
must be exercised in stating the hypothesis of log concavity [2]. The following 
definition and lemma are useful. 
DEFINITION. A sequence of nonnegative real numbers a, , n > 0, is 
properly log concave if 
(i) there exist integers L and U such that a, = 0 + n -C L or 
n > U (L = 0 or U = co are possible); 
(ii) for all n >, 1, an2 > a,-+,+, with equality if and only if arr == 0. 
LEMMA. Let a, and b, be properly log concave. 
If  a, > 0 for some n, then either a, is unimodal with exactly one (or exactly 
two consecutive) peak(s), or else a, is monotone increasing. 
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If m < n and I > 0, then a,a, 3 a,-la,,l , with equality if and only if 
m = 0 or a, = 0. 
i;Ifc,=r”= .b-. h 3 0 a, n 3 , t en c, is properly log concave. 
Proof. The proof is sufficiently simple to omit, except for one step for 
which the reader will want to apply the identity: 
= zB (a,aB-l - aBarr-lXLL-O+l - L,+lLsh 
In applying the central limit theorem to a combinatorial problem, the 
following situation often arises. We have positive numbers K, (T, and CL, 
and a sequence of nonnegative numbers pI1, n > 0, such that: 
(9 CP% = 1, 
(ii) Sup, I Cncp+ropn - (2~r)-l/~ JTm e-t3/2 dt 1 < K/o, 
(iii) pn is a properly log concave sequence. 
In such a situation, two questions arise: 
(a) What is (are) the value(s) of N such that pN >, pm for all n? 
(b) Can we derive a local limit theorem for the numbersp,? Something 
of the form: 
For all II, j ap, - e-22/2/(2n)1/2 1 < ?, where x = (n - ~)/a. 
Theorems (A) and (B) below address these questions. 
THEOREM (A). Let K, u, p, pla satisfy (i)-(iii) above, and assume that 
K/o < 0.0087 and that K > 7. Let 6 be defined by the equation 
(0.0875) S3 = 4(2~#‘~K/o. 
Then, TV - 80. < N < p + 60. 
Throughout the proofs of Theorems (A) and (B) we shall use the notation 
xipn to mean Cp, over those n for which p + X(T < n < p + ya. 
Proof (A). First, two facts are needed. Tff” < 0 on (a, /3), then 
@k+f(qq r~~f(t)dt>(B-N).f(~)~f(B) ; (1) 
also, for 0 < t < 1, 
1 - t < ect < 1 - t + t2/2. (21 
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Consider 
g(a, c) = I-’ e-t2~z dt - IayE e-@12 dt. 
We assume 0 < E < a, and 2a < 1 so that (d2/dt2) e-t212 < 0 on (0,2a). 
Applying (1) and (2), we obtain 
da, l 1 > (a - 4 - 1 -1 1 - (a - ~)~/2 
- (a + c) (1 - k :v)2 + d (i!!$Z)“) 
=- zE - (a - l )3/4 + (a + E)(3a - c)“/S - (a + E)(3a - ~Y/128. 
Let E = ca3; then 3a - E 3 a(3 - c/4), a + E < a(1 + c/4), a5 < a3/4, so 
g(a, c) > -2~ - a3/4 + a3(3 - ~/4)~/8 - 81a5(1 + c/4)/128 
> a3(--2c - l/4 + (3 - ~/4)~/8 - 81(1 + c/4)/512) 
> a3(0.7) if c = 0.005. 
Let 2a = 6, so that g(a, E) > (0.0875) a3. The assumption K/a < 0.0087 
assures us that 6 < 1. From the definition of S, 
1 
s 
S/2--e 
-- 
(27r)1/2 o 
e-tzP dt e-t212 dt + 2Kla. 
The left side of the last inequality is smaller than &‘2--Ep,, by (ii), while the 
right side is larger than xi,2-Epls by (ii). So x:80i2--spn > Ci,&pn . Since 
E = (0.005)S3/8, it is easy to prove E > 1/2u using K > 7. Then (6/2 + c) - 
(6/2 - E) = 2~ > l/u implys that the range over which n varys in C”,,,p, 
is at least one unit longer than the range over which n varys in Ci’P--Ep,, . 
So the latter sum has at most as many terms as the former. 
Suppose that N b p + So. Then each term in Ci”-‘p, is smaller than 
every term in xi,Scpn , becausep is increasing for n < N. Combined with 
our knowledge that the first sum contains at most as many terms as the 
second sum, this contradicts the fact that the first sum is larger. Hence, 
N < p + 6~. In a similar argument it may be shown that N > E.L - So. 
This completes the proof of Theorem (A). 
THEOREM (B). Let K, p, u, p,, satisfy (i)-(iii) above. Assume in addition 
that &I2 > 100, K/&2 < 0.01, K > 7, and 6 < 0.01, where 6 is defined as 
in the previous theorem. 
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Then, for all n 
1 ups - e-x”/2/(2n)1/2 1 -c (14.5K + 4.87)/~3/~, 
where x = (n - p)/u. 
Remarks. This result is due to Bender [I], although not in the above 
numerical form. Some assumptions are needed about c+/~, K/cG~~, 6, and Kin 
order to calculate the constants in the error bound. 
The assumptions about these quantities stated above are arbitrary, and 
were chosen simply to obtain some usable numerical values. The reader will 
note how a different set of assumptions would affect the constants in the error 
bound. It is not claimed that 14.5 and 4.87 are the best possible constants 
for this particular set of assumptions. 
We treat the case x > 0 only; negative x is handled in a similar manner. 
The proof proceeds in two parts: “large” x first, and then “small” x. 
Proof (B), part 1. Assume that x = (n, - p)/u > 6 + l/u1i2, and set 
y = x - l/&2. Sincep, is decreasing for p + yu < n < p + xu, and since 
an interval of length u1/2 contains at least [u~/~] integers, 
(&2 - OPn, d fPn 
%I 
eF2i2 dt f 2Klu. 
Dividing by (x - y) = l/&2, 
(1 - 1/0l/~) upn, < e-““/2/(27r)1/2 + 2Klu1J2 
< e-2a/2/(27r)1/2 + (2K + 1/(27re)1/2)/u1/2. 
* up, < e-xa/2/(27r)1/z + 
2K + 1/(2ne)li2 + 1.02/(27r)1/2 
** z &2 
+ l.O2(2K + 1/(2?re)‘/“) 
(5 
< e-28/2/(2r)1/2 + (2K + 0.6717599519)/u1/2. 
Now take y = x + 1/u1i2. Since an interval of length u112 contains at most 
[cJ~/~] + 1 integers, 
(al’2 + l)P, t iP, 
> l/(27+/2 y ectB12 dt - 2Klu. 
z 
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Dividing both sides by (y - x) = I/#, 
(1 + l/&3 up, > e-ga/2/(2w)1/2 - 2Kjd2 
> e-za/2/(2r)1/2 - (2K + 1/(2ne)1/2)/&2. 
* up,,, >, e-za/2/(27T>1/2 - (2K + 1/(2re)*j2 + 1/(27r)1/2)/a1/2. . . 
Let us set L = 2K + 0.6717599519 for part 2. 
Proof(B) part 2. To handle values of IZ, near the mean, use the following 
quantities: 
0 < x = (n, - /.&)/CT < 6 + l/c@, 
1 = a positive integer chosen as small as possible yet sufficiently 
large that w  = (nlc - 1 - p)/u < -8 - l/&2, 
z = (nz + I- /-g/u, 
y = (n, + 21- p)/u. 
The basis of the estimation is two inequalities from the lemma: 
Pn,Pn,+zz G (Pno+J2, 
Pn,Pn,t1 3 Pn,-lPn,tzl* 
(3) 
(4) 
Note that p n,+l , pnmmz , P,,+~~ are all estimatable from part 1 because 2, 
W, y are all at least 8 + l/al/z in absolute value. By some calculation: 
y2/2 - 22 = -x2/2 + 12/u=, 
(Z2 - w2 - y2)/2 = -x2/2 - 21=/02, 
l/o < 2(6 + l/&2) + l/u, 
y < 5(6 + l/&2) + 2/u < 0.1002, 
Z < 3(6 + l/A2) + l/u < 0.0601, 
1 w  1 < 6 + l/al/2 + l/u < 0.0201, 
x < 6 + l/al/2 < 0.02, 
Z2/u2 < (10.62809007K + 0.120801)/~~~~ < 0.1074889107. 
Using the above formulas and bounds, and a few calculations not shown, 
from (3), 
uPn 
2 
G (e-za~2/(27r)1/2 + L/d/‘92 
e-~a12/(2~)l/2 _ L/u1/2 ’ 
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we obtained 
up, < e-zz~2/(2~)~lz(1 + 15.11565566 L/&2) 
< e-a2/2~(2$1~2 + 6.030274139 LldJ2. 
In another calculation, from (4), 
~pPn 
z 
3 (e-w2J2/(27r)1/2 - L/d/2)(e-u”/2/(2n)l12 - L/d/2) 
e-z2/2/(27+/2 + Lja1J2 
9 
we obtained 
opnx 3 e-x2/2/(2n)1/2(1 - 18.16562733 L/u1J2) 
2 e-xaf2/(2r)112 - 7.247036792 L/01J2. 
Referring to the definition of L, we see that Theorem (B) is complete. 
2. THE BERRY-ES&EN INEQUALITY 
The following is taken from [3, p. 5211. 
Suppose that 1, , 1 < j 6 k, is a sequence of independent random 
variables such that 
md = 0, 
E(Xj2) = uj2, 
u-2 = c q2, 
E(1 Xj 1”) < Aof2 for all j. 
If F(x) denotes Prob{X, + *.* + X, < NJ}, then 
sup F(x) - 
m  
e-ta/2 dt ( !? A 
\ 4 ‘0. 
3. POLYNOMIALS OF BINOMIAL TYPE 
A sequence of polynomials 
P,(x) = c s(n, k) Xk 
k 
(5) 
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is of binomial type if there is a formal power series g(u) lacking constant term 
such that 
g(u) = c c,uj/j! (6) 
j>l 
exp(xg(u)) = 1 P,(x) P/n!. 
R 
(7) 
If cj 1s the number of ways to construct a certain combinatorial object on a 
labeled j-set, then s(n, k) is the number of ways to partition a labeled n-set 
into k nonempty blocks and construct such an object on each block. For 
example, when g(u) = eu - 1 (that is, cj = I), then s(n, k) is the number of 
partitions of a labeled n-set into k nonempty blocks. As another example, 
when g(u) = --In(l - u) (that is, cj = (j - l)!), then s(n, k) is the number 
of permutations of a labeled n-set having k cycles. 
We now generalize the definition of s(n, k) to obtain numbers s(n, k, R). 
Let g(u) generate the numbers s(n, k) as in Eqs. (5)-(7), cj and s(n, k) having 
the combinatorial interpretation given above. Let Et be a set of integers, each 
21, with C I, = k. Let St be a collection of disjoint subsets of {1,2,...). 
R = {(l$ , S,)} is a set of “restrictions.” 
Define s(n, k, R)-meaning “s(n, k), restricted”-to be the number of ways 
to partition a labeled n-set into k nonempty blocks and construct a combi- 
natorial object on each block, in such a manner that for all t exactly It of the 
blocks have cardinahty ES* . 
For example, if ci = (j - l)! and R = ((6, S,), (4, S,)}, where S, = even 
integers and S, = odd integers, then s(n, 10, R) is the number of permu- 
tations of a labeled n-set containing exactly six cycles of even length, and 
exactly four cycles of odd length. 
THEOREM (C). Let g(u), no, k, and R = {(It, S,)} be given such that 
C I, = k; 
each St consists of consecutive integers; 
cj/j! is a properly log concave sequence; 
g(u) has nonzero radius of convergence. 
Remark. The last assumption is a consequence of the assumption 
preceding it. 
Define functions g,(u) = CIESt cj uj/j! Let r be a positive number smaller 
than g(u)‘s radius of convergence, and set 
pt = rgl(rkt(r); 
CL = c h/4 ; 
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ut 2= (5g (j - l-d2 wv)/m; 
u2 = c &I$; 
X0 = solution of equation 
We suppose I x0 I < 0.01. Let h be such that for all t, 
Finally, assume that cG/~ > 100, 33X/4&2 < 0.01, 33y4 > 7, and 
(4(2n)‘j233X/4 (0.0875)~))‘/~ < 0.01. Then, 
s(no , k, R> = 
e-z:12no! IIt kt(rNzt (1 + e) 
a(2~r)l/~ r% nt I,! , 
where 
, E , < (14.5) W33/4) + 4.87 (2 5068) 
&2 
Remarks. (i) 2.5068 > exp((.01)2/2) (21~)l/~. 
(ii) Theorem (C) estimates s(n, k) by taking R = {(k, S,)}, where 
S, = all positive integers. 
(iii) Regarding the restriction on 1 x0 I, when using Theorem (C) one 
chooses r in such a way that 1 x0 1 is small. 
Proof(C). With r as stated, let X ct) be a random variable assuming the 
value j - pt with probability c5 rj/(j! gt(r)), for j E St . Then, 
E(P)) = 0, 
E((X’t’)2) = ut2, 
E(l P’ I”> < hut2. 
If X’l’ 1 ,***, xp ,..., xp,. . .) xp,... are independent with each .Xjt) distributed 
like JY; and $p(n, k, R) = Prob{.** + Xjt) + ‘7. = n - p}, then 
Sip ( 1 
n$u+so 
p(n, k, R) - 1/(27r)l12 Jx e-t8i2 dt 1 < 33h/4u 
--m 
by the Berry-Es&en inequality. Also, because each set St consists of con- 
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secutive integers, the numbers p(n, k, R), n > 0, are properly log concave 
by the lemma. Hence, by Theorem (B), 
I up(no , k, R) _ e-z,2/2/(241/Z j < (14.5)(33$j; + 4*87 . 
The conclusion of Theorem (C) now follows from the fact that 
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