This paper is translated from R&D Repor t, " SUMITOMO KAGAKU", vol. 2013. al region. Since the imaging region is fixed, the optical conditions must also be fixed. Moreover, various types of defects occurring on the actual film products require different optical conditions (for example, with transmitted light or reflected light, bright field imaging or dark field imaging, etc.) to be detected separately. Yet, of all of the optical conditions, merely one specific condition could be selected at any one moment. Therefore, the obtained images contain limited information about some kinds of defects.
Introduction
This paper presents a novel visual inspection technology based on two-dimensional motion images. A web inspection system, which has improved functions and inspection performance, has been developed by using two-dimensional motion images obtained by multiple area sensors 1) .
Usually, line sensors 1) are adopted to inspect defects in web-shape products such as long films. An image that covers the entire area of the product is acquired by scanning a one-dimensional visual field on the product. Defects such as scratches and foreign matter are extracted from this image. Fig. 1 shows a typical configuration for the web inspection system. In most cases, by conveying the product below the view of fixed line sensors, the entire area of the product can be inspected. There are various web-shape products, for instance resin film, paper, glass and steel plates, that are capable of being inspected by this method. For simplicity, "film", which denotes one kind of possible web-shape product, is used in the remainder of this paper. This paper presents an advanced technology for visual inspection of film products. Usually, a line sensor is used to inspect defects in web-shape products such as long films. However, one-dimensional image data captured via line sensors always includes restrictive optical information about defects. Therefore, inspection performance is limited. With the advantage of using area sensors, two-dimensional images containing more optical information can be obtained. The authors have established a novel imaging procedure which is based on two-dimensional motion images. The experimental results show that the new image processing framework enhances the appearance of defects. The authors also achieved an in-line web inspection system for film manufacturing lines. requires advanced web handling 3) techniques to keep inspection performance. High-precision alignment among cameras, the film and the light source is needed to obtain images suitable for defect detection. For example, to inspect optical films assembled into IT devices, positioning accuracy of less than 10 micrometers is generally required. Cameras and light sources are fixed easily with accuracy. However, large-scale web handling equipment and highly skilled techniques for operating them are necessary to convey films with good precision.
These problems with the conventional method mentioned above could be resolved via web inspection techniques by using two-dimensional motion images.
In this research, the authors have proposed a novel image processing algorithm called "line composition and integration (LCI)" which successfully extracted defect information from two-dimensional image sequences, and demonstrated its ef fectiveness 4) through experimental results. LCI is a procedure that is able to process various optical conditions, such as from bright fields to dark fields, all at once.
Furthermore, a real-time two-dimensional image processing system was also developed. It is difficult to accomplish real-time processing on the software system, since two-dimensional images contain much more informative data than images captured by line sensors (in this paper, "real-time" means that the image processing time is short enough to keep up with the actual manufacturing speed). For this reason, the authors adopted an image capture board embedded with an FPGA (a type of rewritable large-scale integrated circuit) and installed LCI procedures in the FPGA. As a result, real-time image processing was eventually achieved.
In this paper, the problems with the conventional method are discussed and the merits of using area sensors for solving these problems are introduced. Following that, experimental results are shown. Then, we discuss the computer graphics generation of defect images by light ray trace simulation. Finally an in-line web inspection system is described.
Problems of Conventional Method

Typical framework of the web inspection system and its overview
A typical framework of a web inspection system with line sensors was shown in Fig. 1 in the previous chapter. Line sensors are set up to cover the whole width of film. The direction of the imaging region is in the transverse direction (TD) to film conveying. Long film products are transported at almost constant speed in its longitudinal direction (machine direction; MD). The line sensors carr y out imaging of the same straight line continuously and repeatedly, so that the film can be imaged over the whole area and inspected while being conveyed. The TD resolution is calculated from the ratio of the field of view divided by the number of pixels involving each camera. Additionally, the MD resolution is determined by the ratio of the conveying speed divided by the scanning rate (number of images made per unit time). The TD and MD resolution are usually adjusted to the same value.
Technical problems with observation system
The inspection technology based on line sensors has a problem that various types of defects with different properties cannot be imaged by a single observation system. The main reason is that the imaging region of line sensors is fixed at one dimension, so the optical conditions during imaging must also be fixed to one parameter.
On the other hand, the optical conditions suitable for detection differ for each type of defect arising in films. Usually, it is relatively easy to precisely fix the relative position between the cameras and the light source.
In practice, the position of the light source is allocated first and the alignment of cameras can be adjusted next by using three or five axis optical stages. However, conveying film with good precision in positions relative to the cameras and the light source is extremely difficult.
Long products such as films warp easily and vibrate slightly during transportation. These phenomena have important effects on visual inspection. Therefore, largescaled film transport devices and highly-skilled operation techniques are needed to carry out film feeding in actual production sites, yet there are many cases in which it is difficult to completely suppress deformation of the film.
The influence of slight film distortion on observed images is described in Fig. 3 to cover different types of defects. Fig. 1, described above, is an example of a inspection system consisting of bright field and dark field units set up in two series.
Precision requirement for web handling technology
Inspection with line sensors has a practical disadvantage in that high precision web handling techniques are 
Inspection Technique with Area Sensors
As a main target of our research, the overview of our web inspection technique using area sensors is described in this section. The configuration of the inspection system, in which the conventional line sensors are replaced by area sensors, is shown in Fig. 5 .
Comparison between line sensors and area sensors
Line sensors, as shown in In recent years, it has become possible, to a certain extent, to develop image processing hardware by users.
Therefore, applying area sensors to web inspection fields is promising in the future.
Advantage of using two-dimensional motion images for defect inspection
One of the great advantages of two-dimensional motion images is that variations in defect appearance can be observed over time. 
Why area sensors are not used in web inspection
In most cases line sensors are used for in-line inspections of web products, mainly because the frame rate of area sensors is not sufficient for in-line usage.
Although the output rate per pixel (pixel clock) is approximately the same between line sensors and area sensors, the frame rate of area sensors is always one tenth or one hundredth of the scanning speed of line sensors. This is because area sensor images have 1 million pixels (1,000 × 1,000 or one megapixel) at least, much more than that of line sensor images, which are usually about 10,000 × 1 pixels. As a consequence, the frame rate of area sensors is usually several dozen or a couple of hundred at best.
To use area sensors for web inspection, two-dimensional motion images must be acquired at a frame rate equivalent to the scanning rate of a line sensor, plus, image processing is supposed to be implemented in real time. Unfor tunately, area sensors satisfying these requirements are not existing conventionally. In addition, image processing by software has limitations in
Fig. 7
Examples of defect images by using an area sensor Fig. 7(a) . Position p1 and p2 correspond to the dark field region, p3 denotes the on-edge, while p4 refers to the bright field region respectively. Defect A can be observed from the dark field position p2 to the on-edge position p3, but cannot be seen in the bright field position p4. By contrast defect B can only be observed in the dark field position p4. In addition, defect C cannot be observed at any position, but distortion of the edge can be observed when it passes the on-edge position.
This defect C is difficult to detect by using conventional line sensors because of the effects of film warpage described in the previous section. This kind of defect is expected to be detected by using two-dimensional motion images, which include additional information such as temporal changes in edge distortion.
The LCI Solution that Provides Clear Defect Images from Two-Dimensional Motion Images
In this section, we will introduce an image processing technology named "line composition and integration (LCI)", which has been developed to extract intelligence involving defects from two-dimensional motion images with reliable sensitivity.
Basic concept
In a two-dimensional image sequence, the information about a certain defect is decentrally-included in multiple continuous frames. Furthermore, which frame includes more information about the defect depends on the defect type, as described in sections 2 and 3. Therefore, all frames should be treated in order to detect more varied defects, instead of carrying out image processing on individual frames.
However, it is practically difficult to implement traditional image processing on entire frames, considering the enormous resources which need to be embedded into the image processing engine, and the unreasonable costs of application such as film inspection.
In this research, the authors attempted to propose a novel method to reduce the redundancy of image data by extracting just the defect information from the motion images. A conceptual diagram of this method is shown in Fig. 8 . Rather than directly processing twodimensional motion images (original images) output by the area sensor, LCI extracts defect information from continuous multiple frames and integrates it into a single line, and eventually outputs it to the image processing unit. This consolidated image is called an LCI image. With this operation, defect information that was distributed to multiple frames can be consolidated into one LCI image; therefore, the defect image obtained by the LCI method is clearer than those obtained by traditional methods. In addition, by limiting the target data to the LCI image, the amount of image data that must be processed within a unit time can be reduced to an identical amount of data as traditional line sensors.
Principles of LCI
The procedure of LCI consists of three steps, namely, line composition, operator calculations and image integration as shown in Fig. 9 . In the following, each procedure is described. 
Equipping of LCI algorithm
The LCI algorithm can be implemented via either a software method or a hardware method. However, from a practical standpoint for web inspection, two-dimensional motion images output at a high frame rate are necessarily processed in real time. Therefore, while execution by software is not feasible, hardware based implementation is desirable. In this research, we selected FPGA.
The LCI algorithm was implemented by an FPGA mounted on a capture board as already shown in The characteristics of these defects are summarized in Table 1 . For example, the slight concave defect can not be detected under any observation method described above. But, it could be visible just by seeing the distortion in a transmission image of the light source. reason is that whether the intensity changes due to defects are positive or negative differs according to the optical conditions. Therefore, the phenomena that a certain defect would appear black in bright field images and would also appear white in dark field images often occur in actual sites. By using unsigned numbers, the drawback that these defect signals would counteract each other during integration process can be avoided. The LCI image is a single line image output for each frame by implementing this series of procedures. In the LCI image, we can see the apparent brightness difference between the defect and the background.
Although these defects require different observation methods for detection, both defects can be observed under the same optical conditions by using the LCI method. From these results, we can expect that with our approach it becomes possible to reduce the quantity of inspection devices in practice, while multiple devices are definitely needed in the traditional method. Fig. 13 shows an example of the observation of a surface microstructure defect, which is another different defect type. This defect has a thread concavo-convex shape with roughly 10 micrometers depth as the main defect, and has widespread slight unevenness with 0.1 micrometer depth around it collaterally. Fig. 13 (a) shows a bright field image using a line sensor in one of the traditional methods. In this case only the main defect is detected, and the microstructure in the vicinity cannot be observed. Next, Fig. 13 (b) shows an LCI image.
Comparison to traditional method
Visualization of surface microstructure
Seeing this, we can see stripe patterned unevenness around the main defect. This result shows that observation of microstructures, which was difficult to be visualized with any conventional method, is possible by LCI.
Usually, a three-dimensional measurement device, founded on the principle of optical interference for example, is needed to determine micro-geometry on a film surface. However, it is mechanically difficult to carry out precise three-dimensional measuring in-line, so these observations are limited to off-line sampling inspections. Visualization of microstructures over the entire surface is possible by monitoring LCI images, which suggests that the LCI can also be used for diagnosis and improvement of manufacturing processes.
Optical Simulations
In this section, by performing ray tracing from the imaging plane through the film surface to the illumination plane, generation of computer graphics of defect images with LCI is to be discussed.
Significance of image composition by simulation
It is important to evaluate the defect detecting performance of in-line inspection systems for practical usage. Generally, the detection capabilities are evaluated experimentally by using collected defect samples.
However, it is not efficient to exhaustively carry out observational tests under the various arrangements of the camera, film and illumination. In addition, it is actually difficult to collect various sizes of actual samples containing all types of defects from products. Therefore, it would be more effective to analyze uncollectable defects via simulations. With this, it would be possible to interpolate incomplete experimental results, which could improve experimental efficiency.
Definition of coordinate system
The coordinate system used in the simulations is defined as in Any brightness pattern can be represented by giving various intensity profiles to the light source on this plane. For LCI simulation, a light source model in which the region y < 0 is shielded (letting the brightness value be zero) is used here.
Procedure for generating computer graphics
The computer graphics for the obser ved defect image can be generated by the following procedure.
First of all, point P on the imaging plane is determined, then, a large number of rays from point P toward the inside of the lens aperture are set. Each ray launched from the same point P is headed toward the same focal 
Next, the path of the ray through the film is calculated. The unit directional vector r i for the ray incident to the film surface from the air, the unit normal vector n for the boundary surface at the incidence point and the unit directional vector r o for the light beam after refraction are expressed by equation (6) and shown by Fig.   17 . Similarly, the refraction at the back surface from the film to the air could be calculated.
The direction r o for the light beam after passing through the boundary surface is calculated by using the incidence angle θ i and the refractive indices of each material n i and n o , with the following equations, the vector representation of Snell's law;
By tracing the ray path at the front and back surface of the film with equation (7), we can find the position of the ray passing through the film and the direction of the ray (point R' and vector s in Fig. 15 ).
(6)
, -, 1 -∂y ∂g ∂x ∂g the distance from the imaging plane z = 0 to the secondary principal point.
(2) Effect of defects on the rays Each ray reaches position R on the film surface, which is calculated from point Q on the lens and focal point F. If a defect exists around there, the ray will be attenuated by the defect inside the film (Ray 1), or its direction will alter at the film surface (Ray 2) as shown in Fig. 15 . In the simulation, the light shielding effect is quantified by multiplying the brightness of the light rays by coefficient k (0 < k < 1). In addition, refraction by the front and back surface is calculated by using a normal vector for the film surface at each position.
As one defect shape, for instance, the Gaussian function is defined as below, where the height (or depth by negative values) of convexo-concave defect is expressed by the value of A, and planar defect size are expressed by σ.
The normal vector on a surface z = g(x, y) at a point (x, y) is found as follows from the vector product of the tangent vectors in the x direction and y direction (see by diffraction needs to be corrected. The intensity of light received at point P for this ray is calculated using the average brightness value for the spot region centered on point S. The total intensity of light received at point P can be found by adding these intensity values for all light rays leaving point P. For comparison, an experimental result is shown in Fig. 18 (b) . An actual defect with substantially identical generating device that outputs a certain number of pulses per rotation, and is generally used in order to measure distances for a continuously fed web-shaped product.)
Results of simulation
As described above, this inspection device can be achieved with an equipment configuration substantially the same as a conventional web inspection device based on line sensors. Two-dimensional image processing should be installed in a hardware device, except for this, there is no need for special web-handling devices or special cameras, image processing engines, etc.
With this great advantage, we can conveniently replace and improve the existing inspection devices. In-line web inspection system by using area sensors equipped with "LCI technology" 
