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Abstract—The cognitive radio channel with common message 
(CRCC) is considered. In this channel, similar to the cognitive 
radio channel (CRC), we have a cognitive user which has full 
non-causal knowledge of the primary message, and like the 
interference channel with common message (ICC), the 
information sources at the two transmitters are statistically 
dependent and the senders need to transmit not only the private 
message but also certain common message to their corresponding 
receivers. By using a specific combination of superposition 
coding, binning scheme and simultaneous decoding, we propose a 
unified achievable rate region for the CRCC which  subsumes the 
several existing results  for the CRC, ICC, interference channel 
without common message (IC), strong interference channel and 
compound multiple access channel with common information 
(SICC and CMACC). 
Keywords- Achievable rate region, common message, cognitive 
radio channel, transmitter cooperation 
I.  INTRODUCTION  
Two-sender, two-receiver channel models allow various 
forms of transmitter cooperation. When senders are unaware of 
each other’s messages, we have the interference channel (IC) 
[1]–[5]. In the IC, the level of cooperation between transmitters 
and the resulting performance improvement will depend on the 
amount of information that encoders share [6].  
Channel models with cooperating nodes are of interest also 
for networks with cognitive users. The cognitive radio channel 
(CRC) is a well studied channel model inspired by the potential 
abilities of cognitive radio technology and its impact on 
spectral efficiency in wireless networks. The CRC consists of a 
classical two-user interference channel with two independent 
messages, in which the message of the “primary” user is non-
causally provided to the transmitter of the other “secondary” or 
“cognitive” user, while the primary transmitter has the 
knowledge of its own message only. From an information-
theoretic perspective, the CRC has been investigated in [4], 
[6]–[11].  
The assumption of the statistical independence of the 
source messages becomes invalid in two-sender, two-receiver 
channel where the senders need transmit not only the private 
message but also certain common message to their 
corresponding receivers. Such a scenario can be modeled as the 
IC with common message (ICC) ([12] and [13]) or in more 
general case it can be modeled as the CRC with common 
message (CRCC). In this paper, we consider a more general 
case than the ICC and the CRC which can be modeled as the 
CRC with common message (CRCC). By using a specific 
combination of superposition coding, binning scheme and 
simultaneous decoding, we propose an achievable rate region 
for the CRCC which subsumes the some existing results for the 
CRC, ICC, IC, the strong interference channel and compound 
multiple access channel with common message (SICC and 
CMACC). The rest of the paper is organized as follows. In 
Section II, we define CRCC and the modified CRCC. In 
Section III, we present the achievable rate region for the 
general discrete memoryless CRCC. In Section IV, we discuss 
some ramifications of the main results. Finally, a conclusion is 
prepared in Section V.  
II. DEFINITIONS 
We denote random variables by 𝑋1 , 𝑋2 , 𝑌1 , ⋯ with values 
𝑥1 , 𝑥2 , 𝑦1 ,⋯  in finite sets 𝒳1 ,𝒳2 , 𝒴1 , ⋯  respectively; n-tuple 
vectors of 𝑋1 , 𝑋2 , 𝑌1 , ⋯ are denoted with 𝒙𝟏, 𝒙𝟐 , 𝒚𝟏, ⋯. 
Definition 1 (Two-User CRCC): A two-user discrete 
memoryless CRCC is usually defined by a quintuple 
(𝒳1 , 𝒳2 ,𝒫, 𝒴1 , 𝒴2) where 𝒳𝑡  and 𝒴𝑡 , 𝑡 = 1,2, denote the finite 
channel input and output alphabets respectively, and 𝒫 denotes 
the collection of the conditional probabilities 𝑝(𝑦1 ,𝑦2|𝑥1 ,𝑥2) 
on (𝑦1, 𝑦2) ∈ 𝒴1 × 𝒴2 given (𝑥1 , 𝑥2) ∈ 𝒳1 × 𝒳2. As shown in 
Fig. 1, sender 𝑡, 𝑡 = 1,2, sends a private message 𝑚𝑡 ∈ ℳ𝑡 =
 1, ⋯ , 𝑀𝑡  together with a common message 𝑚0 ∈ ℳ0 =
 1, ⋯ , 𝑀0  to its pairing receiver. Note that the second sender 
is non-causally aware of the message to be sent by the first 
sender.  
Let 𝓒  denote the discrete memoryless CRCC defined 
above. An (𝑛, 𝑀0 =  2
𝑛𝑅0  ,𝑀1 =  2
𝑛𝑅1 , 𝑀2 =  2
𝑛𝑅2  , 𝜀)  
 
 
Figure 1.  Cognitive radio channel with common message. 
code exists for the channel 𝓒 if and only if there exist two 
encoding functions 
𝑓1: ℳ0 × ℳ1 → 𝒳1
𝑛 , 𝑓2 : ℳ0 × ℳ1 × ℳ2 → 𝒳2
𝑛  
and two decoding functions 
𝑔1: 𝒴1
𝑛 → ℳ0 × ℳ1 , 𝑔2: 𝒴2
𝑛 → ℳ0 × ℳ2 
such that 𝑚𝑎𝑥(𝑃𝑒1
𝑛 , 𝑃𝑒2
𝑛 )  ≤ 𝜀 , where 𝑃𝑒1
𝑛  and 𝑃𝑒2
𝑛  are the 
average error probabilities of decoding error. A nonnegative 
rate triple (𝑅0 , 𝑅1 , 𝑅2) is achievable for the channel 𝓒 if for any 
given 0 < 𝜀 < 1, and for any sufficiently large 𝑛, there exists a 
code (𝑛,  2𝑛𝑅0 ,  2𝑛𝑅1  ,  2𝑛𝑅2 , 𝜀). The capacity region for the 
channel 𝓒  is defined as the closure of the set of all the 
achievable rate triples. 
Definition 2 (Modified CRCC): A modified CRCC (Fig.2), 
has five streams of messages instead of three in the associated 
CRCC. The five streams of messages 𝑛0 , 𝑛1 , 𝑙1 , 𝑛2 , and 𝑙2  are 
assumed to be independently and uniformly generated over the 
finite sets 𝒩0 =  1, ⋯ , 𝑁0 , 𝒩1 =  1, ⋯ , 𝑁1 , ℒ1 =  1, ⋯ , 𝐿1 , 
𝒩2 =  1, ⋯ , 𝑁2 , and ℒ2 =  1, ⋯ , 𝐿2 , respectively. Denote 
the modified CRCC by 𝓒𝒎. 
An (𝑛, 𝑁0 =  2
𝑛𝑇0 , 𝑁1 =  2
𝑛𝑇1 , 𝐿1 =  2
𝑛𝑆1 , 𝑁2 =  2
𝑛𝑇2 ,
𝐿2 =  2
𝑛𝑆2 , 𝜀) code exists for the channel 𝓒𝒎  if and only if 
there exist two encoding functions 
𝑓1: 𝒩0 × 𝒩1 × ℒ1 → 𝒳1
𝑛 , 
  𝑓2 : 𝒩0 × 𝒩1 × ℒ1 × 𝒩2 × ℒ2 → 𝒳2
𝑛  
and two decoding functions 
𝑔1: 𝒴1
𝑛 → 𝒩0 × 𝒩1 × ℒ1 × 𝒩2, 
𝑔2: 𝒴2
𝑛 → 𝒩0 × 𝒩2 × ℒ2 × 𝒩1 
such that 𝑚𝑎𝑥(𝑃𝑒1
𝑛 , 𝑃𝑒2
𝑛 )  ≤ 𝜀 , where 𝑃𝑒1
𝑛  and 𝑃𝑒2
𝑛  are the 
average error probabilities of decoding error. A nonnegative 
rate quintuple (𝑇0 , 𝑇1 , 𝑆1 , 𝑇2 , 𝑆2) is achievable for the channel 
𝓒𝒎 if for any given 0 < 𝜀 < 1, and for any sufficiently large 𝑛, 
there exists a code (𝑛,  2𝑛𝑇0 ,  2𝑛𝑇1 ,  2𝑛𝑆1 ,  2𝑛𝑇2 ,  2𝑛𝑆2 , 𝜀) 
for the channel 𝓒𝒎. 
 
Figure 2.  Modified cognitive radio channel with common message. 
III. MAIN RESULTS  
A. An Achievable Rate Region for the CRCC 
Let us consider auxiliary random variables 𝑊0 , 𝑊1 , 𝑈1 , 𝑊2 , 
and 𝑈2  defined on arbitrary finite sets 𝒲0 , 𝒲1 , 𝒰1 , 𝒲2 ,  and 
𝒰2 , respectively. For the modified CRCC (Fig. 2), let 𝑍 =
(𝑊0𝑊1𝑈1𝑊2𝑈2𝑋1𝑋2𝑌1𝑌2)  and let 𝒫𝐶𝑅𝐶𝐶  be the set of all 
distributions of the form (1):  
𝑝 𝑤0𝑤1𝑢1𝑤2𝑢2𝑥1𝑥2𝑦1𝑦2 = 𝑝(𝑤0 )𝑝(𝑤1𝑢1|𝑤0)  
   . 𝑝(𝑤2𝑢2|𝑤0𝑤1𝑢1)𝑝(𝑥1𝑥2|𝑤0𝑤1𝑢1𝑤2𝑢2)𝑝(𝑦1𝑦2|𝑥1𝑥2) (1) 
By considering the general distribution (1) for the CRCC 
which allows the auxiliary variables to be correlated in the 
form (2):  
𝑝 𝑤0𝑤1𝑢1𝑤2𝑢2 = 𝑝(𝑤0 )𝑝 𝑤1 𝑤0 𝑝 𝑢1 𝑤0𝑤1   
                                   . 𝑝(𝑤2 |𝑤0𝑤1𝑢1)𝑝(𝑢2|𝑤0𝑤2𝑤1𝑢1) (2) 
and using a specific combination of superposition coding, 
binning scheme and simultaneous decoding, we obtain a 
unified achievable rate region for the general CRCC as follows. 
Theorem 1: For the modified CRCC (Fig. 2), let 𝑍 =
(𝑊0𝑈1𝑊1𝑈2𝑊2𝑋1𝑋2𝑌1𝑌2)  and let 𝒫𝐶𝑅𝐶𝐶  be the set of all 
distributions of the form (2). For any 𝑍 ∈ 𝒫𝐶𝑅𝐶𝐶 , let 𝑆𝐶𝑅𝐶𝐶 (𝑍) 
be the set of all non-negative quintuples (𝑇0 , 𝑇1 , 𝑆1 , 𝑇2 , 𝑆2) 
satisfying (3-1)-(3-16) (at the bottom of this page), then any 
element of the closure of 𝒮𝐶𝑅𝐶𝐶 (𝑍)𝑍∈𝒫𝐶𝑅𝐶𝐶  is achievable. 
Proof: Refer to Appendix A. 
It is easy to prove that the rate region 𝒮𝐶𝑅𝐶𝐶  is convex.  
𝑆1 ≤ 𝐼 𝑌1; 𝑈1 𝑊0𝑊1𝑊2 + 𝐼 𝑊2 ;𝑊1𝑈1|𝑊0 = 𝐴1  (3-1) 
𝑇1 ≤ 𝐼 𝑌1; 𝑊1 𝑊0𝑈1𝑊2 + 𝐼 𝑈1; 𝑊1 |𝑊0 + 𝐼 𝑊2; 𝑊1𝑈1|𝑊0 = 𝐵1  (3-2) 
𝑇2 ≤ 𝐼 𝑌1; 𝑊2 𝑊0𝑊1𝑈1 + 𝐼 𝑈1; 𝑊1|𝑊0 = 𝐶1 (3-3) 
𝑆1 + 𝑇1 ≤ 𝐼 𝑌1; 𝑈1𝑊1 𝑊0𝑊2 + 𝐼 𝑊2; 𝑊1𝑈1|𝑊0 = 𝐷1 (3-4) 
𝑆1 + 𝑇2 ≤ 𝐼 𝑌1; 𝑊2𝑈1|𝑊0𝑊1 = 𝐸1 (3-5) 
𝑇1 + 𝑇2 ≤ 𝐼 𝑌1; 𝑊1𝑊2 |𝑊0𝑈1 + 𝐼 𝑈1;𝑊1 |𝑊0 = 𝐹1  (3-6) 
𝑆1 + 𝑇1 + 𝑇2 ≤ 𝐼 𝑌1; 𝑊1𝑊2𝑈1|𝑊0 = 𝐺1  (3-7) 
𝑆1 + 𝑇0 + 𝑇1 + 𝑇2 ≤ 𝐼 𝑌1; 𝑊0𝑊1𝑊2𝑈1 = 𝐻1 (3-8) 
𝑆2 ≤ 𝐼 𝑌2;𝑈2 𝑊0𝑊1𝑊2 + 𝐼 𝑈2;𝑊2 |𝑊0 + 𝐼 𝑊1 ; 𝑊2𝑈2|𝑊0 − 𝐼 𝑈2; 𝑈1𝑊1𝑊2|𝑊0 = 𝐴2 (3-9) 
𝑇2 ≤ 𝐼 𝑌2;𝑊2 𝑊0𝑊1𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1 ; 𝑊2𝑈2|𝑊0 − 𝐼 𝑊2; 𝑊1𝑈1|𝑊0 = 𝐵2  (3-10) 
𝑇1 ≤ 𝐼 𝑌2; 𝑊1 𝑊0𝑊2𝑈2 + 𝐼 𝑈2; 𝑊2|𝑊0 + 𝐼 𝑊1 ; 𝑊2𝑈2|𝑊0 = 𝐶2 (3-11) 
𝑆2 + 𝑇2 ≤ 𝐼 𝑌2; 𝑈2𝑊2 𝑊0𝑊1 + 𝐼 𝑈2; 𝑊2 |𝑊0 + 𝐼 𝑊1 ;𝑊2𝑈2|𝑊0 − 𝐼 𝑊2 ; 𝑊1𝑈1|𝑊0 − 𝐼 𝑈2; 𝑈1𝑊1𝑊2|𝑊0 = 𝐷2 (3-12) 
𝑆2 + 𝑇1 ≤ 𝐼 𝑌2; 𝑈2𝑊1 𝑊0𝑊2 + 𝐼 𝑈2; 𝑊2 |𝑊0 + 𝐼 𝑊1 ; 𝑊2𝑈2|𝑊0 − 𝐼 𝑈2; 𝑈1𝑊1𝑊2 |𝑊0 = 𝐸2  (3-13) 
𝑇2 + 𝑇1 ≤ 𝐼 𝑌2; 𝑊1𝑊2 𝑈2𝑊0 + 𝐼 𝑈2; 𝑊2 |𝑊0 + 𝐼 𝑊1 ; 𝑊2𝑈2|𝑊0 − 𝐼 𝑊2 ; 𝑊1𝑈1|𝑊0 = 𝐹2 (3-14) 
𝑆2 +  𝑇2 + 𝑇1 ≤ 𝐼 𝑌2; 𝑊1𝑊2𝑈2 𝑊0 + 𝐼 𝑈2; 𝑊2|𝑊0 + 𝐼 𝑊1; 𝑊2𝑈2|𝑊0 − 𝐼 𝑊2; 𝑊1𝑈1|𝑊0 − 𝐼 𝑈2; 𝑈1𝑊1𝑊2 |𝑊0 = 𝐺2  
 (3-15) 
𝑆2 + 𝑇0 + 𝑇2 + 𝑇1 ≤ 𝐼 𝑌2; 𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2; 𝑊2 |𝑊0 + 𝐼 𝑊1 ;𝑊2𝑈2|𝑊0 − 𝐼 𝑊2 ; 𝑊1𝑈1|𝑊0 − 𝐼 𝑈2; 𝑈1𝑊1𝑊2|𝑊0 = 𝐻2 
 (3-16) 
B. Explicit Description of the Achievable Rate Region 
Now, we describe the above region in theorem 1 in terms 
of the rate triples  𝑅0 = 𝑇0 , 𝑅1 = 𝑆1 +  𝑇1 , 𝑅2 = 𝑆2 +  𝑇2  by 
the Fourier-Motzkin elimination technique. 
Theorem 2: The 𝒮𝐶𝑅𝐶𝐶  region in theorem 1 can be 
described as 𝒭𝐶𝑅𝐶𝐶  being the set of  𝑅0 ,𝑅1 , 𝑅2  satisfying: 
 𝑅1 ≤ 𝐷1 (4-1) 
 𝑅1 ≤ 𝐺1 (4-2) 
 𝑅1 ≤ 𝐴1 + 𝐶2 (4-3) 
 𝑅1 ≤ 𝐴1 + 𝐸2 (4-4) 
 𝑅1 ≤ 𝐵1 + 𝐸1  (4-5) 
 𝑅1 ≤ 𝐴1 + 𝐹2 (4-6) 
 𝑅1 ≤ 𝐸1 + 𝐶2 (4-7) 
 𝑅1 ≤ 𝐸1 + 𝐹2 (4-8) 
 𝑅2 ≤ 𝐷2 (4-9) 
 𝑅2 ≤ 𝐴2 + 𝐶1 (4-10) 
 𝑅2 ≤ 𝐴2 + 𝐸1 (4-11) 
 𝑅0 + 𝑅1 ≤ 𝐻1 (4-12) 
 𝑅0 + 𝑅2 ≤ 𝐻2 (4-13) 
 𝑅1 + 𝑅2 ≤ 𝐴1 + 𝐺2 (4-14) 
 𝑅1 + 𝑅2 ≤ 𝐸1 + 𝐸2 (4-15) 
 𝑅1 + 𝑅2 ≤ 𝐴2 + 𝐺1 (4-16) 
 𝑅1 + 𝑅2 ≤ 𝐸1 + 𝐺2 (4-17) 
 𝑅1 + 𝑅2 ≤ 𝐴2 + 𝐵1 + 𝐸1 (4-18) 
 2𝑅1 + 𝑅2 ≤ 2𝐴1 + 𝐸2 + 𝐹2 (4-19) 
 2𝑅1 + 𝑅2 ≤ 𝐴1 + 𝐸2 + 𝐺1  (4-20) 
 𝑅1 + 2𝑅2 ≤ 2𝐴2 + 𝐸1 + 𝐹1  (4-21) 
 𝑅1 + 2𝑅2 ≤ 𝐴2 + 𝐸1 + 𝐺2 (4-22) 
 𝑅0 + 𝑅1 + 𝑅2 ≤ 𝐴1 + 𝐻2 (4-23) 
 𝑅0 + 𝑅1 + 𝑅2 ≤ 𝐴2 + 𝐻1 (4-24) 
 𝑅0 + 𝑅1 + 𝑅2 ≤ 𝐸1 + 𝐻2 (4-25) 
 𝑅0 + 2𝑅1 + 𝑅2 ≤ 𝐴1 + 𝐸2 + 𝐻1 (4-26) 
 𝑅0 + 𝑅1 + 2𝑅2 ≤ 𝐴2 + 𝐸1 + 𝐻2 (4-27) 
where the bound constants 𝐴𝑖 , 𝐵𝑖 , 𝐶𝑖 ,𝐷𝑖 ,𝐸𝑖 ,𝐹𝑖 , 𝐺𝑖 , 𝐻𝑖 , 𝑖 = 1,2  
are the same as in theorem 1.  
Proof: Refer to Appendix B. 
IV. RAMIFICATIONS OF MAIN RESULTS  
In this section, we discuss some special cases of the 
proposed achievable rate region to demonstrate the breadth 
of our main results.  
A. Interference Channel Without Common Message (IC) 
We now consider the general IC as a special case of the 
CRCC. Let 𝑄 ∈ 𝒬 denote the time-sharing random variable 
whose n-sequences 𝒒 = (𝑞1 , 𝑞2 ,⋯ , 𝑞𝑛)  are generated 
independently of the messages. The n-sequences 𝒒 are given 
to both senders and receivers. Since no common message is 
involved for the IC, we can choose 𝑊0 = 𝑄 and 𝑇0 = 0.  
Remark 1: By setting 𝑊0 = 𝑄, 𝑇0 = 0, and considering 
the below distribution instead of (2),  
𝑝 𝑞𝑤1𝑢1𝑤2𝑢2 =  𝑝 𝑞 𝑝 𝑤1 𝑞 𝑝 𝑢1 𝑞𝑤1 𝑝(𝑤2|𝑞)𝑝(𝑢2|𝑞𝑤2) 
the rate region in theorem 1 is reduced to the Hodtani region 
for the IC (theorem 2, [4] and theorem 7, [5]) in terms of the 
quadruple  𝑆1 , 𝑇1 , 𝑆2 , 𝑇2 , and the rate region in theorem 2 is 
reduced to the Hodtani region for the IC (theorem 8, [5]) in 
terms of the  𝑅1 , 𝑅2 .  
Remark 2: By setting 𝑊0 = 𝑄, 𝑇0 = 0, and considering 
the below distribution instead of (2),  
𝑝 𝑞𝑤1𝑢1𝑤2𝑢2 = 𝑝 𝑞 𝑝 𝑤1 𝑞 𝑝 𝑢1 𝑞 𝑝(𝑤2 |𝑞)𝑝(𝑢2|𝑞) 
the rate region in theorem 1 is reduced to the HK region 
(theorem 3.1, [3]) in terms of the quadruple  𝑆1 , 𝑇1 , 𝑆2 , 𝑇2 , 
and the HK region for the IC in terms of the rate pair 
 𝑅1 , 𝑅2  (theorem 2, [5]) is readily derived from theorem 2.  
B. Interference Channel With Common Message (ICC) 
Remark 3: By considering the below distribution instead 
of (2),  
𝑝 𝑤0𝑤1𝑢1𝑤2𝑢2 =  𝑝 𝑤0 𝑝 𝑤1 𝑤0  
                                     . 𝑝 𝑢1 𝑤0𝑤1 𝑝(𝑤2|𝑤0)𝑝(𝑢2|𝑤0𝑤2) 
the rate region in theorem 1 is reduced to the rate region for 
the ICC. 
C. Cognitive Radio Channel Without Common Message  
Remark 4: By setting 𝑊0 = 𝑄, 𝑇0 = 0, and considering 
the below distribution instead of (2),  
𝑝 𝑞𝑤1𝑢1𝑤2𝑢2 = 
             𝑝 𝑞 𝑝 𝑤1 𝑞 𝑝 𝑢1 𝑞𝑤1 𝑝(𝑤2 |𝑞𝑢1𝑤1 )𝑝(𝑢2|𝑞𝑢1𝑤1𝑤2) 
the rate region in theorem 1 is reduced to the Hodtani region 
for CRC (theorem 3, [4] and theorem 3, [11]) in terms of the 
quadruple  𝑆1 , 𝑇1 , 𝑆2 , 𝑇2 , and the rate region in theorem 2 is 
reduced to the Hodtani region for the CRC (theorem 4, [11]) 
in terms of the  𝑅1 , 𝑅2 .  
D. Compound Multiple Access Channel With Common 
Message (CMACC)  
Let 𝒫𝐶𝑀𝐴𝐶𝐶  be the set of all distributions of the form (5): 
𝑝 𝑤0𝑤1𝑤2𝑥1𝑥2𝑦1𝑦2 = 𝑝(𝑤0 )𝑝(𝑤1|𝑤0 ) 𝑝(𝑤2 |𝑤0) 
                     . 𝑝(𝑥1|𝑤0𝑤1 )𝑝(𝑥2|𝑤0𝑤2)𝑝(𝑦1𝑦2|𝑥1𝑥2) (5) 
Remark 5: For the CMACC, let 
𝑍𝑀 = (𝑊0𝑊1𝑊2𝑋1𝑋2𝑌1𝑌2) and let 𝒫𝐶𝑀𝐴𝐶𝐶  be the set of all 
distributions of the form (5). For any 𝑍𝑀 ∈ 𝒫𝐶𝑀𝐴𝐶𝐶 ,  let 
𝒮𝐶𝑀𝐴𝐶𝐶 (𝑍𝑀)  be the set of all nonnegative rate triples 
(𝑅0 , 𝑅1 , 𝑅2) such that 
𝑅1 ≤ min 𝐼 𝑌1; 𝑊1|𝑊0𝑊2 , 𝐼 𝑌2;𝑊1|𝑊0𝑊2   (6-1) 
𝑅2 ≤ min 𝐼 𝑌1;𝑊2|𝑊0𝑊1 , 𝐼 𝑌2; 𝑊2|𝑊0𝑊1   (6-2) 
𝑅1 + 𝑅2 ≤ min 𝐼 𝑌1; 𝑊1𝑊2|𝑊0 , 𝐼 𝑌2;𝑊1𝑊2|𝑊0   (6-3) 
𝑅0 + 𝑅1 + 𝑅2 ≤ min 𝐼 𝑌1; 𝑊0𝑊1𝑊2 , 𝐼 𝑌2;𝑊0𝑊1𝑊2   
 (6-4) 
then any element of the closure of  𝒮𝐶𝑀𝐴𝐶𝐶 (𝑍𝑀)𝑍𝑀∈𝒫𝐶𝑀𝐴𝐶𝐶  
is achievable (by letting 𝑋𝑖 = 𝑊𝑖 , 𝑖 = 1,2; [16, Achievability 
of theorem 1]). 
Remark 6: By setting 𝑈𝑖 = ∅ , 𝑆𝑖 = 0,  𝑖 = 1,2;  𝑅0 =
𝑇0 , 𝑅1 = 𝑇1 , 𝑅2 = 𝑇2  in (3-1)–(3-16), considering the (5) 
instead of (2), and removing redundant ones from the 
resulting inequalities, we can easily obtain (6-1)–(6-4). 
E. Strong Interference Channel With Common Message  
Let 𝒫𝑆𝐼𝐶𝐶  be the set of all distributions of the form (5). 
We can consider an ICC as a SICC if 
𝐼 𝑊1; 𝑌1|𝑊2𝑊0 ≤ 𝐼 𝑊1;𝑌2|𝑊2𝑊0  (7-1) 
𝐼 𝑊2;𝑌2|𝑊1𝑊0 ≤ 𝐼 𝑊2;𝑌1|𝑊1𝑊0 . (7-2) 
Remark 7: For the SICC, let 𝑍𝑠 = (𝑊0𝑊1𝑊2𝑋1𝑋2𝑌1𝑌2) 
and let 𝒫𝑆𝐼𝐶𝐶  be the set of all distributions of the form (5). 
For any 𝑍𝑠 ∈ 𝒫𝑆𝐼𝐶𝐶 ,  let 𝒮𝑆𝐼𝐶𝐶 (𝑍𝑠)  be the set of all 
nonnegative rate triples (𝑅0 ,𝑅1 , 𝑅2) such that  
𝑅1 ≤ 𝐼 𝑌1;𝑊1|𝑊0𝑊2  (8-1) 
𝑅2 ≤ 𝐼 𝑌2;𝑊2|𝑊0𝑊1  (8-2) 
𝑅1 + 𝑅2 ≤ min 𝐼 𝑌1; 𝑊1𝑊2|𝑊0 , 𝐼 𝑌2;𝑊1𝑊2|𝑊0   (8-3) 
𝑅0 + 𝑅1 + 𝑅2 ≤ min 𝐼 𝑌1; 𝑊0𝑊1𝑊2 , 𝐼 𝑌2;𝑊0𝑊1𝑊2   
 (8-4) 
then any element of the closure of  𝒮𝑆𝐼𝐶𝐶 (𝑍𝑠)𝑍𝑠∈𝒫𝑆𝐼𝐶𝐶  is 
achievable (by letting 𝑋𝑖 = 𝑊𝑖 ,  𝑖 = 1,2;  [16, Achievability 
of theorem 3]).  
Remark 8: By setting 𝑈𝑖 = ∅ , 𝑆𝑖 = 0,  𝑖 = 1,2;  𝑅0 =
𝑇0 , 𝑅1 = 𝑇1 , 𝑅2 = 𝑇2  in (3-1)–(3-16), considering the (5) 
instead of (2), and removing redundant ones from the 
resulting inequalities due to the channel assumptions of the 
SICC (i.e. (7-1), (7-2)), we can easily obtain (8-1)–(8-4).  
V. CONCLUSION 
By using a specific combination of superposition coding, 
Gel’fand-Pinsker binning scheme and the HK jointly 
decoding, we obtained a unified achievable rate region for 
cognitive radio channel with common message. We have 
shown that the derived rate region reduces to some existing 
results developed for the IC, ICC, CRC, SICC and CMACC. 
APPENDIX A  
PROOF OF THEOREM 1 
We prove the achievability of any element of 𝒮𝐶𝑅𝐶𝐶 (𝑍) 
for each 𝑍 ∈ 𝒫𝐶𝑅𝐶𝐶 . Fix 𝑍 = (𝑊0𝑊1𝑈1𝑊2𝑈2𝑋1𝑋2𝑌1𝑌2). 
Codebook generation: Consider  𝑛 > 0 , some 
distribution of the form (2) and 
𝑝 𝑢1|𝑤0 =  𝑝(𝑤1|𝑤0)𝑝 𝑢1 𝑤0𝑤1 
𝑤1
 (A-a) 
𝑝 𝑤2|𝑤0 =  𝑝(𝑤1|𝑤0)𝑝 𝑢1 𝑤0𝑤1 𝑝 𝑤2 𝑤0𝑤1𝑢1 
𝑤1𝑢1
 
 (A-b) 
𝑝 𝑢2|𝑤0 =   𝑝(𝑤1|𝑤0)𝑝 𝑢1 𝑤0𝑤1  
𝑤1𝑢1𝑤2
 
                                .𝑝 𝑤2 𝑤0𝑤1𝑢1 𝑝 𝑢2 𝑤0𝑤1𝑢1𝑤2   (A-c) 
First by using superposition coding scheme, we generate 
(𝒘𝟏, 𝒖𝟏)  and (𝒘𝟐, 𝒖𝟐)  independently around of 𝒘𝟎  (cloud 
center), and then in accordance with (A-a), (A-b) and (A-c), 
we can use random binning scheme to generate the 
sequences of 𝒖𝟏, 𝒘𝟐, and 𝒖𝟐 independently of 𝒘𝟏, (𝒘𝟏, 𝒖𝟏),  
and (𝒘𝟏, 𝒖𝟏, 𝒘𝟐), respectively. So, 
1. generate  2𝑛𝑇0  independent codewords 𝒘𝟎(𝑗) , 
𝑗 ∈  1, ⋯ ,  2𝑛𝑇0   according to 𝑝 𝑤0𝑖 
𝑛
𝑖=1 .  
2. For each codeword 𝒘𝟎 𝑗 , at encoder 1: 
2.1 generate  2𝑛𝑇1  independent codewords 𝒘𝟏 𝑗, 𝑘 , 
𝑘 ∈  1, ⋯ ,  2𝑛𝑇1  , according to 𝑝 𝑤1𝑖|𝑤0𝑖 
𝑛
𝑖=1 . 
2.2 generate  2𝑛𝑧1   independent codewords 𝒖𝟏 𝑗, 𝑙 , 
𝑙 ∈  1, ⋯ ,  2𝑛𝑧1  ,  according to  𝑝 𝑢1𝑖|𝑤0𝑖 
𝑛
𝑖=1  
and throw them randomly into  2𝑛𝑆1  bins such that 
the sequence 𝒖𝟏 𝑗, 𝑙  in bin 𝑏1  is denoted as 
𝒖𝟏(𝑗, 𝑏1, 𝑙), 𝑏1 ∈  1, ⋯ ,  2
𝑛𝑆1  . 
3. For each codeword 𝒘𝟎 𝑗 , at encoder 2: 
3.1 generate  2𝑛𝑡2  independent codewords 𝒘𝟐 𝑗, 𝑚 , 
𝑚 ∈  1, ⋯ ,  2𝑛𝑡2  ,  according to  𝑝 𝑤2𝑖|𝑤0𝑖 
𝑛
𝑖=1  
and throw them randomly into  2𝑛𝑇2  bins such that 
the sequence 𝒘𝟐 𝑗, 𝑚  in bin 𝑏2  is denoted as 
𝒘𝟐(𝑗, 𝑏2 , 𝑚), 𝑏2 ∈  1, ⋯ ,  2
𝑛𝑇2  . 
3.2 generate  2𝑛𝑧2   independent codewords 𝒖𝟐 𝑗, 𝑕 , 
𝑕 ∈  1, ⋯ ,  2𝑛𝑧2   ,  according to  𝑝 𝑢2𝑖|𝑤0𝑖 
𝑛
𝑖=1  
and throw them randomly into  2𝑛𝑆2  bins such that 
the sequence 𝒖𝟐 𝑗, 𝑕  in bin 𝑏3  is denoted as 
𝒖𝟐(𝑗, 𝑏3, 𝑕), 𝑏3 ∈  1, ⋯ ,  2
𝑛𝑆2  . 
Encoding & transmission: The messages of 
(𝒘𝟎, 𝒘𝟏, 𝒖𝟏)  of (𝒲0
𝑛 , 𝒲1
𝑛 , 𝒰1
𝑛 )  and (𝒘𝟎, 𝒘𝟐, 𝒖𝟐)  of 
(𝒲0
𝑛 , 𝒲2
𝑛 , 𝒰2
𝑛 ) sets are mapped into 𝒙𝟏 and 𝒙𝟐, respectively 
through deterministic encoding functions 𝑓1  and 𝑓2  (as in 
[3]). The sender 𝑇𝑋1  to send (𝑗, 𝑘, 𝑏1) , looks for 
𝒘𝟎 𝑗 , 𝒘𝟏(𝑗, 𝑘)  and finds 𝒘𝟏(𝑗, 𝑘) ; then finds a sequence 
𝒖𝟏(𝑗, 𝑙) in bin 𝑏1  such that (𝒘𝟎(𝑗), 𝒘𝟏(𝑗, 𝑘), 𝒖𝟏(𝑗, 𝑏1 , 𝑙)) ∈
𝐴𝜀
𝑛 ; finally sender 𝑇𝑋1  generates 𝒙𝟏  i.i.d. according to 
𝑥1𝑖 = 𝑓1 𝑤0𝑖(𝑗), 𝑤1𝑖(𝑗, 𝑘), 𝑢1𝑖(𝑗, 𝑏1 , 𝑙) ,  𝑖 = 1, … , 𝑛;  and 
sends it. The sender 𝑇𝑋2  to send (𝑗, 𝑏2 , 𝑏3) , being non-
causally aware of 𝒘𝟏(𝑗, 𝑘), 𝒖𝟏(𝑗, 𝑏1 , 𝑙), looks for 𝒘𝟎 𝑗   and 
finds a sequence 𝒘𝟐 𝑗, 𝑚  in bin 𝑏2  such that 
(𝒘𝟎(𝑗), 𝒘𝟏(𝑗, 𝑘), 𝒖𝟏(𝑗, 𝑏1 , 𝑙), 𝒘𝟐(𝑗, 𝑏2 ,𝑚)) ∈ 𝐴𝜀
𝑛 ; then finds 
a sequence 𝒖𝟐(𝑗, 𝑕)  in bin 𝑏3  such that 
(𝒘𝟎(𝑗), 𝒘𝟏(𝑗, 𝑘), 𝒖𝟏(𝑗, 𝑏1 , 𝑙), 𝒘𝟐(𝑗, 𝑏2 ,𝑚), 𝒖𝟐(𝑗, 𝑏3 , 𝑕)) ∈
𝐴𝜀
𝑛 ; finally sender 𝑇𝑋2  generates 𝒙𝟐  i.i.d. according to 
𝑥2𝑖 = 𝑓2 𝑤0𝑖(𝑗), 𝑤2𝑖(𝑗, 𝑏2 ,𝑚), 𝑢2𝑖(𝑗, 𝑏3, 𝑕) , 𝑖 = 1, … , 𝑛 ; 
and sends it.  
Error probability analysis: The messages are decoded 
based on strong joint typicality as in [3]. Assuming all 
messages to be equiprobable, we consider the situation 
where (𝑗 = 1, 𝑘 = 1, 𝑏1 = 1, 𝑏2 = 1, 𝑏3 = 1)  was sent. 
Here, we do the error analysis for the second receiver 𝑅𝑋2. 
The receiver 𝑅𝑋2  upon receiving 𝒚𝟐  decodes 
𝑗𝑘 𝑏2 , 𝑚  𝑏3 ,𝑕 = 11 1, 𝑚  1, 𝑕  or (𝑗 = 1, 𝑘 = 1, 𝑏2 =
1, 𝑏3 = 1)  simultaneously [3]. We define the error event 
𝐸𝑗𝑘  𝑏2 ,𝑚  𝑏3 ,𝑕 
2  and 𝑃𝑒2
𝑛  as follows.  
𝐸𝑗𝑘  𝑏2 ,𝑚  𝑏3 ,𝑕 
2 = 
         {(𝒘𝟎 𝑗 , 𝒘𝟏 𝑗, 𝑘 , 𝒘𝟐 𝑗, 𝑏2, 𝑚 , 𝒖𝟐 𝑗, 𝑏3 ,𝑕 , 𝒚𝟐) ∈ 𝐴𝜀
𝑛 } 
𝑃𝑒2
𝑛 = 𝑃 𝐸11 1,𝑚  1,𝑕 
2𝐶  𝐸𝑗𝑘  𝑏2 ,𝑚  𝑏3 ,𝑕 ≠11 1,𝑚  1,𝑕 
2  ≤ 
  𝑃 𝐸11 1,𝑚  1,𝑕 
2𝐶  + 
                       𝑃(𝐸𝑗𝑘  𝑏2 ,𝑚  𝑏3 ,𝑕 
2 )
𝑗𝑘  𝑏2 ,𝑚  𝑏3 ,𝑕 ≠11 1,𝑚  1,𝑕 
 
 ≤ 𝜀 +  ⋯
𝑝1
𝑗≠1,
𝑘=𝑏2 =𝑏3 =1
+  ⋯
𝑝2
𝑘≠1,
𝑗 =𝑏2 =𝑏3 =1
+  ⋯
𝑝3
𝑏2≠1,
𝑗 =𝑘=𝑏3 =1
+ 
  ⋯
𝑝4
𝑏3≠1,
𝑗 =𝑘=𝑏2 =1
+  ⋯
𝑝5
𝑗≠1,𝑘≠1,
𝑏2 =𝑏3 =1
+  ⋯
𝑝6
𝑗≠1,𝑏2≠1,
𝑘=𝑏3 =1
+  ⋯
𝑝7
𝑗≠1,𝑏3≠1,
𝑘=𝑏2 =1
+ 
 ⋯
𝑝8
𝑘≠1,𝑏2≠1,
𝑗 =𝑏3 =1
+  ⋯
𝑝9
𝑘≠1,𝑏3≠1,
𝑗=𝑏2 =1
+  ⋯
𝑝10
𝑏2≠1,𝑏3≠1,
𝑗 =𝑘=1
+  ⋯
𝑝11
𝑗≠1,𝑘≠1,
𝑏2≠1,𝑏3 =1
+ 
 ⋯
𝑝12
𝑗≠1,𝑘≠1,
𝑏3≠1,𝑏2 =1
+  ⋯
𝑝13
𝑗≠1,𝑏2≠1,
𝑏3≠1,𝑘=1
+  ⋯
𝑝14
𝑘≠1,𝑏2≠1,
𝑏3≠1,𝑗=1
+  ⋯
𝑝15
𝑗≠1,𝑘≠1,
𝑏2≠1,𝑏3≠1
 
Let us choose 𝑝7 , 𝑝14  for evaluation. So, according to 
the codebook generation and the original distribution (2) in 
theorem 1, we have:  
∎      ⋯
𝑝7
𝑗≠1,𝑏3≠1,𝑘=𝑏2 =1
≤ 2𝑛(𝑇0+𝑧2 ) × 
      𝑃 (𝒘𝟎 𝑗 , 𝒘𝟏 𝑗, 1 , 𝒘𝟐 𝑗, 1, 𝑚 , 𝒖𝟐 𝑗, 𝑏3 , 𝑕 , 𝒚𝟐) ∈ 𝐴𝜀
𝑛   
≤ 2𝑛(𝑇0+𝑧2 ) 𝐴𝜀
𝑛  𝑝 𝒘𝟎 𝑝 𝒘𝟏|𝒘𝟎 𝑝 𝒘𝟐|𝒘𝟎 𝑝 𝒖𝟐|𝒘𝟎 𝑝 𝒚𝟐  
≤ 2𝑛(𝑇0+𝑧2 ) ×  2𝑛𝐻 (𝑊0𝑊1𝑊2𝑈2𝑌2) ×  2−𝑛𝐻 (𝑊0 )   
               . 2−𝑛𝐻 (𝑊1 |𝑊0 ) . 2−𝑛𝐻 (𝑊2 |𝑊0 ). 2−𝑛𝐻 (𝑈2|𝑊0 ). 2−𝑛𝐻 (𝑌2)  
= 2𝑛(𝑇0+𝑧2 )  × 
2𝑛 𝐻 𝑊0  +𝐻 𝑊1  𝑊0 +𝐻 𝑊2  𝑊0𝑊1 +𝐻(𝑈2 |𝑊0𝑊1𝑊2 )+𝐻(𝑌2 |𝑊0𝑊1𝑊2𝑈2 )  
× 2−𝑛 𝐻 𝑊0 +𝐻 𝑊1  𝑊0 +𝐻(𝑊2 |𝑊0 )+𝐻(𝑈2 |𝑊0 )+𝐻(𝑌2 )  
= 2−𝑛(𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 +𝐼 𝑈2 ;𝑊2|𝑊0 +𝐼 𝑊1 ;𝑊2𝑈2 |𝑊0 −(𝑇0+𝑧2 )) 
∎     ⋯
𝑝14
𝑘≠1,𝑏2≠1,𝑏3≠1,𝑗=1
≤ 2𝑛(𝑇1+𝑡2+𝑧2 ) × 
   𝑃 (𝒘𝟎 1 , 𝒘𝟏 1, 𝑘 , 𝒘𝟐 1, 𝑏2, 𝑚 , 𝒖𝟐 1, 𝑏3 , 𝑕 , 𝒚𝟐) ∈ 𝐴𝜀
𝑛   
≤ 2𝑛(𝑇1+𝑡2+𝑧2) ×  𝐴𝜀
𝑛 × 
          𝑝 𝒘𝟎 𝑝 𝒘𝟏|𝒘𝟎 𝑝 𝒘𝟐|𝒘𝟎 𝑝 𝒖𝟐|𝒘𝟎 𝑝 𝒚𝟐|𝒘𝟎  
≤ 2𝑛(𝑇1+𝑡2+𝑧2)  ×  2𝑛𝐻(𝑊0𝑊1𝑊2𝑈2𝑌2 ) ×  2−𝑛𝐻(𝑊0 )   
            . 2−𝑛𝐻(𝑊1 |𝑊0 ). 2−𝑛𝐻(𝑊2 |𝑊0 ). 2−𝑛𝐻 (𝑈2 |𝑊0 ). 2−𝑛𝐻(𝑌2|𝑊0 )  
= 2−𝑛(𝐼 𝑌2;𝑊1𝑊2𝑈2 |𝑊0 +𝐼 𝑈1 ;𝑊1 |𝑊0 +𝐼 𝑊1 ;𝑊2𝑈2|𝑊0 −(𝑇1+𝑡2+𝑧2 )) 
Similarly, the other terms can be evaluated. In order to 
𝑃𝑒2
𝑛 → 0  as the block length 𝑛 → ∞,  it is necessary and 
sufficient that (𝑇0 , 𝑇1 , 𝑡2 ,𝑧2) satisfy constrains in (A-1)-(A-
15). As seen in (A-1)-(A-15), the inequalities A-
1,5,6,7,11,12, 13 are redundant due to (A-15). Therefore, 
after removing these redundant inequalities and considering 
the binning conditions:  
𝑡2 − 𝑇2 ≥ 𝐼 𝑊2;𝑊1𝑈1|𝑊0    or   𝑇2 − 𝑡2 ≤ −𝐼 𝑊2;𝑊1𝑈1|𝑊0    
𝑧2 − 𝑆2 ≥ 𝐼 𝑈2;𝑈1𝑊1𝑊2|𝑊0        or     
                                                𝑆2 − 𝑧2 ≤ −𝐼 𝑈2;𝑈1𝑊1𝑊2|𝑊0  
we reach to the constraints (3-9)-(3-16). From a similar error 
analysis for the receiver 𝑅𝑋1, the inequalities (3-1)-(3-8) in 
theorem 1 are obtained.  
APPENDIX B  
PROOF OF THEOREM 2 
We set 𝑆1 = 𝑅1 − 𝑇1  and 𝑆2 = 𝑅2 − 𝑇2  in all of the 
relations (3-1)-(3-16) in theorem 1. Then by using the 
Fourier-Motzkin elimination technique as in [15] and 
eliminating redundant relations, we reach to the constraints 
in theorem 2 (for brevity the details are omitted).   
REFERENCES 
[1] H. Sato, “Two user communication channels,” IEEE Trans. Inf. 
Theory, vol. IT-23, no. 3, pp. 295–304, May 1977. 
[2] A. B. Carleial, “Interference Channels,” IEEE Trans. Inf. Theory, vol. 
IT-24, pp. 60-70, Jan. 1978. 
[3] T. S. Han and K. Kobayashi, “A New Achievable Rate Region for the 
Interference Channel,” IEEE Trans. Inf. Theory, vol. IT-27, no. 1, pp. 
49–60, Jan. 1981. 
[4] G. A. Hodtani, “New Achievable Rate Regions for Interference and 
Cognitive Radio Channels,” in Proc. ICT 2010, 4-7 April 2010.  
[5] G. A. Hodtani, “Improvement of the Han-Kobayashi Rate Region for 
General Interference Channel,” Submitted to IEEE Trans. Inf. Theory. 
Available: http://arxiv.org/abs/1008.4153, July 2010.  
[6] N.Devroye, P.Mitran, and V.Tarokh, “Achievable Rates in Cognitive 
Radio Channels,” IEEE Trans. Inf. Theory, vol. 52, pp. 1813–1827, 
May 2006. 
[7] N.Devroye, P.Mitran, and V.Tarokh, “Limits on Communications in a 
Cognitive Radio Channel,” IEEE Commun. Magazine, June 2006. 
[8] A. Jovicic and P. Viswanath, “Cognitive Radio: An Information-
theoretic Perspective,” IEEE Trans. Inf. Theory, vol. 55, no. 9, pp. 
3945-3958, Sep. 2009. 
[9] I. Maric, A. Goldsmith, G. Kramer and S. Shamai, “On the Capacity 
of Interference Channels with a Cognitive Transmitter,” European 
Trans. on Telecommunications, vol. 19, April 2008.  
[10] W. Wu, S. Vishwanath and A. Araposathis, “Capacity of a Class of 
Cognitive Radio Channels: Interference Channels with Degraded 
Message Sets,” IEEE Trans. Inf. Theory, vol. 53, no. 11, Nov. 2007. 
[11] G. A. Hodtani, “A New Achievable Rate Region for the Cognitive 
Radio Channel,” Submitted to IEEE Trans. Inf. Theory. Available: 
http://arxiv.org/abs/1008.4157.  
[12] H. H. Tan, “Two-User Interference Channels with Correlated 
Information Sources,” Inf. Contr., vol. 44, pp. 77–104, 1980. 
[13] J. Jiang, Y. Xin, and H. K. Garg, “Interference Channels with 
Common Information,” IEEE Trans. Inf. Theory, vol. 54, No. 1, pp. 
171–187, Jan. 2008. 
[14] S. Gel’fand and M. Pinsker, “Coding for Channels with Random 
Parameters,” Probl. Contr. and Inf. Theory, vol. 9, pp. 19–31, 1980. 
[15] K. Kobayashi and T. S. Han, “A Further Consideration of the HK and 
CMG Regions for the Interference Channel,” in Proc. ITA Workshop, 
San Diego, CA, Jan. 2007. 
[16] I. Maric, R. D. Yates, and G. Kramer, “Capacity of interference 
channel with partial transmitter cooperation,” IEEE Trans. Inf. 
Theory, vol. 53, no. 10, pp. 3536–3548, Oct. 2007. 
  
 𝑇0 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-1) 
𝑇1 ≤ 𝐼 𝑌2; 𝑊1 𝑊0𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-2) 
𝑡2 ≤ 𝐼 𝑌2;𝑊2 𝑊0𝑊1𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-3) 
𝑧2 ≤ 𝐼 𝑌2; 𝑈2 𝑊0𝑊1𝑊2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-4) 
𝑇0 + 𝑇1 ≤ 𝐼 𝑌2; 𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-5) 
𝑇0 + 𝑡2 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-6) 
𝑇0 + 𝑧2 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-7) 
𝑇1 + 𝑡2 ≤ 𝐼 𝑌2;𝑊1𝑊2 𝑊0𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-8) 
𝑇1 + 𝑧2 ≤ 𝐼 𝑌2;𝑊1𝑈2|𝑊0𝑊2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-9) 
𝑡2 + 𝑧2 ≤ 𝐼 𝑌2;𝑊2𝑈2|𝑊0𝑊1 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-10) 
𝑇0 + 𝑇1 + 𝑡2 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-11) 
𝑇0 + 𝑇1 + 𝑧2 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-12) 
𝑇0 + 𝑡2 + 𝑧2 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-13) 
𝑇1 + 𝑡2 + 𝑧2 ≤ 𝐼 𝑌2;𝑊1𝑊2𝑈2|𝑊0 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-14) 
𝑇0 + 𝑇1 + 𝑡2 + 𝑧2 ≤ 𝐼 𝑌2;𝑊0𝑊1𝑊2𝑈2 + 𝐼 𝑈2;𝑊2|𝑊0 + 𝐼 𝑊1;𝑊2𝑈2|𝑊0  (A-15) 
 
