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1 Einleitung
Die Entwicklung von Verfahren zur automatischen Verarbeitung handschriftlicher Do-
kumente ist trotz der vielfach vorhandenen Mo¨glichkeiten der elektronischen Kom-
munikation von wachsendem Interesse. Ein Beleg fu¨r diese Hypothese sind die zu-
nehmenden Forschungsaktivita¨ten, die seit Beginn der 90er Jahre auf dem Gebiet der
Schrifterkennung vorgenommen werden [Bun03]. Stift und Papier weisen somit of-
fenbar einige vorteilhafte Eigenschaften auf, die die handschriftliche Kommunikation
auch im Zeitalter der Computer und elektronischen Medien fortbestehen lassen.
Lesen und Schreiben za¨hlen zu den a¨ltesten Kulturtechniken der Menschheit, sodass
der Umgang mit Stift und Papier im Gegensatz zu elektronischen Medien einer weitaus
gro¨ßeren Anzahl von Menschen vertraut ist. Zudem ist Papier billig, leicht und gut
handhabbar. Es erlaubt die flexible Navigation innerhalb des Dokuments, ist außerdem
universal einsetzbar und persistent – das Geschriebene bleibt mithin u¨ber Jahrzehnte
oder Jahrhunderte erhalten. Weiterhin ist die Verwendung von Stift und Papier ideal
fu¨r das Anfu¨gen von Annotierungen in Dokumenten oder das Hervorheben bestimm-
ter Textpassagen, sodass eine enge Verflechtung von Lesen und Schreiben ermo¨glicht
wird. Dies sind nur einige Vorteile, die Sellen & Harper in ihrem Buch “The myth of
the paperless office” (Der Mythos des papierlosen Bu¨ros) anfu¨hren [Sel02]. Die Auto-
ren kommen darin zu dem Schluss, dass zum Lesen Papier das Medium der Wahl ist,
auch wenn elektronische Kommunikationsmittel zur Verfu¨gung stehen.
Paper [remains at present] the medium of choice for reading, even when
the most high-tech technologies are to hand.
Nach Ansicht von Plamondon haben die technologischen Errungenschaften der Ver-
gangenheit die handschriftliche Kommunikation nicht zuru¨ckgedra¨ngt, sondern im Ge-
genteil eher ihre Verbreitung gefo¨rdert [Pla95, Pla00]. So trugen beispielsweise die Er-
findungen von Druckpresse und Schreibmaschine dazu bei, dass die Welt des geschrie-
benen Wortes nicht mehr einigen wenigen vorbehalten war. Ungleich mehr Menschen
lernten Lesen und Schreiben und besaßen damit die Mo¨glichkeit, sich an der schrift-
lichen Kommunikation zu beteiligen. Die Rolle der Handschrift unterlag somit einem
Wandel, bei dem zwar die durchschnittliche La¨nge der handschriftlichen Dokumente
abnahm, im Gegenzug jedoch die Anzahl der Menschen, die Handschrift verwenden,
im gleichen Umfang zunahm.
Diesen Zusammenhang postuliert Plamondon auch fu¨r das “Computerzeitalter”.
Demnach wu¨rde die Bedeutung handschriftlicher Kommunikation durch den vermehr-
ten Einsatz von Computern keinesfalls vermindert. Dies liegt an den Vorteilen von
Stift und Papier gegenu¨ber den herko¨mmlichen Computer-Eingabegera¨ten wie Tasta-
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tur oder Maus, die in vielen Anwendungssituationen nur bedingt geeignet sind. So las-
sen sich insbesondere Skizzen, Tabellen, Formeln oder kurze Notizen handschriftlich
schneller und bequemer anfertigen als per Tastatur oder Maus. Die stiftbasierte Ein-
gabe ist außerdem platzsparend, sodass bei einem Großteil der Handheld-Computer
diese Form der Eingabeschnittstelle favorisiert wird.
Durch die Verwendung von Handschrift zur Mensch-Maschine Kommunikation
steigt damit der Bedarf an Systemen zur automatischen Handschrifterkennung. Um
eine Akzeptanz dieser Systeme bei den Benutzern zu erreichen, werden hohe An-
forderungen an die eingesetzten Verfahren gestellt. Im Vordergrund steht dabei eine
mo¨glichst geringe Fehlerrate, die das Erkennungssystem bei gleichzeitig mo¨glichst
kurzen Antwortzeiten aufweisen sollte. Die tolerierbare Fehlerrate ha¨ngt dabei stark
von der Aufgabenstellung und von dem erwarteten “Nutzen” der Texterkennung ab. So
werden nach der in [Fra95] beschriebenen Studie Erkennungsfehler bei Suchanfragen
an eine Datenbank eher akzeptiert als beispielsweise bei Eintra¨gen in ein Tagebuch.
Weiterhin sollte das Erkennungssystem auch in uneingeschra¨nkten Szenarien ein-
setzbar sein, eine natu¨rliche Interaktion erlauben und beliebige Schriftstile verarbeiten
ko¨nnen. Wu¨nschenswert ist außerdem die Unabha¨ngigkeit von einem vorgegebenen
Lexikon bzw. einer bestimmten Sprache. Zum gegenwa¨rtigen Zeitpunkt sind geringe
Fehlerraten jedoch nur in sehr eingeschra¨nkten Szenarien erzielbar, wenn die Komple-
xita¨t der Erkennungsaufgabe durch die Integration von Kontextwissen reduziert wer-
den kann, beispielsweise bei der Erkennung von Postanschriften oder der Verarbeitung
von Bankschecks.
Zur Signalaufnahme werden im u¨berwiegenden Teil der Handschrifterkennungs-
systeme entweder Scanner eingesetzt, die ein Abbild des Geschriebenen liefern,
oder Digitalisiertabletts, mit denen die Dynamik der Schreibbewegung aufgenommen
wird. Diese spezialisierten Sensoren weisen als Eingabeschnittstelle fu¨r die Mensch-
Maschine Kommunikation allerdings einige Nachteile auf. Beispielsweise bieten die
Digitalisiertabletts nur bedingt eine natu¨rliche Eingabeschnittstelle, da oftmals ein
spezieller Stift erforderlich ist, sodass von Seiten des Benutzers eine gewisse Ein-
gewo¨hnungszeit erforderlich ist. Wird dagegen ein Scanner zur Erfassung der Schrift
eingesetzt, so ko¨nnen zwar ein normaler Stift und gewo¨hnliches Papier verwendet wer-
den, jedoch ist durch den relativ zeitaufwendigen Scanvorgang keine schnelle Ru¨ck-
meldung vom System und damit keine interaktive Kommunikation mo¨glich.
Um die oben genannten Nachteile spezieller Sensoren zu vermeiden, erscheint es da-
her gu¨nstig, Videokameras zur Signalaufnahme zu verwenden. Damit wird zum einen
das gewohnte Schreiben mit einem Stift auf Papier ermo¨glicht, zum anderen ko¨nnen
durch die fortwa¨hrende Beobachtung des Schreibprozesses schnelle Ru¨ckmeldungen
generiert werden, sodass beispielsweise interaktive Korrekturen durchgefu¨hrt werden
ko¨nnen.
Mit Hilfe von Videokameras kann natu¨rlich nicht nur die Schrift sondern auch die
Gestik des Anwenders aufgenommen werden, sodass mit einem einzigen Sensor eine
multimodale Eingabeschnittstelle realisiert werden kann. In Verbindung mit Mikrofo-
nen zur Aufnahme der sprachlichen ¨Außerungen wird damit der Grundstein fu¨r die
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Verwirklichung von Systemen zum e-learning oder collaborative working gelegt, in-
dem Schrift, Gestik und Sprache miteinander in Beziehung gesetzt werden.
Nicht zuletzt stellen Videokameras mittlerweile preiswerte, kompakte und weit ver-
breitete Zubeho¨rgera¨te dar – nicht nur fu¨r Computer beispielsweise als sogenannte
Webcams, sondern vermehrt auch fu¨r Mobiltelefone. Auch aus diesem Grund sind
videobasierte Systeme eine bedenkenswerte Alternative zu herko¨mmlichen Benutzer-
schnittstellen.
Ziele und thematische Abgrenzung
Das Ziel dieser Arbeit ist die Untersuchung und Entwicklung videobasierter Methoden
zur Handschrifterkennung. Durch die Verwendung einer handelsu¨blichen Videokame-
ra zur Aufnahme des Schreibprozesses wird die Realisierung einer natu¨rlichen Einga-
beschnittstelle zur Mensch-Maschine Kommunikation angestrebt. Der Schreibprozess
soll dabei mo¨glichst wenigen Einschra¨nkungen unterliegen, d.h. das Erkennungssy-
stem sollte nicht auf bestimmte Anwendungsbedingungen, wie z.B. einen bestimmten
Schreiber bzw. Schriftstil, festgelegt sein.
Fu¨r die Verarbeitung der Eingabedaten werden sowohl Verfahren untersucht, die
auf der Erfassung der Schreibdynamik basieren, als auch Methoden, die im Gegensatz
dazu auf einer bildhaften Repra¨sentation der Schriftdaten beruhen. Neben einer gu-
ten Erkennungsqualita¨t, die in etwa vergleichbar mit herko¨mmlichen, auf einem Scan-
ner bzw. Digitalisiertablett basierenden, Systemen sein sollte, werden außerdem kurze
Antwortzeiten angestrebt, um ein interaktives Agieren mit dem System zu ermo¨gli-
chen.
Die Untersuchung der Methoden zur Handschrifterkennung ist hier auf Lateinschrift
deutscher bzw. englischer Sprache beschra¨nkt. Da beispielsweise die Verarbeitung chi-
nesischer Schrift, die nach dem Prinzip der Logographie arbeitet, oder die Erkennung
arabischer Schrift gegenu¨ber der Lateinschrift zum Teil andere Herangehensweisen er-
fordern, wu¨rde deren ausfu¨hrliche Beschreibung den Rahmen dieser Arbeit sprengen.
Gliederung
Die vorliegende Arbeit ist wie folgt aufgebaut: Nach der Einleitung in diesem Kapitel
werden im zweiten Kapitel die Konzepte vorgestellt, die beim Menschen bei der Gene-
rierung und Perzeption von Handschrift beteiligt sind. Vor diesem Hintergrund erfolgt
im dritten Kapitel die Beschreibung der Verfahren, die in technischen Systemen zur
Handschrifterkennung eingesetzt werden. Dabei wird ausgehend von der Signalauf-
nahme bis hin zur Adaption ein ¨Uberblick u¨ber die grundlegenden Methoden gegeben,
die dem gegenwa¨rtigen Stand der Forschung entsprechen.
Auf die Vorteile bei der Verwendung von Videokameras zur Signalaufnahme wird
in Kapitel vier eingegangen. In diesem Kapitel werden außerdem die Anforderungen
beschrieben, die bei der videobasierten Schrifterfassung an die eingesetzten Verarbei-
tungsschritte gestellt werden.
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Im fu¨nften Kapitel wird das realisierte Erkennungssystem vorgestellt, das auf der
Extraktion der Schreibdynamik anhand von Videobildfolgen basiert. Das dort be-
schriebene System ist jedoch nur in geeigneten Szenarien einsetzbar, da zur Erfas-
sung der Schreibdynamik der Stift stets in den aufgenommenen Bildern sichtbar sein
muss. Aufgrund der ha¨ufigen Verdeckungen des Stifts durch den Schreiber ist diese
Voraussetzung beispielsweise nicht erfu¨llt, wenn an einer Wandtafel (Whiteboard) ge-
schrieben wird.
Ein videobasiertes Erkennungssystem, das die oben genannte Einschra¨nkung der
Anwendbarkeit nicht aufweist und daher auch zur Verarbeitung von Schreibvorga¨ngen
am Whiteboard eingesetzt werden kann, wird in Kapitel sechs vorgestellt. Dieses Sys-
tem beruht im Gegensatz zu dem in Kapitel fu¨nf beschriebenen auf der Detektion von
statischen Textregionen in der Videobildfolge.
In Kapitel sieben erfolgt dann die Evaluation der realisierten Erkennungssysteme,
wobei als Bewertungskriterium die erzielte Fehlerrate auf Wort- bzw. Zeichenebene
verwendet wird. Im achten Kapitel wird schließlich eine Zusammenfassung der wich-
tigsten Punkte dieser Arbeit gegeben.
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Handschrift
Lesen und Schreiben sind bemerkenswerte Fa¨higkeiten des Menschen. So ist die Gene-
rierung von Handschrift eine a¨ußerst komplexe motorische Handlung, die bei geu¨bten
Schreibern weitgehend automatisiert abla¨uft. Der Schriftstil ist dabei sehr individuell,
dennoch relativ unvera¨nderlich u¨ber die Zeit oder in unterschiedlichen Schreibsitua-
tionen.
Ist der Mensch mit bestimmten Schriftstilen vertraut, so kann er die Schrift oh-
ne große Mu¨hen entziffern. Dies gelingt sogar dann, wenn sehr schnell geschrieben
wurde und infolgedessen das Schriftbild stark variiert. Die Handschriftperzeption des
Menschen ist daher a¨ußerst leistungsfa¨hig und den bisherigen technischen Systemen
weit u¨berlegen. Was liegt daher na¨her, als erst die Konzepte zu analysieren, die beim
Menschen bei der Generierung und Perzeption von Handschrift mitwirken, bevor man
mit der Entwicklung eines technischen Systems zur Handschrifterkennung beginnt?
2.1 Generierung von Handschrift
In diesem Abschnitt wird die Fragestellung untersucht, wie der Mensch Hand-
schrift produziert. Es werden Modelle vorgestellt, die den Prozess der Hand-
schriftgenerierung auf einer symbolischen Ebene einerseits, und auf einer kinemati-
schen Ebene andererseits, beschreiben. Dies mag auf den ersten Blick vielleicht we-
nig hilfreich erscheinen bei der Entwicklung eines technischen Systems zur Hand-
schrifterkennung, die Konzepte der Handschriftgenerierung sind jedoch in vielerlei
Hinsicht auch bei der Erkennung nu¨tzlich.
So wird in der motorischen Theorie der Handschriftperzeption angenommen, dass
der Mensch unbewußt Wissen u¨ber motorische Prozesse der Handschriftgenerierung
bei der Perzeption einsetzt. Kann ein Wort z.B. nicht allein aufgrund der Form des
Schriftbildes entziffert werden, wird dieser Theorie folgend versucht, dynamische In-
formation u¨ber den Generierungsprozess aus dem statischen Schriftbild zu extrahieren
und fu¨r die Erkennung nutzbar zu machen. Es findet somit bei der Perzeption von
Handschrift ein Mitwirken von Generierungskonzepten statt [Zim82, Fre87, Pla98a].
Fu¨r die Realisierung technischer Systeme zur Handschrifterkennung ist das Ein-
bringen von Wissen u¨ber Konzepte der Handschriftgenerierung ebenso hilfreich. Ein
wichtiger Grund ist, dass das enorme Kontextwissen, das der Mensch bei der Hand-
schrifterkennung unbewußt einsetzt, technischen Systemen nicht in diesem Umfang
zur Verfu¨gung steht. Beispielsweise nutzt der Mensch oftmals den Satzkontext aus,
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um die Identifikation eines Wortes zu unterstu¨tzen. Diese top-down Verarbeitung bei
der Perzeption ist jedoch fu¨r technische Systeme aufgrund mangeldem Kontextwis-
sen nur sehr eingeschra¨nkt anwendbar, sodass vielmehr eine zuverla¨ssige bottom-up
Verarbeitung angestrebt wird. Insbesondere kann in technischen Systemen durch Mo-
dellierung der Konzepte der Handschriftgenerierung die Robustheit der Verarbeitung
in Bezug auf Schriftnormierung, Segmentierung und Merkmalsextraktion erho¨ht wer-
den [Teu94]. Daru¨berhinaus wird die Mo¨glichkeit ero¨ffnet, aus dem statischen Schrift-
bild dynamische Bewegungsinformationen zu gewinnen und ebenfalls fu¨r die Erken-
nung nutzbar zu machen.
Das Blockdiagramm in Abbildung 2.1 zeigt auf sehr hoher Abstraktionsebene die
Prozesse, die bei der Handschriftgenerierung beteiligt sind [Pla89]. Um ein Schrift-
segment zu generieren, wird demnach im Gehirn zuerst das entsprechende motorische
Programm erstellt. ¨Uber die Nervenbahnen werden dann die entsprechenden Muskeln
in einer festgelegten Reihenfolge aktiviert, sodass daraus eine Bewegung der Stiftspit-
ze resultiert.
Die Prozesse, die in Abbildung 2.1 dargestellt sind, werden von Forschern verschie-
dener Fachrichtungen, wie z.B. Psychologen, Neurologen und Informatikern, unter-
sucht. Die Forschungen lassen sich je nach Interessengebiet in zwei gegensa¨tzliche
Richtungen unterteilen: Top-down Ansa¨tze und bottom-up Ansa¨tze [Pla89]. Steht eher
die Analyse des motorischen Programms auf einer symbolischen Repra¨sentationsebe-
ne im Vordergrund, wobei die biophysikalischen Abla¨ufe, die die Informationsu¨ber-
Aufzeichnung
der Trajektorie
Stift/Papier
Muskeln
Bewegungs−
aktivierung
Nerven
Informations−
übermittlung
Gehirn
Top−Down
Motorisches
Programm
Grapheme
Allographen
Parameter−
einstellung
Aktivierungs−
mechanismus
Modellierung
biomechanischer
Prozesse
.
.
.
.
.
.
Bottom−Up
Abbildung 2.1: Blockdiagramm der Handschriftgenerierung (nach [Pla89])
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tragung durch Nerven und die Aktivierung von Muskeln betreffen, als Black Box auf-
gefaßt werden, so entspricht dies einer top-down Strategie. Demgegenu¨ber bescha¨ftigt
sich der bottom-up Ansatz mit den neuromuskula¨ren Prozessen auf einer niedrigeren
Ebene der Informationsverarbeitung und zielt auf eine kinematische Modellierung der
Schreibbewegung ab.
2.1.1 Makroskopisches Modell
Kennzeichnend fu¨r das top-down Konzept der Bewegungsgenerierung ist ein ma-
kroskopisches Modell, bestehend aus einer Sequenz von Modulen, die aufgrund
von Handschriftuntersuchungen und neurologischen Experimenten hypothetisiert wer-
den [Ell82, Teu94]. Das Modell la¨ßt sich unterteilen in Module einer ho¨heren Ebene,
die mittels im Geda¨chtnis gespeicherten Buchstabenmustern ein abstraktes motori-
sches Programm generieren, und Module einer niedrigeren Ebene, die dieses abstrak-
te Programm mit konkreten Bewegungsparametern versehen und die entsprechenden
Muskeln aktivieren. Nach Ansicht von van Galen (siehe [Teu94]) ist diese Unterteilung
aus Effizienzgru¨nden motiviert. Da sich z.B. wa¨hrend des Schreibens einer Zeile die
Orientierung der Hand graduell a¨ndert, scheint es effizienter, die Bewegungsparame-
ter des motorischen Programms zu adaptieren, anstatt sie sta¨ndig aus dem Geda¨chtnis
abzurufen. Damit la¨ßt sich auch das Pha¨nomen erkla¨ren, dass das Schriftbild relativ
unabha¨ngig von den beteiligten Muskelgruppen ist (siehe [Ber76], S. 54). Dies a¨ußert
sich z.B. in a¨hnlichen Schriftbildern beim Schreiben an einer Tafel und beim “norma-
len” Schreiben auf Papier.
Den Ausgangspunkt des makroskopischen Modells der Handschriftgenerierung,
dargestellt in Abbildung 2.2, bildet das zu schreibende Graphem, das in einem Zwi-
schenspeicher fu¨r die weitere Verarbeitung aufbewahrt wird. Ein Graphem legt in die-
sem Zusammenhang fest, welcher Buchstabe geschrieben werden soll, es beschreibt
jedoch nicht seine Form oder weitere Details wie z.B. Groß- oder Kleinschreibung.
Die Graphemrepra¨sentation wird dann mit Hilfe des Allographengeda¨chtnisses in ei-
ne allographische Beschreibung u¨berfu¨hrt. Allographen entsprechen unterschiedlichen
Ausfu¨hrungen eines Buchstabens, wobei zwar die Form, nicht jedoch die absolute
Gro¨ße oder der zeitliche Ablauf bei der Produktion des Buchstabens spezifiziert wird
(siehe Abbildung 2.3). Es wird angenommen, dass Handschrift in eine Sequenz von
Basiseinheiten, sogenannten Strokes, zerlegt werden kann, wobei einzelne Strokes je-
weils ca. 100 Millisekunden andauern. Die zeitliche Reihenfolge dieser Strokes wird
mittels eines weiteren Moduls, in dem die Bewegungsmuster abgelegt sind, festge-
legt. Das abgerufene Bewegungsmuster wird dann in einem weiteren Zwischenspei-
cher vorgehalten, bis die Bewegung initiiert wird.
Das Bewegungsmuster kann zu diesem Zeitpunkt als abstraktes motorisches Pro-
gramm aufgefasst werden, das den zu schreibenden Buchstaben ideal, d.h. invariant
gegenu¨ber a¨ußeren Einflu¨ssen repra¨sentiert, das aber noch an die konkrete Schreib-
situation adaptiert werden muss. So sind eine Reihe von Bewegungsparametern zu
spezifizieren, wie z.B. die absolute Schriftgro¨ße, die Startposition und weitere muskel-
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Bewegungsmuster−
speicher
Parametereinstellung
Aktivierung
Allographenspeicher
Bewegungsmuster−
gedächtnis
Allographen−
gedächtnis
Graphemspeicher
Abbildung 2.2: Makroskopisches Modell der Handschriftgenerierung
spezifische Parameter. Diese Adaption wird in zwei weiteren Modulen vorgenommen
[Teu94]: Das erste Modul versieht das motorische Programm mit globalen Parametern,
wie z.B. Schriftposition und -gro¨ße. Diese Parameter werden als muskelunabha¨ngig
beschrieben, da die Schriftgro¨ße in gewissen Grenzen variiert werden kann, ohne dass
sich die Funktionen der beteiligten Muskeln a¨ndern. Die Aufgabe des zweiten Moduls
ist nun die Aktivierung der entsprechenden Muskeln und das Einstellen muskelspezi-
fischer Parameter, wodurch Orientierung und Neigung der Schrift beeinflusst werden
ko¨nnen.
Bei Betrachtung des beschriebenen Modells fa¨llt auf, dass keinerlei Ru¨ckkopplung
zwischen den Modulen vorgesehen ist. Es wird also die Hypothese zugrundegelegt,
dass das Schreiben als ballistische Bewegung aufgefasst werden kann, die ohne unmit-
telbare Positionsru¨ckmeldung ausgefu¨hrt wird. Das motorische Programm legt somit
schon zu Beginn eines u.U. mehrere Strokes umfassenden Schriftabschnitts die gesam-
te Trajektorie der entsprechenden Bewegung fest. Dies wird z.B. daran deutlich, dass
eine Vera¨nderung der Reibung zwischen Stift und Papier zu einer sofortigen Vera¨nde-
rung der Schriftgro¨ße fu¨hrt. Erst nach mehreren Strokes stellt sich die urspru¨ngliche
Schriftgro¨ße aufgrund visueller oder taktiler Ru¨ckmeldung wieder ein.
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Abbildung 2.3: Graphem-Allograph-Stroke
2.1.2 Kinematisches Modell
Im Gegensatz zum top-down Konzept bescha¨ftigt sich der bottom-up Ansatz mit den
biomechanischen Prozessen auf neuromuskula¨rer Ebene und hat vor allem die kinema-
tische Modellierung der Stiftbewegungen zum Ziel. Die Modelle, die dazu vorgeschla-
gen wurden, lassen sich in zwei Klassen einteilen: oszillatorische und diskrete Model-
le [Pla00]. Die oszillatorischen Modelle gehen von einer Schwingung als Basisbewe-
gung aus und modellieren eine komplexe Schreibbewegung durch Anpassung der Am-
plitude, Frequenz und Phasenverschiebung der verwendeten Wellenfunktion [Hol81].
Ein einzelner Stroke wird dabei als Spezialfall einer unterbrochenen Schwingung auf-
gefasst. Im Gegensatz dazu betrachten die diskreten Modelle eine Schreibbewegung
als Sequenz bzw. zeitliche ¨Uberlagerung einzelner Strokes [Pla00, Mor82].
Ein Vertreter der Klasse der diskreten Modelle ist das delta-lognormal Modell von
Plamondon, das in einer umfangreichen Vergleichsuntersuchung seine Leistungsfa¨hig-
keit in Bezug auf die kinematische Modellierung von Schreibbewegungen unter Be-
weis gestellt hat und daher im folgenden na¨her erla¨utert werden soll [Pla93, Pla98b].
Das Modell, dargestellt in Abbildung 2.4, beschreibt die Generierung eines Stro-
kes als das Zusammenwirken eines agonistischen und eines antagonistischen neuro-
muskula¨ren Systems zur Geschwindigkeitssteuerung der Stiftspitze. Die synergetische
Aktivierung beider neuromuskula¨rer Systeme durch die Eingabesignale D1 und D2
zum Zeitpunkt t0 fu¨hrt zu einer Trajektorie in Form eines Kreisbogens, die von der
Startposition P0, Richtung θ0 und Kru¨mmung C0 ausgeht.
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Abbildung 2.4: Delta-Lognormal Modell
Die Impulsantwort der einzelnen Systeme wird asymptotisch beschrieben durch eine
logarithmisch-normalverteilte Funktion mit den Zeitkonstanten µj und σ2j :
Λ(t; t0, µj, σ
2
j ) =
1
σj
√
2pi(t− t0)
exp
(−[ln(t− t0)− µj]2
2σ2j
)
(2.1)
Die Ausgabe des delta-lognormal Modells ist somit die Differenz der mit den Am-
plituden der Eingabesignale gewichteten Impulsantworten der einzelnen Systeme. Fu¨r
den Betrag des Geschwindigkeitsvektors gilt demnach:
|ν(t)| = |D1(P0,θ0,C0)Λ(t; t0, µ1, σ21)−D2(P0,θ0,C0)Λ(t; t0, µ2, σ22)| (2.2)
Ein Gu¨temaß zur Bewertung von Modellen zur Strokegenerierung ist, dass die in Ex-
perimenten beobachteten Eigenschaften der Trajektorien durch die Modelle mo¨glichst
exakt beschrieben werden ko¨nnen. Zu diesen Eigenschaften za¨hlen im wesentlichen
das asymmetrische, glockenfo¨rmige Geschwindigkeitsprofil eines Strokes und der
Kompromiss zwischen der Geschwindigkeit und Genauigkeit der Bewegung. Dieser
Kompromiss bedeutet, dass je schneller die Bewegung ausgefu¨hrt wird, desto weniger
die resultierende Trajektorie mit dem geplanten Verlauf u¨bereinstimmt.
Abbildung 2.5 zeigt, dass die resultierende Geschwindigkeit, die sich anhand des
delta-lognormal Modells ergibt, das geforderte glockenfo¨rmige Profil aufweist. Ebenso
geht der Kompromiss zwischen Geschwindigkeit und Genauigkeit aus dem Modell
hervor. So la¨sst sich die Dauer eines Strokes in der einfachsten Form folgendermaßen
abscha¨tzen [Pla98b]:
TS = K
(
D
∆D
)α
(2.3)
Hierbei bezeichnet TS die Strokedauer, D ist die Strokeamplitude mit
D = |D1(P0,θ0,C0) −D2(P0,θ0,C0) | (2.4)
Der absolute Fehler der Strokeamplitude, d.h. die Differenz zum geplanten Bewe-
gungsziel, wird durch ∆D gekennzeichnet, wa¨hrend α undK von µj und σ2j abha¨ngige
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Abbildung 2.5: Durch das delta-lognormal Modell (Gleichung 2.2) generierter Stro-
ke: Links ist der Stroke in Ortskoordinaten dargestellt. Rechts ist der
zeitliche Verlauf der Geschwindigkeit in horizontaler bzw. vertikaler
Richtung abgebildet.
Konstanten bezeichnen. Man erkennt, dass bei einer vorgegebenen Amplitude D, ei-
ne ku¨rzere Bewegungszeit TS nur durch Inkaufnahme eines gro¨ßeren Fehlers ∆D zu
erreichen ist.
Aus der in Gleichung 2.3 dargestellten Vorhersage der Bewegungsdauer eines Stro-
kes la¨sst sich daru¨berhinaus der beobachtete Effekt der Bewegungsantizipation beim
Menschen ableiten. Dieser Effekt besteht darin, dass sobald ein Stroke initiiert wird,
d.h. D1 und D2 die neuromuskula¨ren Systeme aktivieren, der Mensch die Dauer TS
des Strokes bei einem absoluten Fehler ∆D zum geplanten Bewegungsziel abscha¨tzen
kann. So sind die Trajektorien einzelner Strokes nicht nur zu Beginn der Bewegung
festgelegt, sondern daru¨berhinaus kann der na¨chste Stroke schon initiiert werden, be-
vor der vorherige abgeschlossen wurde. Der Prozess der Handschriftgenerierung ist
also zumindest bei geu¨bten Schreibern nicht als Aneinanderreihung sondern vielmehr
als zeitliche ¨Uberlagerung einzelner Strokes aufzufassen. In vektorieller Schreibweise
la¨sst sich die resultierende Geschwindigkeit, die sich fu¨r die Stiftspitze durch ¨Uberla-
gerung einzelner Strokes ergibt, folgendermaßen beschreiben [Pla98b]:
ν(t) =
n∑
i=1
νi(t− t0i) (2.5)
Hierbei ist νi(t − t0i) der aus Gleichung 2.2 bekannte Verlauf der Geschwindigkeit
des Strokes i. Die jeweiligen Startzeitpunkte t0i definieren die zeitliche ¨Uberlagerung
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benachbarter Strokes. Der Effekt der zeitlichen ¨Uberlagerung von zwei Strokes ist in
der Abbildung 2.6 dargestellt.
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Abbildung 2.6: Mit Hilfe von Gleichung 2.5 berechnete ¨Uberlagerung von zwei Stro-
kes: Links ist die resultierende Kurve in Ortskoordinaten dargestellt,
rechts ist der Geschwindigkeitsbetrag u¨ber die Zeit aufgetragen. Der
Grad der ¨Uberlagerung nimmt von oben nach unten zu.
Diese kinematische Beschreibung der Handschriftgenerierung durch das delta-
lognormal Modell von Plamondon knu¨pft somit an das zuerst vorgestellte, makros-
kopische top-down Konzept an. Wa¨hrend das makroskopische Modell die Erstellung
des motorischen Programms beschreibt und die muskula¨ren Prozesse weitgehend aus-
blendet, geht das delta-lognormal Modell von einem motorischen Ablaufplan aus und
modelliert die kinematischen Aspekte der Handschriftgenerierung. Das motorische
Programm ist hierbei als Sequenz geplanter Bewegungsziele zu verstehen, die durch
¨Uberlagerung einzelner Strokes verbunden werden. Die Bewegung der Stiftspitze wird
dabei beschrieben durch die synergetische Aktivierung eines agonistischen und eines
antagonistischen neuromuskula¨ren Systems.
2.1.3 Zusammenfassung
Welche Einsichten ko¨nnen nun fu¨r die Entwicklung technischer Systeme zur Hand-
schrifterkennung aus dem Versta¨ndnis der Handschriftgenerierung heraus gewonnen
werden? Eine wesentliche Erkenntnis ist, dass der Schriftzug aus einer ¨Uberlagerung
von Basiseinheiten, den Strokes, besteht. Es erscheint daher sinnvoll, die fu¨r die Erken-
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nung genutzten Merkmale anhand der einzelnen Strokes zu berechnen, die wiederum
mit Hilfe eines kinematischen Bewegungsmodells, wie z.B. des delta-log-normal Mo-
dells, aus dem Schriftzug extrahiert werden ko¨nnen. Diese Segmentierung in Strokes
ist dabei besonders fu¨r die Systeme zur Handschrifterkennung relevant, die auf der
Extraktion dynamischer Bewegungsinformationen basieren.
Neben der Segmentierung geben die Konzepte der Handschriftgenerierung auch
Aufschluss u¨ber geeignete Normierungsmaßnahmen, die auf den Schriftzug angewen-
det werden ko¨nnen. Geht man davon aus, dass das abstrakte motorische Programm im
Bewegungsmustergeda¨chtnis als ideale Repra¨sentation des zu schreibenden Buchsta-
bens aufgefasst werden kann, so ko¨nnten daraus bzgl. der konkreten Schreibsituation
invariante Merkmale extrahiert werden. Daher sind gerade die Parameter zu normie-
ren, die das abstrakte motorische Programm an die konkrete Schreibsituation anpassen
und mithin die Invarianz der Merkmale verringern [Teu94]. Es ist also eine Normie-
rung bezu¨glich der globalen, muskelunabha¨ngigen Parameter wie der Schriftposition
und -gro¨ße ebenso erforderlich wie die Normierung muskelabha¨ngiger Parameter wie
der Schriftneigung und der Orientierung der Basislinie.
2.2 Perzeption von Handschrift
Nachdem im vorigen Abschnitt die kognitiven und kinematischen Vorga¨nge, die sich
bei der Handschriftgenerierung abspielen, betrachtet wurden, wird in diesem Abschnitt
auf das Lesen, also das visuelle Erfassen der Bedeutung von Texten, na¨her eingegan-
gen. So ist besonders das Lesen handschriftlicher Texte eine bemerkenswerte perzep-
tive Fa¨higkeit, weil die Schriftbilder insbesondere bei unterschiedlichen Schreibern
stark variieren. Auf Grund der enorm leistungsfa¨higen Schriftperzeption des Men-
schen ist die Analyse der zugrundeliegenden Konzepte nach Ansicht vieler Forscher
ein erfolgversprechender Ansatz, um die Performanz technischer Systeme zur Hand-
schrifterkennung zu verbessern [Sch99, Bra95, Coˆt98].
2.2.1 Analyse der Augenbewegungen
Die Bewegungen der Augen sind die einzigen sichtbaren Merkmale, die beim Lesen
zu beobachten sind. Um die beim Lesen involvierten kognitiven Prozesse zu untersu-
chen, wird daher zuerst der Frage nachgegangen, ob die Bewegungen der Augen im
Zusammenhang mit dem zu lesenden Text stehen und ob daraus Ru¨ckschlu¨sse u¨ber die
kognitiven Prozesse des Lesens gezogen werden ko¨nnen.
Die dazu vorgenommenen Experimente, die jedoch gro¨ßtenteils nicht auf hand-
schriftlichen Texten sondern auf gedruckter Schrift basieren, haben ergeben, dass der
Blick nicht gleichma¨ßig u¨ber die Zeile wandert, sondern dass mittels sprunghafter Be-
wegungen, sogenannter Sakkaden, bestimmte Fixationspunkte der Textzeile angesteu-
ert werden, an denen die visuellen Informationen extrahiert werden [Ray89]. Wie in
Abbildung 2.7 deutlich wird, unterliegt sowohl die Dauer der Fixationen als auch die
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La¨nge der Sakkadenspru¨nge starken Schwankungen, wobei im Mittel der Blick auf
einem Fixationspunkt 250ms verweilt und bei einer Sakkade, die ca. 20 bis 35ms an-
dauert, durchschnittlich 7 bis 9 Buchstaben nach rechts springt. Ru¨ckwa¨rtsspru¨nge,
sogenannte regressive Sakkaden (Fixation 12 in der Abbildung), machen dabei 10 bis
15% aller Sakkaden aus.
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fitness. A healthy body may seem reward enough for most people. However,
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Abbildung 2.7: Fixationspunkte und -zeiten (in Millisekunden) fu¨r zwei Textzeilen.
(nach [Ray89])
Der Textausschnitt, der wa¨hrend einer Fixationsphase in den fovalen Bereich des
Auges fa¨llt, also mit ho¨chster Sehscha¨rfe wahrgenommen wird, umfasst maximal sie-
ben um den Fixationspunkt zentrierte Buchstaben. Es wird beim Lesen jedoch ein
gro¨ßerer perzeptiver Bereich genutzt, der in aller Regel das gerade fixierte Wort und
bis zu 15 Buchstaben im parafovalen Bereich rechts mit einschließt. Damit ko¨nnen in
einer Fixationsphase das gerade fixierte Wort und maximal ein bis zwei in Leserich-
tung benachbarte Wo¨rter identifiziert werden. In den meisten Fa¨llen wird jedoch nur
das fixierte Wort vollsta¨ndig identifiziert, wohingegen das benachbarte Wort ho¨chstens
partiell erkannt wird. Dabei kann z.B. nur der Anfangsbuchstabe erkannt werden, oder
es werden vorla¨ufige Annahmen, z.B. u¨ber das Vorhandensein von Ober- bzw. Un-
terla¨ngen, u¨ber die folgenden Buchstaben gemacht. Diese Informationen werden in der
darauffolgenden Fixationsphase genutzt, um die vollsta¨ndige Identifikation des Wortes
zu ermo¨glichen.
In diesem Zusammenhang ist mit Wortidentifikation der lexikalische Zugriff ge-
meint, d.h. die Entscheidung, um welches Wort es sich handelt. Dabei ko¨nnen einem
mehrdeutigen Wort auch mehrere semantische Bedeutungen zugewiesen werden. Die-
se Ambiguita¨t wird erst durch Integration von Kontextwissen in einem weiteren Schritt
aufgelo¨st, der lexikalische Zugriff ist davon unbeeinflusst.
Doch welche Faktoren sind es, die die Schwankungen der Fixationszeiten und Sak-
kadenla¨ngen verursachen? In der Literatur lassen sich einige Experimente finden, die
zur Beantwortung dieser Frage unternommen wurden (siehe z.B. [Ray89]). Demzu-
folge werden Fixationsdauer und Sakkadenla¨nge unabha¨ngig voneinander von unter-
schiedlichen Faktoren beeinflusst. Die Fixationsdauer und die Sakkadenla¨nge stehen
sowohl unter direkter Kontrolle, ausgelo¨st durch die ausschließlich am aktuellen Fi-
xationspunkt extrahierten Informationen, als auch unter kognitiver Kontrolle, bei der
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weitere im Satzzusammenhang erschlossene Kontextinformationen eingehen. So wur-
de gezeigt, dass die Sakkadenla¨nge von der La¨nge des Wortes abha¨ngig ist, das dem
Fixationspunkt in Leserichtung benachbart ist, da bei la¨ngeren Wo¨rtern der Blick wei-
ter nach rechts zu springen tendiert als bei ku¨rzeren Wo¨rtern. Daru¨berhinaus besteht
ein starker Zusammenhang zwischen Sakkadenla¨nge und der Ha¨ufigkeit des Vorkom-
mens des benachbarten Wortes im Sprachgebrauch. Insbesonders kurze Wo¨rter, die
ha¨ufiger verwendet werden oder sich leicht aus dem Satzkontext vorhersagen lassen,
werden oftmals mittels einer la¨ngeren Sakkade u¨bersprungen und eher mit Hilfe visu-
eller Informationen aus dem parafovalen Bereich identifiziert. Die regressiven Sakka-
den kommen dann vor, wenn bei der Analyse des aktuellen Wortes festgestellt wird,
dass das bisher Gelesene wohl missverstanden wurde und daher ein Ru¨cksprung im
Text notwendig ist. In a¨hnlicher Weise ist auch die Fixationsdauer von mehreren Fak-
toren abha¨ngig. Kommt z.B. das gerade fixierte Wort ha¨ufig im Sprachgebrauch vor
oder ist es leicht aus dem Zusammenhang zu erschließen, so kann die Wortidentifika-
tion schneller geschehen und damit eine ku¨rzere Fixationszeit erreicht werden.
2.2.2 Wortidentifikation
Der Prozess der Wortidentifikation ist also ein wesentlichen Faktor, der die Augenbe-
wegungen wa¨hrend des Lesens in hohem Maße bestimmt. Die Wortidentifikation, d.h.
der lexikalische Zugriff, wurde bisher jedoch als abstrakter Prozess aufgefasst, der nun
na¨her beschrieben werden soll. Die zentrale Frage lautet also: Wie wird anhand seines
Schriftbildes ein Wort identifiziert, d.h. sein Lexikoneintrag gefunden?
Dazu wurden in der Vergangenheit mehrere Theorien aufgestellt (siehe da-
zu [Ray89]). So wird z.B. die Wortidentifikation auf die Erkennung der einzelnen
Buchstaben zuru¨ckgefu¨hrt, wobei die Buchstaben seriell von links nach rechts verar-
beitet werden. Eine gegensa¨tzliche Theorie besagt, dass Wo¨rter eher als visuelle Scha-
blonen, a¨hnlich wie Bilder, unter Umgehung der Einzelbuchstaben erkannt werden.
Aufgrund vielfa¨ltiger Experimente herrscht mittlerweile allerdings die Meinung vor,
dass die Wahrheit eher zwischen diesen beiden Theorien liegt.
So wird die erste Theorie, die auf der seriellen Buchstabenerkennung aufbaut,
durch den Word Superiority Effekt weitgehend widerlegt. Dieser Effekt besteht in der
ku¨rzeren Erkennungszeit eines Buchstabens im Wortkontext gegenu¨ber eines isolierten
Buchstabens. Fu¨r die Identifikation eines gesamten Wortes wird sogar oftmals weniger
Zeit beno¨tigt als fu¨r einen einzelnen Buchstaben. Die Worterkennung kann damit nicht
auf der seriellen Buchstabenerkennung basieren, denn eine Konsequenz dieser Theorie
ist ja, dass die Worterkennung la¨nger dauern mu¨sste als die Buchstabenerkennung.
Die zweite Theorie, bei der die Wortidentifikation mit Hilfe visueller Schablonen
vorgenommen wird, wu¨rde zwar den Word Superiority Effekt gut erkla¨ren, diese Theo-
rie ist jedoch aus folgendem Grund wenig plausibel: Wa¨re die Worterkennung los-
gelo¨st von der Buchstabenerkennung, so mu¨sste fu¨r jedes Wort eine visuelle Schablo-
ne vorliegen. Nach dieser Theorie mu¨ssten Probleme auftreten, wenn ein Wort gelesen
werden soll, das in einem unterschiedlichen bzw. unbekannten Schriftstil geschrie-
15
2 Generierung und Perzeption von Handschrift
W
ABLE TIMETRIP
WORK
K
R
stimulus
Eingabe−
ebene
Merkmals−
ebene
Buchstaben−OB
A A A
B
B
B
A
Wortebene
Abbildung 2.8: Interactive-Activation Modell: Die inhibitorischen Verknu¨pfungen
sind im Gegensatz zu den exzitatorischen gepunktet dargestellt. Der
¨Ubersicht halber sind nicht alle Verschaltungen eingezeichnet [Coˆt98,
McC81].
ben wurde. Die zu dieser Fragestellung vorgenommenen Experimente haben jedoch
gezeigt, dass nach kurzer Eingewo¨hnungszeit kaum spu¨rbare Verzo¨gerungen bei der
Wortidentifikation auftreten.
Die Modelle zur Wortidentifikation, die dagegen konform mit Experimenten zur vi-
suellen Wahrnehmung gehen, weisen als gemeinsamen zentralen Bestandteil einen Ak-
tivierungsmechanismus auf. Hierbei werden aufgrund visueller Stimuli die Evidenzen
fu¨r Wort- bzw. Buchstabenkonzepte schrittweise erho¨ht, bis bei einem bestimmten Ak-
tivierungsgrad das entsprechende Wort identifiziert werden kann. Vertreter dieser Ak-
tivierungsmodelle sind u.a. das logogen Modell [Mor69], das activation-verification
Modell [Paa82] und das interactive-activation Modell [McC81].
In Abbildung 2.8 ist das interactive-activation Modell dargestellt [McC81]. Die-
sem Modell der visuellen Wortperzeption liegt die Annahme zugrunde, dass die Ver-
arbeitung in mehreren Abstraktionsebenen erfolgt, die jeweils u¨ber unterschiedliche
Repra¨sentationsformen des Eingabesignals verfu¨gen. Die Merkmalsebene bildet dabei
die niedrigste Abstraktionsstufe, gefolgt von der Buchstaben- und der Wortebene. In-
nerhalb der Ebenen werden die einzelnen Merkmale, Buchstaben und Wo¨rter durch je-
weils eigene Knoten repra¨sentiert, die mit Knoten derselben Ebene u¨ber inhibitorische
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und mit Knoten benachbarter Ebenen u¨ber exzitatorische und inhibitorische Verbin-
dungen verknu¨pft sind. Die einzelnen Knoten besitzen ihrerseits einen momentanen
Aktivierungsgrad, der u¨ber die Verschaltungen erho¨ht bzw. vermindert werden kann.
Weiterhin ist das Modell charakterisiert durch eine parallele Verarbeitungsstrategie,
wobei sich die Parallelita¨t auf zwei verschiedene Aspekte bezieht. So wird zum einen
von einer ra¨umlichen Parallelita¨t ausgegangen, dass na¨mlich die visuellen Informatio-
nen eines Bereiches, der z.B. ein vier Buchstaben langes Wort umfasst, gleichzeitig
verarbeitet werden ko¨nnen. Der zweite Aspekt besteht darin, dass die Verarbeitung
auch auf unterschiedlichen Abstraktionsebenen gleichzeitig stattfindet.
Das wesentliche Merkmal des interactive-activation Modells ist jedoch die Model-
lierung der visuellen Wortidentifikation als interaktiver Prozess. Dabei interagieren
top-down und bottom-up Verarbeitung in der Form, dass z.B. Knoten der Buchstaben-
ebene u¨ber exzitatorische und inhibitorische Verschaltungen Knoten der Wortebene
aktivieren bzw. unterdru¨cken, die ihrerseits wieder auf Knoten der Buchstabenebene
ru¨ckwirken. Diese rekurrente Beeinflussung besteht im interactive-activation Modell
jedoch aus Komplexita¨tsgru¨nden nur zwischen Buchstaben- und Wortebene, zwischen
Merkmals- und Buchstabenebene ist ausschließlich ein bottom-up Informationsfluss
vorgesehen.
Wird dem interactive-activation Modell ein Eingabesignal pra¨sentiert, so la¨uft der
Prozess der Wortidentifikation folgendermaßen ab: Die visuellen Stimuli initiieren die
Merkmalsextraktion, sodass die entsprechenden Knoten der Merkmalsebene aktiviert
werden. Daraufhin wird der Aktivierungsgrad bestimmter Knoten der Buchstaben-
ebene erho¨ht, wa¨hrend er bei anderen Knoten durch inhibitorische Einflu¨sse vermin-
dert wird. Die Buchstabenknoten versta¨rken dann wiederum den Aktivierungsgrad der
Wortknoten, die konsistent zu den Buchstabenknoten sind. Sind beispielsweise die
Buchstabenknoten ’W’ und ’O’ aktiv, so wu¨rden u.a. die Wortknoten ’WORD’ und
’WORK’ aktiviert, wohingegen die Aktivierung der Wortknoten, die im Widerspruch
zu den Buchstabenknoten stehen, abgeschwa¨cht wu¨rde. Die Wortknoten wiederum
versuchen sich u¨ber die inhibitorischen Verbindungen gegenseitig abzuschwa¨chen und
wirken außerdem auf die Knoten der Buchstabenebene zuru¨ck. Entsprechen die extra-
hierten Merkmale denen einer Buchstabensequenz und bildet diese ein Wort, welches
in der Wortebene repra¨sentiert ist, so wird die Verarbeitung konvergieren und der Akti-
vierungsgrad der entsprechenden Worthypothese u¨ber konkurrierende Hypothesen do-
minieren.
In Abbildung 2.9 ist der Verlauf des Aktivierungsgrades verschiedener Wort- und
Buchstabenknoten u¨ber die Zeit dargestellt, der sich fu¨r das Eingabesignal aus Ab-
bildung 2.8 ergibt. Man erkennt, dass das System nach kurzer Zeit die Hypothese
’WORK’ favorisiert, wa¨hrend die konkurrierende Hypothese ’WORD’ aufgrund der
geringen Aktivierung des Buchstabens ’D’ verworfen wird.
Die Modelle zur Wortidentifikation, wie z.B. das hier angefu¨hrte interactive-
activation Modell, beschreiben detailliert die Generierung von Worthypothesen, sie
setzen jedoch in aller Regel voraus, dass bereits Verfahren zur Extraktion von Merk-
malen aus den visuellen Stimuli vorliegen. Neben der Wortidentifikation ist aber die
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Abbildung 2.9: Aktivierungsgrad von Wort- und Buchstabenknoten (nach [McC81])
Merkmalsextraktion der zweite wichtige Aspekt, der von Systemen zur Handschrift-
erkennung modelliert werden muss. Im folgenden wird daher der Frage nachgegan-
gen, welche Merkmale der Mensch aus den visuellen Mustern extrahiert und wie diese
Merkmale zur Wortidentifikation genutzt werden ko¨nnen.
2.2.3 Visuelle Schriftmerkmale
Eine mo¨gliche Vorgehensweise, um Informationen u¨ber die zum Lesen verwendeten
Merkmale zu gewinnen, besteht darin, die Fehler beim Lesen zu analysieren, wobei als
Fehler in diesem Sinne gilt, wenn ein anderes Wort als das geschriebene gelesen wird
(siehe u.a. [Gib78]). Ein Vergleich des geschriebenen und irrtu¨mlich gelesenen Wor-
tes gibt dann Aufschluss u¨ber die verwendeten Merkmalsinformationen. Dieser An-
satz hat den Vorteil, dass das Eingabesignal, also der zu lesende Text, in keiner Weise
vera¨ndert werden muss und somit keine Artefakte eingefu¨hrt werden. Es hat sich ge-
zeigt, dass ein Wort ha¨ufig mit einem anderen verwechselt wird, wenn beide Wo¨rter in
etwa gleich lang sind und die gleichen Anfangs- und Endbuchstaben besitzen. Außer-
dem unterscheiden sich bei Verwechslungen die Konturen beider Wo¨rter nur wenig,
d.h. die jeweilige Abfolge von Ober- bzw. Unterla¨ngen ist sehr a¨hnlich. Eine wich-
tige Erkenntnis ist, dass es sich bei diesen Merkmalen gerade um die Informationen
handelt, die durch peripheres Sehen wahrgenommen werden, das jeweilige Wort somit
nicht in den Fixationsbereich sondern in den parafovalen Bereich des Sehens fa¨llt.
Oftmals werden auch manipulierte Texte zur Bestimmung relevanter Merkmale ver-
wendet. Dabei wird das Eingabemuster z.B. dahingehend vera¨ndert, dass bestimmte
Bereiche des Schriftzuges abgedeckt werden. Anhand der fehlerhaft gelesenen Wo¨rter
und der Lesegeschwindigkeit ko¨nnen dann wiederum Ru¨ckschlu¨sse u¨ber die zur Wort-
identifikation verwendeten Merkmale gezogen werden. Auch dieser Ansatz hat erge-
ben, dass der Anfangs- und Endbuchstabe und die Wortkontur die wesentlichen Merk-
male zum Lesen sind. Weitere relevante Merkmale sind außerdem Kreuzungspunkte
und stark gekru¨mmte Abschnitte des Schriftzuges (siehe u.a. [Sch99]).
18
2.2 Perzeption von Handschrift
Um die Bedeutung der Wortkontur fu¨r die Erkennung genauer zu untersuchen,
ko¨nnen die Buchstaben gema¨ß ihrer vertikalen Ausdehnung in drei Klassen eingeteilt
werden: Short letters, die keine Ober- bzw. Unterla¨ngen aufweisen, tall letters, die
ausschließlich Oberla¨ngen besitzen und projecting letters, die Unterla¨ngen aufweisen.
Die Kontur eines Wortes ergibt sich damit direkt anhand der Buchstabenabfolge. Das
englische Wort ’bay’ ha¨tte demnach die Kontur tall - short - projecting und wu¨rde
eher mit dem Wort ’beg’ verwechselt als mit den Wo¨rtern ’may’ oder ’by’, obwohl
diese mehr gemeinsame Buchstaben aufweisen [Bra95]. Bouma hat diese Kategorien
nach verfeinerten Kriterien weiter unterteilt, sodass die in der Tabelle 2.1 dargestellte
Gruppierung in sieben Klassen resultierte [Bou71].
Short Tall Projecting
1 2 3 4 5 6 7
a s z x e o c r v w n m u d h k b t i l f g j p q y
Tabelle 2.1: Buchstabengruppierung nach Bouma
Demnach besitzt das Wort ’reading’ die Bouma-Kontur 3215647. Fu¨r die gebra¨uch-
lichsten 20000 Wo¨rter der englischen Sprache ergeben sich damit 18084 unterschiedli-
che Bouma Konturen, sodass die Wahrscheinlichkeit schon 90% betra¨gt, dass ein Wort
ausschließlich anhand seiner Bouma Kontur korrekt identifiziert wird. Dabei wird je-
doch die exakte Bestimmung der Bouma Kontur vorausgesetzt, was fu¨r maschinenge-
schriebene Dokumente noch eher durchfu¨hrbar ist als fu¨r allgemeine handschriftliche
Texte, wo schon die Segmentierung in einzelne Buchstaben ein ungelo¨stes Problem
darstellt [Bra95].
2.2.4 Zusammenfassung
Welches sind nun also die zentralen Punkte, die die Schriftperzeption beim Men-
schen charakterisieren? Eine Feststellung ist, dass der Blick wa¨hrend des Lesens nicht
gleichma¨ßig von links nach rechts u¨ber die Zeile wandert, sondern abha¨ngig vom Pro-
zess der Wortidentifikation bestimmte Fixationspunkte angesprungen werden. Die we-
sentliche Erkenntnis ist dabei, dass die Modelle zur Wortidentifikation, die die beob-
achteten Effekte der visuellen Wahrnehmung (z.B. word superiority Effekt) erkla¨ren,
auf einer parallelen Verarbeitung der Buchstaben beruhen. Weiterhin sind diese Mo-
delle durch einen Aktivierungsmechanismus gekennzeichnet, sodass ausgehend von
der Merkmalsebene bestimmte Buchstaben als na¨chstho¨here Konzepte aktiviert wer-
den, die wiederum die Konzepte der Wortebene aktivieren. Im Falle des vorgestellten
interactive-activation Modells findet daru¨berhinaus sogar eine Interaktion von bottom-
up und top-down Konzepten statt. Ein wesentliches Merkmal, das aus den visuellen
Mustern extrahiert und zur Wortidentifikation herangezogen wird, ist die Wortkon-
tur, d.h. die Abfolge von Ober- bzw. Unterla¨ngen. Daneben kommt noch den Anfangs-
und Endbuchstaben, Kreuzungspunkten und stark gekru¨mmten Segmenten eine gro¨ße-
re Bedeutung zu.
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3 Automatische Handschrifterkennung –
Grundlagen und Stand der Forschung
Nachdem im vorigen Kapitel die Konzepte beschrieben wurden, die bei der Schriftper-
zeption beim Menschen mitwirken, sollen in diesem Abschnitt die Verfahren vorge-
stellt werden, die in technischen Systemen zur Handschrifterkennung eingesetzt wer-
den. Betrachtet man dafu¨r den gegenwa¨rtigen Stand der Forschung, so muss man fest-
stellen, dass sich videobasierte Systeme – das Thema dieser Arbeit – kaum finden
lassen und eher in Ansa¨tzen existieren. Demgegenu¨ber dominieren die Systeme, die
Scanner bzw. Digitalisiertabletts fu¨r die Aufnahme der Handschrift verwenden. Die
einzelnen Verfahrensschritte sind jedoch oftmals unabha¨ngig vom Aufnahmegera¨t, so-
dass sich die in den nicht-videobasierten Systemen eingesetzten Methoden ha¨ufig er-
folgreich auch auf videobasierte Systeme u¨bertragen lassen. Die besonderen Charakte-
ristika der videobasierten Systeme, die u¨ber die im folgenden beschriebenen Verfahren
hinausgehende Verarbeitungsschritte erfordern, werden dann ausfu¨hrlich im na¨chsten
Kapitel vorgestellt.
Begonnen wird dieses Kapitel mit einer u¨berblicksweisen Vorstellung der unter-
schiedlichen Verarbeitungsstrategien, anhand derer sich die meisten Systeme zur
Handschrifterkennung strukturieren lassen. Anschließend werden die grundlegenden
Verarbeitungsschritte von der Signalaufnahme u¨ber die Vorverarbeitung, Segmentie-
rung und Merkmalsextraktion bis hin zur Klassifikation und Adaption na¨her erla¨utert.
Daran schließt sich eine knappe Vorstellung einiger Datensammlungen an, die zu
Trainings- und Evaluationszwecken der Systeme verwendet werden, bevor im letzten
Abschnitt eine kurze Zusammenfassung gegeben wird.
3.1 Verarbeitungsstrategien
In diesem Abschnitt wird eine Kategorisierung der bei der automatischen Handschrift-
erkennung eingesetzten Verarbeitungsstrategien vorgenommen. Die Einordnung wird
dabei sowohl hinsichtlich der Signalaufnahme und Datenrepra¨sentation durchgefu¨hrt
als auch in Bezug auf die verwendete Segmentierungsstrategie des Eingabesignals.
3.1.1 online vs. offline
Die Methoden zur Signalaufnahme und -verarbeitung, die bei der automatischen Hand-
schrifterkennung eingesetzt werden, lassen sich in online und offline Verfahren unter-
scheiden. Die online Verfahren ermitteln wa¨hrend des Schreibprozesses in bestimmten
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(a) (b)
Abbildung 3.1: (a) Stifttrajektorie fu¨r die online Handschrifterkennung (rot: Stift nicht
aufgesetzt). (b) Schriftbild fu¨r die offline Handschrifterkennung.
Abtastintervallen die Stiftkoordinaten, die schritthaltend mit dem Schreibvorgang wei-
terverarbeitet werden ko¨nnen. Dagegen ist der offline Ansatz dadurch gekennzeichnet,
dass nach Beendigung des Schreibprozesses ein Abbild des Textdokumentes aufge-
nommen und entsprechend weiterverarbeitet wird (siehe Abbildung 3.1).
Die Repra¨sentation der Eingabedaten bei der online Handschrifterkennung erfolgt in
Form einer zeitlich geordneten Sequenz von Koordinatenpunkten, die die Trajektorie
der Stiftspitze beschreibt1. Dabei handelt es sich also um eine raum-zeitliche Darstel-
lung, die die Extraktion dynamischer Bewegungsinformationen erlaubt. Im Gegensatz
dazu basiert die Verarbeitung bei der offline Handschrifterkennung auf einer bildhaf-
ten Repra¨sentation der Schrift. Anhand dieses statischen Abbildes der Schrift ko¨nnen
dynamische Bewegungsinformationen nicht ohne weiteres ermittelt werden.
3.1.2 analytisch vs. holistisch
Orthogonal zu der Klassifikation in online bzw offline Systeme la¨sst sich außerdem
eine Unterscheidung der Verarbeitungsstrategien in holistische bzw. analytische Ver-
fahren vornehmen. Im holistischen Ansatz wird das Wort global betrachtet, d.h. die
Erkennung ist wortbasiert und ha¨ngt nicht von der Identifikation von Wortunterein-
heiten ab, wie z.B. Buchstaben oder Strokes. Im Gegensatz dazu ist der analytische
Ansatz gerade dadurch gekennzeichnet, dass das Eingabesignal in eine Sequenz von
kleineren Basiseinheiten zerlegt wird, sodass die Worterkennung entscheidend auf der
Erkennung jener Basiseinheiten beruht.
In Abbildung 3.2 sind die Verarbeitungsstrategien gegenu¨bergestellt. Beginnend mit
der Signalaufnahme, die im Bereich der online Erkennung die zeitliche Abfolge der
Stiftpositionen bzw. im offline Bereich ein Abbild des geschriebenen Textes erfasst,
folgt die Vorverarbeitung des aufgenommenen Signals. Ziel der Vorverarbeitung ist
die Qualita¨tsverbesserung des Signals. Das schließt z.B. die Gla¨ttung und Rauschun-
terdru¨ckung ebenso ein, wie die Normalisierung von Schriftneigung und –rotation.
1Die Trajektorie der Stiftspitze wird im folgenden der Einfachheit halber auch als Stifttrajektorie be-
zeichnet.
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Abbildung 3.2: Verarbeitungsstrategien zur automatischen Handschrifterkennung
Im Falle der holistischen Erkennungsstrategie werden nun anhand des vorverarbei-
teten Signals Merkmale berechnet, die in der darauffolgenden Phase zur Klassifikation
eingesetzt werden. Die Merkmalsberechnung und Erkennung erfolgt dabei auf Wort-
ebene, sodass die fehleranfa¨llige Segmentierung des Wortes in Untereinheiten vermie-
den werden kann. Der entscheidende Nachteil der holistischen Variante ist jedoch die
Abha¨ngigkeit der Erkennung von einem vorgegebenen, statischen Lexikon. Da die Ba-
siseinheit fu¨r die Merkmalsextraktion und die Erkennung das gesamte Wort ist, muss
fu¨r jedes Wort eine eigene Repra¨sentation vorliegen, die fu¨r die Erkennung verwendet
wird. Dadurch ist eine Erweiterung des Lexikons mit einigem Aufwand verbunden.
Demgegenu¨ber stehen die analytischen Ansa¨tze, bei denen die Worterkennung auf
der Erkennung von Wortuntereinheiten basiert. Die Verarbeitung beginnt ebenfalls mit
den Modulen Signalaufnahme und Vorverarbeitung, die unabha¨ngig von der gewa¨hlten
Erkennungsstrategie sind. Anschließend findet jedoch eine Segmentierung des vorver-
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arbeiteten Signals in Abschnitte statt, anhand derer Merkmalsextraktion und Klassifi-
kation vorgenommen werden.
Je nach verwendetem Erkennungsalgorithmus unterscheidet man bei der Segmen-
tierung zwei gegensa¨tzliche Richtungen: Bei der expliziten Segmentierung wird das
Wort in einzelne, symbolische Basiseinheiten, meistens Buchstaben, zerlegt, die iso-
liert voneinander klassifiziert werden. Die Segmentierung heißt dagegen implizit, wenn
sie als Nebenprodukt aus der Erkennung hervorgeht, daher auch der Name erken-
nungsbasierte Segmentierung. Dieser Ansatz kommt ohne ein kompliziertes Segmen-
tierungsverfahren aus, da das Eingabesignal systematisch in viele kurze Segmente zer-
legt wird, sodass z.B. ein Buchstabe durchaus in mehrere Segmente zerfallen kann.
Die plausibelste Segmentierung des Signals in Buchstaben wird hierbei im Zuge der
Klassifikation ermittelt, indem die mo¨glichen Segmentierungshypothesen analysiert
werden.
3.1.3 Vergleich mit der Schriftperzeption beim Menschen
Die hierarchische Verarbeitungsstrategie, bei der die Module von der Signalaufnahme
bis hin zur Klassifikation sequentiell abgearbeitet werden, ist kennzeichnend fu¨r die
meisten Systeme zur automatischen Handschrifterkennung. Dieser Ansatz entspricht
jedoch nicht der Art und Weise, wie der Mensch bei der Schriftperzeption vorgeht
(siehe Abschnitt 2.2). Da die bisherigen technischen Systeme dem Menschen in der
Erkennungsleistung aber weit unterlegen sind, bescha¨ftigen sich einige Forscher mit
der Entwicklung von Erkennungssystemen, die eher nach der perzeptionsorientierten
Methode vorgehen und sehr stark an die von Psychologen aufgestellten Modelle zum
lexikalen Zugriff angelehnt sind [Bra95][Coˆt98].
Die perzeptionsorientierten Systeme sind dadurch charakterisiert, dass zuerst in ei-
nem bottom-up Prozess robuste Merkmale wie z.B. Ober- und Unterla¨ngen oder so-
genannten Key-Letters im Eingabesignal identifiziert werden, um damit bestimmte
Wo¨rter des Lexikons zu aktivieren. Die Positionen der Merkmale im Eingabesignal
dienen daraufhin als Ankerpunkte, um im anschließenden top-down Prozess, ausge-
hend von den aktivierten Wo¨rtern, hypothetisierte Merkmale anhand des Signals ve-
rifizieren zu ko¨nnen. Diese beiden Verarbeitungsschritte, der Aktivierungs- und Ve-
rifikationsprozess, ko¨nnen dabei solange iteriert werden, bis der Aktivierungsgrad
eines Wortkandidaten deutlich dominiert und somit als Klassifikationsergebnis fest-
steht [Coˆt98]. Die Ermo¨glichung der Interaktion von bottom-up und top-down Pro-
zessen ist allerdings gleichzeitig mit einer Erho¨hung der Berechnungskomplexita¨t ver-
bunden, sodass die perzeptionsorientierte Vorgehensweise zur Zeit allenfalls fu¨r kleine
Lexika realisierbar scheint.
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3.2 Signalaufnahme
Am Anfang des Verarbeitungsprozesses von Systemen zur automatischen Handschrift-
erkennung steht naturgema¨ß die Signalaufnahme. Die dabei u¨berwiegend eingesetzten
Aufnahmegera¨te sind Digitalisiertabletts im online Bereich und Scanner im offline Be-
reich. Videokameras spielen als Signalaufnahmegera¨te fu¨r die Handschrifterkennung
im Gegensatz dazu nur eine a¨ußerst kleine Rolle.
3.2.1 Digitalisiertabletts
Die den Digitalisiertabletts zugrundeliegende Technologie hat sich in den vergangenen
Jahrzehnten stets weiterentwickelt. Insbesonders die Verbesserungen von Auflo¨sung
und Abtastrate haben die Verwendung von Digitalisiertabletts fu¨r die online Hand-
schrifterkennung ermo¨glicht. So erreichen moderne Gera¨te Auflo¨sungen von 2500
Linien pro Zoll und Abtastraten von mehr als 200 Hz. Je nach Hersteller und Ver-
wendungszweck werden unterschiedliche Techniken zur Ermittlung der Stiftposition
eingesetzt, wovon an dieser Stelle zwei exemplarisch herausgegriffen werden sollen.
Ein sehr popula¨res Verfahren basiert auf elektromagnetischer Resonanz. Dabei sen-
den unter der Tablettoberfla¨che horizontal und vertikal ausgerichtete Antennen elek-
tromagnetische Wellen aus, die einen Schwingkreis im Stiftinneren zu Schwingungen
anregen. Im zweiten Schritt schalten die Antennen des Tabletts vom Sende- in den
Empfangsmodus, empfangen das Schwingungssignal und ermo¨glichen so die Lokali-
sation des Stifts. Daru¨berhinaus kann das Schwingungssignal durch Anpressdruck und
Neigung des Stifts modifiziert werden, sodass auch diese Informationen u¨bermittelt
werden ko¨nnen. Diese Technik der elektromagnetischen Resonanz hat den weiteren
Vorteil, dass der Stift auch dann lokalisiert werden kann, wenn er sich wa¨hrend einer
pen-up Phase in geringer Entfernung u¨ber der Tablettoberfla¨che befindet. Ein Nachteil
ist sicherlich die erzwungene Verwendung spezieller Stifte.
Bei einem alternativen Verfahren, das keine speziellen Stifte voraussetzt, besteht
die Tablettoberfla¨che aus einer Anordnung einer elektrisch leitenden Schicht und einer
Widerstandsschicht. An die Widerstandsschicht, die sich in geringem Abstand u¨ber der
leitenden Schicht befindet, wird ein elektrisches Potential angelegt. Wird nun mit dem
Stift Druck auf das Tablett ausgeu¨bt, so fu¨hrt dies zu einer punktuellen Beru¨hrung der
beiden Schichten, sodass an der leitenden Schicht eine Spannung abgegriffen werden
kann, anhand derer die Position der Stiftspitze hervorgeht. Diese Methode kommt zwar
ohne speziellen Stift aus, dafu¨r ist es allerdings auch nicht mo¨glich, die Stiftposition
in pen-up Phasen zu ermitteln.
Ein wahrer Technologieschub wurde seit einigen Jahren im Bereich der online Sy-
steme durch die Integration von Eingabe- und Ausgabeeinheit ausgelo¨st. Bei diesen
Gera¨ten kann direkt auf das Display, z.B. einer Flu¨ssigkristallanzeige (LCD), ge-
schrieben werden, sodass die Schriftspur als elektronische Tinte oder direkt das Erken-
nungsergebnis im Display dargestellt wird. Dieses Konzept der elektronischen Tinte
ist die Basis fu¨r stiftbasierte Computer, die als Personal Digital Assistants (PDAs) ei-
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ne wachsende Popularita¨t aufweisen und vielleicht eine neue ¨Ara des tablet computing
einla¨uten.
3.2.2 Scanner
Im Bereich der offline Handschrifterkennung werden u¨berwiegend Scanner fu¨r die Si-
gnalaufnahme verwendet, um ein digitales Abbild der Vorlage zu erstellen. Die Ein-
satzgebiete sind vielfa¨ltig und reichen vom Lesen von Postanschriften zur Briefsortie-
rung bis hin zur Digitalisierung historischer Dokumente. Die Scanner weisen daher je
nach Anwendungsgebiet einige unterschiedliche Merkmale auf, ihre prinzipielle Ar-
beitsweise ist jedoch identisch.
Der Scanvorgang basiert auf der zeilenweisen Abtastung der Vorlage. Dazu wird die
Vorlage beleuchtet und das reflektierte Licht u¨ber Spiegel- und Linsensysteme auf ei-
ne Zeile von CCD-Elementen gelenkt. Die CCD-Elemente (Charge Coupled Devices)
sind lichtempfindliche Halbleiterbauelemente, die in Abha¨ngigkeit von der Lichtinten-
sita¨t unterschiedlich hohe elektrische Spannungen liefern. Je ho¨her also die gemessene
elektrische Spannung ist, desto mehr Licht wurde reflektiert und desto heller ist der be-
treffende Bereich der Vorlage.
Zu den wichtigen Beurteilungskriterien fu¨r Scanner geho¨ren vor allem Auflo¨sung
und Farbtiefe. Die Auflo¨sung wird in horizontaler Richtung bestimmt durch die Anzahl
der photosensitiven Elemente auf der Abtasteinheit, wa¨hrend die Schrittweite, mit der
die CCD-Zeile die Vorlage abtastet, die vertikale Auflo¨sung festlegt. Die Farbtiefe
wird durch die Anzahl der Quantisierungsstufen bestimmt, die fu¨r die Abbildung der
gemessenen Intensita¨tswerte auf einen diskreten Wertebereich zur Verfu¨gung stehen.
Moderne Gera¨te erreichen physikalische, nicht interpolierte Auflo¨sungen von mehr
als 1000 dpi2 und verwenden oftmals Farbtiefen von 12 Bit, so das pro Farbkanal
212 Quantisierungsstufen genutzt werden ko¨nnen. Wu¨rde man also ein Dokument in
Din A4 Gro¨ße mit 1000 dpi Auflo¨sung und 12 Bit Farbtiefe scannen, so bedeutete dies
einen Speicheraufwand von 132 MByte pro Farbkanal. Um diesen selbst fu¨r heutige
Rechner hohen Speicheraufwand zu vermeiden, wird meist mit niedrigeren Auflo¨sun-
gen und Farbtiefen gearbeitet. ¨Ublicherweise wird fu¨r die Handschrifterkennung eine
Auflo¨sung von 300 dpi und eine Farbtiefe von 8 Bit verwendet, sodass fu¨r ein Grau-
wertbild einer Din A4 Seite ein Speicheraufwand von ca. 8 MByte erforderlich ist.
3.2.3 Videokameras
Eine weitere Mo¨glichkeit fu¨r die Signalaufnahme besteht in der Verwendung von Vi-
deokameras. Damit kann eine besonders natu¨rliche Form der Eingabeschnittstelle rea-
lisiert werden, denn es sind weder spezielle Stifte notwendig, noch muss auf eine sen-
sitive Tablettoberfla¨che geschrieben werden. Dass es dennoch bisher erst wenige Sy-
steme gibt, die Videokameras als Eingabeschnittstelle fu¨r die Handschrifterkennung
2dpi = dots per inch, Punkte pro Zoll
26
3.3 Vorverarbeitung
verwenden, hat mehrere Ursachen, wobei insbesondere die geringere Signalqualita¨t
bzgl. Auflo¨sung und Abtastrate im Vergleich zu Scannern und Digitalisiertabletts und
die Notwendigkeit spezieller Vorverarbeitungsschritte vor allem im Bereich der online
Erkennung hervorzuheben sind. Eine detaillierte Vorstellung der Vor- und Nachteile
der videobasierten Sensorik bei der Handschrifterkennung findet sich im vierten Ka-
pitel. An dieser Stelle sollen hingegen nur die Funktionsweise und einige technische
Eigenschaften von Videokameras beschrieben werden.
In den meisten handelsu¨blichen Videokameras werden CCD-Sensoren fu¨r die Bild-
aufnahme eingesetzt. Bei der US-Videonorm RS 170 (NTSC) besteht dieser CCD-
Chip aus einer Matrix von 768 × 494 Photoelementen, der europa¨ischen Norm CCIR
(PAL) entsprechen dagegen Chips mit 756 × 582 Elementen. Die Abmessungen der
Sensorelemente variieren dabei je nach Gro¨ße des CCD-Chips zwischen 6.5 × 6µm
und 11× 13µm. Daru¨berhinaus sind auch Kameras mit weitaus ho¨heren Auflo¨sungen
mit bis zu 2048× 2048 und mehr Bildpunkten verfu¨gbar.
Neben der Auflo¨sung ist die maximal erzielbare Bildrate ein weiteres wesentliches
Merkmal einer Videokamera. Die Bildrate gibt an, wieviel Bilder die Kamera pro Se-
kunde aufnehmen kann. Der amerikanischen Videonorm entsprechen hierbei 30 Bil-
der pro Sekunde, der europa¨ischen Norm 25 Bilder pro Sekunde. Diese Bildraten sind
einerseits ausreichend, um beim menschlichen Betrachter den Eindruck einer kontinu-
ierlichen Bewegung hervorzurufen, andererseits ist jedoch auch ein Flimmern wahr-
zunehmen. Um dieses Flimmern zu reduzieren, sehen die Videonormen die Interlace-
Technik vor. Dabei wird jedes Bild in zwei Halbbilder zerlegt, wobei das eine Halbbild
aus den geradzahligen Zeilen, das andere Halbbild dementsprechend aus den ungerad-
zahligen Zeilen besteht. Somit ko¨nnen Frequenzen von 60 (NTSC) bzw. 50 (PAL)
Halbbildern pro Sekunde erreicht werden.
3.3 Vorverarbeitung
An die Aufnahme schließt sich als zweiter Schritt die Vorverarbeitung des Signals an.
Die Eingabemuster werden in dieser Phase mittels einer Reihe geeigneter Transforma-
tionen qualitativ verbessert und in eine Repra¨sentation u¨berfu¨hrt, die fu¨r die Weiter-
verarbeitung vorteilhaft ist und somit bestmo¨gliche Erkennungsergebnisse erlaubt.
Ga¨ngige Vorverarbeitungsschritte, die sowohl in den online als auch in den offline
Systemen eingesetzt werden, sind Verfahren zur Rauschunterdru¨ckung und Schrift-
normalisierung. Wa¨hrend bei der Rauschunterdru¨ckung vor allem aufnahmebedingte
Sto¨rungen in den Daten eliminiert werden sollen, ist das Ziel der Schriftnormalisie-
rung die Kompensation der schreiber- und situationsspezifischen Variabilita¨t der Hand-
schrift. Damit soll vor allem die Klassifikationsaufgabe erleichtert werden, da durch
die Schriftnormalisierung die Varianz der Muster abnimmt, die derselben Klasse an-
geho¨ren.
Da die Verfahren zur Vorverarbeitung allerdings auch fehlschlagen ko¨nnen und in
diesen Fa¨llen meistens keine korrekte Erkennung mehr mo¨glich ist, wird in einigen
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Systemen weitgehend auf die Vorverarbeitung des Signals verzichtet. Damit muss je-
doch entweder ein erho¨hter Trainingsaufwand in Kauf genommen werden, oder es
mu¨ssen a¨ußerst robuste, bezu¨glich der Schriftvariabilita¨t invariante Merkmale fu¨r die
Erkennung verwendet werden.
3.3.1 Offline Systeme
Im Gegensatz zu den auf Digitalisiertabletts basierenden online Systemen, bei denen
das Handschriftsignal direkt vom Sensor abgegriffen werden kann, liefern die Sen-
soren im offline Bereich ein Bild des gescannten Dokuments. Dabei handelt es sich
u¨blicherweise um ein Grauwertbild, sodass zu Beginn der Verarbeitung die Schrift
mit Hilfe von Binarisierungsverfahren vom Hintergrund separiert werden muss. Oft-
mals findet daran anschließend auch eine Skelettierung des Bildes statt, sodass die
Strichsta¨rke auf die Breite von einem Pixel ausgedu¨nnt wird.
Etwaige Sto¨rpixel, die durch den Scanprozess oder die Binarisierung verursacht
wurden, werden durch Schritte der Rauschunterdru¨ckung eliminiert. Werden Formula-
re, wie z.B. Bankschecks, verarbeitet, so betrifft dies auch die Trennung vorgedruckter
Muster vom Schriftsignal.
Bei der Verarbeitung komplexer Dokumente, die mehrere Textbereiche oder sowohl
Text- als auch Grafikbereiche in beliebiger Anordnung enthalten, mu¨ssen vor der Wei-
terverarbeitung erst die fu¨r die Schrifterkennung relevanten Textbereiche im Bild lo-
kalisiert werden. Da dieser Schritt aber in den eigensta¨ndigen Forschungsbereich der
Dokumentenanalyse fa¨llt, wird in dieser Arbeit nicht weiter darauf eingegangen. Statt-
dessen wird das Augenmerk auf Systeme gelegt, die ausschließlich einzelne Wo¨rter
oder Zeilen verarbeiten und daher keine komplexe Analyse der Dokumentenstruktur
erfordern.
Anhand der extrahierten Wo¨rter bzw. Textzeilen wird bei der Mehrzahl der Syste-
me neben der Rauschunterdru¨ckung, Binarisierung bzw. Skelettierung außerdem eine
Reihe von Normalisierungsschritten durchgefu¨hrt, um die schreiber- und situationsbe-
dingte Variabilita¨t der Schrift zu kompensieren. ¨Ublicherweise wird dabei die Schrift
horizontal ausgerichtet und die Schriftgro¨ße sowie Schriftneigung korrigiert.
Binarisierung
Die Binarisierung von Grauwertbildern, d.h. die Trennung des Vordergrunds (Schrift)
vom Hintergrund, ist ein elementarer Verarbeitungsschritt bei der offline Handschrift-
erkennung. Eine einfache und weit verbreitete Methode zur Binarisierung ist die Ver-
wendung von Intensita¨tsschwellwerten. Geht man davon aus, dass die Schrift dunkel
gegenu¨ber dem Hintergrund ist, so klassifizieren die Schwellwertverfahren ein Pixel
als Vordergrundpixel, falls seine Intensita¨t kleiner als der Schwellwert ist. Andernfalls
wird der Pixel dem Hintergrund zugeschlagen.
Bei den Schwellwertverfahren werden grundsa¨tzlich zwei Strategien unterschieden:
Globale und lokale Methoden. Die globalen Verfahren sind dadurch ausgezeichnet,
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dass zur Binarisierung des Bildes nur ein einziger (globaler) Schwellwert herange-
zogen wird. Demgegenu¨ber stehen die lokalen Verfahren, die fu¨r jeden Pixel einen
Schwellwert anhand lokaler Bildinformation in der Nachbarschaft des betrachteten Pi-
xels berechnen.
Der Ausgangspunkt fu¨r die Berechnung eines globalen Schwellwerts ist ha¨ufig das
Intensita¨tshistogramm des Bildes. Dieses Histogramm beschreibt die Grauwertvertei-
lung des Bildes, indem fu¨r jeden Grauwert i die relative Ha¨ufigkeit Pi der Pixel, die
den entsprechenden Grauwert aufweisen, aufgetragen wird. Entha¨lt das Bild Schrift-
pixel, so ergibt sich u¨blicherweise ein bimodales Histogramm. Um einen Schwellwert
zu finden, der die beiden Moden des Histogramms optimal separiert, sind mehrere
Verfahren vorgeschlagen worden (siehe [Har92]), darunter z.B. auch die sogenannte
Otsu-Methode [Ots79].
Bei der Otsu-Methode wird der optimale Schwellwert so gewa¨hlt, dass die Summe
der gewichteten Varianzen der beiden Histogrammgruppen minimiert wird. Die erste
Gruppe ist dabei durch den Bereich des Histogramms mit i ≤ t bestimmt, fu¨r die
zweite Gruppe gilt dementsprechend i > t. Das jeweilige Gruppengewicht wird aus
der Summe der relativen Ha¨ufigkeiten Pi der entsprechenden Gruppe gebildet:
q1(t) =
t∑
i=1
Pi , q2(t) =
N∑
i=t+1
Pi . (3.1)
Damit gilt fu¨r die Mittelwerte der beiden Gruppen
µ1(t) =
t∑
i=1
iPi
q1(t)
, µ2(t) =
N∑
i=t+1
iPi
q2(t)
, (3.2)
und dementsprechend fu¨r die Varianzen
σ21(t) =
t∑
i=1
[i− µ1(t)]2 Pi
q1(t)
, σ22(t) =
N∑
i=t+1
[i− µ2(t)]2 Pi
q2(t)
. (3.3)
Nach der Definition von Otsu ergibt sich der optimale Schwellwert tˆ zur Trennung der
beiden Histogrammgruppen aus dem Minimum der Summe der gewichteten Gruppen-
varianzen σ2w(t) (Intragruppenvarianz). Fu¨r tˆ gilt somit:
tˆ = argmin
t
{
σ2w(t) = q1(t)σ
2
1(t) + q2(t)σ
2
2(t)
}
. (3.4)
Die Intragruppenvarianz σ2w(t) ist mit der Gesamtvarianz σ2 und der Intergruppen-
varianz σ2b (t) folgendermaßen verknu¨pft:
σ2 = σ2w(t) + σ
2
b (t) . (3.5)
Hierbei ist
σ2 =
N∑
i=1
(i− µ)2Pi mit µ =
N∑
i=1
iPi
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und
σ2b (t) = q1(t)(1− q1(t))(µ1(t)− µ2(t))2 .
Da die Gesamtvarianz fu¨r das Bild konstant ist, kann die Bestimmung des optimalen
Schwellwerts tˆ alternativ zu Gleichung 3.4 auch durch die Maximierung der Intergrup-
penvarianz σ2b (t) vorgenommen werden:
tˆ = argmax
t
{
σ2b (t)
}
. (3.6)
Ein weiteres Verfahren, dass ha¨ufig zur Binarisierung eingesetzt wird, ist die Me-
thode von Kittler und Illingworth (siehe z.B. [Har92]). Dabei wird angenommen, dass
sich die beobachtete Grauwertverteilung durch die Mischung zweier Gaußverteilungen
beschreiben la¨sst. Die Mischverteilung hat die Gestalt
fi(t) =
q1(t)√
2piσ1(t)
e
− 1
2
(
i−µ1(t)
σ1(t)
)2
+
q2(t)√
2piσ2(t)
e
− 1
2
(
i−µ2(t)
σ2(t)
)2
, (3.7)
mit den Gruppengewichten q1, q2, Mittelwerten µ1, µ2 und Varianzen σ1, σ2 aus den
Gleichungen 3.1-3.3. Die Aufgabe besteht nun darin, die Parameter der Mischvertei-
lung durch Variation des Schwellwerts t so zu bestimmen, dass die Kullback-Leibler
Distanz
J(P ; f(t)) =
N∑
i=1
Pi log
[
Pi
fi(t)
]
(3.8)
minimiert wird. Die Kullback-Leibler Distanz stammt aus der Informationstheorie und
misst die Verschiedenheit zweier Verteilungen u¨ber der gleichen Zufallsvariable. Es
gelten:
1. J(P ; f) ≥ 0 fu¨r alle Wahrscheinlichkeitsverteilungen P und f
2. J(P ; f) = 0 genau dann, wenn P = f
Derjenige Wert von t, fu¨r den die Kullback-Leibler Distanz von P und f(t) minimal
ist, wird dann als optimaler Schwellwert angenommen.
Die globalen Verfahren sind anwendbar, wenn fu¨r das gesamte Bild die Trennung
des Vordergrunds vom Hintergrund mit Hilfe eines einzigen Schwellwerts durch-
gefu¨hrt werden kann. Dies ist jedoch nicht immer gegeben. So kann es beispielsweise
durch Verschmutzung oder Alterungsprozesse des Papiers dazu kommen, dass in man-
chen Bildbereichen die Hintergrundpixel eine niedrigere Intensita¨t aufweisen als die
Vordergrundpixel. Um dennoch eine Binarisierung des Bildes durchzufu¨hren, muss fu¨r
jeden Bildpunkt ein lokaler Schwellwert bestimmt werden.
Eine Methode zur adaptiven Schwellwertbestimmung wurde von Niblack vorge-
schlagen [Nib86]. Bei diesem Verfahren wird der Schwellwert lokal in einem Fenster,
das um den aktuell betrachteten Pixel zentriert ist, bestimmt. Der Schwellwert wird da-
bei anhand des Mittelwerts µ und der Standardabweichung σ der Intensita¨ten in dem
Fenster wie folgt berechnet:
t(x, y) = µ(x, y) + kσ(x, y) (3.9)
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Abbildung 3.3: Intensita¨tshistogramme und Schwellwerte der lokalen Binarisierungs-
methoden. Links ist das Histogramm einer Bildregion dargestellt, die
Schriftpixel entha¨lt. Rechts ist das Histogramm eines Hintergrundbe-
reichs dargestellt.
In obiger Formel bezeichnet k einen vom jeweiligen Anwendungsfall abha¨ngigen Pa-
rameter, der sich im wesentlichen danach richtet, ob der Anteil der Vordergrund- oder
der Hintergrundpixel im Bild dominiert. Bei der Verarbeitung von Schriftdokumen-
ten, bei denen die Schrift dunkel gegenu¨ber dem Hintergrund ist und deutlich weniger
Schriftpixel als Hintergrundpixel im Bild vorhanden sind, ist k als kleine negative Zahl
zu wa¨hlen. Damit wird der Schwellwert also ausgehend vom Mittelwert der Inten-
sita¨tsverteilung in Abha¨ngigkeit von der Standardabweichung in Richtung niedrigerer
Intensita¨tswerte verschoben.
Bei der oben vorgestellten Methode taucht eine Schwierigkeit auf, wenn in dem
betrachteten Bildfenster keine Schriftpixel vorhanden sind. Dann ist die Standardab-
weichung der Intensita¨tsverteilung sehr klein, und der Schwellwert liegt nahe am Mit-
telwert, also im Bereich der Hintergrundintensita¨ten (siehe Abbildung 3.3). Dies fu¨hrt
zu Rauschen in den Bildbereichen, die keine Vordergrundpixel aufweisen.
In [Zha01b, Zha01a] wird eine Variante der oben vorgestellten Methode zur Bi-
narisierung vorgeschlagen, die besser auf die Charakteristika von Schriftdokumenten
abgestimmt ist . Dabei ist die Verschiebung des Schwellwerts ausgehend vom Mittel-
wert der Verteilung antiproportional zur Standardabweichung. Daru¨berhinaus wird die
Standardabweichung normiert, indem durch den Dynamikbereich der Standardabwei-
chungen dividiert wird. Die so modifizierte Formel zur lokalen Schwellwertbestim-
mung ist in Gleichung 3.10 dargestellt.
t(x, y) = µ(x, y) + k
(
µ(x, y)
(
1− σ(x, y)
R
))
(3.10)
Der Parameter R bezeichnet dabei den Dynamikbereich der Standardabweichungen σ.
Anhand von Abbildung 3.3 erkennt man, dass beide Varianten angewendet auf einen
Bildausschnitt, der Schriftpixel entha¨lt, einen a¨hnlichen Schwellwert finden. Entha¨lt
der Bildausschnitt jedoch ausschließlich Hintergrundpixel (rechter Teil der Abbil-
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Abbildung 3.4: Ausgangsbild (a), globale Binarisierung mit der Otsu-Methode (b), lo-
kale Binarisierung mit der Niblack Methode (c) und lokale modifizier-
te Niblack-Binarisierung (d).
dung 3.3), so liefert die herko¨mmliche Methode einen Schwellwert, der zu weit im
Bereich der Hintergrundintensita¨ten liegt. Im Gegensatz dazu findet das modifizierte
Verfahren einen Schwellwert, der weitaus mehr Pixel korrekt dem Hintergrund zu-
weist.
Die resultierenden Bina¨rbilder der lokalen Schwellwertverfahren sind in Abbil-
dung 3.4 dargestellt. Das Ausgangsbild weist eine große Variation der Intensita¨ten
auf, sodass kein globaler Schwellwert zur Binarisierung gefunden werden kann. Die
Abbildung zeigt, dass die modifizierte Niblack-Methode deutlich weniger Rauschen
im Bina¨rbild hervorruft als die herko¨mmliche Variante.
Skelettierung
An die Binarisierung der Grauwertbilder schließt sich oftmals die Skelettierung an,
um die Strichsta¨rke der Schrift auf ein Pixel breite Linien auszudu¨nnen. Außer zur
Kompensation der Schriftvariabilita¨t in Bezug auf die Strichsta¨rke ist die Skelettierung
insbesondere dann sinnvoll, wenn die Schrifterkennung auf strukturellen Merkmalen
basiert. Strukturelle Merkmale, wie z.B. Kreuzungspunkte, Endpunkte oder Schleifen
ko¨nnen dann leicht anhand des skelettierten Bildes ermittelt werden.
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Fu¨r die Skelettierung gibt es keine mathematische Definition des Resultatsbildes.
Stattdessen werden u¨blicherweise die folgenden qualitativen Anforderungen an die
Skelettierung gestellt (siehe Abbildung 3.5) [Kle92]:
1. Das Skelett muss aus Linien der Breite von einem Bildpunkt bestehen.
2. Die topologischen Zusammenha¨nge mu¨ssen denjenigen des Ausgangsbildes ent-
sprechen.
3. Die Skelettlinien mu¨ssen etwa in der Mitte der Objekte verlaufen.
4. Die Anzahl irrelevanter Skeletta¨ste muss mo¨glichst klein sein.
5. Das Ergebnis der Skelettierung muss stabil sein, d.h. unter der wiederholten An-
wendung des Verfahrens sollte das skelettierte Bild unvera¨ndert bleiben.
Zur Skelettierung von Bina¨rbildern – a¨hnlich wie die Binarisierung eine klassische
Bildverarbeitungsoperation – ist eine Vielzahl von Verfahren entwickelt worden (siehe
u.a. [Pav90, Gon91, Ja¨h97]). Eine verbreitete Vorgehensweise ist dabei die iterierte,
topologieerhaltende Erosion der Bildobjekte bis auf ein Pixel Breite. Dies kann z.B.
durch Einsatz morphologischer Operatoren erreicht werden. Das Ziel der morpholo-
gischen Operatoren ist die Detektion bestimmter Formen in Bina¨rbildern anhand von
Hit-Miss-Masken. Dabei wird je nach Aufgabenstellung eine Hit-Miss-Maske definiert
und auf jeden Bildpunkt des Originalbildes angewendet. Ein Pixel wird im Resultats-
bild nun genau dann gesetzt, wenn alle Werte der Maske mit denjenigen des Original-
bildes u¨bereinstimmen.
Ein einfaches Beispiel ist die Verwendung eines morphologischen Operators zur
Detektion isolierter Pixel. Nimmt man fu¨r den Bildhintergrund den Wert 0 und fu¨r
den Vordergrund den Wert 1 an, so ist die zugeho¨rige Hit-Miss-Maske wie folgt defi-
niert [Ja¨h97]:
M =
 0 0 00 1 0
0 0 0
 . (3.11)
Um einen morphologischen Skelettierungsoperator zu realisieren, wird so vorgegan-
gen, dass im ersten Schritt ein Satz von Hit-Miss-Masken erstellt wird, die genau die
Pixel detektieren, die sich am Rand des Bildobjekts befinden und deren Entfernung
nicht die Topologie des Bildobjekts zersto¨rt3.
M1 =
 0 0 0x 1 x
1 1 1
 , M2 =
 0 x 10 1 1
0 x 1
 ,
M3 =
 1 1 1x 1 x
0 0 0
 , M4 =
 1 x 01 1 0
1 x 0
 . (3.12)
3In den Hit-Miss-Masken ko¨nnen die Felder, die mit x markiert sind, sowohl den Vordergrund als auch
den Hintergrund bezeichnen.
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(a)
irrelevanter Skelettast
(b)
Abbildung 3.5: Bina¨rbild (a) und skelettiertes Bild (b).
Im zweiten Schritt werden dann die so ermittelten Pixel vom Bildobjekt entfernt, so-
dass das resultierende Bildobjekt anschließend auf jeder Seite um einen Pixel aus-
gedu¨nnt ist. Um Objekte zu erhalten, die nur noch einen Pixel breit sind, muss diese
Prozedur daher solange iteriert werden, bis keinerlei Vera¨nderung im Resultatsbild
auftritt [Ja¨h97].
Neben der klassischen Vorgehensweise, die auf der oben vorgestellten iterierten
Erosion der Bildobjekte basiert, sind auch perzeptionsorientierte Verfahren entwickelt
worden, die besonders zur Verdu¨nnung von Handschrift geeignet sind und sich daran
orientieren, wie der Mensch Schrift skelettiert [Bar88, Cho92]. Das perzeptionsori-
entierte Vorgehen besteht darin, dass die Schriftlinien Stroke fu¨r Stroke verfolgt und
skelettiert werden, sodass das Schriftskelett im Gegensatz zu den iterativen Verfahren
in einem Durchgang ermittelt werden kann.
Das Skelettierung durch Linienverfolgung Verfahren basiert auf zwei Zeigern PL,
PR, die entlang der linken bzw. rechten Kante des Schriftzuges verschoben werden und
einem Fenster flexibler Gro¨ße, das die beiden durch die Zeiger referenzierten Punkte
umfasst. Die Verfolgung einer Linie wird erreicht, indem ausgehend von einer initialen
Position die Zeiger schrittweise den Kanten des Schriftzuges folgen. Endpunkte oder
Kreuzungspunkte der Linie ko¨nnen anhand des durch PL und PR aufgespannten Fen-
sters detektiert werden. Wird ein Kreuzungspunkt festgestellt, so wird das Verfahren
rekursiv auf die entsprechenden Verzweigungen angewandt. Die resultierende Skelett-
linie ist definiert durch die Verbindungslinie der Mittelpunkte aufeinanderfolgender
Fenster. Abbildung 3.6 veranschaulicht das vorgestellte Verfahren.
Konturverfolgung
In einigen Systemen wird vor der Weiterverarbeitung von der bildhaften Repra¨senta-
tion abgesehen und stattdessen eine kompaktere Darstellung in Form von Kettenco-
des gewa¨hlt, die durch Konturverfolgungsverfahren ermittelt werden ko¨nnen [Kim97,
Mad99b]. Die Schriftkontur ist dabei definiert als die Menge aller Schriftpixel, die
mindestens einen Nachbarn im Hintergrund haben.
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PL
RP
Abbildung 3.6: Skelettierung durch Linienverfolgung [Bar88]
Der Ausgangspunkt der Verfahren zur Konturverfolgung ist das binarisierte Schrift-
bild. Der erste Schritt besteht nun darin, einen initialen Konturpunkt zu finden, der
als Anfangspunkt fu¨r die Konturverfolgung dient. Anschließend wird von diesem An-
fangspunkt ausgehend die Schriftkontur in einer definierten Richtung (Uhrzeigersinn
oder Gegenuhrzeigersinn) verfolgt, bis man wieder am Anfangspunkt angelangt ist.
Man erha¨lt somit eine Sequenz von Einzelschritten, wobei jeder Schritt in eine von
acht Richtungen geht4. Werden die Richtungen durch die Zahlen 0, 1, . . . , 7 beschrie-
ben, so kann die Kontur der Schrift durch eine Zahlenfolge, dem sogenannten Ketten-
code, dargestellt werden:
r1, r2, . . . , rN mit 0 ≤ ri ≤ 7 .
Werden zusa¨tzlich die absoluten Koordinaten beispielsweise des Anfangspunktes
angegeben, so ist neben der Kontur der Schrift auch ihre Lage eindeutig spezifi-
ziert [Kle92].
Rauschunterdru¨ckung
Durch die Bildaufnahme, Binarisierung und Normalisierung der Schrift kann es zum
Auftreten von Sto¨rpixeln in den Bildern kommen. Um diese Sto¨rungen in den Bildern
zu eliminieren, werden Verfahren zur Rauschunterdru¨ckung eingesetzt. Eine verbrei-
tete Methode zur Gla¨ttung des Bildes ist beispielsweise die Faltung mit einer Gauß-
funktion [Sen92]:
g(x, y) = e−a
2x2−b2y2 .
Die Gaußfunktion hat die gewu¨nschte Eigenschaft, dass ihre Fouriertransformierte
wiederum eine Gaußfunktion ist, und somit die Amplitudenda¨mpfung des Signals
4Hier wird eine Achter-Nachbarschaft der Pixel angenommen. Pixel ko¨nnen damit horizontal, vertikal
oder diagonal benachbart sein. Im Gegensatz dazu gelten die Pixel bei einer Vierer-Nachbarschaft
als benachbart, wenn die Pixel horizontal oder vertikal aneinander angrenzen.
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mit der Frequenz monoton zunimmt. Im diskreten la¨sst sich die Gaußfunktion durch
die Binomialverteilung approximieren, die sich im eindimensionalen Fall anhand des
Pascal’schen Dreiecks darstellen la¨sst. Aufgrund der Separierbarkeitseigenschaft der
Gaußfunktion ergibt sich die zweidimensionale Faltungsmaske aus der Multiplikation
der eindimensionalen Binomialmasken in x bzw. y-Richtung. Die 3 × 3 Gauß- bzw.
Binomialmaske ergibt sich damit zu:
1
4
( 1 2 1 ) · 1
4
 12
1
 = 1
16
 1 2 12 4 2
1 2 1
 .
Lineare Filter, wie z.B. der Gaußfilter, sind zur Rauschunterdru¨ckung geeignet, wenn
davon ausgegangen werden kann, dass die Bildpunkte zwar fehlerhafte, aber dennoch
brauchbare Informationen tragen. Weist das Bild jedoch bina¨res Rauschen auf, bei dem
die Grauwerte einzelner Pixel vo¨llig vera¨ndert sind, so ist der Medianfilter besser zur
Unterdru¨ckung der “Ausreißerpixel” geeignet.
Mit dem Medianfilter, der zur Klasse der Rangordnungsfilter geho¨rt, wird eine Sor-
tierung der Grauwerte innerhalb der Maske vorgenommen und anschließend der mitt-
lere Wert (Median) selektiert. Der Zentralpixel der Maske wird dann durch den Medi-
an ersetzt. Bei einem Medianfilter mit der Maskengro¨ße 3 × 3 ko¨nnen somit einzelne
Ausreißerpixel wirkungsvoll eliminiert werden, wa¨hrend konstante Nachbarschaften
und Kanten unbeeinflusst bleiben. In Abbildung 3.7 ist die Medianfilterung einer durch
einen “Ausreißer” gesto¨rten Bildkante dargestellt.
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Abbildung 3.7: Anwendung des 3 × 3 Medianfilters auf einen Bildausschnitt. Links
ist die Ausgangsmaske dargestellt, in der Mitte die sortierte Liste der
Grauwerte, rechts das Ergebnis.
Bei der Normalisierung der Schrift anhand binarisierter Bilder tritt außerdem oft-
mals ein “Zerfasern” der Schriftkontur auf. Um diese Artefakte zu unterdru¨cken und
eine glatte Kontur wiederherzustellen, werden beispielsweise in [Che94] morphologi-
sche Operatoren eingesetzt. Diese Operatoren basieren a¨hnlich wie die schon ange-
sprochene Skelettierung auf Hit-Miss-Masken. Weisen die Schriftpixel des Ausgangs-
bilds I den Wert Eins auf, die Hintergrundpixel den Wert Null, so kann mit der Hit-
Miss-Maske M , mit
M =
 1 1 11 1 1
1 1 1
 ,
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durch die folgende Transformation eine Erosion der Schriftkontur durchgefu¨hrt wer-
den [Ja¨h97]:
I ′x,y = I 	M =
1∧
k=−1
1∧
l=−1
Ix+k,y+l ∧Mk,l .
Bei der Erosion wird ein Pixel nur gesetzt, wenn im Ausgangsbild der Zentralpixel und
alle benachbarten Pixel gesetzt sind. Die Schriftkontur wird somit um die Randpixel
verdu¨nnt, zudem verschwinden Bereiche, die kleiner als die Maske sind, vo¨llig.
Die zur Erosion duale Operation ist die Dilatation. Bei der Dilatation wird die
Schrift ausgedehnt und kleine Lo¨cher oder Spru¨nge werden gefu¨llt:
I ′x,y = I ⊕M =
1∨
k=−1
1∨
l=−1
Ix+k,y+l ∧Mk,l .
Um einerseits Konturen zu gla¨tten, andererseits aber die Strichdicke zu erhalten, wird
oftmals eine Kombination aus Erosion und Dilatation eingesetzt. Diese Operatoren
sich nicht kommutativ. Wird erst die Erosion und dann die Dilatation ausgefu¨hrt, so
spricht man von einem Opening. Bei einem Closing werden die Operationen dagegen
in der umgekehrten Reihenfolge ausgefu¨hrt:
Opening: (I 	M)⊕M
Closing: (I ⊕M)	M
In den Arbeiten [Kim97, Kim99] wird die Gla¨ttung der Schriftkontur anhand
des Kettencodes vorgenommen. Dazu wird u¨ber den Kettencode, also der Sequenz
der Konturrichtungen, ein Fenster geschoben, das jeweils drei aufeinanderfolgende
Kettencode-Eintra¨ge umfasst. Auf Basis dieser drei Richtungswerte wird dann mit
Hilfe einer Reihe von Heuristiken eine Gla¨ttung durchgefu¨hrt, indem einzelne Kom-
ponenten weggelassen oder modifiziert werden.
Ermittlung von Referenzlinien
Die Schriftnormalisierung, d.h. insbesondere die Korrektur von Schriftorientierung
und -gro¨ße basiert bei einer Vielzahl von Systemen zur Handschrifterkennung auf der
Ermittlung von Referenzlinien der Schrift. Diese Linien leiten sich aus dem fu¨r die
Lateinschrift charakteristischen Vier-Linien-Schema ab, das die Schrift in die drei Zo-
nen der Oberla¨ngen, Mittella¨ngen und Unterla¨ngen einteilt (Abbildung 3.8). Außer fu¨r
die Schriftnormalisierung ist die Referenzlinienscha¨tzung ha¨ufig auch fu¨r die spa¨te-
re Merkmalsextraktion erforderlich. So ko¨nnen Raumrelationen der Merkmale zu den
Referenzlinien ermittelt werden, wodurch die Komplexita¨t der Klassifikationsaufgabe
deutlich verringert wird [Cai00].
Die Verfahren, die zur Berechnung der Referenzlinien eingesetzt werden, lassen sich
in zwei Gruppen einteilen: Histogrammbasierte Methoden einerseits und Verfahren,
die auf der Approximation von Geraden an die Schriftkontur beruhen, andererseits.
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Abbildung 3.8: Vier-Linien-Schema der Schrift.
Die Idee der histogrammbasierten Methoden ist die Ausnutzung der charakteristi-
schen Form der Dichtefunktion der y-Koordinaten der Schrifttrajektorie. Diese Dichte
weist bei horizontal ausgerichteter Schrift zwischen der Schriftgrundlinie und der Mit-
tellinie ein hohes Plateau auf, wa¨hrend die Dichte im Ober- und Unterla¨ngenbereich
im Vergleich dazu deutlich geringer ist. Die Dichtefunktion wird durch das horizon-
tale Projektionshistogramm beschrieben, in dem fu¨r jede Zeile des Bildes die relative
Ha¨ufigkeit der Schriftpixel aufgetragen ist (siehe Abbildung 3.9).
Um das Plateau im Histogramm zu lokalisieren besteht eine Mo¨glichkeit in der An-
wendung eines Schwellwerts auf die relativen Ha¨ufigkeiten des Histogramms, sodass
die Zeilen zur Mittelzone zugeschlagen werden, deren Histogrammeintrag gro¨ßer als
der Schwellwert ist. In [Boz89] wird dieser Schwellwert mit Hilfe von Heuristiken
bestimmt. Es ist jedoch auch mo¨glich, ohne Heuristiken auszukommen, indem das va-
rianzminimierende Verfahren, das urspru¨nglich zur Binarisierung von Grauwertbildern
vorgeschlagen wurde (Gleichung 3.4), fu¨r die Berechnung des Schwellwerts eingesetzt
wird. Dieses Verfahren bestimmt anhand einer bimodalen Verteilung einen Schwell-
wert, sodass die beiden Moden optimal (im Sinne minimaler Varianz) separiert werden
ko¨nnen. In diesem Fall wird nun nicht die Grauwertverteilung, sondern die Verteilung
der Anzahl der Schriftpixel pro Bildzeile zugrundegelegt [Vin00].
Eine weitere Mo¨glichkeit zur Detektion des Plateaus ist die Verwendung der er-
sten Ableitung des Histogramms [Bun95, Cai00]. Die erste Ableitung, d.h. die lokale
¨Anderung der relativen Ha¨ufigkeiten, besitzt bei einem idealisierten Histogramm am
¨Ubergang von der Ober- zur Mittelzone ein globales Maximum und am ¨Ubergang von
der Mittel- zur Unterzone ein globales Minimum, sodass die Mittelzone und damit die
Schriftgrundlinie und Mittelinie leicht zu identifizieren sind.
Ein Nachteil der histogrammbasierten Methoden zur Referenzlinienscha¨tzung ist
allerdings, dass sie nur bei horizontal ausgerichteter Schrift anwendbar sind. Ist dies
nicht der Fall, weist das Projektionshistogramm nicht das charakteristische Profil auf,
sodass die Mittelzone weder durch Anwendung von Schwellwerten auf die relativen
Ha¨ufigkeiten direkt noch durch Verwendung der ersten Ableitung bestimmt werden
kann. Eine weitere Schwierigkeit entsteht beim Auftreten la¨ngerer horizontaler Linien
im Bereich der Ober- bzw. Unterla¨ngen, da sie im Projektionshistogramm hohe Aus-
schla¨ge verursachen, welches somit deutlich von der Idealform abweicht.
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Abbildung 3.9: Horizontales Projektionshistogramm der Schrift.
Ein alternatives Verfahren zur Referenzlinienscha¨tzung ist die Anpassung von Gera-
den an die Schriftkontur. Diese Methode basiert auf der Beobachtung, dass die lokalen
vertikalen Extrempunkte der Schriftkontur in der Regel auf Ho¨he der Referenzlinien
der Schrift liegen. Betrachtet man beispielsweise nur Kleinbuchstaben ohne Ober- und
Unterla¨ngen, so ergibt sich die Schriftgrundlinie aus den lokalen Minima und die Mit-
tellinie aus den lokalen Maxima der Schriftkontur. Dementsprechend liegt die obere
Begrenzungslinie in Ho¨he der Maxima der Oberla¨ngen und die untere Begrenzungsli-
nie in Ho¨he der Minima der Unterla¨ngen. Zur Ermittlung der Referenzlinien mu¨ssen
daher zuerst die entsprechenden lokalen Extremstellen gefunden werden, sodass dar-
aufhin die Referenzlinien als Ausgleichsgeraden durch die Extrempunkte berechnet
werden ko¨nnen (siehe Abbildung 3.10).
Ein ha¨ufig eingesetztes Verfahren zur Berechnung von Ausgleichsgeraden ist die
lineare Regression. Dabei wird die vertikale Komponente der Referenzlinie als nor-
malverteilte Zufallsgro¨ße Y mit dem Erwartungswert
E(Y ) = a+ bx (3.13)
angenommen, wobei x die horizontale Komponente der Referenzlinie bezeichnet. Die
Zufallsgro¨ße Y ha¨ngt nach obiger Beziehung 3.13 also im Mittel linear von dem festen
x-Wert ab [Bro01]. Die unbekannten Parameter a und b ko¨nnen durch Minimierung des
quadratischen Fehlers anhand der Stu¨tzpunkte (xi, yi) bestimmt werden.
n∑
i=1
[yi − (a+ bxi)]2 = min! (3.14)
Fu¨r die Geradenparameter erha¨lt man daraus die Scha¨tzwerte:
bˆ =
n∑
i=1
(xi − x¯)(yi − y¯)
n∑
i=1
(xi − x¯)2
, aˆ = y¯ − bˆx¯ (3.15)
mit
x¯ =
1
n
n∑
i=1
xi , y¯ =
1
n
n∑
i=1
yi. (3.16)
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Abbildung 3.10: Approximation einer Geraden an die Schriftgrundlinie. Die Punkte
stellen die verwendeten lokalen Minima der Schriftkontur dar.
Entscheidend fu¨r die Gu¨te der Approximation ist dabei die Zuordnung der extra-
hierten Stu¨tzpunkte zu den zu scha¨tzenden Referenzlinien. So sollten z.B. die Minima,
die Unterla¨ngen oder Sto¨rpixeln zuzurechnen sind, von der Berechnung der Schrift-
grundlinie ausgeschlossen werden. Diese Zuordnung ist jedoch bei uneingeschra¨nkter,
nicht notwendigerweise horizontal ausgerichteter Schrift in der Regel nicht mit Hil-
fe einfacher Abstandsbetrachtungen durchfu¨hrbar. Aus diesem Grund wird ha¨ufig ein
zweistufiges Vorgehen favorisiert, bei dem im ersten Schritt eine grobe Scha¨tzung der
jeweiligen Referenzlinie vorgenommen wird, die dann im zweiten Schritt durch die
Elimination von “Ausreißerpunkten” entsprechend verfeinert wird [Sen98].
In [Ari02] wird eine Variante dieses Verfahrens beschrieben, bei dem die “Ausrei-
ßer” nicht eliminiert werden, sondern mit einem geringeren Gewicht in die Minimie-
rung des quadratischen Abstands eingehen.
n∑
i=1
[yi − (a+ bxi)]2
µ2i
= min! (3.17)
Das Gewicht µi basiert dabei auf dem mittleren Winkel, den die Verbindungsgera-
den des lokalen Minimums (Maximums) (xi, yi) und allen anderen Minima (Maxima)
(xj, yj), j 6= i mit der Horizontalen einschließen. Diesem Ansatz liegt die Idee zu-
grunde, dass der mittlere Winkel an einem “Ausreißerpunkt” deutlich gro¨ßer ist als
der mittlere Winkel an den u¨brigen Punkten, sodass bei einem “Ausreißerpunkt” der
entsprechende Term zu der gewichteten Summe 3.17 weniger beitra¨gt.
Eine weitere Mo¨glichkeit um zu verhindern, dass sich “Ausreißerpunkte” stark auf
die Berechnung der Ausgleichsgeraden auswirken, wird in [Sch97] vorgeschlagen. Da-
bei wird die Minimierung des quadratischen Fehlers durch die Minimierung des Ab-
solutbetrags des Fehlers ersetzt:
n∑
i=1
|yi − (a+ bxi)| = min! (3.18)
¨Ublicherweise wird bei der Referenzlinienscha¨tzung davon ausgegangen, dass die
Linien jeweils als Gerade approximiert werden ko¨nnen, die global auf dem gesamten
Schriftabschnitt berechnet wird. Diese Annahme gilt jedoch nur bei kurzen Schriftab-
schnitten, die ein einzelnes Wort umfassen. Entha¨lt der Schriftabschnitt dagegen meh-
rere Wo¨rter, die in unterschiedlichen Orientierungen und/oder mit einem vertikalen
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Versatz zueinander geschrieben wurden, so ist eine lokale Bestimmung der Referenz-
linien erforderlich.
Ein Beispiel fu¨r ein lokales Verfahren zur Referenzlinienscha¨tzung wird in
[Mad99a] vorgestellt, das als Vorverarbeitungsschritt in einem System zur Erkennung
von Straßennamen eingesetzt wird. Bei diesem Verfahren wird die Basislinie des ge-
samten Schriftabschnitts stu¨ckweise durch Geraden approximiert, die jeweils auf Basis
der lokalen Konturminima durch linearer Regression berechnet werden. Die Entschei-
dung, welche Konturminima in die Berechnung der lokalen Basislinie eingehen, wird
anhand des Gestaltgesetzes der “guten Fortsetzung” vorgenommen.
Korrektur der Schriftorientierung
Die Schriftorientierung ist definiert als der Winkel zwischen der Schriftgrundlinie und
der Horizontalen. Da die Schriftorientierung bei unterschiedlichen Schreibern oftmals
stark variieren kann, insbesonders wenn keine vorgedruckten Referenzlinien vorhan-
den sind, kommt der Korrektur der Schriftorientierung gerade bei Systemen zur schrei-
berunabha¨ngigen Handschrifterkennung eine hohe Bedeutung zu.
Oftmals basiert die Orientierungskorrektur auf den im Vorhinein gescha¨tzten Refe-
renzlinien der Schrift [Bro83, Sen92, Sen98]. Zur Bestimmung der Schriftgrundlinie
eignen sich hier vor allem die Verfahren, die auf der Approximation von Geraden an
die lokalen vertikalen Minima der Schriftkontur beruhen. Diese Verfahren gestatten
es im Gegensatz zu den histogrammbasierten Methoden, die Referenzlinien auch bei
nicht horizontal orientierter Schrift in einem Schritt zu approximieren (siehe vorheriger
Abschnitt). Ist der Steigungswinkel der approximierten Schriftgrundlinie schließlich
ermittelt, so wird durch Rotation des Schriftbildes die Grundlinie horizontal ausge-
richtet.
Die Verfahren, die die Referenzlinien im Gegensatz dazu anhand des Schrifthisto-
gramms scha¨tzen, basieren auf der Detektion bestimmter Eigenschaften des horizon-
talen Projektionshistogramms, wie z.B. einem ausgepra¨gten Plateau im Bereich der
Schriftmittelzone, die bei horizontal ausgerichteter Schrift auftreten. Um die histo-
grammbasierten Methoden zur Korrektur der Schriftorientierung einsetzen zu ko¨nnen,
ist es daher notwendig, das Schriftbild schrittweise zu rotieren und das resultierende
Histogramm nach jedem Rotationsschritt auf das Auftreten des entsprechenden Histo-
Abbildung 3.11: Korrektur der Schriftorientierung durch Scha¨tzung der Schriftgrund-
linie.
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grammmerkmals zu u¨berpru¨fen. Derjenige Rotationswinkel, unter dem das Merkmal
am sta¨rksten ausgepra¨gt ist, wird dann als die Schriftorientierung angenommen.
In [Coˆt98] ist ein Verfahren zur Scha¨tzung der Schriftorientierung beschrieben, das
die Entropie als Maß fu¨r die “Kompaktheit” des horizontalen Projektionshistogramms
verwendet. Die Entropie ist folgendermaßen definiert:
E = −∑
i
pi log pi (3.19)
Hierbei bezeichnet pi die relative Ha¨ufigkeit des Auftretens eines Schriftpixels in der
i-ten Zeile des Schriftbildes. Der Grundgedanke des Verfahrens ist, dass horizontal
ausgerichtete Schrift durch ein kompaktes Plateau im Projektionshistogramm gekenn-
zeichnet ist, das somit eine geringere Entropie aufweist als eher gleichverteilte Histo-
grammeintra¨ge beliebig ausgerichteter Schrift. Um die Schriftorientierung zu bestim-
men, wird nun das Schriftbild schrittweise rotiert und fu¨r jeden Rotationswinkel die
Entropie anhand des Projektionshistogramms berechnet. Der Rotationswinkel, der zu
minimaler Entropie fu¨hrt, wird dann als Scha¨tzwert fu¨r die Schriftorientierung ange-
nommen (siehe Abbildung 3.12).
In [Cai00] wird ein a¨hnliches Verfahren vorgestellt, das ebenfalls auf dem horizonta-
len Projektionshistogramm des Schriftbildes beruht. Hier wird als Merkmal der Betrag
der ersten Ableitung des gegla¨tteten Histogramms verwendet. Analog zu obigem Ver-
fahren wird angenommen, dass der Rotationswinkel, der den maximalen Betrag der
ersten Ableitung hervorgerufen hat, der Orientierung der Schrift entspricht.
Korrektur der Schriftgro¨ße
Ein weiterer Vorverarbeitungsschritt, der ha¨ufig vorgenommen wird, betrifft die Nor-
malisierung der Schriftgro¨ße. Dabei wird i.d.R. die Schrift sowohl in vertikaler als
auch in horizontaler Richtung skaliert [Cai00, Mar00b].
Die Grundlage fu¨r die Skalierung in vertikaler Richtung bilden u¨blicherweise die
Referenzlinien der Schrift. Anhand des Abstands zwischen der Basislinie und der Mit-
tellinie wird die Korpusho¨he der Schrift gescha¨tzt, also die vertikale Ausdehnung von
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Abbildung 3.12: Korrektur der Schriftorientierung durch iterative Rotation und Be-
rechnung der Entropie des Histogramms.
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α
Abbildung 3.13: Neigungswinkels α der Schrift.
Buchstaben ohne Ober- bzw. Unterla¨nge [Cai00]. Die gescha¨tzte Korpusho¨he wird
dann auf einen vorgegebenen Wert normiert, der beispielsweise aus der Mittelung u¨ber
die Trainingsstichprobe hervorgegangen sein kann [Mar00b].
Die Skalierung in horizontaler Richtung basiert auf der gescha¨tzten Buchstaben-
breite. Als Maß wird hierfu¨r oftmals das Verha¨ltnis der mittleren Anzahl von schwarz-
weiß (Schrift-Hintergrund) ¨Uberga¨ngen in der Mittelzone der Schrift zur Breite der
Bounding Box der Schrift verwandt [Mar00b]. Neben der Anzahl der schwarz-weiß
¨Uberga¨nge kann die Skalierung beispielsweise auch auf der Anzahl der lokalen Mini-
ma der Schriftkontur basieren [Mad99b].
Korrektur der Schriftneigung
Die Schriftneigung ist definiert als der mittlere Winkel, den die eher vertikal verlau-
fenden Schriftabschnitte mit dem Lot einschließen (siehe Abbildung 3.13). Da dieser
Winkel zwischen unterschiedlichen Schreibern stark variieren kann, wird i.d.R. eine
Normierung ausgefu¨hrt, sodass die Schrift anschließend einen Neigungswinkel von
Null Grad aufweist, also senkrecht ausgerichtet ist. Die Normierung wird dabei durch
eine Transformation vorgenommen, die einer Scherung des Bildes entspricht. Mit dem
Neigungswinkel α und den Bildkoordinaten x und y ist die Scherung folgendermaßen
definiert:
x′ = x− y tanα
y′ = y (3.20)
Ha¨ufig wird zur Bestimmung des Neigungswinkels in zwei Schritten vorgegan-
gen [Mar00a, Boz89, Kim97]: Da der Neigungswinkel definiert ist als der Winkel
zwischen den anna¨hernd vertikalen Segmenten des Schriftzuges und dem Lot, besteht
der erste Schritt in der Extraktion dieser Segmente aus dem Schriftbild. Im zweiten
Schritt wird dann anhand der extrahierten Bildbereiche der Neigungswinkel bestimmt.
Dieses zweistufige Vorgehen wird beispielsweise in [Boz89] befolgt (siehe Abbil-
dung 3.14). Dabei werden zuerst horizontale Streifen aus dem binarisierten Schriftbild
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ausmaskiert, die la¨ngere zusammenha¨ngende horizontale Schriftbereiche aufweisen.
Anschließend werden die u¨brigen Streifen dann vertikal in Abschnitte aufgeteilt, an-
hand deren jeweils zwei Schwerpunkte berechnet werden – einer bzgl. der oberen Ha¨lf-
te und einer bzgl. der unteren Ha¨lfte des Abschnitts. Die Steigung der Verbindungslinie
der beiden Schwerpunkte definiert dann den Neigungswinkel des entsprechenden Ab-
schnitts. Die resultierende Neigung des gesamten Schriftbildes ergibt sich schließlich
aus der Mittelung u¨ber die Neigungswinkel aller Abschnitte.
Eine einfache Mo¨glichkeit zur Berechnung des Neigungswinkel anhand einer
Kettencode-Repra¨sentation der Schrift ergibt sich aus der Verwendung des Histo-
gramms der Kettencode-Richtungen (siehe u.a. [Din00]). Mit der Bezeichnung ni fu¨r
die Anzahl der Kettencode-Elemente der Richtung i × 45◦, i = 0, . . . , 3, gema¨ß Ab-
bildung 3.15 ergibt sich der mittlere Neigungswinkel durch
α = arctan
n1 − n3
n1 + n2 + n3
. (3.21)
Mit Hilfe der obigen Formel la¨sst sich eine hinreichend genaue Scha¨tzung des Nei-
gungswinkels im Bereich −45◦, . . . ,+45◦ durchfu¨hren. In [Din00] wurde daru¨berhin-
aus gezeigt, dass sich durch Verwendung einer verfeinerten Richtungsauflo¨sung die
Genauigkeit der Scha¨tzung weiter verbessern la¨sst.
Eine Neigungskorrektur auf Basis eines Histogramms wird auch in [Sen98] vorge-
schlagen. Hierbei wird ein Kantenfilter, in diesem Fall der Canny-Operator, auf das
Intensita¨tsbild angewandt. Damit wird den Kantenpixeln jeweils eine Gradientenrich-
tung zugewiesen, die fu¨r das gesamte Bild in einem Richtungshistogramm akkumu-
liert werden. Anhand derjenigen Gradientenrichtung, die dem globalen Maximum des
Richtungshistogramms entspricht, wird dann der Neigungswinkel ermittelt.
Eine weitere Mo¨glichkeit zur Neigungskorrektur besteht in der Anwendung iterati-
ver Projektionsmethoden [Bus97, Vin00, Kav02]. Das Vorgehen ist dabei mit der auf
Seite 42 beschriebenen Orientierungskorrektur vergleichbar, wobei hier jedoch anstatt
der horizontalen Projektion die vertikale Projektion verwendet wird. Die Grundan-
nahme dieser Verfahren ist, dass das vertikale Projektionshistogramm bei neigungs-
(a) (b) (c)
Abbildung 3.14: Bestimmung des Neigungswinkels nach [Boz89]. Ausgangsbild (a),
Ausmaskierung von Streifen, die horizontale Anteile des Schriftzuges
enthalten (b) und Verbindungsgeraden der Abschnittsschwerpunkte
(c).
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Abbildung 3.15: Bestimmung des Neigungswinkels anhand des Kettencodes [Din00].
korrigierter Schrift besonders ausgepra¨gte Merkmale aufweist, sodass durch iterative
Scherung des Bildes mittels gradueller ¨Anderung des Scherwinkels der optimale Nei-
gungswinkel der Schrift ermittelt werden kann.
Das in [Bus97] vorgestellte Verfahren basiert beispielsweise auf der Beobachtung,
dass das vertikale Projektionshistogramm bei neigungskorrigierter Schrift maximal
kompakt ist und somit minimale Entropie
E = −∑
i
pi log pi
aufweist, wobei in obiger Formel pi den Histogrammeintrag fu¨r die Bildspalte i be-
zeichnet. Derjenige Scherwinkel, der zu minimaler Entropie des korrespondierenden
Histogramms fu¨hrt, wird somit als optimaler Neigungswinkel angenommen.
3.3.2 Online Systeme
In diesem Abschnitt werden die Verfahren zur Signalvorverarbeitung vorgestellt, die
in Systemen zur online Handschrifterkennung eingesetzt werden. Im Gegensatz zum
offline Bereich liegt hier keine bildhafte Information vor, sondern der Schriftzug wird
durch die Stifttrajektorie in Form einer zeitlich geordneten Sequenz von Koordinaten-
punkten repra¨sentiert.
. . . , (tk,xk), (tk+1,xk+1), . . . tk < tk+1 (3.22)
Hierbei bezeichnet tk den Zeitpunkt der Abtastung und xk den Vektor der aufgenom-
men Daten. Der Vektor xk entha¨lt die Stiftkoordinaten xk und yk und gegebenenfalls
weitere Daten, wie z.B. den Anpressdruck oder die Stiftneigung.
xk =
(
xk
yk
)
(3.23)
Die Vorverarbeitung der Stifttrajektorie gliedert sich a¨hnlich wie im offline Bereich
in die beiden Phasen Rauschunterdru¨ckung und Schriftnormalisierung. Um etwaige
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Sto¨rungen in den Daten zu reduzieren, die z.B. durch die Digitalisierung hervorgerufen
wurden, wird neben der Elimination von “Ausreißerpunkten” ha¨ufig eine Interpolation
und Gla¨ttung der Trajektorie vorgenommen. In der zweiten Vorverarbeitungsphase
wird die extrahierte Handschrift normalisiert, um die schreiber- und situationsspezi-
fische Variabilita¨t der Schrift zu kompensieren. So wird ha¨ufig sowohl die Schreibge-
schwindigkeit, als auch die Neigung, Orientierung und Skalierung der Schrift durch
geeignete Verfahren korrigiert.
Elimination von “Ausreißerpunkten”
Die “Ausreißer” sind Punkte der Trajektorie, die nicht durch die Stiftbewegungen
sondern durch Sto¨rungen erzeugt wurden. Diese ko¨nnen einerseits durch fehlerhaft
arbeitende Hardware hervorgerufen werden oder andererseits speziell bei drucksen-
sitiven Digitalisiertabletts dadurch verursacht werden, dass ein Finger auf die Ein-
gabefla¨che dru¨ckt. Die fehlerhaft aufgenommenen Punkte rufen in der Regel hohe
Geschwindigkeits- und Beschleunigungsvariationen im Signal hervor, sodass Aus-
reißer mit Hilfe von Schwellwerten detektiert werden ko¨nnen, die sich an den ma-
ximal erreichbaren Beschleunigungen bei natu¨rlichen Schreibbewegungen orientie-
ren [Tap90][Gue93].
Interpolation
Neben dem Auftreten von “Ausreißern” kann bei der Signalaufnahme auch der Fall
eintreten, dass z.B. durch einen zu geringen Anpressdruck des Stifts nicht alle Punkte
des Schriftzuges vom Digitalisiertablett aufgenommen werden. In diesem Fall weisen
zeitlich benachbarte Trajektorienpunkte einen großen ra¨umlichen Abstand auf. Dieser
Effekt tritt auch auf, wenn Digitalisiertabletts eingesetzt werden, die die Stiftposition
in pen-up Phasen nicht detektieren ko¨nnen oder wenn die Schreibgeschwindigkeit im
Verha¨ltnis zur Abtastrate des Aufnahmegera¨ts sehr hoch ist. Um Lu¨cken in den Tra-
jektoriendaten zu schließen, ko¨nnen mit Hilfe von Interpolationsverfahren Zwischen-
punkte berechnet werden, die auf einer Kurve liegen, die durch die aufgenommenen
Datenpunkte verla¨uft.
Die einfachste Mo¨glichkeit zur Berechnung von Zwischenpunkten stellt die lineare
Interpolation dar. Dabei werden zwei benachbarte Datenpunkte xk und xk+1 durch
eine Gerade miteinander verbunden.
p(t) = xk +
xk+1 − xk
tk+1 − tk (t− tk) (3.24)
Die Position eines Zwischenpunktes xs = p(ts), mit tk ≤ ts ≤ tk+1, ist daher
nur abha¨ngig von seinen beiden unmittelbar benachbarten Punkten. In [Sch95a] wird
die lineare Interpolation beispielsweise eingesetzt, um die Trajektorie wa¨hrend einer
pen-up Phase zu berechnen.
Vielfach ist es jedoch wu¨nschenswert, einen gro¨ßeren Kontext als nur zwei Nach-
barpunkte zur Interpolation zu verwenden. Dies fu¨hrt dann zur Interpolation durch
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Polynome. Werden dabei n Datenpunkte herangezogen, so besitzt das Interpolations-
polynom den Grad n− 1. Zur Ermittlung des Interpolationspolynoms p(t) eignet sich
z.B. das Neville-Schema, das mittels Rekursion die Berechnung des Interpolationspo-
lynoms vom Grad n auf den Grad n− 1 zuru¨ckfu¨hrt.
Bezeichne pk+nk (t) das Polynom n-ten Grades, das die Daten (ti,xi), i =
k, k + 1, . . . , k + n interpoliert. Dann gilt folgende Rekursion [Opf94]:
pkk(t) = xk (3.25)
pk+nk (t) =
(t− tk)pk+nk+1 (t)− (t− tk+n)pk+n−1k (t)
tk+n − tk (3.26)
Nach kurzer Umformung von 3.26 wird deutlich, dass sich fu¨r n = 1 der Spezialfall
der linearen Interpolation ergibt.
Die Erho¨hung des Polynomgrades mit der Anzahl der Datenpunkte, die zur Inter-
polation herangezogen werden, fu¨hrt jedoch dazu, dass die Interpolationskurve außer-
halb der Punkte xk stark von den Daten abweicht. Eine Lo¨sung dieses Problems liegt
in der stu¨ckweisen Interpolation, indem fu¨r jedes Teilintervall [tk, tk+1] ein Polynom
berechnet wird und diese zur Interpolationsfunktion g(t) zusammengesetzt werden.
Stellt man daru¨berhinaus Glattheitsbedingungen an g(t), so fu¨hrt dies zum Konzept
des Splines.
Ein Spline ist eine aus Polynomen stu¨ckweise zusammengesetzte Funktion, die an
den Intervallgrenzen tk, den sogenannten Knotenpunkten, bestimmten Glattheitsbedin-
gungen genu¨gen muss. Bei den u¨blicherweise verwendeten Polynomen dritten Grades
ist der kubische Interpolationsspline g(t) demnach eindeutig durch folgende Eigen-
schaften festgelegt [Bro01]:
1. g(t) durchla¨uft die Datenpunkte, d.h. g(tk) = xk (Interpolationsbedingung).
2. g(t) ist in jedem Teilintervall [tk, tk+1] ein Polynom vom Grad ≤ 3.
3. g(t) und seine ersten beiden Ableitungen sind stetig im gesamten Intervall
[t1, tN ]
4. g(t) erfu¨llt vorgegebene Randbedingungen bei t1 und tN . Wa¨hlt man beispiels-
weise g′′(t1) = g′′(tN) = 0, so erha¨lt man einen natu¨rlichen Spline.
Es la¨sst sich zeigen, dass der natu¨rliche Interpolationsspline g(t), der den obigen An-
forderungen genu¨gt, unter allen zweimal stetig differenzierbaren Funktionen f(t) die
minimale Gesamtkru¨mmung hat. Da die Kru¨mmung einer Kurve in erster Na¨herung
proportional zur zweiten Ableitung ist, gilt:∫ tN
t1
[g′′(t)]2dt ≤
∫ tN
t1
[f ′′(t)]2dt (3.27)
Die Berechnung des eindeutigen natu¨rlichen Interpolationssplines entspricht daher ex-
akt der Aufgabe, eine Interpolationskurve mit minimaler Kru¨mmung zu finden, die
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Abbildung 3.16: Kubischer Interpolationsspline.
also das Integral der quadrierten zweiten Ableitung minimiert. Na¨heres hierzu la¨sst
sich z.B. in [Gre94] nachlesen.
Zur Berechnung des kubischen Interpolationssplines g(t) wird ha¨ufig folgende Dar-
stellung fu¨r die Polynome der Teilintervalle [tk, tk+1] gewa¨hlt [Bro01]:
g(t) = gk(t) = ak + bk(t− tk) + ck(t− tk)2 + dk(t− tk)3 (k = 1, 2, . . . , N − 1).
(3.28)
Anhand der Interpolationsbedingung und den Glattheitsbedingungen an den inneren
Knoten la¨sst sich nun ein lineares Gleichungssystem aufstellen, mit dessen Hilfe die
Polynomkoeffizienten ak, bk, ck,dk bestimmt werden ko¨nnen. In der Abbildung 3.16
ist der natu¨rliche kubische Interpolationsspline veranschaulicht, der sich aus den dar-
gestellten Datenpunkten ergibt.
Gla¨ttung
Ein weiterer Vorverarbeitungsschritt, der in online Systemen sehr ha¨ufig angewandt
wird, ist die Gla¨ttung der aufgenommenen Stifttrajektorie. Damit soll hochfrequen-
tes Rauschen unterdru¨ckt werden, das z.B. durch Digitalisierungsfehler hervorgerufen
wird und die Handschrift u¨berlagert. Im Gegensatz zur Interpolation wird hier nicht
verlangt, dass die gegla¨ttete Schrifttrajektorie exakt durch die aufgenommenen Daten-
punkte verla¨uft. Es wird vielmehr verlangt, dass die eventuell mit Messfehlern behaf-
teten Daten mo¨glichst glatt durch eine Kurve approximiert werden.
Eine sehr popula¨re weil schnelle Methode zur Gla¨ttung ist das local weighted avera-
ging. Bei diesem Verfahren wird der aktuelle Trajektorienpunkt xk ersetzt durch einen
gewichteten Mittelwert, der in einem Fenster der Gro¨ße 2n+ 1, das um den aktuellen
Punkt zentriert ist, berechnet wird:
x′k =
n∑
j=−n
αjxk+j (3.29)
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Gewichtet man jeden Datenpunkt gleich, so erha¨lt man fu¨r die Gewichte αj:
αj =
1
2n+ 1
∀j : −n ≤ j ≤ n (3.30)
Mit dieser Parameterwahl wird ein Rechteckfilter realisiert, der jedoch kein gu-
tes Gla¨ttungsfilter darstellt. Anhand der Fouriertransformierten der Rechteckfunktion
wird deutlich, dass die Amplitudenda¨mpfung des Signals nicht mit der Frequenz mo-
noton zunimmt, wie es eigentlich erwu¨nscht wa¨re, sondern oszilliert [Ja¨h97].
Ein besseres Gla¨ttungsverhalten kann erreicht werden, wenn die Filterparameter αj
anhand der Gaußverteilung gewa¨hlt werden [Ja¨h97].
αj =
1√
2piσ
e−
j2
2σ2 ∀j : −n ≤ j ≤ n (3.31)
Die Gaußfunktion hat die Eigenschaft, dass ihre Fouriertransformierte wiederum ei-
ne Gaußfunktion ist, sodass die Amplitudenda¨mpfung monoton mit der Frequenz des
Signals ansteigt. Bei entsprechender Wahl der Varianz σ bleiben somit nur die tiefen
Frequenzen erhalten, die dem Handschriftsignal entsprechen, wohingegen ho¨herfre-
quentes Rauschen ausgefiltert wird.
Oftmals wird jedoch auch eine spezielle Wahl der Parameter αj getroffen, um die
Trajektorie einerseits mo¨glichst gut zu gla¨tten, andererseits aber besondere Merkmale
der Kurve, wie z.B. scharfe “Zacken”, zu erhalten. Wu¨rde beispielsweise die Trajekto-
rie eines ’V’ stark gegla¨ttet, so a¨hnelte sie einem ’U’, da anstelle der charakteristischen
Ecke eine mehr oder weniger starke Rundung treten wu¨rde. Dieses Pha¨nomen la¨sst
sich z.B. mit folgender Parametrisierung beru¨cksichtigen [Jae01]:
αj =
{
c
2n+c
if j = k
1
2n+c
otherwise ∀j : −n ≤ j ≤ n c ≥ 1 (3.32)
Je gro¨ßer man hier den Gewichtsparameter c des aktuellen Trajektorienpunkts wa¨hlt,
desto na¨her verla¨uft die Kurve an diesem Punkt und desto besser bleibt eine scharfe
“Zacke” in der Trajektorie erhalten.
Eine weitere Mo¨glichkeit zur Gla¨ttung von Trajektorien besteht in der Approxima-
tion der Datenpunkte durch einen Ausgleichsspline g(t). Da bei der Approximation im
Gegensatz zur Interpolation nicht verlangt wird, dass die Datenpunkte xk exakt durch-
laufen werden, sondern vielmehr eine Balance zwischen einer guten Datenanpassung
und einer ausreichenden Glattheit der Kurve gefordert ist, wird zur Splineberechnung
die Interpolationsforderung ersetzt durch eine Extremwertaufgabe, bei der folgender
Ausdruck bezu¨glich der Funktion g(t) zu minimieren ist [Bro01]:
n∑
k=1
[
xk − g(tk)
σk
]2
+ λ
∫ tn
t1
[g′′(u)]2du = min! (3.33)
Hierbei misst der erste Term den gewichteten Abstand zwischen den Daten und der
Scha¨tzfunktion, wa¨hrend der zweite Term die Gesamtkru¨mmung der Kurve beschreibt.
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Abbildung 3.17: Kubische Ausgleichssplines. Rechts mit gro¨ßerem Gla¨ttungsparame-
ter λ.
Die Parameter σk bezeichnen die Standardabweichungen der Messfehler. Da die Ste-
tigkeitseigenschaften von g(t), g′(t) und g′′(t) wie im Fall der Interpolation weiter-
hin gelten mu¨ssen, entspricht die Minimierung des Ausdrucks 3.33 einer Extrem-
wertaufgabe mit Nebenbedingungen. Die Lo¨sung erfolgt u¨blicherweise mit Hilfe ei-
ner Lagrange-Funktion [Bro01]. Na¨heres zur Berechnung des Ausgleichssplines findet
sich u.a. in [Rei67], [dB78], [Gre94] und [Win98].
Es zeigt sich, dass die optimale Funktion gˆ(t), die den obigen Ausdruck 3.33 mi-
nimiert und somit die Daten optimal approximiert, ein kubischer Ausgleichspline ist.
Weiterhin la¨sst sich zeigen, dass gˆ(t) eindeutig ist [Rei67][Gre94].
Die Glattheit der Spline-Approximation kann dabei durch den Parameter λ vari-
iert werden. Fu¨r λ = 0 erha¨lt man eine Interpolationskurve, die alle Datenpunkte
durchla¨uft, wohingegen fu¨r λ > 0 eine Approximationskurve berechnet wird, die umso
glatter ist, je gro¨ßer man den Wert fu¨r λ wa¨hlt. Fu¨r λ→∞ erha¨lt man als Scha¨tzfunk-
tion eine Ausgleichsgerade. In der Abbildung 3.17 sind zwei kubische Ausgleichsspli-
nes mit unterschiedlichen Parametern λ dargestellt.
Es sei hier nur am Rande erwa¨hnt, dass die Ausgleichsspline a¨hnlich wie in 3.29
auch als gewichteter Mittelwertfilter dargestellt werden kann. Dies liegt an der qua-
dratischen Natur der Extremwertaufgabe 3.33, aus der sich unmittelbar ergibt, dass
die Datenpunkte linear in die Berechnung des optimalen Ausgleichssplines eingehen.
Na¨heres hierzu findet sich in [Gre94].
Ermittlung von Referenzlinien
¨Ahnlich wie im Bereich der offline Handschrifterkennung lassen sich die Verfahren zur
Referenzlinienscha¨tzung auch bei den online arbeitenden Systemen in die Gruppe der
histogrammbasierten Methoden einerseits, und die Gruppe der Verfahren einteilen, die
andererseits auf der Anpassung geometrischer Modelle an die Schriftkontur beruhen.
Die Lokalisation der Mittelzone der Schrift bei den histogrammbasierten Methoden
geschieht durch die Detektion des charakteristischen Plateaus im horizontalen Projek-
tionshistogramm. Im online Bereich erha¨lt man dieses Histogramm, indem die Schrift
mit einem Zeilenraster u¨berlagert wird, und fu¨r jede Zeile die Ha¨ufigkeit, mit der die
50
3.3 Vorverarbeitung
Abbildung 3.18: ¨Uberlagerung der Schrifttrajektorie mit einem Zeilenraster. Rechts ist
das daraus resultierende Projektionshistogramm dargestellt. Dabei ist
auf der x-Achse die Anzahl der Schnittpunkte zwischen Trajektorie
und der jeweiligen Rasterzeile aufgetragen.
Trajektorie die Zeile kreuzt, in einem sogenannten Projektionshistogramm aufgetragen
wird [Bro83] (siehe Abbildung 3.18). Das charakteristische Plateau des Histogramms,
das die Mittelzone der Schrift kennzeichnet, kann dann mit Hilfe eines Schwellwerts
lokalisiert werden, der die minimale Anzahl von Schnittpunkten zwischen Rasterzeile
und Schrifttrajektorie festlegt.
Im u¨berwiegenden Teil der online Systeme werden die Referenzlinien jedoch durch
Approximation von Geraden an die Schriftkontur gescha¨tzt [Sch95a]. Als Stu¨tzpunk-
te dienen dabei die lokalen vertikalen Extrema des Schriftzuges, also die Punkte, an
denen die vertikale Richtungskomponente das Vorzeichen wechselt oder eine pen-up
Phase beginnt.
Im einfachsten Fall ko¨nnen die Referenzlinien als Ausgleichsgeraden durch die
Stu¨tzpunkte mit Hilfe der linearen Regression berechnet werden. Da der entscheidende
Schritt hierbei die Zuordnung der extrahierten Extrema zu der jeweiligen zu scha¨tzen-
den Referenzlinie ist, wird a¨hnlich wie im offline Bereich die Referenzlinienscha¨tzung
in einem zweistufigen Prozess vorgenommen [Gue93, Sch95a]. In [Sch95a] wird bei-
spielsweise im ersten Schritt jeweils eine lineare Regressionsgerade durch alle lokalen
Minima bzw. Maxima berechnet. Anschließend werden die Extrema entfernt, die den
gro¨ßten Abstand zu der jeweiligen Regressionsgerade aufweisen. Mit den u¨brigen Ex-
tremstellen wird dann im zweiten Schritt eine genauere Scha¨tzung der Referenzlinien
vorgenommen.
Eine flexiblere Referenzlinienscha¨tzung wird in [Ben94] vorgestellt. Dabei werden
die vier Referenzlinien in Form von Parabeln an die Stifttrajektorie angepasst. Außer-
dem wird das Problem der Mehrdeutigkeit bei der “harten” Zuordnung der lokalen Ex-
trema zu den jeweiligen Referenzlinien in einem probabilistischen Rahmen behandelt.
Dazu wird, ausgehend von einem Parametersatz θ, der die vier Parabeln beschreibt,
der Abstand eines Extremums zu den jeweiligen Referenzlinien als Wahrscheinlichkeit
dafu¨r aufgefasst, dass das Extremum aus dem mit θ parametrisierten Modell hervor-
ging. Mit Hilfe des EM-Algorithmus [Dem77] wird dann der initiale Parametersatz θ
iterativ optimiert, sodass die Anpassung der Parabeln an die Schrifttrajektorie sukzes-
sive verbessert wird.
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Korrektur der Schriftorientierung und -gro¨ße
Die gescha¨tzten Referenzlinien der Stifttrajektorie, die i.d.R. wie oben skizziert durch
die Approximation von Ausgleichsgeraden [Gue93, Sch95a] oder der Anpassung von
Parabeln [Ben94, Jae01] an die lokalen Minima bzw. Maxima der Trajektorie ermittelt
werden, bilden u¨blicherweise die Basis sowohl fu¨r die horizontale Ausrichtung der
Stifttrajektorie als auch fu¨r die Skalierung der Schrift. Da von allen Referenzlinien die
Basislinie auf Grund der gro¨ßeren Anzahl von Stu¨tzpunkten am sichersten gescha¨tzt
werden kann, wird die Korrektur der Schriftorientierung oftmals anhand des Winkels
vorgenommen, den die Basislinie mit der Horizontalen einschließt [Gue93, Sch95a].
Die Korrektur der Schriftgro¨ße basiert i.d.R. auf der gescha¨tzten Basis- und Mit-
tellinie der Schrift. Dabei wird der Abstand zwischen diesen Linien, also die Kor-
pusho¨he der Schrift, ermittelt und auf einen vorgegebenen Wert skaliert (siehe
u.a. [Bro83, Bei95, Sch95a, Jae01]).
Das Vorgehen bei der Orientierungs- und Gro¨ßenkorrektur ist damit a¨hnlich wie
bei den entsprechenden Methoden im Bereich der offline Handschrifterkennung, die
auf dem statischen Schriftbild basieren. Daraus folgt jedoch auch, das im Gegensatz
zur Gla¨ttung oder Interpolation der Trajektorie die Korrektur der Schriftorientierung
nicht schritthaltend mit der Signalaufnahme durchgefu¨hrt werden kann, da zur siche-
ren Scha¨tzung der Referenzlinien ein la¨ngerer Schriftabschnitt erforderlich ist. Damit
erho¨ht sich jedoch die Antwortzeit, also die Zeitspanne zwischen Signalaufnahme und
Vorliegen des Erkennungsergebnisses, sodass in einigen online Systemen auf die Kor-
rektur von Schriftorientierung und -gro¨ße verzichtet wird [Dol97].
Korrektur der Schriftneigung
Die Verfahren, die zur Neigungskorrektur der Stifttrajektorie eingesetzt werden, sind
mit den entsprechenden Methoden aus dem Bereich der offline Handschrifterkennung
vergleichbar. Die Neigungskorrektur wird dabei ebenfalls global durchgefu¨hrt, also an-
hand eines Winkels, der fu¨r den gesamten betrachteten Textabschnitt (i.d.R. ein Wort)
gilt.
Das in [Gue93] beschriebene Verfahren basiert beispielsweise auf der in [Boz89]
vorgestellten Vorgehensweise (siehe Seite 43). Dabei wird der Schriftzug gema¨ß der
gescha¨tzten Basis- und Mittellinie in drei horizontale Streifen (Ober-, Mittel- und Un-
terbereich) aufgeteilt, die dann anhand der Schriftkomponenten vertikal in Abschnitte
unterteilt werden. Die Verbindungsgerade durch den unteren und oberen Abschnitts-
schwerpunkt definiert die lokale Neigung des Abschnitts. Der Neigungswinkel des ge-
samten Worts wird durch Mittelung u¨ber die lokalen Neigungswinkel der Abschnitte
berechnet.
Eine a¨hnliche Methode zur Neigungskorrektur wird in [Bro83] beschrieben. Dort
werden zwei horizontale Schnittgeraden durch den Mittelbereich des Schriftzuges ge-
legt, wobei die mittlere Steigung an den Kreuzungspunkten der Stifttrajektorie mit den
Schnittgeraden als Neigungswinkel angenommen wird.
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In [Jae01] wird ein Verfahren zur Neigungskorrektur der Stifttrajektorie vorgestellt,
das auf einem Winkelhistogramm beruht. Dieses Histogramm wird aus den Steigungs-
winkeln der Verbindungsgeraden aufeinanderfolgender Trajektorienpunkte gebildet,
wobei die Histogrammeintra¨ge dabei mit dem Abstand zwischen den beiden betrach-
teten Punkten gewichtet werden. Der resultierende Neigungswinkel ergibt sich dann
anhand des Maximums des Histogramms.
Neuabtastung
Einen weiteren Bestandteil der Vorverarbeitung stellt in vielen Systemen zur online
Handschrifterkennung die Neuabtastung (Resampling) der Stifttrajektorie dar. Das Ziel
dieses Schritts ist die Kompensation unterschiedlicher Schreibgeschwindigkeiten. Da
die Digitalisiertabletts die Stiftkoordinaten in gleichma¨ßigen Zeitintervallen ermitteln,
weisen die Trajektorienpunkte bei einer langsamen Schreibbewegung einen kleine-
ren ra¨umlichen Abstand zueinander auf als bei einer schnellen Schreibbewegung. Die
Schreibgeschwindigkeit ist jedoch ein schreiberspezifisches Merkmal, sodass die Tra-
jektorie vor der Weiterverarbeitung ha¨ufig in eine von der Schreibgeschwindigkeit un-
abha¨ngige Repra¨sentation u¨berfu¨hrt wird.
Dazu wird die Trajektorie neu abgetastet, sodass anschließend der jeweilige ra¨umli-
che Abstand zwischen allen aufeinanderfolgenden Punkten einem vorgegebenen Wert
entspricht. Dieser Wert ist meistens festgelegt auf einen Bruchteil der gescha¨tzten Kor-
pusho¨he der Schrift, also der Distanz zwischen Basis- und Mittellinie [Sch95a, Jae01].
In [Kos97] wird dagegen mit einem variablen Abstand gearbeitet, indem bei der Neu-
abtastung die lokale Kru¨mmung der Stifttrajektorie beru¨cksichtigt wird. Damit ist an
sta¨rker gekru¨mmten Abschnitten der Trajektorie der resultierende Punktabstand gerin-
ger als in weniger gekru¨mmten Bereichen. Dieses Verfahren stellt damit einen Kom-
promiss dar zwischen der Glattheit der Trajektorie und dem Speicheraufwand, also der
Anzahl beno¨tigter Datenpunkte.
Ha¨ufig wird die Neuabtastung im Zuge der Interpolation bzw. Gla¨ttung schritt-
haltend mit der Aufnahme der Stifttrajektorie ausgefu¨hrt. Ist beispielsweise der Ab-
stand zwischen einem gerade aufgenommenen Punkt und seinem Vorga¨nger gro¨ßer
als der fu¨r die Neuabtastung vorgegebene Abstand, so werden entsprechend der Inter-
polationsvorschrift zusa¨tzliche Punkte eingefu¨gt, die den vorgegebenen Abstand zu-
einander aufweisen. Ist andererseits der Abstand kleiner, so wird der neu aufgenom-
men Punkt nicht in der Trajektorie gespeichert.
Behandlung von “delayed strokes”
Die Verarbeitung der Stifttrajektorie bei der online Handschrifterkennung erfolgt
grundsa¨tzlich sequentiell, die Koordinatenpunkte werden also in derselben Reihen-
folge abgearbeitet, in der sie auch aufgenommen wurden. Dabei wird vorausgesetzt,
dass bei der Schriftgenerierung ein Buchstabe erst vollsta¨ndig geschrieben wurde, be-
vor mit dem na¨chsten Buchstaben fortgefahren wurde. Diese Annahme ist jedoch nicht
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immer erfu¨llt. So wird oftmals der i-Punkt oder der t-Strich nicht unmittelbar nach dem
Basisbuchstaben angefu¨gt, sondern mittels sogenannter delayed strokes erst nachdem
weitere Buchstaben geschrieben wurden oder das Wortende erreicht wurde. Im Deut-
schen trifft dies auf diakritische Zeichen zu, wie z.B. den Umlautpunkten.
Um trotz des Auftretens von delayed strokes eine sequentielle Verarbeitung der Tra-
jektorie durchfu¨hren zu ko¨nnen, sind unterschiedliche Vorgehensweisen vorgeschla-
gen worden, die auf verschiedenen Ebenen – Vorverarbeitung, Merkmalsextraktion
oder Modellierung – ansetzen. So werden beispielsweise in [Sch93] delayed stro-
kes am Wortende wa¨hrend der Vorverarbeitung detektiert und aus der Eingabese-
quenz entfernt, sodass die Weiterverarbeitung mit unvollsta¨ndigen Eingabedaten er-
folgt. In [Tap82] wird dagegen wa¨hrend der Vorverarbeitungsphase eine Umsortierung
der Eingabedaten vorgenommen, d.h. die delayed strokes werden an die “richtige” Po-
sition – unmittelbar nach dem Basisbuchstaben – eingefu¨gt. Eine Schwierigkeit dabei
ist, dass es oftmals nicht eindeutig ist, zu welchem Basisbuchstaben der delayed stro-
ke geho¨rt. Ist die “harte” Zuordnung wa¨hrend der Vorverarbeitung fehlerhaft, so sind
falsche Erkennungsergebnisse kaum zu vermeiden [Sen99].
Eine weitere Mo¨glichkeit zur Behandlung von delayed strokes wird u.a. in [Sch95a,
Jae01] beschrieben. Diese Systeme sind dadurch gekennzeichnet, dass die Merkmals-
repra¨sentation um ein sogenanntes “hat-feature” erweitert wird, mit dem an der ent-
sprechenden Position der Eingabesequenz das Vorhandensein eines delayed strokes an-
gezeigt wird. Die delayed strokes werden dabei im Vorhinein anhand einfacher Heuri-
stiken detektiert und anschließend aus der Eingabesequenz entfernt. Der Vorteil dieser
Methode ist, dass durch die Beru¨cksichtigung der delayed strokes als eine Komponente
des Merkmalsvektors fru¨he “harte” Entscheidungen vermieden werden.
Das in [Sen99] dargestellte Verfahren umgeht ebenfalls eine fru¨he unumkehrbare
Zuordnung der delayed strokes zu den Basisbuchstaben, indem die mo¨glichen Kombi-
nationen von delayed strokes und Basisbuchstaben erst in der Erkennungsphase durch
den Buchstabenklassifikator bewertet werden. Durch eine Zuordnungstabelle wird ver-
hindert, dass ein delayed stroke mehreren Basisbuchstaben zugeordnet wird. Außer-
dem wird mit Hilfe von Straftermen sichergestellt, dass bei dieser Prozedur alle de-
layed strokes beru¨cksichtigt werden.
In [Hu96, Hu00] werden die delayed strokes auf der Modellierungsebene behandelt.
Sie werden dabei als spezielle Zeichen aufgefasst, die wie “normale” Buchstaben auf
Basis von Hidden Markov Modellen modelliert werden. Somit kann die fehleranfa¨llige
Detektion in der Vorverarbeitungsphase komplett umgangen werden. Fu¨r jedes Wort
des Lexikons, das potentiell delayed strokes aufweisen kann, mu¨ssen dann allerdings
mehrere Repra¨sentationen vorliegen, je nachdem wann der delayed stroke ausgefu¨hrt
wurde. Um die damit verbundene drastische Erho¨hung der Anzahl der Worthypothesen
einzuschra¨nken, wird in [Hu00] eine vereinfachte Modellierung eingesetzt, bei der de-
layed strokes nur direkt hinter dem Basisbuchstaben, unmittelbar davor oder am Ende
des Wortes vorkommen. Anhand der resultierenden Wortkandidaten wird anschließend
die optimale Lo¨sung durch einer verfeinerte delayed stroke Modellierung ermittelt.
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3.4 Segmentierung
Eine ha¨ufig vorgenommene Kategorisierung von Systemen zur automatischen Hand-
schrifterkennung richtet sich nach der Segmentierung des vorverarbeiteten Schrift-
signals (siehe u.a. [Ste99]). Mit Segmentierung ist die Unterteilung des Signals in
Basiseinheiten gemeint, die Wo¨rtern, Buchstaben oder Strokes entsprechen, und als
Grundlage fu¨r den nachfolgenden Klassifikationsschritt dienen. Der Begriff der Seg-
mentierung bezieht sich hier also nicht auf die Binarisierung, die in der Bildverar-
beitung allgemein ja als Segmentierungsoperation aufgefasst wird, in Bezug auf die
Handschrifterkennung jedoch als Vorverarbeitungsmaßnahme gilt.
Ist das betrachtete System zur Handschrifterkennung nicht auf die Verarbeitung iso-
lierter Wo¨rter beschra¨nkt, so wird nach der Vorverarbeitung des Signals ha¨ufig eine
Wortsegmentierung der Textzeile vorgenommen. Basiert die Erkennung auf einer ho-
listischen Strategie, werden also Wortmodelle fu¨r die Erkennung verwendet, so fin-
det anschließend keine weitere Segmentierung der Wo¨rter in Buchstaben oder Strokes
statt. Die Nachteile der holistischen Strategie, vor allem die Abha¨ngigkeit von einem
vorgegebenen Lexikon, vermeidet der analytische Ansatz, indem die Klassifikation
anhand von Wortuntereinheiten vorgenommen wird. Dabei werden zwei Grundrich-
tungen unterschieden: Explizite und implizite Segmentierung. Bei der expliziten Seg-
mentierung wird vor der Klassifikation das Signal in symbolische Einheiten – mei-
stens Buchstaben – zerlegt, die anschließend isoliert voneinander klassifiziert werden.
Der implizite Segmentierungsansatz kann dagegen fru¨he, unumkehrbare Segmentie-
rungsentscheidungen dadurch vermeiden, dass die Segmentierung erst im Zuge der
Klassifikation vorgenommen wird. Der implizite Ansatz wird daher auch ha¨ufig er-
kennungsbasierte Segmentierung genannt.
Die Segmentierung ist damit eng mit der Klassifikation verknu¨pft, und die Katego-
risierung der Segmentierungsstrategie richtet sich danach, wie die “Intelligenz” zwi-
schen Segmentierung und Klassifikation verteilt ist. So geht bei der expliziten Segmen-
tierung schon ein Großteil des Wissens im Segmentierungsschritt selbst ein. Hier wird
mit aufwendigen Verfahren versucht, einzelne Buchstaben oder Strokes zu segmentie-
ren, sodass die Signalabschnitte vor der Klassifikation eindeutig festgelegt sind. Bei
der impliziten Segmentierung steckt dagegen die gesamte “Intelligenz” in der Klassi-
fikation. Daneben wird auch ha¨ufig ein Ansatz gewa¨hlt, der weder eine rein explizite
noch eine rein implizite Segmentierungsstrategie aufweist. Bei dieser als ¨Ubersegmen-
tierung bezeichneten Strategie wird das Signal a¨hnlich wie bei der expliziten Segmen-
tierung vor der Klassifikation in Abschnitte zerlegt, die nun jedoch nicht eins-zu-eins
Buchstaben entsprechen mu¨ssen, sondern eher als Buchstabenhypothesen aufzufassen
sind. Damit kann ein Buchstabe durchaus in mehrere Segmente zerfallen. Die beste
Segmentierung wird dann wie bei der impliziten Segmentierung im Zuge der Klassifi-
kation durch Bewertung der Segmentierungshypothesen ermittelt.
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3.4.1 Explizite Segmentierung
Das Ziel der expliziten Segmentierung ist die Aufspaltung des Signals in Segmente, die
im anschließenden Klassifikationsschritt eins-zu-eins auf Buchstaben oder Strokes ab-
gebildet werden. Die Segmentierung ist damit schon vor der Erkennung eindeutig fest-
gelegt. Die Klassifikation der Basiseinheiten kann somit isoliert voneinander erfolgen,
sodass eine Vielzahl unterschiedlicher Mustererkennungsmethoden eingesetzt werden
kann. Die isolierte Klassifikation hat jedoch den Nachteil, dass Kontextinformationen,
die z.B. in Form eines Lexikons oder statistischen Sprachmodellen vorliegen, erst in
einem Nachverarbeitungsschritt eingesetzt werden ko¨nnen. Die gro¨ßte Schwierigkeit
bei der expliziten Segmentierung ist allerdings die wechselseitige Abha¨ngigkeit von
Erkennung und Segmentierung: Um einen Buchstaben zu erkennen, muss man ihn erst
korrekt segmentiert haben, die Segmentierung ist jedoch erst mo¨glich, wenn man den
Buchstaben erkannt hat. Auf dieses Paradoxon wurde zum ersten Mal von Sayre hin-
gewiesen [Say73].
Werden Textzeilen verarbeitet, die mehrere Wo¨rter enthalten, so werden im ersten
Schritt der expliziten Segmentierung die einzelnen Wo¨rter der Schriftzeile extrahiert.
Erst im darauffolgenden Schritt wird dann die Segmentierung der Worthypothesen in
Buchstaben bzw. Strokes vorgenommen.
Wortsegmentierung der Schriftzeile
Die Segmentierung einer Schriftzeile in Wo¨rter ist bei uneingeschra¨nkter Handschrift
aufgrund der hohen Variabilita¨t der Wortabsta¨nde im Vergleich zu maschinengeschrie-
bener Schrift ungleich schwieriger. Die Verfahren, die sowohl im online als auch im
offline Bereich u¨berwiegend zur Wortsegmentierung eingesetzt werden, basieren auf
den ra¨umlichen Absta¨nden benachbarter Zusammenhangskomponenten der Schrift.
Dabei wird davon ausgegangen, dass die Absta¨nde der Komponenten innerhalb eines
Wortes kleiner sind als die Absta¨nde zwischen Wo¨rtern. Zur Berechnung der Absta¨nde
ko¨nnen z.B. die folgenden Distanzmaße eingesetzt werden [Sen94a, Mar00a, Yan98]:
1. Minimaler euklidischer Abstand zwischen den Zusammenhangskomponenten.
2. Minimaler horizontaler Abstand zwischen den umschließenden Rechtecken
(Bounding Box) der Zusammenhangskomponenten.
3. Minimaler horizontaler Abstand zwischen den konvexen Hu¨llen der Zusammen-
hangskomponenten.
4. Minimaler horizontaler Abstand zwischen den Zusammenhangskomponenten in
der Mittelzone der Schrift.
Sind fu¨r alle benachbarten Zusammenhangskomponenten die Distanzen bestimmt,
so mu¨ssen diese den Klassen Absta¨nde zwischen Wo¨rtern und Absta¨nde innerhalb
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von Wo¨rtern zugeordnet werden. ¨Ublicherweise wird diese Zuordnung anhand ei-
nes Schwellwerts vorgenommen. In [Yan98] basiert dieser Schwellwert beispielswei-
se auf der gescha¨tzten Buchstabenbreite. Damit wird eine Wortgrenze hypothetisiert,
wenn der Abstand zwischen benachbarten Zusammenhangskomponenten gro¨ßer als
der Schwellwert ist.
Die Wortsegmentierung nur auf Grund der Absta¨nde zwischen benachbarten Zu-
sammenhangskomponenten durchzufu¨hren, ist bei uneingeschra¨nkter Handschrift oft-
mals jedoch fehleranfa¨llig. In [Par02] wird deshalb ein Verfahren vorgeschlagen, das
die Schriftcharakteristik sta¨rker beru¨cksichtigt. Anstatt der Extraktion von Zusammen-
hangskomponenten wird hier eine Segmentierung der Zeile in Buchstabenhypothesen
vorgenommen. Die Wortsegmentierung erfolgt dann anhand des Abstands zwischen
den Schwerpunkten der Pixelverteilungen zweier benachbarter Buchstabenhypothe-
sen.
Auch die Verfahren, die in [Kim98, Kim99] beschrieben werden, fu¨hren die Wort-
segmentierung anhand vorsegmentierter Buchstabenhypothesen durch. In diesem Fall
wird auf Basis zweier benachbarter Buchstabenhypothesen ein acht-dimensionaler
Merkmalsvektor berechnet, der die Pixelverteilung innerhalb der Bounding Boxen der
Buchstaben beschreibt. Die Klassifikation des Merkmalsvektors, d.h. die Entschei-
dung, ob dieser eine Wortgrenze beschreibt oder nicht, erfolgt mit Hilfe eines neu-
ronalen Netzes.
In [Sen94a] wird ein Verfahren beschrieben, das die ra¨umliche Abstandsinformation
mit der Detektion von Satzzeichen kombiniert, um eine zuverla¨ssigere Wortsegmen-
tierung zu erzielen. Die Satzzeichen (Punkt und Komma) werden dabei anhand geo-
metrischer Formmerkmale detektiert. Um eine Unterscheidung der Satzzeichen von
i-Punkten und Apostrophs zu ermo¨glichen, werden weitere ra¨umliche Merkmale ver-
wendet, die die Absta¨nde der Zeichen zu den Schriftgrundlinien beschreiben.
Buchstabensegmentierung im offline Bereich
Die Methoden zur expliziten Segmentierung der Schrift in Buchstaben haben ihren Ur-
sprung in der Verarbeitung maschinengeschriebener Dokumente. Hier kann die Seg-
mentierung oftmals auf einfachen Verfahren basieren, wie z.B. der Detektion von
Leerra¨umen zwischen den Buchstaben oder der Analyse der vertikalen Projektion der
Schrift.
Eine weitere Mo¨glichkeit zur Buchstabensegmentierung, die besser fu¨r fließende
Handschrift geeignet ist, besteht in der Analyse der Wortkontur. Die Segmentgren-
zen werden dabei zwischen aufeinanderfolgenden Minima bzw. Maxima der Kontur
gesucht, wobei hierfu¨r oftmals aufwendige Heuristiken zum Einsatz kommen (siehe
z.B. [Cas96]). Akzeptable Resultate lassen sich bei diesen Verfahren vor allem dann
erzielen, wenn die Schrift bezu¨glich Orientierung und Neigung normalisiert wurde
und Vorwissen u¨ber das zu segmentierende Signal vorliegt (z.B. Anzahl der Zeichen
bei Postleitzahlen).
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Allgemein la¨sst sich sagen, dass die explizite Segmentierung in Buchstaben nur bei
maschinengeschriebener Schrift oder bei Blockschrift eines kooperativen Schreibers
durchfu¨hrbar ist. Bei uneingeschra¨nkter Handschrift ist die Isolation von Buchstaben
vor der Klassifikation nicht mo¨glich. Aus diesem Grund wird heute von einer rein
expliziten Segmentierung abgesehen, sondern versta¨rkt Verfahren eingesetzt, die die
endgu¨ltige Segmentierungsentscheidung erst im Zuge der Klassifikation treffen.
Strokesegmentierung im online Bereich
¨Ahnlich wie im offline Bereich wird auch bei der online Erkennung uneingeschra¨nkter
Handschrift die explizite Segmentierung des Signals in Buchstaben vermieden. Statt-
dessen basiert die Erkennung oftmals auf Strokes, also den elementaren Schreibbewe-
gungen [Sch93]. Diese Strokes lassen sich im Gegensatz zu kompletten Buchstaben
sehr robust unter Beru¨cksichtigung der Schreibdynamik aus dem Signal extrahieren.
Ein Stroke ist durch einen glockenfo¨rmigen Verlauf der Geschwindigkeit charakte-
risiert (siehe Abschnitt 2.1.2), sodass als Segmentierungskriterium ha¨ufig die lokalen
Minima der Schreibgeschwindigkeit herangezogen werden [Sch90]. In [Gue98] wird
ein Analyse-durch-Synthese Ansatz vorgeschlagen, in dem die Strokesegmentierung
mit Hilfe des Delta-Log-Normal-Modells (siehe Seite 9) der Handschriftgenerierung
durchgefu¨hrt wird. Mit diesem modellbasierten Ansatz zur Segmentierung ko¨nnen
auch im Signal “versteckte” Strokes, die durch eine zeitliche ¨Uberlagerung hervor-
gerufen wurden, extrahiert und anschließend fu¨r die Klassifikation genutzt werden.
3.4.2 Implizite Segmentierung
Die explizite Buchstabensegmentierung, d.h. die vor der Klassifikation durchgefu¨hrte,
eindeutige Unterteilung des Signals in Abschnitte, die eins-zu-eins Buchstaben ent-
sprechen, ist bei fließender Handschrift nicht mo¨glich. Im holistischen Erkennungs-
ansatz kann dieser Segmentierungsschritt vermieden werden, indem ganze Wo¨rter als
Basiseinheiten fu¨r die Erkennung verwendet werden. Die holistischen Verfahren sind
jedoch stark von einem vorgegebenen Lexikon abha¨ngig, sodass analytische Verarbei-
tungsmethoden mehr Flexibilita¨t bieten.
Mo¨chte man fru¨he, unumkehrbare Segmentierungsentscheidungen vermeiden und
dennoch auf die Flexibilita¨t analytischer Verfahren nicht verzichten, so mu¨ssen die
Prozesse der Segmentierung und Erkennung sta¨rker miteinander verschra¨nkt werden.
Man spricht dann von impliziter bzw. erkennungsbasierter Segmentierung, wenn die
endgu¨ltige Segmentierung erst im Zuge der Klassifikation ermittelt wird. Vor der Klas-
sifikation findet dabei keinerlei Segmentierung in symbolische Einheiten wie z.B.
Buchstaben oder Strokes statt, vielmehr wird eine systematische Unterteilung des Si-
gnals vorgenommen. Da bei der impliziten Segmentierung keine isolierte Klassifika-
tion der Basiseinheiten vorgenommen wird, besteht die Mo¨glichkeit, Kontextinforma-
tionen schon wa¨hrend der Erkennung gewinnbringend zu nutzen.
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Offline Verfahren
Eine einfache Mo¨glichkeit der systematischen Unterteilung des Schriftbildes bei
neigungs- und orientierungskorrigierter Schrift bieten sogenannte Sliding-Window Ver-
fahren (siehe u.a. [Kal93, Cho95, Sch97, Mar98, Bra99, Vin00]). Dabei wird ein Fen-
ster vorgegebener Breite von links nach rechts u¨ber die Zeile geschoben, wobei die
Ho¨he des Fensters u¨blicherweise der der Zeile entspricht. Die Breite des Fensters
variiert von System zu System und ha¨ngt von der gescha¨tzten Buchstabenbreite der
Schrift ab. Aus der Wahl der Fensterbreite und der Schrittweite, mit der das Fenster
verschoben wird, gehen somit die potentiellen Segmentierungsgrenzen hervor. Die Ab-
bildung 3.19 veranschaulicht die Sliding-Window Technik.
Online Verfahren
Analog zu den Sliding-Window Verfahren im offline Bereich, bei denen einzelne
Bildspalten oder Gruppen aufeinanderfolgender Spalten extrahiert werden, werden im
online Bereich die einzelnen Trajektorienpunkte oder Gruppen zeitlich benachbarter
Trajektorienpunkte als Segmente definiert (siehe u.a. [Nat93, Mak94, Sta94, Sch95a,
Kos97]). Im online Bereich sind Systeme, die auf impliziter Segmentierung basie-
ren, weit verbreitet – nicht zuletzt deshalb, weil diese Verarbeitungsstrategie von der
Spracherkennung her bekannt ist und vorhandene Spracherkennungssysteme mit re-
lativ geringem Aufwand auch fu¨r die online Handschrifterkennung eingesetzt werden
ko¨nnen [Sta94].
3.4.3 U¨bersegmentierung
Einige Systeme zur Handschrifterkennung weisen eine Segmentierungsstrategie auf,
die weder als rein explizit noch als rein implizit bezeichnet werden kann, sondern
mit der eher ein Mittelweg zwischen diesen beiden extremen Paradigmen beschrit-
ten wird. Dieser Ansatz ist dadurch gekennzeichnet, dass vor der Klassifikation eine
k+1k tt
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Abbildung 3.19: Systematische Unterteilung des Schriftbildes (a) bzw. der Stifttrajek-
torie (b) durch Sliding Window Verfahren
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Segmentierung in Buchstabenhypothesen durchgefu¨hrt wird, die im Vergleich zur ex-
pliziten Segmentierung jedoch nicht unbedingt eins-zu-eins Buchstaben entsprechen
mu¨ssen. Vielmehr wird eine ¨Ubersegmentierung der Schrift vorgenommen, sodass ein
Buchstabe durchaus in mehrere Segmente zerfallen kann, ein Segment jedoch nicht
mehrere Buchstaben umfassen sollte. Die segmentierten Buchstabenhypothesen wer-
den dann a¨hnlich wie bei der rein impliziten Segmentierung im Klassifikationsschritt
kombiniert, sodass die endgu¨ltige Segmentierung in Buchstaben auch erst im Zuge der
Klassifikation ermittelt wird.
Im Gegensatz zur expliziten Segmentierung in Buchstaben werden somit weniger
strenge Anforderungen an die Segmentierung gestellt, sodass die Segmentierungshy-
pothesen ha¨ufig anhand einfacher, robuster Kriterien aufgestellt werden ko¨nnen. Der
Vorteil gegenu¨ber der rein impliziten Segmentierung liegt darin, dass die Anzahl hy-
pothetisierter Segmentgrenzen deutlich reduziert ist und damit der Rechenaufwand im
Klassifikationsschritt sinkt [Dun92].
Offline Verfahren
Die ¨Ubersegmentierung der Schrift ist Kennzeichen zahlreicher Systeme zur offline
Handschrifterkennung (siehe u.a. [Boz89, Gad95, Kim97, EY99]). Bei der Verarbei-
tung fließender Handschrift basieren die Segmentgrenzen dabei u¨blicherweise auf der
Detektion von Ligaturen, also den Verbindungen zwischen den Buchstaben.
In [Kim97] wird ein Verfahren vorgeschlagen, das Ligaturen anhand des vertikalen
Abstands zwischen der oberen und unteren Wortkontur bestimmt. Ist dieser Abstand
geringer als die mittlere Strichbreite der Schrift, so wird eine Ligatur und dementspre-
chend die zugeho¨rige Segmentgrenze hypothetisiert. Zusa¨tzlich werden Heuristiken
auf Basis konkaver bzw. konvexer Abschnitte der oberen bzw. unteren Schriftkontur
angewendet, um die Zahl potentieller Segmentierungshypothesen einzuschra¨nken. So
erfordern die durch den nachfolgenden Klassifikationsschritt vorgegebenen Randbe-
dingungen an die Segmentierung, dass ein Buchstabe in maximal vier Segmente zer-
fallen darf, ein Segment jedoch keinesfalls mehrere Buchstaben umfassen sollte.
Ha¨ufig dienen auch die lokalen vertikalen Minima der Schriftkontur als Ausgangs-
punkt fu¨r die Segmentierung. In [Boz89, EY99] wird beispielsweise in der Umgebung
des jeweiligen Konturminimums nach einer vertikalen Segmentgrenze gesucht, die
mehrfache Kreuzungen des Schriftzuges und somit das Durchschneiden von Schlei-
fen vermeidet.
Wa¨hrend die oben vorgestellten Verfahren voraussetzen, dass die Schrift bereits
bezu¨glich Orientierung und Neigung normalisiert ist, sodass die Segmentgrenzen als
vertikale Geraden beschrieben werden ko¨nnen, wird in [Ari02] ein Verfahren zur Seg-
mentierung von nicht-normalisierter Schrift vorgeschlagen. Dabei wird die Bestim-
mung einer nichtlinearen Segmentgrenze innerhalb einer hypothetisierten Segmentie-
rungsregion als Pfadsuche realisiert, sodass die Segmentierungsregion von oben nach
unten durchtrennt wird und der resultierende Pfad bezu¨glich einer Kostenfunktion mi-
nimal ist (siehe auch [Lee96]). Die Kostenfunktion ist dementsprechend so formuliert,
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dass der Segmentierungspfad nicht auf dem Schriftzug verla¨uft und diesen mo¨glichst
selten kreuzt. Die Pfadsuche kann dabei effizient mit Hilfe der dynamischen Program-
mierung implementiert werden.
Online Verfahren
Im online Bereich basiert der u¨berwiegende Teil der Systeme auf der impliziten Seg-
mentierung der Stifttrajektorie. Daneben gibt es jedoch auch einige Systeme, die auf
der Segmentierung des Signals in einzelne Strokes basieren, da sich diese robust aus
dem Signal extrahieren lassen. Ob diese Systeme in die Kategorie “explizite Strokeseg-
mentierung” oder “ ¨Ubersegmentierung von Buchstaben” einzuordnen sind, ha¨ngt da-
von ab, wie im nachfolgenden Klassifikationsschritt die Buchstaben anhand der Stro-
kes hypothetisiert werden.
Gibt es eine direkte Zuordnung der Strokes zu den Buchstaben, sodass die Erken-
nung eines Buchstabens direkt von der vollsta¨ndigen Erkennung der Strokesequenz
abha¨ngig ist, so ist dieser Ansatz durch explizite Strokesegmentierung charakterisiert.
Das Hauptaugenmerk liegt somit auf der Erkennung von Strokes. Die Buchstaben wer-
den nicht probabilistisch sondern auf symbolischer Ebene aus den Strokes zusammen-
gesetzt [Sch90, Sch93].
Basiert die Erkennung von Buchstaben dagegen nicht auf der symbolischen Zu-
ordnung vorher erkannter Strokes, sondern werden stattdessen statistische Buchsta-
benmodelle verwendet, sodass die Kombination von Strokes implizit mittels eines
probabilistischen Verfahrens vorgenommen wird, so kann man den Segmentierungs-
schritt eher als ¨Ubersegmentierung von Buchstaben auffassen. Beispiele hierfu¨r sind
die in [Bei95, Dol97] beschriebenen Verfahren. Dabei wird das Signal anhand der Mi-
nima der vertikalen Geschwindigkeitskomponente in Strokes zerlegt. Die Erkennung
erfolgt dann mit Hilfe von Buchstabenmodellen in einem probabilistischen Rahmen.
3.5 Merkmalsextraktion
Anhand des vorverarbeiteten und gegebenenfalls segmentierten Eingabesignals wer-
den in dieser Phase der Verarbeitung Merkmale bestimmt, die dann im nachfolgen-
den Schritt zur Klassifikation verwendet werden. Die Eingabemuster liegen dabei zum
Zeitpunkt der Merkmalsextraktion i.d.R. noch in der gleichen Repra¨sentation vor wie
das aufgenommene Signal, d.h. als Bilder bei den offline Systemen und als Trajekto-
rien bei den online Systemen. Mit der Merkmalsextraktion wird das Eingabesignal in
eine Repra¨sentation u¨berfu¨hrt, die zugleich mo¨glichst diskriminativ, robust und kom-
pakt ist, sodass damit die Voraussetzungen fu¨r eine erfolgreiche Klassifikation des
Eingabemusters gegeben sind.
Die Forderung, dass die extrahierten Merkmale mo¨glichst diskriminativ sein sollen,
bedeutet, dass sich die Merkmale stark unterscheiden, wenn sie von Eingabemustern
stammen, die unterschiedlichen Klassen zuzuordnen sind. Gleichzeitig jedoch sollten
61
3 Automatische Handschrifterkennung – Grundlagen und Stand der Forschung
sich die Merkmale wenig unterscheiden, wenn sie von Eingabemustern stammen, die
derselben Klasse zuzuordnen sind. Diese Eigenschaft fu¨hrt also dazu, dass sich die
Klassengebiete im Merkmalsraum gut separieren lassen und innerhalb der Klassen
eine relativ kleine Streuung der Merkmale vorliegt.
Um eine kleine Streuung der Merkmale innerhalb derselben Klasse zu erreichen,
ist es erforderlich, dass die Merkmale robust gegenu¨ber Schwankungen der zur sel-
ben Klasse geho¨renden Eingabemuster sind. Weisen die Daten z.B. kleine Sto¨rungen
auf, so sollte dies keinen oder nur geringen Einfluss auf die resultierenden Merkma-
le haben. Der Prozess der Merkmalsextraktion ist somit stark von der durchgefu¨hr-
ten Vorverarbeitung des Signals abha¨ngig. Wird beispielsweise keinerlei Vorverarbei-
tung in Bezug auf Gro¨ßen- oder Neigungsnormalisierung der Schrift vorgenommen,
so mu¨ssen diesbezu¨glich invariante Merkmale bestimmt werden.
Eine weitere wichtige Eigenschaft der Merkmalsextraktion ist die mo¨glichst kom-
pakte Repra¨sentation des Eingabesignals. Da bei hochdimensionalen Merkmalsvekto-
ren auch entsprechend mehr Parameter des Klassifikators gescha¨tzt werden mu¨ssen, ist
eine kompakte Repra¨sentation insbesondere dann von Vorteil, wenn die Trainingsdaten
fu¨r den Klassifikator nur in sehr begrenztem Umfang vorhanden sind.
Im Gegensatz zur Spracherkennung hat sich im Bereich der Handschrifterkennung
bisher jedoch kein Merkmalssatz etabliert. Vielmehr findet man beinahe bei jedem Sys-
tem einen unterschiedlichen Satz von Merkmalen vor. Da der Versuch einer vollsta¨ndi-
gen Beschreibung der verwendeten Merkmale damit zum Scheitern verurteilt ist, wird
im folgenden lediglich eine Kategorisierung der Merkmale durchgefu¨hrt. Anschlie-
ßend werden mit der Hauptkomponenten- und linearen Diskriminanzanalyse zwei ver-
breitete Verfahren zur Merkmalsoptimierung vorgestellt, die eine mo¨glichst kompakte
und diskriminative Repra¨sentation erzeugen.
3.5.1 Merkmale: High-level vs. low-level
Eine in der Literatur ha¨ufig vorgenommene Kategorisierung der zur Handschrifterken-
nung genutzten Merkmale richtet sich danach, ob die Merkmale global, also anhand
des gesamten Wortes extrahiert werden, oder ob die Merkmalsextraktion lokal auf Ba-
sis ku¨rzerer Schriftsegmente erfolgt [Hu97, Hu00, Con00]. Im ersten Fall spricht man
dann von high-level Merkmalen, wa¨hrend die segmentweise extrahierten Merkmale
als low-level Merkmale bezeichnet werden5.
High-level Merkmale
Die Extraktion von high-level Merkmalen beruht auf der Detektion von strukturellen
Elementen der Schrift, den sogenannten Primitiven. Diese Elementarmuster der Schrift
sind beispielsweise Oberla¨ngen, Unterla¨ngen, Schleifen, Kreuzungspunkte oder End-
punkte. Das zu erkennende Wort wird damit als komplexes Muster betrachtet, das
5In [Vin02a] wird die segmentweise Merkmalsextraktion noch weiter in medium-level und low-level
unterschieden, je nachdem, ob die Segmente ganze Buchstaben oder nur Buchstabenteile umfassen.
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aus Primitiven zusammengesetzt ist, die durch Nachbarschaftsrelationen untereinander
verknu¨pft sind. Diese Art der Repra¨sentation findet vor allem im Bereich der struktu-
rellen bzw. syntaktischen Mustererkennung Anwendung, bei der eine Analogie zwi-
schen der Struktur eines Musters und der Syntax einer Sprache gezogen wird [Jai00].
Die Muster werden dabei als Sa¨tze einer Sprache aufgefasst, die anhand grammatika-
lischer Regeln gebildet werden, wobei die Primitive als Alphabet und die Relationen
als Regeln der Grammatik betrachtet werden.
Die Vorteile der high-level Merkmale sind ihre hohe Aussagekraft und guten Dis-
kriminanzeigenschaften. Weiterhin ist die Detektion von Primitiven unabha¨ngig von
der Orientierung, Neigung und Gro¨ße der Schrift. Diese Robustheit gilt jedoch nicht
fu¨r uneingeschra¨nkte Handschrift unterschiedlicher Schreiber, wenn also eine hohe
Schriftvariabilita¨t vorliegt, sodass die Muster einer Klasse stark in ihrer Form von-
einander abweichen. In diesem Fall ist die Detektion von Primitiven a¨ußerst feh-
leranfa¨llig, sodass zumindest im Bereich schreiberunabha¨ngiger Systeme von einer
ausschließlichen Verwendung von high-level Merkmalen zur Erkennung abgesehen
wird.
Low-level Merkmale
Demgegenu¨ber steht eine Vielzahl von Systemen, die low-level Merkmale fu¨r die
Schrifterkennung nutzen. Diese Merkmale werden lokal anhand der im Segmentie-
rungsschritt ermittelten Signalabschnitte extrahiert und pro Segment zu einem Merk-
malsvektor fester Gro¨ße zusammengefasst. Die daraus resultierende Sequenz von
Merkmalsvektoren kann dann beispielsweise mit Hilfe statistischer Methoden klas-
sifiziert werden. Im Gegensatz zu Primitiven sind die low-level Merkmale fu¨r sich
genommen weitaus weniger informativ, sie lassen sich jedoch robust aus dem Signal
bestimmen.
Offline Bereich
Die Verfahren, die im offline Bereich low-level Merkmale extrahieren, basieren zu ei-
nem Großteil auf Bildsegmenten, die in binarisierter Form vorliegen. Oftmals kommen
dann einfache geometrische Merkmale zum Einsatz, um die lokale Pixelverteilung zu
beschreiben. In [Mar00a, Mar00b] werden beispielsweise im betrachteten Bildfenster
u.a. die folgenden Merkmale bestimmt: Die Position und Orientierung der oberen bzw.
unteren Schriftkontur, die Anzahl der Schriftpixel zwischen der oberen und unteren
Kontur und die Anzahl der schwarz-weiß (Schrift-Hintergrund) ¨Uberga¨nge in vertika-
ler Richtung.
Eine andere Mo¨glichkeit zur Beschreibung der lokalen Pixelverteilung ist das so-
genannte Zoning (dt. Unterteilung in Zonen). Dabei wird das jeweilige Segment hori-
zontal und vertikal in Zonen vorgegebener Gro¨ße eingeteilt und anschließend in jeder
Zone die Anzahl der Schriftpixel bestimmt. Die relativen Ha¨ufigkeiten der Schriftpixel
63
3 Automatische Handschrifterkennung – Grundlagen und Stand der Forschung
in den einzelnen Zonen werden dann als Merkmale verwendet. Beispiele hierfu¨r finden
sich u.a. in [Che94, Bra99, Vin00]).
In [Che94] wird das betrachtete Bildsegment daru¨berhinaus durch Kennlinien be-
schrieben. Den Ausgangspunkt bilden hierbei horizontale und vertikale Geraden, die
durch den Schwerpunkt des Bildsegments verlaufen. Die Merkmale basieren dann auf
der Anzahl der Schnittpunkte zwischen den Geraden und dem Schriftzug. Ein a¨hnli-
cher Ansatz wird durch die Verwendung von Histogrammen verfolgt. In [Kav02] wer-
den beispielsweise neben dem horizontalen und vertikalen Projektionshistogramm des
Segments auch sogenannte radiale Histogramme verwendet. Dabei werden die Schrift-
pixel entlang einer Geraden vom Mittelpunkt bis zum Rand des Segments geza¨hlt,
wobei sich die Orientierung der Geraden schrittweise a¨ndert, sodass ein voller Kreis
beschrieben wird.
Eine weitere Mo¨glichkeit zur Charakterisierung der Pixelverteilung bietet die Re-
pra¨sentation durch Momente [Che94]. Werden die Koordinaten der Schriftpixel mit x
und y bezeichnet, so ist das Moment mpq definiert durch
mpq =
1
N
N∑
i=1
xpi y
q
i , (3.34)
wobei N die Gesamtzahl der Schriftpixel bezeichnet. Mit den Schwerpunkten
x¯i =
1
N
∑N
i=1 xi und y¯i = 1N
∑N
i=1 yi ergibt sich beispielsweise das Zentralmoment µpq
zu
µpq =
1
N
N∑
i=1
(xi − x¯i)p(yi − y¯i)q. (3.35)
Auf Basis der Zentralmomente la¨sst sich schließlich bei geeigneter Normierung ein
Satz von Merkmalen angeben, der rotations-, translations- und gro¨ßeninvariant ist.
Neben obigen Verfahren, die binarisierte Bildsegmente voraussetzen, gibt es au-
ßerdem Methoden, die die Merkmalsextraktion anhand des skelettierten Schriftbildes
durchfu¨hren. In [Bun95] wird das Skelett der Schrift als Graph repra¨sentiert, wobei die
singula¨ren Punkte des Skeletts, also die End- und Kreuzungspunkte, die Graphknoten
und die regula¨ren Skelettpunkte die Kanten des Skelettgraphen darstellen. Anhand die-
ser Kanten, die in einer definierten Reihenfolge aus dem Graphen extrahiert werden,
wird dann eine Reihe von Merkmalen berechnet, darunter z.B. die Position der Kante
relativ zu den Referenzlinien der Schrift.
In [Kim97] basiert die Merkmalsextraktion auf einer Kettencode-Darstellung der
Schriftkontur. Das Bildsegment wird dabei a¨hnlich wie beim Zoning in Teilbereiche
zerlegt, wobei die Ha¨ufigkeiten der auftretenden Kettencode-Richtungen in den ein-
zelnen Teilbereichen den Merkmalsvektor bilden.
Die hier vorgestellten Verfahren, die im offline Bereich zur Merkmalsextraktion ein-
gesetzt werden, stellen nur eine Auswahl verschiedenster Methoden dar, die sich in der
Literatur finden lassen. Neben den beschriebenen Verfahren existieren noch eine Rei-
he weiterer, und auch Kombinationen unterschiedlichster low-level Merkmale werden
oftmals verwendet [Che94, Mar00b].
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Online Bereich
Im online Bereich ist die als Sequenz von Koordinatenpunkten vorliegende Stifttrajek-
torie die Grundlage fu¨r die Extraktion von low-level Merkmalen. Bei einer Vielzahl
von Systemen, die auf impliziter Segmentierung basieren, wird dabei fu¨r jeden einzel-
nen Koordinatenpunkt der Trajektorie ein zugeho¨riger Merkmalsvektor berechnet, der
eine mo¨glichst gute lokale Charakterisierung der Stifttrajektorie liefern soll.
Oftmals basieren die Merkmale auf den lokalen Richtungs- und Kru¨mmungseigen-
schaften der Stifttrajektorie. In den Systemen [Sta94, Mak94] werden beispielsweise
Merkmalsvektoren verwendet, die lediglich aus dem Winkel, den zwei benachbarte
Trajektorienpunkte gegenu¨ber der Horizontalen einschließen, und der Differenz dieses
Winkels bestehen. In [Nat93] wird u.a. die Position und die Kru¨mmung am jeweiligen
Koordinatenpunkt verwendet. Um einen gro¨ßeren zeitlichen Kontext zu beru¨cksichti-
gen, werden daru¨berhinaus in einigen Systemen die Merkmale vorangegangener Tra-
jektorienpunkte in den aktuellen Merkmalsvektor integriert. Dies kann beispielsweise
dadurch geschehen, dass die Differenz der zum vorangegangenen Zeitpunkt extrahier-
ten Merkmale und der zum aktuellen Zeitpunkt extrahierten Merkmale gebildet wird.
Ein weiteres Merkmal, das in online Systemen ha¨ufig eingesetzt wird, beschreibt, ob
der Stift auf der Schreiboberfla¨che aufgesetzt ist (pen-down) oder von der Oberfla¨che
abgehoben wurde (pen-up). ¨Ublicherweise wird dazu ein bina¨res Merkmal verwendet,
sodass auch bei Digitalisiertabletts, die den Anpressdruck des Stifts bzw. in pen-up
Phasen den Abstand von der Schreiboberfla¨che in einem Intervall messen ko¨nnen, die
entsprechenden Messwerte auf die Zusta¨nde pen-up bzw. pen-down abgebildet werden
(u.a. in [Kos97, Rig98, Jae01]).
In einigen Systemen wird daru¨berhinaus ein spezielles Merkmal zur Beschreibung
diakritischer Zeichen verwendet. Dabei werden zuerst die sogenannten delayed strokes
(siehe Seite 53) in der Vorverarbeitungsphase mittels einfacher Heuristiken detektiert.
Die delayed Strokes werden dann aus dem Eingabesignal entfernt und an ihrer Stelle
werden die Koordinatenpunkte, die zu den Zeichen geho¨ren, die durch den delayed
Stroke komplettiert wurden, mit einem speziellen Merkmal, dem hat-feature, versehen.
Mit dem hat-feature werden damit ra¨umlich benachbarte Koordinatenpunkte in
Beziehung zueinander gesetzt, die einen großen zeitlichen Abstand zueinander ha-
ben. Der gleiche Ansatz wird in einigen Systemen mit den Kontext-Bitmap Merk-
malen verfolgt. Kontext-Bitmaps sind Bilder, die entlang der Trajektorie geschoben
werden, wobei das Zentrum der Kontext-Bitmap der jeweilige Koordinatenpunkt ist.
Bei einer entsprechendem Gro¨ße der Bitmap ko¨nnen damit ra¨umliche Kontextinfor-
mationen in die lokale Merkmalsrepra¨sentation eingebracht werden. Die Merkmale,
die anhand der Kontext-Bitmap berechnet werden, basieren dabei ha¨ufig auf einfa-
chem Zoning. Beispiele fu¨r die Verwendung von Kontext-Bitmaps finden sich u.a. in
[Kos97, Rig98, Jae01].
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Integration von high-level und low-level Merkmalen
Um gleichzeitig die guten Diskriminanzeigenschaften der globalen high-level Merk-
male und die Robustheit der lokalen low-level Merkmale auszunutzen, werden in eini-
gen Systemen beide Merkmalsarten kombiniert [Sen98, EY99, Hu00].
Eine Mo¨glichkeit der Kombination von low-level und high-level Merkmalen im Be-
reich der online Handschrifterkennung wird in [Hu97] beschrieben. In diesem System
werden neben vier low-level Merkmalen, die im wesentlichen auf der vertikalen Positi-
on, der Richtung und der Kru¨mmung lokaler Trajektorienabschnitte basieren, ebenfalls
drei high-level Merkmale mit in den Merkmalsvektor eingebunden. Dazu werden im
ersten Schritt die high-level Merkmale, in diesem Fall sind dies Schleifen, Kreuzungs-
punkte und sogenannte Cusps (dt. etwa Zacken, Bereiche hoher Kru¨mmung) auf der
Trajektorie lokalisiert. Auf Basis der Lokalisationsergebnisse wird dann im zweiten
Schritt die Integration der high-level Merkmale wie folgt vorgenommen: Liegt bei-
spielweise der aktuell zur Merkmalsextraktion betrachtete Trajektorienpunkt auf einer
Schleife des Schriftzuges, so wird das Vorhandensein dieses high-level Merkmals ver-
merkt, indem an die entsprechende Position des lokalen Merkmalsvektors eine Eins
eingetragen wird. In a¨hnlicher Weise wird bei Kreuzungspunkten und Cusps verfahren.
Da diese gegenu¨ber Schleifen jedoch auf der Trajektorie eher vereinzelt vorkommen,
wird anstelle eines bina¨ren Flags der ra¨umliche Abstand vom aktuellen Trajektorien-
punkt zum na¨chstgelegene Kreuzungspunkt bzw. Cusp als Merkmal verwendet.
3.5.2 Merkmalstransformationen
Die Entscheidung, welche Merkmale aus dem Eingabemuster extrahiert werden sollen,
wird u¨blicherweise anhand heuristischer Kriterien vorgenommen. Hierbei spielen vor
allem das Expertenwissen und die Erfahrung des Systementwicklers eine maßgebli-
che Rolle. Ha¨ufig wird dabei zuerst ein Basissatz von Merkmalen zugrundegelegt, der
schrittweise durch neue Merkmale erweitert wird, um bessere Klassifikationsleistun-
gen zu erreichen. Bei diesem Vorgehen kann es jedoch leicht dazu kommen, dass die
Komponenten der u.U. hochdimensionalen Merkmalsvektoren miteinander korreliert
sind. Um kompakte und unkorrelierte Merkmalsvektoren zu erhalten, ist somit eine
Optimierung des Merkmalssatzes erforderlich. Ga¨ngige Verfahren sind vor allem die
Hauptkomponentenanalyse und die lineare Diskriminanzanalyse, die u.a. in [Fin03],
Seite 139ff und [Sch95b], Seite 113ff, ausfu¨hrlich beschrieben sind.
Hauptkomponentenanalyse
Mit der Hauptkomponentenanalyse kann eine Dekorrelation und zusa¨tzlich eine Di-
mensionsreduktion der Merkmale erreicht werden. Der Ausgangspunkt fu¨r die Haupt-
komponentenanalyse ist das Streuungsverhalten der Merkmalsvektoren, welches durch
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die Streumatrix Sx beschrieben wird.
Sx =
1
N
N∑
i=1
(xi − x¯)(xi − x¯)T (3.36)
In obiger Formel bezeichnet x¯ den Mittelwert der Merkmalsvektoren.
1
N
N∑
i=1
xi = x¯, dim(x) = D (3.37)
Sind die Komponenten der Merkmalsvektoren korreliert, so besitzt die Streumatrix Sx
nicht Diagonalgestalt. Das Ziel der Hauptkomponentenanalyse, die Dekorrelation der
Merkmale, entspricht der Anwendung einer Transformation Φ auf die mittelwertbe-
reinigten Merkmalsvektoren
y = ΦT (x− x¯), (3.38)
sodass die Streumatrix Sy der transformierten Merkmale Diagonalgestalt aufweist:
Sy =
1
N
N∑
i=1
yiy
T
i = Φ
TSxΦ =

λ1 0
.
.
.
0 λD
 . (3.39)
Durch Anwendung der Transformation wird eine Rotation des Merkmalsraums durch-
gefu¨hrt, sodass die Richtung maximaler Varianz mit der ersten Koordinatenachse u¨ber-
einstimmt.
Die Herleitung der Transformation Φ = [φ1, . . . ,φD] zur Diagonalisierung der
symmetrischen Matrix Sx erfolgt durch Lo¨sung des folgenden Eigenwertproblems:
Sxφk = λkφk , k = 1, . . . , D. (3.40)
Demnach werden die Spaltenvektoren der Transformationsmatrix ΦT durch die nor-
mierten Eigenvektoren φk der Streumatrix Sx gebildet, die zu den jeweiligen Eigen-
werten λk geho¨ren.
Eine Dimensionsreduktion der Merkmale wird erreicht, wenn die Transformations-
matrix nicht aus allen D Eigenvektoren aufgebaut wird, sondern nur eine Teilmenge
betrachtet wird. Sind die Eigenvektoren/-werte so numeriert, dass die Eigenwerte ei-
ne absteigende Folge bilden, so werden die ersten d Eigenvektoren beru¨cksichtigt, die
somit zu den d gro¨ßten Eigenwerten geho¨ren.
Φ˜ = [φ1, . . . ,φd], d < D. (3.41)
Da die Eigenwerte die Varianzen der transformierten Merkmale bezeichnen, wird
durch die Transformation
y˜ = Φ˜
T
(x− x¯), (3.42)
67
3 Automatische Handschrifterkennung – Grundlagen und Stand der Forschung
eine Abbildung der Merkmalsvektoren in den d-dimensionalen Unterraum durch-
gefu¨hrt, der den gro¨ßten Varianzanteil umfasst.
Die Hauptkomponentenanalyse optimiert somit die Merkmalsrepra¨sentation, indem
anhand der Streuungseigenschaften der Merkmale eine Dekorrelation und ggf. eine
Dimensionsreduktion durchgefu¨hrt wird. Es werden dabei alle Merkmalsvektoren un-
abha¨ngig von der Klasse betrachtet, zu der die Vektoren jeweils zuzuordnen sind, so-
dass die Diskriminanzeigenschaften der Merkmalsrepra¨sentation nicht unbedingt ver-
bessert werden.
Lineare Diskriminanzanalyse
Neben der Dekorrelation und Dimensionsreduktion ist das vorrangige Ziel der linea-
ren Diskriminanzanalyse die Verbesserung der Separierbarkeit der Klassengebiete im
Merkmalsraum. Daher geht im Gegensatz zur Hauptkomponentenanalyse statistische
Klasseninformation in die Berechnung der Merkmalstransformation mit ein, sodass
notwendigerweise eine bereits klassifizierte Lernstichprobe vorhanden sein muss.
Die zu bestimmende Transformation soll einerseits die Streuung der Merkmalsvek-
toren, die zur selben Klasse geho¨ren, gering halten, wa¨hrend andererseits der Ab-
stand der Klassenzentren im Merkmalsraum maximiert werden soll. Die Optimie-
rung der Diskriminanzeigenschaften der Merkmalsrepra¨sentation basiert daher auf
der Intraklassen-Streuungsmatrix Sw (engl. within-class-scatter) und der Interklassen-
streuungsmatrix Sb (engl. between-class-scatter).
Sw =
K∑
k=1
pk
nk∑
i=1
(xi − x¯k)(xi − x¯k)T (3.43)
Sb =
K∑
k=1
pk(x¯k − x¯)(x¯k − x¯)T (3.44)
Hierbei bezeichnet x¯ den globalen Mittelwert der Merkmale, K die Anzahl der Klas-
sen, pk die a-priori Wahrscheinlichkeit und x¯k den Mittelwert der jeweiligen Klasse.
Die Optimierung wird nun u¨blicherweise anhand des folgenden Kriteriums vorge-
nommen [Fuk72].
Spur
{
S−1w Sb
}
→ max! (3.45)
Die gesuchte TransformationsmatrixΦ = [φ1, . . . ,φd] ergibt sich wiederum durch die
Lo¨sung eines Eigenwertproblems.
S−1w Sbφk = λkφk , k = 1, . . . , d. (3.46)
Die Transformationsmatrix Φ besteht somit aus den d (d < D) Eigenvektoren der
Matrix S−1w Sb, die zu den d gro¨ßten Eigenwerten geho¨ren.
Aus Gru¨nden der numerischen Stabilita¨t wird die Berechnung der Transformations-
matrix Φ oftmals in einem zweistufigen Prozess durchgefu¨hrt (siehe z.B. [Fin03], Sei-
te 149 und [Sch95b], Seite 117). Dabei wird im ersten Schritt durch ein sogenanntes
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Whitening die Intraklassenstreuungsmatrix Sw auf Einheitsgestalt gebracht, die somit
invariant gegenu¨ber weiteren orthonormalen Transformationen ist. Anschließend er-
folgt dann eine Hauptkomponentenanalyse der Klassenzentren, um die Separierbarkeit
der Klassengebiete zu verbessern.
3.6 Klassifikation
Ausgehend von der im vorherigen Schritt erlangten Merkmalsrepra¨sentation wird im
Klassifikationsschritt den Eingabesignalen ihre Bedeutung zugewiesen. Mit der Klas-
sifikation erfolgt somit der ¨Ubergang vom Signal zu seiner symbolischen Repra¨senta-
tion. Die Klassifikation la¨sst sich daher als Abbildung g auffassen, die Merkmalsvek-
toren x aus dem MerkmalsraumC zu Symbolen ωk aus einem endlichen Symbolvorrat
Ω zuordnet6.
g : C → Ω, Ω = {ω1, . . . , ωK} (3.47)
Der Symbolvorrat Ω besteht bei der Handschrifterkennung im Falle einer analytischen
Verarbeitungsstrategie u¨blicherweise aus Buchstaben, bei einer holistischen Vorge-
hensweise dagegen aus Wo¨rtern.
Die Methoden, die zur Klassifikation eingesetzt werden ko¨nnen, lassen sich in die
folgenden Kategorien gruppieren: Template-Matching, syntaktische, statistische und
konnektionistische Verfahren [Jai00]. Diese unterschiedlichen Ansa¨tze werden im fol-
genden kurz charakterisiert, bevor mit den Hidden Markov Modellen und speziel-
len Neuronalen Netzen Vertreter statistischer bzw. konnektionistischer Klassifikatoren
vorgestellt werden, die im Bereich der Handschrifterkennung von u¨berragender Be-
deutung sind. Das Hauptaugenmerk liegt dabei auf den Hidden Markov Modellen, da
sie auch das Grundgeru¨st der in dieser Arbeit realisierten Erkennungssysteme bilden.
Template Matching
Die Klassifikation durch Template-Matching ist ein vergleichsweise einfaches Verfah-
ren, das auf dem Vergleich der zu klassifizierenden Eingabemuster mit im Vorhinein
ermittelten Referenzmustern (Prototypen, Templates) basiert (vgl. [Jai00]). Die ein-
zelnen Templates sind dabei die prototypischen Repra¨sentanten der jeweiligen Klasse
ωk, sodass ein Eingabemuster schließlich derjenigen Klasse zugeordnet wird, dessen
Template die gro¨ßte ¨Ahnlichkeit zum Eingabemuster aufweist.
Aufgrund der Variabilita¨t der Eingabemuster ist der Vergleich mit starren Template-
Modellen ha¨ufig nachteilig, sodass stattdessen deformierbare Template-Modelle und
elastische Matching-Verfahren verwendet werden. Ein effizientes Verfahren zum ela-
stischen Matching, das auf Dynamischer Programmierung beruht, ist das Dyna-
mic Time Warping (dt. Dynamische Zeitverzerrung). Na¨heres hierzu findet man u.a.
in [Sch95b].
6Anstatt von der Abbildung des Merkmalsvektors x auf das Symbol ωk zu sprechen, sagt man auch
ha¨ufig, dass die Klasse ωk bestimmt wird, zu der der Merkmalsvektor x geho¨rt.
69
3 Automatische Handschrifterkennung – Grundlagen und Stand der Forschung
Syntaktische Klassifikation
Bei der syntaktischen Klassifikation wird das Eingabesignal als komplexes Muster
betrachtet, das aus untereinander verknu¨pften Elementarmustern, den Primitiven, zu-
sammengesetzt ist. Der Kerngedanke dabei ist, dass eine Analogie hergestellt wird
zwischen der Struktur des Musters und der Syntax einer Sprache [Jai00]. Die Mu-
ster werden somit als Sa¨tze der Sprache, die Primitive als Alphabet und die Struktur
des Musters als Grammatik aufgefasst. Die Erkennung von Zeichen oder Wo¨rtern ge-
schieht also anhand einer Reihe von Regeln, die die fu¨r das jeweilige Zeichen bzw.
Wort charakteristischen Beziehungen der Primitive untereinander beschreiben.
Der syntaktische, regelbasierte Ansatz wurde jedoch relativ schnell auf Grund der
Schwierigkeiten bei der Detektion der Primitive und der Formulierung bzw. automati-
schen Extraktion robuster Regeln aufgegeben. Erst in ju¨ngster Zeit erfuhr dieser An-
satz eine Wiederbelebung durch das Konzept der Fuzzy-Logik, also der Formulierung
unscharfer Regeln. Die Bedeutung der syntaktischen Klassifikation im Vergleich zu
den u¨brigen Methoden ist insbesondere im Bereich der Handschrifterkennung jedoch
a¨ußerst gering.
Statistische Klassifikation
Bei der statistischen Klassifikation wird davon ausgegangen, dass die observierten Mu-
ster durch einen stochastischen Prozess mit der Wahrscheinlichkeitsdichte p(x, ωk)
generiert wurden. Dabei bezeichnet x die Merkmalsrepra¨sentation des Musters und
ωk seine zugeho¨rige Klasse. Die Verbunddichte p(x, ωk) des als stationa¨r angenom-
menen mustererzeugenden Prozesses la¨sst sich mit Hilfe der Bayes-Regel wie folgt
ausdru¨cken:
p(x, ωk) = P (ωk|x)p(x) = p(x|ωk)P (ωk). (3.48)
Hierbei ist P (ωk|x) die a posteriori Wahrscheinlichkeit der Klasse ωk bei Vorliegen
des Merkmalsvektors x. Die a priori Wahrscheinlichkeit P (ωk) gibt die Wahrschein-
lichkeit der Klasse ωk an, bevor u¨berhaupt eine Beobachtung x vorliegt. Die klassen-
bedingte Dichte des Auftretens von x, wenn die zugeho¨rige Klasse ωk bekannt ist, ist
durch p(x|ωk) gegeben, und die Dichte der Merkmale unabha¨ngig von ihrer Bedeu-
tung ist durch p(x) bezeichnet.
Die Klassifikation, d.h. die Bestimmung der Klasse ωk des beobachteten Merkmals-
vektors x, wird auf Grundlage der obigen Formel vorgenommen. Stellt man 3.48 nach
der a posteriori Wahrscheinlichkeit um, so erha¨lt man:
P (ωk|x) = p(x|ωk)P (ωk)
p(x)
(3.49)
Damit erha¨lt man den theoretisch optimalen Klassifikator, wenn der Merkmalsvektor x
derjenigen Klasse ωˆk zugeordnet wird, die zu maximaler a posteriori Wahrscheinlich-
keit P (ωk|x) fu¨hrt, wobei der Nenner des obigen Ausdrucks, die Dichte der Merkmale
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p(x), bei der Maximumbildung unberu¨cksichtigt bleiben darf, da dieser unabha¨ngig
von der Klasse ωk ist.
Die optimale Klassifikation nach 3.49 la¨sst sich in der Praxis jedoch nur approxima-
tiv erreichen, da die wahren Werte der Wahrscheinlichkeiten P (ωk|x), P (ωk) und der
Dichte p(x|ωk) nicht bekannt sind, sondern vielmehr aus einer mo¨glichst repra¨sentati-
ven Trainingsstichprobe gescha¨tzt werden mu¨ssen. Abgesehen von den a priori Wahr-
scheinlichkeiten P (ωk), die beispielsweise aus einer anwendungsspezifischen Text-
stichprobe gescha¨tzt oder bei keinerlei Vorwissen als gleichverteilt angenommen wer-
den ko¨nnen, besteht die Hauptaufgabe bei der Realisierung eines statistischen Klassi-
fikators darin, anhand der Trainingsstichprobe entweder
(a) die a posteriori Wahrscheinlichkeiten P (ωk|x) oder
(b) die klassenbedingten Dichten p(x|ωk)
zu scha¨tzen [Sch96]. Folgt man dem Ansatz (a), so fu¨hrt dies zum Konzept der MAP-
Scha¨tzung (Maximum a posteriori Scha¨tzung), wa¨hrend der Ansatz (b) als Maximum
Likelihood Scha¨tzung bezeichnet wird.
Die MAP-Scha¨tzung la¨sst sich als Funktionsapproximationsaufgabe auffassen. Die
Aufgabe besteht darin, die Parameter w einer Funktion dw(x) so zu optimieren,
dass die Funktion dem Zielvektor y(x) mo¨glichst a¨hnlich ist. Der Zielvektor ist da-
bei ein K-dimensionaler Einheitsvektor und beschreibt die Klassenzugeho¨rigkeit des
Merkmalsvektors. Entstammt der Merkmalsvektor x beispielsweise der Klasse ωk, so
entha¨lt der Zielvektor an der Position k eine Eins. Die Parameter der sogenannten Un-
terscheidungsfunktion dw(x) lassen sich nun durch Minimierung des mittleren qua-
dratischen Fehlers bestimmen:
E{|dw(x)− y(x)|2} = min
dw(x)
! (3.50)
Fu¨r die parametrischen Funktionen kommen beispielsweise Polynome, radiale Basis-
funktionen oder die sigmoiden Aktivierungsfunktionen neuronaler Netze in Betracht.
Die Wahl der parametrischen Funktionen dw(x) ist dabei mit entscheidend fu¨r die
Leistungsfa¨higkeit des Klassifikators. Weisen die Funktionen durch eine Vielzahl von
Parametern ein hohes Maß an Flexibilita¨t auf, so besteht die Gefahr des Overfittings der
zu approximierenden Funktion an die Gegebenheiten des Trainingssets. Die Folge ist
eine verminderte Generalisierungsfa¨higkeit, d.h. die ¨Ubertragbarkeit auf die konkreten
Anwendungsbedingungen ist nicht mehr gegeben. Ist andererseits jedoch die Flexibi-
lita¨t der parametrischen Funktionen zu sehr eingeschra¨nkt, so fu¨hrt dies dazu, dass die
systematische Datenvariabilita¨t, also das Vorhandensein unterschiedlicher Auspra¨gun-
gen von Mustern derselben Klasse, nicht ausreichend modelliert werden kann. Beim
Entwurf des Klassifikators muss damit eine Abwa¨gung zwischen der Genauigkeit der
Approximation und der Generalisierungsfa¨higkeit vorgenommen werden.
Im Gegensatz zur MAP-Scha¨tzung geht man bei der Maximum-Likelihood-
Scha¨tzung von statistischen Modellen aus, die die klassenbedingte Dichte p(x|ωk)
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repra¨sentieren. Die Lernaufgabe besteht in diesem Fall darin, die Parameter der sta-
tistischen Modelle so zu scha¨tzen, dass die Wahrscheinlichkeit maximiert wird, mit
der die observierten Daten von den so parametrisierten Modellen generiert wurden.
Insbesondere zur Klassifikation von Observationsfolgen, wenn also die Merkmalsvek-
toren wie bei der Sprach- oder Handschrifterkennung als Sequenzen vorliegen, hat
sich dabei die Verwendung von Hidden-Markov-Modellen (siehe Abschnitt 3.6.1) als
a¨ußerst erfolgreich erwiesen.
Konnektionistische Klassifikation
Die Verfahren zur konnektionistischen Klassifikation versuchen die in Nervensyste-
men durchgefu¨hrte Informationsverarbeitung mit Hilfe ku¨nstlicher neuronaler Netze
nachzubilden. Der zentrale Baustein ist dabei das Modellneuron, dessen biologisches
Vorbild im wesentlichen drei Bestandteile umfasst [Zel97]: Neben dem Zellko¨rper sind
dies die Dendriten, die die Eingaben aufnehmen, und das Axon, welches die Ausga-
be des Neurons weiterleitet. Indem sich das Axon verzweigt und u¨ber Synapsen mit
anderen Neuronen in Kontakt tritt werden Verbindungen zwischen Neuronen etabliert
(siehe Abbildung 3.20).
j
wij
Synapse
Dendriten
Zellkörper
Axon
o i
x i xj
o
Abbildung 3.20: Verschaltung zweier Neuronen (angelehnt an [Zel97]). Der Pfeil gibt
die Richtung des Informationsflusses an.
Die Funktionsweise eines Modellneurons wird u¨blicherweise wie folgt beschrieben:
Im ersten Schritt werden die mit den Synapsensta¨rkenwi gewichteten Eingaben xi auf-
summiert. Anhand dieser Summe der gewichteten Eingaben wird dann mit Hilfe der
Aktivierungsfunktion fact der sogenannte Aktivierungszustand des Neurons bestimmt.
Auf den Aktivierungszustand wird schließlich die Ausgabefunktion fout angewendet,
um die Ausgabe des Neurons zu bestimmen. Mathematisch la¨sst sich die Funktions-
weise eines Modellneurons damit wie folgt ausdru¨cken:
o = fout
(
fact
(
D∑
i=1
wixi
))
= fout
(
fact(w
Tx)
)
. (3.51)
Eine verbreitete Wahl fu¨r die Aktivierungsfunktion stellen sigmoide Funktionen dar,
wie beispielsweise der tangens hyperbolicus, fact = tanh(s), oder die logistische
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Funktion, fact = (1 + exp(−s))−1. Dagegen wird fu¨r die Ausgabefunktion des Mo-
dellneurons ha¨ufig die Identita¨t gewa¨hlt, sodass Ausgabe und Aktivierung des Neurons
u¨bereinstimmen. Unter dieser Annahme vereinfacht sich Gleichung 3.51 zu:
o = fact
(
D∑
i=1
wixi
)
= fact(w
Tx). (3.52)
Die Leistungsfa¨higkeit konnektionistischer Methoden ergibt sich jedoch erst durch
die Verknu¨pfung einzelner Neuronen zu komplexen Netzwerken. Dabei ist die am
ha¨ufigsten eingesetzte Verschaltungsart die Vorwa¨rtskopplung, die die sogenannten
Multi-Layer-Perzeptrons (MLPs) charakterisieren.
Ein Beispiel eines MLPs mit vier Neuronenschichten und drei Schichten trainier-
barer Verbindungsgewichte ist in Abbildung 3.21 dargestellt. Es handelt sich hier um
ein vollsta¨ndig ebenenweise verbundenes Netzwerk, bei dem jedes Neuron der Ebene
l alle Neuronen der Ebene l + 1 als Nachfolger besitzt. Die Neuronen der Eingabe-
schicht werden dabei als Eingabeneuronen (input units) bezeichnet, die Neuronen der
Ausgabeschicht entsprechend als Ausgabeneuronen (output units) und die Neuronen
der inneren Schichten als verdeckte Neuronen (hidden units).
Das j-te Neuron der Schicht l des MLPs berechnet somit anhand des Eingabevektors
xl und des Gewichtsvektors wlj den Ausgangswert (mit fout = Identita¨t)
olj = fact
Ml∑
i=1
wljix
l
i
 = fact (((wlj)Txl) .
o
4
1 o 2
4
o 3
4
3
l=3
l=1
Eingabeschicht
1. verdeckte Schicht
2. verdeckte Schicht
l=4
Ausgabeschicht
j
l=2
i
wij
3
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Abbildung 3.21: Multi-Layer-Perzeptron (MLP).
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Fasst man die Ausgabewerte der Neuronen der Schicht l zusammen, so ergibt sich mit
der Gewichtsmatrix W l fu¨r den Ausgabevektor der l-ten Schicht
ol = fact
(
(W l)Txl
)
,
wobei der Ausgabevektor ol der Schicht l wiederum als Eingabevektor xl+1 der nach-
folgenden Schicht l + 1 fungiert.
Die Klassifikation von Merkmalsvektoren mit Hilfe von MLPs basiert auf der
MAP-Scha¨tzung der a posteriori Wahrscheinlichkeit P (ωk|x) (siehe Seite 71, Glei-
chung 3.50). Das MLP, das somit auch als statistischer Klassifikator aufgefasst werden
kann, dient dabei zur Approximation der Unterscheidungsfunktion dw(x). Die Ap-
proximationsaufgabe besteht darin, die Gewichtsparameter W l des MLPs anhand der
Trainingsstichprobe so zu optimieren, dass die Netzausgabe oL mit dem jeweiligen
Zielvektor y(x) mo¨glichst gut u¨bereinstimmt. Die Bestimmung der optimalen Ge-
wichtsparameter erfolgt dabei durch Minimierung des mittleren quadratischen Fehlers
E{|oL − y(x)|2} = min
W 1,...,WL
!
Da keine geschlossene Lo¨sung dieser Optimierungsaufgabe bekannt ist, werden hier
meist Gradientenabstiegsverfahren eingesetzt.
Die in Abbildung 3.21 vorgestellte Architektur des MLPs eignet sich gut zur Klas-
sifikation von Mustern, die sich jeweils mit einem Merkmalsvektor fester Dimensi-
on beschreiben lassen. Zur Klassifikation von Merkmalsvektorfolgen, wie sie im Be-
reich der Schrifterkennung vorliegen, werden dagegen modifizierte Netzwerkarchitek-
turen eingesetzt, vorwiegend sogenannte Time-Delay Neural Networks (TDNNs, siehe
u.a. [Man94, Sen94b, Jae01]), die in Abschnitt 3.6.2 beschrieben werden.
3.6.1 Hidden Markov Modelle
Hidden-Markov-Modelle (HMMs) sind das dominierende Konzept zur statistischen
Klassifikation von Beobachtungsfolgen variabler La¨nge. Inspiriert vom u¨beraus er-
folgreichen Einsatz von HMMs im Bereich der automatischen Sprachverarbeitung er-
langen HMM-basierte Systeme auch im Handschriftbereich wachsende Bedeutung.
Ausgehend von der Definition von HMMs werden im folgenden wichtige Modellie-
rungsaspekte betrachtet und die grundlegenden Verwendungskonzepte zur Klassifika-
tion vorgestellt. Anschließend wird auf die drei fundamentalen Aufgabenstellungen im
Umgang mit HMMs eingegangen – die Berechnung der Produktionswahrscheinlich-
keit, die Dekodierung und das Training. Die vorliegende Darstellung orientiert sich
dabei vorwiegend an den Arbeiten [Sch95b, Fin03].
Definitionen
Ein diskreter stochastischer Prozess q ist eine Folge von Zufallsvariablen, die jeweils
einen Wert aus einer endlichen Zustandsmenge S = {s1, s2, . . . , sN} annehmen:
q = q1, q2 . . . , qT , qt ∈ S. (3.53)
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Der Parameter t des stochastischen Prozesses kann beispielsweise als Zeit interpretiert
werden. Weist der Prozess q die Markov-Eigenschaft auf, dass die Wahrscheinlichkeit
des Zustands qt = si nur vom direkten Vorga¨ngerzustand qt−1 = sj abha¨ngt,
P (qt = sj|qt−1 = si, . . . , q0 = sk) = P (qt = sj|qt−1 = si), (3.54)
und ist der Prozess daru¨berhinaus stationa¨r, also von der absoluten Zeit unabha¨ngig,
so wird der Prozess als homogene Markov-Kette bezeichnet.
Die bedingten Wahrscheinlichkeiten P (qt = sj|qt−1 = si) werden ¨Ubergangswahr-
scheinlichkeiten genannt, und geben die Wahrscheinlichkeit an, dass die Zufallsvaria-
ble q zum Zeitpunkt t den Wert sj annimmt, wenn sie zum vorhergehenden Zeitpunkt
den Wert si aufwies. Bei einer homogenen Markov-Kette ko¨nnen diese ¨Ubergangs-
wahrscheinlichkeiten in Form einer quadratischen N ×N Matrix dargestellt werden:
A = [aij] mit aij = P (qt = sj|qt−1 = si), (3.55)
wobei die Stochastizita¨tsbedingungen
aij ≥ 0 ∀i, j und
N∑
j=1
aij = 1 ∀i (3.56)
gelten.
Die Initialisierung der Markov-Kette wird durch den Vektor der Anfangswahr-
scheinlichkeiten pi bestimmt:
pi = (pi1, . . . , piN), pii = P (q1 = si) mit
N∑
i=1
pii = 1. (3.57)
Die durch die Parameter pi undA vollsta¨ndig charakterisierte Markov-Kette bildet die
erste Stufe eines Hidden Markov Modells.
Die zweite Stufe eines HMMs ist ein Prozess, der in Abha¨ngigkeit vom aktuell ein-
genommenen Zustand eine Emission erzeugt. Nur diese Emissionsfolge eines HMMs
ist beobachtbar, die Folge der eingenommenen Zusta¨nde dagegen nicht. Auf Grund
dieser Eigenschaft, der dem Beobachter “verborgenen” Zustandsfolge, wird der zwei-
stufige stochastische Prozess als Hidden Markov Modell bezeichnet.
Die Emissionsfolge O = o1, . . . , oT besteht dabei entweder aus Symbolen
vk ∈ {v1, . . . , vD} aus einem endlichen Symbolvorrat oder Vektoren x ∈ RD aus ei-
nem D-dimensionalen Vektorraum. Im ersten Fall, man spricht dabei von diskreten
HMMs, lassen sich die Emissionswahrscheinlichkeiten in Form einer N × D Matrix
darstellen:
B = [bjk] mit bjk = P (ot = vk|qt = sj) (3.58)
und
bjk ≥ 0 ∀j, k und
N∑
k=1
bjk = 1 ∀j. (3.59)
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Abbildung 3.22: La¨ngen- und Formvariation der Schrift. Die segmentierten Abschnit-
te, anhand derer die Merkmalsvektoren extrahiert werden, sind in
grau angedeutet.
Im Falle vektorwertiger Emissionen kontinuierlicher HMMs wird analog ein N-
dimensionaler Dichte-Vektor definiert:
B = [bj] mit bj(x) = p(ot = x|qt = sj) (3.60)
und
bj(x) ≥ 0 ∀j und
∫
RD
bj(x)dx = 1 ∀j. (3.61)
Ein Hidden Markov Modell ist damit durch das Tripel
λ = (pi,A,B) (3.62)
definiert. Es beschreibt einen zweistufigen stochastischen Prozess, dessen erste Stufe
eine homogene Markov-Kette bildet, bei der – ausgehend vom Initialisierungsvektor –
die Zufallsvariable gema¨ß der ¨Ubergangswahrscheinlichkeiten einen Zustand aus ei-
ner endlichen Zustandsmenge einnimmt. Dieser Zustand ist jedoch nicht beobachtbar.
Vielmehr wird in Abha¨ngigkeit des eingenommenen Zustands eine Emission gene-
riert, die entweder ein Symbol oder ein Vektor sein kann. Diese Emissionsgenerierung
wird ebenfalls durch einen stochastischen Prozess beschrieben, der die zweite Stufe
des HMMs bildet.
Modellierung
Durch den zweistufigen Aufbau von HMMs eignen sie sich sehr gut zur Klassi-
fikation von Merkmalsvektorfolgen variierender La¨nge, wie sie typischerweise im
Sprach- bzw. Handschriftbereich vorliegen. In Abbildung 3.22 sind beispielsweise
zwei Schriftbilder aus dem Offline-Handschriftbereich dargestellt, die die La¨ngen-
bzw. Formvariabilita¨t der Schrift verdeutlichen. So unterscheidet sich sowohl der
Schriftstil – Schreibschrift gegenu¨ber Blockschrift – als auch die horizontale Ausdeh-
nung und damit die Anzahl der extrahierten Merkmalsvektoren.
Zur Modellierung dieser Variabilita¨t eignet sich das in Abbildung 3.23 gezeigte
HMM. Das abgebildete HMM besitzt sieben Zusta¨nde, die jeweils einem Buchstaben
des modellierten Wortes entsprechen. Fu¨r die Zusta¨nde sind sowohl Selbstu¨berga¨nge
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Abbildung 3.23: HMM zur Modellierung des Wortes “Schrift”. Nur die von Null ver-
schiedenen ¨Ubergangswahrscheinlichkeiten sind eingezeichnet.
mo¨glich als auch der ¨Ubergang in den Zustand, der dem im Wort folgenden Buchsta-
ben entspricht. Die La¨ngenvariabilita¨t der Schrift kann also durch die Selbstu¨berga¨nge
modelliert werden, da sie das Verbleiben in einem Zustand und damit die Generierung
mehrerer Emissionen u¨ber mehrere Abschnitte des Signals hinweg ermo¨glichen.
Der Observationsvektor wird in Abha¨ngigkeit des eingenommenen Zustands gema¨ß
der zugeho¨rigen Wahrscheinlichkeitsdichte emittiert. Dabei sind unterschiedliche Rea-
lisierungen (Schreibschrift bzw. Blockschrift) zugelassen.
Wa¨hrend mit Hilfe der ersten Stufe des HMMs, der Zustandsu¨berga¨nge, die La¨ngen-
variabilita¨t der Schrift erfasst wird, gelingt mit der zweiten Stufe, der stochastischen
Emissionsgenerierung, die Modellierung der Form- bzw. Schriftstilunterschiede.
Modelltopologie
Ein wichtiger Schritt beim Entwurf von HMMs ist die Festlegung der Modelltopolo-
gie, d.h. der Gestalt der MatrixA der ¨Ubergangswahrscheinlichkeiten. Eine ¨Ubersicht
ga¨ngiger Modelltopologien ist in Abbildung 3.24 dargestellt.
Die ho¨chst mo¨gliche Flexibilita¨t der Modelle in Bezug auf die Zustandsu¨berga¨nge
wird erreicht, wenn die Matrix A voll besetzt ist. HMMs, die eine solche Topologie
aufweisen, werden ergodisch genannt. Sind die zu modellierenden Prozesse jedoch
durch eine bestimmte Struktur gekennzeichnet, sodass die beobachteten Ereignisse in
einer zeitlichen oder ra¨umlichen Abfolge auftreten, ko¨nnen eingeschra¨nkte Modellto-
pologien verwendet werden, bei denen bestimmte ¨Ubergangswahrscheinlichkeiten zu
Null gesetzt werden.
Das in Abbildung 3.23 dargestellte HMM weist eine lineare Topologie auf. Hier tre-
ten von Null verschiedene ¨Ubergangswahrscheinlichkeiten nur bei Selbstu¨berga¨ngen
und bei ¨Uberga¨ngen der Form si → si+1 auf. Bakis-Modelle sind daru¨berhinaus da-
durch gekennzeichnet, dass außerdem Transitionen der Art si → si+2 zugelassen sind
und damit einzelne Zusta¨nde u¨bersprungen werden ko¨nnen. Soll auch das ¨Uber-
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Abbildung 3.24: HMM-Topologien. Von links oben nach rechts unten: Linear, Bakis,
Links-Rechts, Ergodisch.
springen mehrerer Zusta¨nde ermo¨glicht werden, sodass beispielsweise vom Start-
zustand direkt in den Endzustand gesprungen werden kann, bietet sich die Ver-
wendung von Links-Rechts-Modellen an. Sie erlauben Zustandsu¨berga¨nge der Art
si → sj , fu¨r alle i ≤ j.
Bei der Festlegung der Modelltopologie ist zu beachten, dass eine gesteigerte Fle-
xibilita¨t durch eine erho¨hte Zahl mo¨glicher Zustandsu¨berga¨nge auch einen Mehrauf-
wand beim Training und bei der Dekodierung der Modelle nach sich zieht. Die Wahl
der Topologie resultiert daher i.d.R. aus einer Abwa¨gung zwischen Flexibilita¨t und
Handhabbarkeit der Modelle.
Emissionsmodellierung
Neben der Bestimmung der Modelltopologie ist vor allem die Emissionsmodellie-
rung eine der zentralen Aufgabenstellungen beim Entwurf von HMMs. Im Bereich
der Handschrifterkennung hat sich dabei die Verwendung diskreter HMMs, bei de-
nen die Observationen also aus einem diskreten, endlichen Symbolvorrat entstammen,
kaum durchgesetzt. Dies liegt vor allem daran, dass die extrahierten Schriftmerkmale
i.d.R. Elemente desRD und damit kontinuierlicher Natur sind. Daraus folgt, dass zum
Einsatz diskreter HMMs ein Verfahren zur Vektorquantisierung vorgeschaltet werden
muss, um die kontinuierlichen Merkmale auf diskrete Symbole abzubilden. Mit der
Vektorquantisierung geht jedoch ein nicht kompensierbarer Informationsverlust ein-
her, der zu einer Verringerung der Klassifikationsleistung der HMMs fu¨hrt.
Die Quantisierungsstufe und mithin der Quantisierungsfehler kann durch die direkte
Verwendung der extrahierten Merkmalsvektoren in kontinuierlichen HMMs vermie-
den werden. Die zustandsabha¨ngige, kontinuierliche Emissionsverteilungsdichte bj(c)
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wird dabei u¨blicherweise durch eine Gauß’sche Mischverteilungsdichte
bj(x) =
Kj∑
k=1
cjkgjk(x) =
Kj∑
k=1
cjkN (x|µjk,Kjk) (3.63)
beschrieben, da sich mit ihr bei geeigneter Wahl der Anzahl Kj der Mischungskompo-
nenten jede beliebige Dichtefunktion approximieren la¨sst. In obiger Formel bezeich-
nen die cjk die Mischungsgewichte, die den Bedingungen
Kj∑
k=1
cjk = 1 ∀j und cjk ≥ 0 ∀j, k (3.64)
genu¨gen mu¨ssen. Die Parameter µjk und Kjk beschreiben den Mittelwertvektor bzw.
die Kovarianzmatrix der entsprechenden Gaußdichte.
Da bei dieser Art der Emissionsmodellierung jedoch eine sehr hohe Anzahl von
Parametern bestimmt werden muss – fu¨r jeden Zustand sj die Mischungskoeffizienten,
Mittelwertvektoren und Kovarianzmatrizen vonKj Gaußdichten – ist es vorteilhaft, fu¨r
alle Zusta¨nde einen gemeinsamen Satz von Gaußdichten zur Emissionsmodellierung
zu verwenden:
bj(x) =
K∑
k=1
cjkgk(x) =
K∑
k=1
cjkN (x|µk,Kk). (3.65)
Die so beschriebene Emissionsmodellierung ist das Kennzeichen sogenannter semi-
kontinuierlicher HMMs. Sie ko¨nnen auch als diskrete HMMs mit integrierter “wei-
cher” Vektorquantisierung aufgefasst werden, indem die Mischungskoeffizienten cjk
als Ausgabewahrscheinlichkeiten des diskreten Modells interpretiert werden, die im
Gegensatz dazu jedoch mit Hilfe der Dichtewerte gk(x) gewichtet werden.
Verwendung zur Klassifikation
HMMs sind generative Modelle, die durch mehrstufige stochastische Prozesse Obser-
vationsfolgen mit der Produktionswahrscheinlichkeit P (O|λ) erzeugen. Wie ko¨nnen
nun aber HMMs eingesetzt werden, um eine gegebene Folge von Merkmalsvektoren
zu klassifizieren?
Die Grundlage fu¨r die Klassifikation ist die Bayes-Regel (siehe Gleichung 3.48).
Wird fu¨r jede Musterklasse ωk ein separates HMM λk definiert, so ergibt sich anhand
der Bayes-Regel die a posteriori Wahrscheinlichkeit zu:
P (λk|O) = P (O|λk)P (λk)
P (O)
(3.66)
Die Klassifikationsentscheidung fa¨llt damit zu Gunsten derjenigen Klasse ωk aus, de-
ren zugeho¨riges HMM λk die a posteriori Wahrscheinlichkeit P (λk|O) maximiert. Da
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Abbildung 3.25: Zusammengeschaltete Buchstabenmodelle zur Verbundworterken-
nung.
der Nenner des obigen Ausdrucks unabha¨ngig von der Klassenentscheidung ist, kann
er bei der Maximierung ignoriert werden. Die Entscheidungsregel lautet demnach:
λl = argmax
λk
P (O|λk)P (λk) (3.67)
Liegt keinerlei Wissen u¨ber die a priori Wahrscheinlichkeit P (λk) vor, so wird hierfu¨r
i.d.R. eine Gleichverteilung angenommen. Die Klassifikationsentscheidung erfolgt
dann ausschließlich anhand der Produktionswahrscheinlichkeit P (O|λk), sodass da-
mit ein Maximum-Likelihood-Klassifikator vorliegt.
Diese sogenannte modelldiskriminante Vorgehensweise, bei der jeder Musterklasse
ein einzelnes HMM zugeordnet und die Klassifikation anhand der maximalen Pro-
duktionswahrscheinlichkeit vorgenommen wird, kann zur Klassifikation von Signalen
eingesetzt werden, die nicht weiter zu segmentieren sind. Im Bereich der Handschrift-
erkennung wird diese holistische Strategie daher in Systemen zur Einzelworterken-
nung angewandt. Da jedoch fu¨r jedes Wort ein zugeho¨riges HMM beno¨tigt wird, ist
die holistische Strategie nur fu¨r kleine Wortscha¨tze handhabbar.
Statt der Verwendung von Wortmodellen werden daher meistens ku¨rzere Signal-
abschnitte modelliert, die u¨blicherweise Buchstaben entsprechen. Zur Erkennung von
Wo¨rtern werden die Buchstabenmodelle dann zu einem komplexen Verbundmodell
zusammengeschaltet (siehe Abbildung 3.25). Wird ein solches Verbundmodell zur
Klassifikation eingesetzt, so kommt die Verwendung der Produktionswahrscheinlich-
keit P (O|λk) zur Entscheidungsfindung nicht mehr in Betracht. Stattdessen muss der
wahrscheinlichste Pfad durch das Verbundmodell ermittelt werden, der zu der beob-
achteten Observationsfolge gefu¨hrt hat. Bei diesem sogenannten pfaddiskriminanten
Ansatz wird deshalb diejenige Zustandsfolge s∗ bestimmt, die im Modell λ die Pro-
duktionswahrscheinlichkeit P (O, s∗|λ) maximiert. Da sich anhand der Zustandsfolge
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die zugeho¨rigen Buchstabenmodelle eindeutig identifizieren lassen, wird mithin eine
implizite Segmentierung der Observationsfolge vorgenommen.
Die pfaddiskriminante Vorgehensweise ist durch die Verwendung eines gemein-
samen Satzes von Buchstaben-HMMs zur Modellierung der Wo¨rter des Erken-
nungslexikons im Vergleich zum modelldiskriminanten Ansatz deutlich flexibler. So
ko¨nnen neue Wo¨rter leicht durch entsprechende Verschaltungen bereits bestehender
Buchstaben-HMMs modelliert werden, sodass sich diese Technik auch fu¨r gro¨ßere
Wortscha¨tze eignet.
Berechnung der Produktionswahrscheinlichkeit
Im vorherigen Abschnitt wurde beschrieben, dass bei der modelldiskriminanten
Klassifikation die Klassenentscheidung anhand der Produktionswahrscheinlichkeit
P (O|λ) erfolgen kann. Sie gibt fu¨r das gegebene HMM λ die Wahrscheinlichkeit
an, die ObservationsfolgeO zu generieren und kann damit als Bewertungsmaß fu¨r die
Genauigkeit der Modellierung verwendet werden.
Die Berechnung der Produktionswahrscheinlichkeit P (O|λ) kann effizient, d.h. li-
near in Bezug auf die La¨nge der Observationsfolge, mit Hilfe der dynamischen Pro-
grammierung vorgenommen werden. Dazu ko¨nnen einerseits die Vorwa¨rtswahrschein-
lichkeiten
αt(j) = P (o1, . . . , ot, qt = sj|λ) (3.68)
oder andererseits die Ru¨ckwa¨rtswahrscheinlichkeiten
βt(j) = P (ot+1, . . . , oT |qt = sj,λ) (3.69)
verwandt werden. Die Vorwa¨rtswahrscheinlichkeit αt(j) gibt also die Wahrscheinlich-
keit an, die Beobachtungsfolge o1, . . . , ot zu observieren und zum Zeitpunkt t im Zu-
stand sj zu sein. Demgegenu¨ber gibt βt(j) die Wahrscheinlichkeit an, ab dem Zeit-
punkt t+ 1 die Beobachtungsfolge ot+1, . . . , ot zu beobachten, falls man zum Zeit-
punkt t im Zustand sj ist. Gema¨ß obiger Definitionen gilt also:
P (O|λ) =
N∑
i=1
αt(i)βt(i). (3.70)
Aufgrund der Markov-Eigenschaft des stochastischen Prozesses ko¨nnen die αt(j)
bzw. βt(j) rekursiv anhand ihres jeweiligen Vorga¨ngerwertes berechnet werden. Fu¨r
die Initialisierung der Berechnung setzt man:
α1(i) = piibi(o1) (3.71)
bzw.
βT (i) = 1. (3.72)
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1. Initialisierung:
α1(i) = piibi(o1) βT (j) = 1
2. Rekursion:
∀t : t = 1, . . . , T − 1
αt+1(j) =
N∑
i
{αt(i)aij}bj(ot+1)
∀t : t = T − 1, . . . , 1
βt(i) =
N∑
j
aijbj(ot+1)βt+1(j)
3. Terminierung:
P (O|λ) =
N∑
i=1
αT (i) P (O|λ) =
N∑
j=1
pijbj(o1)β1(j)
Abbildung 3.26: Berechnung der Produktionswahrscheinlichkeit. Links mittels der
Vorwa¨rtswahrscheinlichkeiten, rechts mittels der Ru¨ckwa¨rtswahr-
scheinlichkeiten.
Die Vorwa¨rtswahrscheinlichkeit des folgenden Zeitpunktes kann dann rekursiv be-
stimmt werden durch:
αt+1(j) =
N∑
i
{αt(i)aij}bj(ot+1). (3.73)
Analog gilt fu¨r die Ru¨ckwa¨rtswahrscheinlichkeiten:
βt(i) =
N∑
j
aijbj(ot+1)βt+1(j). (3.74)
Fu¨r die Produktionswahrscheinlichkeit P (O|λ) erha¨lt man somit am Ende der Berech-
nungen:
P (O|λ) =
N∑
i=1
αT (i) (3.75)
bzw.
P (O|λ) =
N∑
j=1
pijbj(o1)β1(j). (3.76)
Beide Verfahren, d.h. die Verwendung der Vorwa¨rtswahrscheinlichkeiten einerseits
oder die Verwendung der Ru¨ckwa¨rtswahrscheinlichkeiten andererseits, sind gleich-
wertig, der wesentliche Unterschied liegt in der Rekursionsrichtung. In Abbildung 3.26
sind die Verfahren im ¨Uberblick dargestellt.
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Berechnung der optimalen Zustandsfolge
Bei der pfaddiskriminanten Verwendung von HMMs ist es erforderlich, die internen
Abla¨ufe eines HMMs, d.h. die Folge der eingenommenen Zusta¨nde, aufzudecken. Das
Ziel dieser Dekodierungsaufgabe ist also die Bestimmung derjenigen Zustandsfolge,
die die Wahrscheinlichkeit
P (q|O,λ) = P (O, q|λ)
P (O|λ) (3.77)
bei gegebenem Modell λ und vorliegender Observationsfolge O maximiert. Da der
Nenner des obigen Ausdrucks von der gesuchten optimalen Zustandsfolge q∗ un-
abha¨ngig ist ergibt sich:
q∗ = argmax
q
P (O, q|λ) (3.78)
Die Bestimmung dieser optimalen Zustandsfolge kann wiederum effizient mit Hilfe
der dynamischen Programmierung erfolgen. Dabei wird in a¨hnlicher Weise vorgegan-
gen wie bei der Berechnung der Vorwa¨rtswahrscheinlichkeit, mit der Ausnahme, dass
die Summation durch eine Maximumbildung ersetzt wird. Anstelle der Vorwa¨rtswahr-
scheinlichkeit αt(j) tritt somit die Wahrscheinlichkeit
ϑt(i) = max
q1,...,qt−1
P (o1, . . . , ot, q1, . . . , qt−1, qt = si|λ), (3.79)
die die maximale Wahrscheinlichkeit bezeichnet, auf dem optimalen Pfad die Beob-
achtungsfolge o1, . . . , ot zu erzeugen und zum Zeitpunkt t im Zustand si zu sein.
Zusa¨tzlich wird eine Ru¨ckverzeigerungsmatrix [ψt(j)] zur Extraktion der optimalen
Zustandsfolge aufgebaut, da diese erst nach Abschluss der Berechnungen bei Vorlie-
gen der gesamten Beobachtungsfolge ermittelt werden kann. Das Verfahren zur Be-
stimmung der optimalen Zustandsfolge, das als Viterbi-Algorithmus bekannt ist, la¨sst
sich nun wie folgt skizzieren:
Zu Beginn des Verfahrens zum Zeitpunkt t = 1 erfolgt die Initialisierung der ϑj(i)
und der Ru¨ckwa¨rtszeiger ψt(j):
ϑ1(i) = piibi(o1) und ψ1(j) = 0. (3.80)
Die Wahrscheinlichkeit ϑt+1(i) des jeweils folgenden Zeitpunktes la¨sst sich dann re-
kursiv bestimmen durch:
ϑt+1(j) = max
i
{ϑt(i)aij}bj(ot+1). (3.81)
Geichzeitig wird im Ru¨ckwa¨rtszeiger ψt+1(j) fu¨r das entsprechende ϑt+1(j) der opti-
male Vorga¨ngerzustand vermerkt:
ψt+1(j) = argmax
i
ϑt(i)aij. (3.82)
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1. Initialisierung: t = 1
ϑ1(j) = pijbj(o1) und ψ1(j) = 0 ∀j : j = 1, . . . , N
2. Rekursion: ∀t : t = 1, . . . , T − 1 und ∀j : j = 1, . . . , N
ϑt+1(j) = max
i
{ϑt(i)aij}bj(ot+1) und ψt+1(j) = argmax
i
ϑt(i)aij
3. Terminierung:
P (O, q∗|λ) = max
i
ϑT (i) und q∗T = argmax
i
ϑT (i)
4. Ru¨ckverfolgung: ∀t : t = T − 1, . . . , 1
q∗t = ψt+1(q
∗
t+1)
Abbildung 3.27: Viterbi-Algorithmus
Am Ende der Berechnungen zum Zeitpunkt T ergibt sich fu¨r die optimale Produktions-
wahrscheinlichkeit:
P (O, q∗|λ) = max
q
P (O, q|λ) = max
i
ϑT (i). (3.83)
Aus der Ru¨ckverzeigerungsmatrix [ψt(j)] la¨sst sich dann die zugeho¨rige opti-
male Zustandsfolge q∗ bestimmen. Beginnend mit dem optimalen Endzustand
q∗T = argmax
i
ϑT (i) ergibt sie sich aus:
q∗t = ψt+1(q
∗
t+1). (3.84)
In Abbildung 3.27 sind die Schritte des Viterbi-Algorithmus zusammengefasst darge-
stellt.
Aus Gleichung 3.81 wird deutlich, dass in jedem Rekursionsschritt N2 Maximie-
rungen zur Bewertung des lokal optimalen Pfades ausgefu¨hrt werden mu¨ssen. Der
Viterbi-Algorithmus ist somit durch eine quadratische Komplexita¨t in Bezug auf die
Anzahl der Zusta¨nde gekennzeichnet. Zur Beschleunigung der Dekodierung werden
in der Praxis daher meistens Verfahren zur Suchraumeinschra¨nkung eingesetzt, wobei
das wohl verbreitetste das sogenannte Beam-Search Verfahren ist.
Die Idee des Beam-Search Verfahrens ist, die Auswertung der Pfadbewertungen
auf eine relativ kleine Menge aktiver Zusta¨nde zu beschra¨nken, anstatt alle mo¨glichen
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Vorga¨ngerzusta¨nde zu betrachten. Die Menge der zum Zeitpunkt t aktiven Zusta¨nde
ist folgendermaßen definiert:
At = {i|ϑt(i) ≥ Bϑ∗t} mit ϑ∗t = maxj ϑt(j). (3.85)
Dabei bezeichnet ϑ∗t die maximale Bewertung auf dem optimalen partiellen Pfad und
der Faktor B, die sogenannte Beambreite, eine positive Konstante kleiner Eins. Die
zum Zeitpunkt t aktiven Zusta¨nde sind also diejenigen, deren Bewertung ϑt(i) gro¨ßer
als ein Schwellwert ist, der von der maximal erzielbaren Bewertung zu diesem Zeit-
punkt abha¨ngt.
Die Gleichung 3.81 zur Bewertung des lokal optimalen Pfades wird nun dahinge-
hend vera¨ndert, dass die Maximierung nicht mehr u¨ber alle mo¨glichen Vorga¨nger-
zusta¨nde ausgefu¨hrt wird, sondern nur noch u¨ber die Menge der aktiven Zusta¨nde:
ϑt+1(j) = max
i∈At
{ϑt(i)aij}bj(ot+1). (3.86)
Training
Die beiden vorangegangenen Abschnitte befassten sich mit der Auswertung von
HMMs, d.h. zum einen mit der Berechnung der Produktionswahrscheinlichkeit und
zum anderen mit der Aufdeckung der wahrscheinlichsten Zustandsfolge, die bei der
Emissionsgenerierung eingenommen wurde. Dabei wurde stets von einem gegebenen
Modell ausgegangen. In diesem Abschnitt wird nun der Frage nachgegangen, wie die
Parameter eines HMMs λ = (pi,A,B) automatisch anhand einer Trainingsstichprobe
gescha¨tzt werden ko¨nnen.
Da keine analytische Lo¨sung zur Berechnung der HMM-Parameter bekannt ist, wer-
den iterative Verfahren eingesetzt, die von einem initialen Modell λ0 ausgehen und an-
hand der Trainingsdaten schrittweise verbesserte Modelle λ1,λ2, . . . berechnen. Das
wohl am ha¨ufigsten verwendete Verfahren hierzu ist der Baum-Welch-Algorithmus.
Dieser ist eine Variante des EM-Verfahrens (siehe [Dem77]), das ein allgemeines
Verfahren zur Maximum-Likelihood-Parameterscha¨tzung stochastischer Prozesse be-
schreibt. Als Optimierungskriterium zur schrittweisen Scha¨tzung der HMM-Parameter
wird im Baum-Welch-Algorithmus die Produktionswahrscheinlichkeit P (O|λ) ver-
wendet7. Fu¨r das entsprechende verbesserte Modell λ̂ = (p̂i, Â, B̂) gilt damit:
P (O|λ̂) ≥ P (O|λ).
Der Baum-Welch-Algorithmus zur Berechnung optimierter Modellparameter λ̂
stu¨tzt sich im wesentlichen auf die Vorwa¨rts- und Ru¨ckwa¨rtsvariablen αt(j) bzw.
7Bei dieser Darstellung wird davon ausgegangen, dass nur eine Beobachtungsfolge O zur Verfu¨gung
steht. In der Praxis liegen jedoch meist mehrere Beobachtungsfolgen vor, sodass dann zur Parame-
terscha¨tzung u¨ber die Beobachtungsfolgen gemittelt wird.
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βt(j), anhand derer die Produktionswahrscheinlichkeit P (O|λ) des Ausgangsmodells
bestimmt wird. Mit Hilfe der αt(j) und βt(j) wird zuna¨chst die Variable
γt(i, j) = P (qt = si, qt+1 = sj|O,λ) = P (qt = si, qt+1 = sj,O|λ)
P (O|λ)
=
αt(i)aijbj(ot+1)βt+1(j)∑N
i=1 αt(i)βt(i)
(3.87)
definiert, die die a posteriori Wahrscheinlichkeit eines ¨Ubergangs si → sj des Aus-
gangsmodells λ zum Zeitpunkt t bei vorliegender Observationsfolge O bezeichnet.
Außerdem wird die Variable
γt(i) = P (qt = si|O,λ) =
N∑
j=1
γt(i, j) (3.88)
definiert, die die Wahrscheinlichkeit angibt, zum Zeitpunkt t im Zustand si zu sein.
Damit ko¨nnen nun die Anfangswahrscheinlichkeiten p̂i, die ¨Ubergangswahrscheinlich-
keiten Â und im Falle diskreter HMMs auch die Emissionswahrscheinlichkeiten B̂ des
verbesserten Modells λ̂ gescha¨tzt werden. Die Anfangswahrscheinlichkeiten ergeben
sich direkt zu:
pˆii = P (q1 = si|O,λ) = γ1(i). (3.89)
Die erwarteten Zustandsu¨bergangswahrscheinlichkeiten ergeben sich aus der Summie-
rung der Einzelu¨bergangswahrscheinlichkeiten u¨ber die Zeit und anschließender Nor-
mierung auf die Gesamtzahl der vom Zustand si ausgehenden ¨Uberga¨nge:
aˆij =
T−1∑
t=1
P (qt = si, qt+1 = sj|O,λ)
T−1∑
t=1
P (qt = si|O,λ)
=
T−1∑
t=1
γt(i, j)
T−1∑
t=1
γt(i)
. (3.90)
Zur Bestimmung der diskreten Observationswahrscheinlichkeiten wird a¨hnlich vor-
gegangen. Dabei wird die Anzahl der Emissionen des betreffenden Symbols im je-
weiligen Zustand u¨ber die La¨nge der Observationsfolge aufsummiert und anhand der
Gesamtzahl der im selben Zustand generierten Emissionen normiert:
bˆjk =
T∑
t=1
P (qt = sj, ot = vk|O,λ)
T∑
t=1
P (qt = sj|O,λ)
=
∑
t:ot=vk
γt(j)
T∑
t=1
γt(j)
. (3.91)
Im Falle kontinuierlicher Emissionsmodellierung durch Mischverteilungen mu¨ssen
dagegen sowohl die Parameter µjk und Kjk der einzelnen Gaußdichten als auch die
Mischungsgewichte cjk gescha¨tzt werden. Da die Mischungsgewichte als Ausgabe-
wahrscheinlichkeiten eines diskreten HMMs interpretiert werden ko¨nnen, lassen sich
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die cjk in a¨hnlicher Weise bestimmen. Dazu definiert man sich die Variable ξt(j, k), die
die Wahrscheinlichkeit angibt, dass zum Zeitpunkt t im Zustand j die k-te Mischungs-
komponente an der Emission von ot beteiligt war:
ξt(j, k) = P (qt = sj, Kt = k|O,λ) =
N∑
i=1
αt−1(i)aijcjkgjk(ot)βt(j)
P (O|λ) . (3.92)
Die Mischungsgewichte cjk ergeben sich somit aus der Summierung der ξt(j, k) u¨ber
die Zeit und Normierung auf die Gesamtzahl der im Zustand j generierten Emissionen:
cˆjk =
T∑
t=1
P (qt = sj, Kt = k|O,λ)
T∑
t=1
P (qt = sj|O,λ)
=
T∑
t=1
ξt(j, k)
T∑
t=1
γt(j)
. (3.93)
Fu¨r die Bestimmung der Mittelwertvektoren und Kovarianzmatrizen der Gaußdichten
muss beru¨cksichtigt werden, dass die Observationen xt probabilistisch mit der Wahr-
scheinlichkeit ξt(j, k) = P (qt = sj, Kt = k|O,λ) in die Berechnung eingehen. Damit
gilt:
µ̂jk =
T∑
t=1
ξt(j, k)xt
T∑
t=1
ξt(j, k)
(3.94)
K̂jk =
T∑
t=1
ξt(j, k)(xt − µ̂jk)(xt − µ̂jk)T
T∑
t=1
ξt(j, k)
(3.95)
Wird dagegen eine semi-kontinuierliche Emissionsmodellierung verwendet, so
mu¨ssen zur Berechnung der µ̂k und K̂k die ξt(j, k) durch die Randverteilungen
ξt(k) =
∑N
j=1 ξt(j, k) ersetzt werden.
3.6.2 Time Delay Neural Networks (TDNNs)
In diesem Abschnitt werden mit den sogenannten Time Delay Neural Networks (TD-
NNs) Vertreter der konnektionistischen Informationsverarbeitung vorgestellt, die ur-
spru¨nglich zur Spracherkennung vorgeschlagen wurden [Lan90], mittlerweile aber
auch in einigen Systemen zur Handschrifterkennung zum Einsatz kommen [Man94,
Sen94b, Jae01]. Eine ausfu¨hrlichere Beschreibung von TDNNs findet sich u.a.
in [Zel97].
TDNNs geho¨ren zur Klasse vorwa¨rtsgerichteter Neuronaler Netze. Im Gegensatz zu
MLPs, die zur Klassifikation einzelner Merkmalsvektoren fester Dimension eingesetzt
werden, eignen sich TDNNs zur Erkennung von Mustern, die durch unterschiedlich
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lange Folgen von Merkmalsvektoren beschrieben werden, wie es beispielsweise im
Bereich der Handschrifterkennung der Fall ist.
Die Fa¨higkeit, Folgen von Merkmalsvektoren verarbeiten zu ko¨nnen, wird erreicht,
indem die Neuronen durch Zeitverzo¨gerungsglieder (engl. time delay units) erweitert
werden (siehe Abbildung 3.28). Jede Eingabe wird damit u¨ber mehrere Zeitschritte
entsprechend der Anzahl der Verzo¨gerungsglieder dem Nachfolgerneuron pra¨sentiert.
Der ¨Ubersichtlichkeit halber werden zur Darstellung von TDNNs die Eingabekompo-
nenten meistens vertikal angeordnet, wa¨hrend die Zeitverzo¨gerungen horizontal darge-
stellt werden. Aus dieser Sichtweise ko¨nnen die Zeitverzo¨gerungen auch als ein zeit-
liches Fenster betrachtet werden, das u¨ber die Eingabevektoren geschoben wird. Die-
ses Konzept ist dabei nicht ausschließlich auf die Eingabeschicht beschra¨nkt, sondern
es kann vielmehr auch auf die verdeckten Schichten u¨bertragen werden. Die Abbil-
dung 3.29 zeigt ein Beispiel eines mehrschichtigen TDNNs mit zwei inneren Schich-
ten in der fu¨r TDNNs u¨blichen Darstellung.
TDNNs sind weiterhin dadurch gekennzeichnet, dass die Verbindungen zwischen
den Schichten nicht vollsta¨ndig sind. So sind z.B. die Neuronen des Eingabefensters
mit den Neuronen der ersten verdeckten Schicht nicht vollsta¨ndig verbunden. Um Mu-
ster unabha¨ngig von ihrer Position in der Merkmalsvektorfolge zu erkennen, ist es
vielmehr erforderlich, dass jedes Neuron der nachfolgenden Schicht nur mit einem
kleinen Ausschnitt der Vorga¨ngerschicht, dem sogenannten rezeptiven Feld, verknu¨pft
ist, wobei die Gewichte der Zeitverzo¨gerungsneuronen, also der Neuronen einer Zeile,
identisch sind. Damit stellen die Neuronen einer Zeile den zeitlichen Verlauf der Ak-
tivierung eines einzigen Neurons u¨ber die zeitliche Dauer der Vorga¨ngerschicht dar.
Die Ausgabeneuronen integrieren schließlich die zeitlichen Ausgaben der letzten
verdeckten Schicht. Indem an dieser Stelle die quadrierten Ausgaben aufsummiert
werden, wird – im Vergleich zur einfachen Summe – die Ausgabe des TDNNs eher
durch die Aktivierungszusta¨nde mit den gro¨ßten Werten bestimmt.
∆t
x 1 x 2 x 3 x 4
x 1
x 2
x 3
x 4
Zeit
t+ t
glieder
Verzögerungs−
t+ 2∆
Abbildung 3.28: Schicht eines TDNN-Netzes (angelehnt an [Zel97]). Die Zeitverzo¨ge-
rungsglieder sind durch unterschiedliche Graustufen veranschaulicht.
Rechts ist die fu¨r TDNNs u¨bliche Darstellung gewa¨hlt, bei der die
Zeitverzo¨gerungen als ein zeitliches Fenster aufgefasst werden, das
u¨ber die Eingabevektoren geschoben wird.
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Abbildung 3.29: Mehrschichtiges TDNN. Die rezeptiven Felder der dunkel eingefa¨rb-
ten Neuronen sind hellgrau unterlegt. Die Ausgabeneuronen summie-
ren die Ausgaben der letzten verdeckten Schicht u¨ber die Zeit auf.
Das Training der TDNNs kann wie bei den MLPs durch Gradientenabstiegsverfah-
ren vorgenommen werden. Die Herleitung der Backpropagation Lernregel zur Para-
meteroptimierung von TDNNs kann u.a. in [Zel97] nachgelesen werden.
Die vorgestellten TDNNs sind in der Lage, einzelne Muster in einer Folge von
Merkmalsvektoren zu erkennen. Ha¨ufig betrachtet man jedoch komplexe Muster, die
aus einer Folge von Teilmustern aufgebaut sind. So la¨sst sich beispielsweise im Be-
reich der online Handschrifterkennung ein Buchstabe als ein komplexes Muster auf-
fassen, das aus einer Sequenz von Strokes besteht. Ein herko¨mmliches TDNN wu¨rde
nun lediglich eine Folge einzelner Strokes in der Merkmalsvektorfolge detektieren, es
erlaubt dabei jedoch nicht unbedingt einen Ru¨ckschluss auf die entsprechenden Buch-
staben. Um ein solches komplexes Muster zu erkennen, also z.B. einen aus Strokes
zusammengesetzten Buchstaben, ist es somit daru¨berhinaus erforderlich, einen Ab-
gleich zwischen der durch das TDNN ermittelten Folge von Strokes und den “wahren”
Strokesequenzen der Buchstaben durchzufu¨hren, sodass damit der wahrscheinlichste
Buchstabe bestimmt werden kann.
Eine Mo¨glichkeit zur Erkennung von bestimmten Mustersequenzen bieten die so-
genannten Multi-State-TDNNs (MS-TDNNs) [Haf92]. Diese MS-TDNNs stellen eine
Erweiterung herko¨mmlicher TDNNs um einen zusa¨tzlichen Verarbeitungsschritt dar,
in dem durch Dynamic Time Warping ein Abgleich der beobachteten Sequenz von
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Abbildung 3.30: MS-TDNN (angelehnt an [Jae01]). Vor der Ausgabeschicht ist eine
DTW-Schicht eingefu¨gt, welche einen Abgleich der beobachteten Se-
quenz von Teilmustern (States) mit vorgegebenen State-Sequenzen
komplexer Muster durchfu¨hrt.
Teilmustern (States) mit den vorgegebenen State-Sequenzen komplexer Muster durch-
gefu¨hrt wird. In den Ausgabeneuronen der MS-TDNNs wird dann nicht mehr u¨ber die
einzelnen Zeilen der letzten verdeckten Schicht summiert, sondern u¨ber den optimalen
Pfad, der durch das Dynamic Time Warping bestimmt wurde (siehe Abbildung 3.30).
3.7 Sprachmodellierung durch n-Gramm-Modelle
¨Ublicherweise liegt den Systemen zur Handschrifterkennung ein vorgegebenes Lexi-
kon von Wo¨rtern zugrunde, welches im Vorhinein anhand des betreffenden Anwen-
dungsszenarios bestimmt wird. Mit Hilfe des Lexikons kann so die Sequenz der vom
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Erkenner erzeugten Buchstabenhypothesen auf die gu¨ltigen Wo¨rter eingeschra¨nkt wer-
den. Dies kann z.B. durch Zusammenschalten der Buchstabenmodelle zu entsprechen-
den Verbundmodellen erreicht werden (siehe Seite 79).
Eine weitere Mo¨glichkeit zur Vermeidung unwahrscheinlicher Buchstabensequen-
zen besteht in der Integration von statistischen n-Gramm Sprachmodellen in den Er-
kennungsprozess (siehe u.a. [Fin03]). Dabei wird die Eigenschaft von Texten ausge-
nutzt, dass bestimmte Buchstabenfolgen gegenu¨ber anderen mit einer gro¨ßeren Wahr-
scheinlichkeit vorkommen. Mit den Bezeichnungen P (w) fu¨r die sprachmodellbasier-
te Wahrscheinlichkeit der Buchstabensequenz w und P (x|w) fu¨r die Observations-
wahrscheinlichkeit auf Basis der Buchstabenmodelle besteht die Erkennungsaufgabe
dann darin, diejenige Buchstabenfolge wˆ zu finden, die die Wahrscheinlichkeit fu¨r das
kombinierte Modell gema¨ß
wˆ = argmax
w
P (w)P (x|w) (3.96)
maximiert. Die Wahrscheinlichkeit P (w) der Buchstabenfolge la¨sst sich dabei mit
Hilfe der Bayes-Regel folgendermaßen umformen:
P (w) =
T∏
t=1
P (wt|w1, . . . , wt−1) . (3.97)
In der Praxis wird der Kontext meistens auf n − 1 Vorga¨nger reduziert, ha¨ufig n = 2
(Bi-Gramm) oder n = 3 (Tri-Gramm), sodass sich na¨herungsweise folgender Zusam-
menhang ergibt:
P (w) ≈
T∏
t=1
P (wt|wt−n+1, . . . , wt−1) . (3.98)
Der Buchstabe wt bildet zusammen mit seinen n − 1 Vorga¨ngern ein n-Tupel, das
damit als n-Gramm bezeichnet wird. Ein statistisches n-Gramm Modell beschreibt
somit die Wahrscheinlichkeit fu¨r das Auftreten eines Buchstabens im Kontext von n−1
vorangegangenen Buchstaben. Man spricht dabei auch von der Wahrscheinlichkeit fu¨r
das Ereignis (w1, w2, . . . , wn):
P (wn|w1, w2, . . . , wn−1) .
Die n-Gramm Wahrscheinlichkeiten lassen sich prinzipiell direkt aus einer Trai-
ningsstichprobe anhand der Vorkommensha¨ufigkeiten der n-Tupel und der mo¨glichen
Kontexte w1, . . . , wn−1 bestimmen.
P (wn|w1, w2, . . . , wn−1) := f(w1, w2, . . . , wn) = c(w1, w2, . . . , wn)
c(w1, w2, . . . , wn−1)
. (3.99)
Dabei tritt jedoch das Problem auf, dass nicht alle theoretisch mo¨glichen n-Gramme in
der Trainingsstichprobe repra¨sentiert sind. Wendet man das Modell dann auf Testdaten
an, die ein im Training nicht beobachtetes Tupel aufweisen, so ergibt sich fu¨r dieses
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die Wahrscheinlichkeit Null. Aus diesem Grund werden die Wahrscheinlichkeitsver-
teilungen, die sich aus dem Ausza¨hlen der Vorkommensha¨ufigkeiten ergeben haben,
nachbearbeitet, um auch nicht beobachteten Ereignissen robuste Auftrittswahrschein-
lichkeiten zuzuweisen.
Die Nachbearbeitung gliedert sich u¨blicherweise in zwei Schritte. Im ersten Schritt
wird eine Umverteilung von Wahrscheinlichkeitsmasse von beobachteten auf unbe-
obachtete Ereignisse vorgenommen. Zur Gewinnung von Wahrscheinlichkeitsmasse
werden die empirischen Ha¨ufigkeiten beobachteter Ereignisse vermindert, bei dem po-
pula¨ren Verfahren des absolute discounting beispielsweise um einen konstanten Betrag
β. Die vera¨nderte relative Ha¨ufigkeit ergibt sich damit zu:
f ∗(w1, w2, . . . , wn) =
c(w1, w2, . . . , wn)− β
c(w1, w2, . . . , wn−1)
. (3.100)
Im zweiten Schritt wird die so gewonnene Wahrscheinlichkeitsmasse verwendet, um
durch Einbeziehung allgemeinerer Verteilungen robuste Scha¨tzwerte fu¨r nicht beob-
achtete Ereignisse zu bestimmen. Eine allgemeinere Verteilung ergibt sich dabei i.d.R
durch Ku¨rzung des n-Gramm Kontextes, sodass beispielsweise ein Tri-Gramm auf
ein Bi-Gramm reduziert wird. Bei der Methode des backing off wird die allgemeinere
Verteilung dann mit in die Berechnung der n-Gramm Wahrscheinlichkeit einbezogen,
wenn die verminderte relative Ha¨ufigkeit f ∗(w1, w2, . . . , wn) verschwindet. Die Um-
verteilung der im ersten Schritt gewonnenen Wahrscheinlichkeitsmasse erfolgt dabei
proportional zur allgemeineren Verteilung.
3.8 Adaptionsverfahren bei HMM-basierten Systemen
Erkennungssysteme, die unabha¨ngig von einem bestimmten Schreiber oder einer kon-
kreten Anwendungssituation trainiert wurden, bleiben i.d.R. in ihrer Erkennungslei-
stung hinter den Systemen zuru¨ck, die speziell fu¨r bestimmte Bedingungen optimiert
wurden. Wa¨hrend allgemeine Systeme in vielfa¨ltigen Anwendungsfa¨llen befriedigen-
de Leistungen erzielen, kann mit einem speziellen System allerdings nur unter den
dafu¨r vorgesehenen Bedingungen eine gute Erkennungsleistung erreicht werden, unter
geringfu¨gig abweichenden Bedingungen verschlechtern sich die Ergebnisse dagegen
ha¨ufig drastisch.
Um die Robustheit und Flexibilita¨t allgemeiner Systeme hinsichtlich ihrer Anwend-
barkeit in unterschiedlichen Situationen beizubehalten und gleichzeitig die Erken-
nungsleistung spezieller Systeme unter den entsprechenden Bedingungen zu erzielen,
werden u¨blicherweise Adaptionsverfahren eingesetzt. Damit ko¨nnen die Parameter all-
gemeiner Systeme an einen bestimmten Schreiber bzw. eine konkreten Anwendungs-
situation angepasst werden, sodass im gu¨nstigsten Fall die Ergebnisse spezieller Sy-
steme erreicht werden.
Adaptionsverfahren bei HMM-basierten Systemen ko¨nnen auf unterschiedlichen
Ebenen des Erkennungssystems eingesetzt werden. So kann beispielsweise mit Hil-
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fe von Normalisierungsverfahren eine Merkmalsrepra¨sentation angestrebt werden, die
unabha¨ngig von speziellen Anwendungsbedingungen ist. Eine weitere Mo¨glichkeit ist
die Adaption der HMM Parameter. Hier haben sich vor allem Verfahren durchgesetzt,
die die Adaption auf Basis der Emissionsmodellierung vornehmen, wobei die Topo-
logie und die ¨Ubergangswahrscheinlichkeiten der HMMs unvera¨ndert bleiben. Zwei
verbreitete Adaptionsverfahren werden im folgenden na¨her erla¨utert. Die Darstellung
ist dabei angelehnt an die Arbeiten [Leg95] und [Fin03], Seite 177ff.
3.8.1 Maximum Likelihood Linear Regression
Das Maximum Likelihood Linear Regression (MLLR) Verfahren adaptiert anhand ei-
ner Adaptionsstichprobe die Parameter der auf Gaußdichten basierenden Emissions-
modellierung, wobei das Optimierungskriterium wie beim Baum-Welch Training die
Maximierung der Produktionswahrscheinlichkeit ist. ¨Ublicherweise werden bei der
MLLR-Adaption jedoch nur die Mittelwertvektoren der Gaußdichten transformiert,
die Kovarianzmatrizen bleiben meistens unberu¨cksichtigt.
Durch die Definition von Regressionsklassen kommt die MLLR-Adaption mit einer
relativ kleinen Adaptionsstichprobe aus. In diesen Regressionsklassen werden jeweils
mehrere Gaußdichten zusammengefasst, sodass auch die Mittelwertvektoren derjeni-
gen Gaußdichten transformiert werden, fu¨r die keine Adaptionsdaten vorliegen. Die
Definition der Regressionsklassen kann dabei rein datengetrieben vorgenommen wer-
den, beispielsweise anhand des Abstands zwischen den Mittelwertvektoren der einzel-
nen Gaußdichten.
Die Adaption des Mittelwertvektors der Gaußdichte des Zustands s wird durch eine
lineare Transformation vorgenommen8:
µ′s =W sµˆs , µˆs = [ωs, µ1s , . . . , µds ]
T . (3.101)
Dabei bezeichnet W s eine d × (d + 1) dimensionale Transformationsmatrix und µˆs
den um den Regressionsoffset ωs (u¨blicherweise ωs = 1) erweiterten urspru¨nglichen
Mittelwertvektor.
Die Berechnung der TransformationsmatrixW s fu¨r den Mittelwertvektor der Gauß-
dichte des Zustands s erfolgt nach der Maximum-Likelihood Methode durch Maxi-
mierung der Produktionswahrscheinlichkeit. Dazu wird die folgende Hilfsfunktion de-
finiert,
Q(λ,λ′) =
∑
q∈ΘT
P (O, q|λ) log(P (O, q|λ′)) (3.102)
bei der λ bzw. λ′ die HMM-Parameter zweier aufeinanderfolgender Iterationen der
Maximierung darstellen und ΘT die Menge aller Zustandsfolgen der La¨nge T bezeich-
8Fu¨r die Herleitung der Transformationsmatrix wird im folgenden von einer unimodalen Emissions-
modellierung ausgegangen, sodass also jedem HMM Zustand genau eine Gaußdichte zugeordnet
ist.
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net. Durch Einsetzen der Produktionswahrscheinlichkeit, Ableiten und Nullsetzen er-
gibt sich die folgende Gleichung zur Scha¨tzung der Transformationsmatrix Ŵ s:
T∑
t=1
γt(s)K
−1
s xtµˆ
T
s =
T∑
t=1
γt(s)K
−1
s Ŵ sµˆsµˆ
T
s . (3.103)
Dabei bezeichnet γt(s) die Wahrscheinlichkeit, zum Zeitpunkt t im Zustand s zu sein,
Ks die Kovarianzmatrix der Gaußdichte und xt die Observation zum Zeitpunkt t.
Werden die Dichten mehrerer Zusta¨nde zu einer Regressionsklasse zusammenge-
fasst, so muss zur Scha¨tzung der Transformationsmatrix u¨ber die entsprechenden
Zusta¨nde summiert werden:
T∑
t=1
R∑
r=1
γt(sr)K
−1
sr xtµˆ
T
sr =
T∑
t=1
R∑
r=1
γt(sr)K
−1
sr Ŵ sµˆsrµˆ
T
sr . (3.104)
In der obigen Gleichung bezeichnet R die Anzahl der Zusta¨nde der Regressionsklasse.
Eine Vereinfachung ergibt sich unter der Annahme identischer Kovarianzmatrizen
aller einer Regressionsklasse zugeordneter Gaußdichten. In diesem Fall verschwinden
die Kovarianzmatrizen aus Gleichung 3.104:
T∑
t=1
R∑
r=1
γt(sr)xtµˆ
T
sr =
T∑
t=1
R∑
r=1
γt(sr)Ŵ sµˆsrµˆ
T
sr . (3.105)
Nimmt man außerdem eine eindeutige Zuordnung der Observationen xt zu den HMM-
Zusta¨nden an (beispielsweise durch den Viterbi-Algorithmus), so ergibt sich:
T∑
t=1
xtµˆ
T
qtδs,qt = Ŵ s
T∑
t=1
µˆqtµˆ
T
qtδs,qt (3.106)
δs,qt =
{
1, wenn qt ∈ {s1, . . . , sR}
0, sonst
Definiert man die Matrizen
X = [µˆq1 , . . . , µˆqt ]
Y = [x1δs,q1 , . . . ,xtδs,qt ] ,
so kann die Gleichung 3.106 wie folgt geschrieben werden:
Y XT = Ŵ sXX
T .
Die Matrix Ŵ s ergibt sich folglich zu:
Ŵ s = Y X
T (XXT )−1 .
Dieses Vorgehen entspricht damit exakt der Methode der Minimierung des mittleren
quadratischen Fehlers.
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3.8.2 MAP Adaption
Wie bereits erla¨utert, stellt die Bayes-Regel die Grundlage der statistischen Klassifika-
tion dar (vgl. Seite 70):
P (λ|O) = P (O|λ)P (λ)
P (O)
.
Liegt keinerlei Vorwissen u¨ber die a priori Wahrscheinlichkeit P (λ) vor, so wird diese
als konstant angenommen und die Parameterscha¨tzung des HMMs erfolgt anhand der
Produktionswahrscheinlichkeit P (O|λ) (Maximum Likelihood Scha¨tzung).
Ist dagegen die a priori Wahrscheinlichkeit gegeben, so kann das Training der HMM
Parameter anhand der a posteriori Wahrscheinlichkeit P (λ|O) vorgenommen werden
(MAP Scha¨tzung):
λˆ = argmax
λ
P (O|λ)P (λ) .
¨Ublicherweise ist vor dem Training des Klassifikators die a priori Wahrscheinlich-
keit allerdings nicht bekannt. Im Falle der Parameteradaption eines bestehenden Klas-
sifikators kann die a priori Wahrscheinlichkeit jedoch auf Basis der Parameter λ des zu
adaptierenden HMMs bestimmt werden. So ergibt sich beispielsweise fu¨r die MAP-
Adaption des Mittelwertvektors der k-ten Komponente der Mischverteilung im Zu-
stand s des HMMs durch Anwendung des EM-Algorithmus folgende Berechnungs-
vorschrift (fu¨r eine ausfu¨hrliche Herleitung siehe z.B. [Gau92]):
µ′sk =
τµsk +
T∑
t=1
ξt(s, k)xt
τ +
T∑
t=1
ξt(s, k)
. (3.107)
Hierbei bezeichnet µsk den Mittelwertvektor der k-ten Mischungskomponente des Zu-
stands s des zu adaptierenden HMMs und ξt(s, k) die in Gleichung 3.92 definierte
Wahrscheinlichkeit, mit der zum Zeitpunkt t im Zustand s die k-te Mischungskom-
ponente an der Emission von xt beteiligt war. Mit dem Parameter τ kann eine Ge-
wichtung zwischen dem a priori Mittelwert µsk (τ →∞) und dem ausschließlich auf
Basis der Adaptionsdaten berechneten Mittelwert µ̂sk (τ = 0, vgl. Gleichung 3.94)
vorgenommen werden.
µ̂sk =
T∑
t=1
ξt(s, k)xt
T∑
t=1
ξt(s, k)
Der Fall τ = 0 entspricht damit einer Maximum Likelihood Scha¨tzung, wenn also kein
a priori Wissen vorliegt.
Ein Nachteil der MAP-Adaption im Vergleich zum MLLR-Verfahren ist, dass eine
umfangreichere Adaptionsstichprobe beno¨tigt wird. Dies liegt vor allem daran, dass
bei der MAP-Methode fu¨r alle zu adaptierenden Gaußdichten Daten vorhanden sein
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mu¨ssen, wa¨hrend beim MLLR-Verfahren durch die Definition von Regressionsklassen
globale Transformationen gescha¨tzt werden ko¨nnen, so dass auch diejenigen Gauß-
dichten adaptiert werden ko¨nnen, fu¨r die keine Observationen vorliegen. Ist jedoch fu¨r
die MAP-Adaption eine ausreichend große Adaptionsstichprobe verfu¨gbar, so kann
gegenu¨ber dem MLLR-Verfahren eine asymptotisch bessere Erkennungsleistung er-
zielt werden, da die Parameter der einzelnen Gaußdichten individuell adaptiert werden
ko¨nnen [Fis99].
3.9 Stichprobendatenbanken
Eine wesentliche Grundvoraussetzung fu¨r die Anwendbarkeit statistischer Erken-
nungssysteme ist die Verfu¨gbarkeit mo¨glichst umfangreicher Stichproben fu¨r das Trai-
ning und die Evaluation des Klassifikators. Um außerdem die Erkennungsraten un-
terschiedlicher Systeme miteinander vergleichen zu ko¨nnen, ist es vorteilhaft, wenn
standardisierte Stichprobendatenbanken verwendet werden [Guy97, Mar02].
Im Gegensatz zum Gebiet der Spracherkennung, wo schon seit langem standardi-
sierte Trainings- und Evaluationsstichproben eingesetzt werden, basieren die Systeme
zur Handschrifterkennung oftmals auf eigens fu¨r die Entwicklung des jeweiligen Sy-
stems aufgenommenen Daten. Damit ist die Vergleichbarkeit der Erkennungsergebnis-
se unterschiedlicher Systeme jedoch kaum gegeben. Erst seit relativ kurzer Zeit gibt
es auch im Handschriftbereich Bemu¨hungen, geeignete Stichproben aufzunehmen und
zu verbreiten, sodass sich auch hier Standards etablieren ko¨nnen.
3.9.1 Offline Bereich
Einige Handschriftstichproben, die im Bereich der offline Erkennung Verwendung fin-
den, stammen u.a. von den Datenbanken, die von den Instituten CEDAR9, NIST10 und
CENPARMI11 verbreitet werden. Diese Datenbanken enthalten gro¨ßtenteils jedoch nur
isolierte Zeichen oder einzelne Wo¨rter und sind damit fu¨r die Entwicklung von Syste-
men zur Erkennung uneingeschra¨nkter handschriftlicher Texte nur bedingt geeignet.
Eine Datenbank, die handschriftliche englische Texte entha¨lt, ist in [Sen98] be-
schrieben. Diese Datenbank entha¨lt insgesamt 25 eingescannte Seiten handgeschrie-
bener und annotierter Sa¨tze, wobei ein Vokabular von ca. 1300 Wo¨rtern verwendet
wurde. Die Texte wurden dem Lancaster-Oslo/Bergen Korpus (LOB) entnommen, ei-
ner Sammlung englischsprachiger Texte [Joh78]. Da die Handschriftstichprobe jedoch
nur durch einen einzigen Schreiber erstellt wurde, ist diese Datenbank fu¨r die Reali-
sierung schreiberunabha¨ngiger Systeme nicht geeignet.
9Center of Excellence for Document Analysis and Recognition, University at Buffalo, State University
of New York.
10National Institute of Standards and Technology, Gaithersburg, Md., USA.
11Centre for Pattern Recognition and Machine Intelligence, Concordia University, Montreal, Canada.
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Um die Entwicklung schreiberunabha¨ngiger Systeme zur Erkennung uneinge-
schra¨nkter Handschrift zu unterstu¨tzen, wurde am Institut fu¨r Informatik und ange-
wandte Mathematik der Universita¨t Bern die IAM-Datenbank erstellt, die ebenfalls
auf handschriftlichen Texten aus dem LOB Korpus basiert [Mar99, Mar02]. Insge-
samt haben bisher ca. 500 Schreiber zur Erstellung der Datenbank beigetragen, die
zur Zeit etwa 1500 Textseiten (ca. 10000 annotierte Zeilen) umfasst. Das verwendete
Vokabular besteht aus u¨ber 10000 Wo¨rtern. Die IAM-Datenbank ist zu Forschungs-
zwecken frei erha¨ltlich und wird mittlerweile von einigen Forschergruppen benutzt
(u.a. [Vin02b, Kav02]).
3.9.2 Online Bereich
Der Bereich der online Handschrifterkennung war lange Zeit das “Stief-
kind” der Mustererkennung in Bezug auf standardisierte, o¨ffentlich verfu¨gbaren
Stichprobendatenbanken[Guy97]. Um diesen Missstand zu beheben, wurde im Sep-
tember 1992 das UNIPEN-Projekt ins Leben gerufen, das den Aufbau einer
großen, o¨ffentlich zuga¨nglichen Datenbank zur online Handschrifterkennung zum
Ziel hatte[Guy94]. Zahlreiche Arbeitsgruppen aus industrieller und o¨ffentlicher For-
schung haben dabei einen gemeinsamen Standard zum Datenaustausch, das soge-
nannte UNIPEN-Format, entwickelt und Stichprobendaten zur Verfu¨gung gestellt.
Fu¨r die Datenaufnahme sind unterschiedlichste Digitalisiertabletts verwendet wor-
den, sodass die Qualita¨t der Daten stark variiert. Leider ist auch die Annotie-
rung der Daten oftmals fehlerhaft. Mittlerweile ist ein Ausschnitt der Datenbank,
der sogenannte Train r01 v07 Teilbereich, auf einer CD-ROM erschienen (siehe
http://unipen.nici.kun.nl/cdroms/).
3.9.3 Online+Offline
Eine Stichprobendatenbank, die sowohl online als auch offline Informationen entha¨lt,
ist die Ireste On/Off – kurz IRONOFF – Datenbank[VG99]. Sie besteht aus iso-
lierten Zahlen, Buchstaben und Wo¨rtern, wobei die Wortstichprobe englisch- und
franzo¨sischsprachige Wo¨rter umfasst. Die Besonderheit bei dieser Datenbank ist, dass
sowohl die Stifttrajektorie mit Hilfe eines Digitalisiertabletts als auch das fertige Bild
desselben Schriftzugs mit Hilfe eines Scanners aufgenommen wurde. Da somit die
Schreibdynamik sowie das statische Grauwertbild zur Verfu¨gung stehen, ist diese
Stichprobendatenbank daher besonders fu¨r Untersuchungen zur Integration von online
und offline Erkennung geeignet. Außerdem kann sie verwendet werden, um die Rekon-
struktion der dynamischen Bewegungsinformation anhand des statischen Schriftbildes
zu bewerten. Da die Datenbank jedoch gro¨ßtenteils isolierte Zahlen und Buchstaben
entha¨lt, und das Vokabular der Wortstichprobe mit 197 recht eingeschra¨nkt ist, ist sie
fu¨r Experimente zur Erkennung handschriftlicher Texte kaum einsetzbar.
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3.10 Zusammenfassung
In diesem Kapitel sind die Grundlagen und der gegenwa¨rtige Stand der Forschung
der automatischen Handschrifterkennung vorgestellt worden. Dabei wurde sowohl auf
online Systeme eingegangen, die auf den dynamischen Bewegungsinformationen des
Schreibprozesses basieren, als auch auf offline Systeme, die das statische Schriftbild
fu¨r die Erkennung nutzen.
Die u¨blicherweise eingesetzten Verarbeitungsschritte von der Signalaufnahme bis
hin zur Klassifikation und Adaption wurden erla¨utert. Besonderes Augenmerk wurde
dabei auf die Schritte zur Signalvorverarbeitung gelegt, da diese Verfahren zur Verbes-
serung der Signalqualita¨t und Kompensation der schreiber- und situationsspezifischen
Variabilita¨t der Schrift einen großen Einfluss auf die Erkennungsleistung der Systeme
besitzen.
Fu¨r die bei analytischen Systemen erforderliche Segmentierung des Signals in Un-
tereinheiten la¨sst sich sagen, dass sich die implizite Segmentierungsstrategie und ¨Uber-
segmentierungsverfahren durchgesetzt haben. Die endgu¨ltige Segmentierung wird da-
mit erst im Zuge der Klassifikation ermittelt, so dass fru¨he unumkehrbare Segmentie-
rungentscheidungen vermieden werden ko¨nnen. Fu¨r die Merkmalsrepra¨sentation der
Schrift hat sich bisher kein fester Satz von Merkmalen etabliert. Ha¨ufig wird von ei-
ner großen Anzahl heuristisch gewa¨hlter Merkmale ausgegangen und durch Optimie-
rungsverfahren, wie der Hauptkomponenten- oder linearen Diskriminanzanalyse, ein
kompakter und mo¨glichst diskriminativer Satz von Merkmalen erzeugt. Die bevorzug-
ten Verfahren zur Klassifikation der Merkmalsvektorfolgen basieren auf Hidden Mar-
kov Modellen oder Time Delay Neural Networks. Insbesondere die HMMs haben sich
dabei auf Grund der hervorragenden Modellierungseigenschaften von Beobachtungs-
folgen unterschiedlicher La¨nge fu¨r die Handschrifterkennung als geeignet erwiesen.
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Die Systeme, die zum gegenwa¨rtigen Stand zur automatischen Handschrifterkennung
eingesetzt werden, verwenden nahezu ausschließlich spezielle Hardware zur Sig-
nalaufnahme. So werden fast ausnahmslos fu¨r die online Erkennung Digitalisierta-
bletts und fu¨r die offline Erkennung Scanner eingesetzt. Aufgrund der Nachteile, die
diese Sensoren als Mensch-Maschine Schnittstelle aufweisen, schlugen einige For-
scher vor, die Signalaufnahme stattdessen mit Hilfe von Videokameras durchzufu¨hren
(u.a. [Mun96, SF96]).
Die Verwendung einer Videokamera zur Signalaufnahme stellt jedoch auch spezi-
elle Anforderungen an die nachfolgenden Verarbeitungsschritte des Handschrifterken-
nungssystems. Dabei sind insbesondere fu¨r die online Handschrifterkennung zusa¨tz-
liche Verarbeitungsschritte erforderlich, um anhand der aufgenommenen Bildsequenz
die Stifttrajektorie zu extrahieren.
4.1 Motivation
Wie bereits in der Einleitung dieser Arbeit angeklungen ist, schra¨nken die speziali-
sierten Sensoren zur Signalaufnahme wie Digitalisiertabletts oder Scanner, die in den
herko¨mmlichen Systemen zur Handschrifterkennung eingesetzt werden, die Anwen-
dungsmo¨glichkeiten dieser Systeme deutlich ein. So erfordern beispielsweise die bei
der online Verarbeitung u¨blicherweise eingesetzten, auf elektromagnetischer Resonanz
basierenden Digitalisiertabletts die Verwendung spezieller Stifte, sodass in dieser Hin-
sicht das Ziel einer mo¨glichst natu¨rlichen Eingabeschnittstelle kaum erreicht ist. Dem-
gegenu¨ber erlauben die im offline Bereich zur Signalaufnahme eingesetzten Scanner
zwar das Schreiben mit einem normalen Stift auf normalem Papier, als Eingabeschnitt-
stelle zur Mensch-Maschine Kommunikationen sind Scanner allerdings nur bedingt
geeignet. Da hier das gesamte handschriftliche Dokument erst nach der Fertigstellung
eingescannt und entsprechend weiterverarbeitet wird, sind die Interaktionsmo¨glichkei-
ten mit dem Rechner, z.B. das Anbringen von Korrekturen, stark eingeschra¨nkt.
Diese Nachteile ko¨nnen durch den Einsatz von Videokameras zur Signalaufnahme
weitestgehend vermieden werden. Videokameras bieten eine natu¨rliche Form der Ein-
gabeschnittstelle, da mit einem beliebigen Stift auf einem beliebigen Untergrund, d.h.
beispielsweise auch an Whiteboards, geschrieben werden kann. Durch die fortwa¨hren-
de Beobachtung des Schreibprozesses ko¨nnen außerdem die Erkennungsergebnisse
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schritthaltend mit dem Schreibvorgang generiert werden, sodass dem Benutzer die
Mo¨glichkeit geboten wird, interaktiv mit dem System zu agieren.
Videobasierte Handschrifterkennungssysteme bestehen bisher jedoch eher in
Ansa¨tzen. Die Signalaufnahme mittels Videokamera und die Extraktion der Stifttra-
jektorie fu¨r die online Handschrifterkennung wird in den Arbeiten [Mun02, Bun99]
behandelt. Wa¨hrend in [Mun02] dabei ausschließlich auf die Erfassung der Stifttra-
jektorie eingegangen wird, werden in [Bun99] anhand der extrahierten Trajektorie
auch Erkennungsexperimente durchgefu¨hrt, wobei dazu allerdings ein bereits beste-
hendes Klassifikationsmodul eingesetzt wird. Das Hauptaugenmerk liegt in beiden
Arbeiten jedoch eindeutig auf den Methoden zur Extraktion der Stifttrajektorie (sie-
he Abschnitt 4.3), geeignete Verfahren zur Weiterverarbeitung und Erkennung werden
nicht thematisiert.
Die bestehenden Systeme zur videobasierten offline Erkennung sind i.d.R. auf ma-
schinengeschriebene Dokumente eingeschra¨nkt [Li00, Mir01, Cla02]. Der Fokus die-
ser Arbeiten liegt meist auf der Extraktion und Gruppierung der Textregionen, wohin-
gegen zur Erkennung dann ha¨ufig eine gegebene OCR-Software eingesetzt wird.
Weitere videobasierte Systeme sind außerdem als sogenannte whiteboard scanner
entwickelt worden, die der wachsenden Popularita¨t von Whiteboards in Bu¨ro- und Be-
sprechungsra¨umen Rechnung tragen [SF96, Bla98, Sau99]. Mit diesen Systemen wird
allerdings keine Schrifterkennung durchgefu¨hrt. Die Erkennungsaufgabe beschra¨nkt
sich dabei auf einige Symbole, die vom Benutzer an das Whiteboard geschrieben wer-
den ko¨nnen, um bestimmte Aktionen zu veranlassen, wie z.B. das Ausdrucken des
Tafelinhalts oder das “Ausschneiden” bestimmter Bereiche.
4.2 Anforderungen
Dass trotz der Argumente fu¨r den Einsatz videobasierter Sensorik zur Handschrifter-
kennung solche Systeme bisher nur in Ansa¨tzen realisiert wurden, liegt vor allem an
der geringeren Signalqualita¨t von Videokameras im Vergleich zu Scannern bzw. Di-
gitalisiertabletts. Die Faktoren, die beim Einsatz von Videokameras zu der geringeren
Signalqualita¨t fu¨hren, sowie die Anforderungen, die sich daraus fu¨r die Verarbeitungs-
schritte in videobasierten Systemen ergeben, werden im folgenden na¨her erla¨utert.
Videokamera vs. Scanner
Die Grauwertverteilung der mit einer Videokamera aufgenommenen Bilder ist auf-
grund von Schattenwurf und schwankenden Beleuchtungsbedingungen oftmals un-
gleichma¨ßig. Dies kann sogar dazu fu¨hren, dass in schwach beleuchteten Bildregio-
nen der Hintergrund eine niedrigere Intensita¨t aufweist, als die Schrift in sta¨rker be-
leuchteten Regionen. Diese Schwierigkeit tritt bei der Verwendung von Scannern zur
offline Handschrifterkennung nicht auf, da diese u¨ber eine eigene, a¨ußerst homogene
Beleuchtung verfu¨gen.
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Scanner bieten daru¨berhinaus den Vorteil, dass die ra¨umliche Auflo¨sung, die u¨bli-
cherweise bei mindestens 300 dpi liegt, deutlich ho¨her ist als bei einer herko¨mmlichen,
der PAL-Norm entsprechenden Videokamera. Diese erreicht bei der Aufnahme einer
DIN A4 Seite mit einer Standard-Bildgro¨ße von 756× 576 eine Auflo¨sung von maxi-
mal 70 dpi. Durch die geringere Auflo¨sung ko¨nnen damit feinere Strukturen der Schrift
nur grob abgebildet werden, sodass oftmals bei den Schriftkonturen ein “Zerfasern”
festzustellen ist. Ein weiterer Punkt ist, dass die aufnahmebedingten geometrischen
Verzerrungen, die bei einem Scanner auftreten ko¨nnen, weniger stark ausgepra¨gt sind
als bei der Verwendung einer Videokamera. Wa¨hrend bei einem Scanner das Doku-
ment i.d.R. nur rotiert oder translatiert ist, ko¨nnen bei einer Videokamera daru¨berhin-
aus noch Linsenverzeichnungen oder perspektivische Verzerrungen bedingt durch den
Aufnahmewinkel auftreten.
Um also an Stelle eines Scanners eine Videokamera fu¨r die offline Handschrifter-
kennung einsetzen zu ko¨nnen, mu¨ssen die zur Bildvorverarbeitung und Merkmalsex-
traktion verwendeten Verfahren robust in Bezug auf die geringere Signalqualita¨t sein.
Neben der auf Grund der geringeren Auflo¨sung erforderlichen Gla¨ttung der Bilder sind
hierbei vor allem adaptive Verfahren zur Binarisierung notwendig, um ungleichma¨ßige
Beleuchtungsbedingungen zu kompensieren.
Im Gegensatz zu einem Scanner, der nach Beendigung des Schreibvorgangs ein
Bild des gesamten Dokuments “auf Knopfdruck” aufnimmt, kann mit einer Video-
kamera eine Bildsequenz des gesamten Schreibprozesses beobachtet werden, sodass
eine automatische, mit dem Schreibprozess schritthaltende, Erkennung realisiert wer-
den kann. Da die Erkennungsergebnisse somit vergleichsweise zeitnah vorliegen wird
eine erho¨hte Interaktivita¨t der Mensch-Maschine Schnittstelle erreicht. Dazu ist es al-
lerdings erforderlich, zu jedem Zeitschritt die jeweils im aktuell aufgenommenen Bild
neu hinzugekommmenen Textregionen zu detektieren, sodass der enthaltene Schriftab-
schnitt klassifiziert und zum Gesamterkennungsergebnis schrittweise integriert werden
kann.
Videokamera vs. Digitalisiertablett
Um dagegen die Dynamik der Schreibbewegung fu¨r die Klassifikation zu nutzen, also
eine online Erkennung im Sinne der Nomenklatur der Handschrifterkennung durch-
zufu¨hren, ist es erforderlich, zu jedem Zeitschritt die Position des Stiftes zu bestim-
men. Im Gegensatz zur Verwendung von Digitalisiertabletts ist bei der videobasierten
online Erkennung zur Extraktion der Stifttrajektorie jedoch eine Reihe zusa¨tzlicher
Verarbeitungsschritte notwendig.
So muss zuerst anhand der Bildfolge detektiert werden, wann der Schreibprozess
beginnt. Diese Initialisierung ist bei den Digitalisiertabletts trivial, da sie erst dann Ko-
ordinaten u¨bermitteln, wenn der Stift in die Na¨he der Tablettoberfla¨che kommt. Neben
der Bestimmung der Stiftkoordinaten ko¨nnen die u¨blicherweise eingesetzten Digitali-
siertabletts außerdem die pen-up/down Informationen, also ob der Stift aufgesetzt ist
oder sich knapp u¨ber der Oberfla¨che befindet, direkt ermitteln. Bei der videobasier-
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ten Vorgehensweise mu¨ssen dagegen Bildverarbeitungsverfahren eingesetzt werden,
um wa¨hrend des Schreibprozesses anhand des zum jeweiligen Abtastzeitpunkt auf-
genommenen Bildes die Position des Stifts und die pen-up/down Informationen zu
bestimmen. Daraus folgt unmittelbar eine wesentliche Voraussetzung speziell fu¨r vi-
deobasierte online Systeme, dass na¨mlich der Stift wa¨hrend des Schreibprozesses stets
in den aufgenommenen Bildern sichtbar sein muss.
Daru¨berhinaus sind die ra¨umliche Auflo¨sung und die Abtastfrequenz von Digitali-
siertabletts im Vergleich zu handelsu¨blichen Videokameras ho¨her. Moderne Tabletts
erreichen Auflo¨sungen von bis zu 2500 Linien pro Zoll und Abtastraten von mehr als
200 Hz. Bei Videokameras liegt die ra¨umliche Auflo¨sung dagegen bei den schon ange-
sprochenen 70 dpi und die Abtastfrequenz betra¨gt im Interlace-Verfahren 50 Hz. Aus
diesen Gru¨nden ist die resultierende Trajektorie in videobasierten Systemen weniger
glatt, sodass eine sta¨rkere Gla¨ttung und robuste Verfahren zur Weiterverarbeitung er-
forderlich sind.
Speicheraufwand
Eine weitere Schwierigkeit bei videobasierten Systemen ergibt sich daraus, dass das
Aufnehmen von Trainingsmaterial fu¨r die Lernphase des Klassifikators vergleichswei-
se aufwendig ist. So fa¨llt bei der Aufnahme einer einminu¨tigen Bildsequenz in Inter-
lace Technik (50 Bilder pro Sekunde) mit der Auflo¨sung von 756× 288 ein unkompri-
miertes Datenvolumen von ca. 650 MByte an. Dies ist selbst aus heutiger Sicht eine
unhandliche Gro¨ße, sodass es aus dieser Sicht gu¨nstiger ist, Trainingsmaterial zu ver-
wenden, das auf den Daten von Digitalisiertabletts bzw. Scannern basiert. Daraus er-
gibt sich jedoch ein Mismatch zwischen den Trainings- und Anwendungsbedingungen,
der durch entsprechende Vorverarbeitungsschritte oder daru¨berhinaus durch Adaption
der Klassifikationsparameter an die Anwendungsbedingungen ausgeglichen werden
kann.
4.3 Extraktion der Schreibdynamik aus
Videobildfolgen
Soll anhand einer Videobildfolge eine online Schrifterkennung auf Basis der Schreib-
dynamik durchgefu¨hrt werden, so sind im Gegensatz zur Verwendung von Digitali-
siertabletts zusa¨tzliche Verarbeitungsschritte notwendig, um die Stifttrajektorie und
damit die Dynamik der Schreibbewegung zu extrahieren. Dazu lassen sich in der Li-
teratur zwei unterschiedliche Ansa¨tze finden, die im folgenden na¨her vorgestellt wer-
den [Mun02, Bun99].
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4.3.1 Template-Matching Verfahren von Munich & Perona
Das System von Munich & Perona [Mun96, Mun00, Mun02] basiert auf einem
Template-Matching Ansatz, mit dem der Stift wa¨hrend der Schreibbewegung in der Vi-
deobildfolge verfolgt wird. Anhand der resultierenden Trajektorie wurden von den Au-
toren Experimente zur Unterschriftenverifikation durchgefu¨hrt, die die Robustheit und
Genauigkeit dieses Verfahrens zur Stiftverfolgung unter Beweis stellten. Zur Hand-
schrifterkennung wurde das Verfahren bisher jedoch nicht eingesetzt.
Systemaufbau
Der Systemaufbau ist so gestaltet, das eine mo¨glichst natu¨rliche Eingabeschnittstel-
le zur Mensch-Maschine Kommunikation realisiert wird. Die verwendetet Kamera ist
eine handelsu¨bliche Videokamera, die in ca. 30cm Ho¨he u¨ber der Schreiboberfla¨che
angebracht ist und im Interlace Modus 60 Bilder pro Sekunde (NTSC-Standard) mit
einer Auflo¨sung von 640 × 240 Pixel aufnimmt. Dabei ist weder eine spezielle Be-
leuchtung noch eine Kalibrierung der Kamera notwendig.
Es kann mit einem beliebigen Stift auf normalem Papier geschrieben werden. Die
einzigen Einschra¨nkungen sind, dass die Kamera stets freie Sicht auf die Stiftspitze
hat, und die Schrift einen ausreichenden Kontrast zum Papier aufweist.
Initialisierung
Zur Initialisierung des Systems wird ein semiautomatisches Verfahren eingesetzt. Da-
bei muss der Benutzer den Stift in einem vorgegebenen Bereich aufsetzen, der ihm
zusammen mit dem aufgenommenen Bild auf einem Monitor angezeigt wird. Durch
die Auswertung von Differenzbildern wird die durch die Stiftbewegung hervorgerufe-
ne Aktivita¨t in dem Bereich festgestellt. Nachdem die Stiftbewegung in den vorgege-
benen Bereich detektiert wurde, muss der Benutzer den Stift fu¨r eine kurze Zeit ruhig
halten, sodass das Template der Stiftspitze, das fu¨r die weitere Verfolgung des Stifts
verwendet wird, extrahiert werden kann. Anschließend wird ein akustisches Signal
ausgegeben, das anzeigt, dass der Schreibprozess begonnen werden kann.
Das Template der Stiftspitze ist ein 25× 25 Pixel großes Bild, das um den Kontakt-
punkt der Stiftspitze mit dem Papier zentriert ist. Um diesen Kontaktpunkt zu ermitteln
wird die in die Bildebene projizierte Stiftspitze als Dreieck modelliert, dessen Seiten-
linien anhand der im Bildausschnitt gefundenen Kanten ermittelt werden. Im ersten
Schritt werden dazu Kantenpixel mit dem Canny-Kantendetektor extrahiert. Unter der
Annahme, dass der Kontrast zwischen der Stiftspitze und dem Papier deutlich ho¨her ist
als der Kontrast zwischen Stift- und Hautfarbe, werden nur die Kantenpixel betrachtet,
die am ¨Ubergang zwischen Stift und Papier auftreten. Diese Kantenpixel werden dann
durch zwei Geraden approximiert, wobei die eine Gerade die obere Stiftkante und die
andere Gerade die untere Stiftkante beschreibt. Der ¨Ubergang von der Stiftspitze zum
Papier auf der Mittelachse der beiden Geraden wird dann als Kontaktpunkt zwischen
Stiftspitze und Papier und damit als Mittelpunkt des Templates angenommen.
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Stiftverfolgung
Das in der Initialisierungsphase ermittelte Template der Stiftspitze ist die Grundlage
fu¨r die weitere Stiftverfolgung wa¨hrend des Schreibprozesses. Dazu wird in jedem
aufgenommenen Bild die Position der gro¨ßten ¨Ubereinstimmung zwischen Bild und
Template bestimmt. Als Maß fu¨r die ¨Ubereinstimmung wird die normalisierte Kreuz-
korrelation verwendet [Cox95]:
d(x, y) =
∑
k,l
Px+k,y+l · Tk,l√∑
k,l
P 2x+k,y+l ·
∑
k,l
T 2k,l
. (4.1)
Hierbei bezeichnen x, y die Matching-Koordinaten im aktuellen Bild P und k, l die
Abmessungen des Templates T . Sind die Koordinaten der gro¨ßten ¨Ubereinstimmung
zwischen Bild und Template ermittelt, so erfolgt anschließend, a¨hnlich wie bei der Ini-
tialisierung, die “Feinlokalisation” des Kontaktpunktes zwischen Stiftspitze und Pa-
pier. Unterschreitet dagegen die Korrelation einen vorgegebenen Schwellwert, so wird
der Tracking-Vorgang abgebrochen.
Um die Stiftverfolgung in Echtzeit realisieren zu ko¨nnen, kann das Template-
Matching auf Grund der Zeitkomplexita¨t jedoch nicht auf dem gesamten Bild durch-
gefu¨hrt werden. Vielmehr ist es erforderlich, den Suchraum fu¨r das Template-Matching
einzuschra¨nken. Aus diesem Grund wird ein Kalman-Filter eingesetzt, der anhand ei-
nes kinematischen Bewegungsmodells eine Scha¨tzung der Position der Stiftspitze fu¨r
das jeweils folgende Bild vornimmt.
Kalman-Filter
Ein Kalman-Filter eignet sich zur Modellierung eines linearen, zeitinvarianten Sy-
stems, das mit einem Zufallsprozess u¨berlagert ist. Der Kalman-Filter stellt dabei einen
rekursiven, varianzminimierenden Scha¨tzer des Systemzustands dar, sodass anhand
des bis zum aktuellen Zeitpunkt beobachteten Systemverhaltens Scha¨tzungen u¨ber das
zuku¨nftige Systemverhalten abgeleitet werden ko¨nnen.
Das mit einem Zufallsprozess u¨berlagerte lineare System, das mit Hilfe eines
Kalman-Filters modelliert werden kann, la¨sst sich durch die folgenden Gleichungen
beschreiben:
sk+1 = Φsk + ωk (4.2)
zk = Hsk + µk (4.3)
Die erste Gleichung (4.2), die sogenannte Modellgleichung, beschreibt die zeitliche
Entwicklung des Systemverhaltens. Der neue Systemzustand sk+1 ergibt sich dem-
nach aus der Multiplikation der ¨Ubergangsmatrix Φ mit dem aktuellen Systemzustand
sk und einer stochastischen Sto¨rgro¨ße ωk. Die Sto¨rgro¨ße ωk wird dabei als weißes
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unkorreliertes Rauschen mit bekannter Kovarianz angenommen:
E{ωkωTi } =
{
Qk , i = k
0 , i 6= k (4.4)
Die zweite Gleichung (4.3), die sogenannte Messgleichung, beschreibt den Zusam-
menhang zwischen den Messwerten zk und dem nicht beobachtbaren Systemzustand
sk. Dieser Zusammenhang wird als linear angenommen, wobei die Messunsicherheit
durch den Vektor µk repra¨sentiert ist. Die Messunsicherheit wird ebenfalls durch un-
korreliertes weißes Rauschen beschrieben:
E{µkµTi } =
{
Rk , i = k
0 , i 6= k und (4.5)
E{ωkµTi } = 0 fu¨r alle k, i (4.6)
Mit Hilfe des Kalman-Filters wird nun ausgehend von einem initialen Scha¨tzwert
sˆ−k des Systemzustands anhand des Messwertes zk eine verbesserte Scha¨tzung sˆk des
Systemzustands vorgenommen. Der verbesserte Scha¨tzwert ergibt sich dabei aus fol-
gender Gleichung
sˆk = sˆ
−
k +Kk(zk −Hsˆ−k ), (4.7)
wobei Kk den sogenannten Kalman-Faktor bezeichnet. Die Aufgabenstellung der
Kalman-Filterung ist demnach, den Mischfaktor Kk so zu bestimmen, dass der re-
sultierende verbesserte Scha¨tzwert mo¨glichst gut dem “wahren” Systemzustand ent-
spricht. Dazu ist die Fehlerkovarianz, also der mittlere quadratische Fehler
P k = E{(sk − sˆk)(sk − sˆk)T} (4.8)
zwischen dem verbesserten Scha¨tzwert sˆk und dem “wahren” Wert sk bezu¨glich des
Kalman-Faktors Kk zu minimieren.
Nach la¨ngerer Rechnung (siehe u.a. [Bra75]) ergibt sich fu¨r den Kalman-Faktor
Kk =
P−kH
T
HP−kH
T +R
, (4.9)
wobei P−k die Kovarianzmatrix des mittleren quadratischen Fehlers zwischen dem in-
itialen Scha¨tzwert sˆ−k und dem “wahren” Wert sk bezeichnet. Fu¨r die Fehlerkovarianz-
matrix P k der verbesserten Scha¨tzung erha¨lt man mit Gleichung 4.9
P k = (P
−
k −KkHP−k ) . (4.10)
Durch Anwendung des Kalman-Faktors Kk kann damit gema¨ß Gleichung 4.7 die
initiale Scha¨tzung des Systemzustands unter Beru¨cksichtigung des Messwertes ver-
bessert werden. Der so korrigierte Systemzustand sˆk und die verbesserte Scha¨tzung
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der Fehlerkovarianz P k bilden dann die Grundlage fu¨r neue initiale Vorhersagen von
Systemzustand und Fehlerkovarianz zum folgenden Zeitpunkt:
sˆ−k+1 = Φsˆk (4.11)
P−k+1 = ΦP kΦ
T +Q . (4.12)
Der Kalman-Filter stellt somit ein rekursives Scha¨tzverfahren dar, das sich in eine
Vorhersage- und eine Korrekturphase gliedert. In der Vorhersagephase werden anhand
der Modellgleichung und des korrigierten Systemzustands Scha¨tzungen fu¨r den neuen
Systemzustand und die neue Fehlerkovarianz vorgenommen (4.11, 4.12). In der Kor-
rekturphase werden diese Scha¨tzungen dann unter Beru¨cksichtigung des Messwertes
verbessert (4.7, 4.10).
Einsatz des Kalman-Filters zur Stiftverfolgung
Die Motivation fu¨r den Einsatz des Kalman-Filters zur Stiftverfolgung ist, den Such-
raum fu¨r das Template-Matching einzuschra¨nken, sodass eine Echtzeit-Verarbeitung
gewa¨hrleistet werden kann. Dazu wird ein kinematisches Bewegungsmodell verwen-
det, um in der Vorhersagephase des Kalman-Filters eine Scha¨tzung der Stiftposition
fu¨r den jeweils folgenden Zeitpunkt vorzunehmen. In der Korrekturphase wird dann
das Template-Matching zur Messung der Stiftposition durchgefu¨hrt, wobei dann nur
ein relativ kleiner Bildbereich, der um die vorhergesagte Stiftposition zentriert ist, be-
trachtet wird.
Das in [Mun00, Mun02] verwendete diskrete kinematische Bewegungsmodell be-
schreibt eine konstante Beschleunigung a des Stiftes, die mit weißem Rauschen ω
u¨berlagert ist. Mit ∆t = tk+1− tk sind Position, Geschwindigkeit und Beschleunigung
des Stifts demnach gegeben durch:
xk+1 = xk + vk∆t+
1
2
ak∆t
2
vk+1 = vk + ak∆t (4.13)
ak+1 = ak + ωak
Gemessen wird die Stiftposition. Die Messgleichung lautet also:
zk = xk + µk . (4.14)
Fasst man Position, Geschwindigkeit und Beschleunigung im Zustandsvektor s zu-
sammen, so ergeben sich Modell- und Messgleichung des Kalman-Filters zu
sk+1 = Φsk + ωk
zk = Hsk + µk , (4.15)
wobei
sk =
 xkvk
ak
 , ωk =
 00
ωak
 ,
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und
Φ =
 1 ∆t
1
2
∆t
0 1 ∆t
0 0 1
 , H = ( 1 0 0 ) .
Pen-up/down Klassifikation
Anhand der aus der Stiftverfolgung resultierenden Trajektorie kann nicht unterschie-
den werden, ob der Stift aufgesetzt ist und sich in einer Schreibphase befindet (pen-
down), oder ob sich der Stift u¨ber der Schreiboberfla¨che zu einer neuen Position be-
wegt (pen-up). In [Mun00, Mun02] wurde daher vorgeschlagen, die auf dem Papier
zuru¨ckgelassene Tintenspur1 als Merkmal fu¨r die pen-up/down Unterscheidung zu ver-
wenden.
Die Detektion der Tintenspur erfolgt durch ein lokales Verfahren, indem fu¨r jeden
Punkt der Stifttrajektorie der korrespondierende Grauwert im Bild mit den Grauwerten
umgebender Pixel verglichen wird (siehe Abbildung 4.1). Diese umgebenden Pixel lie-
80 90 100 110 120 130 140 150 160
0
0.01
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0.04
Grauwert
Abbildung 4.1: Lokale pen-up/down Detektion (nach [Mun00, Mun02]): Links ist ein
Bildausschnitt zur pen-up/down Detektion abgebildet. Die extrahierte
Stiftposition ist in blau angedeutet, wa¨hrend die betrachteten Umge-
bungspixel rot dargestellt sind. Die rechte Abbildung zeigt das Grau-
werthistogramm der Umgebungspixel und die daraus gescha¨tzte Nor-
malverteilungsdichte. Der Grauwert an der Stiftposition ist in blau ein-
gezeichnet. Die pen-up Wahrscheinlichkeit ergibt sich aus der Fla¨che
unter der Dichtefunktion zwischen −∞ und dem Grauwert an der
Stiftposition.
gen auf einem Kreis, der um die extrahierte Stiftposition zentriert ist. Dabei wird davon
ausgegangen, dass die Grauwerte dieser als pen-up angenommenen Pixel normalver-
teilt sind, sodass anhand ihres Grauwerthistogramms die Parameter einer Normalver-
teilungsdichte berechnet werden. Die pen-up Wahrscheinlichkeit an der betrachteten
1Der Einfachheit halber wird hier die Bezeichnung “Tinte” allgemein fu¨r die auf dem Papier zuru¨ck-
bleibende Schriftspur verwendet.
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Stiftposition ergibt sich dann aus der Integration der Normalverteilungsdichte zwi-
schen −∞ und dem entsprechenden Grauwert an der Stiftposition.
Die pen-up/down Detektion kann jedoch erst erfolgen, wenn der Stift ausreichend
weit von der betrachteten Position entfernt ist, sodass die Tintenspur nicht vom Stift
oder der Hand des Schreibers verdeckt ist. In [Mun00, Mun02] wird zur Detektion,
ob zum betreffenden Zeitpunkt an der betrachteten Stiftposition die pen-up/down Un-
terscheidung durchgefu¨hrt werden kann, ein kegelfo¨rmiges Modell verwendet, das den
von Stift und Hand u¨berdeckten Bildbereich beschreibt. Demzufolge wird mit der pen-
up/down Unterscheidung solange gewartet, bis sich der Kegel außerhalb des betrach-
teten Bildausschnitts befindet.
Um die Robustheit der pen-up/down Bestimmung zu verbessern, sind in [Mun00,
Mun02] weitere Verarbeitungsschritte eingesetzt worden, die jedoch nicht in das
Echtzeit-System integriert wurden. Zum einen wird ein Hidden-Markov-Modell ver-
wendet, das die beiden Zusta¨nde pen-up und pen-down besitzt, um die ¨Uberga¨nge
zwischen diesen Zusta¨nden zu modellieren. Mit Hilfe des Viterbi-Algorithmus kann
somit anhand einer beobachteten Folge von pen-up Wahrscheinlichkeiten, die durch
das in Abbildung 4.1 dargestellte Verfahren ermittelt wurden, die wahrscheinlichste
Sequenz von pen-up bzw. pen-down Zusta¨nden bestimmt werden.
Zum anderen wird eine Segmentierung der Trajektorie in Strokes durchgefu¨hrt, so-
dass die lokalen, an jedem Punkt der Trajektorie vorliegenden pen-up Wahrscheinlich-
keiten zu einer stroke-weisen pen-up/down Unterscheidung zusammengefasst werden
ko¨nnen. Als Segmentierungskriterien werden dabei die Geschwindigkeit der Stiftspit-
ze und die Kru¨mmung der Trajektorie verwendet.
4.3.2 Differenzbildverfahren von Bunke & Kollegen
Im Gegensatz zu dem oben beschriebene Verfahren von Munich und Perona, das
auf der Stiftverfolgung mittels Template-Matching basiert, verwendet das von Bun-
ke und Kollegen vorgestellte Verfahren [Bun99, vS98] einen Differenzbildansatz, um
direkt anhand der Tintenspur die Stifttrajektorie zu extrahieren. Auf Basis der ex-
trahierten Trajektorien wurden außerdem mit Hilfe eines bestehenden Erkennungs-
systems ([Sch95a]) Experimente zur Handschrifterkennung durchgefu¨hrt.
Systemaufbau
Der Schreibprozess wird mit einer Videokamera aufgenommen, die in ca. 35cm Ent-
fernung von der Schreibposition angebracht ist. Dabei betra¨gt der Winkel zwischen der
optischen Achse der Kamera und der Schreiboberfla¨che ca. 45 Grad. Die Bilder wei-
sen eine Auflo¨sung von 384×288 Pixel bei einer Bildrate von 19 Bildern pro Sekunde
auf. Die Szene wird u¨ber die weiße Zimmerdecke durch vier Fotolampen indirekt be-
leuchtet, um die Entstehung scharfer Schatten zu vermeiden. Der verwendete Stift ist
ein Filzstift, der bis auf die Stiftspitze weiß eingefa¨rbt ist.
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Extraktion der Stifttrajektorie
Die Grundidee des Verfahrens la¨sst sich anhand von Abbildung 4.2 beschreiben:
Berechnet man das Differenzbild der zum Zeitpunkt t und t+ 1 aufgenommenen Bil-
der, so erha¨lt man daraus im idealen Fall die Tintenspur, die zwischen den beiden
Zeitpunkten produziert wurde. Bei einer ausreichend hohen Abtastrate entha¨lt jedes
Differenzbild nur maximal ein gesetztes Pixel, das der eingenommenen Stiftposition
entspricht. Ist kein Pixel im Differenzbild gesetzt, so hat sich der Stift entweder nicht
bewegt oder er war nicht aufgesetzt (pen-up). Im Normalfall besteht die Differenz je-
doch ha¨ufig aus mehreren Pixeln, anhand derer dann eine Stiftposition zu bestimmen
ist. Als resultierende Stiftposition wird in diesem Fall diejenige gewa¨hlt, die den mitt-
leren quadratischen Abstand zu den u¨brigen extrahierten Pixeln minimiert.
Dieses Vorgehen weist in der Praxis jedoch die Schwierigkeit auf, dass Differenzpi-
xel nicht nur durch die Tintenspur hervorgerufen werden ko¨nnen, sondern auch durch
die Bewegung des Stifts, der Hand oder durch Schattenwurf. Diesem Problem wird
zum einen durch die Verwendung eines weißen Stifts begegnet, zum anderen durch die
sorgfa¨ltig kontrollierten Beleuchtungsbedingungen. Außerdem werden bei der Diffe-
renzbildberechnung nur die Pixel betrachtet, die ihre “Farbe” von weiß auf schwarz
a¨ndern und in einer bestimmten Anzahl darauffolgender Bilder auch schwarz bleiben.
Eine weitere Maßnahme, um die durch Schattenwurf oder Handbewegungen her-
vorgerufenen Sto¨rpixel zu eliminieren, besteht darin, den betrachteten Bereich im Dif-
ferenzbild auf eine Region of interest (ROI) einzuschra¨nken. Dazu wird nach Beendi-
gung des Schreibvorgangs anhand des letzten Bildes der Sequenz der Schriftzug extra-
hiert, wobei sichergestellt sein muss, dass dieses Bild nicht durch den Stift, die Hand
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Abbildung 4.2: Differenzbildansatz (aus [Bun99]). In der oberen Zeile sind die auf-
genommenen Bilder, unten die daraus resultierenden Differenzbilder
dargestellt.
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des Schreibers oder durch Schattenwurf gesto¨rt ist. Die ROI ergibt sich dann durch
Anwendung eines 3 × 3 Dilatationsoperators auf die extrahierten Schriftpixel. Da die
Bestimmung der ROI anhand des letzten Bildes der Sequenz vorgenommen wird, kann
somit auch der Erkennungsprozess erst nach Beendigung des Schreibprozesses begin-
nen.
Außerdem ko¨nnen Schwierigkeiten dadurch auftreten, dass die Tintenspur kurzzei-
tig durch den Stift oder die Hand verdeckt sein kann. Das hat dann zur Folge, dass
ein Pixel, das in Wahrheit einer einmalig eingenommenen Stiftposition entspricht, in
mehreren Differenzbildern auftauchen kann. Diesen Artefakten kann jedoch mit Hilfe
eines aggregierten Differenzbildes entgegengewirkt werden, sodass nur noch dieje-
nigen Pixel in das jeweilige Differenzbild u¨bernommen werden, die vorher noch in
keinem anderen Differenzbild gesetzt waren.
Gro¨ßere Probleme bereiten jedoch die Situationen, in denen la¨ngere Abschnitte der
Tintenspur durch den Stift verdeckt sind wa¨hrend sie geschrieben werden. Dies ist
beispielsweise bei Schleifen der Fall und fu¨hrt zu einer erschwerten Rekonstruktion
der Trajektorie, da diese Abschnitte zu einem spa¨teren Zeitpunkt “auf einen Schlag”
im Differenzbild sichtbar werden. Eine weitere Schwierigkeit tritt auf, wenn ein bereits
geschriebener Linienzug erneut u¨berstrichen wird. Diese Bewegung kann anhand der
Differenzbilder nicht detektiert werden.
4.3.3 Beurteilung der Verfahren
Eine objektive Beurteilung der oben vorgestellten Verfahren zur Erfassung der Stifttra-
jektorie ist nur schwer mo¨glich, da sie nicht unter vergleichbaren Bedingungen getestet
wurden. Dennoch sollen hier die Vor- bzw. Nachteile der Verfahren diskutiert werden,
um herauszufinden, inwiefern sie fu¨r den Einsatz zur videobasierten Handschrifterken-
nung geeignet sind.
Das Differenzbildverfahren von Bunke & Kollegen bietet den Vorteil, dass durch
die Verfolgung der Tintenspur die pen-up/down Unterscheidung implizit als “Neben-
produkt” abfa¨llt und hierfu¨r keine zusa¨tzlichen Verarbeitungsschritte notwendig sind.
Jedoch weist das Differenzbildverfahren einige Nachteile auf. Hier sind beispielsweise
die Schwierigkeiten beim Erfassen der Trajektorie zu nennen, die durch Verdeckungen
der Tintenspur und mehrfaches ¨Uberstreichen des Linienzuges hervorgerufen werden.
Weiterhin wird, um das Auftreten von Sto¨rpixeln in den Differenzbildern zu vermei-
den, neben der Verwendung eines weißen Stifts die sorgfa¨ltige Kontrolle der Beleuch-
tung vorausgesetzt. Damit wird jedoch die Forderung nach einer mo¨glichst natu¨rlichen
Mensch-Maschine Schnittstelle deutlich eingeschra¨nkt. Ein weiterer Nachteil ist, dass
die Stifttrajektorie erst dann extrahiert werden kann, wenn der Schreibprozess beendet
ist, da die region of interest der Differenzbilder anhand des letzten Bildes der Sequenz
bestimmt wird. Damit muss ein la¨ngerer zeitlicher Versatz zwischen dem Beginn des
Schreibprozesses und dem Vorliegen des Erkennungsresultats in Kauf genommen wer-
den, sodass die Interaktivita¨t des Verfahrens eingeschra¨nkt ist.
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Im Gegensatz dazu unterliegt das Template-Matching System von Munich & Perona
weniger starken Einschra¨nkungen. Zwar muss hier die Stiftspitze auch stets in den auf-
genommenen Bildern sichtbar sein, jedoch ist keine spezielle Beleuchtung notwendig.
Weiterhin kann mit einem beliebigen Stift geschrieben werden, sofern der Kontrast
zwischen Stift und Papier ho¨her ist als zwischen Stift- und Hautfarbe. Ein Nachteil
des Verfahrens stellt die semi-automatische Initialisierung dar, bei der der Benutzer
den Stift in einem vorgegebenen Bereich aufsetzen muss. Daru¨berhinaus sind im Ge-
gensatz zum Differenzbildverfahren von Bunke & Kollegen zusa¨tzliche Verarbeitungs-
schritte notwendig, um die pen-up/down Unterscheidung durchzufu¨hren.
4.4 Zusammenfassung
In diesem Kapitel wurde der Einsatz videobasierter Sensorik zur Handschrifterken-
nung motiviert. Zusammengefasst liegen die Vorteile insbesondere darin, dass eine
mo¨glichst natu¨rliche Mensch-Maschine-Schnittstelle realisiert werden kann, die einen
interaktiven Umgang mit dem System erlaubt.
Doch die Verwendung von Videokameras bringt auch Nachteile mit sich. Hier ist vor
allem die Qualita¨t der aufgenommenen Daten zu nennen, die gegenu¨ber der Verwen-
dung spezieller Sensoren deutlich schlechter ist. Neben den oftmals ungleichma¨ßig
beleuchteten Bildern betrifft dies sowohl die geringere ra¨umliche Auflo¨sung, als auch
die gegenu¨ber Digitalisiertabletts geringere Abtastrate. Damit werden an die Verar-
beitungsschritte in videobasierten Systemen insbesondere in Bezug auf die Robust-
heit ho¨here Anforderungen gestellt, um eine a¨hnliche Erkennungsleistung wie in
herko¨mmlichen Systemen zu erreichen.
Bei der Verwendung einer Videokamera an Stelle eines Digitalisiertabletts zur on-
line Handschrifterkennung sind außerdem zusa¨tzliche Verarbeitungsschritte notwen-
dig, um anhand der Bildfolge die Stifttrajektorie zu extrahieren. Dazu sind zwei
unterschiedliche Verfahren vorgestellt worden. Das in Abschnitt 4.3.1 beschriebene
Verfahren lokalisiert die Stiftspitze durch Template-Matching, das Verfahren in Ab-
schnitt 4.3.2 verwendet dagegen Differenzbilder, um die zeitliche Entwicklung der
Tintenspur zu verfolgen. Insbesondere das Template-Matching Verfahren erscheint
vielversprechend, da es weniger Einschra¨nkungen in Bezug auf die geforderte, natu¨rli-
che Mensch-Maschine Schnittstelle unterliegt.
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5 Videobasierte online
Handschrifterkennung
In diesem Kapitel wird ein System zur videobasierten online Handschrifterkennung
vorgestellt, das auf der Erfassung der Schreibdynamik basiert. Mit diesem System soll
eine mo¨glichst natu¨rliche Eingabeschnittstelle zur Mensch-Maschine-Kommunikation
realisiert werden, sodass außer einer handelsu¨blichen Videokamera keinerlei weitere
spezialisierte Sensorik notwendig ist. Vielmehr soll mit einem herko¨mmlichen Stift
auf normalem Papier geschrieben werden ko¨nnen.
Das Verfahren zur Extraktion der Stifttrajektorie aus der Videobildfolge ist weitest-
gehend angelehnt an das von Munich & Perona vorgeschlagene Vorgehen [Mun02].
Wa¨hrend in ihrer Arbeit die Trajektorie zwar zur Unterschriftenverifikation, nicht je-
doch zur Schrifterkennung verwendet wird, werden hier daru¨berhinaus Verfahren zur
Vorverarbeitung, Segmentierung, Merkmalsextraktion und Klassifikation eingesetzt,
sodass damit ein komplettes Erkennungssystem vorliegt. Eine Beschreibung der ein-
gesetzten Verfahren findet sich auch in [Fin01, Wie01].
5.1 Systemaufbau
Der Systemaufbau zur videobasierten online Handschrifterkennung ist in der Abbil-
dung 5.1 veranschaulicht. Zur Aufnahme des Schreibprozesses wird eine herko¨mmli-
che Videokamera eingesetzt (Sony EVI-D31), die in ca. 50cm Ho¨he u¨ber der Schreib-
oberfla¨che angebracht ist, wobei der Winkel zwischen der optischen Achse der Kamera
und der Schreiboberfla¨che ca. 65 Grad betra¨gt. Die Gro¨ße des beobachteten Schreib-
felds betra¨gt dabei ca. 18 × 15 cm, sodass ungefa¨hr die Ha¨lfte einer Din A4 Seite ab-
gedeckt ist. Die Videokamera arbeitet im Interlace-Modus und nimmt der PAL-Norm
entsprechend 50 Halbbilder pro Sekunde mit der Auflo¨sung 756× 288 Pixel auf.
Die Beleuchtung der Szene wird durch zwei handelsu¨bliche Schreibtischlampen
vorgenommen, in denen jeweils zwei elf Watt leistende Leuchstoffro¨hren eingebaut
sind. Das abgebildete Digitalisiertablett wird zum einen verwendet, um Trainings- und
Validierungsdaten aufzunehmen, zum anderen verhindert es durch elektrostatische An-
ziehung ein “Verrutschen” des Papiers, sodass das Tablett als Schreibunterlage auch fu¨r
die videobasierte Erkennung eingesetzt wird.
Als Schreibmittel eignen sich vor allem die Stifte, die eine kegelfo¨rmige Stiftspitze
besitzen, die dunkler als das Papier ist. Dies trifft beispielsweise auf Bleistifte und
u¨blicherweise auch auf Kugelschreiber zu. Liegt ein Template der Stiftspitze vor, so
ist auch die Verwendung beliebiger Stifte mo¨glich.
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Abbildung 5.1: Systemaufbau zur videobasierten online Handschrifterkennung. Das
Digitalisiertablett wird nur zur Fixierung des Papiers und zur Aufnah-
me von Trainingsdaten eingesetzt.
5.2 Extraktion der Stifttrajektorie
Das realisierte Verfahren zur Extraktion der Stifttrajektorie anhand der aufgenomme-
nen Videobildfolge basiert auf einem Template-Matching Ansatz. Es ist angelehnt an
das in Abschnitt 4.3.1 vorgestellte System von Munich & Perona, das uns freundli-
cherweise vom California Institute of Technology zur Verfu¨gung gestellt wurde. Das
System wurde im Rahmen einer studentischen Projektarbeit vollsta¨ndig neu imple-
mentiert, wobei einige Verfahrensschritte modifiziert wurden.
Die durchgefu¨hrten Modifikationen am Verfahren von Munich & Perona betreffen
zum einen die Initialisierung, die nun deutlich weniger Benutzerkooperation erfordert,
zum anderen wurde das dem Kalman-Filter unterliegende kinematische Modell der
Schreibbewegung vera¨ndert. Außerdem wurden noch ¨Anderungen an der pen-up/down
Unterscheidung durchgefu¨hrt.
5.2.1 Initialisierung
Im Ausgangssystem von Munich & Perona muss der Benutzer den Stift in einem vor-
gegebenen Bereich der Schreibfla¨che aufsetzen, um den Beginn eines Schreibprozes-
ses anzuzeigen. Erst dann kann ein Template der Stiftspitze extrahiert werden, das zur
weiteren Stiftverfolgung verwendet wird. Dieses Vorgehen zur Initialisierung erfordert
jedoch entweder, dass der Bereich auf dem Papier markiert und die Kamera entspre-
chend kalibriert ist, oder dass der Benutzer die Stiftbewegung in den vorgegebenen
Bildbereich am Monitor beobachten muss.
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Um dagegen die notwendige Benutzerkooperation auf ein Mindestmaß reduzieren
zu ko¨nnen, wurde eine zweistufige Aufmerksamkeitssteuerung zur Initialisierung ent-
wickelt, mit der der Beginn eines Schreibvorgangs automatisch erkannt werden kann.
Im ersten Teilschritt wird dabei das Auftreten einer signifikanten Szenena¨nderung de-
tektiert, die beispielsweise dann vorliegt, wenn eine Hand ins Bild kommt. Wenn dies
der Fall ist, wird im zweiten Teilschritt die initiale Lokalisierung der Stiftspitze durch-
gefu¨hrt. Dazu wird ein Satz generischer Templates verwendet, mit denen unterschiedli-
che Stiftformen abgedeckt werden. Ist die initiale Stiftposition schließlich ermittelt, so
wird daraufhin der 20×20 Pixel große Bildbereich, der um diese Stiftposition zentriert
ist, ausgeschnitten und als Template fu¨r die weitere Stiftverfolgung verwendet.
Die einzige Einschra¨nkung bei dieser Vorgehensweise ist, dass der Benutzer
wa¨hrend der Stiftsuche, die bei der Verwendung von drei initialen Templates ca. drei
bis vier Sekunden dauert, den Stift ruhig halten muss.
Detektion von Szenena¨nderungen
Signifikante Szenena¨nderungen, die beispielsweise auftreten, wenn sich die Hand in
die Szene bewegt, werden mit Hilfe von Differenzbildern detektiert. Um zu verhindern,
dass das System auch auf Schwankungen der Beleuchtung reagiert, die sich global auf
die gesamte Szene auswirken, wird das Bild in vier Quadranten eingeteilt, anhand
derer die Differenzberechnung vorgenommen wird. Fu¨r die einzelnen Quadranten Qi
wird dann jeweils die Summe der pixelweise berechneten Grauwertdifferenzen des
aktuellen Bildes It zum vorherigen Bild It−1 bestimmt:
dQi =
∑
x,y∈Qi
|It(x, y)− It−1(x, y)| mit i = 1, . . . , 4. (5.1)
Eine Handbewegung wird nun festgestellt, wenn obiger Wert fu¨r einen oder mehrere
Quadranten einen vorgegebenen Schwellwert u¨bersteigt. Nun wird solange gewartet,
bis der Stift an der Schreibposition aufgesetzt ist und mithin die Summen der Grau-
wertdifferenzen wieder unter den Schwellwert sinken. Dadurch ist sichergestellt, dass
der Stift ruhig an einer Position verharrt, sodass anschließend mit der Lokalisierung
der Stiftspitze fortgefahren werden kann.
Liegen die Summen der Grauwertdifferenzen dQi dagegen in allen vier Quadranten
gleichzeitig u¨ber dem Schwellwert, so wird davon ausgegangen, dass die Ursache nicht
eine Handbewegung sondern vielmehr eine globale Beleuchtungsa¨nderung der Szene
war.
Initiale Lokalisierung der Stiftspitze
Der zweite Teilschritt zur Initialisierung, der durchgefu¨hrt wird, wenn eine durch ei-
ne Handbewegung hervorgerufene Szenena¨nderung detektiert wurde, ist die Lokali-
sierung der Stiftspitze. Das dazu verwendete Verfahren basiert auf einem Template-
Matching Ansatz, bei dem mehrere Templates unterschiedlicher Stiftspitzen mit dem
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aufgenommenen Bild verglichen werden. Als optimale initiale Stiftposition wird dann
die Position angenommen, an der die gro¨ßte ¨Ubereinstimmung zwischen Bild und
Template gemessen wird.
Das Maß fu¨r die ¨Ubereinstimmung des jeweiligen Templates Ti mit dem aktuellen
Bild I basiert auf dem euklidischen Abstand der Grauwerte korrespondierender Pixel:
di(x, y) =
Mu∑
u=0
Mv∑
v=0
[I(x+ u, y + v)− Ti(u, v)]2 . (5.2)
Hierbei bezeichnen Mu und Mv die horizontale bzw. vertikale Ausdehnung der Tem-
plates. Die Lokalisation der Stiftspitze entspricht somit einer Minimierung u¨ber die
Absta¨nde di(x, y).
Um die Robustheit des Verfahrens in Bezug auf schwankende Beleuchtungsbedin-
gungen zu erho¨hen, werden sowohl die einzelnen Templates als auch das aufgenom-
mene Bild einer Grauwertnormalisierung unterzogen. Dabei wird der Dynamikbereich
der Grauwerte auf das gesamte zur Verfu¨gung stehende Intervall [0, . . . , 255] ausge-
dehnt.
Das Template-Matching Verfahren, das zur initialen Stiftfindung auf dem gesamten
Bild durchgefu¨hrt werden muss, ist a¨ußert rechenaufwendig. So ist die Anzahl der
erforderlichen pixelweisen Vergleichsoperationen bei einer Bildgro¨ße von Nx × Ny
und einer Templategro¨ße von Mu ×Mv gegeben durch:
K = NxNyMuMv . (5.3)
Um diesen Aufwand einzuschra¨nken und somit die Antwortzeit des Systems zu
verku¨rzen, wird das Template-Matching in eine Grob- und eine Feinsuche unterteilt.
Dabei wird die Beobachtung ausgenutzt, dass bei einem kleinen Versatz des Templates
bezu¨glich der optimalen Position die Grauwertdistanz di(x, y) noch nahe am globalen
Minimum liegt. Daher wird bei der Grobsuche so vorgegangen, dass das Template
nicht Pixel fu¨r Pixel sondern in Spru¨ngen von n Pixeln u¨ber das Bild geschoben wird.
Ausgehend von derjenigen Grobposition, die im Vergleich zu den u¨brigen die mini-
male Grauwertdistanz aufweist, wird anschließend die Feinsuche durchgefu¨hrt. Bei
der Feinsuche wird dann das Template-Matching pixelweise vorgenommen, wobei der
Suchbereich jedoch auf die n×n Umgebung um die Grobposition beschra¨nkt ist. Dar-
aus ergibt sich eine verbesserte Effizienz von
K = Kgrob +Kfein
=
1
n2
NxNyMuMv + n
2MuMv . (5.4)
Um eine robuste Stiftlokalisation zu gewa¨hrleisten, darf bei der Grobsuche der Ver-
satz n jedoch nicht zu groß gewa¨hlt werden. Bei den Experimenten hat sich fu¨r n ein
Wert von zehn Pixeln bei einer Templategro¨ße von 40×40 Pixel als geeignet erwiesen.
Die erfolgreiche Lokalisation der Stiftspitze wird nun hypothetisiert, wenn die mi-
nimale Distanz di(x, y) nach abgeschlossener Feinsuche unter einem vorgegebenen
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Schwellwert liegt. Dann wird der Bildbereich, der um die extrahierte Position zentriert
ist, ausgeschnitten und als aktuelles Template der Stiftspitze fu¨r die weitere Stiftver-
folgung verwendet. ¨Uberschreitet die minimale Distanz zwischen Template und Bild
dagegen den Schwellwert, so wird angenommen, dass sich entweder kein Stift in der
Szene befindet oder dass die Stiftspitze verdeckt ist. In diesem Fall schaltet das System
in den Startzustand, und es wird mit dem ersten Schritt, der Detektion von Szenena¨nde-
rungen, fortgefahren.
5.2.2 Stiftverfolgung
Nachdem die initiale Stiftposition ermittelt worden ist, muss wa¨hrend des Schreib-
prozesses der Stift in der Videobildfolge verfolgt werden. Dies geschieht, a¨hnlich wie
bei der Initialisierung auch, durch ein Template-Matching Verfahren. Da bei der Bild-
aufnahmerate von 50 Bildern pro Sekunde fu¨r jedes Bild zur Bestimmung der Po-
sition der Stiftspitze jedoch nur ein Zeitraum von 20 Millisekunden bleibt, ist eine
Einschra¨nkung des Suchbereichs fu¨r das zeitintensive Template-Matching unumga¨ng-
lich. Deshalb wird auf Basis eines kinematischen Bewegungsmodells die erwarte-
te Stiftposition fu¨r den jeweils folgenden Zeitpunkt mit Hilfe eines Kalman-Filters
gescha¨tzt. Somit kann der Suchraum fu¨r das Template Matching auf einen kleinen, um
die gescha¨tzte Stiftposition zentrierten Bereich beschra¨nkt werden. Die Vorgehens-
weise ist dabei eng an das Ausgangssystem von Munich & Perona angelehnt (siehe
Abschnitt 4.3.1).
Vorhersage der erwarteten Stiftposition
Um ein geeignetes Modell der Stiftbewegung zu erhalten, wurden im Rahmen einer
studentischen Projektarbeit unterschiedliche Modelle anhand ihrer Vorhersagegenau-
igkeit miteinander verglichen. Darunter war zum einen das von Munich & Perona ver-
wendete Modell, das auf konstanter Beschleunigung basiert, zum anderen ein Modell,
in dem die Geschwindigkeit der Stiftbewegung als konstant aufgefasst wird, sowie ein
Modell, das die zum aktuellen Zeitpunkt gemessene Stiftposition als Vorhersage fu¨r
das folgende Bild verwendet. Die anhand von 10 Testtrajektorien vorgenommene Un-
tersuchung zeigte, dass das Modell konstanter Geschwindigkeit sowohl in Bezug auf
den maximalen als auch den mittleren Vorhersagefehler das beste Verfahren darstellt
(siehe Tabelle 5.1).
Aufgrund der Vergleichsuntersuchung wird hier davon abgesehen, die Stiftbewe-
gung, wie urspru¨nglich von Munich & Perona vorgeschlagen, durch ein Modell kon-
stanter Beschleunigung zu beschreiben. Stattdessen wird das Modell konstanter Ge-
schwindigkeit verwendet. Die Modellgleichung ist damit gegeben durch (vgl. Ab-
schnitt 4.3.1, Gleichung 4.13):
xk+1 = xk + vk + ωxk
vk+1 = vk + ωvk (5.5)
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Traj. horizontal vertikal
Kv Ka D Kv Ka D
1 4.1 (39) 7.5 (84) 4.3 (49) 2.0 (26) 3.1 (49) 1.8 (27)
2 3.8 (35) 6.2 (66) 4.7 (36) 2.0 (24) 2.9 (41) 2.1 (22)
3 3.8 (65) 7.6 (125) 3.5 (66) 1.8 (24) 2.6 (40) 1.7 (24)
4 4.1 (76) 8.2 (153) 4.2 (83) 2.0 (11) 2.6 (18) 1.9 (11)
5 4.2 (33) 8.3 (63) 4.3 (41) 2.2 (14) 3.1 (24) 2.2 (14)
6 3.2 (52) 5.9 (96) 3.2 (57) 1.7 (9) 2.2 (13) 1.5 (8)
7 2.8 (25) 3.8 (42) 4.2 (57) 1.3 (13) 1.5 (18) 1.7 (13)
8 2.5 (106) 4.6 (181) 3.3 (107) 1.2 (14) 1.6 (19) 1.4 (12)
9 2.1 (27) 3.1 (48) 3.1 (36) 1.3 (10) 1.6 (15) 1.4 (10)
10 1.8 (20) 2.5 (34) 2.3 (22) 1.1 (8) 1.3 (11) 1.0 (9)
Tabelle 5.1: Mittlerer (maximaler) Vorhersagefehler der Stiftposition in Pixel. Kv be-
zeichnet das Kalman-Filter-Modell mit konstanter Geschwindigkeit, Ka
das Modell mit konstanter Beschleunigung und D das Modell, das die
zum aktuellen Zeitpunkt gemessene Stiftposition als Vorhersage fu¨r den
folgenden Zeitschritt verwendet.
Hierbei bezeichnen xk und vk Position bzw. Geschwindigkeit des Stifts und ωxk bzw.
ωvk die Modellunsicherheiten.
Da nur die Stiftposition beobachtet werden kann, lautet die Messgleichung unter
Beru¨cksichtigung der Messunsicherheit µk wie in Gleichung 4.14:
zk = xk + µk . (5.6)
Werden im Zustandsvektor s Position und Geschwindigkeit zusammengefasst, so er-
geben sich die Modell- und Messgleichung zu:
sk+1 = Φsk + ωk
zk = Hsk + µk , (5.7)
mit
sk =
(
xk
vk
)
, ωk =
(
ωxk
ωvk
)
,
und
Φ =
(
1 ∆t
0 1
)
, H =
(
1 0
)
.
Die Kovarianzmatrix des Modellfehlers Qk = E{ωkωTk } wird als zeitlich konstant
angenommen und ergibt sich auf Basis der Arbeit von [Koh97] zu:
Q =
a2∆t
6
(
2∆t2 3∆t
3∆t 6
)
. (5.8)
118
5.2 Extraktion der Stifttrajektorie
Hierbei bezeichnet a eine Scha¨tzung der maximalen im Signal vorkommenden Be-
schleunigung der Stiftspitze.
Die Kovarianzmatrix des Messfehlers R = E{vkvTk } wird durch Auswertung der
Template-Matching Resultate auf Basis von einigen per Hand annotierten Stifttrajek-
torien ermittelt. Der initiale Zustandsvektor sˆ−0 ergibt sich aus der Stiftposition, die
wa¨hrend der Initialisierung ermittelt wurde. Anhand des initialen Zustandsvektors und
der Messfehlerkovarianz la¨sst sich außerdem die initiale Scha¨tzfehlerkovarianzmatrix
P−0 bestimmen.
Damit liegen alle fu¨r die Kalman-Filterung notwendigen Gro¨ßen vor, sodass der
Vorgang der Stiftverfolgung initiiert werden kann.
Messung der Stiftposition
Durch die Anwendung des Kalman-Filters liegt zu jedem Zeitpunkt eine Scha¨tzung
der erwarteten Stiftposition vor. Zur Messung der Stiftposition kann somit der Such-
bereich fu¨r das Template-Matching auf eine Bildregion eingeschra¨nkt werden, die um
die gescha¨tzte Stiftposition zentriert ist. In dem realisierten System wurde die Gro¨ße
des Suchbereichs dabei auf 120× 60 Pixel gesetzt, sodass eine robuste Echtzeitverar-
beitung mo¨glich ist.
Das Template-Matching Verfahren basiert auf dem Template der Stiftspitze, welches
wa¨hrend der Initialisierung ausgeschnitten wurde. Wie in der Initialisierungsphase ist
der Matching-Vorgang zur Effizienzsteigerung in eine Grob- und eine Feinsuche un-
terteilt. Zur weiteren Rechenzeitersparnis wird die Berechnung der Differenz aus Glei-
chung 5.2 abgebrochen, wenn die bis dato berechnete Teilsumme bereits gro¨ßer ist als
der bisher kleinste Wert d(x, y). Da der Template-Matching Vorgang an der vorherge-
sagten Stiftposition begonnen wird, erfolgt die ¨Uberpru¨fung der korrekten Stiftposi-
tion im Mittel relativ fru¨h, sodass ein Großteil der Differenzberechnungen eingespart
werden kann.
5.2.3 Pen-up/down Unterscheidung
Durch das Template-Matching wird die Position der Stiftspitze bestimmt, nicht jedoch,
ob sich der Stift in einer Schreibphase befindet und auf dem Papier aufgesetzt ist (pen-
down Phase), oder der Stift in geringer Entfernung u¨ber dem Papier zu einem neuen
Aufsetzpunkt bewegt wird (pen-up Phase). Um die pen-up/down Unterscheidung her-
beizufu¨hren, ist es daher ein naheliegender Ansatz, die ermittelte Stiftposition mit der
auf dem Papier zuru¨ckgelassenen Tintenspur in Beziehung zu setzen. Eine Stiftposition
wird demnach als pen-down gekennzeichnet, wenn an seiner Position im aufgenom-
menen Bild Schriftpixel zu finden sind. Um Verdeckungen durch den Stift oder die
Hand des Schreibers zu vermeiden, kann die pen-up/down Unterscheidung an der be-
trachteten Stiftposition allerdings erst dann vorgenommen werden, wenn die aktuelle
Stiftposition ausreichend weit entfernt ist.
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In unserem System konnte die Methode, die von Munich & Perona zur pen-up/down
Unterscheidung vorgeschlagen wurde, jedoch keine befriedigenden Ergebnisse liefern.
Das liegt hauptsa¨chlich daran, dass dabei eine exakte Bestimmung der Stiftposition
vorausgesetzt wird. Diese muss genau auf der Tintenspur im aufgenommenen Bild
liegen. Da die Tintenspur jedoch nur maximal ein bis drei Pixel breit ist, kann auf
Grund von Messunsicherheiten, beispielsweise hervorgerufen durch ein leichtes Ver-
rutschen des Papiers, diese Voraussetzung in unserem System nicht immer erfu¨llt wer-
den. Weiterhin wird in dem System von Munich & Perona davon ausgegangen, dass
die Vergleichspixel in der Umgebung der betrachteten Stiftposition dem Hintergrund
zuzuordnen sind. Auch diese Annahme ist nicht notwendigerweise erfu¨llt, da in der
Umgebung natu¨rlich auch weitere Schriftpixel vorkommen ko¨nnen.
Demgegenu¨ber wird hier ein Verfahren zur pen-up/down Unterscheidung eingesetzt,
das geringe Ungenauigkeiten bei der Lokalisierung der Stiftspitze gestattet. Dabei
wird, um etwaige Schriftpixel in der Umgebung der Stiftposition zu detektieren, ei-
ne 30 × 30 Pixel große Bildregion, die um die Stiftposition zentriert ist, mit Hilfe der
Otsu-Methode (siehe Seite 29) binarisiert. Falls anhand der Binarisierung Schriftpi-
xel erkannt werden, die nicht weiter als zwei Pixel von der extrahierten Stiftposition
entfernt sind, wird angenommen, dass es sich um eine pen-down Position handelt, an-
dernfalls wird die Position als pen-up gekennzeichnet.
Hier wird die globale Otsu-Binarisierung eingesetzt, da die lokalen Verfahren (sie-
he Seite 30) einen zu hohen Zeitaufwand erfordern. Da die Otsu-Binarisierung je-
doch selbst dann eine Trennung von Vorder- und Hintergrund durchfu¨hrt, wenn das
Bild augenscheinlich keine Vordergrundpixel entha¨lt und somit ein unimodales Histo-
gramm aufweist, muss die Binarisierung einer “reinen” Hintergrundregion vermieden
werden, da sonst ein verrauschtes Bina¨rbild resultieren wu¨rde. Hierfu¨r wird die Inter-
gruppenstreuung σ2b betrachtet, die im Zuge der Binarisierung berechnet wird. Diese
Intergruppenstreuung ist fu¨r ein unimodales Histogramm im Vergleich zu einem bimo-
dalen Histogramm sehr gering. Unterschreitet also die Intergruppenstreuung σ2b einen
vorgegebenen Schwellwert (hier: σ2b ≤ 20), so wird die entsprechende Stiftposition als
pen-up gekennzeichnet.
Zur Vermeidung von Verdeckungen durch den Stift oder die Hand des Schreibers
wird mit einem festen zeitlichen Versatz von 60 Zeitschritten (1.2 Sekunden) gearbei-
tet, der sich experimentell ergeben hat. Die pen-up/down Unterscheidung erfolgt also
60 Zeitschritte nachdem die betreffende Stiftposition als aktuelle Position extrahiert
wurde. Im Gegensatz dazu wird im System von Munich & Perona ein Modell des von
Stift und Hand u¨berdeckten Bereichs verwendet, um zu entscheiden, ob fu¨r die be-
treffende Stiftposition die pen-up/down Unterscheidung vorgenommen werden kann.
Dieser Ansatz hat jedoch zur Folge, das u.U. bis zum Ende des Schreibprozesses ge-
wartet werden muss, bis also keine Verdeckungen mehr vorliegen. Damit ist eine mit
dem Schreibprozess schritthaltende online Verarbeitung jedoch nicht mehr gegeben.
Aus diesem Grund wird von dieser Vorgehensweise abgesehen und stattdessen die
pen-up/down Unterscheidung mit einem festen zeitlichen Versatz durchgefu¨hrt. So-
mit ko¨nnen Verdeckungen zwar nicht vollsta¨ndig vermieden werden, dafu¨r kann der
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Erkennungsprozess schon wa¨hrend des Schreibprozesses initiiert werden, sodass die
Erkennungsergebnisse so zeitnah wie mo¨glich vorliegen.
Eine weitere Schwierigkeit, die sich sowohl in diesem System als auch bei dem Ver-
fahren von Munich & Perona ergibt, wird durch das mehrfache ¨Uberstreichen von Ko-
ordinatenpunkten mit dem Stift hervorgerufen. War der Stift bei der ersten Bewegung
aufgesetzt und hat demzufolge eine Tintenspur hinterlassen, so kann beim zweiten
¨Uberstreichen der betreffenden Koordinaten nicht unterschieden werden, ob der Stift
aufgesetzt war oder nicht. Da an den Stiftpositionen dann ja eine Tintenspur detektiert
werden kann, wu¨rden diese Punkte somit als pen-down gekennzeichnet, auch wenn der
Stift nicht aufgesetzt war. Da die nachfolgende Texterkennung jedoch strokebasiert ist,
und die pen-up/down Informationen der einzelnen Stiftpositionen pro Stroke gemittelt
werden, haben einzelne Fehler bei der pen-up/down Bestimmung kaum Einfluss auf
das pen-up/down Merkmal des gesamten Strokes.
5.3 Vorverarbeitung
Nach der Stiftverfolgung liegt die mit pen-up/down Informationen annotierte Stift-
trajektorie vor. Auf diese Trajektorie werden nun nacheinander einige Vorverarbei-
tungsschritte angewandt. Im ersten Schritt wird dabei eine Gla¨ttung des Schriftzuges
durchgefu¨hrt, gefolgt von der Korrektur aufnahmebedingter geometrischer Verzerrun-
gen und der Neuabtastung (Resampling) der Trajektorie, mit der eine von der Schreib-
geschwindigkeit unabha¨ngige Repra¨sentation erreicht wird.
Diese Vorverarbeitungsmaßnahmen arbeiten schritthaltend mit dem Schreibprozess,
d.h. sie werden angestoßen, sobald die ersten mit pen-up/down Informationen anno-
tierten Trajektorienpunkte vorliegen. Dies ist notwendig, damit eine schritthaltende
Erkennung realisiert werden kann. Aus diesem Grund wird wa¨hrend der Vorverarbei-
tung auch keine Korrektur der Schriftgro¨ße, -orientierung und -neigung durchgefu¨hrt,
da diese Schritte nicht strokeweise, sondern nur auf der Basis eines la¨ngeren Schrift-
zuges robust angewandt werden ko¨nnen.
5.3.1 Gla¨ttung
Die aus der videobasierten Stiftverfolgung resultierende Trajektorie ist auf Grund
der im Vergleich zu Digitalisiertabletts niedrigeren Abtastfrequenz und ra¨umlichen
Auflo¨sung von geringerer Qualita¨t. Ein wichtiger Vorverarbeitungsschritt, um aufnah-
mebedingtes Rauschen zu eliminieren, besteht in der Gla¨ttung der Trajektorie. Dazu
wird ein local averaging Verfahren (siehe Seite 48) eingesetzt, bei dem mit Hilfe ei-
nes Gla¨ttungsfilters jeder Trajektorienpunkt xk durch einen gewichteten Mittelwert x′k
ersetzt wird. Die Berechnung wird dabei durch Faltung der Filtergewichte mit den Tra-
jektorienpunkten vorgenommen, wobei ein 2n + 1 Punkte umfassender Abschnitt der
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(a) (b)
Abbildung 5.2: (a) Ausgangstrajektorie, (b) gegla¨ttete Trajektorie.
Trajektorie betrachtet wird, der um den jeweiligen Punkt xk zentriert ist:
x′k =
n∑
j=−n
αjxk+j .
In dem hier realisierten System werden die Gewichtsparameter αj des Gla¨ttungsfil-
ters anhand der Binomialverteilung gewa¨hlt. Der Binomialfilter stellt im diskreten eine
Approximation an den Gaußfilter dar, der auf Grund der Forminvarianz der Gaußver-
teilung unter der Fouriertransformation ein gutes Gla¨ttungsverhalten aufweist.
Da das “Nutzsignal” der Handschrift im Vergleich zum Rauschen eine niedrigere
Frequenz besitzt, wird die Breite der Filtermaske entsprechend klein gewa¨hlt, sodass
die niedrig-frequenten Anteile erhalten bleiben und nur die hochfrequenten Anteile
eliminiert werden. In unserem Fall wird n = 1 gesetzt, die Breite der Filtermaske
betra¨gt somit drei. Die Gewichtsparameter des Binomialfilters lauten demnach:
αk−1 =
1
4
, αk =
1
2
, αk+1 =
1
4
.
In Abbildung 5.2 sind die Ausgangstrajektorie und die nach der Filterung resultierende
Trajektorie gegenu¨bergestellt.
5.3.2 Verzerrungskorrektur
In diesem Vorverarbeitungsschritt werden aufnahmebedingte geometrische Verzerrun-
gen korrigiert und die extrahierten Stiftkoordinaten vom Bild- in das Schreibfeldko-
ordinatensystem transformiert. Die Faktoren, die eine Korrektur der Schriftgeometrie
erforderlich machen, sind die folgenden:
1. Die Position der Kamera. Sie ist an der dem Schreiber gegenu¨berliegenden Seite
des Tisches angebracht, sodass die Schrift in den aufgenommenen Bildern um
180 Grad rotiert ist.
2. Der Blickwinkel der Kamera. Der Winkel zwischen der optischen Achse der
Kamera und dem Schreibfeld betra¨gt ca. 65 Grad (siehe Abbildung 5.3). Das
122
5.3 Vorverarbeitung
y
α ≅ 65°
x
Abbildung 5.3: Schematische Darstellung der Bildaufnahme.
fu¨hrt dazu, dass die extrahierte Stifttrajektorie in vertikaler Richtung gestaucht
ist.
3. Der Interlace-Modus der Kamera. Um eine mo¨glichst hohe Bildrate zu erzie-
len, wird die Videokamera im Interlace-Modus betrieben, sodass 50 Halbbilder
pro Sekunde aufgenommen werden. Da das sogenannte EVEN-Halbbild nur aus
den geradzahligen Zeilen besteht, und das sogenannte ODD-Halbbild dement-
sprechend nur aus den ungeradzahligen Zeilen, ist die vertikale Ausdehnung der
Schrift in den aufgenommenen Halbbildern halbiert.
Um eine 180 Grad Rotation der Stifttrajektorie vorzunehmen, sind die Koordinaten
anhand folgender Vorschrift zu transformieren:
x′k = Bw − xk
y′k = Bh − yk . (5.9)
Dabei bezeichnet Bw die Bildbreite von 756 Pixel und Bh die Bildho¨he von 288 Pixel.
Zur Korrektur der vertikalen Stauchung der Schrift, die zum einen durch den Blick-
winkel der Kamera von ca. 65 Grad und zum anderen durch das Interlace-Verfahren
gegenu¨ber der tatsa¨chlichen Schriftgro¨ße vermindert ist, sind die y-Koordinaten der
Stifttrajektorie entsprechend zu skalieren:
x′′k = x
′
k
y′′k =
2y′k
sin(65◦)
. (5.10)
Diese Korrektur stellt allerdings nur eine Na¨herung dar, da von der Annahme ausge-
gangen wird, dass der Blickwinkel von ca. 65 Grad fu¨r das gesamte Schreibfeld kon-
stant ist. Genauer betrachtet gilt dieser Winkel jedoch nur fu¨r die Mitte des Schreibfel-
des, am oberen Rand betra¨gt der Winkel ca. 72 Grad, am unteren Rand ca. 59 Grad. Da
die Schriftho¨he im Verha¨ltnis zur Ho¨he des Schreibfeldes jedoch klein ist, machen sich
diese Differenzen des Blickwinkels in der resultierenden Trajektorie kaum bemerkbar,
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sodass die Annahme eines u¨ber die Ausdehnung des Schreibfeldes konstanten Winkels
gerechtfertigt ist.
Ebenso ist durch die perspektivische Verzerrung (Trapezverzerrung) die horizontale
Ausdehnung des aufgenommenen Schreibfeldes nicht konstant, es ist in den Bildern
vielmehr am oberen Rand knapp 2cm schmaler als am unteren Rand. Auch diese Dif-
ferenz macht sich in den extrahierten Trajektorien nicht bemerkbar, sodass auf eine
Korrektur verzichtet wurde.
Nach der Korrektur der Schriftgeometrie erfolgt eine Transformation der Stiftko-
ordinaten vom Bild- in das Schreibfeldkoordinatensystem. Dabei wird außerdem der
Koordinatenursprung von der linken oberen Ecke (Bildkoordinaten) in die linke un-
tere Ecke (Schreibfeldkoordinaten) verschoben. Als Maßeinheit fu¨r die Schreibfeld-
koordinaten werden Mikrometer (µm) verwendet. Mit der Schreibfeldbreite Sw =
176000µm, der Schreibfeldho¨he Sh = 149000µm und der durch Gleichung 5.10 ska-
lierten Bildho¨he B′h = 2Bh/ sin(65) Pixel ergeben sich die neuen Koordinaten zu:
x′′′k =
Sw
Bw
x′′k
y′′′k = Sh −
Sh
B′h
y′′k = Sh −
Sh sin(65)
2Bh
y′′k . (5.11)
Fasst man die obigen drei Korrektur- bzw. Transformationsschritte (5.9-5.11) zu
einer Berechnungsvorschrift zusammen, so ergeben sich die neuen Koordinaten des
Trajektorienpunktes wie folgt:
x′′′k =
Sw
Bw
(Bw − xk)
y′′′k =
Shyk
Bh
. (5.12)
Man erkennt, dass der Aufnahmewinkel von 65 Grad hier nicht mehr explizit auftaucht.
Er geht vielmehr implizit in die beobachtbare Schreibfeldho¨he Sh ein, die ja direkt mit
dem Aufnahmewinkel verknu¨pft ist.
5.3.3 Neuabtastung
Bei der zu diesem Zeitpunkt vorliegenden Trajektorie variieren die ra¨umlichen
Absta¨nde zwischen den einzelnen Punkten je nach der Schreibgeschwindigkeit, die
von Schreiber zu Schreiber große Unterschiede aufweisen kann. So sind bei einer
konstanten Abtastrate die Absta¨nde umso kleiner, je langsamer geschrieben wird.
Die Schreibgeschwindigkeit ist jedoch ein schreiberspezifisches Merkmal, das nicht
zur Klassenunterscheidung bei der Handschrifterkennung beitra¨gt. Aus diesem Grund
wird eine Neuabtastung (engl. Resampling) der Trajektorie durchgefu¨hrt, um eine von
der Schreibgeschwindigkeit unabha¨ngige Repra¨sentation der Trajektorie zu erreichen.
Neben der Schreibgeschwindigkeit ist außerdem die Abtastrate des jeweiligen Auf-
nahmegera¨ts, in diesem Fall also der Videokamera, ein wesentlicher Faktor, der die
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Abbildung 5.4: Neuabtastung der Stifttrajektorie.
ra¨umlichen Absta¨nde zwischen den Trajektorienpunkten beeinflusst. Diese Absta¨nde
sind umso geringer, je ho¨her die Abtastrate ist. Die Neuabtastung der Stifttrajektorie
dient somit auch dazu, unterschiedliche Abtastraten der Aufnahmegera¨te zu kompen-
sieren.
Die u¨blicherweise eingesetzten Resampling-Verfahren (siehe Seite 53) basieren auf
einer konstanten Schrittla¨nge, d.h. die ra¨umlichen Absta¨nde zwischen aufeinanderfol-
genden Punkten sind an allen Stellen der Trajektorie gleich. Da jedoch die gekru¨mm-
ten Abschnitte der Trajektorie fu¨r die Erkennung besonders “interessant” sind, ist es
vorteilhaft, den Abstand zwischen den Punkten entsprechend der lokalen Kru¨mmung
zu wa¨hlen, sodass an den gekru¨mmten Abschnitten der Trajektorie eine ausreichend
hohe Auflo¨sung sichergestellt wird. Dies wird in dem realisierten Verfahren dadurch
erreicht, dass die Schrittweite an die lokale Kru¨mmung angepasst wird. Die vorgegebe-
ne Zieldistanz zwischen aufeinanderfolgenden Punkten wird somit nur an den geraden
Abschnitten der Trajektorie erreicht, an sta¨rker gekru¨mmten Abschnitten werden die
Punkte der lokalen Kru¨mmung entsprechend dichter gesetzt.
Um außerdem die Glattheit der resultierenden Trajektorie zu erho¨hen, wird anstelle
der u¨blicherweise verwendeten linearen Interpolation zur Ermittlung der neuen Tra-
jektorienpunkte x′l ein Verfahren eingesetzt, das mittels eines Impulsterms die Bewe-
gungsrichtung zum vorherigen Punkt x′l−1 zu einem gewissen Grad beibeha¨lt (sie-
he Abbildung 5.4). Durch dieses Impuls-Resampling werden also sprunghafte Rich-
tungsa¨nderungen an den neuabgetasteten Trajektorienpunkten vermieden. Dies ist ins-
besondere dann gu¨nstig, wenn wie in diesem Fall die Abtastfrequenz bei der Signalauf-
nahme gering ist, sodass große ra¨umliche Absta¨nde zwischen den Trajektorienpunkten
vorliegen.
Anhand der in Abbildung 5.5 dargestellten Berechnungsvorschrift kann ein Impuls-
Resampling mit der maximalen Schrittweite eins durchgefu¨hrt werden. Dabei bezeich-
netxk den k-ten Punkt der Ausgangstrajektorie,x′l den l-ten Punkt der neuabgetasteten
Trajektorie, wl den momentanen Schrittvektor und α den Impulsfaktor. Ausgehend
vom Startpunkt x′0 = x0 ergeben sich die neuen Trajektorienpunkte x′l durch einen
iterativen Prozess, wobei sich die jeweiligen Schrittvektoren wl aus dem vorherigen
Schrittvektor und der normierten Differenz zum “Zielpunkt” xk berechnen:
wl = (1− α) xk − x
′
l−1
‖xk − x′l−1‖
+ αwl−1 mit 0 ≤ α < 1 . (5.13)
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1. Initialisierung: k = 0, l = 0
x′0 = x0 , w0 = 0
2. Wiederhole fu¨r alle xk: k > 0
2a. Wiederhole bis ‖xk − x′l‖ < 1:
wl = (1− α) xk − x
′
l−1
‖xk − x′l−1‖
+ αwl−1 mit 0 ≤ α < 1
x′l = x
′
l−1 +wl , l ++
Abbildung 5.5: Neuabtastung mit der Schrittweite 1.
Den Spezialfall der linearen Interpolation erha¨lt man, wenn α = 0 gesetzt wird. An-
hand der Dreiecksungleichung
‖u+ v‖ ≤ ‖u‖+ ‖v‖
wird deutlich, dass die Schrittweite der La¨nge eins (‖wl‖ = 1) nur an den geraden
Abschnitten der Trajektorie erreicht wird, also wenn die Richtung zum “Zielpunkt”
mit der momentanen Bewegungsrichtung u¨bereinstimmt:
xk − x′l−1
‖xk − x′l−1‖
= wl−1 .
Gilt diese Gleichung nicht, so ist bei α > 0 der Abstand zwischen den neuabgetaste-
ten Punkten kleiner als eins. Damit weist das Verfahren die gewu¨nschte Eigenschaft
auf, dass an den gekru¨mmten Abschnitten der Trajektorie die neuabgetasteten Punkte
entsprechend “dichter” gesetzt werden.
Soll die Trajektorie mit einer gro¨ßeren Schrittweite als eins neu abgetastet werden,
so ist der Schritt 2 des Verfahrens aus Abbildung 5.5 zu modifizieren. Der wesentliche
Unterschied ist, dass bei der Abtastung nun nur jeder N -te Punkt in die resultieren-
de Trajektorie u¨bernommen wird (siehe Abbildung 5.6). Anhand der durchgefu¨hrten
Experimente hat sich eine maximale Schrittweite von 200 fu¨r die Neuabtastung als
geeignet erwiesen. An geraden Abschnitten der Trajektorie liegen die Punkte somit
200µm auseinander, ist die Trajektorie gekru¨mmt, so ist der Abstand entsprechend
geringer. In der Abbildung 5.7 ist eine Trajektorie nach der Neuabtastung dargestellt.
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1. Initialisierung: k = 0, l = 0
x′0 = x0 , w0 = 0 , s0 = x0 , n = 0;
2. Wiederhole fu¨r alle xk: k > 0
2a. Wiederhole bis ‖xk − x′l‖ < N :
wn = (1− α) xk − sn−1‖xk − sn−1‖ + αwn−1 mit 0 ≤ α < 1
sn = sn−1 +wn , n++
x′l = sn , l ++ falls n modulo N = 0
Abbildung 5.6: Neuabtastung mit Schrittweite N .
5.4 Segmentierung
Nach Durchfu¨hrung der Vorverarbeitungsmaßnahmen wird die Stifttrajektorie nun ei-
nem Segmentierungsschritt unterzogen, sodass anschließend die Segmente der Trajek-
torie vorliegen, anhand derer die Merkmalsberechnung vorgenommen werden kann. In
Kapitel 2.1 wurde bereits darauf hingewiesen, dass die Handschrift aus Basiseinheiten
(Strokes) zusammengesetzt ist, die sich robust auf Basis der Schreibdynamik extrahie-
ren lassen. Diese Strokes sind durch einen glockenfo¨rmigen Verlauf des Betrags der
Schreibgeschwindigkeit gekennzeichnet, sodass eine Mo¨glichkeit zur Segmentierung
von Strokes die Detektion von lokalen Minima der Schreibgeschwindigkeit darstellt.
Die so vorgenommene Bestimmung der Segmentgrenzen ist außerdem invariant ge-
genu¨ber der Schriftgro¨ße, sodass bei einer geeigneten Merkmalsrepra¨sentation eine
von der Schriftgro¨ße unabha¨ngige Erkennung durchgefu¨hrt werden kann [Dol97].
Abbildung 5.7: Trajektorie nach der Neuabtastung
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Um auch ¨Uberlagerungen von Strokes auflo¨sen zu ko¨nnen, wurde in [Gue98] ei-
ne modellbasierte Segmentierung mittels des Delta-Log-Normal-Modells (siehe Ab-
schnitt 2.1.2) vorgeschlagen. Da hierbei jedoch die Modellparameter iterativ in einem
relativ aufwendigen Analyse-durch-Synthese Ansatz gescha¨tzt werden mu¨ssen, wurde
aus Effizienzgru¨nden von der modellbasierten Segmentierung abgesehen.
Da die Informationen u¨ber die Schreibgeschwindigkeit auf Grund der Neuabtastung
der Trajektorie zu diesem Zeitpunkt jedoch nicht mehr vorliegen, basiert das hier ein-
gesetzte Segmentierungsverfahren auf der lokalen Kru¨mmung der Stifttrajektorie. Die
Verwendung der Kru¨mmung als Segmentierungskriterium ist deshalb gerechtfertigt,
da die Kru¨mmung eng mit der Schreibgeschwindigkeit verknu¨pft ist. So gilt fu¨r stu¨ck-
weise elliptische Bewegungen folgender Zusammenhang (siehe u.a. [Pla98b]):
|v(t)| = a
(
1
C(t)
) 2
3
(5.14)
Dabei bezeichnet v(t) den Betrage der Geschwindigkeit, C(t) die Kru¨mmung und
a einen konstanten Faktor. Je ho¨her also der Betrag der Schreibgeschwindigkeit ist,
desto niedriger ist die lokale Kru¨mmung der Trajektorie. Lokale Minima der Schreib-
geschwindigkeit entsprechen somit lokalen Maxima der Kru¨mmung und umgekehrt.
Die Berechnung der lokalen Kru¨mmung Ck am Punkt xk der Trajektorie basiert auf
dem Winkel ρk, der durch die drei aufeinanderfolgenden Punkte xk−1,xk und xk+1
gegeben ist. Mit den Vektoren
dk =
xk − xk−1
‖xk − xk−1‖ , dk+1 =
xk+1 − xk
‖xk+1 − xk‖
berechnet sich der Kosinus des eingeschlossenen Winkels ρk durch das Skalarprodukt:
cos ρk = dk · dk+1 .
Die Kru¨mmung Ck ergibt sich daraus wie folgt:
Ck = 1− cos ρk . (5.15)
Der Wertebereich der Kru¨mmung ist somit durch das Intervall [0 . . . 2] gegeben. Die
Kru¨mmung ist Null, wenn die Richtungen von dk und dk+1 u¨bereinstimmen. Sind die
Richtungen entgegengesetzt, so ist Ck maximal, eine Kru¨mmung von eins ergibt sich,
wenn dk und dk+1 einen rechten Winkel bilden.
In dem hier eingesetzten Verfahren werden nun diejenigen Punkte der Trajektorie
als Segmentgrenzen markiert, an denen die lokale Kru¨mmung Ck einen vorgegebe-
nen Schwellwert Cmax = 0.03 u¨berschreitet. Da daru¨berhinaus diejenigen Punkte, an
denen die vertikale Komponente der Schreibrichtung das Vorzeichen wechselt, auch
bei einer geringeren Kru¨mmung als Segmentgrenzen angenommen werden ko¨nnen,
wird in diesen Fa¨llen mit einem zweiten, kleineren Schwellwert Cmax vert = 0.001
gearbeitet. Damit wird eine Segmentgrenze detektiert, wenn die folgende Bedingung
gilt:
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Abbildung 5.8: Segmentierte Strokes der Trajektorie.
1. Ck > Cmax = 0.03 ODER
2. (yk − yk−1) · (yk+1 − yk) < 0 UND Ck > Cmax vert = 0.001.
Die resultierende Segmentierung in Strokes, die sich anhand dieser Kriterien ergibt, ist
an einem Beispiel in Abbildung 5.8 dargestellt.
5.5 Merkmalsextraktion
Anhand der im vorherigen Verarbeitungsschritt extrahierten Segmente der Stifttrajek-
torie wird nun eine Reihe von Merkmalen bestimmt, die anschließend zur Klassifika-
tion genutzt werden. Da zur Ermo¨glichung einer schritthaltenden Erkennung wa¨hrend
der Vorverarbeitung keine Normalisierung der Schriftgro¨ße durchgefu¨hrt wurde, wird
eine Merkmalsrepra¨sentation angestrebt, die invariant bezu¨glich der Schriftgro¨ße ist.
Die Grundlage der Merkmalsberechnung bilden die Abschnitte der Stifttrajektorie,
die zum einen aus den Segmenten selbst bestehen, sich zum anderen aus der 50%-
igen ¨Uberdeckung zweier aufeinanderfolgender Segmente ergeben. Diese Definition
der Trajektorienabschnitte wurde u.a. von Dolfing & Haeb-Umbach [Dol97] vorge-
schlagen und ist dadurch motiviert, dass gerade die Bereiche der Segmentgrenzen, die
somit durch eine starke Kru¨mmung gekennzeichnet sind, eine wichtige Rolle fu¨r die
Erkennung spielen.
Auf Basis der so definierten Abschnitte der Trajektorie wird jeweils ein 17-
dimensionaler Merkmalsvektor extrahiert. Die einzelnen Komponenten dieses Vek-
tors, die im folgenden na¨her beschrieben werden, sind gro¨ßtenteils an die Merkmale
angelehnt, die in [Jae01] zur Erkennung verwendet werden.
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Richtung
Als Richtungsmerkmal wird der Sinus und Kosinus der mittleren Schreibrichtung des
Abschnitts s der Trajektorie verwendet:
cosαs =
1
Ns
Ns∑
k=1
cosαk (5.16)
sinαs =
1
Ns
Ns∑
k=1
sinαk . (5.17)
Dabei bezeichnet Ns die Anzahl der Punkte xk im Segment s, und cosαk bzw. sinαk
beschreiben den Kosinus bzw. Sinus der lokalen Schreibrichtung am Punkt xk des
Abschnitts s:
cosαk =
∆xk
∆sk
, sinαk =
∆yk
∆sk
.
Mit
∆xk = xk−1 − xk+1
∆yk = yk−1 − yk+1
∆sk =
√
∆x2k +∆y
2
k .
Die Verwendung von Sinus und Kosinus anstatt des Winkels selbst als Merkmal ist auf
Grund der Periodizita¨t von Sinus und Kosinus vorteilhaft, da so der “Sprung” von 359◦
auf 0◦ vermieden werden kann.
Kru¨mmung
In a¨hnlicher Weise ergibt sich der Sinus und Kosinus der mittleren Kru¨mmung des
Abschnitts s der Trajektorie aus den lokalen Kru¨mmungen:
cos βs =
1
Ns
Ns∑
k=1
cos βk (5.18)
sin βs =
1
Ns
Ns∑
k=1
sin βk . (5.19)
Die lokale Kru¨mmung cos βk bzw. sin βk beschreibt die Differenz der Schreibrichtung
an den Punkten xk−1, xk+1 und la¨sst sich somit anhand der lokalen Richtungen cosαk
bzw. sinαk wie folgt bestimmen:
cos βk = cosαk−1 cosαk+1 + sinαk−1 sinαk+1
sin βk = cosαk−1 sinαk+1 − sinαk−1 cosαk+1 .
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Pen-up/down Merkmal
Wa¨hrend der Extraktion der Stifttrajektorie wird fu¨r jeden einzelnen Trajektorienpunkt
die pen-up/down Detektion durchgefu¨hrt. Die Trajektorienpunkte werden dabei je-
weils mit einem bina¨ren Wert pk annotiert (pk = 0 (pen-down), pk = 1 (pen-up)).
Zur abschnittsweisen Berechnung des pen-up/down Merkmals wird nun u¨ber die
Werte pk eines Abschnitts gemittelt:
ps =
1
Ns
Ns∑
k=1
pk . (5.20)
Das Ergebnis ps ist somit ein kontinuierlicher Wert im Intervall [0, . . . , 1].
Seitenverha¨ltnis
Das Seitenverha¨ltnis der bounding box des Abschnitts s beschreibt das Verha¨ltnis von
Ho¨he hs zur Breite ws des Abschnitts. Um das auf das Intervall [−1, . . . , 1] normierte
Seitenverha¨ltnis zu berechnen, wird die folgende Berechnungsvorschrift angewendet.
rs =
2hs
ws + hs
− 1 . (5.21)
Curliness
Das Merkmal Curliness beschreibt die Abweichung der Trajektorie im Abschnitt s von
einer Geraden. Die Curliness basiert auf dem Verha¨ltnis der Trajektorienla¨nge Ls zur
gro¨ßten Ausdehnung der bounding box max(ws, hs):
φs =
Ls
max(ws, hs)
− 2 ,mit Ls =
Ns−1∑
k=1
‖xk+1 − xk‖ . (5.22)
Mit dieser Definition umfasst der Wertebereich der Curliness das Intervall
[−1, . . . , Ns − 3], wobei in der Praxis kaum Werte auftreten, die gro¨ßer als eins
sind [Jae01].
Delta-Merkmale
Um einen gro¨ßeren Kontext mit in die Merkmalsberechnung einzubeziehen, werden
mit den Delta-Merkmalen approximierte Ableitungen der Merkmale 5.16-5.22 berech-
net.
∆cosαs = cosαs − cosαs−1 (5.23)
∆sinαs = sinαs − sinαs−1 (5.24)
∆cos βs = cos βs − cos βs−1 (5.25)
∆sin βs = sin βs − sin βs−1 (5.26)
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∆ps = ps − ps−1 (5.27)
∆rs = rs − rs−1 (5.28)
∆φs = φs − φs−1 (5.29)
Delayed-Merkmale
Auf Basis der Arbeit von Dolfing [Dol97] werden außerdem sogenannte delayed
Merkmale berechnet, die die Lage- und Gro¨ßenrelationen der Trajektorienabschnitte
u¨ber eine gro¨ßere Distanz ∆s hinweg beschreiben.
Die Lagerelation wird durch den Winkel (6 ) der Verbindungsgeraden der Ab-
schnittsschwerpunkte (center of gravity, cog) ausgedru¨ckt:
sin dθ = sin 6 (cogs, cogs−∆s) (5.30)
cos dθ = cos 6 (cogs, cogs−∆s) . (5.31)
Die Gro¨ßenrelation basiert auf der ¨Anderung der vertikalen Ausdehnung hs der Tra-
jektorienabschnitte s:
dsize =
hs
hs + hs−∆s
. (5.32)
Anhand der Experimente hat sich fu¨r ∆s ein Wert von zwei als geeignet herausgestellt.
5.6 Statistische Modellierung und Erkennung
Die Klassifikation der Merkmalsvektorfolgen basiert auf Hidden Markov Model-
len (HMMs), wobei die Konfiguration, Parameteroptimierung und Dekodierung
der HMMs mit Hilfe der ESMERALDA-Entwicklungsumgebung vorgenommen
wird [Fin99].
Auf Grund der im Vergleich zu Wortmodellen gro¨ßeren Flexibilita¨t im Hinblick
auf die Erweiterbarkeit des Erkennungslexikons werden hier Buchstabenmodelle zur
Klassifikation eingesetzt. Um eine Worterkennung durchzufu¨hren, werden die einzel-
nen Buchstabenmodelle dann zu Verbundmodellen zusammengeschaltet (siehe Abbil-
dung 3.25). Diese Vorgehensweise, die Verwendung eines gemeinsamen Satzes von
Buchstabenmodellen, hat gegenu¨ber der Verwendung von Wortmodellen bei umfang-
reicheren Lexika außerdem den Vorteil, dass fu¨r die einzelnen HMMs mehr Trainings-
daten zur Verfu¨gung stehen.
Modelltopologie
Die verwendeten HMMs sind durch eine Bakis-Topologie gekennzeichnet (siehe Ab-
bildung 3.24). Von Null verschiedene Zustandsu¨bergangswahrscheinlichkeiten treten
damit nur bei Selbstu¨berga¨ngen und bei Zustandsu¨berga¨ngen der Form si → si+1 und
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si → si+2 auf. Diese Topologie bietet im Vergleich zu linearen Modellen mehr Fle-
xibilita¨t, da auch Zusta¨nde u¨bersprungen werden ko¨nnen. Diese Eigenschaft ist ins-
besondere bei schreiberunabha¨ngigen Systemen vorteilhaft, wenn beispielsweise den
Buchstaben in der Trainingsmenge la¨ngere Merkmalsvektorfolgen zuzuordnen sind als
den entsprechenden Buchstaben in der Testmenge.
Die Anzahl der Zusta¨nde der HMMs ha¨ngt von dem zu modellierenden Buchstaben
ab. Sie richtet sich nach der minimalen La¨nge der Merkmalsvektorfolge, die der betref-
fende Buchstabe in der Initialisierungsstichprobe aufweist. So besteht beispielsweise
das HMM fu¨r den Buchstaben a aus sieben Zusta¨nden, wa¨hrend das HMM fu¨r das m
zehn Zusta¨nde umfasst.
Emissionsmodellierung
Neben der Modelltopologie ist die Wahl der Emissionsmodellierung ein wesentli-
cher Aspekt beim Entwurf von HMMs. Auf Grund der guten Approximationseigen-
schaft bei gleichzeitig handhabbarem Parameterumfang wird hier eine semikontinu-
ierliche Emissionsmodellierung auf Basis einer Gauß’schen Mischverteilungsdichte
verwendet (siehe Gleichung 3.65). Die Parameter der Mischverteilungsdichte, d.h.
die Anzahl der Gaußdichten, ihre jeweiligen Mittelwertvektoren und Kovarianzmatri-
zen, werden anhand der Merkmalsvektorfolgen der Trainingsstichprobe mit Hilfe des
LBG-Algorithmus zur Vektorquantisierung gescha¨tzt. In diesem Fall resultiert daraus
eine Mischverteilungsdichte, die 152 Komponenten umfasst. Um die Anzahl der zu
scha¨tzenden Parameter weiter einzuschra¨nken, finden hier nur diagonale Kovarianz-
matrizen Verwendung.
Modellierung diakritischer Zeichen
Die diakritischen Zeichen (delayed strokes), also der Punkt beim “i” bzw. “j”, der “t”-
Strich, und die Umlautpunkte, werden als spezielle Buchstaben aufgefasst und mittels
zweier “Diakritika-HMMs” modelliert. Dieses Vorgehen ist angelehnt an die Arbeit
von Hu & Kollegen [Hu00] und vermeidet die fehleranfa¨llige Detektion von delayed
strokes in der Vorverarbeitungsphase.
Da hier keinerlei Umsortierung der Strokes vorgenommen wird, mu¨ssen unter-
schiedliche Realisierungen in Bezug auf den zeitlichen Zusammenhang zwischen dem
diakritischen Zeichen und dem zugeho¨rigen Basisbuchstaben beru¨cksichtigt werden.
So ko¨nnen die Diakritika theoretisch zu einem beliebigen Zeitpunkt angefu¨gt werden.
Um die Komplexita¨t einzuschra¨nken, werden hier jedoch nur die beiden Fa¨lle betrach-
tet, in denen die delayed strokes entweder unmittelbar nach dem Basisbuchstaben oder
erst am Ende des Wortes realisiert werden.
In das Erkennungslexikon werden somit fu¨r jedes Wort, das diakritische Zeichen
entha¨lt, mindestens zwei Eintra¨ge aufgenommen, sodass die obigen beiden Rea-
lisierungsmo¨glichkeiten abgedeckt werden. Entha¨lt das entsprechende Wort mehr
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Abbildung 5.9: Varianten zur Modellierung diakritischer Zeichen
als ein diakritisches Zeichen, werden außerdem Mischformen der beiden Realisie-
rungsmo¨glichkeiten beru¨cksichtigt.
Initialisierung, Training & Dekodierung der HMMs
Die Initialisierung der HMMs wird mittels einer Teilmenge der Trainingsstichprobe
durchgefu¨hrt, die von Hand auf Buchstabenebene annotiert wurde. Die so gewonnene
Initialisierungsstichprobe, die insgesamt 144 manuell annotierte Wo¨rter von zwei un-
terschiedlichen Schreibern umfasst, ist dabei jedoch nur fu¨r die Realisierung eines er-
sten funktionsfa¨higen Erkennungssystems erforderlich. Mit Hilfe dieses Systems kann
eine semiautomatische Annotierung der Daten auf Buchstabenebene vorgenommen
werden, sodass im weiteren ein gro¨ßerer Datenumfang zur Initialisierung genutzt wer-
den kann.
Das Training der HMMs wird mit Hilfe des Baum-Welch Algorithmus vorgenom-
men (siehe Seite 85). Dazu ko¨nnen auf Wortebene annotierte Daten verwendet werden,
da vor jeder Trainingsiteration ein Viterbi-Schritt durchgefu¨hrt wird, um eine Zuord-
nung der Signalabschnitte zu den entsprechenden Buchstabenmodellen vorzunehmen.
Zur Dekodierung des Erkennungsmodells wird der Standard Viterbi Beam-Search
Algorithmus verwendet. Aus Effizienzgru¨nden ist dabei das Erkennungsmodell, das
eine Parallelschaltung der einzelnen Verbundmodelle (siehe Abbildung 3.25) darstellt,
unter Ausnutzung der Pra¨fixa¨quivalenzen der Verbundmodelle als Baum organisiert.
Ein Ausschnitt des baumfo¨rmigen Erkennungsmodells ist in Abbildung 5.10 veran-
schaulicht. Untersuchungen aus dem Bereich der Sprachverarbeitung haben gezeigt,
dass durch die baumfo¨rmige Organisation eine bis zu siebenfache Beschleunigung der
Beam-Search Dekodierung erreicht werden kann (siehe u.a. [Sch95b], Seite 257).
5.7 Adaption
Idealerweise liegen zum Parametertraining eines schreiberunabha¨ngigen Systems
große Mengen von Videobilddaten vor, die wa¨hrend einer Vielzahl unterschiedlicher
Schreibprozesse aufgenommen wurden. Da bei der Aufzeichnung einer einminu¨ti-
gen Videobildsequenz jedoch schon ein Datenvolumen von ca. 650 MByte anfa¨llt,
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Abbildung 5.10: Beispiel eines baumfo¨rmigen Erkennungsmodells.
das selbst bei der heutigen Speichertechnologie noch recht unhandlich ist, wurde nur
die Evaluierungsstichprobe mit der Videokamera aufgenommen, die Stichprobe zur
Initialisierung und Parameteroptimierung der HMMs wurde dagegen mit Hilfe eines
WACOM-Digitalisiertabletts erstellt. Durch diesen Mismatch zwischen den Trainings-
und den Testbedingungen wird die Komplexita¨t der Erkennungsaufgabe erho¨ht. Daher
wird neben der Normalisierung in der Vorverarbeitungsphase zur Verbesserung der Si-
gnalqualita¨t (Gla¨ttung, Korrektur der aufnahmebedingten geometrischen Verzerrung,
Impuls-Neuabtastung) außerdem eine Adaption der HMM-Parameter vorgenommen.
Aufgrund des geringen Umfangs der videobasierten Stichprobe wird hier von einer
MAP-Adaption abgesehen und stattdessen eine MLLR-Adaption durchgefu¨hrt, wobei
nur die Mittelwertvektoren der Gauß’schen Mischverteilungsdichte transformiert wer-
den. Dabei wird von den in Abschnitt 3.8.1 beschriebenen Vereinfachungen ausgegan-
gen, dass die Kovarianzmatrizen der Gaußdichten identisch sind und die Zuordnung
der Observationen zu den HMM-Zusta¨nden in eindeutiger, nicht-probabilistischer
Weise vorgenommen wird. Weiterhin wird wie in [Fis99] nur eine Regressionsklasse
definiert, sodass die Mittelwertvektoren aller Gaußdichten mit einer Transformations-
matrix adaptiert werden.
Mit diesen Vereinfachungen ergibt sich die Gleichung 3.106 zur Scha¨tzung der
Transformationsmatrix zu:
T∑
t=1
xtµˆ
T
qt = Ŵ
T∑
t=1
µˆqtµˆ
T
qt . (5.33)
Die Transformationsmatrix Ŵ ist damit gegeben durch:
Ŵ =
(
T∑
t=1
xtµˆ
T
qt
)(
T∑
t=1
µˆqtµˆ
T
qt
)−1
. (5.34)
Das Adaptionsverfahren wird dabei sowohl im u¨berwachten als auch im unu¨ber-
wachten Modus durchgefu¨hrt. Der Unterschied liegt darin, dass bei der u¨berwachten
Adaption neben der Observationsfolge auch ihre korrekte Transkription vorgegeben
wird, wohingegen bei der unu¨berwachten Adaption die u.U. fehlerhaften Erkennungs-
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ergebnisse zur Berechnung der Transformationsmatrizen verwendet werden. Die u¨ber-
wachte Adaption ist somit aufgrund der erforderlichen Transkription nur bedingt an-
wendbar. Dagegen bietet die unu¨berwachte Adaption mehr Flexibilita¨t, jedoch sind die
dabei zu erwartenden Verbesserungen der Erkennungsergebnisse geringer.
5.8 Zusammenfassung
In diesem Kapitel wurden die Verfahren vorgestellt, die in dem realisierten System
zur videobasierten online Handschrifterkennung eingesetzt werden. Die Grundlage der
online Erkennung ist die Extraktion der Stifttrajektorie aus den Videobildfolgen. Dazu
wird ein Template-Matching Ansatz verwendet, der angelehnt ist an das System von
Munich & Perona, wobei gegenu¨ber diesem einige Verfahrensschritte – insbesondere
im Hinblick auf die Initialisierung – modifiziert wurden.
Aufgrund der im Vergleich zu Digitalisiertabletts geringeren ra¨umlichen und zeit-
lichen Auflo¨sung wird die Qualita¨t der extrahierten Stifttrajektorie mit Hilfe eini-
ger Vorverarbeitungsschritte verbessert. Dabei wird die aufnahmebedingte geometri-
sche Verzerrung korrigiert, sowie eine Gla¨ttung durch Binomialfilterung und Impuls-
Neuabtastung der Trajektorie durchgefu¨hrt.
Anhand der vorverarbeiteten Trajektorie wird anschließend eine Segmentierung in
Strokes vorgenommen, die im darauffolgenden Schritt die Grundlage fu¨r die Ex-
traktion von Merkmalen bilden. Die Klassifikation der Merkmalsvektorfolgen er-
folgt auf Basis von Hidden Markov Modellen. Die Behandlung von diakritischen
Zeichen (delayed strokes) geschieht auf der Modellierungsebene durch Verwendung
von “Diakritika-HMMs” unter Beru¨cksichtigung mehrerer Realisierungsmo¨glichkei-
ten derjenigen Wo¨rter im Lexikon, die diakritische Zeichen enthalten. Um den Mis-
match zwischen den Trainingsbedingungen (tablettbasierte Daten) und den Anwen-
dungsbedingungen (videobasierte Daten) zu kompensieren, wird eine Adaption der
HMM-Parameter durchgefu¨hrt.
Die Beurteilung der Leistungsfa¨higkeit der Verfahrensschritte erfolgt anhand einer
Reihe von Experimenten, wobei als Bewertungskriterium die erzielten Fehlerraten auf
der videobasierten Teststichprobe verwendet wird. Die detaillierte Beschreibung der
durchgefu¨hrten Experimente und die Vorstellung der Ergebnisse wird im Evaluations-
kapitel, Abschnitt 7.2, vorgenommen.
136
6 Inkrementelle videobasierte offline
Handschrifterkennung
Das im vorherigen Kapitel beschriebene System zur videobasierten online Hand-
schrifterkennung basiert auf der Erfassung der Schreibdynamik. Die Grundlage jenes
Systems ist die Extraktion der Stifttrajektorie, also die Ermittlung des zeitlichen Ver-
laufs der Stiftposition anhand der Videobildfolge. Die Voraussetzung dabei ist, dass
die Stiftspitze stets in den aufgenommenen Bildern sichtbar ist. Damit geht jedoch ei-
ne bedeutende Einschra¨nkung der Anwendbarkeit einher, da diese Vorbedingung bei
natu¨rlichen Schreibvorga¨ngen nicht immer erfu¨llt ist, bzw. nur durch eine spezielle,
u.U. schreiberabha¨ngige Positionierung der Kamera erfu¨llt werden kann.
Ein Beispiel fu¨r ein Szenario, bei dem die videobasierte online Handschrifterken-
nung kaum anwendbar ist, stellt das Schreiben an einer Wandtafel (Whiteboard) dar.
Hier ist der Stift ha¨ufig vom Schreiber verdeckt, sodass das Geschriebene erst dann
sichtbar wird, wenn bereits an einem anderen Bereich des Whiteboards geschrieben
wird. In diesem Fall kann die Dynamik der Schreibbewegung nicht mit einer Video-
kamera erfasst werden, sodass vielmehr Methoden aus dem Bereich der offline Hand-
schrifterkennung anzuwenden sind, die also auf dem statischen Schriftbild basieren.
In diesem Kapitel wird nun ein System vorgestellt, das auch in uneingeschra¨nkteren
Szenarien, wie z.B. der Erkennung von Tafelanschrift, eingesetzt werden kann (sie-
he auch [Wie02, Wie03]). Das System ist gekennzeichnet durch eine inkrementelle
Verarbeitungsstrategie, bei der – a¨hnlich wie im online System – der Schreibprozess
fortwa¨hrend mit einer Videokamera beobachtet wird. Die Verarbeitung basiert hier
jedoch nicht auf der Schreibdynamik, sondern vielmehr auf den Abbildern der zum
jeweiligen Zeitpunkt neu erfassten Schriftabschnitte.
6.1 Anwendungsszenario & Systemaufbau
Das Anwendungsszenario des realisierten Systems zur inkrementellen videobasierten
offline Handschrifterkennung ist die Erkennung von Tafelanschrift. Diese Anwendung
ist einerseits auf Grund der wachsenden Popularita¨t von Whiteboards in Bu¨ro- und Be-
sprechungsra¨umen von hohem Interesse, andererseits ist hier das videobasierte online
System durch die ha¨ufigen Stiftverdeckungen nicht anwendbar.
Das in diesem Kapitel vorgestellte System stellt damit eine Erweiterung der in Ab-
schnitt 4.1 kurz angesprochenen videobasierten Whiteboard-Scanner dar. Jene Syste-
me werden u¨blicherweise zur Erkennung von wenigen “Kommando-Symbolen” einge-
setzt, die jeweils einer bestimmte Aktion zugeordnet sind, wie z.B. das Abfotografieren
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Abbildung 6.1: Momentaufnahme eines Schreibvorgangs am Whiteboard
des Whiteboards. Im Gegensatz dazu kann mit dem hier beschriebenen System direkt
der an das Whiteboard geschriebene Text erkannt werden.
Die Kamera ist in dem realisierten System in einem Abstand von ca. dreieinhalb Me-
tern frontal vor dem Whiteboard positioniert, sodass die aufnahmebedingten geometri-
schen Verzerrungen so weit wie mo¨glich minimiert werden. Die Bildaufnahmerate der
Kamera betra¨gt fu¨nf Bilder pro Sekunde. Der Zoomfaktor ist so eingestellt, dass der
beobachtbare Bereich an dem Whiteboard ca. 70cm breit und ca. 50 cm hoch ist. Die-
se Einstellung ist ein Kompromiss aus einer mo¨glichst großen Schreibfla¨che einerseits
und einer mo¨glichst guten Lesbarkeit auch bei kleinen Schriftgro¨ßen andererseits1. Bei
dem verwendeten Bildformat von 756×576 Pixel liegt die Bildauflo¨sung damit bei ca.
30 dpi – ein Zehntel der Auflo¨sung, die bei einem Scanner u¨blicherweise angewendet
wird. Eine spezielle Beleuchtung ist bei der Bildaufnahme nicht erforderlich, d.h. es
kann sowohl mit Tageslicht als auch mit ku¨nstlicher Bu¨robeleuchtung gearbeitet wer-
den. Als Stifte eignen sich herko¨mmliche Board-Marker. In der Abbildung 6.1 ist eine
Momentaufname eines Schreibvorgangs dargestellt.
6.2 Inkrementelle Verarbeitungsstrategie
Im Gegensatz zu der herko¨mmlichen offline Handschrifterkennung, bei der nach Been-
digung des Schreibvorgangs das fertiggestellte Dokument auf Knopfdruck aufgenom-
1Die Gro¨ße der verfu¨gbaren Schreibfla¨che ko¨nnte durch Mosaiktechniken erho¨ht werden. Da die re-
chenintensive Erstellung von Mosaikbildern jedoch zu la¨ngeren Antwortzeiten und damit einer ein-
geschra¨nkten Interaktivita¨t fu¨hren wu¨rde, wurde in dem vorliegenden System davon abgesehen.
138
6.3 Detektion der Textregionen
0.8234
    
0.3246
0.4217
Detektion derBildaufnahme Textregionen Vorverarbeitung
Merkmals−
extraktion Klassifikation
its many
meanings
gefunden?
Textregion
neue
gedächtnis
Regionen−
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men und weiterverarbeitet wird, ist das hier beschriebene System durch eine schritthal-
tende Verarbeitung charakterisiert. Dabei wird der Schreibvorgang fortwa¨hrend beob-
achtet, sodass der Erkennungsprozess gestartet werden kann, sobald eine Schriftregion
im Bild detektiert wird. Die einzelnen Schriftabschnitte werden damit schrittweise, in
der Reihenfolge ihres Auftauchens in der Bildfolge, klassifiziert und zum Gesamter-
kennungsergebnis integriert.
Dieses schrittweise Vorgehen kann damit als inkrementelle offline Erkennung be-
zeichnet werden. Das Attribut “offline” soll in diesem Zusammenhang darauf hinwei-
sen, dass die Grundlage fu¨r die Erkennung das Schriftbild ist und nicht die Dynamik
der Schreibbewegung. Das Verfahren la¨sst sich somit zwischen der “reinen” online Er-
kennung einordnen, die auf der Dynamik der Schreibbewegung basiert, und der “rei-
nen” offline Erkennung, die auf dem vollsta¨ndigen Dokumentenabbild beruht und nach
der Beendigung des Schreibprozesses durchgefu¨hrt wird.
Die Architektur des offline Erkennungssystems ist in Abbildung 6.2 veranschau-
licht. In einem Verarbeitungszyklus erfolgt nach der Bildaufnahme die Detektion der
Textregionen. Wird dabei im Verlauf des Schreibvorgangs eine neue Textregion de-
tektiert, so wird daraufhin der Erkennungsprozess fu¨r diesen Schriftabschnitt initi-
iert. Außerdem wird dieser Schriftabschnitt im Regionengeda¨chtnis gespeichert, um
zu verhindern, dass fu¨r eine einmal klassifizierte Textregion der Erkennungsprozess zu
spa¨teren Zeitpunkten erneut durchgefu¨hrt wird. Nach der Vorverarbeitung des Schrift-
abschnitts zur Schriftnormalisierung erfolgt die Merkmalsextraktion und schließlich
die Klassifikation.
6.3 Detektion der Textregionen
Der erste Verarbeitungsschritt nach der Bildaufnahme ist die Detektion derjenigen
Bildbereiche, die Schrift enthalten. Um dies mo¨glichst schnell und robust vornehmen
zu ko¨nnen, wird ein zweistufiges Verfahren eingesetzt. Mit dem ersten Verarbeitungs-
schritt wird dabei eine grobe, dafu¨r schnelle Partitionierung des Bildes in Textbereiche
und Hintergrund- bzw. Sto¨rbereiche vorgenommen. Im zweiten Schritt werden dann
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die Schriftkomponenten (die Tintenspur) benachbarter Textbereiche zusammengefasst,
sodass schließlich Bildregionen resultieren, die einzelnen Wo¨rtern bzw. Textzeilen ent-
sprechen.
6.3.1 Partitionierung des Bildes
Das Ziel des ersten Verarbeitungsschritts zur Detektion von Textregionen ist eine
schnelle Vorauswahl von Bildbereichen, die Schrift enthalten. Dazu wird das aufge-
nommene Grauwertbild I(x, y) in 40×40 Pixel große Blo¨cke eingeteilt, die sich je-
weils um 20 Pixel u¨berlappen. Anhand dieser Blo¨cke werden dann dreidimensionale
Merkmalsvektoren zur Unterscheidung von Text-, Hintergrund- und Sto¨rbereichen ex-
trahiert, wobei die einzelnen Komponenten der Merkmalsvektoren durch die folgenden
charakteristischen Eigenschaften der Regionen motiviert sind.
Die Textbereiche sind vorwiegend dadurch gekennzeichnet, dass sie zusam-
menha¨ngende Kantenpixel – hervorgerufen durch einen Teil der Schriftkontur – auf-
weisen, sich u¨ber wenige Zeitschritte kaum vera¨ndern und außerdem ihre mittlere
Grauwertintensita¨t im Bereich der Hintergrundintensita¨t liegt. Im Gegensatz dazu ent-
halten die Hintergrundbereiche, die einem “leeren” Whiteboard entsprechen, beispiels-
weise keinerlei Kanteninformationen. Die Sto¨rregionen, die i.d.R. durch den Ko¨rper
des Schreibers oder durch Schattenwurf hervorgerufen werden, vera¨ndern sich u¨ber
die Zeit und weisen zudem meistens eine niedrigere Intensita¨t auf als Text- oder Hin-
tergrundbereiche.
Diese Charakteristika der Textregionen im Gegensatz zu Hintergrund- und Sto¨rre-
gionen motivieren die Extraktion folgender Merkmale:
1. Anzahl der Kantenpixel: Die Kantenpixel werden durch Anwendung des Sobel-
Operators auf die einzelnen Bildblo¨cke Bk(u, v) bestimmt. Die Sobelfilter zur
Detektion von Bildkanten in horizontaler bzw. vertikaler Richtung sind definiert
durch:
Sx =
 −1 −2 −10 0 0
1 2 1
 , Sy =
 −1 0 1−2 0 2
−1 0 1
 .
Durch die Faltung dieser Sobelmasken mit den Bildblo¨cken Bk(u, v) ergeben
sich somit die BilderEkx(u, v) undEky (u, v), die die horizontalen bzw. vertikalen
Komponenten der Kanten enthalten:
Ekx(u, v) = B
k(u, v) ∗ Sx(u, v) , Eky (u, v) = Bk(u, v) ∗ Sy(u, v) .
Die Gradientensta¨rke berechnet sich daraus durch:
|Ek(u, v)| =
√
(Ekx(u, v))
2 + (Eky (u, v))
2 .
Als Merkmal wird nun die Anzahl der Kantenpixel verwendet, deren Gradien-
tensta¨rke einen vorgegebenen Schwellwert θ|E| u¨bersteigt:
ξkedge =
∑
|Ek(u,v)|>θ|E|
1 , (6.1)
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wobei in den vorgenommenen Experimenten der Schwellwert θ|E| auf 20 gesetzt
wurde.
2. Mittlerer Grauwert: Der mittlere Grauwert eines Bildblocks berechnet sich durch:
ξkgrey =
1
NuNv
Nu∑
u=1
Nv∑
v=1
Bk(u, v) , (6.2)
wobei Nx bzw. Ny die horizontale bzw. vertikale Ausdehnung der Bildblo¨cke
bezeichnet.
3. Pixelweise Differenz: Die Bewegungsinformation wird anhand des Differenzbil-
des zweier aufeinanderfolgender Bilder bestimmt:
ξkdiff =
1
NuNv
Nu∑
u=1
Nv∑
v=1
|Bkt (u, v)−Bkt−1(u, v)| . (6.3)
Die Entscheidung, ob der betrachtete Bildblock nun einer Text-, Hintergrund- oder
Sto¨rregion zuzuordnen ist, erfolgt durch Anwendung von Schwellwerten auf die extra-
hierten Merkmale. Ein Textblock wird damit hypothetisiert, wenn
Text: (ξkedge > θedge) UND (ξ
k
grey > θgrey) UND (ξkdiff < θdiff) .
Dementsprechend wird ein Noise-Block detektiert, wenn die folgende Bedingung
erfu¨llt ist:
Noise: (ξkgrey ≤ θgrey) ODER (ξkdiff ≥ θdiff) .
Als Hintergrundbereiche werden diejenigen Bildblo¨cke angenommen, die weder als
Text noch als Noise klassifiziert werden.
Die in den obigen Bedingungen verwendeten Schwellwerte wurden experimentell
bestimmt. Dabei haben sich folgende Werte als geeignet erwiesen:
θedge = min{Ny, Nx} , θgrey = 0.6µgrey , θdiff = 5 .
Hierbei bezeichnet Nx bzw. Ny die Breite bzw. Ho¨he eines Bildblocks, in diesem Fall
also jeweils 40 Pixel. Der Parameter µgrey stellt den mittleren Grauwert des gesam-
ten Bildes dar. Dieser wird von Zeit zu Zeit an die aktuellen Beleuchtungsverha¨ltnisse
angepasst. Dazu wird er neu berechnet, wenn das Bild “ruhig” ist, also keine Sto¨rre-
gionen entha¨lt.
In Abbildung 6.3 sind die detektierten Textblo¨cke sowie die Sto¨rbereiche anhand
einer Momentaufnahme eines Schreibvorgangs dargestellt.
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Abbildung 6.3: Darstellung der Textbereiche (hell) und Sto¨rbereiche (umrahmt).
6.3.2 Gruppierung der Schriftkomponenten
Nach der im vorherigen Schritt vorgenommenen groben Partitionierung des Bildes in
Text-, Hintergrund- und Noise-Blo¨cke werden nun anhand der Textblo¨cke Bildregio-
nen ermittelt, die einzelnen Wo¨rtern oder Textzeilen entsprechen. Dazu werden erst
die Zusammenhangskomponenten der Schrift, also die einzelnen Komponenten der
Tintenspur, extrahiert und anschließend u¨ber benachbarte Textblo¨cke hinweg aggre-
giert.
Binarisierung der Textblo¨cke
Zur Extraktion der zusammenha¨ngenden Schriftpixel eines Textblocks ist eine vorheri-
ge Binarisierung des Blocks erforderlich. Da innerhalb des 40×40 Pixel großen Blocks
nur geringe Schwankungen der Vorder- bzw. Hintergrundintensita¨t auftreten, wird an-
stelle zeitaufwendiger adaptiver Verfahren die schnelle Otsu-Methode (siehe Seite 29)
zur Berechnung des Binarisierungsschwellwerts fu¨r den jeweiligen Block eingesetzt.
Extraktion zusammenha¨ngender Schriftkomponenten
Die Bestimmung der Zusammenhangskomponenten (engl. connected components) an-
hand des binarisierten Bildblocks erfolgt durch das Standard Connected-Components-
Labeling, das u.a. in [Har92], Seite 33, beschrieben ist. Das Verfahren, das die Zusam-
menhangskomponenten mit numerischen Markierungen versieht, la¨sst sich wie folgt
skizzieren ([Kle92], Seite 243):
Im ersten Durchlauf u¨ber das Bild (von links oben nach rechts unten) werden die
Schriftpixel markiert. Dabei wird gepru¨ft, ob mindestens einer der vier bereits bearbei-
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teten Nachbarpixel markiert ist. Ist dies nicht der Fall, so wird dem betrachteten Pixel
die niedrigste noch nicht vergebene Marke zugewiesen. Sind dagegen ein oder meh-
rere Nachbarpixel bereits mit Marken versehen, dann wird das betrachtete Pixel mit
der kleinsten Markierung der Nachbarpixel gekennzeichnet. Gleichzeitig wird in einer
¨Aquivalenztabelle festgehalten, dass die Markierungen der benachbarten Pixel der sel-
ben Zusammenhangskomponente zugeordnet sind. Dies ist erforderlich, da diejenigen
Bildsegmente, die nach unten und/oder links gerichtete Konkavita¨ten aufweisen, im
ersten Durchlauf mehr als eine Markierung zugewiesen bekommen.
Die mehrfachen Markierungen werden im zweiten Durchlauf anhand der ¨Aquiva-
lenztabelle aufgelo¨st, sodass schließlich jede Zusammenhangskomponente der Schrift
genau eine Markierung aufweist. Die ¨Aquivalenzklassen werden dabei auf Basis der
transitiven Hu¨lle der Menge der ¨Aquivalenzen unter Beru¨cksichtigung der Reflexivita¨t,
Symmetrie und Transitivita¨t bestimmt.
Gruppierung der Schriftkomponenten
Nachdem die Zusammenhangskomponenten der Tintenspur extrahiert wurden, werden
diejenigen Komponenten, die ein Wort bzw. eine Textzeile bilden, zusammengefasst.
Das Gruppierungskriterium basiert dabei auf dem Abstand der Bounding Boxen der
Schriftkomponenten. Damit werden Komponenten zusammengefasst, wenn ihr gegen-
seitiger horizontaler bzw. vertikaler Abstand kleiner als ein vorgegebener Schwellwert
ist. Der Bildausschnitt, der sich aus der Bounding Box der gruppierten Schriftkompo-
nenten ergibt, wird dann fu¨r den Erkennungsprozess verwendet.
Mit den Bezeichnungen xiul, yiul und xilr, yilr fu¨r die Koordinaten der oberen linken
(upper left) bzw. unteren rechten (lower right) Ecke der Bounding Box der i-ten Kom-
ponente ergibt sich der horizontale bzw. vertikale Abstand zwischen zwei Komponen-
ten zu:
dx = max(x
i
ul, x
j
ul)−min(xilr, xjlr)
dy = max(y
i
ul, y
j
ul)−min(yilr, yjlr) .
Die Gruppierung der Komponenten erfolgt somit, wenn der horizontale Abstand klei-
ner als der Schwellwert θx ist und außerdem die vertikale ¨Uberlappung mindestens ein
Fu¨nftel der Ausdehnung der kleineren Komponente betra¨gt:
(dx < θx) UND (dy < −0.2min((yilr − yiul), (yjlr − yjul))) .
Fu¨r den horizontalen Abstandsschwellwert θx ko¨nnen unterschiedliche Werte vorgege-
ben werden, je nachdem, ob Bildregionen einzelner Wo¨rter oder ganzer Zeilen extra-
hiert werden sollen. Im Falle der Wortextraktion hat sich fu¨r θx ein Wert von 20 Pixel
als geeignet erwiesen, sollen dagegen Zeilen extrahiert werden, so muss der Schwell-
wert auf mindestens 80 Pixel gesetzt werden, um die Schriftkomponenten auch u¨ber
gro¨ßere Wortzwischenra¨ume hinweg zusammenfassen zu ko¨nnen.
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6.4 Regionengeda¨chtnis
Die Detektion der Textregionen erfolgt im Bildtakt, also anhand jedes aufgenomme-
nen Bildes. Da ein einmal geschriebener Textabschnitt jedoch so lange am Whiteboard
verbleibt bis er vom Schreiber weggewischt wird, ist es ausreichend, wenn der Erken-
nungsprozess fu¨r eine extrahierte Textregion nur einmal gestartet wird. Um zu verhin-
dern, dass der Erkennungsprozess auch zu allen spa¨teren Zeitpunkten erneut durch-
gefu¨hrt wird, werden die extrahierten Textregionen, sobald sie das erste Mal im Bild
auftauchen, in einem Regionengeda¨chtnis gespeichert. Eine Textregion wird somit nur
dann klassifiziert, wenn sie bisher noch nicht im Regionengeda¨chtnis vermerkt ist.
Um zu entscheiden, ob eine extrahierte Region bereits im Regionengeda¨chtnis ein-
getragen wurde, wird die betreffende Region paarweise mit allen gespeicherten Re-
gionen verglichen. Falls sich keine ¨Uberschneidung mit einer gespeicherten Region
ergibt, so handelt es sich bei der extrahierten Region um einen noch nicht klassi-
fizierten Schriftabschnitt. Somit wird der Erkennungsprozess gestartet und die Re-
gion im Geda¨chtnis eingetragen. ¨Uberschneidet sich jedoch die betrachtete Region
Ract(x, y) mit einer gespeicherten Region Rmem(x, y), so basiert die Entscheidung
auf der Differenz der (blockweise) binarisierten Regionen. Diese Differenz wird an-
hand der Exklusiv-Oder (XODER) Verknu¨pfung bestimmt:
d(x, y) = Ract(x, y) XODER Rmem(x, y) . (6.4)
Liegt die Anzahl der gesetzten Pixel im Bild d(x, y) – normiert auf die Gro¨ße des von
beiden Regionen aufgespannten rechteckigen Bereichs – unter einem vorgegebenen
Schwellwert,
1
MN
M∑
x=1
N∑
y=1
d(x, y) < θmem , hier: θmem = 0.03 , (6.5)
so wird angenommen, dass die betrachtete Region der im Geda¨chtnis gespeicherten
Region entspricht. Anderenfalls wird diese Region als noch nicht klassifiziert gekenn-
zeichnet und der Erkennungsprozess angestoßen.
Mit Hilfe des Regionengeda¨chtnisses wird außerdem die Erkennung von Korrek-
turen ermo¨glicht. Wenn der Schreiber also beispielsweise ein Wort oder Teile eines
Wortes, das bereits klassifiziert wurde, wegwischt und neu schreibt, so wird fu¨r die
aktualisierte Textregion die Erkennung erneut durchgefu¨hrt.
Dies wird ebenfalls dadurch erreicht, dass zu jedem Zeitschritt die im Geda¨chtnis ge-
speicherten Regionen mit den aktuell extrahierten Regionen abgeglichen werden (6.4-
6.5). La¨sst sich dabei ein gespeicherter Bildausschnitt nicht an der gleichen Position
im aktuellen Bild wiederfinden, und befindet sich außerdem keine Sto¨rregion inner-
halb dieses Bildbereichs, so wird angenommen, dass der entsprechende Textabschnitt
weggewischt oder modifiziert wurde. In diesem Fall wird die gespeicherte Region aus
dem Geda¨chtnis entfernt. Wurde der Textabschnitt vom Schreiber nicht weggewischt
sondern modifiziert, so wird dann im folgenden Zeitschritt der Erkennungsprozess fu¨r
diesen Textabschnitt erneut gestartet.
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6.5 Vorverarbeitung
Nachdem die zu klassifizierenden Textregionen aus der Bildfolge extrahiert wurden,
werden einige Vorverarbeitungsschritte durchgefu¨hrt, um die schreiber- und situations-
bedingte Variabilita¨t der Schrift zu kompensieren. Im Vergleich zur Verarbeitung ein-
gescannter Dokumente kommt diesen Normalisierungsmaßnahmen bei der Erkennung
von Tafelanschrift eine gro¨ßere Bedeutung zu, da die Schrift ha¨ufig sta¨rker verzerrt ist.
Dies liegt vor allem daran, dass jegliche Referenzlinien fehlen und das Schreiben an ei-
ner Tafel fu¨r viele Personen oftmals ungewohnt ist. Durch die videobasierte Aufnahme
verscha¨rft sich diese Problematik auf Grund schwankender Beleuchtungsbedingungen
(z.B. hervorgerufen durch Schattenwurf) und der geringeren Auflo¨sung zusa¨tzlich.
6.5.1 Adaptive Binarisierung
Der Ausgangspunkt fu¨r die Vorverarbeitung ist die als Graustufenbild vorliegende
Textregion. Da die weiteren Verarbeitungsschritte auf Bina¨rbildern basieren, erfolgt
im ersten Schritt eine Binarisierung der Textregion.
Hier stellt sich die Frage, warum erneut eine Trennung des Vordergrunds (Tinten-
spur) vom Hintergrund vorgenommen wird, wo doch schon zur Detektion der Text-
regionen die entsprechenden Textblo¨cke binarisiert wurden. Die Antwort ist, dass
die blockweise Binarisierung, die zur Einsparung von Rechenzeit mit einem festen
Schwellwert pro Block durchgefu¨hrt wird, in inhomogen beleuchteten Bereichen Tei-
le der Tintenspur ha¨ufig fa¨lschlicherweise dem Hintergrund zuschla¨gt (siehe Abbil-
dung 6.4(a) und 6.4(b)). Diese Fehler sind bei der Detektion der Textregionen unkri-
tisch, solange ein gesamter Textblock nicht vollsta¨ndig als Hintergrund angenommen
wird. Fu¨r die Texterkennung ha¨tten fehlende Bereiche der Tintenspur jedoch fatale
Auswirkungen in Form falsch erkannter Buchstaben, sodass die Textregion deshalb
mit einem lokalen Verfahren binarisiert wird.
Zur lokalen Binarisierung wird hier die modifizierte Niblack-Methode eingesetzt,
mit der fu¨r jeden Pixel der optimale Schwellwert separat in einem Bildfenster be-
rechnet wird, das um den betrachteten Bildpunkt zentriert ist und pixelweise u¨ber das
Bild geschoben wird. Dieses Verfahren ist bereits auf Seite 31 behandelt worden, zur
besseren ¨Ubersicht wird die Berechnungsvorschrift (Gleichung 3.10) fu¨r den lokalen
Schwellwert t(x, y) hier wiederholt:
t(x, y) = µ(x, y) + k
(
µ(x, y)
(
1− σ(x, y)
R
))
In obiger Formel bezeichnet µ(x, y) den mittleren Grauwert des Fensters, σ(x, y) die
Standardabweichung und R den Dynamikbereich der Grauwerte. Der Parameter k ist
vom Anwendungsfall abha¨ngig und bei der Schrifterkennung als kleine negative Zahl
zu wa¨hlen. Aus den Experimenten hat sich fu¨r k der Wert -0.06 und fu¨r den Dy-
namikbereich R der Wert 100 als geeignet herausgestellt. Die Fenstergro¨ße betra¨gt
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(a) (b) (c)
Abbildung 6.4: Vergleich der (blockweisen) Otsu-Binarisierung (b) mit der adaptiven
(modifizierten) Niblack-Binarisierung (c). Der Pfeil markiert Berei-
che der Tintenspur, die bei der blockweisen Otsu-Binarisierung dem
Hintergrund zugeschlagen wurden, wohingegen mit der modifizierten
Niblack-Methode die Tintenspur korrekt segmentiert wurde.
51 × 51 Pixel. Das mit dieser Parametrisierung binarisierte Ausgangsbild ist in Abbil-
dung 6.4(c) dargestellt.
6.5.2 Ermittlung von Referenzlinien
Die Bestimmung der Referenzlinien der Schrift ist eine unabdingbare Voraussetzung
sowohl fu¨r die Schriftnormalisierung als auch fu¨r die spa¨tere Merkmalsextraktion. Da
sich jedoch der vertikale Versatz und die Orientierung einzelner Wo¨rter innerhalb ei-
ner Textzeile oftmals deutlich unterscheiden (siehe Abbildung 6.5(a)), sind bei der
Verarbeitung ganzer Textzeilen adaptive Verfahren zur Referenzlinienscha¨tzung erfor-
derlich.
Um eine robuste Bestimmung von Basis- und Mittellinie der Schrift durchfu¨hren zu
ko¨nnen, werden die folgenden vereinfachenden Annahmen zugrundegelegt:
1. Die Korpusho¨he der Schrift ist in einer Textzeile anna¨hernd konstant, sodass von
einer parallel zur Basislinie verlaufenden Mittellinie ausgegangen werden kann.
2. Vera¨nderungen in Position und Orientierung der Schrift und damit der Refe-
renzlinien treten nur an Wortgrenzen bzw. bei la¨ngeren Lu¨cken innerhalb der
Textzeile auf.
3. Innerhalb eines zusammenha¨ngenden Abschnitts la¨sst sich die Basislinie durch
eine Gerade approximieren.
Da die Basislinie im Vergleich zu den u¨brigen Referenzlinien am sichersten gescha¨tzt
werden kann, basiert die Schriftnormalisierung, insbesondere die Korrektur der
Schriftorientierung und des vertikalen Versatzes, daher ausschließlich auf der loka-
len Basislinie eines Textabschnitts. Die Scha¨tzung der Mittellinie ist dagegen nur fu¨r
die Merkmalsextraktion erforderlich. Somit ist es ausreichend, wenn die Mittellinie
erst nach Durchfu¨hrung aller Vorverarbeitungsschritte bestimmt wird.
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(a)
(b)
Abbildung 6.5: (a) Unterschiede in Orientierung und vertikaler Position einzelner
Wo¨rter innerhalb einer Textzeile. (b) Aufteilung der Textzeile in ein-
zelne Abschnitte.
Extraktion von Textabschnitten
Zur adaptiven Scha¨tzung der Basislinie wird die Textregion anhand der Zwi-
schenra¨ume im Schriftbild in Abschnitte aufgeteilt, anhand derer die lokale Basisli-
nie durch eine Gerade approximiert wird. Als Zwischenra¨ume werden dabei diejeni-
gen Bereiche der Textregion hypothetisiert, die mindestens zehn aufeinanderfolgende
Bildspalten umfassen, die ausschließlich Hintergrundpixel enthalten. Bei dieser Vor-
gehensweise sind allerdings kurze Schriftabschnitte, die beispielsweise aus einzelnen
Buchstaben bestehen, zu vermeiden, da diese eine verla¨ßliche Scha¨tzung der Basis-
linie nicht ermo¨glichen. Aus diesen Grund wird daher außerdem verlangt, dass ein
Schriftabschnitt eine vorgegebene Mindestla¨nge, in diesem Fall 100 Pixel, aufweist.
Ein Beispiel fu¨r die Aufteilung einer Textzeile in Abschnitte ist in Abbildung 6.5(b)
veranschaulicht.
Scha¨tzung lokaler Basislinien
Um eine mo¨glichst robuste und genaue Bestimmung der lokalen Basislinie zu errei-
chen, wird die Approximation in einem dreistufigen Prozess vorgenommen, durch den
die Genauigkeit der Approximation sukzessive verbessert wird:
1. Im ersten Schritt wird die grobe Position der noch als horizontal angenomme-
nen Basislinie ermittelt. Dazu wird das horizontale Projektionshistogramm des
Schriftabschnitts berechnet. Um unabha¨ngig von der Strichdicke zu sein, wird
hier anstatt der relativen Ha¨ufigkeit der Schriftpixel die relative Ha¨ufigkeit der
horizontalen schwarz-weiß (Schrift-Hintergrund) ¨Uberga¨nge im Histogramm
aufgetragen. Die Detektion des charakteristischen Plateaus im Histogramm, das
kennzeichnend fu¨r den Mittelbereich der Schrift ist, erfolgt durch Anwendung
eines Schwellwerts, der automatisch mit Hilfe der Otsu-Methode anhand der
Verteilung der Schriftpixel pro Bildzeile bestimmt wird. Die untere Begrenzung
des Mittelbereichs wird dann als grobe Scha¨tzung fu¨r die y-Koordinate der Ba-
sislinie der Schrift verwendet.
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2. Die im ersten Schritt gescha¨tzte horizontale Basislinie wird im zweiten Schritt
dazu verwendet, die fu¨r die Geradenapproximation relevanten Konturminima
von den “Ausreißer-Minima”, die beispielsweise den Unterla¨ngen zuzuordnen
sind, zu unterscheiden. Dies wird dadurch erreicht, dass nur diejenigen Kontur-
minima betrachtet werden, die sich in einem “Korridor” entlang der gescha¨tzten
Basislinie befinden. Der Radius des Korridors entspricht dabei der Breite des
Plateaus im Projektionshistogramm. Anhand der Konturminima, die innerhalb
des Korridors liegen, wird durch lineare Regression eine verbesserte Scha¨tzung
der Basislinie vorgenommen (siehe Gleichungen 3.14-3.16).
3. Im dritten und letzten Schritt wird die Lage der Ausgleichsgeraden erneut kor-
rigiert, indem weitere “Ausreißer-Minima” von der Berechnung ausgeschlossen
werden. In diesem Fall sind die Punkte betroffen, deren Abstand mindestens
doppelt so groß ist wie der mittlere Punktabstand zur gescha¨tzten Basislinie.
Anhand der resultierenden Stu¨tzpunkte erfolgt die abschließende Berechnung
der Ausgleichsgeraden.
Man erha¨lt somit fu¨r jeden Textabschnitt eine lokale Scha¨tzung der Basislinie (sie-
he Abbildung 6.6(a)), anhand derer die Normalisierungsschritte vorgenommen wer-
den ko¨nnen. Nachdem diese durchgefu¨hrt wurden, werden die einzelnen Abschnitte
wieder zusammengefu¨gt, sodass die nun horizontalen Basislinien untereinander kei-
nen Versatz mehr aufweisen. Nach der Skalierung der gesamten Textzeile wird zum
Abschluss der Vorverarbeitung die Mittellinie und damit die Korpusho¨he der Schrift
gescha¨tzt, sodass Merkmale, die invariant gegenu¨ber der Schriftgro¨ße sind, extrahiert
werden ko¨nnen.
Scha¨tzung der (globalen) Mittellinie
Die Bestimmung der fu¨r die Berechnung der Korpusho¨he notwendigen Mittellinie der
Schrift erfolgt anhand der lokalen Maxima der Schriftkontur. Da auf Grund der ge-
ringeren Anzahl von Stu¨tzpunkten eine robuste lokale Scha¨tzung der Mittellinie im
(a)
(b)
Abbildung 6.6: (a) Lokale Basislinien. (b) Resultierende Textzeile mit Basis- und Mit-
tellinie nach Abschluss der Vorverarbeitung.
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Gegensatz zur Basislinie nicht vorgenommen werden kann, wird stattdessen im An-
schluss an die Schriftnormalisierung eine globale, horizontale Mittellinie fu¨r die ge-
samte Textzeile berechnet. Dazu werden die y-Koordinaten der lokalen Maxima der
Schriftkontur mit Hilfe der Otsu-Methode in zwei Gruppen geclustert, wobei fu¨r je-
den Cluster anschließend der Mittelwert berechnet wird. Der gro¨ßere der beiden Mit-
telwerte wird dann als y-Koordinate der Mittellinie angenommen (Der Ursprung des
Koordinatensystem liegt links oben im Bild). In Abbildung 6.6(b) ist die gescha¨tzte
Mittellinie der Textzeile eingezeichnet.
6.5.3 Korrektur der Orientierung und des Versatzes
Die Korrektur der Orientierung und des vertikalen Versatzes der Schrift erfolgt lokal
auf der Grundlage der gescha¨tzten Basislinien der in Abschnitte aufgeteilten Textzeile.
Wie oben erla¨utert wurde, werden die Basislinien der Schriftabschnitte jeweils durch
eine Ausgleichsgerade approximiert, die wie folgt dargestellt werden kann:
y(x) = a+ bx .
Dabei bezeichnet der Parameter a den y-Achsenabschnitt und damit die vertikale Po-
sition der Schrift, wa¨hrend der Parameter b die Steigung der Geraden und somit die
Orientierung der Schrift darstellt. In Abbildung 6.7 ist an einem Beispiel die Aus-
gleichsgerade, die die Minima der Schriftkontur approximiert, dargestellt.
yg
y φ∆
Abbildung 6.7: Konturminina (rot) und Ausgleichsgerade (gru¨n). Außerdem darge-
stellt: Rotationswinkel φ und vertikaler Versatz ∆y zur globalen Ba-
sislinie yg.
Der erste Korrekturschritt besteht darin, eine Rotation des Schriftabschnitts vorzu-
nehmen, sodass anschließend die Basislinie horizontal ausgerichtet ist. Der Rotations-
winkel φ ist dabei gegeben durch
φ = arctan b .
Als Drehpunkt dient der Mittelwertvektor (x¯, y¯) der Konturminima, sodass nach
Durchfu¨hrung der Rotation die Basislinie der Gleichung y(x) = y¯ genu¨gt. Die Be-
rechnungsvorschrift fu¨r die Rotation lautet demnach:(
x′
y′
)
=
(
cosφ sinφ
− sinφ cosφ
)(
x− x¯
y − y¯
)
+
(
x¯
y¯
)
(6.6)
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Im zweiten Schritt wird eine Translation der Schrift in vertikaler Richtung durch-
gefu¨hrt, um die Basislinie auf eine vorgegebene Bildho¨he zu verschieben, sodass ein
etwaiger vertikaler Versatz zwischen den einzelnen Schriftabschnitten kompensiert
wird. Als Zielwert wird dabei die y-Koordinate der globalen Basislinie yg verwendet,
die im Vorhinein anhand des Projektionshistogramms der gesamten Textzeile ermittelt
wurde. Die neuen Bildkoordinaten ergeben sich also zu:(
x′′
y′′
)
=
(
x′
y′ +∆y
)
, mit ∆y = yg − y¯. (6.7)
6.5.4 Korrektur der Neigung
Die Korrektur der Schriftneigung erfolgt ebenfalls lokal auf Basis der einzelnen
Schriftabschnitte der Textzeile, wobei die Schriftneigung innerhalb eines Abschnit-
tes als konstant angenommen wird. Das eingesetzte Verfahren basiert auf dem Histo-
gramm der Gradientenrichtungen des Kantenbildes und ist angelehnt an die in [Sen98]
beschriebene Methode.
Da vor allem die eher vertikalen Segmente der Tintenspur den Neigungswinkel der
Schrift definieren, werden diese Bereiche im ersten Verarbeitungsschritt anhand des
binarisierten Ausgangsbildes extrahiert. Dies erfolgt durch die zeilenweise Anwen-
dung eines Filters, der direkt aufeinanderfolgende Schriftpixel, die also ein horizonta-
les Schriftsegment beschreiben, bis auf den jeweils ersten Pixel unterdru¨ckt.
Im zweiten Schritt wird ein Kantenfilter auf das so gefilterte Bild angewandt, um die
Gradienteninformationen der Kantenpixel zu erhalten (siehe Abbildung 6.8(b)). Hier
wird dafu¨r der Canny-Kantendetektor eingesetzt, vor allem auf Grund seiner guten
Lokalisationseigenschaften von verrauschten Kanten und der Richtungsisotropie des
Gradienten2. Der Canny-Operator kombiniert die Gaußgla¨ttung mit der Differentiation
des Bildes. Der resultierende Gradientenbetrag m(x, y) ist dabei gegeben durch
m(x, y) = ‖∇(Gσ ∗ I)‖ =
√√√√(∂(Gσ ∗ I)
∂x
)2
+
(
∂(Gσ ∗ I)
∂y
)2
,
wobei der Term Gσ ∗ I die Gaußfilterung (mit Standardabweichung σ) des Ausgangs-
bildes bezeichnet. Die Gradientenrichtung ergibt sich entsprechend zu:
ϑ(x, y) = arctan
(
∂(Gσ∗I)
∂y
)
(
∂(Gσ∗I)
∂x
) .
Im Anschluss an die Gla¨ttung und Differentiation des Bildes sieht der Canny-
Kantendetektor die Ausdu¨nnung der Kanten vor. Dies geschieht mit Hilfe der Non-
Maximum-Suppression Methode, bei der ein Kantenpixel nur gesetzt wird, wenn sein
2Hier wurde die frei erha¨ltliche Implementation des Canny-Operators der Robot Vision Group, Dept.
of Artificial Intelligence, University of Edinburgh, eingesetzt.
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Abbildung 6.8: (a) Ausgangsbild, (b) Gradientenrichtungsbild, (c) Histogramm der
Gradientenrichtungen und Mittelwert und (d) Resultat der Neigungs-
korrektur
Gradientenbetrag ein lokales Maximum in Gradientenrichtung darstellt:
m(x, y) ≥ m(x+ δx, y + δy) UND m(x, y) ≥ m(x− δx, y − δy),
mit dem Einheitsvektor in Gradientenrichtung(
δx
δy
)
=
∇(Gσ ∗ I)
‖∇(Gσ ∗ I)‖ .
Der letzte Schritt des Canny-Kantendetektors besteht in der Unterdru¨ckung nicht
signifikanter Kantenpixel. Anstelle eines einfachen Schwellwerts wird beim Canny-
Operator ein Hysterese-Verfahren verwendet, das auf zwei Schwellwerten, θL und
θH , basiert. Dabei wird ein Kantenpixel gesetzt, wenn seine Gradientensta¨rke m(x, y)
gro¨ßer/gleich θH ist. Entsprechend wird ein Kantenpixel unterdru¨ckt, wenn die Gra-
dientensta¨rke kleiner als θL ist. Diejenigen Kantenpixel, deren Gradientensta¨rke zwi-
schen θH und θL liegt, werden nur dann gesetzt, wenn sie jeweils u¨ber einen Pfad mit
einem Pixel verbunden sind, dessen Gradientensta¨rke u¨ber θH liegt und außerdem die
Gradientensta¨rken aller Pixel auf dem Pfad gro¨ßer/gleich θL sind.
Das Verhalten des Canny-Operators kann also mit drei Parametern beeinflusst wer-
den: Der Standardabweichung σ der Gaußmaske und den Hystereseschwellwerten θL
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und θH . Hier wurde die folgende Parametrisierung verwendet: σ = 1.0, θL = 1 und
θH = 255.
Nach der Kantendetektion mit Hilfe des Canny-Operators werden die Gradienten-
richtungen signifikanter Kantenpixel in einem Histogramm akkumuliert (siehe Abbil-
dung 6.8(c)). Der Mittelwert der durch das Histogramm approximierten Verteilung
wird dann als Neigungswinkel α der Schrift angenommen, der anschließend durch
eine Scherung des Bildes korrigiert wird (Abbildung 6.8(d)):(
x′
y′
)
=
(
x− y tanα
y
)
. (6.8)
6.5.5 Korrektur der Gro¨ße
Im Anschluss an die Normalisierung der Neigung der Schrift erfolgt die Korrektur
der Schriftgro¨ße. Die Scha¨tzung der Schriftgro¨ße basiert auf der Annahme, dass die
Anzahl der lokalen Konturminima der Schrift na¨herungsweise proportional zur Anzahl
der Buchstaben ist [Mad99b]. Der durchschnittliche Abstand zwischen benachbarten
lokalen Konturminima, der sich aus dem Verha¨ltnis der Breite der Bounding Box des
Schriftabschnitts zur Anzahl der Konturminima ergibt, kann somit als Richtwert fu¨r die
mittlere Buchstabenbreite interpretiert werden. Diese mittlere Buchstabenbreite wird
nun durch eine Skalierung des Bildes auf einen vorgegebenen Wert gebracht.
Im Gegensatz zu den vorherigen Normalisierungsschritten wird die Scha¨tzung der
Schriftgro¨ße allerdings global anhand der gesamten Textzeile durchgefu¨hrt. Die lokale
Korrektur wird vermieden, da kurze Schriftabschnitte nur wenige Konturminima auf-
weisen, sodass eine verla¨ssliche Scha¨tzung der Schriftgro¨ße kaum mo¨glich ist. Eine
verbesserte Robustheit des Verfahrens wird außerdem dadurch erreicht, dass anstatt
der Anzahl der Konturminima der Mittelwert aus der Anzahl der Konturminima und
-maxima fu¨r die Berechnung des Skalierungsfaktors verwendet wird.
Mit den Bezeichnungen C fu¨r die vorgegebene Buchstabenbreite, W fu¨r die Breite
der Bounding Box des Schriftabschnitts und Nmin und Nmax fu¨r die Anzahl der Kon-
turminima bzw. -maxima ergibt sich der Skalierungsfaktor demnach zu:
s = C
Nmin +Nmax
2W
.
Mit Hilfe des Faktors s wird das Bild sowohl in horizontaler als auch in vertikaler
Richtung skaliert. Die vorgegebene Buchstabenbreite C ist hier auf 25 Pixel festgelegt
worden.
6.6 Segmentierung
Nach Durchfu¨hrung der Vorverarbeitung liegt das binarisierte und bezu¨glich der
Schriftvariabilita¨t normalisierte Bild der Textregion vor. Da zur Schrifterkennung ei-
ne analytische Strategie auf Basis von HMMs eingesetzt wird, muss die Textregion
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vor der Klassifikation in Untereinheiten segmentiert werden. Anhand der Sequenz von
Untereinheiten wird dann eine Merkmalsvektorfolge extrahiert, die mittels der HMMs
klassifiziert wird. Um fru¨he unumkehrbare Segmentierungsentscheidungen zu vermei-
den, wird eine systematische Unterteilung der Textregion durchgefu¨hrt, sodass die
Segmentierung der Schrift in Buchstaben implizit im Zuge der Klassifikation erfolgt.
Zur systematischen Unterteilung der Textregion wird eine Sliding-Window Methode
verwendet, bei der ein Fenster von links nach rechts u¨ber die Textzeile geschoben wird.
Die Breite des Fensters betra¨gt hier vier Pixel, die Ho¨he entspricht der der Textregion.
Die Verschiebung des Fensters erfolgt mit einem ¨Uberlapp von zwei Pixeln.
6.7 Merkmalsextraktion
Anhand des jeweiligen Bildausschnitts, welcher durch das sliding window definiert
wird und hier mit fs(i, j) bezeichnet wird, erfolgt in diesem Schritt die Extraktion von
Merkmalen. Die resultierende Merkmalsrepra¨sentation sollte dabei mo¨glichst robust,
kompakt und diskriminativ sein, um bestmo¨gliche Erkennungsergebnisse zu erhalten.
Die Entscheidung, welche Art von Merkmalen fu¨r diese Erkennungsaufgabe ge-
eignet ist, wurde auf der Grundlage der in [Mar00a] beschriebenen Untersuchungen
vorgenommen. Dort sind die Erkennungsleistungen von Systemen gegenu¨bergestellt
worden, die einerseits auf geometrischen Merkmalen bzw. andererseits auf einfachen
Zoning-Merkmalen basieren. Dabei konnte auch durch eine Hauptkomponentenanaly-
se der Zoning-Merkmale nicht die Performanz der geometrischen Merkmale erreicht
werden, sodass auch hier die gewa¨hlte Merkmalsrepra¨sentation geometrischer Natur
ist. Insgesamt umfasst der Merkmalsvektor achtzehn Komponenten, aufgeteilt in neun
Basismerkmale (siehe Abbildung 6.9) und neun Delta-Merkmale, die jeweils die Ab-
leitung des Basismerkmals darstellen. Die Berechnungsvorschriften fu¨r die einzelnen
Merkmale sind im folgenden detailliert beschrieben.
Position der Schriftkontur
Wie in Abschnitt 2.2.3 erla¨utert wurde, ist die Schriftkontur ein wichtiges Merkmal zur
visuellen Schriftperzeption beim Menschen. Daher wird hier innerhalb des sliding win-
dows der mittlere Abstand der oberen sowie der unteren Schriftkontur zur Basislinie
gemessen und als Merkmal verwendet (siehe Abbildung 6.9(a), 6.9(b)). Die Absta¨nde
werden dabei auf die Korpusho¨he der Schrift normiert, um eine von der Schriftgro¨ße
unabha¨ngige Repra¨sentation zu erreichen. Neben der oberen und unteren Schriftkontur
wird außerdem der mittlere Abstand des Schwerpunktes zur Basislinie, normiert auf
die Korpusho¨he, als weiteres Merkmal verwendet (Abbildung 6.9(c)).
Mit den Bezeichnungen yui , yli, y
cog
i , (i = 1, . . . , 4) fu¨r die y-Koordinaten der
oberen und unteren Schriftkontur, bzw. des Schwerpunktes innerhalb des sliding win-
dows fs, der Position der Basislinie yB und der Korpusho¨he cH ergeben sich fu¨r die
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Abbildung 6.9: Extraktion geometrischer Merkmale innerhalb des sliding window. (a)
Mittlerer Abstand der oberen Schriftkontur zur Basislinie. (b) Mitt-
lerer Abstand der unteren Schriftkontur. (c) Mittlerer Abstand der y-
Koordinaten der Spaltenschwerpunkte. (d) Orientierung der oberen
Kontur. (e) Orientierung der unteren Kontur (f) Orientierung des Ver-
laufs der Spaltenschwerpunkte. (g) Mittlere Anzahl vertikaler Schrift-
Hintergrund ¨Uberga¨nge (h) Mittlere Anzahl der Schriftpixel pro Bild-
spalte. (i) Mittlere Anzahl der Schriftpixel zwischen oberer und unterer
Schriftkontur.
Positionsmerkmale die folgenden Berechnungsvorschriften:
pus =
yB − 14
∑4
i=1 y
u
i
cH
(6.9)
pls =
yB − 14
∑4
i=1 y
l
i
cH
(6.10)
pcogs =
yB − 14
∑4
i=1 y
cog
i
cH
. (6.11)
Orientierung der Schriftkontur
Neben dem Abstand der Schriftkontur zur Basislinie wird außerdem die Orientierung
der Kontur als Merkmal verwendet (Abbildung 6.9(d), 6.9(e)). Als Scha¨tzwert fu¨r die
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Orientierung wird der Steigungswinkel der Approximationsgeraden verwendet, die
durch lineare Regression an die Kontur angena¨hert wurde. Auch hier wird neben der
oberen und unteren Kontur der Verlauf des Schwerpunkts innerhalb des sliding win-
dows beru¨cksichtigt (Abbildung 6.9(f)). Damit werden die folgenden drei Merkmale
extrahiert:
αus = arctan(m
u), mu =
4∑
i=1
(xui − x¯u)(yui − y¯u)
n∑
i=1
(xui − x¯u)2
(6.12)
αls = arctan(m
l), ml =
4∑
i=1
(xli − x¯l)(yli − y¯l)
n∑
i=1
(xli − x¯l)2
(6.13)
αcogs = arctan(m
cog), mcog =
4∑
i=1
(xcogi − x¯cog)(ycogi − y¯cog)
n∑
i=1
(xcogi − x¯cog)2
(6.14)
Vertikale Schrift-Hintergrund Transitionen
Als weiteres Merkmal zur Beschreibung der Schriftgeometrie wird a¨hnlich wie
in [Mar00a] die Anzahl der vertikalen Schrift-Hintergrund Transitionen innerhalb des
sliding windows verwendet. Die Gesamtzahl wird dabei durch die Breite des sliding
windows dividiert, sodass hier die mittlere Anzahl der vertikalen Schrift-Hintergrund
¨Uberga¨nge pro Bildspalte betrachtet wird (Abbildung 6.9(g)).
ntrs =
1
4
4∑
i=1
H−1∑
j=1
tr(i, j) (6.15)
mit
tr(i, j) =
{
1 , wenn f(i, j) = 1 ∧ f(i, j + 1) = 0
0 , sonst
.
Hierbei bezeichnet f(i, j) die binarisierte Bildinformation und H die Ho¨he des sliding
windows.
Relation Schriftpixel / Gesamtpixel
Um die “Schwa¨rzung” des jeweiligen Bildausschnitts zu beru¨cksichtigen, wird zusa¨tz-
lich zu den obigen Merkmalen das Verha¨ltnis der Anzahl der Schriftpixel zur Gesamt-
zahl der Pixel innerhalb des sliding windows betrachtet (Abbildung 6.9(h)).
rel(1)s =
1
4H
4∑
i=1
H∑
j=1
[f(i, j) = 1] . (6.16)
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Daru¨berhinaus wird auch die Relation der Anzahl der Schriftpixel zur Zahl der Pixel
zwischen oberer und unterer Schriftkontur gebildet (Abbildung 6.9(i)):
rel(2)s =
1
4
4∑
i=1
 1
yli − yui
yli∑
j=yui
[f(i, j) = 1]
 . (6.17)
Delta-Merkmale
Zur Beru¨cksichtigung eines gro¨ßeren ra¨umlichen Kontextes werden analog zum online
System Delta-Merkmale berechnet, die jeweils eine Approximation der Ableitung der
einzelnen Merkmale 6.9-6.17 darstellen:
∆pus =
1
2
(
pus+1 − pus−1
)
(6.18)
∆pls =
1
2
(
pls+1 − pls−1
)
(6.19)
∆pcogs =
1
2
(pcogs+1 − pcogs−1) (6.20)
∆αus =
1
2
(
αus+1 − αus−1
)
(6.21)
∆αls =
1
2
(
αls+1 − αls−1
)
(6.22)
∆αcogs =
1
2
(αcogs+1 − αcogs−1) (6.23)
∆ntrs =
1
2
(
ntrs+1 − ntrs−1
)
(6.24)
∆rel(1)s =
1
2
(
rel
(1)
s+1 − rel(1)s−1
)
(6.25)
∆rel(2)s =
1
2
(
rel
(2)
s+1 − rel(2)s−1
)
. (6.26)
Merkmalsoptimierung
Um die Merkmalsrepra¨sentation zu optimieren, werden die Merkmalsvektoren einer li-
nearen Diskriminanzanalyse (LDA) unterzogen. Mit dem in Abschnitt 3.5.2 beschrie-
benen Verfahren wird eine lineare Transformation auf die Merkmalsvektoren ange-
wandt, um eine Dekorrelation der Merkmale bei einer gleichzeitigen Verbesserung der
Klassenseparabilita¨t zu erreichen.
Die Berechnung der Transformation erfolgt anhand der Trainingsstichprobe. Da in
die LDA Transformation Klasseninformationen miteinbezogen werden, ist allerdings
eine annotierte Trainingstichprobe erforderlich. Daher wird im ersten Schritt ein “nor-
males” Training mit nichttransformierten Merkmalen durchgefu¨hrt, sodass mit dem
resultierenden Erkenner die Trainingsstichprobe auf HMM-Zustandsebene annotiert
werden kann. Anhand der annotierten Trainingstichprobe wird daraufhin die LDA-
Transformation ermittelt. Die Transformation wird dann auf alle Merkmalsvektoren
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angewandt, sodass anschließend ein neues Training mit transformierten Merkmalen
vorgenommen werden kann.
6.8 Statistische Modellierung und Erkennung
Die statistische Modellierung und Erkennung wird a¨hnlich wie bei dem online Sys-
tem mit Hilfe der ESMERALDA-Entwicklungsumgebung auf Basis von HMMs vor-
genommen. Insgesamt werden in diesem Erkennungssystem 77 HMMs verwendet,
wobei 52 HMMs zur Modellierung der Buchstaben eingesetzt werden, 12 fu¨r Satz-
zeichen und Klammern und 10 fu¨r Ziffern. Die drei u¨brigen HMMs werden zur Mo-
dellierung der Wortzwischenra¨ume verwendet. Da die La¨nge der Wortzwischenra¨ume
erheblich variiert (zwischen vier und 550 Pixel) werden diese in die Gruppen kurze,
mittlere und lange Absta¨nde eingeteilt und mit einem separaten HMM pro Gruppe
modelliert. Zur Worterkennung auf Basis eines Lexikons werden die einzelnen Buch-
stabenmodelle wie im online System zu Verbundmodellen zusammengeschaltet (siehe
Abbildung 3.25).
Die verwendeten HMMs weisen Bakis-Topologie und eine semi-kontinuierliche
Emissionsmodellierung auf Basis Gauß’scher Mischverteilungsdichten auf. Die Mit-
telwertvektoren und Kovarianzmatrizen der Gaußdichten werden mit Hilfe des
k-means Algorithmus anhand der Merkmalssequenzen der Trainingsstichprobe
gescha¨tzt, wobei auch hier diagonale Kovarianzmatrizen verwendet werden.
Das Training der HMMs erfolgt auf Basis des Standard Baum-Welch Algorithmus
(siehe Seite 85). Zur Dekodierung des Erkennungsmodells wird der Viterbi Beam-
Search Algorithmus eingesetzt (siehe Seite 84).
Neben der lexikonbasierten Erkennung anhand von Verbundmodellen wird außer-
dem eine lexikonfreie Erkennung durchgefu¨hrt. Dabei werden statistische Sprach-
modelle in den Erkennungsprozess integriert, sodass Scha¨tzwerte fu¨r die Auftritts-
wahrscheinlichkeiten von Buchstabensequenzen vorliegen, mit denen die Generierung
unwahrscheinlicher Buchstabenhypothesen vermieden werden kann. Hier kommt ein
Tri-Gramm Sprachmodell zum Einsatz, das anhand der Trainingsstichprobe gescha¨tzt
wird. Das Problem nicht beobachteter Tri-Gramme wird durch Umverteilung von
Wahrscheinlichkeitmasse mit Hilfe des absolute discounting und Ru¨ckzug auf allge-
meinere Verteilungen (backing-off) behandelt (siehe Abschnitt 3.7).
6.9 Adaption
Wie bei dem online System auch, wird das videobasierte Material aufgrund des ge-
ringen Umfangs nur zur Evaluation des Erkennungssystems eingesetzt. Training und
Validierung erfolgen vielmehr mit Hilfe von scannerbasierten Daten. Um den Mis-
match zwischen den Trainings- und Anwendungsbedingungen des Erkennungssystems
zu kompensieren, wird eine Adaption der HMM-Parameter vorgenommen.
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Die Adaption wird durch MLLR-Scha¨tzung der Mittelwertvektoren der Mischver-
teilungsdichte durchgefu¨hrt. Dabei wird nur eine Regressionsklasse verwendet, sodass
die Mittelwertvektoren aller Gaußdichten durch ein und dieselbe Transformation adap-
tiert werden. Die Berechnungsvorschrift fu¨r die Transformationsmatrix entspricht da-
mit der Gleichung 5.34 in Kapitel 5.
6.10 Zusammenfassung
In diesem Kapitel wurde das realisierte System zur videobasierten Erkennung von Ta-
felanschrift vorgestellt. Im Gegensatz zu dem in Kapitel 5 vorgestellten System basiert
es nicht auf der Erfassung der Schreibdynamik, sondern auf der Detektion von stati-
schen Textregionen in der Videobildfolge. Die Verarbeitung der detektierten Bildbe-
reiche wird dabei inkrementell durchgefu¨hrt, d.h. gegenu¨ber einem scannerbasierten
offline System, bei dem ein Bild nach Beendigung des Schreibvorgangs aufgenommen
wird, erfolgt hier die Aufnahme einer Bildsequenz des gesamten Schreibprozesses,
sodass die Erkennung schrittweise durchgefu¨hrt werden kann.
Die Voraussetzung der schrittweisen Verarbeitung ist die Detektion der im jeweils
aktuellen Bild neu hinzugekommenen Textregionen. Dazu wird ein zweistufiges Ver-
fahren eingesetzt, das im ersten Schritt eine schnelle Unterscheidung zwischen Text,-
Hintergrund- und Sto¨rbereichen vornimmt. Im zweiten Schritt erfolgt dann die Zu-
sammenfassung der Schriftkomponenten zu Textregionen, die einzelnen Wo¨rtern oder
Teilen von Textzeilen entsprechen.
Anhand der extrahierten Textregionen werden einige Vorverarbeitungsschritte
durchgefu¨hrt. Aufgrund der inhomogenen Beleuchtung erfolgt im ersten Schritt ei-
ne lokale Binarisierung. Um die Variabilita¨t der Schrift zu kompensieren, werden
anschließend Orientierung, Neigung und Gro¨ße der Schrift normalisiert, wobei die
Orientierungs- und Neigungskorrektur ebenfalls mit Hilfe lokaler Methoden vorge-
nommen werden.
Die vorverarbeiteten Textregionen sind der Ausgangspunkt fu¨r die Merkmalsextrak-
tion. Dabei wird innerhalb eines sliding windows, das von links nach rechts u¨ber die
Textregion bewegt wird, ein Satz geometrischer Merkmale extrahiert. Die Klassifi-
kation erfolgt wie im online System auf Basis von Hidden Markov Modellen. Da
die HMMs mit scannerbasierten Daten trainiert werden, wird auch hier eine MLLR-
Adaption durchgefu¨hrt, um das Ungleichverha¨ltnis zwischen den Trainings- und den
Anwendungsbedingungen des Erkennungssystems zu kompensieren.
Die Evaluation des realisierten Systems zur inkrementellen videobasierten Erken-
nung von Tafelanschrift wird im folgenden Kapitel in Abschnitt 7.3 beschrieben.
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In diesem Kapitel erfolgt die Evaluation der in den beiden vorangegangenen Kapiteln
vorgestellten Systeme zur videobasierten online bzw. zur inkrementellen videobasier-
ten offline Handschrifterkennung. Da fu¨r den Anwender letztendlich die Klassifika-
tionsleistung der Systeme ausschlaggebend fu¨r ihren mo¨glichen Einsatz ist, wird die
Evaluation der Systeme auf Basis der erzielten Fehlerraten anhand videobasierter Test-
stichproben vorgenommen.
7.1 Evaluationsmaß und Konfidenzintervalle
Um die Klassifikationsleistung eines Systems zur automatischen Handschrifterken-
nung sinnvoll beurteilen zu ko¨nnen, ist ein mo¨glichst aussagekra¨ftiges Evaluationsmaß
erforderlich. Ha¨ufig wird hierfu¨r die Wortakkuratheit verwendet, die auf der Anzahl
der Erkennungsfehler auf Wortebene im Vergleich zu dem Referenztext basiert. Da das
Erkennungsresultat jedoch nicht notwendigerweise die gleiche Anzahl von Wo¨rtern
aufweist wie der Referenztext, muss zur Berechnung der Wortakkuratheit vorher eine
wortweise Zuordnung von Referenztext und Erkennungsresultat – i.d.R durch dynami-
sche Programmierung – vorgenommen werden. Anhand der resultierenden Zuordnung
kann die Wortakkuratheit dann durch die folgende Vorschrift berechnet werden:
WA = 1− Nsub +Ndel +Nins
Nall
. (7.1)
Dabei bezeichnetNsub die absolute Ha¨ufigkeit der vertauschten Wo¨rter gegenu¨ber dem
Referenztext, Ndel und Nins die Anzahl der irrtu¨mlich ausgelassenen bzw. eingefu¨gten
Wo¨rter. Der Term Nall bezeichnet die Gesamtzahl der Wo¨rter im Referenztext.
Ein weiteres Evaluationsmaß ist die Wortfehlerrate (word error rate, WER). Die-
se kann auf Basis der (in Prozent angegebenen) Wortakkuratheit wie folgt berechnet
werden:
WER = 100%−WA . (7.2)
Mit der Wortfehlerrate la¨sst sich somit der Anteil fehlerhaft erkannter Wo¨rter angeben.
Dieses Maß wird ha¨ufig verwendet, um Verbesserungen der Erkennungsleistung von
Systemen zu verdeutlichen, die bereits eine gute Wortakkuratheit aufweisen.
Die auf der Teststichprobe gemessene Erkennungsleistung eines Systems stellt je-
doch nur eine Scha¨tzung der tatsa¨chlichen Erkennungsleistung auf der Grundgesamt-
heit dar, fu¨r deren Ermittlung theoretisch unendlich viele Versuche durchgefu¨hrt wer-
den mu¨ssten [Pau95]. Stattdessen wird fu¨r die anhand der Teststichprobe ermittelte Er-
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kennungswahrscheinlichkeit pˆ ein Konfidenzintervall [pu, po] berechnet. Dieses Kon-
fidenzintervall gibt einen Bereich an, innerhalb dessen die tatsa¨chliche Erkennungs-
wahrscheinlichkeit p mit einer vorgegebenen statistischen Sicherheit, dem sogenann-
ten Konfidenzniveau, liegt.
Da die vorliegenden Erkennungsexperimente jeweils als Bernoulli-Prozess aufge-
fasst werden ko¨nnen, bei dem nur die beiden Ereignisse A (erkannt) und A¯ (nicht er-
kannt) eintreten ko¨nnen, ist das Konfidenzintervall fu¨r die Wahrscheinlichkeit p dem-
nach anhand der Binomialverteilung zu bestimmen. Bei genu¨gend großem Stichpro-
benumfang n kann die Wahrscheinlichkeit p allerdings approximativ als normalverteilt
angesehen werden [Sch00]:
pˆ− p√
p(1−p)
n
≈ N(0, 1) . (7.3)
Die obere bzw. untere Grenze des Konfidenzintervalls zum Konfidenzniveau 1 − α
ergibt sich daraus wie folgt (siehe u.a. [Sch00]):
pu =
n
n+ z2
pˆ+ z2
2n
− z
√
pˆ(1− pˆ)
n
+
z2
4n2
 (7.4)
po =
n
n+ z2
pˆ+ z2
2n
+ z
√
pˆ(1− pˆ)
n
+
z2
4n2
 . (7.5)
Hierbei bezeichnet z das (1− α
2
)-Quantil der Standard-Normalverteilung, dessen Wert
in Tabellen nachgeschlagen werden kann. Fu¨r die hier durchgefu¨hrten Experimente
wird ein Konfidenzniveau 1 − α von 95% verwendet, sodass also mit einer statisti-
schen Sicherheit von 95% die tatsa¨chliche Erkennungswahrscheinlichkeit innerhalb
des Konfidenzintervalls liegt.
Auf Basis des Konfidenzintervalls lassen sich außerdem Aussagen daru¨ber treffen,
ob Vera¨nderungen der Fehlerraten, beispielsweise durch modifizierte Systemparame-
ter, signifikant sind. Liegt demzufolge die vera¨nderte Fehlerrate außerhalb des Kon-
fidenzintervalls, so wird die Vera¨nderung als signifikant aufgefasst, anderenfalls wird
von einer zufa¨lligen Schwankung ausgegangen.
7.2 Online System
In diesem Abschnitt werden die Experimente beschrieben, die zur Evaluation des
in Kapitel 5 vorgestellten Systems zur videobasierten online Handschrifterkennung
durchgefu¨hrt wurden. Der den Experimenten zugrundeliegende Textkorpus besteht
aus deutschen Sta¨dtenamen, wobei das verwendete Lexikon 201 Wo¨rter umfasst. We-
gen der unterschiedlichen Realisierungsmo¨glichkeiten der diakritischen Zeichen – bei-
spielsweise direkt nach dem Basisbuchstaben oder erst am Ende des Wortes – ver-
gro¨ßert sich das Lexikon auf insgesamt 335 Eintra¨ge. Bei der Stichprobenerstellung
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wurden die Wo¨rter isoliert voneinander aufgenommen, sodass die Segmentierung von
Textzeilen in Wo¨rter entfa¨llt und somit eine Einzelworterkennungsaufgabe vorliegt.
Wie bereits in Kapitel 5.7, Seite 134, erla¨utert wurde, wurde auf Grund der a¨ußerst
speicherintensiven videobasierten Datenaufnahme zum Training des Systems eine
Stichprobe mit Hilfe eines WACOM-Digitalisiertabletts erstellt. Insgesamt haben da-
bei 13 Schreiber jeweils das komplette Lexikon, also 201 Sta¨dtenamen, geschrieben,
sodass ein tablettbasierter Korpus von insgesamt 13 × 201 = 2613 Wo¨rtern vorliegt.
Fu¨r die Evaluation des Systems wurde dann eine kleinere Stichprobe mittels Video-
kamera erstellt. Hierbei wurden weitere vier Schreiber gebeten, jeweils die komplette
Liste aller Wo¨rter des Lexikons zu schreiben, sodass die videobasierte Teststichprobe 4
× 201 = 804 Wo¨rter umfasst. Fu¨r jeden Schreibvorgang wurde dabei sowohl die Stift-
trajektorie aufgenommen als auch – zur Evaluation der pen-up/down Unterscheidung –
das Schriftbild nach Beendigung eines Schreibvorgangs1. Bei der tablettbasierten so-
wie bei der videobasierten Aufnahme wurden den Schreibern keinerlei Einschra¨nkun-
gen in Bezug auf den Schriftstil auferlegt.
Robustheit der Stiftverfolgung
Anhand der videobasierten Teststichprobe wird im ersten Schritt die Robustheit der
Stiftverfolgung untersucht. Bei der Betrachtung der aufgenommenen Trajektorien
stellt man fest, dass bei ca. 4.1% der insgesamt 804 Trajektorien die Stiftverfolgung
bzw. die initiale Stiftlokalisierung fehlschlugen. So wurde bei ca. 1.7% der Trajekto-
rien die Stiftverfolgung wa¨hrend des Schreibprozesses abgebrochen, da die Stiftspitze
nicht im Suchbereich gefunden wurde bzw. das Template-Matching eine zu geringe
¨Ubereinstimmung lieferte. In ca. 2.4% der Fa¨lle versagte die initiale Stiftlokalisie-
rung. Diese Fehler wurden beispielsweise dadurch hervorgerufen, dass irrtu¨mlich ein
Schatten oder ein Bereich der Hand als Stiftposition angenommen wurde.
Tablettbasiertes Referenzsystem
Um die Erkennungsleistungen des videobasierten Systems gegenu¨ber einem tablett-
basierten System einordnen zu ko¨nnen, wird zuerst ein Referenzsystem evaluiert, das
ausschließlich anhand der Tablettdaten trainiert und getestet wurde. Gegenu¨ber den in
Kapitel 5 beschriebenen Schritten zur Verarbeitung videobasierter Daten weist dieses
tablettbasierte Referenzsystem einige Unterschiede auf. So werden die Korrektur der
geometrischen Verzerrung, die Gla¨ttung und das Impuls-Resampling in dem videoba-
sierten System durchgefu¨hrt, um die Videodaten so zu verbessern, dass anna¨hernd die
Qualita¨t von Tablettdaten erreicht wird. In einem tablettbasierten System ko¨nnen die-
1Idealerweise mu¨sste fu¨r jeden Schreibvorgang die gesamte Bildsequenz abgespeichert werden. Bei
einer durchschnittlichen Dauer von ca. 3.8s pro Schreibvorgang und einer Bildaufnahmerate von 50
Bildern pro Sekunde wu¨rde dabei jedoch bei 804 Schreibvorga¨ngen ein Datenvolumen von minde-
stens 34 GByte anfallen. Indem nur das jeweils letzte Bild eine Schreibvorgangs abgespeichert wird,
kann das Datenvolumen auf “handliche” 176 MByte verringert werden.
161
7 Evaluation
se Schritte daher entfallen, bzw. im Resamplingschritt kann eine lineare Interpolation
(Impuls-Term α = 0) durchgefu¨hrt werden. Zudem ist auch die pen-up/down Klassi-
fikation hier nicht erforderlich, da diese Informationen direkt vom Digitalisiertablett
geliefert werden.
Zur Evaluation des Referenzsystems wird der verfu¨gbare tablettbasierte Korpus in
eine Trainings- und eine Teststichprobe aufgeteilt, wobei die Trainingsstichprobe aus
den Daten von sieben Schreibern, also 7× 201 Wo¨rtern besteht, wa¨hrend die restlichen
Daten, also 6 × 201 Wo¨rter, fu¨r den Test verwendet werden. Die Evaluationsergebnis-
se, die sich fu¨r das tablettbasierte Referenzsystem ergeben, sind in der Tabelle 7.1
dargestellt. Der ±-Term gibt dabei die Gro¨ße des Konfidenzintervalls zum Konfidenz-
niveau von 95% an.
Schreiber Wortfehlerrate
a 1.0% ± 1.6
b 0.0% ± 1.0
c 1.0% ± 1.6
d 16.9% ± 5.2
e 0.5% ± 1.3
f 8.0% ± 3.8
Gesamt 4.6% ± 1.2
Tabelle 7.1: Wortfehlerraten des tablettbasierten Referenzsystems
Videobasiertes Basissystem
Nachdem die Erkennungsleistung des tablettbasierten Systems ermittelt wurde, wird
nun ein videobasiertes Basissystem evaluiert. Um dieses System mit dem tablettba-
sierten vergleichen zu ko¨nnen und eine Bewertungsgrundlage fu¨r die in Kapitel 5 vor-
gestellten Methoden zur Verbesserung der videobasierten Trajektoriendaten zu schaf-
fen, wird hier zuna¨chst von der Integration dieser Verfahren abgesehen. Demzufolge
wird sowohl auf die Gla¨ttung der Trajektorie durch Binomialfilterung bzw. Impuls-
Resampling verzichtet, als auch auf die Korrektur der geometrischen Verzerrung, die
durch den Blickwinkel der Kamera bedingt ist. Zudem wird keine pen-up/down Klas-
sifikation durchgefu¨hrt, vielmehr werden alle Trajektorienpunkte als pen-down ange-
nommen.
Zur Evaluation des Basissystems anhand der videobasierten Teststichprobe (4× 201
Wo¨rtern) wird die Trainingsstichprobe zur Optimierung der HMM-Parameter erwei-
tert. Der tablettbasierte Korpus wird dazu in eine Trainings- und Validierungsmenge
aufgeteilt, sodass die Trainingsmenge 11 × 201 Wo¨rter und die Validierungsmenge
demzufolge 2 × 201 Wo¨rter umfasst. Der Parametersatz, der zu den besten Ergeb-
nissen auf der Validierungsmenge fu¨hrt, wird dann zur Evaluation der videobasierten
Teststichprobe eingesetzt.
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Schreiber Wortfehlerrate
1 27.4% ± 6.1
2 48.4% ± 6.8
3 28.4% ± 6.2
4 65.2% ± 6.5
Gesamt 42.4% ± 3.4
Tabelle 7.2: Ergebnisse des videobasierten Basissystems
Die Ergebnisse des Basissystems auf der videobasierten Teststichprobe zeigt die
Tabelle 7.2. Die Wortfehlerrate betra¨gt auf der gesamten Stichprobe demnach 42.4%.
Im Vergleich dazu erreicht das tablettbasierte Referenzsystem eine Wortfehlerrate von
4.6% (7 Schreiber Training, 6 Schreiber Test) und 2.7%, wenn es auf der erweiterten
Trainingsstichprobe trainiert wird (11 Schreiber Training, 2 Schreiber Test).
Aus der Tabelle geht außerdem hervor, dass die Erkennungsleistung des Systems
je nach Schreiber stark variiert. So fallen die Ergebnisse bei den Schreibern zwei und
vier gegenu¨ber den u¨brigen beiden deutlich ab. Bei Betrachtung der aufgenommenen
Stifttrajektorien u¨berrascht dieses Resultat jedoch nicht. Beispielsweise unterscheidet
sich der Schriftstil von Schreiber zwei deutlich von denen, die zum Training des Sy-
stems zur Verfu¨gung standen. Wa¨hrend die Trainingsschreiber u¨berwiegend fließende
Handschrift verwendeten, hat der Schreiber zwei die Buchstaben isoliert voneinander
geschrieben. Bei Schreiber vier ist dagegen die Schreibgeschwindigkeit vergleichswei-
se hoch. Die mittlere Dauer der Schreibprozesse betra¨gt bei diesem Schreiber ca. 3.4s,
wa¨hrend der Mittelwert u¨ber alle Schreiber bei ca. 3.8s liegt. Diese hohe Schreib-
geschwindigkeit fu¨hrt bei der geringen Abtastrate von 50 Hz zu sprunghaften Rich-
tungsa¨nderungen der Trajektorie, sodass lokal hohe Kru¨mmungswerte auftreten, die
ha¨ufig in einer fehlerhaften Strokesegmentierung resultieren.
Anhand der Ergebnisse des videobasierten Basissystems wird somit deutlich, dass
die Qualita¨t der videobasierten Daten bei weitem nicht ausreicht, um eine anna¨hernd
vergleichbare Erkennungsleistung zu erzielen, wie sie das tablettbasierte Referenzsy-
stem aufweist. In den folgenden Experimenten wird daher untersucht, ob die in Ka-
pitel 5 beschriebenen Verfahren die Qualita¨t der videobasierten Daten entsprechend
verbessern und damit eine Verringerung der Fehlerraten erzielt werden kann.
Integration der Pen-Up/Down Klassifikation
In diesem Experiment wird die Erkennungsleistung des videobasierten Basissystems
gemessen, das um die in Abschnitt 5.2.3 vorgestellte Komponente zur pen-up/down
Klassifikation erweitert wurde. Ein Trajektorienpunkt wird demnach als pen-up klas-
sifiziert, wenn in dem Bild des Schriftzuges in einem Abstand von maximal zwei
Bildpunkten von der gemessenen Stiftposition kein Schriftpixel detektiert werden
kann oder die Intergruppenstreuung des Grauwerthistogramms einen vorgegebenen
Schwellwert unterschreitet (siehe Abschnitt 5.2.3, Seite 119).
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Die dort beschriebene pen-up/down Unterscheidung basiert auf der Analyse lokaler
Bildauschnitte, die zur Vermeidung von Verdeckungen mit einem festen zeitlichen Ver-
satz extrahiert werden. Da bei der Erstellung der Teststichprobe neben der Trajektorie
jedoch nur ein einziges Bild des jeweiligen Schreibvorgangs aufgenommen wurde, das
den gesamten Schriftzug nach Beendigung des Schreibprozesses zeigt, kann hier die
schritthaltende pen-up/down Bestimmung nicht durchgefu¨hrt werden. Vielmehr muss
die pen-up/down Unterscheidung fu¨r alle Trajektorienpunkte am Ende des Schreibpro-
zesses vorgenommen werden. Da in dem jeweiligen Bild stets der gesamte Schriftzug
sichtbar ist, tritt das Problem von Verdeckungen hier nicht auf. Die Erkennungser-
gebnisse, die durch die Integration der pen-up/down Unterscheidung erzielt werden
ko¨nnen, sind in der Tabelle 7.3 dargestellt.
Schreiber Wortfehlerrate
1 23.4% ± 5.8
2 39.3% ± 6.7
3 24.4% ± 5.9
4 60.7% ± 6.7
Gesamt 36.9% ± 3.3
Tabelle 7.3: Ergebnisse der videobasierten Erkennung mit integrierter pen-up/down
Unterscheidung
Vergleicht man die erzielte Wortfehlerrate mit der des videobasierten Basissystems,
so wird deutlich, dass sich durch die Integration der pen-up/down Unterscheidung eine
signifikante Verringerung der Wortfehlerrate von 42.4% auf 36.9% ergibt. Bei Schrei-
ber zwei ist die Verbesserung der Erkennungsleistung von 48.4% auf 39.3% besonders
auffa¨llig. Dies ist auch zu erwarten, da bei diesem Schreiber aufgrund der isoliert ge-
schriebenen Buchstaben der Anteil von pen-up Segmenten am gro¨ßten ist.
Gla¨ttung durch Impuls-Resampling und Binomialfilterung
Da auf Grund der im Vergleich zu Digitalisiertabletts geringeren Aufnahmerate der
Videokamera die Stifttrajektorie sprunghafte Richtungsa¨nderungen an den Trajekto-
rienpunkten aufweist, wird in diesem Schritt neben der pen-up/down Klassifikation
zusa¨tzlich eine Gla¨ttung der Trajektorie durchgefu¨hrt. Dazu wird sowohl das Resamp-
ling mit Impulsterm in das Basissystem integriert (Abschnitt 5.3.3), als auch die in
Abschnitt 5.3.1 beschriebene Binomialfilterung der aufgenommenen Datenpunkte.
Der vorgegebene Punktabstand fu¨r die Neuabtastung betra¨gt 200µm. Fu¨r den Im-
pulsfaktor α hat sich ein Wert von 0.9975 als optimal herausgestellt. Durch die Inte-
gration des so parametrisierten Impuls-Resampling in das videobasierte Basissystem
mit pen-up/down Klassifikation konnten die in Tabelle 7.4, mittlere Spalte, dargestell-
ten Erkennungsergebnisse erreicht werden. Wird vor der Neuabtastung zusa¨tzlich eine
Binomialfilterung der Trajektorie mit Hilfe der Filtermaske 1
4
[ 1 2 1 ] vorgenommen,
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Wortfehlerrate
Schreiber Impuls-Resampling (IR) IR plus Binomialfilterung
1 12.4% ± 4.6 10.4% ± 4.3
2 29.8% ± 6.3 20.9% ± 5.6
3 15.4% ± 5.0 13.9% ± 4.8
4 30.3% ± 6.3 47.8% ± 6.8
Gesamt 22.1% ± 2.9 23.3% ± 2.9
Tabelle 7.4: Videobasierte Erkennung mit pen-up/down Unterscheidung und Impuls-
Resampling bzw. mit pen-up/down Unterscheidung, Impuls-Resampling
und Binomialfilterung
so ergeben sich die in der rechten Spalte von Tabelle 7.4 gezeigten Erkennungsergeb-
nisse. Aus dem Vergleich mit den Ergebnissen aus Tabelle 7.3 geht hervor, dass die
Gla¨ttung der Trajektorie durch das Impuls-Resampling gegenu¨ber dem Resampling
mit linearer Interpolation zu einer signifikanten Verbesserung der Erkennungsleistung
bei allen vier Schreibern fu¨hrt. Auf der gesamten Stichprobe kann die Wortfehlerrate
von 36.9% (Tabelle 7.3) auf 22.1% reduziert werden. Wird die Trajektorie außerdem
vor dem Resampling durch Binomialfilterung gegla¨ttet, so kann die Wortfehlerrate bei
den Schreibern eins bis drei weiter verbessert werden, bei Schreiber vier ergibt sich
dagegen eine deutliche Steigerung der Fehlerrate.
Korrektur der geometrischen Verzerrung
Wird neben der pen-up/down Unterscheidung, dem Impuls-Resampling und der Bino-
mialfilterung zusa¨tzlich die vertikale Stauchung der Trajektorie korrigiert, die durch
den Blickwinkel der Kamera von ca. 65◦ hervorgerufen wird (siehe Abschnitt 5.3.2),
so werden die in der Tabelle 7.5 dargestellten Ergebnisse erreicht. Anhand der Tabelle
kann man eine Verringerung der Wortfehlerrate ablesen. Diese Verbesserung liegt je-
doch innerhalb des Konfidenzintervalls, sodass sie nicht als signifikant aufzufassen ist.
Schreiber Wortfehlerrate
1 9.9% ± 4.2
2 16.4% ± 5.1
3 13.9% ± 4.8
4 43.3% ± 6.8
Gesamt 20.9% ± 2.8
Tabelle 7.5: Videobasierte Erkennung mit pen-up/down Unterscheidung, Impuls-
Resampling, Binomialfilterung und Korrektur der aufnahmebedingten
Verzerrung.
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Adaption
Um den Mismatch zwischen den Trainings- und den Anwendungsbedingungen zu ver-
ringern, wird neben den Vorverarbeitungsmaßnahmen außerdem eine Adaption der
HMM-Parameter vorgenommen. Wie in Abschnitt 5.7 beschrieben wurde, erfolgt hier
eine MLLR-Adaption der Mittelwertvektoren der Emissionsmodellierung. Auf Grund
des geringen Umfangs der videobasierten Stichprobe wird nur eine Regressionsklas-
se definiert, sodass die Mittelwertvektoren aller Gaußdichten gemeinsam durch eine
Transformation adaptiert werden.
Im ersten Fall erfolgt eine schreiberabha¨ngige Adaption im u¨berwachten Modus,
d.h. die korrekte Transkription der zur Adaption verwendeten Trajektorien steht zur
Verfu¨gung. Fu¨r die Adaption wird das videobasierte Material des jeweiligen Schrei-
bers in zwei Ha¨lften geteilt, sodass die eine (korrekt gelabelte) Ha¨lfte zur Adaption,
die andere Ha¨lfte dann zur Evaluation verwendet werden kann. Die Ergebnisse der
schreiberabha¨ngigen, u¨berwachten Adaption sind in der Tabelle 7.6 dargestellt. Zum
Vergleich sind in der mittleren Spalte die Ergebnisse des videobasierten Systems oh-
ne Adaption abgebildet, die auf der gleichen Ha¨lfte des Testkorpus erzielt wurden.
Es wird deutlich, dass durch die u¨berwachte Adaption eine leichte Verringerung der
Wortfehlerrate von 21.8% auf 18.8% erreicht wird.
Wortfehlerrate
Schreiber 50% Test Adaption 50% Test
1 9.9% ± 5.9 9.9% ± 5.9
2 16.8% ± 7.3 17.8% ± 7.4
3 15.8% ± 7.1 9.9% ± 5.9
4 44.5% ± 9.5 37.6% ± 9.3
Gesamt 21.8% ± 4.0 18.8% ± 3.8
Tabelle 7.6: Ergebnisse der schreiberabha¨ngigen, u¨berwachten Adaption auf 50% der
Teststichprobe. Die mittlere Spalte zeigt zum Vergleich die Ergebnisse
ohne Adaption auf 50% der Teststichprobe.
Im zweiten Experiment wird die Adaption ebenfalls schreiberabha¨ngig durch-
gefu¨hrt, im Unterschied zum ersten Experiment wird jedoch keine manuell erstellte
Transkription eingesetzt. Die Adaption erfolgt hier vielmehr unu¨berwacht, wobei die
(u.U. fehlerhafte) Transkription automatisch durch eine vorgeschaltete Viterbi Beam-
Search Dekodierung ermittelt wird. Die Evaluation wird auf der gesamten Teststich-
probe vorgenommen.
Die erreichten Ergebnisse der unu¨berwachten Adaption zeigt die Tabelle 7.7. Ver-
gleicht man das Gesamtergebnis von 18.3% mit der Wortfehlerrate von 20.9% aus
Tabelle 7.5, so stellt man eine Verbesserung der Erkennungsleistung fest, die jedoch
knapp unterhalb der Signifikanzschwelle bleibt. Eine signifikante Verringerung der
Wortfehlerrate von 43.3% auf 33.3% ergibt sich nur fu¨r den vierten Schreiber. Dies
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Schreiber Wortfehlerrate
1 9.0% ± 4.0
2 21.4% ± 5.6
3 9.4% ± 4.1
4 33.3% ± 6.5
Gesamt 18.3% ± 2.7
Tabelle 7.7: Ergebnisse der schreiberabha¨ngigen, unu¨berwachten Adaption.
deutet darauf hin, dass insbesondere bei diesem Schreiber sich die Lage der Merkmals-
vektoren im Raum deutlich von der Merkmalsrepra¨sentation der “Trainingsschreiber”
unterscheidet.
7.3 Offline System
Nachdem im vorherigen Abschnitt die Erkennungsleistung des videobasierten online
Systems dargestellt wurde, erfolgt hier die Evaluation des in Kapitel 6 vorgestellten
Systems zur inkrementellen videobasierten offline Erkennung von Tafelanschrift.
¨Ahnlich wie bei dem online System wird auch hier das Training der Klassifikations-
parameter nicht anhand des videobasierten Materials vorgenommen – dieses wird auf
Grund des geringen Umfangs ausschließlich fu¨r die Adaption und die Evaluation ein-
gesetzt. Das Training wird vielmehr auf Basis eines Ausschnitts der IAM-Datenbank
(siehe Abschnitt 3.9.1) mit eingescannten handschriftlichen Formularen durchgefu¨hrt.
Zur Erstellung der videobasierten Stichprobe haben 6 Personen beigetragen. Sie ha-
ben jeweils einen Textausschnitt – aus der Kategorie F01 des LOB-Korpus – an das
Whiteboard geschrieben. Die Schreiber wurden dabei gebeten, auf eine gute Separier-
barkeit der Zeilen zu achten, ansonsten wurden ihnen keinerlei Einschra¨nkungen bzgl.
des Schriftstils auferlegt. Insgesamt wurden so 79 Textzeilen geschrieben. Dies ent-
spricht einer Gesamtzahl von 497 Wo¨rtern. Die Aufnahme der Schreibprozesse erfolg-
te im Vollbildmodus mit einer Bildrate von 5 Hz, daraus resultiert ein Speicherbedarf
fu¨r die Bildsequenzen von insgesamt 2,1 GByte.
Zur Evaluation der Erkennungsleistung werden unterschiedliche Experimente
durchgefu¨hrt. Dabei wird jeweils sowohl die Wortfehlerrate auf Basis eines Lexikons
gemessen, als auch die Zeichenfehlerrate, die ohne Verwendung eines Lexikons aus
der Sequenz der Buchstabenhypothesen resultiert2. Daru¨berhinaus wird bei der lexi-
konfreien Erkennung ein statistisches Tri-Gramm Sprachmodell (auf Zeichenebene)
in den Dekodierungsprozess integriert, um die Erzeugung unwahrscheinlicher Buch-
stabenhypothesen zu vermeiden und somit die Zeichenfehlerrate zu verbessern.
2Die Zeichenfehlerrate ist analog zur Wortfehlerrate definiert, mit dem Unterschied, dass als Grundla-
ge einzelne Zeichen anstelle von Wo¨rtern verwendet werden.
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Robustheit der Textregionenextraktion
Die Voraussetzung fu¨r die Erkennung der Schrift am Whiteboard ist die Detektion der
entsprechenden Textregionen. Das dazu eingesetzte Verfahren sollte robust sein, d.h.
es sollten mo¨glichst alle Textregionen als solche erkannt und extrahiert werden, wobei
gleichzeitig Sto¨r- bzw. Hintergrundbereiche unterdru¨ckt werden sollten.
Die Messung der Robustheit der Textregionenextraktion wurde auf Basis der auf-
genommen Teststichprobe durchgefu¨hrt. Dabei wurden mit dem in Abschnitt 6.3 be-
schriebenen Verfahren anhand der 79 geschriebenen Textzeilen insgesamt 124 Text-
regionen extrahiert. Keine einzige Textregion wurde irrtu¨mlich als Hintergrund- oder
Sto¨rregion erkannt, wobei umgekehrt allerdings 17 Hintergrund- bzw. Sto¨rregionen
fa¨lschlicherweise als Textregionen detektiert wurden. Somit betra¨gt der Anteil fehler-
haft detektierter Textregionen 14%.
Scannerbasiertes Referenzsystem
Wie bereits erwa¨hnt erfolgt die Parameteroptimierung des offline Systems anhand von
scannerbasiertem Material. Fu¨r das Training wird dazu der Abschnitt A01-D07 der
IAM-Datenbank verwendet. Dieser Abschnitt umfasst ca. 4200 Textzeilen (ca. 36000
Wo¨rter), die insgesamt von u¨ber 200 Personen geschrieben wurden. Die Validierung
erfolgt anhand des Abschnitts E01-F04 der IAM-Datenbank. Dieser Teil entha¨lt ca.
1050 Textzeilen (ca. 9500 Wo¨rter) und wurde anhand der Daten von mehr als 50
Schreibern erstellt. Das verwendete Vokabular von Trainings- und Validierungsmenge
zusammen besteht aus ca. 7000 Wo¨rtern.
Die Segmentierung, Merkmalsextraktion und statistische Modellierung der IAM-
Daten wird mit denselben Verfahren vorgenommen, die auch fu¨r das videobasierte
System eingesetzt werden. Unterschiede bestehen dagegen in der Vorverarbeitung der
Daten. So wird auf Grund der homogenen Beleuchtung im scannerbasierten System
mit einem globalen Binarisierungsschwellwert gearbeitet, der mit der Otsu-Methode
bestimmt wird. Die Korrektur der Schriftorientierung und -neigung erfolgt ebenfalls
global, d.h. mit einem Rotations- bzw. Schwerwinkel pro Schriftzeile. Eine lokale
Korrektur brachte keinerlei Verbesserungen der Erkennungsraten. Dies liegt darin be-
gru¨ndet, dass bei der Erstellung der Stichprobe ein Unterlegblatt verwendet wurde,
sodass horizontale Referenzlinien sichtbar waren und der Schriftstil somit innerhalb
einer Zeile relativ homogen ist.
Die Fehlerraten, die mit diesem scannerbasierten System auf der Validierungsmenge
erreicht werden, sind in der Tabelle 7.8 dargestellt. Die Zeichenfehlerrate bela¨uft sich
damit auf 27.3%. Durch die Integration eines Tri-Gramm Sprachmodells in den Erken-
nungsprozess kann die Zeichenfehlerrate auf 19.4% verbessert werden. Das verwende-
te Sprachmodell wurde dabei anhand der Trainingsstichprobe ermittelt. Die Perplexita¨t
des Tri-Gramm Modells auf der Validierungsmenge betra¨gt 8.9. Auf Wortebene betra¨gt
die Fehlerrate unter Verwendung eines ca. 7000 Wo¨rter umfassenden Lexikons 37.4%.
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Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 7k Lexikon
27.3% ± 0.4 19.4% ± 0.3 37.4% ± 0.9
Tabelle 7.8: Ergebnisse des scannerbasierten Referenzsystems.
Anhand von drei weiteren Experimenten wird die Erkennungsleistung des Systems
gemessen, bei dem die Merkmalsrepra¨sentation einer LDA-Transformation unterzo-
gen wird (siehe Tabelle 7.9). Im ersten Fall wird dabei die Dimension der Merkmals-
vektoren beibehalten, wohingegen im zweiten und dritten Experiment die Dimension
von 18 auf 16 bzw. von 18 auf 12 Merkmalskomponenten reduziert wird. Die Di-
mensionsreduktion geschieht durch Auswahl derjenigen Eigenvektoren, die zu den 16
bzw. 12 gro¨ßten Eigenwerten geho¨ren, wobei mit den 16 Eigenvektoren ca. 99% der
Gesamtvarianz und mit 12 Eigenvektoren ca. 95% der Gesamtvarianz der Merkmals-
komponenten umfasst werden. Die Ergebnisse zeigen jedoch, dass durch die LDA-
Transformation die Erkennungsleistung nicht verbessert werden kann. Dies spricht
dafu¨r, dass die untransformierte Merkmalsrepra¨sentation bereits unkorreliert ist und
gute Diskriminanzeigenschaften aufweist.
Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 7k Lexikon
LDA 18 28.1% ± 0.4 19.6% ± 0.3 38.8% ± 0.9
LDA 16 28.3% ± 0.4 20.0% ± 0.3 40.0% ± 0.9
LDA 12 28.8% ± 0.4 20.5% ± 0.3 40.1% ± 0.9
Tabelle 7.9: Ergebnisse des scannerbasierten Systems mit LDA-Transformation der
Merkmale. Erste Zeile: LDA-Transformation ohne Dimensionsreduktion.
Zweite und dritte Zeile: Dimensionsreduktion auf 16 bzw. 12 Merkmals-
komponenten.
Videobasiertes Basissystem
Das anhand der scannerbasierten Stichprobe trainierte Erkennungssystem wird nun
zur Klassifikation der videobasierten Teststichprobe eingesetzt. Im ersten Schritt wird
dabei die Erkennungsleistung des Basissystems gemessen, d.h. wie im scannerba-
sierten Referenzsystem wird sowohl eine globale Binarisierung als auch eine globale
Orientierungs- und Neigungskorrektur der Schrift durchgefu¨hrt.
Die Ergebnisse des videobasierten Basissystems sind in der Tabelle 7.10 dargestellt.
Insgesamt wird eine Fehlerrate von 38.5% auf Zeichenebene erreicht. Durch Integrati-
on des Tri-Gramm Sprachmodells (Perplexita¨t von 8.1 auf dem videobasierten Testset)
in den Erkennungsprozess kann die Zeichenfehlerrate auf 30.8% verbessert werden.
Auf Wortebene ergibt sich durch den Einsatz eines 400 Wo¨rter umfassenden Lexikons
eine Fehlerrate von 41.3%.
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Schreiber Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 400 Wo¨rter Lexikon
1 38.0% ± 3.0 34.6% ± 2.9 33.3% ± 6.3
2 40.8% ± 4.2 26.8% ± 3.9 52.9% ± 9.6
3 48.6% ± 4.4 42.7% ± 4.3 66.0% ± 9.5
4 37.0% ± 5.1 26.7% ± 4.7 43.1% ± 9.6
5 26.7% ± 3.8 19.6% ± 3.4 29.1% ± 7.8
6 39.9% ± 4.5 28.1% ± 4.1 28.4% ± 8.4
Gesamt 38.5% ± 1.6 30.8% ± 1.6 41.3% ± 3.6
Tabelle 7.10: Ergebnisse des videobasierten Basissystems.
Lokale Binarisierung
Die im videobasierten Basissystem eingesetzte globale Binarisierung setzt eine ho-
mogene Beleuchtung der Szene voraus, um die Schrift vom Hintergrund separieren
zu ko¨nnen. Bei der videobasierten Erkennung von Tafelanschrift ist diese Vorausset-
zung aufgrund von Schattenwurf des Schreibers und der reflektierenden Tafelober-
fla¨che ha¨ufig nicht gegeben. Um in diesen Fa¨llen dennoch die Schrift vom Hintergrund
trennen zu ko¨nnen, wird deshalb die in Abschnitt 6.5.1 vorgestellte Binarisierung mit
lokalen Schwellwerten basierend auf der modifizierten Niblack-Methode in das Erken-
nungssystem integriert.
Wie man anhand der Erkennungsergebnisse in Tabelle 7.11 erkennen kann, hat die
Integration der lokalen Binarisierung einen positiven Effekt. So verbessert sich die
Zeichenfehlerrate von 38.5% (Basissystem) auf 34.1%. Mit Hilfe des Sprachmodells
ergibt sich eine weitere Verringerung auf 27.3% korrekt erkannter Zeichen. Auch auf
Wortebene verbessert sich die Erkennungsleistung. Hier ergibt sich eine Wortfehlerrate
von 31.7%.
Schreiber Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 400 Wo¨rter Lexikon
1 28.4% ± 2.7 21.0% ± 2.5 22.1% ± 5.3
2 34.9% ± 4.1 24.5% ± 3.8 47.1% ± 9.2
3 47.6% ± 4.4 47.6% ± 4.4 44.7% ± 9.3
4 35.1% ± 5.0 27.3% ± 4.8 25.9% ± 9.6
5 25.7% ± 3.8 19.0% ± 3.4 26.7% ± 8.0
6 39.1% ± 4.5 31.1% ± 4.3 32.1% ± 8.9
Gesamt 34.1% ± 1.6 27.3% ± 1.5 31.7% ± 3.3
Tabelle 7.11: Ergebnisse bei Integration der lokalen Binarisierung.
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Lokale Orientierungs- und Neigungskorrektur
Das Fehlen jeglicher Referenzlinien am Whiteboard hat bei einigen Schreibern der
Teststichprobe dazu gefu¨hrt, dass sowohl die Basislinien der Wo¨rter als auch die
Schriftneigung innerhalb einer Textzeile oftmals stark variieren. Globale Verfahren zur
Schriftnormalisierung, die einen Rotations- bzw. Scherwinkel pro Textzeile scha¨tzen,
sind in diesen Fa¨llen nicht praktikabel, vielmehr sind stattdessen lokale Methoden vor-
zuziehen.
Im folgenden Experiment wird daher das Erkennungssystem evaluiert, bei dem ne-
ben der lokalen Binarisierung außerdem die in den Abschnitten 6.5.2-6.5.4 beschriebe-
nen lokalen Verfahren zur Schriftnormalisierung integriert wurden. Demzufolge wer-
den in der Vorverarbeitungsphase die extrahierten Textregionen erst gema¨ß der hori-
zontalen Absta¨nde zwischen den Schriftkomponenten in Abschnitte aufgeteilt, anhand
derer die Schriftnormalisierung dann jeweils separat durchgefu¨hrt wird.
Schreiber Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 400 Wo¨rter Lexikon
1 25.5% ± 2.6 18.2% ± 2.3 12.8% ± 4.1
2 39.4% ± 4.2 27.4% ± 3.9 37.6% ± 8.9
3 47.8% ± 4.4 45.1% ± 4.4 40.8% ± 9.2
4 28.9% ± 4.8 23.6% ± 4.6 17.2% ± 8.0
5 25.1% ± 3.8 20.0% ± 3.5 31.4% ± 8.3
6 36.3% ± 4.4 31.3% ± 4.3 25.9% ± 8.2
Gesamt 32.8% ± 1.6 26.3% ± 1.5 25.8% ± 3.1
Tabelle 7.12: Ergebnisse bei Integration der lokalen Schriftnormalisierung.
Mit Hilfe dieser lokalen Schriftnormalisierung werden die in der Tabelle 7.12 darge-
stellten Ergebnisse erreicht. Die auf der gesamten Stichprobe gemessene Zeichenfeh-
lerrate kann somit von 34.1% (System ohne lokale Schriftnormalisierung) auf 32.8%
verbessert werden. Durch Integration des Tri-Gramm Sprachmodells verringert sich
dieser Wert auf 26.3%. Bei der lexikonbasierten Erkennung ergibt sich eine Verbesse-
rung der Wortfehlerrate auf 25.8%.
LDA Transformation der Merkmale
Im folgenden wird das videobasierte System evaluiert, bei dem ebenfalls eine lokale
Vorverarbeitung durchgefu¨hrt wird, jedoch im Unterschied zum vorhergehenden Ex-
periment die Merkmalsvektoren einer LDA-Transformation unterzogen werden. Die
verwendeten Transformationsmatrizen sind dabei diejenigen, die auch im scannerba-
sierten System zur LDA-Transformation der Merkmale berechnet wurden (vgl. Tabel-
le 7.9). Die erzielten Erkennungsergebnisse des videobasierten Systems sind in der
Tabelle 7.13 dargestellt. Die erste Zeile zeigt die Fehlerraten bei LDA-Transformation
ohne Dimensionsreduktion (LDA 18), wa¨hrend in der zweiten bzw. dritten Zeile der
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Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 400 Wo¨rter Lexikon
LDA 18 31.5% ± 1.6 25.5% ± 1.5 24.5% ± 3.0
LDA 16 31.7% ± 1.6 25.8% ± 1.5 26.5% ± 3.1
LDA 12 33.6% ± 1.6 25.6% ± 1.5 30.9% ± 3.2
Tabelle 7.13: Ergebnisse des videobasierten Systems auf der gesamten Stichprobe mit
LDA-Transformation der Merkmale. Erste Zeile: LDA-Transformation
ohne Dimensionsreduktion. Zweite und dritte Zeile: Dimensionsredukti-
on auf 16 bzw. 12 Merkmalskomponenten.
Tabelle (LDA 16 bzw. LDA 12) die Ergebnisse bei einer Dimensionsreduktion auf 16
bzw. 12 Merkmalskomponenten dargestellt sind.
Durch den Vergleich der Ergebnisse aus Tabelle 7.13 mit den Resultaten aus den
vorherigen Experimenten wird deutlich, dass durch LDA-Transformation der Merk-
male die Fehlerraten leicht verringert werden ko¨nnen, wobei die Verbesserungen hier
jedoch unterhalb der Signifikanzgrenze liegen. Das System ohne Dimensionsreduktion
schneidet dabei durchweg besser ab als die Systeme mit Dimensionsreduktion, womit
die Ergebnisse des scannerbasierten Systems aus Tabelle 7.9 besta¨tigt werden. Die Er-
gebnisse des Systems LDA 18, das bei den LDA-Experimenten am besten abschnitt,
sind in der Tabelle 7.14 fu¨r die einzelnen Schreiber separat aufgefu¨hrt.
Adaption
Fu¨r die im folgenden beschriebenen Adaptionsexperimente wird von dem videoba-
sierten System mit lokaler Normalisierung und LDA-Transformation der Merkmale
ausgegangen. ¨Ahnlich wie im online System wird die Adaption durch das MLLR-
Verfahren mit einer Regressionsklasse vorgenommen, d.h. die Mittelwertvektoren aller
Gaußdichten werden mit Hilfe einer gemeinsamen Transformationsmatrix adaptiert.
Schreiber Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 400 Wo¨rter Lexikon
1 21.8% ± 2.5 16.1% ± 2.3 8.7% ± 3.6
2 34.3% ± 4.0 25.3% ± 3.8 40.0% ± 8.4
3 50.6% ± 4.4 47.4% ± 4.4 47.6% ± 9.4
4 31.4% ± 4.8 24.5% ± 4.6 8.6% ± 6.9
5 24.6% ± 3.7 19.0% ± 3.4 24.4% ± 7.6
6 36.9% ± 4.5 30.4% ± 4.3 28.4% ± 8.8
Gesamt 31.5% ± 1.6 25.5% ± 1.5 24.5% ± 3.0
Tabelle 7.14: Ergebnisse des Systems LDA 18 (LDA-Transformation der Merkmale
ohne Dimensionsreduktion).
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Das Adaptionsverfahren wird dabei im u¨berwachten Modus durchgefu¨hrt, d.h. die
Berechnung der Transformationsmatrix erfolgt anhand einer korrekt annotierten Stich-
probe. Demzufolge wird das zur Verfu¨gung stehende videobasierte Material in zwei
Ha¨lften aufgeteilt, sodass die eine (annotierte) Ha¨lfte zur Berechnung der Transfor-
mationsmatrix verwendet werden kann, wa¨hrend die andere Ha¨lfte als Teststichprobe
dient.
Zeichenfehlerrate Wortfehlerrate
ohne Sprachm. Tri-Gramm 400 Wo¨rter Lexikon
ohne Adaption 33.2% ± 2.2 26.4% ± 2.1 25.3% ± 4.3
MLLR-Adaption 32.1% ± 2.2 26.2% ± 2.1 26.9% ± 4.3
Tabelle 7.15: Ergebnisse der MLLR-Adaption auf 50% der videobasierten Daten. Die
erste Zeile zeigt zum Vergleich die Ergebnisse des Systems ohne Adap-
tion auf derselben Teststichprobe.
Die Ergebnisse der Adaption werden in der Tabelle 7.15 gezeigt. Zum Vergleich
sind in der ersten Zeile die Ergebnisse des Systems ohne Adaption dargestellt, die auf
der Ha¨lfte des videobasierten Materials erreicht werden. Man erkennt, dass sich die
Zeichenfehlerrate geringfu¨gig verbessert hat. Die Wortfehlerrate ist dagegen leicht ge-
stiegen. Die Vera¨nderungen sind in beiden Fa¨llen jedoch nicht signifikant, sodass es
sich dabei auch um zufa¨llige Schwankungen handeln kann. Dies kann als Indiz dafu¨r
interpretiert werden, dass sich die Merkmalsrepra¨sentationen der scanner- und video-
basierten Daten nicht so sehr unterscheiden, als dass durch eine globale Transformati-
on eine signifikante Verbesserung der Erkennungsleistung zu erreichen wa¨re.
7.4 Zusammenfassung der Ergebnisse
In diesem Kapitel wurden die Evaluationsergebnisse der realisierten Systeme zur vi-
deobasierten online und offline Handschrifterkennung vorgestellt. Als Kriterium zur
Messung der Erkennungsleistung wurde die Fehlerrate auf Wort- bzw. Zeichenebene
verwendet.
Die Ergebnisse zeigen, dass robuste und leistungsfa¨hige videobasierte Erkennungs-
systeme entwickelt werden konnten. Im online Bereich ist mit dem Verfahren zur
Stiftverfolgung in Videobildfolgen eine zuverla¨ssige Extraktion der Stifttrajektorie
mo¨glich. Durch die Vorverarbeitung der Trajektorie, insbesondere durch die pen-
up/down Klassifikation und das Impuls-Resampling, konnte die Fehlerrate gegenu¨ber
dem Basissystem signifikant verringert werden. Das Erkennungssystem, bei dem au-
ßerdem eine Korrektur der aufnahmebedingten geometrischen Verzerrung der Schrift
und eine MLLR-Adaption der HMM-Parameter durchgefu¨hrt wird, erreicht eine Wort-
fehlerrate von 18.3% bei einer Lexikongro¨ße von 201 Wo¨rtern. Die Fehlerrate bleibt
damit hinter der des tablettbasierten Referenzsystems (4.6%) zuru¨ck, nichtdestotrotz
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sind die erzielten Ergebnisse in Anbetracht der anspruchsvollen Erkennungsaufgabe
vielversprechend. So wurde die Erkennung schreiberunabha¨ngig durchgefu¨hrt und den
Schreibern wurden keinerlei Einschra¨nkungen hinsichtlich des Schriftstils auferlegt.
Auch das inkrementelle videobasierte offline System zur Erkennung von Tafelan-
schrift weist eine gute Performanz auf. Obwohl der Schwierigkeitsgrad der Erken-
nungsaufgabe gegenu¨ber dem scannerbasierten Referenzsystem in vielerlei Hinsicht
erho¨ht ist, beispielweise durch die geringere Bildauflo¨sung, die variierenden Beleuch-
tungsbedingungen, das Fehlen von Referenzlinien am Whiteboard, ko¨nnen vor al-
lem durch die lokalen Verfahren zur Vorverarbeitung der Textregionen anna¨hernd die
Ergebnisse des Referenzsystems erreicht werden. Das System mit lokaler Binarisie-
rung und lokaler Schriftnormalisierung weist eine Fehlerrate auf Zeichenebene von
32.8% auf, dies entspricht einer Reduktion der Fehlerrate von ca. 15% gegenu¨ber
dem videobasierten Basissystem mit globaler Vorverarbeitung. Im Vergleich dazu be-
tra¨gt die Zeichenfehlerrate des scannerbasierten Referenzsystems 27.3%. Durch LDA-
Transformation der Merkmalsrepra¨sentation kann die Zeichenfehlerrate des video-
basierten Systems auf 31.5% reduziert werden. Wird daru¨berhinaus ein Tri-Gramm
Sprachmodell in den Erkennungsprozess integriert, so ergibt sich die Fehlerrate auf
Zeichenebene zu 25.5% (verglichen mit 19.4% des Referenzsystems).
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Das oberste Ziel im Bereich der Mensch-Maschine Kommunikation ist es, den Um-
gang mit der Maschine so natu¨rlich wie mo¨glich zu gestalten. Da Stift und Papier ge-
genu¨ber herko¨mmlichen Computer-Eingabegera¨ten wie Tastatur oder Maus eine Rei-
he vorteilhafter Eigenschaften aufweisen, wird neben der Sprache und Gestik auch
die Verwendung von Handschrift als Eingabemodalita¨t intensiv untersucht. Die Vor-
teile liegen insbesondere darin, dass sich kurze Notizen, Skizzen oder Tabellen hand-
schriftlich schneller und bequemer anfertigen lassen als per Tastatur oder Maus. Auf-
grund der platzsparenden Schnittstelle sind stiftbasierte Systeme außerdem auch fu¨r
Handheld-Computer attraktiv.
Die Signalaufnahme erfolgt bei stiftbasierten Eingabesystemen derzeit fast aus-
schließlich mit Hilfe spezieller Sensoren. Bei den online Systemen, die auf der Erfas-
sung der Schreibdynamik basieren, kommen zur Signalaufnahme Digitalisiertabletts
zum Einsatz, wa¨hrend die offline Handschrifterkennungssysteme Scanner zur Bild-
aufnahme verwenden. Der Einsatz dieser speziellen Sensoren la¨uft jedoch der Forde-
rung nach einer natu¨rlichen Mensch-Maschine Schnittstelle zuwider und schra¨nkt die
Anwendungsmo¨glichkeiten der entsprechenden Systeme ein. In dieser Arbeit wurden
daher Systeme zur Handschrifterkennung entwickelt, die anstelle von Scanner bzw.
Digitalisiertablett eine Videokamera zur Schrifterfassung einsetzen, sodass damit eine
natu¨rliche Eingabeschnittstelle zur Mensch-Maschine Kommunikation zur Verfu¨gung
steht. Es wurde sowohl ein online Erkennungssystem vorgestellt, das auf der Extrak-
tion der Schreibdynamik aus der Videobildfolge basiert, als auch ein offline System,
das von einer statischen, bildhaften Repra¨sentation der Eingabedaten ausgeht.
Das realisierte videobasierte online System erlaubt das Schreiben mit einem
gewo¨hnlichen Stift auf normalem Papier, wobei der Kameraaufbau so gestaltet wurde,
dass Schreibvorga¨nge an einem Schreibtisch beobachtet werden ko¨nnen. Die Voraus-
setzung fu¨r die videobasierte online Erkennung ist die Extraktion dynamischer Bewe-
gungsinformationen anhand der aufgenommenen Bildsequenz. Dazu wird ein Verfah-
ren zur Verfolgung von Stiftbewegungen in Videobildfolgen verwendet, das auf einem
Template-Matching Ansatz basiert und an das in [Mun02] vorgeschlagene System an-
gelehnt ist. Gegenu¨ber diesem wurde das hier eingesetzte Verfahren vor allem im Be-
reich der Initialisierung modifiziert, um die erforderliche Benutzerkooperation auf ein
Minimum zu reduzieren.
Die aus der videobasierten Stiftverfolgung resultierenden Trajektorien sind jedoch
gegenu¨ber tablettbasierten Daten von erheblich geringerer Qualita¨t. Mit Hilfe des
Template-Matching Verfahrens kann beispielweise nicht festgestellt werden, ob der
Stift gerade aufgesetzt ist (pen-down) oder sich knapp u¨ber der Schreiboberfla¨che
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befindet (pen-up). Zudem ist sowohl die Abtastrate (50 Hz) als auch die ra¨umliche
Auflo¨sung (ca. 70 dpi) der Videokamera im Vergleich zu einem Digitalisiertablett
(200 Hz, 2500 dpi) sehr niedrig, sodass insbesondere bei einer hohen Schreibge-
schwindigkeit sprunghafte Richtungsa¨nderungen in der Stifttrajektorie auftreten.
Die videobasierten Stifttrajektorien werden daher einer Reihe von Vorverarbeitungs-
schritten unterzogen, um anna¨hernd die Qualita¨t von Tablettdaten zu erreichen. Dazu
wird fu¨r jeden Trajektorienpunkt zuna¨chst eine pen-up/down Unterscheidung durch-
gefu¨hrt, wobei das Schriftbild in der Umgebung der extrahierten Stiftposition ana-
lysiert wird. Die Stiftposition wird dann als pen-down gekennzeichnet, wenn in der
betrachteten Umgebung Schriftpixel zu finden sind, die der auf dem Papier zuru¨ck-
gelassenen Tintenspur entsprechen, andernfalls wird der Trajektorienpunkt als pen-up
markiert.
Zur Gla¨ttung der aufgenommenen Stifttrajektorie wird ein local averaging Verfah-
ren eingesetzt, mit dem eine Binomialfilterung der Stiftkoordinaten durchgefu¨hrt wird.
Außerdem wird die geometrische Verzerrung der Trajektorie korrigiert, die durch das
Halbbildverfahren sowie den Aufnahmewinkel der Kamera hervorgerufen wird. Um
die Trajektorie in eine Repra¨sentation zu transformieren, die unabha¨ngig von der
Schreibgeschwindigkeit und der Abtastrate ist, wird außerdem eine Neuabtastung vor-
genommen. Durch Anwendung eines Impulsterms wird dabei gleichzeitig eine weitere
Gla¨ttung der Trajektorie erreicht.
Die vorverarbeiteten Schriftdaten werden anschließend in einzelne Strokes segmen-
tiert, anhand derer dann die Merkmalsberechnung erfolgt. Zur Klassifikation der resul-
tierenden Merkmalsvektorfolgen werden Hidden Markov Modelle (HMMs) mit semi-
kontinuierlicher Emissionsmodellierung auf Basis Gauß’scher Mischverteilungsdich-
ten eingesetzt. Aufgrund des geringen Umfangs der videobasierten Stichprobe werden
die Modelle mit Hilfe tablettbasierter Daten trainiert. Um den daraus resultierenden
Mismatch zwischen den tablettbasierten Trainingsdaten und den videobasierten Test-
daten zu kompensieren, wird neben den Vorverarbeitungsmaßnahmen außerdem eine
MLLR-Adaption der HMM-Parameter vorgenommen.
Anhand der Evaluationsexperimente konnte gezeigt werden, dass das realisierte
System zur videobasierten online Handschrifterkennung eine gute Performanz auf
der schreiberunabha¨ngigen Teststichprobe aufweist. So wird die Stifttrajektorie sehr
robust und schritthaltend mit dem Schreibprozess aus den Videobildfolgen extra-
hiert. Durch die Vorverarbeitungsschritte kann die Qualita¨t der aufgenommenen Da-
ten erheblich verbessert werden. Dabei wird insbesondere durch Integration der pen-
up/down Detektion und Gla¨ttung durch Impuls-Resampling eine deutliche Verbesse-
rung der Erkennungsleistung erzielt. Mit zusa¨tzlicher Adaption der HMM-Parameter
wird bei einer Lexikongro¨ße von 201 Wo¨rtern eine Wortfehlerrate von 18.3% erreicht.
Das online System basiert auf der Erfassung der Schreibdynamik anhand der Video-
bildfolge. Die Voraussetzung dafu¨r ist, dass die Stiftspitze stets in den aufgenomme-
nen Bildern sichtbar ist. Fu¨r Schreibprozesse, die an einem Schreibtisch vorgenommen
werden, kann diese Vorbedingung auch ohne große Einschra¨nkung der Benutzbarkeit
erfu¨llt werden. Wird jedoch beispielsweise an einer Wandtafel (Whiteboard) geschrie-
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ben, so ist der Stift sehr ha¨ufig vom Schreiber verdeckt, sodass das beschriebene online
System dann nicht anwendbar ist.
Fu¨r das Tafelszenario wurde daher ein System zur videobasierten offline Erkennung
realisiert. Das offline System ist dadurch gekennzeichnet, dass a¨hnlich wie bei der on-
line Erkennung der Schreibprozess fortwa¨hrend beobachtet wird, wobei hier jedoch
anstatt der Stiftkoordinaten die Bildregionen extrahiert werden, die neu geschriebenen
Textabschnitten entsprechen. Die Verarbeitung erfolgt inkrementell, d.h. der Erken-
nungsvorgang wird angestoßen, sobald eine bisher nicht detektierte Textregion in der
Bildfolge sichtbar wird. Mit dieser Verarbeitungsstrategie werden kurze Antwortzeiten
erreicht, sodass damit ein interaktiver Umgang mit dem System ermo¨glicht wird – eine
wichtige Eigenschaft benutzerfreundlicher Systeme.
Zur schnellen und robusten Detektion der Textregionen wird ein zweistufiges Ver-
fahren eingesetzt. Im ersten Schritt wird eine Unterscheidung von Text-, Hintergrund-
und Sto¨rbereichen des Bildes durchgefu¨hrt, sodass im zweiten Schritt die Schriftkom-
ponenten zu Textregionen zusammengefasst werden ko¨nnen, die einzelnen Wo¨rtern
bzw. Abschnitten einzelner Textzeilen entsprechen.
Die extrahierten Textregionen werden anschließend mit Hilfe von lokal arbeitenden
Verfahren vorverarbeitet. Fu¨r die Binarisierung wird die modifizierte lokale Niblack-
Methode eingesetzt, da die aufgenommenen Bilder oftmals durch Schattenwurf und
schwankende Beleuchtungsbedingungen eine inhomogene Grauwertverteilung auf-
weisen, sodass die Trennung der Schrift vom Hintergrund i.d.R. nicht mittels eines
globalen Schwellwerts vorgenommen werden kann. Weitere Vorverarbeitungsmaßnah-
men sind erforderlich, um die geometrische Variabilita¨t der Schrift zu kompensieren.
So kann durch das Fehlen jeglicher Referenzlinien und das ungewohnte Schreiben an
der Tafel die Basislinie einer Textregion ha¨ufig nicht durch eine einzelne Gerade ap-
proximiert werden. Daher erfolgt sowohl die Bestimmung der Basislinie zur Korrektur
der Schriftorientierung als auch die Normalisierung der Schriftneigung anhand lokaler
Methoden.
Die zur Klassifikation verwendeten, geometrischen Merkmale werden innerhalb ei-
nes sliding windows extrahiert, das von links nach rechts u¨ber die Textregion gescho-
ben wird. Die Segmentierung der Textregion in Buchstaben erfolgt damit erst im Zuge
der Erkennung, sodass fru¨he unumkehrbare Segmentierungsentscheidungen vermie-
den werden ko¨nnen. Zur Optimierung der Merkmalsrepra¨sentation wird eine LDA-
Transformation durchgefu¨hrt. Die Klassifikation der Merkmalsvektorfolgen wird dann
a¨hnlich wie im online System auf Basis von Hidden Markov Modellen vorgenommen,
die aufgrund der geringen Menge zur Verfu¨gung stehender videobasierter Daten mit
Hilfe scannerbasierten Materials trainiert wurden.
Zur Evaluation des Systems wurde eine Reihe von Experimenten durchgefu¨hrt. Da-
bei wurde sowohl die Wortfehlerrate bei Verwendung eines Lexikons gemessen als
auch die Fehlerrate auf Zeichenebene bei lexikonfreier Erkennung. Um die Resul-
tate der lexikonfreien Erkennung zu verbessern, wurde ein statistisches Tri-Gramm
Sprachmodell in den Erkennungsprozess integriert. Die Ergebnisse der Evaluation zei-
gen, dass ein robustes und leistungsfa¨higes System zur inkrementellen videobasierten
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Erkennung von Tafelanschrift realisiert werden konnte. Durch die lokale Binarisie-
rung und Schriftnormalisierung der extrahierten Textregionen wird dabei eine deut-
liche Verbesserung der Erkennungsqualita¨t erreicht. So verringert sich die Fehlerrate
auf Zeichenebene von 30.8% (Basissystem mit Tri-Gramm Sprachmodell) auf 26.3%
(System mit lokaler Vorverarbeitung und Tri-Gramm Sprachmodell). Auf Wortebe-
ne wird durch die lokale Vorverarbeitung eine Reduktion der Fehlerrate von 41.3%
auf 25.8% bei einem 400 Wo¨rter umfassenden Lexikon erzielt. Wird zusa¨tzlich die
Merkmalsrepra¨sentation LDA-transformiert, so resultiert eine Fehlerrate von 25.5%
auf Zeichenebene bzw. 24.5% auf Wortebene.
Abschließend betrachtet stellt die Verwendung videobasierter Sensorik einen viel-
versprechenden Ansatz zur automatischen Handschrifterkennung dar. Die in dieser
Arbeit realisierten Systeme weisen jeweils eine gute Erkennungsqualita¨t auf und bie-
ten dabei eine natu¨rliche Eingabeschnittstelle zur Mensch-Maschine Kommunikation.
Dies gilt vor allem fu¨r das System zur inkrementellen offline Erkennung von Tafel-
anschrift, bei dem von Seiten des Benutzers keinerlei Anpassung an das System er-
forderlich ist. Aufgrund der wachsenden Popularita¨t von Whiteboards in Bu¨ro- und
Besprechungsra¨umen ist dieses Szenario besonders interessant, sodass ein steigendes
Interesse an Systemen zur Erkennung von Tafelanschrift zu erwarten ist. Der Einsatz
videobasierter Sensorik ist dabei auch deshalb von Vorteil, da neben der Texterken-
nung auch die Mo¨glichkeit besteht, die Gestik das Benutzers auszuwerten, sodass eine
multimodale Eingabeschnittstelle realisiert werden kann. In Verbindung mit Systemen
zur Spracherkennung wird damit der Grundstein fu¨r die Entwicklung “intelligenter
Ra¨ume” gelegt.
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