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Abstract—New expressions are derived to calculate the Q
factor of a radiating device. The resulting relations link Q
based on the frequency change of the input impedance at the
input port (QX , QZ ) with expressions based solely on the
current distribution on an radiating device. The question of
which energies of a radiating system are observable is reviewed,
and then the proposed Q factor as defined in this paper is
physical. The derivation is based on potential theory rather
than fields. This approach hence automatically eliminates all
divergent integrals associated with electromagnetic energies in
infinite space.
The new formulas allow us to study the radiation Q factor for
antennas without feeding (through e.g. Characteristic Modes) as
well as fed by an arbitrary number of ports. The new technique
can easily be implemented in any numerical software dealing with
current densities. To present the merits of proposed technique,
three canonical antennas are studied. Numerical examples show
excellent agreement between the measurable QZ derived from
input impedance and the new expressions.
Index Terms—Antenna theory, electromagnetic theory, Poynt-
ing theorem, Q factor.
I. INTRODUCTION
THE radiation Q factor is recognized as one of themost significant parameters of the radiating system and
its evaluation for antennas has long been discussed in the
literature, see e.g. [1] and references therein. The most recent
approaches by Vandenbosch [2] and Gustafsson [3] use the
actual distribution of the sources of radiation (currents) from
which the electromagnetic energies and radiated power are
evaluated. It has recently been shown [4] that Q as defined
in [2] (i.e. with the “radiated energy” included) may deliver
nonphysical negative values. Hence the question of which
energies should be included as stored in the Q factor is still
unsolved.
Rhodes [5] poses exactly this question and develops for-
mulas for the observable energies, i.e. energies which are
measurable and thus physical. He defines the observable
energy as that part of the total energy that has a measurable
effect upon the input impedance and hence upon the frequency
bandwidth. His results are interesting from the theoretical point
of view, but since electric and magnetic fields in all the space
are involved, they are not practical for numerical calculations.
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It is known that the total energy of a radiating system in
the frequency domain is infinite. This is true for the total
energy evaluated from electromagnetic fields (which are stored
in an infinite volume) [5], [6]. Rhodes [7] showed that for
observable energies the infinities in the integrals cancel in a
special way, leaving a finite residue. Vandenbosch [2] was
able to analytically subtract the far-field energy from the
total energy, isolating the residue and developing expressions
for modified vacuum energies based on the currents at the
radiating device, and he used them for evaluating Q.
This paper is inspired by [2], [3], [5] and [6], but the line of
reasoning is different. It is recognized here for the first time
that the only useful and reasonable Q factors of a radiator are
the measurable ones, based on frequency changes of the input
reactance QX , or more generally input impedance QZ , see
[8]. The proposed development connects sources of radiation
(surface currents flowing on an antenna) and the “external
world”, represented by the frequency behavior of the input
impedance at the input port through the complex Poynting
theorem. The necessary frequency derivatives on the source
side are performed analytically at the level of electromagnetic
potentials [9], which are advantageously utilized instead of
field quantities [10], [11]. Consequently, there are no infinite
integrals present in the derivations. Similarly to previous
works, we assume electric currents flowing in free space.
The main result is the expression for QZ in terms of differ-
ent electromagnetic quantities, linked to the current and charge
on the antenna through three energy functionals arising from
the complex Poynting theorem and its frequency differentation.
In this way, a generalized impedance theorem for antennas is
established, assuming not only frequency changes of Green’s
function, as in [2] or [3], but also frequency changes of the
current itself. As we show later in the paper, this gives a new
additional term: the energy associated to reconfiguration of the
current.
A huge advantage over QZ as defined by Yaghjian and
Best [8] is the possibility of using new expressions for modal
currents (i.e. currents computed for a structure without any
feeding, see also [12], [13]). It is also possible to examine only
a part of the structure of interest and to determine how much
this part of the antenna affects the overall Q. In contrast with
the quality factors derived in [2] and [3], the QZ proposed
here is a measurable quantity and hence of interest for the
design of arbitrary antennas with respect to their bandwidth.
The paper is organized as follows. In section II, the mea-
surable Q is derived in terms of the electric currents flowing
on the antenna. Section III discusses differences between
previous attempts to calculate radiation Q and the newly
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derived formulas. Section IV presents numerical examples to
verify the proposed theory on three representative antennas:
a dipole, a loop and, a small double U-notched loop antenna.
The consequences and applications are discussed, and selected
results are compared with FEKO [14] and CST [15] software.
II. MEASURABLE Q-FACTOR IN TERMS OF FIELD SOURCES
The purpose of the following derivations is to connect the
measurable quality factor with the sources of the field. We will
not a-priori rely on the classic expression Q = ωW/P as the
defining relation with W being the total reactive energy and
P the radiated power. Rather, we start with quality factor QZ ,
which originates from the behavior of the RLC circuit [16]
and which has been shown to be useful also for estimating
antenna performance regarding its impedance bandwidth [8]:
QZ =
ω
2Rin
∣∣∣∣∂Zin∂ω
∣∣∣∣ = |QR + QX | , (1)
where
QR + QX =
ω
2Rin
∂ (Rin + Xin)
∂ω
, (2)
 =
√−1 and Zin = Rin + Xin is the input impedance of the
antenna. In (2) and in the rest of the paper, time harmonic
fields [17] with angular frequency ω and the convention
F (t) = √2<{F (ω) eωt} are assumed.
In order to link (2) with the field sources and their energies,
the power definition of the impedance is used:
Pin = (Rin + Xin) |I0|2 , (3)
where Pin is the complex power [9], and I0 is the input current
on the antenna’s port. For the same situation, Poynting’s
theorem [9] allows us to write
Pin = −
∫
Ω
E · J∗ dr = ω
∫
Ω
(A · J∗ − ϕρ∗) dr, (4)
where E is the electric field intensity, J is the current density,
and ρ is the charge density inside Ω region, respectively, A
and ϕ are the vector and scalar potential, respectively, and
∗ denotes complex conjugation. In the last step, the electro-
magnetic potentials [9] have been used, see the appendix A.
Furthermore, using radiation integrals for A, ϕ in the Lorentz
gauge and charge conservation, (4) can be rewritten as [9]
Pin = (Pm − Pe) + ω (Wm −We) , (5)
where
Wm − Pm
ω
= k2L (J,J) , (6a)
We − Pe
ω
= L (∇ · J,∇ · J) , (6b)
and where, in order to ease the notation, the following energy
functional
L (U,V) = 1
4piω2
∫
Ω′
∫
Ω
U (r) ·V∗ (r′) e
−kR
R
dr dr′ (7)
has been defined. In (7), R = ‖r− r′‖ is the Euclidean
distance, k = ω/c0 is the wavenumber and c0 is the speed of
light. The integration in principle runs over the entire space,
but assuming sources of finite extent, the integrals are always
finite. Within the chosen naming convention in (5), (6a), (6b),
the quantity Wm is usually related to magnetic energy, while
We is usually related to electric energy. This association is
not unique, however, under the assumption of a linear, passive
and lossless antenna, Pm − Pe is the power radiated by the
antenna and ω (Wm −We) is the net reactive power. Assuming
now input current I0 = 1 A, substituting (3), (5) into (2), and
comparing with (6a) and (6b), it is straightforward to arrive
at1
Q
(4)
R + Q
(4)
X =
ω
2 (Pm − Pe)
∂
(
(Pm − Pe) + ω (Wm −We)
)
∂ω
=
(Pm + Pe + Prad + Pω) + ω (Wm +We +Wrad +Wω)
2 (Pm − Pe) ,
(8)
in which2
Wrad − Prad
ω
= −k (k2Lrad (J,J)− Lrad (∇ · J,∇ · J)) ,
(9a)
Wω − Pω
ω
= k2Lω (J,J)− Lω (∇ · J,∇ · J) , (9b)
and where two more energy functionals are defined as
Lrad (U,V) = 1
4piω2
∫
Ω′
∫
Ω
U (r) ·V∗ (r′) e−kR dr dr′,
(10a)
Lω (U,V) = 1
4piω2
∫
Ω′
∫
Ω
ω
∂U (r) ·V∗ (r′)
∂ω
e−kR
R
dr dr′,
(10b)
for details see the appendix B. In (8), (9a) and (9b) the quantity
Wrad − Prad/ω can be attributed to the energy associated
with radiation [2], [5], while the term Wω − Pω/ω should
be interpreted as the energy needed for the current (charge)
reconfiguration during a frequency change.
Neglecting the Wω and Pω terms in (8) results in
Q
(3)
R +Q
(3)
X =
(Pm + Pe + Prad) + ω (Wm +We +Wrad)
2 (Pm − Pe) ,
(11)
which is just the radiation quality factor derived in [2], [3].
By omitting also the terms associated with radiation (which
are usually small in comparison with the reactive power), one
obtains
Q
(2)
R + Q
(2)
X =
(Pm + Pe) + ω (Wm +We)
2 (Pm − Pe) . (12)
Note that Q(2)X is the classical definition of the radiation quality
factor [18].
1The upper index (n) in the following expressions denotes the number of
included P -terms and W -terms.
2Please note that the term denoted as Prad, is not radiated power.
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III. DISCUSSION
This section presents some important remarks:
• The derivation of the general result (8) required only
measurable quantities as radiated power (Pm − Pe) and
net reactive power ω(Wm −We). This is in contrast to
the approach in [2], [3], which required the ambiguous
separation of the net reactive power into an electric part
and a magnetic part.
• The structure of the developed quality factor is compat-
ible with the primary definition Q = ωW/P , indirectly
validating (1) in [8]. It is now clearly seen how the change
of input impedance is transferred into different forms of
energy terms arising from various ω derivatives of (3).
• The Q(4)Z expressed in (8) holds for any angular frequency
ω and represents an untuned Q factor that has the strict
physical meaning only in the self-resonances of the
antenna Ω. One can, however, compensate the nonzero re-
active energy Wm−We of the antena at each frequency by
an additional energy Wadd that is mostly concentrated in
a adjacent tuning region3 Ωadd, containing currents Jadd,
so that the antenna system Ω0 = Ω∪Ωadd is tuned to the
resonance at ω0. Considering now that the tuning region is
lossless and non-radiative, there is Q(4)R (tuned) = Q
(4)
R .
Furthermore, it is possible to calculate the Q(4)X (tuned)
according to (8)
Q
(4)
X (tuned) =
ω0 (Wm +We +Wrad +Wω +Wadd)
2 (Pm − Pe) ,
(13)
substituting J0 = J + Jadd into the related functionals
(7), (10a) and (10b). At this point it is important to note,
that Wadd is a function not only of Jadd but of J as
well. This results from the fact that W -terms are bilinear
forms and thus Wadd consists of self-terms (Jadd,Jadd)
as well as cross-terms (J,Jadd) and its permutation.
• In order to get an additional insight, imagine that
the compensation is made by a serial lumped
reactance Xadd = −Xin. Using the circuit concept
one obtains QX(tuned) ∝ ∂ (Xadd +Xin) /∂ω0.
On the contrary, the field concept leads to
QX(tuned) ∝ ∂ ω0 (Wm(J0)−We(J0)) /∂ω0.
Generaly, these two QX(tuned) will differ, since
the circuit concept neglects all the cross-terms
mentioned in the previous point. In other words,
X0 6= Xin + Xadd, where X0 is the measured input
reactance of the antenna system (including the tuning
region). However, considering the compensation made
by ideal lumped elements, the energy cross-terms
will become negligible in comparison to the self-
terms due to the field localization at the lumped
circuits. In such cases we can aproximatelly write
Wadd ≈ Ladd ⇔Wm < We in the case of added serial
inductor, and Wadd ≈ 1/ω20Cadd ⇔Wm > We in the
case of added serial capacitor.
• On the basis of the previous discussion, the classical
concept of tuned Q can be adopted into the proposed
3The same consideration as in [8], Fig. 2 is made for the field concept.
definition. Considering that the energies Wm and We are
positively semi-definite, we obtain from (13)
Q
(4)
X (tuned) =
2ω0 max {Wm,We}+ ω0 (Wrad +Wω)
2 (Pm − Pe) ,
(14)
or neglecting the Wrad and Wω
Q
(2)
X (tuned) =
ω0 max {Wm,We}
(Pm − Pe) , (15)
which is the classical definition of tuned Q, [18], [2].
• The only difference between (8) and the quality factor
derived in [2], [3] is the presence of Wω , Pω terms.
However, they are not in practice observable in QZ for
the cases in this paper, as will be shown in the next
section. Furthermore, the terms Wω , Pω , Wrad, Prad
cannot be strictly separated from each other, as their
(internal) energy exchange cannot be detected at the port.
• Only Wω , Pω terms require current normalization (i.e.
specification of the input current I0). Dropping them
(which fortunately has a very small effect on the mea-
surable QZ factor) thus allows the calculation of the QZ
factor of the arbitrary current distribution (for example
modal currents) without referring to a particular feeding
network.
• By analogy with [2] and [13], the derived expressions for
the quality factor are easy to implement in any method of
moment (MoM) [19] code as a post processing routine.
The only complication is the existence of cos(kR)/R
terms in the energy functionals (7), (10a), (10b). These
singularities are however removable and integrable ana-
lytically [20], [13].
IV. NUMERICAL RESULTS
In this section we will show numerical results for three
canonical antennas, discuss the most important features of the
Q factor defined by (8), and compare it with other available
definitions. To this point, the expressions given in Sec. II
were implemented in our in-house MoM solver [21] based
on RWG basis functions [22] in Matlab [23]. Thanks to
implementation on a GPU card [24], all the calculations are
extremely fast (about 0.01 s for one frequency sample and 200
RWG functions). Note that in order to keep the discussion
as general as possible, a dimensionless quantity ka is used
instead of frequency, with a being the smallest radius of a
sphere circumscribing all the sources.
A. A thin-strip dipole
The first example deals with a dipole radiating in free
space. The dipole is made of an infinitesimally thin perfectly
conducting strip with length 2L and width w = 2L/250.
The dipole is discretized into 201 triangles and is fed by a
delta gap [25] in its center (the voltage corresponds to the
input current I0 = 1 A). The real and imaginary parts of
the input impedance are shown in Fig. 1. For comparison,
the dipole was also simulated in FEKO software. Note, that
almost exact correspondence in Fig. 1 validates the correct
implementation of the MoM and the integration routines, and
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Fig. 1. Real and imaginary parts of the input impedance of a thin-strip dipole
simulated in Matlab RWG-MoM and in FEKO software. The “Matlab” and
“FEKO” parts are directly calculated as a ratio of voltage and current at the
feeding port, while the part denoted as “from (3) and (5)” comes from the
direct integration of current distribution on the antenna. The green dashed
lines mark resonances and antiresonances.
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Fig. 2. The frequency dependence of terms composing the nominator of (8)
for the thin-strip dipole of Fig. 1.
furthermore, it demonstrates the equality between (3) and (5).
Good correspondence between the results justifies the use of
our Matlab RWG-MoM code in the rest of the paper.
We now turn to a brief discussion of the terms composing
the nominator of (8). The most relevant terms are depicted
in Fig. 2. The first observation is that Prad can be safely ne-
glected. Its small value is caused by almost exact cancellation
of the real parts of otherwise important terms k2Lrad (J,J),
Lrad (∇ · J,∇ · J), see (9a). The same is approximately valid
also for the Wrad term, though there the cancellation is not as
perfect. There should thus be no important difference between
the quality factor defined by (11) and by (12). The second
observation relates to Wω − Pω/ω. The absolute value of
this quantity evidently reaches its maximum at antiresonances
2 4 6 8 10
−10
−5
0
5
10
ka
Q
R
 
 
 
QR QR
(4) QR
(3) QR
(2)
Fig. 3. Comparison of the radiation QR factors of the thin-strip dipole of
Fig. 1. The green dashed lines mark resonances and antiresonances, see Fig. 1.
2 4 6 8 10
−10
0
10
20
30
ka
Q
X
 
 
QX QX
(4) QX
(3) QX
(2)
Fig. 4. Comparison of the radiation QX factors of the thin-strip dipole of
Fig. 1. The green dashed lines mark resonances and antiresonances, see Fig. 1.
and its minimum in the vicinity of resonances. This is coherent
with the interpretation as reconfiguration energy, mentioned in
Sec. II: stable eigenmodes exist in the vicinity of resonances,
while the change from one eigenmode to another peaks at
antiresonances.
In order to check the discussion above, the radiation quality
factors given by (2), (8), (11) and (12) are depicted in
Fig. 3, 4, 5. A central difference has been used to calculate (2).
Note that the correspondence between (2) and (8) verifies the
numerical implementation, since the expressions are analyti-
cally equal. As expected, the quality factors given by (11) and
(12) are mostly alike at all frequencies. By contrast, the biggest
difference between the Q(4)R , Q
(4)
X factors given by (8) and
Q
(3)
R , Q
(3)
X and Q
(2)
R , Q
(2)
X appears at antiresonances, which is
due to the presence of Wω , Pω terms. On the other hand, in
the case of resonances the reconfiguration energy is small and
all the depicted quality factors are very similar. Observing
the differences in the QR, QX factors, it is however quite
remarkable that in the case of QZ the Wω , Pω terms play
almost no role.
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Fig. 5. Comparison of the radiation QZ factors of the thin-strip dipole of
Fig. 1. The green dashed lines mark resonances and antiresonances, see Fig. 1.
B. Modal solution of a loop, and an analogy with two dipoles
The second example reveals other benefits of the new
technique: the utilization of modal methods. The former QZ
definition cannot be used in these cases. From the previous ex-
ample we know that the Wω term is important for calculating
QR and QX but it can be omitted in calculating QZ . Thus,
current normalization is not necessary, and no port needs to
be specified.
In this example, two basic radiators, a loop and two closely
spaced semicircular dipoles that occupy the same volume as
the loop does, were decomposed to the characteristic modes,
[12], [13]. The radius of the loop is R, and the length of the
dipoles is piR. An infinitesimally thin perfectly conducting
strip of width R/12 is considered both for the loop and the
dipoles. The dipoles are separated by a gap of width R/16.
The two dipole scenario consists of two possible modes
around the first resonant frequency: the in-phase mode (IP)
and the out-of-phase mode (OoP), see Fig. 6. The solution
of the loop at the same frequency consists of the static
(inductive) mode and the first mode, as depicted in Fig. 6.
The eigennumbers λ determine the modal behaviour, mode is
capacitive for λ < 0, inductive for λ > 0, and is in resonance
for λ = 0. The eigennumbers for the loop and the dipoles are
shown in Fig. 6. The QZ factors defined by (8) were calculated
from the modal currents. Thanks to the freedom in the current
definition, we also calculated the case of OoP dipoles with
the charge completely eliminated (setting ∇ · J ≡ 0). As
depicted in Fig. 7, the QZ of the static mode of the loop
looks like the QZ of the out-of-phase mode of semicircular
dipoles with all charge terms eliminated, see the red line and
the red circular marks in Fig. 7. Similarly, the first mode of
the loop has the same QZ factor as the in-phase mode of the
dipoles (no modification is needed in this case because the
charge distribution is the same for both cases). Note that the
static mode is always excited (irrespective of feed position).
Thus, the static mode increases the total Q at all frequencies
[13].
0.5 1 1.5 2 2.5 3 3.5
−20
−10
0
10
20
ka
λ
 
 
OoP mode (dipoles)
IP mode (dipoles)
1st mode (loop)
static mode (loop)
inductive 
behaviour
capacitive
behaviour
resonance
+
-+
-
+ - -+ -+
Fig. 6. The eigennumbers of two dipoles and the loop, IP stands for in-phase
mode, OoP stands for out-of-phase mode.
0.5 1 1.5 2 2.5 3 3.5
0
5
10
15
ka
Q Z
 
 
loop − mode0 (static)
loop − mode1
dipoles (IP)
dipoles (OoP, Ñ×J¹0)
dipoles (OoP, Ñ×Jº0)
two dipoles
a loop
Fig. 7. Equivalence of two topologically different structures – the loop and
two closely spaced circular dipoles, IP stands for the in-phase mode, OoP
stands for the out-of-phase mode.
C. Small U-notched loop antenna
The electrically small U-notched loop antenna was designed
in CST-MWS [15]. The radius of the antenna is R, the width of
the infinitesimally thin strip is R/36, and PEC is considered,
see Fig. 8. To make the antenna electrically smaller, the parts
with negligible current density are meandered. The same struc-
ture was simulated in Matlab RWG-MoM and decomposed
into characteristic modes.
We can estimate the overall QZ factor of the fabricated
antenna approximately from the −3 dB fractional bandwidth
(FBW−3 dB) as [8]
QZ ≈
√
2
2
1
FBW−3 dB
. (16)
Relation (16) holds for Q 1. In the case of the manufactured
U-notched antenna, the Q factor (16) is equal to 14.8. For the
same procedure in CST-MWS we obtained Q = 15.5. From
differentiation of Zin in CST-MWS we obtained QZ = 14.8,
and from integrating the current distribution in Matlab we
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Fig. 8. Comparison of the QZ factors from Matlab RWG-MoM (both defi-
nition (1) and definition (8) definitions are shown) and CST-MWS (definition
(1)). The antenna operates around the vertical dashed green line.
obtained Q(4)Z = 15.6, see Fig. 8. The moderate difference
between CST and Matlab in Fig. 8 can be attributed to
numerical issues.
The last discussed feature of the proposed definition is
calculating the radiation QZ factor for a selected part of a
radiating device only. While the arms of the antenna radiate
well, the meanders accumulate a great deal of net reactive
power because of the out-of-phase currents. Thus, we try to
calculate the QZ of these two parts separately. To do so, the
total current distribution J is separated as
J1(r) = J(r)δ1(r), (17a)
J2(r) = J(r)δ2(r), (17b)
where δ1(r) = 1 for all r where |r| > 35R/36 and δ1(r) = 0
otherwise, δ2 = 1−δ1. The results are depicted in Fig. 9. While
the particular Q that corresponds to the arms of the antenna
is very low, the Q factor corresponding to the meanders is
extremely high (note that the corresponding values of QZ are
divided by 10 in Fig. 9).
If we sum up the energetic terms corresponding to the
separated arms (J1) and meanders (J2) and calculate QZ , we
do not get the overall QZ of whole structure (J), Fig. 9. This
was expected, and the reason lies in the fact that the operators
(7), (10a) and (10b) are not linear for J = J1 + J2 and thus
all possible interactions of the separated parts are omitted.
However, these interactions can be calculated by substituting
L (J1,J2), L (∇ · J1,∇ · J2) and similarly for (10a), (10b)
into the QZ calculation.
V. CONCLUSION
A new formulation of the radiation Q factor is derived in
terms of field sources instead of fields. The utilization of the
complex Poynting theorem and potential theory had two main
effects: a) interpretation and justification of the questionable
concept of separating electric and magnetic energy in non-
stationary fields is not required, b) integrations over the entire
space are not present.
It is well known as the reactance theorem that the total
energy of a passive electromagnetic system is proportional
0.6 0.8 1 1.2 1.4
0
20
40
60
ka
Q
Z
 
 
AR: QZ
(4)
ME: QZ
(4)/10
AR+ME: QZ
(4)
QZ  (Zin)
radiation
from arms 
(AR)
radiation from
meanders
(ME)
Fig. 9. A study of the particular Q that corresponds to the selected radiating
parts of the U-notched loop antenna. AR stands for radiating from the arms,
ME stands for radiating from the meanders. The overall QZ (solid black line)
is added as a reference.
to the change of input impedance with frequency. The same
derivation is analytically performed on the source side of the
complex Poynting theorem, resulting in energetic expressions
of a different nature, compactly expressed as functionals of
the current. They form the observable quantities which can be
measured through the input impedance – and this is the only
concept that can be physically tested and thus is of practical
interest. Moreover it is shown that the formulas are also valid
for modal currents, where no feeding is present.
A novel energy term, related to the current reshaping, is
shown to be the cause of negative values of measured QX in
the antiresonances. Interestingly, this reconfiguration energy is
almost not transferred into QZ .
The examples, presented here have verified the new expres-
sions and have illustrated some benefits of the method. The
proposed concept is easy to implement and offers new chal-
lenges in small antenna and MIMO antenna design, especially
in conjunction with modal decomposition and optimization.
APPENDIX A
THE COMPLEX POWER IN TERMS OF POTENTIALS
The purpose of this appendix is to derive the relation
−
∫
Ω
E · J∗ dr = ω
∫
Ω
(A · J∗ − ϕρ∗) dr (18)
which has been used in (4). The equality (18) is most easily
derived by direct substitution of the defining relation of
electromagnetic potentials [9]
E = −∇ϕ− ωA (19)
into the LHS of (18). This leads to
−
∫
Ω
E · J∗ dr = ω
∫
Ω
A · J∗ dr+
∫
Ω
∇ϕ · J∗ dr. (20)
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The relation (20) can be further rewritten with the use of vector
identity
∇ϕ · J∗ = ∇ · (J∗ϕ)− ϕ∇ · J∗, (21)
continuity equation
∇ · J = −ωρ, (22)
and Gauss theorem into
−
∫
Ω
E · J∗dr = ω
∫
Ω
(A · J∗ − ϕρ∗)dr+
∫
∂Ω
ϕJ∗ ·dS. (23)
Now, using the fact that the current component normal to the
surface ∂Ω is zero, the last term in (23) identically vanishes
and we arrive at (18).
APPENDIX B
DERIVATION OF RELATION (8)
The first step of the derivation is the use of the radiation
integrals for vector and scalar potentials in homogenous,
isotropic and open region [9]
A (r) =
µ
4pi
∫
Ω′
J (r′)
e−kR
R
dr′ (24)
and
ϕ (r) =
1
4pi
∫
Ω′
ρ (r′)
e−kR
R
dr′, (25)
together with (22) and (7) to obtain∫
Ω
(A · J∗ − ϕρ∗) dr = k2L (J,J)−L (∇ · J,∇ · J) . (26)
The next step consists of substituing (4) into (3) and afterwards
to (2) and evaluating various ω derivatives. In particular, there
is
∂k2L (J,J)
∂ω
=
∂
µ
4pi
∫
Ω′
∫
Ω
J (r) · J∗ (r′) e
−kR
R
dr dr′
∂ω
=
k2
ω
(Lω (J,J)− kLrad (J,J))
(27)
and
∂L (∇ · J,∇ · J)
∂ω
=
∂
1
4piω2
∫
Ω′
∫
Ω
∇ · J (r)∇ · J∗ (r′) e
−kR
R
dr dr′
∂ω
= − 1
ω
(
2L (∇ · J,∇ · J)− Lω (∇ · J,∇ · J)
+ kLrad (∇ · J,∇ · J)
)
.
(28)
It is important to remember that although the input current is
normalized (I0 = 1A), the current density J is still a function
of angular frequency.
Putting all together and using the abbreviations (6a), (6b),
(9a) and (9b) we immediately arrive at (8).
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