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КЛАССИФИКАЦИЯ И РАСПОЗНАВАНИЕ СИМВОЛОВ 
В ИЗОБРАЖЕНИИ ТЕКСТА  
 
Классификация изображений является достаточно перспективными 
подходом в теории и практике обработки изображений [1 – 3]. В работе ав-
торов [4] представлен метод сжатия изображений текста, основанный на 
выделении связных символов и их классификации.  Показано, что приме-
нение  двухэтапного алгоритма классификации символьных данных позво-
ляет сформировать графический словарь изображений символов, который 
содержит практически минимально возможное число классов. Сравнение с 
лучшим в настоящее время специальным алгоритмом для сжатия изобра-
жений текста – JB2, включенным в формат DjVu, показало, что качество 
классификации у предложенного метода значительно выше, чем у алго-
ритма JB2. Количество классов, полученных в результате классификации, 
более чем в 2-2,5 раза меньше при разрешениях сканирования в диапазоне 
200-600 dpi. В работе [4] отмечено, что благодаря операциям усреднения 
предложенная классификация символов существенно улучшает качество 
восстановленного текста в сравнении с исходным. Это обстоятельство вы-
зывает научный интерес в исследовании влияния классификации связных 
символов на качество распознавания текста в системах оптического распо-
знавания символов OCR (optical character recognition). 
Классификация символов на первом этапе проводится методом «про-
сеивания», второй этап классификации реализует алгоритм «наращивания 
областей» [5]. 
В таблице 1 показано количество классов после основной и повторной 
классификаций для различных разрешений. Для сравнения приведено ко-





























600 dpi 3558 197 72 314 
500 dpi 3557 137 72 259 
400 dpi 3557 130 71 199 
300 dpi 3545 122 95 235 
200 dpi 3890 237 148 451 
Данные, приведенные в таблице, демонстрируют достаточно высокую 
эффективность как первой, так и повторной классификаций и несомненное 
преимущество перед алгоритмом JB2. 
На рисунке 1 приведена ошибка распознавания для рассматриваемых 
форматов изображения текста. Ошибка распознавания (около 1%) 
свидетельствует о достаточно высоком качестве исходного изображения 
текста. Известно, что точность распознавания в сканированных печатных 
документах практически для всех систем OCR превышает 99%.  
Выводы. Формирование минимально возможного числа классов при  
двухэтапной классификации изображений символов позволяет  уменьшить 
ошибку распознавания текста системами OCR по сравнению с форматами 
*.bmp и *.djvu на 50% и 35%-40%  соответственно. 
 
 
Рис.1. Ошибка распознавания изображения текста. 
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ИНФОРМАЦИОННАЯ СИСТЕМА ПОДДЕРЖКИ ПРИНЯТИЯ 
РЕШЕНИЯ В УПРАВЛЕНИИ ПРЕДПРИЯТИЕМ 
 
Сегодня в условиях нестабильности система поддержки принятия ре-
шения является наиболее сложной в системе управления предприятием. 
Моделирование процессов принятия решений сегодня становится основ-
ным в менеджменте предприятия. Большой вклад в развитие теории и кон-
цепций управления предприятиями внесли отечественные ученые Лысенко 
Ю.Г., Андриенко В.Н., Лепа Р.Н., Тимохин В.Н. и другие. 
Следует отметить, что информационные системы управления пред-
приятием существенно усложнились. Это привело к необходимости созда-
ния новых систем поддержки принятия управленческих решений как для 
обеспечения и реализации замыслов развития экономических субъектов в 
соответствии с разрабатываемыми планами и прогнозами, так и для прове-
дения оперативного контроля текущим состоянием предприятия.  
Улучшение качества принятия решений оказывается возможным по-
тому, что можно рассматривать альтернативы решения перед тем, как при-
нимать окончательное решение, и может также использовать модели при 
формировании различных альтернатив и их оценке. 
Существуют проблемы двух типов. Для проблем первого типа харак-
терны четкая структура, определенный характер данных, известные источ-
ники информации, небольшие затраты на сбор информации (даже при об-
работке крупных массивов данных). Проблемы второго типа являются 
плохо структурированными, для их анализа требуется качественная ин-
формация, сбор которой связан с большими затратами.  
Таким образом, Предложена концепция построения СППР формиро-
вания инвестиционной привлекательности предприятия и приведена мо-
дель прогнозирования и результаты работы системы. 
