Abstract. We study the number of non-isomorphic functional graphs of affinelinear transformations from (Fq) n to itself, and we prove upper and lower bounds on this quantity as n → ∞. As a corollary to our result, we prove bounds on the number of conjugacy classes in the symmetric group S q n that intersect AGLn(q).
Introduction
Let X be a finite set and let f : X → X be a function, so that the pair (X, f ) defines a discrete dynamical system. We define the functional graph of (X, f ) to be a directed graph with vertices at each element of X and an edge from x to y if and only if f (x) = y. We denote the functional graph of (X, f ) by G (X,f ) .
In the setting where X = (F q ) n and f is a linear transformation, the structure of G (X.f ) was explicitly determined by Elspas, who worked in the context of linear sequential networks in electrical engineering [6] . Wang, building on the work of Elspas, provided an explicit description of G (X.f ) in the more general case where f is affine-linear [20] .
Rather than analyze the structure of the functional graph, our problem is to estimate the number of non-isomorphic functional graphs of affine-linear transformations from (F q ) n to itself. Let D q (n) denote this quantity. We will prove the following: Theorem 1. For q fixed and n → ∞, √ n ≪ log D q (n) ≪ n log log n .
The upper bound in Theorem 1 is in some sense an improvement on the wellknown fact that the number of conjugacy classes in GL n (q) is q n + O(q ⌊ n−1 2 ⌋ ) [19] , as similar linear transformations have isomorphic functional graphs. In fact, Theorem 1 implies that there exist linear transformations which are "similar" under conjugation by a non-linear permutation of (F q ) n . We formalize this notion as follows:
Definition 2. The dynamical systems (X, f ) and (Y, g) are dynamically equivalent if there exists a bijection σ : X → Y such that σ
It is easy to check that dynamical equivalence coincides with isomorphism of functional graphs, and we will use both concepts interchangeably. If (X, f ) and (X, g) are dynamically equivalent and X is understood, we say that f and g are dynamically equivalent, and we write f ∼ g for short. In this language, Theorem 1 can be restated as an estimate of the number of dynamical equivalence classes of affine-linear transformations f : (F q ) n → (F q ) n . Our result also has a group-theoretic interpretation. Let G be the symmetric group of X = (F q ) n , so that G ∼ = S q n . Let H = AGL n (q) be the group of invertible affine-linear transformations of X, so that H ⊆ G. Conjugacy classes of G are cycle types, which are special isomorphism classes of functional graphs on X (for those f : X → X that are bijections), so Theorem 1 yields the following corollary:
We can rephrase Corollary 3 in terms of counting derangements, which are permutations with no fixed points. Let G act on the coset space G/H by left multiplication. The number of conjugacy classes of G that do not contain a derangement in this action is at most exp O n log log n . As the total number of conjugacy classes of G is P (q n ), it follows from the Hardy-Ramanujan asymptotic formula for the partition function [2] that the proportion of conjugacy classes of G that contain a derangement approaches 1 as n → ∞ .
There is significant work of Boston and others on the proportion of elements in a permutation group that act as derangements (e.g. [5] , [7] ). We know of no other results on the proportion of conjugacy classes that contain a derangement.
Remark 4. This paper grew out of work on the number of distinct functional graphs that arise from quadratic polynomials f (x) = ax 2 + bx + c ∈ F 2 n [x], where X = F 2 n . If we fix ζ ∈ F 2 n of absolute trace 1, an easy argument using Hilbert's Theorem 90 shows that every such f is conjugate by some αx + β ∈ F 2 n [x] to either x 2 + bx or x 2 + bx + (b 2 + 1)ζ, and moreover no distinct polynomials in these two families are conjugate by a linear polynomial in F 2 n [x]. (However, the two families collapse into one under conjugation by polynomials αx + β ∈ F 2 n [x]. This, and the fact that there are exactly two inequivalent maps for each parameter b, are predicted by the cohomological theory of twists of dynamical systems [18] .) It follows from these "normal forms" that there at at most 2 n+1 −1 distinct functional graphs in the quadratic family.
Every quadratic polynomial is an affine-linear transformation of X as an F 2 -vector space, so the improved upper bound in Theorem 1 applies to the special case of quadratic polynomial maps on X, but also to a much broader family of X and f .
Bounds on
The following useful definition is taken from [12] and will play a crucial role in our counting arguments.
Definition 5. The order of f ∈ F q [x] with f (0) = 0 is the smallest positive n such that f | x n − 1. We write ord f for the order of f .
We record for later use a proposition counting orders of degree k irreducible polynomials over F q . 
where τ (n) is the number of divisors of n. In particular,
irreducible of degree k with f (0) = 0, it is easy to show that ord f is the multiplicative order of the element [x] in the field
Each nonzero α ∈ F q k has an irreducible minimal polynomial over F q of degree dividing k, and the order of this polynomial is the multiplicative order of α. All divisors of |F × q k | = q k − 1 occur as multiplicative orders of some α ∈ F q k , and all irreducible polynomials over F q of degree dividing k split in F q k , so this proves
and the proposition follows by Möbius inversion.
In Proposition 7 we construct a family of dynamically inequivalent linear transformations of (F q ) n in one-to-one correspondence with partitions of n with distinct parts. If we denote the number of partitions of n into distinct parts by Q(n), we have log Q(n) ∼ π n/3 [2] and the lower bound in Theorem 1 follows.
Proposition 7. There exists a family of dynamically inequivalent linear transformations
n in bijection with the partitions of n with distinct parts.
Proof. Let λ = (λ 1 , . . . , λ r ) be a partition of n with distinct parts.
λi be a linear transformation given by the companion matrix of any primitive polynomial of degree i over F q , and let
The proposition follows once we show that if λ and µ are unequal partitions of n with distinct parts, then A λ and A µ are not dynamically equivalent.
Let λ = (λ 1 , . . . , λ r ) and µ = (µ 1 , . . . , µ r ) be unequal partitions of n with distinct parts. There exists some m ∈ µ such that m / ∈ λ. Any primitive polynomial of degree i has order q i − 1, and it follows that the graph G ((Fq) n ,B) contains a cycle of length q m − 1 [12] . We show that G ((Fq) n ,A) has no cycle of this length. The graph G ((Fq) λ i ,Ai) consists of one fixed point (the zero vector) and one cycle of length q λi − 1 [6] . The cycle lengths in G ((Fq) n ,A) are equal to least common multiples of the cycle lengths of the G ((Fq) λ i ,Ai) [6] . Therefore every cycle of G ((Fq) n ,A) has length equal to
for some subset S ⊆ {1, . . . , r}. We need to show that this LCM cannot equal q m − 1.
Assume by way of contradiction that LCM i∈S [q λi − 1] = q m − 1. Each q λi − 1 divides q m − 1, so by the Euclidean Algorithm, each λ i divides m. In particular, m ≥ λ i for each i ∈ S, but we know m = λ i for any i, so m > λ i for each i ∈ S. By Zsigmondy's Theorem [17] , with the exception of (q, m) = (2, 6), there exists a prime divisor of q m − 1 that does not divide q k − 1 for k < m. This prime cannot divide LCM i∈S [q λi − 1], which is a contradiction. In the exceptional case (q, m) = (2, 6) we can verify directly that 2 6 − 1 = 63 is not the LCM of any collection of smaller numbers of the form 2 λi − 1.
To prove the upper bound in Theorem 1 we develop a series of preliminary results. Proposition 9 decomposes an affine-linear transformation into the direct sum of an arbitrary linear transformation and an affine transformation whose dynamical equivalence class is determined by an integer partition. Proposition 12 gives a sufficient condition for dynamical equivalence of linear transformations that depends on the factorization of their characteristic polynomials. Counting characteristic polynomials yields the result. 
Proof. We have
(2) The dynamical equivalence class of T 1 is determined by a partition of dim V 1 .
Proof. This follows from the work of Wang in [20] . Wang proves that if there exists an s ∈ V such that T s = s, then T ∼ A, which is the V 1 = 0 case of the proposition. If no such s exists, then there exists a decomposition T = T 1 ⊕T 2 as in the statement of the proposition such that T 2 ∼ A 2 . In this case there exists another direct sum decomposition
cycles of length ord (x − 1) ti+1 . Therefore the list (t 1 , . . . , t r ), which partitions dim V 1 , determines the dynamical equivalence class of each S i . This determines the dynamical equivalence class of T 1 by Lemma 8. Proof. There exist direct sum decompositions V = V 1 ⊕ · · · ⊕ V m and A = A 1 ⊕ · · · ⊕ A m such that in some basis of each V i , A i : V i → V i can be written as the companion matrix of f λi for some λ i , and λ i = r. Each graph G (Vi,Ai) is explicitly determined by the data ord f , deg f , and λ i [6] . This determines the dynamical equivalence class of each A i , and by Lemma 8, the dynamical equivalence class of A. Before proceeding with the proof of the upper bound in Theorem 1, we record a proposition that will be needed at a key moment in the counting argument.
Proposition 13. Let i q (n) denote the maximum possible number of distinct irreducible factors of a degree n polynomial over F q . Then
Proof. For q ≥ 3 it is proved in [10, Lemma A1] that
which immediately implies the proposition when q = 2. As we only require a weaker big-O estimate, we present a simplified version of the proof in [10] which also works for q = 2. For f ∈ F q [x], let ω(f ) denote the number of distinct irreducible factors of f . We construct f such that ω(f ) = i q (n) by a greedy algorithm. That is, first multiply together all degree 1 irreducibles, then all degree 2 irreducibles, and so on, until multiplying f by another irreducible would raise its degree higher than n. Then deg f ≤ n and no degree n polynomials have more distinct irreducible factors than f . It suffices to prove the proposition for polynomials of the form
where g is a product of m irreducible polynomials of degree k, each of which appears with multiplicity 1. Let N q (j) denote the number of irreducible polynomials over F q of degree j. We have
We now show that the inequality
Therefore equation 3 holds if
or equivalently
Comparing powers of q on both sides, it is clear that this inequality holds for large k.
Returning to equations 1 and 2, we use 3 to conclude
It only remains to show k ≥ C log n for some C. By our construction of f , the largest that n can be for a given k occurs when g is the product of all degree k irreducible polynomials over F q . For this g, n ≤ k + k j=1 jI j because if n exceeded this amount, we could add a degree k + 1 irreducible factor to f . So
When k is large, k < q k+1 . Recall that q ≥ 2. These imply that
which completes the proof.
We now combine Propositions 9 and 12 to give an upper bound on D q (n), completing the proof of Theorem 1.
Theorem 14.
D q (n) = exp O n log log n .
where A is linear and b ∈ V . By Proposition 9, V = V 1 ⊕ V 2 and T = T 1 ⊕ T 2 such that the dynamical equivalence class of T 1 is determined by a partition of dim V 1 and T 2 ∼ A 2 for some linear A 2 : V 2 → V 2 . (It may be the case that V 1 = 0 and T 1 = 0.) Let
be the characteristic polynomial of A 2 . Note that deg p ≤ n. By Proposition 12, the dynamical equivalence class of A 2 is determined by a partition of each r i and the two lists of m integers {deg p i } and {ord p i }. We estimate the number of ways of specifying these data. Assume for the moment that the deg p i and the partitions of the r i are given and that we need to assign orders to the p i .
Let d i = deg p i . By Proposition 6, the number of possible ways to assign the ord p i is
We split this into two products over the ranges d i < d and d i ≥ d for some d to be chosen later. First we estimate the quantity
Using the trivial estimate τ (x) < x + 1,
Each d i is the degree of a distinct irreducible polynomial over F q . As in the proof of Proposition 13,
By the estimate on τ (x) in [4, Theorem 8.8.9] , there exists c such that
This implies
where we use the inequality
, which is true for q ≥ 2 and d ≥ 1. Also,
c(log q)n log(d−1)+log log q . Putting these estimates together we have
Choose d = log n 2 log q and note log(d − 1) ≥ log(d/2) for d ≥ 1. Then q d log q + log 2 c(log q)n log(d − 1) + log log q ≤ n 1/2 log q + cn log 2 log q log log n 4 log q + log log q = O n log log n Now we estimate the number of ways that the r i and deg p i can occur. Because m i=1 r i deg p i = dim V 2 , the deg p i form a partition of dim V 2 in which each appears r i times. This is a "factorization pattern" of dim V 2 as in [9] which is specified by first picking a partition of dim V 2 into parts of size k, each of which occurs s k times, and then further dividing each s k into parts r i . Let b(n) denote the number of factorization patterns of n. It is mentioned in [1] and proved in [14] that b(n) = exp B n log n + O( √ n) .
Finally, we need to choose a partition of each r i and a dynamical equivalence class for T 1 given by a partition of dim V 1 . If P (x) denotes the partition function, we have P (x) ≤ exp(K √ x) [2] . The number of ways to specify all these partitions is
The inequality m i=0 √ r i ≤ √ m + 1 m i=0 r i follows from the standard fact that the arithmetic mean of the √ r i is at most the root mean square, and m + 1 is the number of distinct irreducible factors of p, so m + 1 = O(n/ log n) by Proposition 13. Putting this all together, the number of ways to choose a dynamical equivalence classes for T 1 and T 2 , and therefore a dynamical equivalence class for T by Lemma 8, is at most b(n) exp O n √ log n exp O n log log n = exp O n log log n which completes the proof of Theorem 1 Remark 15. It seems possible that the estimates in Theorem 14 could be improved. The main estimate used for τ (q d − 1) is the worst-case estimate on τ (x) that follows from the prime number theorem. It may be possible to give a better estimate based on the distribution of multiplicative orders of q modulo various integers n. (If n divides q d −1, then d is a multiple of the multiplicative order of q mod n.) Questions along these lines tend to be difficult, even for q = 2. See [3] , [11] , [13] , [15] , and [16] for some related work.
