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Intra-day sources of data have proven effective for dynamic volatility and tail-
risk estimation. Expected shortfall is a tail risk measure, that is now recommended
by the Basel Committee, involving a conditional expectation that can be semi-
parametrically estimated via an asymmetric sum of squares function. The condi-
tional autoregressive expectile class of model, used to indirectly model expected
shortfall, is generalised to incorporate information on the intra-day range. An
asymmetric Gaussian density model error formulation allows a likelihood to be
developed that leads to semi-parametric estimation and forecasts of expectiles, and
subsequently of expected shortfall. Adaptive Markov chain Monte Carlo sampling
schemes are employed for estimation, while their performance is assessed via a sim-
ulation study. The proposed models compare favourably with a large range of
competitors in an empirical study forecasting seven financial return series over a
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1 INTRODUCTION
Value-at-Risk (VaR) has been the main tool for risk measurement and capital allocation
for financial institutions for nearly two decades now. However, VaR has been criticised,
among other reasons, since it is not a mathematically coherent measure, i.e. it is not
“sub-additive” (see Artzner, Delbaen, Eber and Heath, 1997; 1999) in that, under certain
conditions, a more diversified portfolio can be more risky compared to a more concentrated
one, under the VaR measure. Further, VaR does not give a measure of the expected loss
in the event of an extreme return. Artzner et al. (1999) proposed expected shortfall
(ES), also known as conditional VaR (CVaR), as the expected return in the part of the
return distribution that is more extreme than a given quantile. ES is coherent and also
measures average loss for extreme events, and as such has become widely used as a tail
risk measure; ES has been proposed in May, 2012 by the Basel Committee on Banking
Supervision, in their ‘fundamental review of the trading book - consultative document’
(http://www.bis.org/publ/bcbs219.htm) as a replacement for VaR, since it is “a risk
measure that better captures tail risk”.
Recently, Taylor (2008) proposed a semi-parametric method of estimation for ES
based on the theory of expectiles, a quantity estimated by minimizing a specific asym-
metric sum of squares. Taylor (2008) proposed the conditional auto-regressive expectile
(CARE) class of model, estimated by Asymmetric Least Squares (ALS), then employed
a connection between quantiles, expectiles and ES, (Newey and Powell, 1987), to subse-
quently estimate and forecast ES. Gerlach, Chen and Lin (2012) extended the class of
CARE models to be fully nonlinear and developed Bayesian estimation methods for this
class. This paper extends the class of CARE models to incorporate information from the
intra-day range.
Standard CARE models employ squared or absolute daily returns as an explanatory
variable to predict a conditional expectile. However, intra-day data has proven to be an
effective source of information for improving daily volatility and tail-risk estimation. Daily
price ranges are known to be more efficient measures of return volatility than daily returns:
see Parkinson (1980), Garman and Klass (1980), Andersen and Bollerslev (1998) and
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Alizadeh, Brandt, and Diebold (2002). The range indirectly employs all price information
(i.e. the minimum and maximum of all intra-day prices are employed), and not simply the
closing or opening prices, which can miss large intra-day movements. Thus, using financial
range data has become a viable option in volatility modelling: e.g. see the CARR model
of Chou (2005); the range-based stochastic volatility model Alizadeh et al. (2002); and
the range-EGARCH of Brandt and Jones (2006). Shu and Zhang (2006), and others,
found that range estimators are quite robust to microstructure effects. Chou, Chou and
Liu (2010) present a thorough review of range-based models.
This paper extends the standard daily return based CARE model class to incorpo-
rate intra-day range as an explanatory variable, in several specifications. The proposed
range-based CARE (CARE-R) models, and MCMC estimation methods developed, are
examined through application to various financial market stock index returns in a study
of ES forecasting. This study illustrates that CARE-R models perform competitively and
at least as well at accurately forecasting ES, compared to a range of competing methods,
over the ten year period 2003-2013.
The rest of the paper is organised as follows: Section 2 reviews expectiles, their esti-
mation and their general link with quantiles and ES, then reviews the CARE models in
Taylor (2008); Section 3 introduces the proposed range-based extensions of the models in
Section 2; Section 4 presents the likelihood and MCMC methods employed for estimation;
Section 5 presents and discusses the results of some Monte Carlo simulation studies; Sec-
tion 6 discusses assessing ES forecasts; Section 7 contains the empirical study; Concluding
remarks are in Section 8.
2 EXPECTILES, CARE MODELS AND EXPECTED SHORTFALL
This section reviews the definition of an expectile, reviews existing CARE models and
discusses the link between expectiles and expected shortfall.
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2.1 Expectiles and expected shortfall
Aigner, Amemiya and Poirier (1976) defined the τ -level expectile (or “partial moment”)
for a continuous random variable (r.v.) Y as the value of µτ that minimises the expectation
E [|τ − I[Y < µτ ]|(Y − µτ )2]; where τ ∈ (0, 1) and I(.) is an indicator function that equals
one when Y is less than the expectile µτ , and equals zero otherwise. Note that µ0.5 =
E(Y ).
Based on a sample y1, . . . , yn on Y , and a fixed τ , the constant τ -level expectile of Y ,
denoted µτ , can be estimated by minimising the asymmetric sum of squares function:
n∑
t=1
|τ − I[yt < µτ ]|(yt − µτ )2. (1)
Taylor (2008) notes that, for the upper tail of the density, τ is replaced by (1− τ) and θ
is replaced by (1− θ). The resulting estimator is called the ALS estimator.
ES is defined as the expected value of an r.v. Y , conditional on Y being more extreme
than its α-level quantile: i.e. ESα = E(Y |Y < Qα), where Qα is the quantile of Y . Here
we consider only α < 0.5 and thus restrict this work to left-tail or negative risk on long
positions, as is standard in this literature.
Newey and Powell (1987) showed that there is a one-to-one connection between expec-
tiles and ES in general. As presented in Taylor (2008), if E(Y ) = 0 then this relationship
is:
ESα =
(
1 +
τ
(1− 2τ)ατ
)
µτ , (2)
where most terms are defined above and the expectile µτ = Qατ and hence is equivalent
to the α level quantile of Y . Taylor (2008) showed that both (1) and (2) apply in the case
of a time-varying expectile µτ ;t; τ is subsequently removed from the subscript for brevity.
2.2 CARE modelling
Engle and Manganelli (2004) discussed the three CAViaR models: symmetric absolute
value (SAV), asymmetric (AS) and indirect GARCH (IG). Taylor (2008) took the same
forms as these models, replacing the dynamic quantile terms with dynamic expectile terms
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and proposed the three models: CARE-SAV, CARE-AS and CARE-IG, with the following
specifications.
CARE-SAV:
µt = β1 + β2µt−1 + β3 |yt−1| , (3)
where the parameters β = (β1, β2, β3) are unrestricted on the real line;
CARE-AS:
µt = β1 + β2µt−1 + (β3I[yt−1>0] + β4I[yt−1<0])|yt−1| , (4)
where the conditional expectile responds asymmetrically to positive and negative returns;
and CARE-IG:
µt = −
√
β1 + β2µ2t−1 + β3y2t−1, (5)
where all parameters β = (β1, β2, β3) are restricted to be greater than 0, to ensure posi-
tivity under the square root.
Whilst stationarity conditions have not been theoretically considered in the literature,
it is logical that a necessary condition would be β2 < 1 in these CARE models, so that
µt did not diverge. This is not a sufficient condition for stationarity however.
3 RANGE-BASED CARE MODELS
Motivated by range-based models such as the TARR (threshold conditional autoregressive
range) of Chen, Gerlach, and Lin (2008), STARR (smooth transition conditional autore-
gressive range) of Lin, Chen, and Gerlach (2012), and the range-based CAViaR model of
Chen et al. (2012) the following range-based CARE models are introduced:
Range CARE-SAV (CARE-R-SAV):
µt = β1 + β2µt−1 + β3Rt−1, (6)
where the parameters β = (β1, β2, β3) are unrestricted on the real line;
Range CARE-R-AS:
µt = β1 + β2µt−1 + (β3I[yt−1>0] + β4I[yt−1<0])Rt−1 , (7)
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where the conditional expectile responds asymmetrically, to the lagged intra-day range,
regarding positive and negative returns;
Threshold Range CARE (CARE-R-TC):
µt =
 β1 + β2µt−1 + β3Rt−1, zt−1 ≤ rβ4 + β5µt−1 + β6Rt−1, zt−1 > r. (8)
Here z = (z1, . . . , zn)
′ is an observed threshold variable that could be exogenous, or self-
exciting i.e. zt = yt and r is the threshold value, typically set as r = 0, or estimated,
though empirically many estimates in the literature are not significantly different from
zero; as such we fix r = 0, making the CARE-R-TC a direct extension of the CARE-R-AS
model in (7).
We also introduce an indirect GARCH CARE-R specification:
Range Indirect-GARCH (CARE-R-IG):
µt = −
[
β1 + β2µ
2
t−1 + β3R
2
t−1
]1/2
. (9)
Here all parameters β = (β1, β2, β3) are restricted greater than 0 to ensure positivity
under the square root;
Threshold Range Indirect-GARCH (CARE-R-TIG):
µt =
 −
[
β1 + β2µ
2
t−1 + β3R
2
t−1
]1/2
, zt−1 ≤ r
−
[
β4 + β5µ
2
t−1 + β6R
2
t−1
]1/2
, zt−1 > r.
(10)
Here all parameters β = (β1, β2, β3, β4, β5, β6) are restricted greater than 0 to ensure
positivity under the square root.
Whilst stationarity conditions for these models are difficult to derive, given the lack
of a specified distribution for Rt, it is again logical that a necessary condition would be
β2 < 1 in the CARE-R-SAV, R-AS and R-IG models, and that min(β2, β5) < 1 for the
R-TC and R-TIG models, so that µt did not diverge in those cases. These are again not
sufficient conditions for stationarity.
Gerlach, Chen, and Lin (2012) extended the CARE model class to also include CARE-
TC and CARE-TIG models, but found these were not accurate for forecasting ES in a
large set of financial time series over a four year period. As such we do not consider these
models here.
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4 ALS, Likelihood and Bayesian estimation
Taylor (2008) estimated the CARE model unknown parameters β by ALS, as in (1). The
method relied on an initial grid search to pre-estimate τ , which is chosen to make the
violation rate of µt as close as possible to α; we follow the same approach, see Taylor
(2008) for details. Then, equation (2) is employed to produce forecasts of ES by plugging
in ALS estimates of β.
Bayesian methods generally require the specification of a likelihood function and a
prior distribution. The likelihood function requires a distributional assumption to be
made. Yu and Moyeed (2001) and Tsionas (2003) illustrate the link between the solution
to the quantile regression estimation problem and the likelihood under the Asymmet-
ric Laplace (AL) distribution, allowing maximum likelihood and subsequently Bayesian
estimation in quantile models. Motivated by that work, Gerlach, Chen and Lin (2012) de-
velop an asymmetric Gaussian (AG) density allowing analogous likelihood and Bayesian
estimation for CARE models.
Gerlach, Chen, and Lin (2012) write the general model as:
yt = µt + t, t ∼ AG(τ, 0, σ), (11)
where t is an independent and identically distributed (iid) AG process with mode 0, shape
parameter τ and scale σ. They define the kernel of a pdf for an asymmetric Gaussian
(AG) rv to be the exponential of the negative of the ALS function in (1), added a scale
factor σ that subsequently is integrated out under a Jeffreys prior, found the appropriate
integration constant and then, the corresponding integrated likelihood function, based on
a sample y = (y1, . . . , yn)
′ from (11) is:
Lτ (y|β, τ) ∝
(
−
n∑
t=1
(yt − µt)2 |τ − I[yt < µt(β)]|
)−n/2
. (12)
Since τ is pre-estimated by grid search, it is conditioned upon in this likelihood function.
Because of the manner in which (1) is contained inside (12), the maximum-likelihood (ML)
estimation for β, is equivalent to the ALS expectile estimator obtained by minimising (1).
It is important to emphasize that, though we treat (12) as a likelihood function in
estimation, the assumption that yt follows an AG(τ, µt(β)) distribution is not used to
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parametrically (indirectly) estimate expectiles or ES, nor is it used to make inferences on
β. In practice, the parameter τ is pre-fixed during estimation of β and only that single
τ -level expectile of the distribution of yt is (directly) estimated here, whether employing
equations (12) or (1). Here, (12) is employed because it leads to ML estimation that is
mathematically equivalent to minimising (1). Use of (12) then allows a Bayesian approach,
opening up powerful computational methods, such as adaptive MCMC algorithms, that
employ numerical integration, which can be made arbitrarily accurate, instead of numer-
ical optimisation. Gerlach et al. (2011) found a similar approach to Bayesian quantile
estimation produced more efficient parameter estimation (i.e. reducing RMSE of param-
eter estimates) and more accurate forecasts of VaR (dynamic quantiles), over the usual
quantile regression approach.
The likelihood for all the CARE and CARE-R family of models in section 2 is com-
pletely specified by (12), combined with the relevant formula for µt(β) from (3)–(10). We
now specify the prior distribution required for a Bayesian approach.
4.1 Prior and Posterior densities
We choose the prior to be close to uninformative over the possible region for the regression-
type parameters β, with two exceptions. We add a Jeffreys prior for the scale parameter
in the AG distribution, and also a Jeffreys-type prior for the intercept parameter in each
model, as in Gerlach, Chen, and Lin (2012) i.e.:
pi(β, σ) ∝ I(A) 1
σ
1
β1
,
for the CARE-R-IG, R-SAV and R-AS models, and
pi(β, σ) ∝ I(A) 1
σ
1
β1
1
β4
,
for the CARE-R-TC and R-TIG models. This is a mostly flat prior on the parameters in
β, restricted by the indicator function being non-zero only over the region A. A includes
restrictions necessary to allow the possibility of stationarity and also sufficient to ensure
positivity under the square root for IG-type models. For the CARE-R-TC, R-AS and
R-SAV models, A is equivalent to the real line for each model parameter, with the added
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restriction that min{β2, β5} < 1 (R-TC) or β2 < 1. For the CARE-R-IG and R-TIG
models, positivity under the square root is required, so A is effectively the positive real
line for each parameter, plus min{β2, β5} < 1 (R-TIG) or β2 < 1. Whilst the infinite
regions A mean the prior is improper for each model, the likelihood, in a form similar
to a Student-t density with ∼ n degrees of freedom in β, restricted to A, is thus clearly
integrable in terms of β, and hence the resulting posterior is proper.
Using equation (12) and any of (3)–(10), plus the flat prior above, the joint posterior
density for β, σ|y is simply proportional to the likelihood evaluated over the region defined
by A. The posterior in (12) is not in the form of a known distribution in β. We thus turn
to computational methods for estimation.
4.2 Adaptive MCMC sampling using Metropolis methods
Sampling from p(β|y) directly is not possible given the non-standard form, so instead
a dependent Markov chain Monte Carlo (MCMC) sample is obtained from β|y in (12)
via adaptive versions of the Metropolis and Metropolis-Hastings (MH) (Metropolis et al.,
1953; Hastings, 1970) algorithms. We employ a similar sampling algorithm to that in
Gerlach, Chen and Lin (2012), employing a random walk Metropolis (RW-M) algorithm
during the burn-in period and an independent kernel (IK-) MH algorithm during the
sampling period. The original idea comes from Chen and So (2006), though we adapt it.
We employ Student-t proposals, with low degrees of freedom, in both the burn-in and
sampling periods. That is, in the burn-in period, we employ a random walk Metropolis
method, using a multivariate Student-t(5) distribution, with a diagonal covariance matrix,
as the proposal distribution. The MCMC sampling period employs an IKMH algorithm,
employing the sample mean and sample covariance matrix of the burn-in period iterates
as the mean and covariance matrix for the Student-t(5) proposal in the IKMH algorithm.
The diagonal scale matrix used in the burn-in period is tuned to achieve optimal
acceptance rates, i.e. 40% for single parameters and 24% for groups of parameters of di-
mension > 1, based on recommendations in Gelman, Roberts, and Gilks (1996) and Chen
and So (2006). This method is a special simplified case of the more general and flexible
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“AdMit” mixture of Student-t proposal procedure proposed by Hoogerheide, Kaashoek
and van Dijk (2007).
5 SIMULATION STUDY
A simulation study is now presented to illustrate the comparative performance of the
MCMC and frequentist ALS (1) estimators, in terms of parameter estimation, as well
as quantile and expected shortfall forecasting, accuracy. The aim is to illustrate the
bias and precision properties for these two methods, highlighting the generally favourable
performance of the MCMC estimator. The results presented focus on the CARE-R-IG
and CARE-R-TIG models only; results employing the TC, AS and SAV-type models are
available from the authors on request: they are very similar to that presented here.
A specific choice of parametric error distribution and model dynamics setting is
needed to simulate the data: for simplicity we choose Gaussian and the equivalent GARCH
or T-GARCH dynamics, as specified below. Samples of size n = 2, 000 were simulated
from these models, specified as:
Model 1
yt = at,
at = σtεt, εt
i.i.d.∼ N(0, 1),
σ2t = 0.05 + 0.025y
2
t−1 + 0.85σ
2
t−1.
Model 2
yt = at,
at = σtεt, εt
i.i.d.∼ N(0, 1),
σ2t =
 0.06 + 0.05y
2
t−1 + 0.9σ
2
t−1, if yt−1 ≤ 0,
0.02 + 0.02y2t−1 + 0.85σ
2
t−1, if yt−1 > 0.
In each model the true 1-step-ahead α quantile is then qα(yt+1|β) = σt+1Φ−1(α), where
Φ−1 is the inverse standard Gaussian cdf; and the true 1-step-ahead expected shortfall
is ESα(yt+1|β) = σt+1Φ−1(δα), where δα is the quantile level that ES occurs at, given in
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Table 3. Following Basel II and Basel III risk management guidelines, quantile levels of
α = 0.01, 0.05 are considered.
A total of 4000 replicated datasets were simulated from model 1 and also from model 2.
The CARE-R-IG model is fit to each dataset from Model 1, once using the MCMC method
in Section 4 and once using the ALS estimator, the latter employing the ‘fminsearch’
routine in Matlab software, to numerically minimise (1). For model 1 (model 2) the
MCMC sampler is run for N = 12, 000 (N = 15, 000) iterations, with a burn-in of
M = 3, 000 (M = 5000), iterations; in each case all iterations after burn-in are used
for estimation. For both estimation methods, all initial parameter values were set to be
βj = 0.25, j = 1, . . . , 3 (Model 1; j = 1, . . . , 6 for Model 2). MCMC convergence was
checked extensively by running the sampler from different starting points and visually
observing convergence to the same posterior well inside the burn-in period, for multiple
simulated (and real) dataset from each model.
Estimation results are summarised in Tables 1-2. For Model 1, the corresponding
parameters of the CARE-R-IG model are: β1(α) = 0.05 [Φ
−1(α)]2; β2 = 0.85; β3(α) =
0.025 [Φ−1(α)]2. For Model 2, the corresponding parameters of the CARE-R-TIG model
are: β1(α) = 0.06 [Φ
−1(α)]2; β2 = 0.9; β3(α) = 0.05 [Φ−1(α)]
2
; β4(α) = 0.02 [Φ
−1(α)]2;
β5 = 0.85; and β6(α) = 0.02 [Φ
−1(α)]2, which give the true parameter values in Tables
1-2. The true value of τ can be found by soling equation (2) for τ , using the true α−level
ES and quantile levels of the standard normal distribution.
Table 1 reports the average of the 4000 estimates for each parameter in Model 1,
as well as their RMSE (estimate compared to true value), for both estimation methods.
These summaries are also shown for the one-step-ahead forecasts of the expectile and ES
at t = n + 1 = 2001 (again RMSE compares each forecast to each true value, both of
which vary over the 4000 replicates).
First, regarding bias, both estimators average reasonably close to the true values
across both quantile levels, though for all parameters the MCMC estimator is marginally
less biased than its ALS counterpart at both α = 0.05, 0.01. Mean estimate values in bold
are closer to their respective true value. The observed biases are as expected for GARCH-
type models: positive bias for β1, negative bias for β2 and minimal for β3. However, the
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Table 1: Summary statistics for the two estimators of the CARE-R-IG model, using data
simulated from Model 2.
α = 1% MCMC ALS
par. True Mean RMSE Mean RMSE
β1 0.2706 0.3961 0.4039 0.4059 0.4030
β2 0.8500 0.8078 0.1601 0.8034 0.1599
β3 0.1353 0.1586 0.1305 0.1623 0.1308
µn+1 -1.6605 -1.6942 0.1105 -1.6981 0.1132
ESn+1 -1.9053 -1.9119 0.1227 -1.9162 0.1246
τ 0.0124 0.0122 0.0012
α = 5% MCMC ALS
par. True Mean RMSE Mean RMSE
β1 0.1353 0.1657 0.1376 0.1754 0.1413
β2 0.8500 0.8257 0.1181 0.8034 0.1209
β3 0.0676 0.0760 0.0483 0.0799 0.0494
µn+1 -1.1741 -1.1788 0.0633 -1.1843 0.0649
ESn+1 -1.4719 -1.4724 0.0784 -1.4793 0.0802
τ 0.0015 0.0013 0.00035
precision of estimation for β1, β2 is better for the ALS estimator at α = 0.01, but worse
than MCMC for estimating β3, as judged by comparing RMSE values. All precisions at
α = 0.05 favour the MCMC estimator. Some of the bias and apparent lack of precision is
no doubt attributable to the estimation of τ and to a focus on estimation in the extreme
tails of the data. The estimation of τ itself, where the same value is used for each method
and hence only reported once in Table 1, seems acceptable.
Regarding forecasts of the expectile µn+1 and the ES level, results are again mixed.
Minimal bias is displayed by both methods; however, the RMSEs are lower for the MCMC
forecast method at both α = 5, 1% for forecasting both µn+1 and the ES level. It seems
that overall, for Model 1, the MCMC method mostly gives more precise and less biased
estimates of parameters and forecasted expectiles and ES levels, when compared to ALS.
Table 2 reports the average and RMSE of the 4000 estimates for each parameter
in Model 2, for both methods. These summaries are also shown for the one-step-ahead
forecasts of the expectile (µ) and ES at t = n+ 1 = 2001.
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Table 2: Summary statistics for the two estimators of the CARE-R-TIG model, using data
simulated from Model 2.
α = 1% MCMC ALS
par. True Mean RMSE Mean RMSE
β1 0.3247 0.4435 0.5003 0.4514 0.4929
β2 0.9000 0.8684 0.1549 0.8656 0.1526
β3 0.2706 0.2961 0.2277 0.3015 0.2264
β4 0.1082 0.2722 0.4601 0.2734 0.4522
β5 0.8500 0.8098 0.1453 0.8071 0.1427
β6 0.1082 0.1452 0.1892 0.1503 0.1861
µn+1 -1.8804 -1.9125 0.1798 -1.9309 0.1983
ESn+1 -2.1576 -2.1333 0.2008 -2.1539 0.2166
τ 0.0124 0.0120 0.0013
α = 5% MCMC ALS
par. True Mean RMSE Mean RMSE
β1 0.1623 0.1894 0.1914 0.2007 0.2024
β2 0.9000 0.8758 0.1279 0.8656 0.1320
β3 0.1353 0.1499 0.0934 0.1556 0.0938
β4 0.0541 0.1048 0.1669 0.1094 0.1755
β5 0.8500 0.8217 0.1159 0.8071 0.1182
β6 0.0541 0.0677 0.0650 0.0735 0.0662
µn+1 -1.3295 -1.3187 0.1031 -1.3489 0.1238
ESn+1 -1.6668 -1.6433 0.1295 -1.6810 0.1538
τ 0.0015 0.0012 0.00043
First, regarding bias, both estimators average reasonably close to the true values
across both quantile levels; again for all parameters the MCMC estimator is less biased
than its ALS counterpart at both α = 0.05, 0.01. However, the precision of estimation for
all parameters is now better for the ALS estimator at α = 0.01. In contrast, all precisions
at α = 0.05 again favour the MCMC estimator. The observed biases are again mostly
as expected for GARCH-type models: positive bias for β1, β4, negative bias for β2, β5
and minimal bias for β3, β6. Some of the bias and apparent lack of precision is no doubt
attributable to the estimation of τ and also to a focus on estimation in the extreme tails
of the data. The estimation of τ itself again seems acceptable.
Regarding forecasts of the expectile µn+1 and the ES level, results are similar to
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Model 1. Minimal bias is displayed by both methods; however, the RMSEs are lower
for the MCMC forecast method at both α = 5, 1% for forecasting both µn+1 and the ES
level. It seems that overall, for Model 2, the MCMC method less biased, but less precise,
estimates of parameters, and gives more precise forecasted expectiles and ES levels, when
compared to ALS.
Similar results were found in Gerlach, Chen and Chan (2011) when comparing an
MCMC estimator and a direct quantile regression estimator for CaViaR VaR models.
6 ASSESSING ES FORECASTS
Once the MCMC samples for β are obtained for a particular CARE model and data set,
one-step-ahead forecasts can be obtained via the dynamic expectile CARE equation, and
then equation (2) is used to form a one-step ahead forecast of conditional ES.
While various common tests can be applied to directly assess VaR quantile forecasts:
e.g. the unconditional coverage (UC) and conditional coverage (CC) tests of Kupiec (1995)
and Christoffersen (1998) respectively, as well as the dynamic quantile (DQ) test of Engle
and Manganelli (2004), proper or optimal assessment of a set of ES forecasts is still an issue
under investigation. The most common methods applied to assess ES forecasts are based
on the fact that it is a conditional expectation beyond a VaR quantile; an aspect which can
be tested directly or indirectly. The direct test examines the residuals, observations minus
predicted ES level, for data beyond the corresponding dynamic quantile VaR predictions,
and tests whether these residuals have mean 0, or not. Since the ES predictions are usually
not independent over time, they are often scaled by a measure of predicted volatility, e.g.
see McNeil and Frey (2000), or by the predicted VaR levels, as in Taylor (2008). The
latter approach is taken here, since CARE models do not provide a volatility estimate
but do provide a VaR estimate, and subsequently the standard non-parametric bootstrap
test, as in Taylor (2008), is applied to the ES residual series divided by the VaR series.
However, this test has small power, due to the ow sample sizes of returns that are more
extreme than the VaR predictions; e.g. in a 1000 day forecast period, we expect only 10
obervations to be more extreme than their respective VaR quantile forecasts, thus giving
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only an average of 10 residuals to test.
As an alternative, Kerkhof and Melenberg (2004) suggested comparing ES, and other
risk measurement methods, on an equal quantile basis, in the same way VaR models are
back-tested by their violation rate. This method relies on calculating or approximating
the specific quantile level that the ES falls at. This approach has so far only been applied
to fully parametric ES models, where the exact ES quantile level can be calculated, see
e.g. Chen et al. (2012). In that case, the UC, CC and DQ tests can be applied using
the quantile level of the ES, treating it as a VaR prediction at that specific quantile level.
Naturally this approach assumes that the ES falls at a consistent quantile level of the
conditional distribution of the series being analysed, which may seem like a fairly strong
assumption; e.g. it would seem to assume that if Student-t errors were fit then the degrees
of freedom were constant over the forecast period. However, Table 3 shows the quantile
levels for ES for various distributions and indicates a surprising result.
Table 3: Nominal levels for ES for the Gaussian, Student-t and AL distributions
δα
α N(0, 1) AL t∗(10) t∗(6) t∗(4) Sk − t∗(6) Sk − t∗(4) TW
0.01 0.0038 0.0037 0.0036 0.0034 0.0032 0.0034 0.0032 0.0035-0.0037
0.05 0.0196 0.0184 0.0184 0.0175 0.0164 0.0175 0.0164 0.0184-0.0187
α Φ (ESα) F (ESα|p)
Note: AL refers to the Aymmetric Laplace distribution under the specification in Chen et al.
(2012). TW refers to the two-sided Weibull distribution of Malevergne and Sornette (2004);
δα is independent of the single parameter of the AL; the two parameters of the TW have been
estimated from the data employed in this paper.
Chen and Gerlach (2013) adapted the two-sided Weibull (TW) distribution of Malev-
ergne and Sornette (2004) as an error distribution in a GARCH model. When applied to
ten financial time series, the estimated conditional TW distribution had δα values con-
sistently in (0.0035-0.0037) for α = 0.01 and (0.0184-0.0187) for α = 0.05, respectively.
These ES quantile levels, denoted δα in Table 3, do vary across different distributions or
different degrees of freedom for a Student-t or skewed-t, however, the variation is quite
small. We see that: (i) distributions with fatter tails tend to have ES fall at slightly lower
quantiles, as expected; (ii) the Gaussian’s tails are well-known as too thin for return data,
thus ES should fall at lower quantile levels than the Gaussian suggests; (iii) for most real
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(daily) return data sets, the degrees of freedom for a Student-t or skewed-t is estimated
between 6 and 15: for the distributions here, we expect ES to fall between the quantile
levels (0.0034, 0.0037) for a 1% ES and between (0.0175, 0.0187) for the 5% ES for these
distributions; (iv) Finally, when examining forecast periods of returns of between 100 and
1000 days, as is most common, we see that any test applied should be robust, or insensi-
tive, to a choice of quantile level within these ranges, i.e. the ranges in Table 3 are quite
small and narrow for practical forecast data sizes and the tests applied to them; i.e. most
tests of forecast accuracy will not be able to distinguish between violation rates in these
ranges at the typical sample sizes used. This includes the case where the shape of the
distribution changes over time, e.g. a Student-t changing degrees of freedom anywhere
from 6 to ∞, the shape changing from Student-t to AL or TW and/or back again; Table
3 illustrates that these sorts of changes will barely move the quantile level that ES falls
at.
To expand on the last point, if we have 1000 days in our forecast sample, we can expect
somewhere between 3.4 and 3.7 of these returns to be beyond our 1% ES predictions
and expect between 17.5 and 18.7 returns beyond our 5% ES predictions. Thus we
expect about 3-4 and 17-19 ES violating returns respectively, across a range of conditional
distributions of different shapes, tail thicknesses and skewness levels. As such, we propose
that it is sensible for semi-parametric models to also assume that the 1% and 5% ES values
will occur close enough to the 0.35% and 1.8% quantile levels, respectively, and to use
those quantile levels to assess the semi-parametric forecasts of ES using the standard VaR
tests. These levels for ES are approximately valid for a wide of distributions, as evidenced
by Table 3.
The non-test criterion we use to compare ES forecasts is the rate of violation, defined
as the proportion of observations for which the actual return is more extreme than the
forecasted ES level. This rate, denoted ESRate, is:
ESRate =
∑n+m
t=n+1 I(yt < ESt)
m
,
where n is the estimation sample size and m is the forecast sample size. As above, a
series of ES forecasts should have ESRate close to the nominal level δα. As also standard
for VaR, the ratio ESRate/δα, called the ES ratio, is employed to compare competing ES
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forecasts: models with ES ratio ≈ 1 are most desirable. When ES ratio < 1, risk and loss
forecasts are conservative (higher than actual), while alternatively, when ES ratio > 1,
risk estimates are lower than actual and financial institutions may not allocate sufficient
capital to cover likely future losses. Here solvency outweighs profitability and for models
where ES ratios are equidistant from 1, lower or conservative rates are preferred; e.g.
ESRate/δα = 0.95 is preferred to ESRate/δα = 1.05, as e.g. in Wong and So (2003) and
Gerlach et al. (2011).
Formal testing is achieved by several well-known tests. Using either the exact value
of δα for parametric models, or the approximate δαs of 0.35% and 1.8% quantile levels,
for 1% and 5% ES respectively, for non and semi-parametric methods, we employ the
standard UC, independence, CC and DQ tests. The DQ test is well-known to be more
powerful than the CC test, see Berkowitz, Christoffersen and Pelletier (2009). These tests
are now standard; we refer readers to the original papers for details. We use the extended
independence and CC tests as proposed by Chen et al. (2012), allowing multiple lag
testing, instead of only a single lag as in the Christofferson (1998) tests.
We also apply the test of Gaglionone et al. (2011), which fits a simple quantile
regression model of the forecast period returns against the corresponding forecast VaR,
at level α, and tests that the parameters are 0, 1 for intercept and slope respectively, as
they should be if the VaR series is accurate. We will apply this test, denoted by VQ,
instead using the forecast ES as the explanatory and fitting the quantile regression at the
appropriate level δα for each model.
7 EMPIRICAL RESULTS
Seven daily international stock market indices are analysed: the S&P 500 (US); FTSE
100 (UK); AORD All ordinaries index (Australia, AU); Nikkei 225 Index (Japan, JP);
TSEC weighted index (Taiwan, TW); the KOSPI composite index (Korea, KR) and the
HANG SENG Index (Hong Kong, HK). Daily closing price index data from January 1,
1995 to July 23, 2013 are obtained from Yahoo Finance. The percentage log return series
were generated as yt = (ln(Pt) − ln(Pt−1)) × 100, where Pt is the closing price index or
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closing exchange rate on day t. Market-specific non-trading days were removed from each
series.
The full data period is divided into an estimation sample: January 1, 1995 to Decem-
ber 31, 2002, of approximately n = 2000 days; and a forecast sample: the approximately
m = 2600 trading days from January 1, 2003 to July 23, 2013. The latter period includes
most, if not all, of the effects of the global financial crisis (GFC) on each market, as well
as the lead-in period when all markets rose slowly over an extended period. For KR and
TW, data were only available from 1997, so the estimation samples are January 1, 1997
- December 31, 2004, and forecast samples are January 1, 2005 - July 23,2012. Small
differences in forecast sample sizes and end-dates occurred across the other markets, due
to market-specific non-trading days. The exact in-sample sizes n and forecast sample sizes
m are given in Table 5. All series display the standard properties of daily asset returns:
they have positive excess kurtosis, persistent heteroskedasticity and display mostly mild,
negative skewness.
For each series, the CARE-R-SAV, R-AS and R-IG models are estimated using an
MCMC burn-in sample size of 9,000 iterations, followed by a sampling period of 3,000
iterations. The CARE-R-TC and CARE-R-TIG models are run longer to help ensure
convergence: a burn-in of 10,000 followed by a sampling period of 5,000 iterations. To
assess mixing and convergence, for each model the MCMC method is run from five dif-
ferent, randomly generated starting positions, for each market, at α = 0.01, 0.05. The
starting values for the parameters were chosen to be widely varying and to lie on both
sides of the estimated posterior means. Convergence to the same posterior distribution is
clear in all five runs for each parameter in each model, well before the end of the burn-in
sample, in each market. Gelman’s R statistics (see Gelman et al., 2005, page 296) over
these five runs are typically between 1.001 and 1.10 over all parameters; all highlighting
fast mixing and clear and efficient convergence. Parameter estimates from all the models
are not shown to save space. However, Table 4 shows estimates from the CARE-R-TIG
models at 5% and 1% levels for the initial sample periods in the AU and UK markets.
The estimates are somewhat different between the two markets, but quite comparable
from 5% to 1% levels in each market. The intercept parameter estimates in the regime
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Table 4: Parameter estimates for CARE-TIG model for the AORD and FTSE series from
January 1, 1995 to December 31, 2002.
Australia α = 0.05 α = 0.01
Par. Mean Std. 95%CI Mean Std. 95%CI
β1 0.012 0.022 0.00 0.08 0.036 0.066 0.00 0.19
β2 0.759 0.045 0.67 0.86 0.843 0.037 0.75 0.92
β3 0.624 0.056 0.51 0.74 1.372 0.073 1.22 1.54
β4 0.454 0.078 0.33 0.62 0.884 0.163 0.65 1.10
β5 0.469 0.048 0.36 0.56 0.525 0.038 0.45 0.59
β6 0.044 0.029 0.004 0.12 0.045 0.034 0.003 0.13
τ 0.0196 0.0036
UK α = 0.05 α = 0.01
Par. Mean Std. 95%CI Mean Std. 95%CI
β1 0.047 0.044 0.00 0.15 0.007 0.013 0.00 0.05
β2 0.903 0.027 0.84 0.95 0.770 0.021 0.73 0.82
β3 0.160 0.020 0.12 0.20 0.549 0.033 0.48 0.62
β4 0.073 0.043 0.001 0.16 1.827 0.175 1.60 2.27
β5 0.827 0.031 0.77 0.88 0.580 0.059 0.46 0.69
β6 0.125 0.033 0.07 0.20 0.708 0.136 0.47 0.99
τ 0.0151 0.0011
following a negative return (β1) are close to 0 (when compared with their Std.), while
those following a positive return are strongly positive (β4), in both markets. The effect of
yesterday’s return in Australia is stronger when that return was negative (β3) compared
to when it was positive (β6), for both risk levels. However, for the UK, the effects are
relatively close to each other (β3 ≈ β6) in each case. The persistence in ES level is
strongest following a negative return (β2 > β2) in both markets at both risk levels.
7.1 Forecasting ES study
Expectiles and then ES are forecast 1 day ahead for each day in the forecast sample of m ≈
2600 returns, in each series, using a range of competing models: including non-parametric,
semi-parametric and fully parametric specifications. For non-parametric methods, many
financial institutions use ’historical simulation’ to forecast VaR and ES; i.e. they employ
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sample percentiles for VaR estimation, and sample averages beyond those percentiles as
ES forecasts. We employ two commonly used sample sizes: the last 100 days (HS100)
and a longer-term last 250 days (HS250, approximately one trading year). Five CARE-R
models are considered: the full self-exciting (CARE-)R-TC in (8) and R-TIG in (10),
as well as the CARE-R-SAV, R-AS and R-IG models in (3), (4) and (5) respectively.
These are each estimated in turn by the Bayesian MCMC method proposed. A range
of popular GARCH specifications, including with Gaussian (G-n) and Student-t (G-t)
errors, is also considered, including versions with AR(1) mean equations; and a GJR-
GARCH specification. These are all estimated by ML, using the Econometrics toolbox
in Matlab. A GARCH model with Asymmetric Laplace (G-AL) errors, as in Gerlach, Lu
and Huang (2012), is also fit by ML using author-written Matlab code. These models
were all fit by ML since that is the standard choice in the literature for such models;
also similar results to those reported below for these GARCH models were found by
Chen, Gerlach and Lu (2012) and Chen and Gerlach (2013) when estimating via Bayesian
MCMC methods. Finally an extreme value method (EVM) is considered, using the peaks-
over-threshold (POT) method on returns, standardised by volatility, estimated by the
RiskMetrics method; see Gilli and Kellezi (2006) for details.
For each day yn+t, t = 1, . . . ,m, in the forecast sample, parameters are estimated for
each semi-parametric and parametric model, employing the fixed window size n of data
(yt, . . . , yn+t−1) as observations (except HS100 and HS250 as above). Forecasts are then
calculated for the next day’s α-level ES. Under Bayesian estimation, each set of parameter
iterates is substituted into the respective CARE equation to generate an expectile forecast,
which is then transformed into an ES forecast via (2). Thus, between 3,000 and 5,000
(post burn-in) MCMC ES forecast iterates are generated each day for each CARE model,
which are then simply averaged to give the final posterior mean ES forecast. Each MCMC
run takes from 5-10 seconds, while estimating τ by grid search takes a similar amount of
time, and ALS estimation takes less than 1 second, on a standard modern desktop PC.
Figure 1 shows the returns in the forecast period for the UK market, as well as the 1%
ES forecasts for five different methods: G-n, G-t, G-AL, CARE-R-TIG and HS250. The
forecasts for the GARCH model with Gaussian errors (G-n) are usually the least extreme
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Figure 1: Some 1% ES forecasts and the UK FTSE100 forecast sample returns.
for each day, as expected, while those for the GARCH with AL (G-AL) distributed errors
are usually, and clearly, the most extreme each day. The AL has kurtosis between 6 and
9 and thus has fatter tails than the standardised Student-t distribution when its degrees
of freedom are 6 or greater, and always fatter tails than a Gaussian; see Chen et al (2012)
for details. The HS250 method is clearly affected adversely by extreme returns, causing
a flat forecast sometimes for up to 250 consecutive days, while also responding the least,
in magnitude, to extreme returns or increased volatility periods. This method clearly
neither accurately tracks the level or dynamics of ES in this series. The R-TIG model is
sometimes very similar to the GARCH-n and G-t models, but is often quite different in
its forecasts of ES levels, e.g. being much more extreme than these models for the first
1000 or so forecast days.
The general patterns for and among the forecasts for the different methods are fairly
consistent across the seven return series, for both 1% and 5% ES forecasting. To sum-
marise, usually the G-n ES forecasts are the least extreme in each market on most days;
the CARE-R model forecasts, as a group, are similar to each other and generally closest
to the G-t on most days, while the HS100 and HS250 ES forecasts are consistently and
completely different to the other methods, as above. The G-AL forecasts of ES are usually
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Figure 2: Averages of the ES residuals, for 1% ES forecasts, for each of the seven return series,
for each model/method (marked on x-axis). A reference line is at 0, where accurate models
are expected to have their average ES residual; A large ‘o’ indicates the mean of the seven ES
residual averages for each model
the most extreme on each day.
Figure 2 shows the average ES residual in each of the seven return series, for each
of the models/methods, from the 1% ES forecasts. These averages should (theoretically)
be zero for an accurate ES forecast method. Each symbol is the average ES residual
for a particular return series, over the models/methods, while each large ’o’ shows the
mean of the seven ES residual averages for each model/method; a reference line is at zero.
Clearly, the G-n, AR-G-n, HS100, HS250 and POT methods consistently under-predict
ES levels across the seven series, since all their average ES residuals are negative. This
indicates that over the full forecast period these methods are typically anti-conservative.
The remaining models, the G-t, AR-G-t, GJR-t, G-AL and all the CARE-R and CARE
models have average ES residuals reasonably close to 0. It is hard to separate this group
of models based on this criterion.
Figure 3 shows the ESRates for the 1% ES forecasts for each model in the forecast
period over the seven series. Each symbol is the ESRate for a particular return series over
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Figure 3: ESRates, for 1% ES forecasts, across all seven series for each model/method con-
sidered. A large ‘o’ indicates the mean of the seven ES rates for each model. Three reference
lines are drawn: the solid middle is at 0.0035 (the target rate); the two dashed lines contain
the non-rejection region for the UC test (models with ESrates above and below these lines are
rejected)
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the models/methods (marked on x-axis), while each larger ’o’ represents the average rate
across all 7 markets. These rates should be close to 0.0035 (0.0038 for Gaussian errors) for
each model. The dashed lines mark the points where the p-value from the UC is closest to
0.05; models with rates above the top line, or below the bottom line, are rejected by the
UC test. Again, the G-n, AR-G-n, HS100, HS250 and POT models have ES Rates well
above nominal, in most or all markets, as to a lesser extent do the G-t, AR-G-t and GJR-t
models, indicating that they are all typically anti-conservative in their ES risk forecasts,
having too many ES violations. These models are all rejected by the UC test in all or
most markets. The G-AL model is now very conservative, having ES violation rates well
below that expected under the AL distribution, and hence this model over-estimates ES
risk levels, and is also rejected a few times. The CARE-R and CARE models all have
ES Rates close to nominal on average, with either one or no rejections by the UC test;
clearly the R-IG and R-SAV are closest to nominal on average, whilst the R-TIG seems
the least variable across the series.
Tables 5-6 shows the numbers of violations from the 1% and 5% ES forecasts in each
series, as well as the forecast and estimation sample sizes. For series with m ∼ 2600
(∼ 2100) we expect 9 (7) violations from the 1% ES forecasts and 47 (38) violations from
the 5% ES forecasts. In each series a CARE-R model is closest to this for 1% ES; while a
CARE model is closest to that for 5% ES in 5 series, a CARE-R model closest in the other
2 series. It is clear that the G-n, AR-G-n, HS100, HS250 have among the highest numbers
of violations at both α = 0.01, 0.05 in all series. The POT model has among the highest
for AU, US and UK, but among the lowest for TW, HK and KR. The G-AL always has
the lowest number of violations in each series and clearly tends to over-estimate ES levels
(except JP at 1%). The GARCH models with Student-t errors are clearly better than
models with Gaussian errors, but still consistently have too many violations, in all series.
We now consider formally testing the conclusions above and each model’s ES forecasts
for accuracy and independence, across the seven series. Table 7 counts the number of
rejections, at the 5% significance level, for each model/method, over the seven return
series, for each of the tests considered: bootstrap t-test, UC, independence, CC, DQ (1
and 4 lags) and VQ tests, as well as a total across all 7 tests. For 1% ES forecasting,
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Table 5: Counts of ES violations during the forecast period in each market, α = 0.01
model AU US UK JP TW HK KR
G-n 24 26 28 24 29 28 18
ARG-n 25 27 30 24 31 26 18
G-t 16 15 22 16 16 12 9
ARG-t 16 16 23 16 14 11 9
GJR-t 14 17 18 14 11 9 9
G-AL 5 4 3 9 5 5 2
HS100 29 33 35 30 22 35 27
HS250 22 24 24 22 12 24 18
POT 48 31 39 5 12 11 7
R-IG 9 9 11 14 5 6 8
R-TIG 11 11 12 11 7 9 9
R-SAV 8 9 10 13 6 7 7
R-AS 11 11 14 12 8 9 9
R-TC 11 15 13 12 6 9 8
IG 12 8 14 11 8 10 7
SAV 11 9 15 14 5 9 6
AS 17 10 16 14 6 8 6
m 2676 2657 2667 2589 2110 2628 2124
n 2024 2014 2018 1970 1841 1972 1838
Note: Boxes indicate the model closest to its nominal violation rate, bold indicates the
least favoured model, in each column.
clearly the HS100, G-n and HS250 are the worst performing models, being rejected in
at least 6 markets by most tests, and rejected in all markets by at least 1 test; clearly
these are highly inadequate methods for 1% ES forecasting. Though the GARCH-AL is
rejected only a maximum of 3 times by any single test, across markets it is rejected 6
times. All the CARE models do better than these and better than the GARCH-t models,
regarding minimising the number of rejections across markets. The R-AS is rejected in
only 2 markets overall, whilst the R-TIG, IG and SAV models are rejected in only three
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Table 6: Counts of ES violations during the forecast period in each market, α = 0.05
model AU US UK JP TW HK KR
G-n 91 84 75 66 67 69 78
ARG-n 91 88 77 66 67 69 77
G-t 77 71 68 54 57 57 59
ARG-t 78 76 73 55 54 55 63
GJR-t 72 73 71 55 52 51 47
G-AL 36 36 27 29 35 34 30
HS100 79 72 71 72 52 75 64
HS250 66 62 62 64 49 70 54
POT 148 94 109 30 30 35 20
R-IG 55 61 54 51 41 56 39
R-TIG 58 60 56 53 40 48 28
R-SAV 56 58 57 53 39 60 40
R-AS 57 63 58 58 37 59 30
R-TC 57 63 62 58 40 55 33
IG 51 60 47 48 37 45 42
SAV 51 55 49 49 40 44 36
AS 64 59 58 51 38 49 27
Note: Boxes indicate the model closest to its nominal violation rate, bold indicates the
least favoured model, in each column.
markets.
For 5% ES forecasting, clearly all the non-CARE models are equal worst performers,
being rejected in all markets by most tests. All the CARE models do better than the
non-CARE models, regarding minimising the number of rejections across markets. The
R-TIG is rejected in only 1 market by any test, whilst the R-IG and R-SAV are rejected
in only two markets overall.
Clearly, at both 1% and 5% ES forecasting, the CARE-RV and CARE models are
the most favoured and most accurate, and are hard to separate in terms of the criteria
25
applied. However, a CARE-RV model was rejected in the least number of series in both
cases. On the contrary, all other models/methods perform less favourably and can be
rejected as adequate 1% or 5% ES forecast methods for these series and the time period
chosen. Clearly, GARCH models with Gaussian or Student-t errors are simply inadequate
at accurately modeling the conditional distribution in all seven series considered over this
ten year period; their tails are not fat enough and tend to consistently under-estimate ES
levels, leading to too many violations. In contrast, the tails of the AL distribution are too
fat, and tend to over-estimate the ES levels. The HS methods simply cannot track either
the levels or dynamics of ES, not surprising from such an adhoc method. Only the CARE
and CARE-R models could consistently accurately forecast ES levels and dynamics of the
models considered. Not being constrained by a parametric distribution is apparently a
clear advantage of these models. The extra gains from including the information on the
daily range, via the CARE-R models, were marginal, but clear enough in the 1% ES case.
CARE models did best at 5% ES forecasting, again marginally ahead of CARE-R models.
Table 8 shows summary statistics for ES violation rate ratios, taking the observed
violation rates in Figure 3 and dividing them by the expected rates: 0.018 for 5% ES
(except 0.0196 for Gaussian errors) and 0.0035 for 1% ES (0.0038 for Gaussian and AL
errors). These summary statistics confirm what we’ve seen above: all the GARCH models
are at least slightly anti-conservative, except for the G-AL, though it has only 50% of the
ES violations expected; clearly it over-estimates the ES levels. At the 1% ES level, all the
CARE models have ratios closer to 1 than all the other models. The CARE models with
ratios closest to 1 are the R-SAV, R-IG, SAV and IG models, all with average ratios within
about 10% of the desired 1. The G-n, AR-G-n, G-t, AR-G-t, GJR-t, HS100, HS250 and
POT models are highly anti-conservative, the best of these with around 55% more ES
violations than expected; the G-n, ARG-n, POT, HS100 and HS250 have 2.4 to 3.5 times
too many ES violations. At the 5% ES level, the best models are again CARE models,
though here the SAV and IG out-perform the CARE-R models. Again, the POT, HS250,
G-n and G-t models have around 30-60% more violations than expected.
In summary, the GARCH-n, AR-GARCH-n, GARCH-t, AR-GARCH-t, GJR-t, POT,
HS100 and HS250 models are all clearly anti-conservative at ES forecasting, at both 1%
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and 5% risk levels. The GARCH-AL model is quite conservative, clearly over-estimating
ES levels at each risk level. All the CARE and CARE-R models are more accurate, in
terms of ES violation rates, with average and median ES rate ratio much closer to 1,
and with much lower RMSE of the seven ratios compared to 1. The CARE-R models
were rejected in the least number of markets (one or two) compared to the CARE models
(three or four) and a wide range of popular and well-known ES forecasting methods. The
R-AS was rejected in the fewest series, though the R-SAV and R-IG seemed slightly more
accurate; these were overall the best three models for 1% ES forecasting.
For 5% ES forecasting, the R-TIG was rejected in only 1 series, and combined with
the R-IG, R-SAV and SAV, IG CARE models were the most accurate forecasters.
7.2 CRISIS PERIOD PERFORMANCE
The forecast sample period covers the well-known GFC period, roughly reported to lie in
2007-2009. The performance of the models may vary between the financial-crisis period
and the pre-crisis and post-crisis periods, and it would be important to know if the gener-
ally anti-conservative nature of each model’s forecasts can be ascribed to the crisis period
only, or not. We thus present an analysis of each models’ ES forecasting performance
during the GFC period.
A specific date for the start and end of the crisis period must be chosen; there is little
reason for this date to be exactly the same in each market. To make a clear, objective
metric, we defined the crisis period as the set of consecutive trading days, being at least
251 days in length (i.e. one trading year) that had the largest sample variance of returns.
This method resulted in the “crisis” periods being chosen as in Table 9.
Table 10 contains summary statistics for the seven ES Rate ratios δˆ/δ obtained during
the GFC period in each market. It is clear that most models struggled in this period,
at both α = 0.01, 0.05, and consistently under-estimated risk levels, experiencing more
violations than expected. Only the G-AL and POT models are on average conservative,
with violation rates below nominal. The CARE-IG, SAV, AS, CARE-R-TC, G-n, G-t,
GJR-t, HS100 and HS250 models all had between 2 and 5.5 times the expected number
27
of violations at α = 0.01, and from 2 to 2.5 times the expected number of violations at
α = 0.05, during the crisis periods. At α = 0.01 the expected number of violations is very
close to 1 (∼ 0.88) and so the means and median ES rate ratios are roughly equivalent
to the number of violations observed; there is a small sample issue here. The G-AL had
an average ratio of 0.46, with four of the markets having 0 violations (and hence median
ratio = 0); it is the best model in this GFC period at α = 0.01 by this measure. Ranking
next are the CARE-R-IG, R-AS and R-SAV, averaging less than 2 violations in the GFC
period; the R-IG and R-SAV have the lowest RMSE from 1 of these models. Whilst not
ideal, the performance of these three CARE-R models is marginally better than that of
the CARE models, with average ratios closer to 1 and lower RMSEs. This conclusion
also holds at α = 0.05 during the GFC period. Here the G-AL model is clearly the best
performer, with an average ratio just below 1; but again the CARE-R models have average
ratios closer to 1 and lower RMSEs than their CARE counterparts. Whilst the GJR-t,
G-t and HS100 models seem more competitive here, again the G-n, HS250, POT and
CARE-AS models clearly forecast less accurately than the rest during the GFC periods.
Table 11 counts the number of rejections, at the 5% significance level, for each
model/method, over the seven return series, for each of the tests considered: bootstrap
t-test, UC, independence, CC, DQ (1 and 4 lags) and VQ tests, as well as a total across
all 7 tests, during the GFC periods. At α = 0.01 the CARE-R-SAV model cannot be
rejected in any market during the GFC, whilst the G-AL, G-t, R-IG, R-TIG, R-AS, IG
and SAV models can be rejected in only 1 series. Combined with the ratios in Table 10,
it is clear that the G-AL, R-IG and R-SAV models are the most accurate ES 1% forecast
models during the crisis period. The HS100 and HS250 models can be rejected in 7 and 5
markets respectively and are clearly the least accurate ES 1% forecast models considered
here during the crisis period.
At α = 0.05 the CARE-R-AS model is rejected in only 2 markets during the GFC
period, whilst the R-SAV and R-IG are rejected in 3 of the series. Combined with the
ratios in Table 10, it is clear that though the G-AL has a violation rate typically closest
to nominal, it is rejected in 5 out of 7 markets by the tests. Instead, the R-AS, R-IG and
R-SAV models are the most accurate ES 5% forecasters during the crisis period. The G-n,
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G-t, CARE-AS, HS100 and HS250 models can be rejected are 7 markets and are clearly
the least accurate ES 5% forecast models considered here, during the crisis period.
In summary, the CARE-RV models are clearly at least highly competitive and are
overall the favoured models by formal testing, both over the entire period for forecasting
and during the crisis periods in each market, and marginally preferable for ES forecasting
to CARE models. However, during the GFC period, the G-AL also performed reasonably
well, and was the only conservative model, at α = 0.01; though it was soundly rejected
for 5% ES forecasting during that period.
8 CONCLUSION
This paper considers dynamic expectile and expected shortfall modelling and forecasting,
incorporating information from the daily range. A new class of CARE-RV models using
the range data as in input is proposed. A psuedo-likelihood formulation is employed,
allowing a Bayesian MCMC method to be employed to estimate the proposed model class.
A simulation study highlights a favourable comparison with ALS estimation for two of the
proposed model formulations. An expected shortfall forecasting study, using data before,
during and after the global financial crisis, reveals that the proposed CARE-RV models
are highly competitive, in terms of ES residuals, ES violation rates and independence
of violations, compared to a range of well-known models and methods, including CARE
models, GARCH, historical simulation and an extreme value method, across seven return
series over a ten year forecast period.
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Table 7: Counts of model rejections for seven formal ES forecast assessment tests, across the
seven markets.
α = 0.01 boot. IND UC CC DQ1 DQ4 VQ Total
G-n 6 0 7 7 7 7 4 7
ARG-n 7 0 7 7 7 7 4 7
G-t 1 0 4 3 3 6 1 6
ARG-t 0 0 5 2 3 6 2 6
GJR-t 0 0 2 1 3 5 0 5
G-AL 2 1 3 2 1 3 2 6
HS100 7 1 7 7 7 7 4 7
HS250 6 2 6 6 6 7 1 7
POT 3 0 3 3 4 4 7 7
R-IG 1 0 0 1 1 4 1 5
R-TIG 0 1 0 0 1 3 0 3
R-SAV 0 0 0 0 1 4 0 4
R-AS 0 1 0 0 1 2 0 2
R-TC 1 0 1 0 1 4 1 4
IG 0 1 0 0 1 3 0 3
SAV 0 0 0 0 1 3 0 3
AS 0 0 2 0 2 3 0 4
α = 0.05 boot. IND UC CC DQ1 DQ4 VQ Total
G-n 7 0 7 5 5 7 5 7
ARG-n 7 0 7 5 5 7 5 7
G-t 0 0 5 5 5 7 2 7
ARG-t 1 0 5 5 5 7 4 7
GJR-t 1 0 4 3 3 4 3 6
G-AL 4 0 3 3 2 5 5 7
HS100 5 4 7 7 7 7 6 7
HS250 6 4 5 6 6 7 7 7
POT 3 0 5 6 7 6 7 7
R-IG 1 0 0 1 0 2 0 2
R-TIG 1 0 0 0 0 1 0 1
R-SAV 0 0 0 0 0 2 0 2
R-AS 2 0 1 1 0 2 0 3
R-TC 1 0 2 1 1 2 2 4
IG 0 0 0 0 0 3 1 4
SAV 0 0 0 0 0 4 0 4
AS 1 0 1 0 0 2 0 3
Note: Boxes indicate the favoured model, bold indicates the least favoured model, in each
column. 34
Table 8: Forecast comparisons of summary statistics of δˆ/δ: α = 0.01, 0.05
α=1% α=5%
Model Mean Median RMSE Mean Median RMSE
G-n 2.684 2.575 1.737 1.560 1.613 0.593
ARG-n 2.747 2.604 1.818 1.573 1.620 0.604
G-t 1.732 1.708 0.828 1.415 1.485 0.444
ARG-t 1.709 1.721 0.814 1.449 1.521 0.487
GJR-t 1.550 1.495 0.606 1.337 1.369 0.374
G-AL 0.509 0.505 0.535 0.730 0.747 0.290
HS100 3.446 3.549 2.464 1.543 1.545 0.551
HS250 2.369 2.428 1.405 1.359 1.370 0.365
POT 2.422 1.625 2.178 1.429 0.790 1.022
R-IG 1.008 0.968 0.283 1.131 1.125 0.152
R-TIG 1.142 1.211 0.185 1.080 1.167 0.180
R-SAV 0.978 0.942 0.211 1.149 1.163 0.169
R-AS 1.208 1.183 0.259 1.137 1.208 0.222
R-TC 1.196 1.174 0.318 1.159 1.183 0.216
IG 1.138 1.087 0.243 1.049 1.030 0.108
SAV 1.108 0.978 0.346 1.029 1.051 0.076
AS 1.234 1.075 0.473 1.087 1.094 0.208
Note: Boxes indicate the favoured model, bold indicates the least favoured model, in each
column. ’RMSE’ stands for square root of the average squared difference between the
seven ratios and their expected value of 1.
Table 9: Crisis periods in each series.
Crisis period length (days)
Market Start End
AORD 21/1/2008 27/1/2009 259
S&P500 22/7/2008 20/7/2009 251
FTSE 22/8/2008 19/8/2009 251
NIKKEI 18/1/2008 27/1/2009 251
HANG SENG 17/1/2008 16/1/2009 251
TSEC 19/6/2008 25/6/2009 251
KOSPI 27/6/2008 26/6/2009 251
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Table 10: Forecast comparisons of summary statistics of δˆ/δ: α = 0.01, 0.05 during the
GFC period
α=1% α=5%
Model Mean Median RMSE Mean Median RMSE
G-n 3.726 4.064 2.990 2.371 2.439 1.401
ARG-n 3.726 4.064 3.193 2.371 2.236 1.397
G-t 2.429 2.277 1.821 1.982 1.992 1.029
ARG-t 2.429 2.277 1.821 2.077 2.145 1.157
GJ-t 2.104 2.206 1.796 2.017 1.771 1.205
G-AL 0.457 0.000 0.757 0.913 0.885 0.290
HS100 5.509 5.692 4.652 2.047 1.992 1.125
HS250 4.868 5.692 4.565 2.394 2.435 1.472
POT 0.000 0.000 1.000 0.155 0.000 0.873
R-IG 1.784 2.277 0.969 1.735 1.771 0.866
R-TIG 2.099 2.277 1.438 2.015 1.992 1.052
R-SAV 1.784 2.277 0.969 1.734 1.549 0.881
R-AS 1.946 1.138 1.382 1.860 1.992 0.947
R-TC 2.587 2.277 1.967 2.078 1.992 1.129
IG 2.429 2.277 1.605 2.015 1.992 1.078
SAV 2.592 2.277 1.979 2.172 2.145 1.204
AS 3.720 4.413 2.894 2.425 2.435 1.465
Note: Boxes indicate the favoured model, bold indicates the least favoured model, in each
column. ’RMSE’ stands for square root of the average squared difference between the
seven ratios and their expected value of 1.
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Table 11: Counts of model rejections for seven formal ES forecast assessment tests, across the
seven markets, during the crisis period.
α = 0.01 boot. IND UC CC DQ1 DQ4 VQ Total
G-n 0 0 4 2 4 3 0 4
ARG-n 1 0 0 0 0 0 0 1
G-t 0 0 4 2 4 3 0 4
ARG-t 1 0 0 0 0 0 0 1
G-AL 1 0 0 0 0 0 0 1
HS100 2 1 7 6 7 7 0 7
HS250 0 1 4 4 5 5 0 5
POT 1 0 0 0 0 0 0 1
R-IG 0 0 0 0 0 0 0 1
R-TIG 0 0 0 0 2 0 0 3
R-SAV 0 0 0 0 0 0 0 0
R-AS 0 0 0 0 1 0 0 1
R-TC 0 0 1 1 2 1 0 3
IG 0 0 0 0 1 0 0 1
SAV 0 0 1 1 1 1 0 1
AS 0 0 4 3 4 4 0 4
α = 0.05 boot. IND UC CC DQ1 DQ4 VQ Total
G-n 3 0 7 4 6 6 1 7
G-t 1 0 3 1 5 5 2 7
G-AL 2 1 0 0 1 3 1 5
HS100 2 1 3 2 7 7 1 7
HS250 1 1 4 5 6 7 1 7
POT 2 0 6 4 0 0 6 6
R-IG 1 0 1 1 1 2 0 3
R-TIG 0 0 3 1 3 3 0 4
R-SAV 1 0 1 1 1 2 0 3
R-AS 0 0 2 1 1 1 0 2
R-TC 0 0 3 3 3 3 1 4
IG 0 0 3 2 5 3 0 5
SAV 0 0 4 2 4 2 0 4
AS 1 0 6 4 7 6 1 7
Note: Boxes indicate the favoured model, bold indicates the least favoured model, in each
column.
37
