Morse theory is an important part of critical point theory. A fashionable version of Morse theory, which implies Morse inequalities as consequences, describes a Morse function on an oriented compact differentiable manifold without boundary by a cohomology complex or a chain complex {C k , ∂}. In J. Mil-
Remark. If we take the following as domains:
then the conclusion of the Theorem remains valid.
Preliminaries
Let M n be a compact manifold with boundary Σ = ∂M . The following notations are used throughout this paper: A p (M ) for the space of all L 2 p-forms on M , and d for the exterior differential operator. For a p-form, we write in local coordinates, ω = a I dx I , I = (i 1 , . . . , i p ).
If Σ is along x n = 0, and M is on the side x n > 0, we call τ ω = n / ∈I a I dx I and νω = n∈I a I dx I , the tangent part and the normal part of ω respectively. Given a Riemannian metric g on M , we introduce the Hodge star operator * :
there are many ways of defining the domains of d and d * so that they are coadjoint, e.g.,
In all these cases, we have
Under these boundary conditions, again, we have
In fact, what we really want to show is the following:
It suffices to prove τ dω|
From a I | ∂M = 0, n / ∈ I, it follows that ∂ k a I | ∂M = 0 for k = n, i.e., τ dω| ∂M = 0.
Similarly, we now prove * νd * ω| ∂M = 0 from * νω| ∂M = 0. Noticing that
By the previous conclusion, we have
Now let us define the Laplacian ∆ = d * d + dd * under various boundary conditions so that it is self-adjoint:
Case (1) associates with (1). Indeed, for ω ∈ D(∆), both dω and d * ω make sense.
Similarly, case (2) associates with (2). The self-adjointness of ∆ follows from Green's formula:
In case (3) , d * d and dd * do not make sense. However, ∆ is defined by the bilinear form
in case (3), and then the Friedrichs extension provides a self-adjoint operator. In all these cases,
However, in case (3), there is no nontrivial harmonic form, according to the Poincaré inequality. Therefore this is not the case of interest, and we restrict ourselves to cases (1) and (2). We have the following Hodge Theorem:
where we use d p , (d * ) p and ∆ p to indicate the associated operators.
According to various boundary conditions, (2) (cf. [GM] , [Du] , [DS] , [DR] ).
Witten complex
To a given 1-form λ, one attaches an exterior differential operator
where i is the interior product, with
where
It is known that P λ commutes with multiplication, i.e., for all ϕ ∈ C ∞ (M ),
, we use the shorthand
and similarly for d * t and ∆ t . In a conformal metric,
Now, for the pair of differential operators d t , d * t , we call the complex
the Witten complex. With the given domains as boundary conditions, again we have the Hodge decomposition:
Indeed, only the last relation is to be verified. By looking at the complex
In the following, we assume that f satisfies the general boundary conditions, i.e., f has no critical point on ∂M , and both f and f = f | ∂M are Morse functions.
Let
where n(x) is the unit normal vector on Σ, and let
In a local chart about x, we take x = (x 1 , . . . , x n−1 ) along T x (Σ), and the y axis directed opposite to n(x).
Let K(f ) = {x * 1 , . . . , x * s } and K * ( f ) = {y * 1 , . . . , y * w } be the critical sets of f and f | Σ * respectively. We have the Morse lemmas
in a local chart about x * , and
In a local chart about x * (and y * ) under the flat metric, the Laplacian ∆ p t is expressed as follows:
H k,t and
For all x * ∈ K(f ), we define a self-adjoint operator ∆ p t,x * on A p (R n ) with the same expression as in (2.9). Thus, N (∆ p t,x * ) is spanned by all p-forms of the form
where I is a p-multiindex such that µ k < 0 < µ k for k ∈ I and k / ∈ I. Similarly, for y * ∈ K * ( f ), ∆ p t,y * is defined on A p (R n + ) with the same expression as in (2.9) and with boundary conditions either * (νω) = * (νd t ω) = 0 on y = 0, or τ ω = τ d * t ω = 0 on y = 0. Again ∆ p t,y * so defined is self-adjoint. We are going to find the kernel N (∆ p t,y * ).
Lemma 2.1. N (∆ p t,y * ) is spanned by all p-forms of the form
where I is a p-multiindex in {1, . . . , n} such that µ k < 0 < µ k for k ∈ I and k / ∈ I and n / ∈ I in case (1), while n ∈ I in case (2).
Proof. We only discuss the case where the boundary condition for ∆ p t,y * reads * νω = * (νd t ω) = 0 on y = 0, where d t = d tdf and f is as in (2.8). Set
and ∂ y a J (x , 0) + ta J (x , 0) = 0; J is a p-multiindex ,
Firstly, all E i , i = 1, 2, 3, are in D(∆ p t,y * ), i.e., the boundary condition is satisfied.
Indeed, for ω ∈ E 1 , νω = 0 so * (νω)| y=0 = 0. Further, on y = 0,
For ω ∈ E 2 , again νω = 0. Moreover,
Secondly, E 1 , E 2 and E 3 are mutually orthogonal with respect to the inner product of A p (R n + ). Thirdly, E 1 , E 2 and E 3 span D(∆ p t,y * ). Similarly, for the boundary condition
we set
and ∂ y a J (x , 0) + ta J (x , 0) = 0; J is a p-multiindex , and
The verification of (2.10) is the same. Now we show that for ω = a I dx I ,
That (2.11) holds for ω ∈ E 3 is verified by using the Hermite operators in separate variables and the boundary condition. For ω ∈ E 2 , since
This proves (2.11).
For ω ∈ E 1 , since e −ty is a solution of the equation
(2.12) follows directly. Combining (2.11) and (2.12), we see that N (∆ p t,y * ) is spanned by the forms ϕ t I .
Let us introduce a Hilbert space
w , where X s denotes the s-fold product of a Banach space X. Moreover, let
be a self-adjoint operator on H, where ∆ p t,x * (and ∆ p t,y * ) is defined as above. We obtain
where 
but ignore the continuous spectrum of A p t . We shall prove
The proof is divided into two parts:
The proof of (i) is quite similar to that for manifolds without boundary. Write down the eigenforms of ∆ p t,x * and ∆ p t,y * :
where H j (ẋ) is the jth Hermite function, N = (N 1 , . . . , N n ), N = (N 1 , . . . , N n−1 ) and I is a multiindex. Let ∈ C ∞ (R n ), with 0 ≤ ≤ 1, satisfy (y) = 1 if |y| ≤ 1/2 and (y) = 0 if |y| ≥ 1. We pull back these functions, and glue them up to define a form on M : 
, and η j is the coordinate function in a neighborhood of x * j (or y * j ), j = j or j .
As in [An] , [Ch] , we have
as t → ∞, where e Applying the Rayleigh-Ritz Principle, it follows that (3.1) lim sup
Next we turn to the proof of the reverse inequality (ii). Let U j (or U j ) denote a neighborhood of x * j (or y * j ) on which the Morse lemma holds, and suppose a metric g is constructed in such a manner that g| Uj is conformal.
Set (for t large)
where j = j or j , and set
To overcome this difficulty, let us define a 1-form λ as follows. We choose U j and U j as above; let U = j U j , U = j U j , and let W be a neighborhood of Σ − \U with W ∩ U = ∅ for which there exists ε 0 > 0 such that
The existence of ε 0 is due to the fact that τ df = 0 on Σ − \U . One may choose an open set V such that V ∩ Σ − = ∅ and {U , W, V } is a covering of M .
Let χ 1 , χ 2 and χ 3 be a C ∞ -partition of unity on M associated with {U , W, V }, i.e., supp χ 1 ⊂ U , supp χ 2 ⊂ W and supp χ 3 ⊂ V . Set where (x , y) = η j (x) for all x ∈ U j and all j .
Lemma 3.1.
df − λ, n(x) ≥ 0 ∀x ∈ Σ, (3.6) g(df, df ) − g(λ, λ)| x ≥ ε 0 > 0 ∀x ∈ M \(U ∪ U ). This is due to the fact that K(f ) ⊂ U . Since
for such x we have g(df, df ) − g(λ, λ)| x ≥ ε 0 .
Remark 4.1. The two boundary conditions yield two different cohomology complexes. However, anyone is the dual of the other, in the sense that the second complex can be obtained by considering the first complex for the function −f via the Poincaré duality theorem, and vice versa.
