Although much work has been done on comparing and contrasting the EM and ECME algorithms, in terms of their rates of convergence, it is not clear what mechanism underhes each and, furthermore, what factors may determine and influence their rates of convergence. In this paper, we examine the convergence rates and properties of these two popular optimisation algorithms as used in computing the maximum likelihood estimates from regression models with t-distributed errors. By approaching this computing problem through the use of two data augmentation schemes, as well as variations of these wellknown algorithms, we offer a more composite view on the performance of each.
INTRODUCTION
For maximum likelihood estimation of parameters for regression models with t-distributed errors, many approaches have employed a missing data approach, e.g. Lange, Little & Taylor (1989) , Liu & Rubin (1995) . By representing the t-distribution in the form of a hierarchical model involving the normal distribution, this approach exploits the simple form of the maximum likelihood estimates for regressions with normal errors. Although the missing data approach leads to simple algebra, the expectation/maximisation, EM, algorithm based on this approach is much too slow to be of any practical use. Liu & Rubin (1995) recently proposed an 'expectation/conditional maximisation either', ECME, algorithm to accelerate the convergence of the EM. Although their results characterise the relation of ECME to EM, ECM and CM, conditional maximisation, algorithms through the amount of observed information associated with each, the precise mechanism underlying the acceleration of the ECME for the present problem is not clear.
In this paper, we study the convergence of ECME from the perspective of the standard optimisation theory. We show that the particular implementation of ECME for multiple regression with f-distributed error as proposed by Liu & Rubin (1995) may be viewed as a CM-type algorithm. This characterisation offers insight into the acceleration mechanism of the ECME algorithm and relates this algorithm to other implementations of ECME as well as to other commonly applied optimisation tools such as Fisher-scoring and Newton's methods for the present computing problem. Further, this approach makes it feasible to establish asymptotic convergence rates for ECME in this case.
MULTIPLE REGRESSION WITH ^-DISTRIBUTED ERRORS
Consider the following multiple linear regression model, with independent errors from a ^-distribution: yi = xjp + e lt B(~t (O,<r 2 ,v) (i = 1 n),
where y, is the dependent variable, x t is a p x 1 vector of covariates, /? is a p x 1 vector of coefficients and t(0, a 2 , v) denotes a t-distribution with scale parameter, a 2 , and shape parameter, v. Note that the 6, are independently distributed, rather than following a joint t-distribution (Zellner, 1976) ; in the latter case the dependencies introduce complications beyond the scope of this paper. (/?, a  2 , V) 3-1. Missing data approach By focusing upon a 'missing data' approach, in this section, we describe the complete data log-likelihood and EM and ECME algorithms for finding the maximum likelihood estimates within the context of two hierarchical models.
MAXIMUM LIKELIHOOD ESTIMATION OF

Hierarchical representations of the t-distribution.
Representation of the t-distribution using hierarchical models provides a convenient choice for applying missing data approaches. These approaches are appealing because they give rise to simple analytic expressions for the maximum likelihood estimates and easily cope with missing values in the data.
One hierarchical model is given by / o\
where IG(<Z, P) denotes an inverted gamma distribution with parameters a and p. In this representation, the latent variable, X { , constitutes the 'missing' data. Alternatively, we can use e,|ff?~iV(O,0f), tf?~iGUv,-
where the 'missing data' are denoted by &j. Although the two representations are mathematically equivalent, we shall show that algorithms for computing the maximum likelihood estimates based on these different representations yield quite different rates of convergence.
Let 7 ob5 denote the observed data {(x h y t ); i = 1,..., n), let 9 = {fi, a 2 , v} denote the set of parameters of interest, let Z
(1) = {A,; i = 1,.., n} denote collectively the latent variables for model (2) and let Z (2) = {df; i = l,...,n} denote the latent variables for model (3). The 'complete data' for the models (2) and (3) are thus {Z
(1) , 7 obs } and {Z (2) , Y ob5 }, respectively.
Given the hierarchical representation (2), the complete data log-likelihood, /,., is given by .
Similarly, the complete data log-likelihood for representation (3) is given by
i=i J EM algorithms. The EM algorithm is widely used for models with t-distributed errors (Dempster, Laird & Rubin, 1977; Little, 1988 , Lange et al, 1989 . The algorithm iterates between the E, expectation, and M, maximisation, steps until convergence. Given a current estimate, 9, the E-step calculates <2(0'|0) = £{/ c (0'; Y obi ,Z)|r ob ,,0}.
The M-step then maximises Q(0'\6) with respect to 6', obtaining a new estimate of 6.
For model (2), calculation of Q{9'\9) requires the expressions for E(Xi~1\Y obt ,9) and E(lnAj| Y obs , 9), which are readily evaluated to be
where DG(X) = d In T(x)/dx denotes the digamma function. Thus, from (4), Q(9'\ 9) is given by
The maximisers for /?' and a 2 ' are given by
The maximiser v^ is found independently by maximising the last two terms in (6).
Although it is not expressible in closed form, the maximiser is easily found by onedimensional search algorithms such as the quasi-Newton method, e.g. Seber & Wild (1989, pp. 605-9) . 
Q{e'\o)=-\t lUyi-xlW
The maximiser fl^ is again given by (7), but CT^ is now As in the previous case, v^ is easily obtained by any one-dimensional search algorithm.
For convenience, we will refer to the EM algorithms for models (2) and (3) as EM 1 and EM 2 , respectively. As noted, the algorithms have the same expressions for p^. This observation is important for comparing the corresponding EC ME algorithms discussed in later sections.
EC ME algorithms. Although each EM algorithm lends itself to simple analytical expressions for the maximum likelihood estimates with the exception of v, convergence is particularly slow; see Liu & Rubin (1995) and also §4 below. Several techniques have been developed to accelerate the convergence of the EM algorithms, e.g. Louis (1982) , Meilijson (1989) , Jamshidian & Jennrich (1993) , Liu & Rubin (1994 , 1995 , Lange et al. (1995) . Among them, the ECME, expectation/conditional maximisation either, algorithm is especially appealing here because it is particularly simple to implement and works very well for the current problem.
Being an extension of the ECM algorithm (Meng & Rubin, 1993) , which generalises the EM by replacing the M-step with a sequence of conditional maximisations, CM, the ECME further generalises the ECM by CM steps to maximise either the expected complete-data log-likelihood or the observed-data log-likelihood (Liu & Rubin, 1994) . As in Liu & Rubin (1995) , one way to implement the ECME for the current problem is to maximise Q{6'\8) with respect to /J' and a 2 ' but to maximise the observed data log-likelihood /" for fixed /? and a 2 with respect to v at the CM step, where
The maximisers of Q{9'\0) with respect to j3 and a 2 yield expressions (7), (8) and (9) already in closed form for each hierarchical model. The ECME algorithms just described, which we denote by ECMEJ and ECME 2 for models (2) and (3), respectively, require only slightly more computation compared to EM X and EM 2 .
We denote by ECME 3 the algorithm which maximises l o (0; Y oha ) simultaneously with respect to a 2 and v. Alternatively, by maximising l o (9; Y obt ) with respect to each of the parameters /J, a 2 and v given the others, we obtain an ECME which is actually a CM, conditional maximisation, algorithm (Zangwill, 1969, Ch. 5) , since the CM step does not involve Q{6'\9) at all. The conditional maximisations at each iteration for ECME 3 or the CM may be carried out using the quasi-Newton method or some of the iterative schemes discussed in § 3-2 below. Thus, at the expense of some extra computational cost at each iteration, we can immediately create various other implementations of the ECME algorithm.
A summary of the various algorithms is presented in Table 1 . Although one may create further ECME algorithms, for instance by maximising l o {6; Y obs ) simultaneously with respect to P and v, either they require about the same amount of computation at each CM step as a maximisation with respect to all the parameters or they have asymptotically the same rate of convergence as one of the above algorithms. Liu & Rubin (1994 , 1995 , ECMEJ performed remarkably well. In this section, we examine the convergence of this algorithm, as well as others discussed above, from a different perspective, which provides insight into their convergence rates.
If we set to zero the derivatives of l o (6; Y oh> ) with respect to /? and cr 2 , it is readily shown that the solutions can be expressed exactly as in (7) and (8). However, these expressions have quite a different interpretation within the current context. Within l o (9; Y obt ), the w, cannot be treated as constants as in the case of the EM or ECME algorithms since they depend on a previous iterate of fi, a 2 and v. Instead, the expressions define recursive equations for local maximisers of l o (6; Y obt ) with respect to (1 and cr 2 . Thus, ECMEi is similar to the CM algorithm defined in § 31 except that the conditional maximisation with respect to /? or a 2 at each CM step is not carried out completely. If we replace the equation in (8) by the expression in (9) and interpret it similarly as a recursive equation, ECME 2 can also be viewed as a CM-type algorithm. Thus, unlike the CM, whose convergence is characterised by the number of CM steps, the convergence of ECMEJ or ECME 2 is also affected by the convergence rates of the recursions in (7), (8) and (9) within each CM step.
We now show that each of the recursions in (7), (8) and (9) within each CM step defines approximately a Newton's method with a modified step length, e.g. Seber & Wild (1989, pp. 596-600) . To this end, let =(t wMxj) ( t w,x,
The above equations define the mappings for the three respective recursions in (7), (8) and (9) • By Theorem 1, if dM(£)/d£, = cl m , where 0 < c < 1 is a scalar, the iteration defined by the mapping yields the Newton direction H~l(£)g{£), but with a modified step-length given by 1 -c. The next theorem shows that each of the recursive equations defined in (11) may be viewed asymptotically as a step-length Newton's or Fisher-scoring method in the sense that the ascent direction given by each equation at the true value of 6 converges to the Newton direction as n-> oo. In addition, the theorem provides explicit expressions for these asymptotic step-lengths, which are an essential factor in comparing the performance of ECME X and ECME 2 . Note that the Hessian matrix in this case converges almost surely to the negative of the information matrix, e.g. Serfling (1980, pp. 145-8) . For the proof, see Appendix 1. Note that the assumption on the moments of x i} in Theorem 2(a) is almost always satisfied in practice. In particular, the condition holds if x^ has up to the sixth-order moment or is distributed with compact support.
In general, implementation of Newton's method with a modified step-length typically requires a line search at each iteration to ensure monotone increase of the log-likelihood. Here, each of the ECME algorithms automatically selects such a step length for each CM step. Figure 1 shows the step length as a function of v 0 for the mappings iA B (0 o ) an d y n (9o), which define the difference in convergence between ECMEi and ECME 2 . For comparison, also plotted is the step length for the CM algorithm, which is a constant of one. As v o -+O, the step length for \l/ n (9 0 ) converges to 0 while that for y n (8 0 ) converges to ^. As v o ->-oo, the step length for tj/ n {9 0 ) converges to 1 while that for y n (8 0 ) converges to 0. Thus, ECMEi converges faster than ECME 2 for 1 < v 0 < oo, but has a slower convergence rate than ECME 2 for 0 < v 0 < 1. On the other hand, the CM algorithm converges faster than either ECME algorithm over all values of v 0 . Note that strictly speaking the convergence rate of ECMEi or ECME 2 also depends on the convergence rate of the CM steps. However, the factors that determine the latter convergence rate obviously affect the two algorithms in the same way. Thus, the difference in convergence rate between them is characterised by the difference in the step lengths at each CM step. Although Theorem 2 shows that the iterative schemes defined in (11) asymptotically achieve a quadratic rate of convergence if iterated until convergence, ECME^ ECME 2 or CM in general may still perform poorly if the CM steps converge extremely slowly, especially near the maximum likelihood estimates. This pattern, known as hemstitching, is a characterisation of the Hessian matrix H(6 0 ); see e.g. Press et al. (1992, pp. 406-7) , Seber & Wild (1989, p. 595) . To study this problem for the CM step in our application, partition the Hessian matrix, H n (6), of l o (9; Y obt ) into blocks of fi, a 2 and v. If all the off-diagonal blocks are 0, CM is equivalent to Newton's method. In general, CM will not achieve the same rate of convergence as Newton's method. Since -n~lH~1(6 0 ) converges with probability 1 to V(9 0 ), the asymptotic covariance matrix of 6, we again study the asymptotic behaviour of H n (6) through the matrix V(9 0 ). Further, it is also convenient to remove the scale factor by stating our next result using the corresponding correlation matrix, p(6 0 ). For the proof, see Appendix 2. Theorem 3 shows that ECME 3 is asymptotically a step-length Newton's method with the asymptotic step length for ft given by Theorem 2 and is closely related to the Fisherscoring algorithm, while each CM step of ECME t or CM generally does not yield an asymptotic Newton's step.
For v===0, p <r 2 v =0. Thus, CM becomes approximately the Fisher-scoring or Newton's method, and ECMEJ and ECME 2 are each approximately a step-length Newton's method with the asymptotic step-lengths for /? and a 2 given by Theorem 2. While CM achieves approximately the same rate of convergence as Newton's method in this case, ECME t may converge more slowly because the asymptotic step-length for a 2 is close to 0 for v==0. Similarly, ECME 3 may not converge as fast as the CM or Newton's method because of the relatively small step-length (=^) for /? in this case.
As v increases, /v v rapidly increases, to about 0-5 at v = 1 and to about 0-6 at v = 2, indicating that CM, ECMEJ or ECME 2 will in practice have a slower convergence rate than that of Newton's method. However, since p^ is nowhere close to 1, only reaching about 0-72 at v = 150, the CM steps for these algorithms should converge relatively fast. As noted earlier, ECME 2 will converge much more slowly than ECMEi for large values of v because of the near-zero step length for a 2 . Note that the large values of the asymptotic correlation will not affect the performance of ECME 3 , whose rate of convergence approaches that of Newton's method as v gets larger.
SIMULATION RESULTS
We illustrate the issues considered in § 3-2 through some simulated data sets with a common sample size n = 500 based on the following simple linear regression with independent t-distributed errors: yi = Pi + P2X t + e t , e l~t (0,<r 2 ,v).
The parameters (p u /J 2 , cr 2 ) for the simulations were fixed at /? 10 = 1, p 2 o = 2 and OQ = 2, while the value v 0 was varied across the datasets to show its effect on the convergence rates of the algorithms.
Figure 2(a) shows the log-likelihood values for the first 100 iterations of the EM and ECME algorithms according to each hierarchical model based on a dataset with v 0 = 4. The EM algorithms were extremely slow, with both hierarchical models taking more than 10 000 iterations to converge to the fixed values for each parameter. The ECMEJ algorithm accelerated the convergence of EM X right from the beginning, converging in about 30 iterations, whereas ECME 2 took substantially longer to converge to the same precision. Towards the end of the process, it takes ECME 2 about 8 iterations to achieve the same total step length as one iteration of ECMEÂ s discussed in § 3-2, the implementations of ECME in the current problem involve the gradient of the observed data log-likelihood. Since quasi-Newton, QN, methods are generally viewed as the fastest and most reliable numerical methods which use only information from the gradient, e.g. Seber & Wild (1989, § 13 .4), we compared the ECME algorithms with one implementation of QN based on Dennis & Mei (1979) . The log-likelihood values for the first 15 iterations using this QN algorithm are plotted in Fig. 2 (b) along with those for ECMEJ, ECME 2 and CM. AS expected, the log-likelihood for QN increases slowly in the beginning as QN gradually builds up an approximation to the Hessian matrix. As shown in Table 2 , for v 0 = 4, QN converged faster than ECMEJ or CM, but more slowly than ECME 3 . Note that, although CM converged faster than ECME 15 it did not increase the log-likelihood as fast as did ECMEJ in the early iterations. This feature of ECME t is typical of EM-type algorithms which initially increase the log-likelihood rapidly. Table 2 also shows results from a dataset with v 0 = 80. As expected, ECME 3 achieved a quadratic convergence rate. As compared to v = 4, the number of iterations required for both the CM and ECME X algorithms slightly increased, while the difference in convergence between ECMEJ and ECME 2 become much more pronounced because of the small steplength for a 2 with ECME 2 . Thus, although the asymptotic step-length for both /? and v approached 1 for this larger value of v 0 , the increased asymptotic correlation, p^, apparently had a more significant negative effect on the overall convergence rate of ECME X or CM.
Also illustrated in Table 2 is a simulated dataset with v 0 = 0-1. The most noticeable difference is that now ECME t is slower in convergence than ECME 2 , reinforcing the results of Theorem 2, as illustrated in Fig. 1 . Also, as a result of Theorem 3, the rate for CM is closer to that achieved by using Newton's method.
DISCUSSION
By linking the observed-data with the missing-data approaches, we were able to reveal some convergence properties of ECME which were not readily apparent by restricting focus upon the implementation of a single version of the ECME, based upon one form of a hierarchical model. Overall, the factors governing the convergence of the ECME algorithms were the magnitude of v, the asymptotic correlation between v and a 2 , and the asymptotic step-length associated with each parameter. Our results demonstrated that the ECME algorithm is closely related to a CM algorithm, which may achieve a quadratic convergence rate; see ECME 3 . Although this modification leads to some extra computational cost, it is much easier to implement than Newton's method for the current problem and easily accommodates 'missing data' in the case of multivariate regressions. ACKNOWLEDGEMENT We thank Professor X. L. Meng at the University of Chicago and Professor M. Pagano at Harvard School of Public Health for fruitful discussions and are also grateful to the Editor, A. P. Dawid, Associate Editor and a referee for their constructive comments, which resulted in an improved manuscript. The research was supported in part by grants from the University of Pittsburgh and the National Institutes of Allergy and Infectious Diseases. The assertion then follows from a weak law of large numbers, e.g. Serfling (1980, Theorem C, p. 27 The rest of the proof is similar to (a) above.
(c) The proof is the same as in (b) after using Lemma 1 to establish that for all j (d) Clearly, ef dw^Q^/da 2 are independently and identically distributed with E{e\dw i {B 0 )lda 2 } = 3/(v 0 + 3). The first assertion then follows from a strong law of large numbers, e.g. Serfling (1980, Theorem B, p. 27) . The second and third claims are similarly proved. where The first assertion follows by evaluating the quantity p^y = For v o ->O, it follows from the recursive equation TG(V) = V~2 + TG(V+ 1), for example Abramowitz & Stegun (1965, p. 260) , that /" = VQ 2 + O(VQ l ). Thus, and the second claim follows.
Proof of Theorem
For V-KX), approximating TG(V) to the third order, e.g. Abramowitz & Stegun (1965, p. 260) , yields Thus, (v 0 + 3)(v 0 + lfv o l yv = (3 + i) + (f + 3)vo x + O(VQ l ) and the third assertion follows.
•
