https://mc06.manuscriptcentral.com/cjfas-pubs between captures can range from months to years). We assess effects of temperature, turbidity, 50 food availability, flow variability, and trout abundance on subadult humpback chub (Gila cypha) 51 growth in two rivers, the Colorado River (CR) and the Little Colorado River (LCR), and we use 52 out-of-sample prediction to rank competing models. Environmental covariates explained a high 53 proportion of the variation in growth in both rivers; however, the best growth models were river- Statistical models are commonly used to describe relationships between fish growth and 66 environmental variables and inform management of species of concern. Accordingly, there is 67 extensive literature that relates somatic growth to environmental variables (Campana et al. 1995, 68 Kimura 2008, Sigourney et al. 2012), with various approaches differing in both assumption 69 requirements and model complexity. Nevertheless, relating growth to environmental covariates 70 is complicated by the fact that observations of fish frequently occur at intervals that may 71 encompass substantial variation in environmental conditions. Often, studies relate the mean 72 environmental covariate (e.g., mean temperature) over the entire sampling interval to observed 73 growth (Letcher et al. 2014, Millar et al. 1999, Vøllestad and Olsen 2008, disregarding estimates. While the current approach is in some ways similar to that of Mooij and van 83 Tongeren (1990), the current approach describes a method that can be used to incorporate 84 multiple sources of uncertainty into parameter estimates, as well as quantify how much 85 environmental covariates describe growth. Here, we present an approach for relating somatic growth to environmental covariates, 87 which has many advantages over other growth models. The model we present uses a state-space 88 framework (Carlin et al. 1992) to differentiate process and observation errors, thereby 89 minimizing bias in parameter estimates that results from ignoring sampling error (Carroll et al. 90 2006, Gould and Nichols 1998, Shenk et al. 1998), while providing a flexible model framework 91 (Clark and Bjørnstad 2004). In addition to modeling the growth process at a finer temporal scale 92 than intervals between observations, the current modeling approach also accommodates 93 variability in the interval between captures (i.e., fish can be at large from months to years).
. None of these studies, however, addressed multiple where ∆T m,j is an offset that corresponds to the proportion of month m when individual j was at 140 large, β 0 is an intercept representing growth under average environmental conditions, β L is an 141 effect on fish size on growth, L j,m-1 is the length of individual j at the beginning of the month, β is 142 a vector of estimated environmental coefficients, X m is a vector of environmental conditions for 143 month m, ω m is the monthly random effect, and τ j is sample-level process error for individual j.
144
For each month m, the length estimate for each individual is updated by adding the current 145 month's growth estimate (∆L j,m ) to the previous month's length estimate (L j,m-1 ).
146
Our model included month-level process error, ω m , in the form of monthly random 147 effects to allow month-specific growth estimates to stray from deterministic predictions based on 148 the environmental covariates (To be clear, this a random effect for each month of a study, not 149 each month in a calendar year, so a 3 year study would include 36 random effects). In other 150 words, the monthly random effect acts as a residual that groups observations by month and 151 thereby describes how much mean growth for a particular month differs from the value predicted 152 by environmental covariates (Barry et al. 2003) . Accordingly, the monthly random effects 153 accounts for un-modelled time-varying covariates (e.g., fish density) or misspecification of 154 functional form (e.g., if effects of a particular covariate are not exactly log-linear). The monthly where σ represents measurement error. Fish that are captured within the same sampling trip 177 typically displayed 1-9 days between captures; these fish were used to improve estimation of σ
178
(as growth will be near zero over these time periods Study site: Environmental data from both the CR and LCR are briefly described in Table   194 1. For a more detailed description of environmental covariates, refer to Appendix A. given a uniform prior between -0.1 and 0.1. Uniform priors were used for observation error (σ m
260
~ U(0, 10)), process error (σ p ~ U(0, 1)), and month standard deviation (ω ~ U(0, 5)).
261
We fit models separately to both CR and LCR growth data. The most complex (full) CR enter hoop nets (the only sampling gear used in the LCR) and thus it is difficult to approximate 268 their abundance. In addition to the full model for each river, we also included all models that 269 were nested within the full model.
270
We used out-of-sample prediction for model selection (Gelman et al. 2014b ). When 271 using out-of-sample prediction to assess models, some data are withheld from model fitting and 272 instead used to assess model predictive performance (i.e., out-of-sample data). Models are 273 ranked by their ability to predict out-of-sample data. In the current study, models were fit to to evaluate the predictive abilities of each model, and models with the lowest mean squared 279 prediction error were considered the best models:
Where y i and ŷ i are the observed and median predicted out-of-sample data, respectively, and n is 282 the sample size of out-of-sample data. Importantly, some fish included in the out-of-sample data 283 were initially captured before the last year of the study and therefore they are not completely Environmental covariates used in the growth model were not strongly correlated (R <0.4).
316
The best CR growth model included temperature and turbidity duration (Table 2 ). Both November to May (typically months when temperature and turbidity were low) and increased 324 substantially from July to October (Figure 3 ). Measurement error was estimated to be 2.34 mm,
325
and monthly process error was 0.36 mm (Table 3) .
326
The results of the growth model for the LCR indicate that growth was influenced by 327 temperature and food availability ( Table 2 . Mean squared prediction error (MSPE) for models fit to out of sample growth data of humpback chub in the Colorado River (CR) and Little Colorado River (LCR). Candidate models included temperature (te), turbidity duration (tu), food availability (fo), flow variability (fv; CR only), and trout catch (tr; CR only) effects. All combinations of additive models were included in model selection; however, only the top five models are listed for each river. Models were initially fit to growth data from D r a f t Fig. 2 . The effect of temperature on monthly growth rates of subadult humpback chub Gila cypha in two different rivers: the Colorado River (CR) and the Little Colorado River (LCR). Note temperature ranges differ for these two rivers because the CR is typically much colder than the LCR. Growth estimates reflect growth of a 130mm humpback chub. In the CR, growth is much higher when turbidity duration is high (i.e., when turbidity levels exceed 50 Formazin Turbidity Units (or FTU) for all 30 days in a month) than when turbidity duration is low (i.e., when water never exceeds 50 FTU during the month). In contrast, food and temperature interact in the LCR to affect growth, and thus LCR growth is highest when both food availability and temperature are high. Fig. 3 . Comparison of growth model predictions describing the relationship between environmental covariates and growth of subadult humpback chub in the Colorado River. Growth predictions come from the best model with temperature and turbidity duration influences on growth. Predictions with month random effects (RE) include both environmental covariates and month random effects, whereas predictions without month random effects include only environmental covariates. Error bars represent 95% credible intervals in growth predictions. Fig. 4 . Comparison of growth model predictions describing the relationship between environmental covariates and growth of subadult humpback chub in the Little Colorado River. Growth predictions come from the best model that included a temperature effect and a food availability effect. Predictions with month random effects (RE) include both environmental covariates and monthly random effects, whereas predictions without monthly random effects include only environmental covariates. Error bars represent 95% credible intervals in growth predictions. and therefore it does not measure turbidity or discharge inputs from the LCR. Therefore, turbidity data from the CR were obtained from a gage located downstream of the LCR confluence (USGS gage 09402500 located at rkm 170). The turbidity effect in the CR was the number of days per month when turbidity exceeded 50 Formazin Turbidity Units (FTU). We chose 50 FTU because laboratory experiments evaluating rainbow trout predation rates on juvenile humpback chub have shown this concentration to be an important threshold that decreases predation (Ward et al. 2016) . CR drift data were collected in January, April, July, and September (hereafter 'sampled months') of 2012-2014. CR food availability was estimated as milligrams per meter 3 of all macroinvertebrates (excluding New Zealand mudsnails (Potamopyrgus antipodarum)) present in drift samples. We estimated food availability in sampled months as the average across years 2012-2014 (i.e., food availability was used only to assess within-year and not across-year patterns in growth). We then used linear interpolation to estimate food availability in unsampled months. Flow variability was included in the model as the monthly mean of daily standard deviation in discharge. Lastly, we used number of rainbow trout captured using electrofishing in the CR (rkm 126-129) as an index for trout abundance.
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In the LCR, temperature and discharge data were logged every 15 minutes from USGS gage 09402300 (rkm 1). Because continuous turbidity measurements were unavailable for the LCR, the LCR process model contained only terms for mean monthly water temperature and D r a f t flood duration (number of days above 7.08 m 3 s -1 ). Baseflow in the LCR is 6.57 m 3 s -1 and small increases in discharge cause the water color in the LCR to change from blue to brown (Stone 2010) . Consequently, turbidity and discharge in the LCR are strongly correlated. Therefore, we used flood duration in the LCR as a proxy for turbidity duration and refer to flood duration in the LCR as a turbidity effect.
No drift data are available for the LCR, so we used biomass estimates of terrestrial adult stages of two abundant invertebrate taxa (Chironomidae and Simuliidae) to represent food availability in the LCR. Counts of invertebrates were collected at each rkm (from rkm 0-21) in April, May, June, September, and October of 2014 using sticky traps (Smith et al. 2014) . Counts from rkms 3-7 were averaged to obtain an estimate of food availability for humpback chub in this section of the LCR, and count values were subsequently converted to biomass using a length-weight regression (Benke et al. 1999) . Food availability values from 2014 were assumed to be representative of all other years, and linear interpolation was used to obtain food availability estimates for July and August. Because sampling in March 2015 suggested that emergence is very low in March, we fixed biomass from November thru March to be equivalent to October biomass.
Appendix C. Simulation and evaluation of model bias To evaluate our modeling method, we simulated 100 data sets based on estimates from the best-fit models from both the Colorado and Little Colorado River. Data were simulated using the same values for environmental covariates as in the current study, the same initial lengths, and the same time for recapture (i.e., the same time at large). Observation error, process error, and monthly random effects were all simulated from normal distributions with standard deviations equal to estimates of σ, ρ, and δ, respectively for each river. All priors were identical to those used in model selection, as were the number of chains (3), burn-in (1000), posterior draws (333 per chain), and thin rate (5). We calculated the estimated value of a parameter for each simulation across all posterior draws, then we calculated bias by subtracting the true parameter values from fitted mean parameter estimates. We also report coverage as the proportion of simulations where the true parameter value was included in the 95% credible interval.
Simulations from both rivers illustrate that while the environmental coefficients displayed negligible positive bias (i.e., < 6%), the model did have difficulty distinguishing the intercept from month error in both rivers (Fig. A1, A2) . Specifically, month error and intercept terms were correlated, and accordingly the month error terms were positively biased while the intercepts were negatively biased. Despite the above-mentioned biases in mean parameters, coverage was high for all parameters in both rivers (Table A1) . D r a f t Table C1 . Coverage of simulations from the best-fit models describing growth of subadult humpback chub (Gila cypha) in the Colorado River (CR) and Little Colorado River (LCR), AZ. Coverage is defined as the proportion of 100 simulations where the true parameter value is included in the 95% credible interval for that parameter. Parameters evaluated include the temperature effect (β te ), turbidity effect (β tu ), food availability effect (β fo ), intercept term (β 0 ), initial length effect (β Li ), standard deviation of monthly random effects (δ), process error (ρ), and measurement error (σ).
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