We present a study of the local structure of high pressure hydrogen around the liquid-liquid transition line based on results from the Coupled Electron-Ion Monte Carlo method. We report results for the Equation of State, for the radial distribution function between protons g(r) and results from a cluster analysis to detect the possible formation of stable molecular ions beyond the transition line, as well as above the critical temperature. We discuss various estimates for the molecular fraction in both phases and show that, although the presence of H + 3 ions is suggested by the form of the g(r) they are not stable against thermal fluctuations.
Introduction
Hydrogen under pressure has an interesting phase diagram with several experimentally detected crystalline structures at low temperature [1, 2] . In the fluid phase at higher temperatures, experiments indicate the presence of a discontinuous increase in reflectivity which is interpreted as the insulator-to-metal transition [3] [4] [5] although a marked disagreement between results from different methods (static and dynamic compression) is observed. The theoretical scenario is that, compressing molecular hydrogen at constant temperature and below some still to be determined critical temperature, a first order phase transition is observed with a small density discontinuity similar to the textbook gas-liquid transition [6] [7] [8] [9] . The weakly first order character of the transition and the absence of detectable metastable states makes possible the direct detection of the transition pressure avoiding the computation of the free arXiv:1711.00702v1 [cond-mat.stat-mech] 2 Nov 2017 energies of the coexisting phases. Ab-initio theories at different levels of accuracy provide the same qualitative scenario but the location of the transition line depends on the details of the theory, the most accurate calculation to date being the one provided by the Coupled Electron-Ion Monte Carlo method [9] . At the transition the system becomes suddenly conductive, a result obtained so far within the single electron picture of DFT, providing evidence that the density discontinuity is related to metallization. Less clear is the link with the molecular dissociation, a concept that originated from the chemical picture and which is rather qualitative. In particular, it is not clear if metallization occurs in a partially dissociated molecular environment or if dissociation is also a discontinuous process which occurs simultaneously with metallization. This question has been investigated in the past by several authors [10, 11] both using the information from the proton-proton pair correlation function and by employing a cluster analysis and the concept of residence time. The first method is rather qualitative while the latter uses informations about the nuclear dynamics which are thought to provide a better characterization.
Note that all ab-initio theories are based on the Born-Oppenheimer (BO) approximation ignoring electron dynamics and therefore also the true dynamics of the dissociation/recombination process. Within the BO approximation, the electrons only provide a potential energy surface for the nuclear motion/sampling of the nuclear configurations. In these conditions, the concept of bounded or unbounded pairs of ions is probabilistic and can be addressed without analyzing the dynamics but only using the sampling of the nuclear configuration space as provided by the CEIMC.
In this paper we revisit our recent CEIMC study [9] providing a more complete account of the results both for the thermodynamics and for the structure of the liquid around the transition line. In particular, we try to quantitatively answer the question of whether we are able to detect the signature of stable aggregates (either neutral molecules, or molecular ions H + 2 and H + 3 ) even beyond the transition pressure along the various isotherms. In agreement with previous findings [11] we find that the information provided by the proton-proton pair correlation is misleading, suggesting a much larger molecular character, while the cluster analysis gives a more precise indication. On this basis we confirm that the observed thermodynamic discontinuity signals both a sudden metallization and molecular dissociation although a more quantitative analysis of molecular stability remains to be performed. This is at variant with a more gradual molecular dissociation observed in BOMD simulations with various functionals [3, 7] , a result however inferred by the analysis of the pair correlation function only.
The paper is organized as follows. In the next section we review very briefly the CEIMC method. The following section is devoted to a more extensive presentation of CEIMC results than in ref. [9] , in particular of the pair correlation functions across the LLPT. The following section discuss the results of our cluster analysis and our conclusions.
Method
The Coupled Electron-Ion Monte Carlo method is a Quantum Monte Carlo ab-initio method for a system of electrons and nuclei [1, 12] . Electrons are assumed to be in their ground state, while nuclei are at finite but low enough temperatures for the adiabatic approximation to be applicable. For hydrogen, the only system considered so far, the non-relativistic Hamiltonian comprises nuclear and electron kinetic energy operators and the Coulomb potential between any pair of particles. At given nuclear positions, the electronic energy is obtained by ground state Quantum Monte Carlo, either variational or with a projection operator within the fixed node approximation. Nuclear configurations are then sampled from the equilibrium Boltzmann distribution, either for classical point particles or for quantum nuclei within the Path Integral formalism. Considering non-classical nuclear statistics, although possible,
has not yet been attempted.
The most important ingredient of CEIMC is the many electron wave function which sets the accuracy of the solution. We use the Slater-Jastrow form with a single determinant per spin type. Those determinants are formed with single electron orbitals obtained from a self-consistent Density Functional Theory (DFT) solution with the PBE xc approximation. A backflow transformation of electron coordinates in quasi-particle coordinates is further applied.
The Jastrow part of the wave function comprises single body (proton-electron), two-body (electron-electron) and three-body terms. The analytical form of both the backflow and the Jastrow terms are derived within the Random Phase Approximation (RPA) and are free of variational parameters [13] . We further employ additional empirical functions for both the Jastrow and the backflow terms [14] which introduce a limited number of variational parameters (13) . More details are provided in refs [12, 13, 15, 16] . Optimization is only performed on a representative set of nuclear configurations generated during a preliminary CEIMC run with unoptimized parameters. This strategy has been found to introduce a negligible energy bias of ∼ 0.02mH/atom in our simulations (see the SM section of ref. [9] ).
The nuclear configuration space is sampled with a multi-level Metropolis scheme and the Penalty method [12] .
Quantum nuclei within the Path Integral formalism are sampled with specialized procedures which made the method computationally affordable as explained in refs [2, 9] . Within this method a few proton slices are enough to accurately simulate systems above T=600K in the relevant range of densities. For example, the transition pressure converged with 8 proton slices at T=600K, the lowest temperature we considered (see the SM of ref. [9] ). Nuclear configuration space is visited by a Smart Monte Carlo method with global attempted moves using nuclear forces from DFT. The specific volume is reported in terms of the coupling parameter r s which is related to the mass density in hydrogen by the relation ρ(g/cm 3 ) = 2.696/r 3 s . The region of specific volume around the first order phase transition is illustrated for all data. For each system two horizontal lines indicate the coexistence region and the uncertainty on the detected transition pressure (related to the chosen density grid). For each system the two branches of the EOS near the transition points are fit by straight lines used to infer the compressibility.
lower temperature, where a discontinuity in the EOS is observed. Since our simulations are at constant volume, a first order phase transition manifests as the occurrence of two different branches of the EOS, one before and one after the transition pressure. The very weak first order character of this transition allows one to pinpoint rather precisely the transition pressure without recurring to the more demanding determination of the absolute free energies of the two different phases. We do not observe long-lived metastable states. In fig. 1 phase and the lowest pressure observed for the high density phase. This determination of the transition pressure is somewhat sensitive to our density grid and might be improved by choosing a finer grid. The data shown in fig 1 are from VMC and include finite size corrections as explained in the SM of ref. [9] (see also [17] ). The corresponding numerical values are given in the SM of ref. [9] . In fig 2 we report, along the same isotherms and for quantum protons only, the proton-proton radial distribution function for six different densities around the observed coexisting densities.
We observe the sudden strong reduction or disappearance of the molecular peak precisely at the density discontinuity in the EOS. In each panel the green and orange lines represent the data for the two coexisting densities. Results for classical protons are similar. From figures 1 and 2 it is evident that the thermodynamic transition corresponds to the molecular dissociation. In ref [9] we have provided further evidence that a change in the electronic properties of the system occurs at the same transition point, turning the insulator molecular fluid into a conducting fluid. From fig. 2 it appears that the conducting fluid is nearly monoatomic; we will provide more support for this in the next section. In this paper we do not discuss the electronic properties of the fluid. In fig. 3 we report both the EOS and the radial distribution function along the T = 3000K isotherm. At such high temperatures we have limited our investigation to classical protons since we expect nuclear quantum effects to be negligibly small. The EOS does not present a clear sign of discontinuity signaling that this temperature is above the critical point of the first order transition line. This is confirmed by the behavior of the g(r) which exhibit a progressive decrease of the molecular peak without the discontinuous behavior observed at lower temperatures. A change in the slope of the EOS is apparent around r s 1.6
which could be the signature of the Widom line, the continuation of the transition line in the region of homogenous fluid [21] . However, our present density grid is too sparse and the statistical fluctuation of the data too large to allow for a convincing determination of the isothermal compressibility which should present a maximum along this line.
Cluster analysis
Recently Norman and Saitov [18, 19] used BOMD with classical protons and the PBE functional, to study the same phase transition. Based on the comparative analysis of the g(r)'s of the two coexisting densities, they proposed that in the fluid just beyond the transition line, the molecular phase transforms to a mixture of H + , H + 3 and H + 2 . In figure 4 we report the difference between the g(r) of the two coexisting densities along the four isotherms below the critical point from our CEIMC calculations. The appearance of the maximum between 1.5a 0 and 2.4a 0 has been taken as evidence of the presence of those aggregates since their typical size in the gas phase is in this range of distances (see the vertical lines in the figure) . In order to characterize the transition microscopically and address the question of the nature of the fluid on the two sides of the transition line we performed a cluster analysis of the nuclear configurations sampled during the CEIMC runs. For each nuclear configuration we compute the table of all pair distances with a fixed cutoff, we sort it in ascending order based on the corresponding distance value, and we associate with each proton the closest proton not already involved in a previously found pair (i.e. corresponding to a smaller distance) and the two closest protons not already involved in previously found trimers. We performed two different analysis for two different purposes. The first analysis uses a cutoff distance of 1.8a 0 , corresponding to the position of the first minimum of the g(r), and is exploited to estimate the distribution of "molecules" (namely the number of assigned pairs) and their average number in a way similar to the one in ref [11] . The second analysis uses a cutoff distance of 2.6a 0 , roughly the distance at which ∆g(r) = g II (r) − g I (r) vanishes, and is exploited to obtain a different measure of the molecular fraction and to investigate the stability of the trimers. Such large cutoff assigns each proton to a pair and to a trimer even for fully dissociated states, except in the case in which all protons in the first neighbor shell are already involved in previously found aggregates (corresponding to shorter bonds). Finally a third estimate of the molecular fraction, namely twice the value of the coordination number 1 at r = 1.4a 0 , proposed in ref. [10] , is exploited.
In principle these distance criteria have not much in common with the quantum mechanical picture of the chemical bond as the accumulation of the electronic pairs in singlet states around the center of the bond, but are instead based on the geometry of the configurations. However, in the BO picture there is a direct link between the geometry of the nuclear configurations and the distribution of electronic charge density. Moreover, it is not clear how to characterize the nature of the dissociation process in a dense environment [20] . Nonetheless we find that clear indications of molecular dissociation are obtained by this simple cluster analysis with discontinuous changes of various observables. shown for sake of clarity). Conversely in the dissociated phase II, the maximum of the distribution is at ∼ 1.6a 0 , the distribution gets more spread with a larger tail at large distances and depends on density. Note that the position of the maximum is far shorter than the equilibrium distance of H + 2 ions. In panel c) we report the probability P p (n p )
for a single proton to belong to n p different pairs during the simulation run. Here also we see a striking change at the transition: in phase I, P p (n p ) is strongly peaked at n p = 1 with a very small value at n p = 0 and a vanishing small value for n p > 1. As before it is independent of the density. In phase II instead the distribution is still peaked at n p = 1 but with a lower value (P p (n p = 1) 0.5), a decreasing exponential tail for n p > 1 and a value at the origin of ∼ 0.1 meaning that 10% of the protons are not paired by the cluster algorithm, despite the large cutoff. Moreover it presents a detectable dependence on density, becoming less structured for increasing density. In phase II at coexistence a proton has ∼10% of probability to be unpaired, ∼50% of probability to stay paired with the same partner, ∼20% of probability to stay paired with a second partner, ∼10% of probability to visit a third partner and so forth. Therefore we observe a large mobility of the bonding network completely absent in phase I even at coexistence. Panel b) of Probability for a proton to belong to be assigned to n t trimers during the simulation runs. figure 5 reports the distribution of the number of detected "molecules" using the short cutoff distance (1.8a 0 ). Again we see a discontinuous change in the form of the distribution at the transition. The average number of molecules from those distributions provides the first estimator of the molecular fraction. It is roughly equivalent to compute the coordination number at r = 1.8a 0 of the difference between the total g(r) and the g(r) between non-bounded pairs. Results from this estimator, reported in panel d) of the same figure and denoted by N av , completely mask the occurrence of the transition and suggest the presence of a large number of molecules even in phase II. In ref [11] this estimator was corrected by reducing the number of molecules based on a dynamical criterion: only bonded pairs that lasted more than some number (10) of oscillation periods were retained. This correction is difficult to apply for quantum nuclei since the simulation does not provide direct access to dynamical properties. Moreover we perform a
Monte Carlo sampling (although with global moves) again not providing dynamical information. In the same panel d)
we report the estimator based on the coordination number of the total g(r) at r = 1.4a 0 (denoted by Holst). This estimator provides a lower molecular fraction in the dissociated phase but it does not show a discontinuity at the transition and provides a lower molecular fraction in phase I. Finally the third estimator based on the maximum of the probability in panel c) (denoted by P p ) is also reported in panel d). This estimator, although not based on the sequentiality of pairing along the generated trajectory, attempts to include the concept of persistent pairing. It provides an almost completely molecular system in phase I, presents a large discontinuity at the transition, and a rapidly decreasing molecular fraction with increasing density in phase II. Interestingly this estimator is in agreement with the N av estimator in phase I, and with the Holst estimator in phase II. At coexistence it assigns a molecular fraction of 0.90 in phase I and of 0.55 in phase II. However it is difficult to judge the significance of the latter number.
In phase II the distribution of bond distances in panel a) indicates an average distance larger than the typical bond length, but it could still result from mixing molecules and unbounded pairs. However, we could not find any pair lasting for the entire trajectory: even the observed maximum of P (n p ) at n p = 1 results from a persistent but not permanent bonding. Therefore we believe that the new estimator proposed in this work is good in phase I but it only provides an upper bond for the molecular fraction in phase II.
It is interesting to perform the same analysis along the T=3000K isotherm where no phase transition has been detected. In panel a) of figure 6 we see that the probability of distances for bonded pairs changes progressively with density. A small discontinuity is seen in the P (n p ) between r s = 1.63 and r s = 1.62 (panel c)), both in the value at n p = 1 and in the amplitude of the tail at larger values of n p , but it does not seem to be associated with a discontinuity in the EOS or in the radial distribution function (see figure 3) . Also the distribution of the bonded pairs with the short cutoff, shown in panel b), change progressively with density as well as the various estimators for the molecular fraction, shown in panel d). The P p estimator provides the lowest molecular fraction but again this should be considered as an upper bound only.
Finally we discuss the result of the analysis of trimers illustrated by figure 7. Panel a) and b) report the distribution of the two shortest distance within a trimer at T=900K and T=3000K respectively. Below the critical temperature (left column) the distribution of distances has again a discontinuous behavior. Before the transition, in phase I
we have a well-characterized two peak structure which signals the presence of well-formed molecules and a larger distance between different molecules. After the transition in phase II, this structure becomes less well-defined and the distribution transforms to a single large peak embracing both previous peaks. Note that the typical distances in this phase are compatible with the formation of stable trimers as proposed by Norman and Saitov. To judge about the stability of those trimers we computed the probability for a proton to belong to different trimers. This probability for T=900K and T=3000K is shown in panel c) and panel b) respectively. Below the critical temperature this distribution exhibits no detectable sign of the transition. At both temperatures it decreases monotonously with a long tail which
show the unstable character of the formed trimers.
of these results, published in ref [9] , pointed to the existence of a weakly first order thermodynamic transition for T ≤ 1500K accompanied by a sudden disappearance of molecules and appearance of electrical conductivity and electron delocalization. In this paper we have presented a more extensive analysis of the local nuclear structure around the transition line providing data for the proton-proton pair correlation functions and a cluster analysis to determine the formation of other aggregates in the dissociated phase recently proposed [18, 19] . We indeed confirm the abrupt character of the transition on structural properties other than the EOS and the g(r) but do not find evidence of the formation of stable aggregates such as H 
