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The nonlinear boundary value problem 
CY' + f(t, 5 Y, Y') = 0, 
Y(O, 4 = 44, YU, 4 - 8(4 
where l > 0 is a small parameter and y, f are scalar functions, has been studied 
extensively. However, for n-dimensional vector functions y, f the problem 
seems open. Here we study this vector boundary problem and obtain results 
which are analogous to those for the scalar case. The approach in this paper is 
to transform the appropriate differential equation into a canonical or diagonalized 
system of two first-order equations. 
1. INI-ROD~CTION 
Consider the nonlinear boundary value problem 
g” + f(t, E9 Y, Y’) = 0, (1) 
Y(O, 4 = 44 Y(L 4 = Bk), (2) 
where E > 0 is a small parameter. If r, f are scalar functions, the problem (I), 
(2) has been studied in one form or another by many writers (see [I] and the 
references therein). Our aim here is to study this problem when y, f are real- 
valued n-dimensional vector functions. Our main results for this vector 
problem are analogous to those obtained by ErdClyi [5] for the scalar case. 
That is, under the assumption that the degenerate problem 
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has a solution y(t) and under additional assumptions, it will be proved that 
for all sufficiently small F, there exists 6, > 0 (independent of l ) such that 
whenever j E(C) - J(O)\ < 6, the vector boundary problem (l), (2) has a 
solution y = r(t, 6) on [0, l] which satisfies 
y(t ,E ) = j(t) + O(E) + O(cq , 
y’(t YE ) = y’(t) + O(E) + O(E-wq 3 
where the standard order symbol holds uniformly in t as l ---t Of; the last 
term in each expression denotes the boundary layer estimate. 
To prove these results for the scalar problem, ErdClyi [S] splits up the 
differencey - r(l) into the so-called outer and inner corrections. The estimate 
for each correction involves a detailed analysis of the solutions of an appro- 
priate second-order differential equation. However, it does not seem possible 
to carry this analysis over to a corresponding vector differential equation. 
The approach in this paper is to transform each appropriate differential 
equation into a diagonalized system of two first-order equations in such a 
way that the proof can be based on two Volterra integral equations with 
simple explicitly given kernels. The estimate for each correction follows in a 
straightforward manner. This fundamental transformation will be given first 
in the next section; it is a vector version of the transformation in [l]. 
For the special (but still nonlinear) boundary problem (l), (2) with 
f = 46 4 Y’ + j (4 % Y), our diagonalization method allows us to obtain 
the estimate for the difference y - p(t) in a single step, thus obviating the 
need of employing two corrections. This will be illustrated in the last section. 
It should be noted that in this special case no restriction on the size of the 
boundary layer “jump” 1 a(~) - 7(O)\ is needed to ensure existence of the 
solution with the required properties. 
2. TRANSFORMATION INTO A DIAGONALIZBD SYSTEM 
We describe first the transformation of the problem consisting of the vector 
differential equation 
Ed + A(& E) x’ + B(t, CT) x = g(t) (3) 
and one of the given boundary conditions 
(i) x(l) = al, x’(0) = 0, 
(ii) x(O) = % , X(1) = 0, 
(4) 
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into an analogous problem for a “separated” or diagonalized system of two 
first-order equations. We assume 
(2.1) A(t, l ) = A(t, 0) + O(E) and B(t, E) = B(t, 0) + O(E) 
are continuous and bounded n x n matrix functions for 0 < t < 1 and E > 0, 
and every eigenvalue of A(t) = A(t, 0) has a real part 2~ > 0 for 0 < t < 1. 
Then by Lemma 1 in [3] the linear equation 
EX’ = --A(t) x 
has a fundamental matrix X(t) = X(t, E) satisfying 
I X(t) -Ws)l d 4 exp(7-4 - 4/W for 1 > t > s > 0, 
where Zr is a positive constant independent of E. Hence, by Theorem 2 [4], 
there exists Q > 0 such that for 0 < E < l 1 the linear equation 
EX’ = --A(t, l) x = -[A(t, 0) + O(E)] x (5) 
has a fundamental matrix Y(t) = Y(t, l ) such that 
I Y(t) Y-WI G I2 exp(--Cl& - +> for 1 > t > s > 0, (6) 
where l2 is a positive constant independent of E and p,, = ~14. 
We now state the following result. 
LEMMA. Let (2.1) hold. There exists E,, > 0 such that for 0 < E < E,, and 
0 < t < 1 there exist continuously d$%rentiable n x n matrix functions 
P(t, E), Q(t, l ) which are solutions, respectively, of 
EP’ = --A(t, E) P - EP2 - qt, E), P(0, C) = O,l (7) 
EQ’ = +, 4 Q + QFV, 4 + Ef’(t, 41 - 4 Q(L 4 = 0, (8) 
and which are uniformly bounded. 
Moreover, the change of variables 
.z = x’ - qt, e> x, 
w = x + eQ(t, E) z, 
transforms (3), (4) into the diagonalized system 
w’ = P(t, 4 w + Q(t, 4 g(t), 
l ’ = - [A(4 c) + qt, 41 2 + g(t), 
1 Zero, zero vector or zero matrix ~111 all be denoted by 0. 
(9 
(10) 
(11) 
DIAGONALIZATION METHOD FOR A VECTOR BOUNDARY PROBLEM 655 
and one of the boundary conditions 
(i) w(l) = q, z(0) = 0, 
(12) 
(ii) w(0) - cQ(O, C) z(0) = 01s , w(1) = 0. 
Proof. The existence of a unique solution P(t, E) of (7) such that 
11 P(t, E)\\ < p where p = 2~;~ )I B 11 = p-l I/ B II/2 can be proved in the same 
manner as the proof of the theorem in [2], by considering the integral equa- 
tion P(t, E) = TP( t, C) where 
TP(t, C) = j.” Y(t) Y-l(s) [-P”(s, l ) - &B(s, c)] ds. 
0 
To obtain a bounded solution Q(t, E) of (8), let W(t) = W(t, G) be the 
fundamental matrix of the linear equation 
w’ = P(t, C) w 
such that W(0) = I. If II P(t, e)II < p we have 
1 W(t) W-l(s)] < e++V. 
Also, by Theorem 2 [4] there exists c2 > 0 such that for 0 < E < c2 the 
equation 
Ed = -[A(t, c) + cP(t, C)] x 
has a fundamental matrix Z(t) = Z’(t, E), with Z(0) = I, such that 
I z(t) Z-+)1 d 4 exp(-At - W for 1 >, t 3 s 3 0, 
where 1s > 0 is independent of E and pr = po/2 = ~18. 
We can verify by differentiation that 
Q(t, E) = c--l It1 W(t) W-‘(s) Z(s) Z-l(t) ds 
is a solution of (8), and for 0 < E < &2p 
I Q(t, 4 B c-% s,’ exp[(p - P&I 6 - tll ds 
B &l - l PY G xhl * 
Thus Q(t, C) is bounded. 
(8’) 
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Applying first the change of variable (9) to Eq. (3) we get 
x’ = qt, l ) x + z, 
which, under the further change of variable (IO), reduces to the diagonalized 
system (11). Applying (9), (10) to the boundary conditions (4) and taking 
into account P(0, c) = 0, Q(1, c) = 0, we get (12). 
Remark. In the proof of Theorem 1 we require that the inverse Q-l(O, .z) 
exists for small C. In fact, it can be shown from (8’) that for 0 < t < 1, 
liiQ(r, c) = A-l(t, 0). 
To see this, we use the identity (which can readily be checked by integrating 
by parts) 
H(r) = e-1 1’ W(t) W-l(s) H(t) [kqs, c) + EP(S, c)] Z(s) Z-l(t) ds 
t 
+ It1 W(t) W-l(s) P(s, 6) H(t) Z(s) Z-l(t) ds 
-+ W(t) W-l(l) H(t) Z(1) Z-l(t), 
and set H = A-l. 
Let us now point out that the diagonalized system (11) is more tractable . 
than the original Eq. (3). In fact, the general solution mu(t) = eu(t, c), 
z(t) = z(t, e) of (11) is 
w(t) = W) PI + jot W) W-l(s) PCs, 4 g(s) & 
z(t) = Z(t) P, + e-l 1 t Z(r) Z-‘(s) g(s) ds. 
0 
(13) 
It only remains to choose the arbitrary constant vectors p, , p, so as to satisfy 
the boundary conditions. 
3. STATEMENT AND PROOF OF THEOREM 1 
In order to state our results, we make the following four assumptions. 
(3.1) The degenerate problem 
f(t, 0,x 7’) = a $1) = B(O) 
has a solution 7((t) E C2 for 0 ,< t < 1 and p(c) = p(O) + O(r). 
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(3.11) For some 6 > 0 and E > 0 the function f and the Jacobian 
matrix functions f, , f,, are continuous and bounded in (t, F, y, y’) for 
O<t<l, O<E<Z, I Y - rwl G 6, 
1 y’ - y’(t)1 < 6(1 + e-1e-Ut/8c), 
where p > 0 is as in (3.IV). Also there exists a constant k > 0 such that 
I fdt, E, 7(t), T(t)) -f&t, 0, r(t), Y(t))1 d k 
I f&r c> Yl , Y’) -f&t, l , Yz 9 Y’)l < k I Yl - Yz I f 
and 
I f?l(t, 5 Y, Yl? - fdt, E? Y, Y21)l < k I Yi - Yz’ I . 
The first two inequalities hold also with f,, replacing f, . 
(3.111) I fdt, E, Y, ~~3 - fdt, e, Y, Y~‘)I < ke I ylf - Y; I . 
Assumption (3.111) is an improvement over the requirement that f is strictly 
linear in y’ and is an analog of ErdClyi’s condition f,,,, = O(c) in the scalar 
problem. 
(3.IV) Every eigenvalue of fJt, 0, J(t), y’(t)] has a real part >,p > 0 
forO&t< 1. 
We now state and prove the following theorem. 
THEOREM 1. Let (3.1))(3.IV) hold. Then there exists (I positiwe constant 8, 
(independent of e) such that fur 1 a(e) - J(O)] < 8, and fiw E suj$cimt~ mull, 
the problem (l), (2) has a sohtion y(t, l ) on [0, l] sutisjying 
y(t, e) = y(t) + O(E) + O(e-PtlBe) 
y’(t, E) = y’(t) + O(E) + O(e-1e-uf~8E). 
Proof. The existence of the solution with the required properties will be 
proved in two steps as in [5]. That is, we set 
y - y(t) = d + d 
and require that d satisfies 
&,” = f (t, E, p(t) + a, 7’(t) + 3) - q, 
+x1> = B(4 - T(l) = Bk) - B(O), Z’(O) = 0, 
(14) 
(15) 
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while 6 satisfies 
4” = - f(t, E, y(t) + B(t) + 6, jqt) + a’(t) + 6’) 
+ fP, E, Y(t) + w, r’(t) + W), (16) 
6(O) = a(c) - T(O) - 6(O), G(l) = 0. (17) 
(i) We consider the problem (14), (15) first. This problem has the form 
of the problem (3), (4i) if Eq. (14) is expressed as 
Et?” + A(& c) 6’ + &, c) d =g(t, E, 5, a’), 
with 
ajt, 4 = f&9 E, m, ml, 
fi(t, 4 = f& % r(t), ml, 
and 
g(t, E, 6, 6’) = -f(t, E, y(t) + v”, jqt) + 3) - q” + A(t, e) 6’ + B(t, l) 6. 
By assumptions (3.11), (3.IV) the coefficients A(t, E), @t, l ) satisfy the 
conditions of the Lemma. Denote by &t, E), &(t, l ) the bounded solutions of 
(7), (8) with A(t, l ), s(r, l ) replacing A(t, E), B(t, E), respectively. Then by 
the change of variables (9), (10) with x = 6, w = 6, z = I, P = p, Q = &, 
we see that 5, I satisfy the diagonalized system 
k!iY =p”(t, c) 6 + &(t, l)g”(t, E6, .q, 
Es? = -[A@, c) + E&t, c)] f + i(t, E, 6, Tq, 
and the boundary conditions 
fw) = Pk) - B(O)9 I(0) = 0. 
Here 
g”@, E, I!& 2) = g(t, E, 5, 6’). 
Thus, 6, I satisfy the integral equations 
zqt) = iv(t) I@‘( 1) [/3(E) - B(O)] - Jtl m(t) W-l(s) &(s, E)g”[S,E, e?r(s),.qs)] ds, 
2(t) = E--l ( Z(t) Z-l(s) i[s, E, 22(s), Z(s)] ds, 
(18) 
where m(t), w(O) = 1, is the fundamental matrix of 
WI = P(t, 6) w 
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and z(t), z(O) = I, is the fundamental matrix of 
Ed = -[A@, E) + cP(t, c)] z. 
Since &t, E) is bounded, by choosing L > 1 large enough we may assume 
that 
( Z(t) Z-l(s)\ -<L exp(-pi(t - s)/G} for 1 > t 3 s >, 0, 
(19) 
where pi = ~18. 
The existence of a solution of (18) can be shown by the contraction map- 
ping principle. Let (G,2) be any pair of vector functions with norm 
Il(G Z)II = // ZZI ( + II I /( and define the mapping T by T(zZ, .i) = (7, <), where 
#) = W(t) W-l(s) [/I(r) - /3(O)] - it1 @(t) I@(s) &(s, E)~[s, E, C(s), Z(s)] ds, 
l(t) = c-l Jo’ i?(t) Z-l(s) g”[s, E, C(s), S(s)] ds. 
(20) 
By assumption (3.1) there exists an M > 0 such that 1 /3(c) - /3(O)l < ME. 
Choose E < 1 and 
K = 42 + II p II II $ II + II p II + II $2 lD2. 
Then on applying the mean-value theorem as in [5], we obtain, in view of 
(3.II) and (3.111) 
where ~(6, 6, , 2, Zi) is the largest of the three values 
I 6 - % I ma41 6 I , I 4 I , I f I , I 2, I), 
E I f - f, I mdl~ I , I f% I I I f I , I f, I), 
II - zl I max(lf5 I , I cr, I , E I f I , E 1% I). 
Also, 
Z(t, E, 0,O) = --ET”. 
From (20) we have 
II ~0) - rl&)ll G LK II & II II 4%), W), %t)t W))ll , 
II C(t) - LWII <-W$ II +W, %(t), z(t), %(t))ll ,
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and hence 
II ww W) - w%(t), W))ll <LK(II& I + pi’) II +qt), q(t), z(t), Z&))ll. 
Choose es < 1 so small that 
4E=2(ll & II + Pa w + (II $2 II + P> II 7” III < 1 forO<e<cs. 
WI” II, II f4 II, II 2 II 9 II 4 II d YC where Y = WM + II $? II IIT’ II + CL-~ II 7” II), 
II +% 0, % @II < Y2E2, 
It follows that for 0 < c < es 
II W(t), w> - v%(t)9 ~IWII G au1 fw - ez)lWll + II w - awl* 
Similarly, 
and 
II Nl <LME + L II & II II g”@, E, WI, .Wll 9 
,<LMe + L II & II [K II +W, 0, W, WI + E II 7” Ill, 
,< (M + II & II II F” ll)Lc +LK II & II y2e2, 
II t’@)ll d L/41(Kr2~2 + 6 II 9” II), 
II WW Wll Q J%M + II & II II 9” II + r;’ II 8” IO + WI1 & II + ~2) y2e2 
9 (42) + (42) = Y’. 
Then T is a contraction mapping on 5’ = ((6 5): Il(rZ, s)II < 2~~1, and so T 
has a unique fixed point in S. Therefore (18) has a unique solution G(t), Z(t) 
such that 
II fw)ll + II WI G 2F 
Thus (14), (15) h as a unique solution G(t) such that 
II Wll = II w - 4<f, 4 WI = O(4, 
II fwll = II P”(f, 4 W) + WI = Ok). 
(ii) Next we consider the problem (16), (17), where G(t) is the solution 
just obtained. This problem can be put in the form of (3), (4ii) by writing 
(16) as 
.a + A(t, e) 6’ + B(t, c) 6 = h(t, l , 6.8’) 
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with 
and 
& E) =fil,[t, 5 m + q9, y’(t) + fqt)1, 
&t, c) = fZl[c E, m + w, Y’(t) + qa, 
h(t, E, 6, 6’) = -f(f, c, y(t) + a(t) + v,jqt) + 3(f) + 6’) 
+ f(4 E, r(t) + W), 9’(t) + W) 
+ A@, 6) 6’ + B(t, <) 6. 
Clearly, 
-46 4 =fv*[4 E, r(t), r’(t)] + Ok), 
m 4 =.ft#, 6, r(O, jw] + O(4, 
and therefore a, B also satisfy the conditions of the Lemma. Denote by 
P(t, E), &(t, c) the bounded solutions of (7), (8) with a, B in place of A, B. 
Applying the change of variables (9, (10) with x = G, w = ~5, z = 1, 
P == P, Q = Q. we see that ri? , S satisfy the diagonalized system 
6~’ = P(t, c) ti + Q(t, c> K(t, c, 8, f), 
ES’ = -[A@, c) + El+, l )] 2 + A(,, E, 61, S), 
(22) 
and the boundary conditions 
Here, 
d(o) - cQ(o, 6) z(o) = a(<) - y(o) - 2;(o), 
G(l) = 0. 
(23) 
K(f, E, ?i?, a) = h(t, E, 4, 4’). 
Equivalently, ti, P satisfy the integral equations 
z;(t) = - Jtl W(t) W(s) Q(s, c) h[s, E, G(s), S(s)] ds, 
z(t) = ~-l&-1(0, c) Z(t) [ii?(o) - a(e) + y(o) + c,(o)] (24) 
+ c-l Jot z(t) i+(s) h[s, E, z;(s), S(s)] ds, 
where q(t), m(O) = I, is the fundamental matrix of w’ = p(t, l ) w and 
.2?(t), 2(O) = I, is the fundamental matrix of 
Es! = -[A(& E) + EP(f, c)] 2. 
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Since P(t, C) is bounded, I@(t), Z(t) satisfy the inequalities (19) if we choose 
L > 1 large enough. 
Note that 
h(t, E, 0,O) = 0, 
and moreover, h also satisfies the inequality (21) where, for convenience, we 
use the same constant K although it is now defined in terms of p, 8. 
We now prove by the method of successive approximations that the integral 
equations (24) has a solution if 1 LX(E) - Al < 6, where 
and 
~2 = 2~35~ II Q”(o, ~)II ~1 + II Q II (1 + II Q-'(0, a)]. (25) 
Since 1 G(O)1 = O(E), it follows that 6, > 0 for E small enough. Then 
7 = 1 a(e) -y(O) - v”(O)1 < 1/2c,. (26) 
Set (r&,&J = (0 0) and (& ,a,) = (T1r&-1 , T2&r), n = 1,2 ,..., where 
qqt) = - s,’ W(t) zV-l(s) Q(s, l ) h[s, c, tqs), a(s)] ds, 
T&) = E-lQ-yo, e) .2(t) [~,ti(o) - a(c) + $0) + a(o)] (27) 
+ 4 Iot 2?(t) .2+(s) h[s, E, 8(s), S(s)] ds. 
By (27) we obtain 
I &+1 (t) - &@)I <L II Q II K s,l +U4, %&>, f&), &&)I 4 
l I %a+&) - &@>I < I &-'(~,a e-@’ I %+,(t) - %z(t>l 
+ K s,” e- “~(t-s%r[ei,&), t&+,(s), &(s), &,(s)] ds, 
and 
e;,(t) = 0, 
c 1 $(t)l < 1 Q”(o, E)I me-‘+. 
It can be proved by induction that 
1 e,(t) - i~&+~(t)l , E 1 s,(t) - ~,-, 1 < 1 Q-‘(0, l )I T(c~T)‘+~ e-@lt” 
1 t&(t)1 , E 1 s,(t)1 < 2 1 Q-‘(0, E)I Teeult” 
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with 7 defined by (26). Therefore, since CUT < 4, the serves 
converge uniformly in (t, l ) to a solution 9(t), a(t) of (24) and 
7l=l 
Thus the problem (16), (17) h as a solution G(t) = z&(t) - Q(t, E) S(t). 
Returning to the original variable, we obtain a solution y(t, l ) of (1) (2) 
which satisfies 
y(t, E) - j(t) = C(f) + L?(t) = O(E) + O(e-q, 
y’(t, E) - J’(t) = G’(t) + 6’(t) = O(E) + O(~-le-ult’e). 
This completes the proof. 
4. A SPECIAL CASE 
Consider now the special, but still nonlinear, boundary value problem 
q” + A@, c) Y’ + J(4 E, y) = 0, 
y(O, 4 = 44, YU, l ) = PC+ 
(28) 
For this special case, it turns out that no restriction on the size of the boundary 
layer jump I CX(E) - y(O)1 is necessary to ensure the existence of a solution. 
Moreover, the existence of a solution can be proved by our diagonalization 
method in one step, obviating the necessity of using two corrections, under 
the following assumptions. 
(4.1) The equation A(t, 0)~’ + J(t, 0, J) = 0 has a solution T(t) on 
[0, I] such that ~(1) = /I(O), where j3(~) = /3(O) + O(E). 
(4.11) For some 6 > 0 and E” > 0, the functions A, f and fU are con- 
tinuous and bounded in their arguments for 
O<t<l, O<E<Z, I Y - ml G 6. 
409/48/3-3 
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Also, there exists a constant k > 0 such that 
(4.111) Every eigenvalue of the matrix A(t, 0) has a real part 2~ > 0 
for 0 < t < 1. 
We have the following result. 
THEOREM 2. Suppose (4.1)-(4.111) hold. Then for E > 0 s@icientZy small, 
the problem (28) has a solution y(t, c) on [0, l] satisfying 
y(t, l ) =7(t) + O(E) + O(e-@c), 
y’(t, c) = y’(t) + O(E) + O(e-le-ut/*c). 
Proof. Setting w = y - y(t) in (28), we get 
d + A(t, E) 0’ + qt, c) v = f (t, E, o), 
@, c) = a(c) - y(o), fJ(l, 6) = B(c) - B(O) = O(e), 
(29) 
where 
w, l ) =M, El m) 
and 
f(t, E, e) = --A(t, E)Y’ -f(t, l , jqt) + w) - q” + qt, l ) v. 
Proceeding as in Section 2, under the transformation (9), (10) with x = w, 
we find that the solution w(t) = w(t) - EQ(t, 6) z(t) of (29) satisfies the inte- 
gral equations 
~(4 = w(t) LP(4 - @>I - It1 W JWs) Q(s, 4% c, w(s), +)I 4 
s(t) = l -‘Q-‘(0, c) Z(t) [w(O) - a(c) + y(O)] (30) 
+ c-l Iot Z(t) Z-l(s) F[s, Q, w(s), z(s)] ds. 
Here, W(t), Z(t), Q(t, 6) are as defined in Section 2 and 
F(t, E, w, z) = f (t, t, w - l Q(t, c) z). 
By (4.1), (4.11) there exists a constant N > 0 such that 
I m 6, 0, O)l = I 4,4y +f(t, l , 7) + CT I < NC 
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Also by (4.11) and the Lemma, we obtain on applying the mean-value theorem, 
I F(t, E, w, z) - F(t, E, Wl , ZJ < Ku(w, q , 2, +), 
where 
K = 41 + II Q II)” 
and 
u(w, w1 , z, 3) = max(l w / , I w1 I , I z I , I z1 I) max(I w - w1 I , E i z - z1 I). 
Just as in the integral equations (27), the method of successive approxima- 
tions can be used to prove that (30) has a solution w(t), z(t) such that 
w(t) = O(r) + O(ecutlsf), 
z(t) = O(E) + O(c-le-ut/*r), 
which implies the results of Theorem 2. We omit further details. 
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