We introduce a new grading system, the Cloud Teaching Assistant System (CTAS), as an additional element to instructor grading, peer grading and automated validation in massive open online courses (MOOCs). The grading distributions of the different approaches are compared in an experiment consisting of 476 exam participants. 25 submissions were graded by all four methods. 451 submissions were graded only by peer grading and automated validation. The results of the experiment suggest that both CTAS and peer grading do not simulate instructor grading (Pearson's correlations: 0.36, 0.39). If the CTAS and not the instructor is assumed to deliver accurate grading, peer grading is concluded to be a valid grading method (Pearson's correlation: 0.76).
INTRODUCTION
Top-down MOOCs easily scale to hundreds of thousands of students, e.g. by means of video lectures and quizzes [19] . Instructors' feedback and grading, however, do not easily scale to these numbers of students, although this would be necessary for meaningful certification of MOOC students. When completely automated grading is not possible, as in the case of essays, more complex review models are required. In order to solve this problem and grade huge amounts of exam papers, online course providers such as Coursera, EdX, NovoEd and iversity use peer grading systems [13, 18] . As opposed to one instructor grading the exams of all students, such systems facilitate mutual grading by students. The concept of peer grading in education is not new (cf. Section 2.2), and the designers of peer grading systems for MOOCs were already aware that students and instructors worry about reliability and validity of peer grading systems [6, 16] . The real new development is the possibility of massive scale peer grading, emerging in the context of MOOCs. When trying to scale the whole area of open educational resources (OER) [17] , educators and computer scientists now face the challenge of designing peer grading systems that collect data sets rich enough to allow the computation of accurate grades by means of appropriate statistical models and algorithms. Consequently, the existing digital peer grading systems differ from one another in both design and underlying statistical models: Common features of a peer grading system are self grading [13, 22, 12] and calibration [2] . The latter means that peers' grading proficiency is adjusted according to training assignments that they grade, normally with the help of certain grading rubrics. Finally, an important property of a peer grading system is whether multiple assessments can be integrated. This can be realized with regular peer graded homework. If data from such multiple assessments can be taken into account, more advanced statistical models can be applied than in a single assessment situation [20] . This paper investigates the application of a new grading approach: The Cloud Teaching Assistant System (CTAS). Qualified teaching assistants, not belonging to the instructor's staff, are hired only for the purpose of reviewing and grading the submissions of a single MOOC assignment. In order to overcome the potential contradiction of grading accuracy and scalability for problems like single essay grading in MOOCs, the CTAS should finally be integrated into a complex process of peer grading, professor grading, self grading and calibration, together with an appropriate statistical model. In order to achieve this goal, the role of the CTAS as a hybrid element between the students and the instructor in a MOOC has to be understood. Hence, the objective of this paper is to gain observational insights into the CTAS by looking at a concrete example, and to investigate its validity as well as its relation to instructor grading, peer grading and automated validation.
RELATED WORK

Reliability and validity of peer grading
In order to judge the accuracy of given grades, literature distinguishes between reliability and validity of peer grading. Cho et al. remark that reliability is ignored in most studies [5] and that there are even cases where validity is misreported as reliability [24] . The measure of reliability most commonly studied is inter-rater reliability, which refers to the consistency of grades that different peers would assign to the same assessment. Validity concepts assume that the instructor provides a trustworthy grade, and hence validity of peer grading is calculated as a correlation coefficient between peer grades and instructor grades [5, 15, 3] . Examples of reported reasons to doubt both the reliability and validity of peer grading include lack of experience with the required content and methods, as well as bias due to uniformity, race, friendship [6] or even manipulation [16] . However, the hypothesis that the validity of peer grading is higher in advanced rather than beginner courses or in science and engineering rather than in other disciplines was not supported by a meta-study by Falchikov and Goldfinch, which analyzed forty-eight peer assessment studies [7] . Despite the possible problems connected to peer grading, peers are reported to be more likely to understand other student's problems than instructors [11] . The CTAS affords a new hybrid grading element which is allocated between instructor and peer grading. If we were to count the teaching assistants as among the instructor's staff, it would be reasonable to investigate the inter-rater reliability among the staff. However, since these teaching assistants are only hired for grading and not for course development, we interpret the CTAS as a separate unit. Hence, this paper investigates the validity of the CTAS, particularly in comparison to peer and instructor grading.
Digital peer grading systems
Pinkwart and Loll date the technical foundation of digital peer grading systems back to collaborative filtering techniques [14] , originally describing algorithms that create and distribute system knowledge from associating users to system artifacts such as products or user profiles [9] . This concept is the basis of today's Web 2.0 technologies and applications include recommendation (amazon), tagging (flickr) or peer grading. Before online education became massive with MOOCs, peer grading tools were already used in eLearning. One of those tools is PeerGrader (PG) [14, 8] , which has special communication functionality and the ability to modify and re-submit assessments. Further, the Scaffolded Writing and Rewriting in the Discipline (SWoRD) [4] was designed for written assessments in large content courses and inspired by the reviewing and publication process of journals. Another example is Calibrated Peer Review (CPR) [21] , which features both grading of training assessments for calibration and selfassessment. CPR was used for two consecutive Coursera offerings of the course Human Computer Interaction, taught by Scott Klemmer [13] and analyzed afterwards [20] with statistical models close to the Bayesian approach used by Goldin et. al in smaller classrooms [1, 10] . EdX developed its own framework for peer grading, integrating scoring and feedback. This framework uses the three techniques self assessment, peer assessment, and artificial intelligence (AI) [18] . These peer grading systems follow the popular idea of crowdsourcing [23] in a way that shifts the burden of grading from those who create the assessment (instructors) to those who complete it. In such systems, teaching assistants naturally belong to the staff of the instructors. To the best of our knowledge none of the existing massive scale peer grading systems are explicitly designed for having teaching assistants as a hybrid third grading element in between, neither belonging to the staff, nor to the students. The CTAS is meant to fill this gap.
METHODS
Research Questions
As a result of the literature review in Section 2, we are mainly interested in the following questions:
• Q1: How well do MOOC students perform on automatically validated questions compared to the human graded essay question?
• Q2: How are grades given by peers, the CTAS and the instructor statistically distributed and do they reveal a bias?
• Q3: How do students' performances and the grading types differ among different scoring criteria?
• Q4: How valid are CTAS and peer grading?
The experiment is designed with the goal of shedding light on these questions and Section 4 is structured accordingly. Q4 is the main question of our investigation.
Experiment Setup
We carried out an experiment within the iversity MOOC 'Public Privacy: Cyber Security and Human Rights' with 4620 active students, using iversity's proprietary implementation of assessment and grading. At the end of this course, 476 students participated in an online exam consisting of 16 multiple-choice questions with automated validation and one essay question without automated validation. During a subsequent grading phase, 377 essays were successfully peer evaluated and graded by a total of 395 fellow course participants (peers). For various reasons not all students qualified for evaluating or being evaluated. Disqualification reasons include, for example, empty submissions and incomplete grading. Additionally, 25 of those essays were corrected and graded within a Cloud Teaching Assistants System (CTAS) as well as by the course instructor. We were able to gather four sets of grades corresponding to the three groups of graders, namely a) peers, b) the CTAS, and c) the instructor as well as d) the automated validation of multiple-choice questions. Using this data we were able to measure the correlation between peer grading, CTAS, instructor grading and automated validation. In order to calculate the correlations we use Pearson's correlation coefficient throughout this paper. This is the coefficient used in similar validity investigations [3, 5] . Where necessary, we aggregate multiple peer, CTAS or multiple-choice results by mean. We remark that multiple-choice results measure the general knowledge of a student but cannot be included into the validity analysis, which has the essay question as a basis. However, the data allows us to judge upon the validity of peer grading and CTAS, by comparing it with instructor grading.
The Peer Grading Assignment
This paper analyzes the final exam for the MOOC Public Privacy: Cyber Security and Human Rights, which was offered on the iversity platform from November 2013 to February 2014. It is an introductory course offered by Associate Prof. Dr. Anja Mihr (Utrecht University, Netherlands). The course systematically examines the compliance between international human rights norms, standards and mechanism within legal and political frameworks and the growing cyber security regime. A total of 33,782 students registered for this course, 4620 of which were still actively engaged in the last week of the course. The instructor of the course, Prof. Anja Mihr, developed most of the course's content and material, including the final exam, in which 467 students participated. The final exam consisted of 16 multiple-choice questions, which aimed at assessing students' knowledge about theories and concepts introduced throughout the course. 10 of these 16 multiple-choice questions had already been answered by students throughout the course. In addition, the final exam included a peer grading assignment, where students were asked to write a short essay elaborating on the idea of the Rule of Law in Cyber Space as a means of cyber security (cf. Appendix B). After submitting the essays, students had to grade their peers' essays according to a grading rubric consisting of five criteria: (1) thesis and central idea, (2) essay organization, (3) content, (4) balanced argumentation, and (5) citation and sources. Each criterion was rated using a five point rating scale ranging from zero to four. For a detailed description of the grading rubric confer to Appendix A. In order to facilitate the peer grading, students were required to evaluate seven of their peers' essays, using the peer grading tool provided on the platform. In addition to scoring the essays according to the grading rubric, students also had to provide a brief feedback comment. However, they were not asked to grade their own essays based on the criteria and rating scales provided. Though only seven peer evaluations were required, a large number of students graded even more exams. Since students participating in the final exam had been required by the course syllabus to take the mid-term exam, made up of a similarly designed peer grading assignment, they were used to the process, the grading tool and the grading rubric.
The Cloud Teaching Assistant System
In addition to peer grading, the iversity platform offers the Cloud Teaching Assistant System (CTAS). This is another method to process assignments that cannot be evaluated automatically. To this end, a group of qualified examiners is assembled by iversity in order to realize grading. Throughout this paper, such an examiner is referred to as Cloud Teaching Assistant (CTA) and the respective grading as CTA grading. In order to ensure their quality, CTAs are selected according to their expertise in the relevant subject as well as with the help of a criteria sheet defined in advance by instructors. The selection takes place in two steps. First of all, iversity draws up a pre-selection of candidates and presents them to the instructor. The final selection of the CTAs is made by the instructor.
In the fall of 2013 the Cloud Teaching Assistant System was applied in the MOOC Public Privacy: Cyber Security and Human Rights to the 25 final assignments of the course participants who had registered for CTA grading. In this paper we refer to these students as premium students. Thus, alongside the standard peer grading, exams of these premium students were additionally graded by a group of four CTAs, such that each exam was evaluated by two CTAs. Prior to starting the grading, CTAs were required to take the MOOC themselves, to carefully examine the final assignment and the rubrics, according to which the grading had to be done. However, their grading capacities were not particularly tested, the assumption having been made that as trained professionals they knew how to grade essays, i.e. provide valid grading similar to that of the course instructor. For grading the exams the four CTAs used the same grading rubric as given to the peers (cf. Appendix A). Likewise, they also used the proprietary grading tool provided on the iversity platform to evaluate the exams.
The data sets
Throughout the analysis we work with four data sets. The third and the fourth dataset are obtained by aggregating operations on the second dataset. The first dataset (snapshot in Table 1 ) contains for every student his achieved result from the automatically validated multiple-choice test and whether he is a premium student or not. It contains 476 observations, one for each student. The final result is divided by four, in order to simplify the comparison to the essay grades and underlying criterion scores.
The second dataset (snapshot in Table 2 ) contains the essay scores for each criterion given to premium students by peers, CTAs and the instructor. It consists of 1160 observations, i.e. every premium student received an average of 46.4 scores, having been scored by one instructor, two CTAs and on average 6.28 peers in each of the five criteria.
The third dataset (snapshot in Table 3 ) is also composed of scoring information about premium students. For every premium student and each of the five criteria, we aggregate by grading type, i.e. the dataset contains the mean received peer score, the mean received CTA score and the received professor's score. Hence, we obtain 125 observations.
The multiple-choice evaluation is apparently not based on multiple criteria. In order to compare students' essay grades to their multiple-choice performance, we aggregated dataset 3 by taking the mean over all five criteria scores. Table 3 : Results of human evaluation for all 25 premium students -aggregated by grading type. Every row represents one exam and one criterion. The mean criterion score per grading type can be compared via the columns peer scored, cta scored and prof scored.
As a result, the fourth dataset (snapshot in Table 4) shows an overall peer, CTA and professor's grading, compared to the multiple-choice performance -again only for premium students. This dataset is the smallest with 25 observations.
RESULTS
Automated Validation
Using dataset 1 we identify the distribution of multiplechoice results comparing premium and non-premium students ( Figure 1 ). Both distributions are right skewed and show a high mean (premium students: 2.97, non-premium students: 3.49), which indicates a general high performance of both premium and non-premium students in the multiple-choice questions. The premium students achieved the highest results relatively more frequently than the non-premium students. However, we have to remark that there are significantly fewer premium students than non-premium students included in this dataset.
Grading distributions
Using dataset 2 we identify the distribution of scores given to premium students by peers, CTAs and the instructor (Figure 2 ). Note that this dataset contains a score for every student in each of the five criteria, each given by one instructor, two CTAs and multiple peers. As a result of the different sizes of the three grading groups, the scope of the three distributions is different.
The distribution of the CTA scores and instructor's scores both show a normal shape with three as the most frequently awarded and four as an unpopular score. The peers also preferred giving the score three, but with a much higher frequency than CTAs and the instructor. As another difference for peer grading, the second most common score given by peers was the score four. This heavily skews the peers' scoring distribution towards the scores three and four. Using dataset 4 we are able to include the multiple-choice results into a density plot (Figure 3, Appendix A) . The drawback of this representation is that only 25 observations are contained. However, we observe that the automatically evaluated multiple choice test shows the highest overall results among the premium students.
Criteria
With dataset 2 we compare the scoring distribution from Section 4.2 across the five criteria (Figure 4) . This comparison shows that the grading distributions observed for peers, CTAS and instructors in Section 4.2 apply to all five criteria and not only to the accumulated grades. As an exception the instructor deviates in criterion thesis by rarely giving the central score two. Furthermore, the peers gradee peer graded cta graded prof graded multiple choice slightly deviate in criterion sources, by preferring to give the score four over giving score three.
Comparing the means of the three distributions for each of the five criteria (Table 5 ) reveals another insight: Overall, the criterion organization was assigned the best relative score by CTAs, but the worst relative score by the instructor. Table 6 is a correlation matrix of all given scores by peers (peer), CTAs (cta) and the instructor (prof), extracted from dataset 3. For one exam and per criterion, peer and CTA scores are respectively aggregated by taking the mean. This means that potential reliability effects among peers or CTAs are ignored in order to establish comparison to instructor scoring. Table 7 is a correlation matrix of all given grades (aggregated by criteria). It is extracted from dataset 4 and ignores criteria effects in order to compare grading to automated validation (auto). The two correlation tables are our main instrument to judge the validity of peer grading and CTAS. Analyzing the correlations on both levels of aggregation has the advantage that we do not miss potential validity effects that cancel out when aggregating by criteria. However, since we do not observe big unexpected jumps in correlation from Table 6 to Table 7 , we do not include a specific validity analysis for every single criterion.
Validity
First of all, the correlation between peer grading and automated validation is only almost zero (0.05). Since this result is very different for the correlation of automated validation with CTA grading and instructor grading, we cannot make a general conclusion on the relationship between student's knowledge and their performance on essay questions. We notice that CTAS grading has the strongest correlation to multiple-choice performance (0.53). But we remark that this does not justify judgement on the validity of peer grading, CTAS grading or instructor grading. Next, the instructor's grading only shows a weak correlation to the peers' grading and a similarly weak correlation to CTAs' (Table 7 : 0.36, 0.39). Assuming that the instructor is an accurate grader, this finding entails that neither peers nor CTAs provide valid grading. Since the correlation coefficients only summarize the relation between two grading entities, a scatterplot is provided for CTA grading against professor grading ( Figure 5 ), derived from dataset 6. In contrast to this, peer and CTA grading strongly correlate (Table 7 : 0.76). That means that assuming CTAs provide accurate grading, peer grading turns out to be much more valid than under the assumption that the instructor provides accurate grading.
DISCUSSION
Our analysis allowed us to gather data on automated validation, peer grading and instructor grading as well as CTAS grading as a new hybrid element. The experiment was de- signed in a way that the four types of grading could be compared on the same exam and the three latter grading types on the same essay question within that exam. The number of exam participants was high (467), whereas the number of exams to which all types of grading were applied was rather low (25 premium students). The latter is actually a reasonable size for a classical classroom, and hardly suited to produce robust statistical results. However, peers and CTAs were acquired and recruited in the context of a massive open online course, which still makes our findings unique, compared to similar investigations in other settings.
Our grading distribution analysis reveals the skew of the distribution as a difference between peer grading and automated validation (with skew), as opposed to CTAS grading and instructor grading (without skew). The overall high multiple-choice performance is a result of the student's knowledge in combination with the test design. Making the questions more difficult or replacing the 10 familiar questions with unknown ones would probably reduce the skew in the distribution of automated validation. More interestingly, the skew of peer scoring cannot be explained by student's abilities or the test design, since the CTAs and the instructor did not produce this skew when scoring the same students on the same essay. Hence, we conclude that peer grading was biased in our setup. The precise reasons for this bias remains an open question.
Concerning scoring criteria, we found that instructor and CTAs do not agree on organization. A possible explanation for the professor's relatively harsh scoring of this criterion is the fact that students of the online course did not learn essay writing methodologies within the online course. This remains for further investigation with larger sample sizes, together with the question of why CTAs assign the highest scores to the criterion argumentation.
The most ambiguous finding from this research are the validity results. Assuming the professor to be an accurate grader, peer grading and CTAS grading were invalid (weak correlation). Ignoring the instructor and assuming that pro CTAs grade accurately, we conclude that peer grading was valid (strong correlation) in this setting. We were expecting to observe weak correlation between peer grading and instructor grading in our setting without self grading and calibration.
But between CTAs and instructor we expected a strong correlation, since CTAs also hold an academic degree in the particular subject area and work as teaching assistants at their universities. It remains for further research on a larger set of courses, whether a strong correlation between CTA grading and instructor grading can be observed after modifications to the CTAS. In order to summarize our objectives, we list new hypotheses that remain for further investigation on a larger sample size of online courses, as well as of participants.
1. Under similar experiment conditions in other MOOCs, CTAs and the instructor will most strongly disagree on the criterion argumentation.
2. An advanced CTA selection process, including test submissions and calibration, will increase the validity of the CTAS grading, as compared with instructor grading.
3. Under similar experiment conditions in other MOOCs, i.e. especially without calibration, peer grading will be biased as opposed to CTAS and instructor grading. Further, it will only be weakly correlated with instructor grading.
4. Implementation of a calibration process within the peer grading feature will reduce the peers' bias.
5.
A calibration process combined with method and evaluation training within the online course will increase the validity of peer grading in our setting and enable the peers as a collective to outperform CTAs as measured in validity.
Testing the above hypotheses on a larger sample of MOOCs will help to understand the possibilities and limits of peer, CTA and instructor grading as separate elements. It remains a future challenge to design an accurate calibration, grading and statistical evaluation process for MOOCs, in which all three elements are combined in a scalable way. 
