We present the asymptotic distribution theory for a class of incrementbased estimators of the fractal dimension of a random field of the form g{X(t)}, where g : R → R is an unknown smooth function and X(t) is a real-valued stationary Gaussian field on R d , d = 1 or 2, whose covariance function obeys a power law at the origin. The relevant theoretical framework here is "fixed domain" (or "infill") asymptotics. Surprisingly, the limit theory in this non-Gaussian case is somewhat richer than in the Gaussian case (the latter is recovered when g is affine), in part because estimators of the type considered may have an asymptotic variance which is random in the limit. Broadly, when g is smooth and nonaffine, three types of limit distributions can arise, types (i), (ii) and (iii), say. Each type can be represented as a random integral. More specifically, type (i) can be represented as the integral of a certain random function with respect to Lebesgue measure; type (ii) can be represented as the integral of a second random function with respect to an independent Gaussian random measure; and type (iii) can be represented as a Wiener-Itô integral of order 2. Which type occurs depends on a combination of the following factors: the roughness of X(t), whether d = 1 or d = 2 and the order of the increment which is used. Another notable feature of our results is that, even though the estimators we consider are based on a variogram, no moment conditions are required on the observed field g{X(t)} for the limit theory to hold. The results of a numerical study are also presented.
1. Introduction.
1.1. Background. The problem of quantifying the roughness of a (continuous but rough) curve or surface, whose height is observed at discrete This is an electronic reprint of the original article published by the Institute of Mathematical Statistics in The Annals of Statistics, 2004 , Vol. 32, No. 3, 1222 -1260 . This reprint differs from the original in pagination and typographic detail. 1 locations on a rectangular grid, arises in many areas of science and technology. A widely used approach is to model the curve or surface as a random field whose covariance function follows some form of power law behavior at the origin, and then to estimate a scale-invariant measure such as the fractal dimension to quantify roughness. A good entry point to recent statistical literature on this topic is the discussion paper by Davies and Hall (1999) . Frequently in this approach it has been assumed that the curve or surface is Gaussian. However, in a number of applications the Gaussian assumption may be open to doubt, and therefore the problem of estimating the fractal dimension in non-Gaussian settings is of interest. In this paper we study estimators of fractal dimension for a class of stationary non-Gaussian random fields, and we provide a detailed account of the asymptotic distribution theory for these estimators, as well as studying their numerical properties using simulation. As a preliminary, we provide a brief review of recent work in which the Gaussian assumption is made.
1.2. The stationary Gaussian model. For simplicity we focus mainly on the one-dimensional case (d = 1) in this Introduction. Let {X(t) : t ∈ R} denote a stationary Gaussian process with a covariance function γ which obeys the following power law at the origin:
as |t| → 0, (1.1) where α ∈ (0, 2], known as the fractal index, governs the roughness of the sample functions and is typically the parameter of greatest interest in roughness studies; the positive quantity c is a (local) scale parameter known as the topothesy; and β > 0 governs the size of the remainder term in (1.1). There is a simple relationship, under model (1.1), between α and the fractal dimension D of the graph of the sample function, given by D = 2 − α/2; see, for example, Adler (1981) . [This result generalizes to D = d + 1 − α/2 when X(t) is a stationary Gaussian random field on R d with covariance function of the form (2.3).] Thus, the larger the value of α, the smoother the sample function.
Suppose we observe a sample S n = {X(i/n) : i = 0, 1, . . . , n − 1} (1.2) of observations of X(t) at equally spaced locations in the region [0, 1] . In this formulation of the problem the asymptotic regime as n → ∞ is known as "fixed domain asymptotics" and is often appropriate when interest is focused on roughness at fine scales. See Stein (1999) for further discussion of this type of asymptotic regime.
A variety of estimators of α, based on data S n , have been studied in recent years under model (1.1), with X assumed to be stationary and Gaussian.
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For example, Hall and Wood (1993) considered box-counting estimators; Jakeman and Jordan (1990) and Constantine and Hall (1994) discussed estimators based on the variogram; Feuerverger, Hall and Wood (1994) considered estimators based on counting upcrossings; and Chan, Hall and Poskitt (1995) considered estimators based on the periodogram. Kent and Wood (1997) considered two modifications to variogram-based estimators: the use of higher-order increments and the use of generalized least squares. The use of higher-order increments in a closely related context was investigated independently by Istas and Lang (1997) .
In this paper the focus is on variogram-based estimators of fractal dimension, and we now discuss these in more detail. The theoretical variogram is given by ν(h) = E{X(t + h) − X(t)} 2 and under (1.1) ν(h) ∼ 2c|h| α as |h| → 0. Given data of the form (1.2), we can estimate ν(u/n) bŷ
2 , (1.3) and we can estimate α using log-log regression based on the approximation relationship logν u ≈ const. + α log u. where m stays fixed as n → ∞. It turns out that when 0 < α < 3/2 the estimator (1.5) has variance of order n −1 , but when 3/2 < α < 2 the variance of (1.5) is of order n 2α−4 . See Constantine and Hall (1994) ; related results were also obtained by Jakeman and Jordan (1990) . More recently, it was noted by Kent and Wood (1997) and Istas and Lang (1997) that if one bases the variogram in (1.3) on secondorder differences, that is,
2 , (1.6) then the variance of the resulting estimator (1.5) is of order n −1 for all α ∈ (0, 2). Thus, there is motivation for considering variograms based on increments (i.e., differences) of higher order. In our terminology (1.3) is based on an increment of order 0, and (1.6) is based on an increment of order 1, and in either case (1.3) may be written in the form
where the a u j notation for increments is described in detail in Kent and Wood (1997) and Chan and Wood (2000) and is summarized in the Appendix.
More recently, the corresponding estimation problem for the two-dimensional case was considered in the discussion paper by Davies and Hall (1999) . The analysis of data obtained by two-dimensional sampling is trickier than the one-dimensional case, in part because of the possibility that anisotropy is present. A helpful discussion of this issue is given by Davies and Hall (1999) . A second approach to the analysis of two-dimensional surface data is considered by Chan and Wood (2000) .
1.3. Non-Gaussian data. In this paper we assume that, instead of observing the stationary Gaussian process X(t), we observe a stationary nonGaussian process g{X(t)}, where g is a smooth but unknown nonaffine function and X is a stationary Gaussian process satisfying (1.1) as before. Twodimensional sampling of random fields (corresponding to d = 2) is also considered. We address the following question: what are the asymptotic properties of the variogram-based estimators when we observe g{X(t)} rather than X(t)? From a theoretical point of view, the quantity being estimated, namely the fractal dimension of the sample function, will be the same as that of the underlying Gaussian random field provided g is nondegenerate and reasonably smooth; see Hall and Roy (1994) for the relevant results. However, it turns out that the asymptotic distribution theory for nonaffine g is somewhat richer than in the Gaussian case (though the Gaussian case is recovered, of course, when g is an affine transformation). Chan and Wood (2000) obtained (correct) preliminary results concerning rates of convergence in the case when g(x) = x 2 . However, no concrete results concerning the asymptotic distribution theory were given, and in fact the conjectures in Remarks 5.5 and 5.6 of that paper do not adequately describe the results given below. Also, it turns out that the case g(x) = x 2 is not fully representative of general smooth nondegenerate g, because some components of the limit distribution disappear or are constant in the former case.
Our main theoretical results are stated in Section 2. One general point which emerges is that the estimation of fractal dimension in this non-Gaussian setting is, in a sense, more difficult than in the Gaussian case; see, in particular, point 2 in Section 2.3. However, on the numerical side a fairly extensive simulation study reported in Section 3 suggests that, in practice, the deterioration in the non-Gaussian setting is fairly mild, provided that g is not drastically nonaffine in the relevant domain. The main theorems are proved in Section 5. These proofs make use of several lemmas which are proved in Section 4.
Main results.
The principal results in the paper are presented in Theorems A and B. Theorem A covers those cases in which 4 + 4p − 2α > d and
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Theorem B covers those cases in which 4 + 4p − 2α < d, where p ≥ 0 is the order of the increment used (see the Appendix), d = 1, 2 is the dimension of the parameter set of the underlying random field and α ∈ (0, 2) is the fractal index.
Throughout this paper we make frequent use of the notation for increments and multi-indices given in the Appendix.
2.1. Preliminaries. Let {X(t) : ∈ R d } denote a real-valued stationary Gaussian process (d = 1) or field (d = 2) with covariance function given by
Let g : R → R be an unknown function. It is assumed that we observe g{X(t)} rather than X(t).
Define the index set
When d = 1, j and n 0 are integers and we take n = n 0 ; and when d = 2, j and n 0 are multi-indices in Z 2 (see the Appendix) and n 0 = n 0 (n) is a sequence such that n is the product of the elements of n 0 , that is, n = n 0 [1]n 0 [2]. Thus, n is the number of elements in I n . The dataset we actually sample is given by
In the definition of S n , J is a multi-index which depends on the increment that we use, and m, an integer, is the number of dilations of the increment that we consider [see the Appendix and also Kent and Wood (1997) ]. It is assumed throughout that m stays fixed as n → ∞; justification for keeping m fixed is given by Constantine and Hall (1994) . Note that the sampling regime indicated above corresponds to "fixed domain" asymptotics as n → ∞.
Consider the following conditions on γ and g.
For some α ∈ (0, 2) and β > 0, and for each nonnegative multi-index r with |r| = q,
where t = (t T t) 1/2 is the usual Euclidean norm on R d , and, for a nonnegative multi-index r = (
is assumed to be a positive constant when d = 1; when d = 2 M (·) is a function on the unit circle in R 2 , all of whose partial derivatives derivatives of order q + 1 are assumed continuous. (A2) The seventh derivative of g, g (7) , is continuous on R. It is easily shown that, if (A1)
r holds for each 1 ≤ r < q. Moreover, (A1)
where (2.3) reduces to (1.1) when d = 1.
It is possible to weaken assumption (A2) to some extent, but only at a considerable cost in technical detail in the proofs. Assumption (A3) is a mild nondegeneracy condition which seems essential if our theorems are to hold. Condition (A4) is needed when d = 2 to ensure that the sampling set does not become too "thin."
Putting g i = g{X(i/n 0 )}, we definē
where d = 1 or 2. The notation for increments a = {a j } used in (2.4) is explained in the Appendix. Let L u , u = 1, . . . , m, be real numbers which satisfy
Various choices for the L u are discussed by Kent and Wood (1997) . All are based on the log-linearity given by the power law relationship; see (2.3) and (1.4). The simplest case is ordinary least squares [see (1.5)] for which
where
In the above µ 0,u = lim n→∞ µ u ∈ (0, ∞) and τ 0,ju = lim n→∞ τ ju (j = 1, . . . , 4; u = 1, . . . , m), where µ u is defined in (2.4) and τ 1u , τ 2u , τ 3u and τ 4u are defined in (5.13), (5.18) and (5.21). Note that µ 0,u and τ 0,ju may be determined explicitly using (1.1) when d = 1 or (2.3) when d = 2, but we omit the details because these formulas are not required in what follows. The quantity σ which appears in Theorem A is defined as follows. When Kent and Wood (1997) and Φ 0 is the covariance matrix defined via (3.3) and (3.6) in Kent and Wood (1997) (the precise definitions of C and Φ 0 need not concern us here). When d = 2, σ is still of the form (2.10), but with the quantities C and Φ 0 now given by (3.13) and (3.16) in Chan and Wood (2000) .
The integrator B(·) which appears in Theorem A is a Gaussian random measure such that, for any measurable subsets
where Ψ = (ψ jl ), ψ jl = λ(A j ∩ A l ) and λ denotes Lebesgue measure on R d .
In Theorem B Z S is the zero-mean random Gaussian measure defined on [−π, π] d with the following properties: if
where S is the spectral measure of a covariance function on Z d of the form ρ(k) = k −α A(k/ k ), where k ∈ Z d and A(·) > 0 is a continuous 2.2. The theorems. We are now ready to state our main results, Theorems A and B. Discussion of these results follows in Section 2.3.
Theorem A. Suppose that γ and g satisfy conditions (A1) (d) 4 , (A2) and (A3), and, if d = 2, suppose also that the sampling regime satisfies (A4). Letα and α n be defined as in (2.6), using the index set (2.1) in (2.4).
where σ > 0 is a constant and Z ∼ N (0, 1) is independent of G 1 , G 2 and F , where the latter are defined by (2.5) and (2.7)-(2.9).
When 0 < 2α < d, the n −α/d term in (2.12) is dominant and, in this case,
When d < 2α < min(4, 4 + 4p − d), the n −1/2 term in (2.12) is dominant and, in this case,
where B(t) is the Gaussian random measure described in (2.11). When 2α = d, both terms contribute, and we have
In the above the Gaussian measure {B(t)} is independent of the underlying Gaussian field {X(t) :
When 4 + 4p − 2α < d, the limit distribution ofα may be expressed as a Wiener-Itô integral of order 2. See Dobrushin and Major (1979) and Major (1981) for further details on Wiener-Itô integrals.
Theorem B. Suppose that γ and g satisfy conditions (A1) (d) 4 , (A2) and (A3), and (when d = 2) the sampling regime satisfies (A4). Letα and α n be defined as in (2.6) where, as before, a = {a j } is an increment of order p = 0, and suppose that either d = 1 and 3/2 < α < 2 or d = 2 and 1 < α < 2 (corresponding to the condition 4 + 4p − 2α < d). Then
where the indicator function I(x 1 = x 2 ) excludes the diagonal and
is the Fourier transform of the random probability measure on [0, 1] d whose density with respect to Lebesgue measure is given by [g (1) {X(t)}] 2 /G 1 . In the above, the Gaussian measure Z S is independent of the underlying Gaussian field {X(t) :
2.3. Discussion. A number of comments concerning Theorems A and B now follow.
1. When g is affine in Theorem A, F ≡ 0, √ G 2 /G 1 = 1 and therefore the limit distribution of n 1/2 (α − α n ) is N (0, σ 2 ). This agrees with the central limit theorems given in Wood (1995, 1997) and Chan and Wood (2000) . 2. Note that, in (2.12) √ G 2 /G 1 ≥ 1 by the Cauchy-Schwarz inequality, with equality if g is affine. Moreover, when α < d/2 the rate of convergence of α to α n is of slower order than n −1/2 . Therefore, we may conclude that, from the point of view of the estimatorα in (2.6), the non-Gaussian case (g not affine) is less favorable than the Gaussian case (g affine) in the framework considered in this paper. This finding is confirmed by the numerical MSE results in Section 3, though these results also suggest that the deterioration is not too severe provided that g is not drastically nonaffine over the relevant domain. 3. At the borderline between Theorems A and B [i.e., when the increment used has order 0 and α = (4 − d)/2], the limit distribution is of the type given in Theorem A, but the convergence rate of n −1/2 is modified by a logarithmic factor in n; compare the Constantine-Hall (1994) result when α = 3/2. We omit the proof. 4. The bias ofα in the context of Theorem A depends not only on the righthand side of (2.12), but also on α n − α. It follows from (2.1) and (2.3) and the definitions in (2.6) that α n − α = O(n −β/d ). It can be seen that, in Theorem A, this term makes a negligible contribution to the bias if and only if β > α, and it makes a negligible contribution to the mean squared error if and only if β > min(α, d/2). In Theorem B α n − α makes a negligible contribution to the MSE if β > 2 − α. See Constantine and Hall (1994) , Kent and Wood (1997) and Chan and Wood (2000) for further discussion of this bias term. 5. It is interesting to note that Theorems A and B do not require any moment conditions on g{X(t)}. This is a consequence of the Gaussianity of X(t) and the smoothness of g. See also the proof of Step 1 in Section 5. 6. It is straightforward to extend the results given for d = 1, 2 to d > 2. In short, if p is the order of the increment used, then we are in the situation of Theorem A if 4 + 4p − 2α > d, and we are in the situation of Theorem B if 4 + 4p − 2α < d. 7. It may be helpful to give some intuition as to why X(t) is independent of the Gaussian measure B in Theorem A and the Gaussian measure Z S in Theorem B. For simplicity consider the case d = 1 and let X(t) have covariance function γ(t) satisfying (1.1). Then as h → 0 (corresponding to a fixed-domain asymptotic regime), we have
is asymptotically independent of X(t). Essentially, the increments of B in Theorem A and Z S in Theorem B are linear combinations of terms of the form W h (t), while each integrand depends only on X(t). Thus, the integrator and integrand are independent in the limit. In
Step 6 of Section 5 we establish this asymptotic independence rigorously. 8. Note that the "diagonal" {x 1 = x 2 } is explicitly excluded from the region of integration in Theorem B. This is in line with the definition of the Wiener-Itô integral given by many authors, including Dobrushin and Major (1979) , formula (1.9), Major (1981 ), Theorem 8.2, Nualart (1995 , formula (1.13) and Arcones (1994) , formula (3.9), but note that in all of the above references the exclusion of the diagonal is not made explicit in the notation. See Taqqu (1979) , page 77, for helpful discussion of this point.
3. Numerical results. In the simulation studies described below the covariance function of the underlying stationary Gaussian field was chosen to be of the form γ(t) = exp(−c t α ), where α ∈ (0, 2) and c > 0, and t is the usual Euclidean norm on R d . We chose c = 1 when d = 1 and c = 10 when d = 2 throughout our numerical work. The data were simulated using the circulant embedding approach; see, for example, Wood and Chan (1994) and Chan and Wood (1999) for details and further references. In all cases considered, it was possible to use the algorithm in its "exact" form.
Four types of point transformations were considered:
3. Chi-squared with one degree of freedom: g(x) = x 2 ; 4. Log-normal: g(x; τ ) = exp(τ x).
In the above Φ denotes the standard normal distribution function. Two cases of the log-normal distribution were considered, corresponding to τ = 1 and τ = 4. Note that τ = 4 corresponds to an extremely nonaffine transformation in the relevant domain and is included as an extreme case. Each of the above transformations preserves the fractal dimension of the underlying Gaussian random field [see Hall and Roy (1994) ]. Table 4 . Table 1 summarizes the results of a simulation study of the performance of three estimators,α
GLS , of the fractal index α of a Gaussian process, and several transformations of this process. The notation used for these estimators is the same as that in Kent and Wood (1997) and Chan and Wood (2000) :α (p) OLS , p = 0 or 1, is the ordinary least squares estimator of α given by (1.5), based on the log-log relationship (1.4), and using increment (A.3) when p = 0 and increment (A.4) when p = 1; andα (1) GLS is a generalized least squares estimator of α, again based on the log-log relationship, using increment (A.4). For smoother processes (e.g., α = 1.9) the GLS estimator performs slightly better, in terms of the mean squared error (MSE), than the other two estimators, due to its smaller bias. For rougher processes (e.g., α = 1.0 and 0.1) all three estimators have very similar MSE with slightly higher standard deviation (SD) for the estimators with p = 1. One noticeable fact is that all estimators generally perform worse for the transformed processes. However, the deterioration is fairly mild in most cases, except in the case of the log-normal(4) transformation, where there is a substantial increase in the MSE.
In the second study we compare the asymptotic and empirical rate of decrease in variance ofα
OLS as the sample size n increases. The asymptotic rates of decrease are computed using the following results in the Table 1 Comparison of the three estimators and six processes with n = 1000, m = 4, based on 100 simulations in each casê Gaussian case [see Constantine and Hall (1994) and Chan and Wood (2000) ]:
and var(α
where C 1 , . . . , C 4 depend on α and m but not on n. Hence, the asymptotic variance ratios for sample sizes n 1 < n 2 and α = 3/2 will be equal to either (n 2 /n 1 ) −1 or (n 2 /n 1 ) 2α−4 . For a non-Gaussian process in the onedimensional case (d = 1), the variance formulas for bothα
OLS are the same as in the Gaussian case except when 0 < α < 1/2. In that case the asymptotic variances are asymptotic to C 5 n −2α for both estimators. Table 2 reports the estimated variance when n = 1000 and the estimated rate of decrease in variance:
when n = 2000, 4000, 10,000, for Gaussian, exponential(1) (as an example of mildly nonaffine transformation) and log-normal(4) (as an example of extremely nonaffine transformation) processes. For the Gaussian case there is good agreement between the theoretical and the numerical results. For the non-Gaussian cases, there is good agreement for medium to large α (smoother process). For the exponential(1) process, the numerical variance ratios are closer to those for the Gaussian process for small α (rough process). The rate of decrease in variance does not depend noticeably on the choice of m.
In Table 3 we study the effect of the number of points m used in the regression forα
GLS . Table 3 suggests that the number of points used in the regression does not affect the MSE significantly for all three estimators. For these simulated data a choice of m = 4 would be suitable.
Next we take a closer look at the distribution ofα
GLS for both Gaussian and non-Gaussian processes. Figure 3 shows normal quantile-quantile plots based on 100 estimates for Gaussian, chi-square(1) and log-normal(4) processes. The added straight lines go through the first and third quartiles of these estimates and the corresponding value of the standard normal distribution. With the exception of the top right-hand corner [log-normal(4) with α = 0.1], all cases suggest that these empirical distributions are reasonably close to normal. This graphical finding is supported by the KolmogorovSmirnov goodness-of-fit test.
Our tentative conclusions for d = 1 are as follows:
1. All three estimators perform fairly well under modest departures from normality (of the type introduced by the nonaffine transformation g). 2. Our numerical results suggest there is no advantage in using the GLS estimator in the non-Gaussian case (which is not surprising, as it was designed for the Gaussian case). 3. The number of points used in the regression is not critical and can be taken as small as 4 for the simulation data considered.
For d = 2, the performance of the OLS estimator, based on the "square" increment defined in (A.8), is studied for n 0 = (50, 50), (100, 100) and (500, 500), and m = 2(1)10. We denote this estimator byα n 0 . In particular, we compare the asymptotic and empirical rates of decrease in variance ofα n 0 as the sampling region increases. Theoretical results from Chan and Wood (2000) imply that for the Gaussian case,
Theorem A implies that for non-Gaussian fields, Table 4 reports the estimated variance when n 0 = (50, 50) and the estimated variance ratios when n 1 > n 2 for n 1 , n 2 = 50, 100, 500, for the following types of fields: Gaussian, uniform, χ 2 1 and log-normal(4). For the Gaussian case there is good agreement between the theoretical and numerical results. For non-Gaussian fields there is close agreement for medium to large α. For small α the empirical ratios are closer to those in the Gaussian case. As in the one-dimensional case, the number of points used in the regression is not critical. In summary, the OLS estimator with p = 1 performs reasonably well under mild departures from Gaussianity.
4. Some lemmas. We now present some results which are required in Section 5. Lemmas 4.1 and 4.2 are used to prove Lemma 4.3 which (along with the elementary Lemma 4.4) plays a key role in bounding remainder terms which arise in Steps 2-5 in Section 5. Lemma 4.5 is used in Step 6 of Section 5.
. . , A iK ) T , be a stationary Gaussian vector field and assume that (A T i , B i ) T has a standard multivariate Gaussian distribution (i.e., with mean the zero vector and identity covariance matrix). Define
Let a denote a nonnegative multi-index a = (a[1] , . . . , a[K]) ∈ Z K , and write
,
Proof. From the diagram formula for moments (see Remark 4.1) we have, under the assumptions of the lemma,
where q = m + a 0 , the l's are associated with the components of (A T i , B i ) T , the t's are associated with the components of (A T j , B j ) T and the summation is over all indices l 1 , t 1 , . . . , l q , t q ∈ {1, . . . , K + 1} such that there are precisely a[k] l-indices and t-indices equal to k = 1, . . . , K, and m l-indices and t-indices equal to K + 1. In the above, σ r,
Consider a typical product σ l 1 ,k 1 (i − j) · · · σ lq,kq (i − j). If this consists of r pairings of components of A i with components of A j , then there must be a 0 − r pairings of components of A i with B j , a 0 − r pairings of components of A j with B i and m − a 0 + r pairings of B i with B j , where necessarily max(a 0 − m, 0) ≤ r ≤ a 0 . Therefore,
. But the number of terms in the sum in (4.1) with precisely r pairings of components of A i with components of A j is bounded above by
Therefore, since q = m + a 0 , we have the bound
and the lemma follows after application of the bound (4.2) to the right-hand side of (4.1).
Remark 4.1. For details of the diagram formula for moments of products of Hermite polynomials in Gaussian variables, see, for example, Taqqu (1977) , Major (1981) and Arcones (1994) . Note that the expectation on the left-hand side of (4.1) reduces to the expression on the right-hand side of (4.1) because the components of (A T i , B i ) T are independent Gaussian variables for each i. Note also that the factor 2 −q which appears in Major's (1981) version of the formula does not appear in (4.1) because we have employed the convention that, for each k, l k and t k in σ l k ,t k (i − j) are such that l k is always associated with an i-index and t k is always associated with a j-index. Proof. By assumption, f (q) is continuous on R and has compact support. Therefore, f (q) has an expansion in Hermite polynomials of the form 
where p is a nonnegative integer and C > 0 and α ∈ (0, 2) are constants independent of n. Let h : R → R be expressible as a sum of the form h = h 1 + h 2 , where h 1 is a polynomial and h 2 is a function of compact support whose qth derivative is square integrable over R.
Proof. Assumption (ii), combined with the assumption that the elements of cov(A (n) i ) are bounded above by C, implies that we may without loss of generality assume that A (n) i is a standard multivariate normal vector for each n. Then, using multi-index notation again, we may write the polynomial π(A (n) i ) as a sum of the form a c a H a (A (n) i ), where a ranges over a finite set of multi-indices in Z K and c a ∈ R. Therefore, the result will follow for a general polynomial π of degree q if we can prove that it holds for each product
ik ) of degree at most q. Let the Hermite polynomial expansion of h (which is convergent in the L 2 sense) be given by h(x) = ∞ m=0 b m H m (x)/m!. Using Lemma 4.1, we obtain
Using the elementary result [see Chan and Wood (2000) , page 364] that n −2 i,j∈In
where we can take L(n) = log n, and omitting some straightforward details, we find that the assumed bounds for σ (n)
AA and σ
where d = 1, 2. Note that the above statement is valid for each integer m ≥ 1 and each integer r satisfying max(0, a 0 −m) ≤ r ≤ a 0 . Also, using Lemma 4.2, it is straightforward to check that
Finally, we put these results together and the proof is complete.
The following result is elementary but is used repeatedly, and so is stated explicitly for convenience.
G. CHAN AND A. T. A. WOOD
Lemma 4.4. Let {X k,n : k = 1, . . . , n; n ≥ 1} be an arbitrary triangular array of random variables such that sup k=1,...,n sup n≥1 E|X k,n | ≤ C < ∞.
Proof. Note that E|n −1 k X k,n | < C and then use the Markov inequality.
The Prohorov metric ρ and Ky Fan metric, here denoted κ, are defined as follows [see Dudley (1989) ]. Let X and Y be random elements of a metric space (S, dist), with laws P and Q, respectively, defined on the Borel sigma field of (S, dist). Then ρ(P, Q) = inf{ε > 0 : P (A) ≤ Q(A ε ) + ε for all Borelsets A}, where A ε = {y ∈ S : dist(x, y) < ε for some x ∈ A} and κ(X, Y ) = inf{ε > 0 :
Note that, by Theorem 11.3.5 of Dudley (1989) , we have
Lemma 4.5. Let X and Y be random elements with laws P and Q, respectively, defined on the Borel sigma field of a metric space (S, dist), and let ρ denote the Prohorov metric. Then
Proof. Chebyshev's inequality yields
and so the result follows from (4.3).
In all applications of this result given below, S = R 2 and dist is the usual Euclidean metric.
Proofs.
We now prove the theorems stated in Section 2. The structure of the proof of each theorem is very similar, and, in fact, the proofs given for Steps 1-5 cover both theorems. The only substantial difference between Theorems A and B is in the limit distribution which arises in Step 6. Throughout the proof, we will use the multi-index notation specified in the Appendix, on the understanding that d = 1 or 2.
We first introduce some notation that will be used throughout this section. Write
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and
where X(t) is the underlying Gaussian field (see Section 2). Note that the last equality is a consequence of the fact that j a u j = 0 (see the Appendix). Define
4 implies the existence of a constant C independent of i, j and n such that
where p is the order of the increment a on which Y is based. See Kent and Wood (1997) and Chan and Wood (2000) , Lemma 3.1, for justification of (5.2) and (5.3).
Proof of Theorem A. The proof is broken into a number of steps. The T i and T ij referred to below are defined in the course of the proof; each of these quantities is O p (1) and in some cases of smaller order.
Step 1. Show that it is sufficient to prove the theorem for those g which satisfy (A2) and (A3) and have compact support.
Step 2. Show that
and T 0 , T 1 and T 2 are defined in (5.9) via (5.6)-(5.8).
Step 3. Show that
where T 00 and T 01 are defined in (5.16) and (5.14), respectively, and show that
as n → ∞, where µ 0,u and τ 0,1u are defined below (2.9).
Step 4. Show that
where T 11 is defined in (5.17), and show that as n → ∞,
where τ 0,2u is defined below (2.9).
Step 5. Show that T 2 = T 21 + T 22 + O p (n −α/(2d) + n −1/2 ), where T 21 and T 22 are defined in (5.19) and (5.20), respectively, and show that, as n → ∞,
and τ 0,3u and τ 0,4u are defined below (2.9).
Step 6. Establish convergence in distribution of (n 1/2 T 00 ,Ḡ 1 ), where T 00 is defined in (5.16) andḠ 1 is defined in (5.4).
Proof of Step 1. Condition (A1)
implies (1.1) when d = 1 and (2.3) when d = 2. In each case, we may use Kolmogorov's lemma [see, e.g., Rogers and Williams (1994) , page 59] to establish that X(t) has a continuous version on [0, 1] d . Consequently, for each ε > 0 there exists a C, depending on ε and the distribution of X, such that
For given g, let g C denote a function with compact support such that g(t) = g C (t) for all t < C, and letα C denote the estimator of α that would have been obtained if g C {X(t)} rather than g{X(t)} had been observed. It follows from (5.5) that P [α =α C for some n] < ε.
As a consequence, if the theorem is true for all functions of compact support which satisfy assumptions (A2) and (A3), then it is also true for each g which satisfies (A2) and (A3), whether or not g has compact support. This argument can be established rigorously using probability metrics (cf. the argument given in Step 6). We omit the details.
For the remainder of the proof we shall assume that g has compact support [in addition to satisfying (A2) and (A3)].
Proof of Step 2. By Taylor's theorem
where, for r = 1, 2, 3,
is g (r) evaluated at X(i/n 0 ), r = 1, 2, 3, and from Taylor's theorem, g 
. Since by Step 1 we are assuming that the g (r) are bounded for 1 ≤ r ≤ 4, it is a straightforward (if tedious) matter to check that E|S iu | < ∞. Therefore, since the S iu are identically distributed for each 1 ≤ u ≤ m, it follows from Lemma 4.4 that
for each u. Moreover,
whereḠ 1 is defined in (5.4) and
Since eachT ku is bounded in probability for k = 1, 2, 3, it follows that
L uTku , k = 0, 1, 2, (5.9) and we have used the fact that
The order statement for R u follows from Steps 3-6. We now introduce some notation which is needed in Steps 3-5. Recall the definition of W ij given at the beginning of Section 5. Writing ζ
does not depend on i because of the stationarity of W i , but that the distribution of W i does depend on n; this dependence on n has been suppressed for notational convenience. Define
j W ij is the projection of X(i/n) onto the span of W ij , −mJ ≤ j ≤ mJ . Let b (0) = lim n→∞ b (n) denote the limit of b (n) which necessarily exists under assumption (A1) (d) 4 . We may write
is the variance of X(i/n 0 ) and V (n)
W and b (n) are as defined above. Then
for g (r) (X(i/n 0 )) as before, andg
, where R 1i is a remainder term which can be determined explicitly.
We now study the contribution of each of the four terms on the righthand side of (5.10). First, note that δ 3 0i R 1i can be expressed as a finite sum of terms, each of which can be expressed as a bounded function multiplied by a polynomial in Gaussian variables. Therefore, since the δ 3 0i R 1i (i ∈ I n ) are identically distributed, we may use Lemma 4.4 to show that
Also, using similar arguments,
where 
i ) 2 . (5.14)
A similar argument, using Lemmas 4.3 and 4.4 again, shows that
except when p = 0 and d = 2, in which case we can conclude that the lefthand side of (5.15) is of size O p (n −1/2 ). Writing
and putting (5.10)-(5.16) together, we see that the first part of Step 3 is proved. To establish the limiting distribution of T 01 , we may use an identical argument to that given in Step 6 to prove that J n (h)
we omit the details.
Proof of
Step 4. By a Taylor expansion,
i =g
Using similar arguments to those in Step 3, in particular Lemma 4.3, we find that for any ε > 0,
i ) 2 } (5.17) and (5.18) so the first part of Step 4 is proved. Justification of the claim concerning the limit distribution of T 11 follows along similar lines to that for T 01 in Step 3.
Step 5. In this case
i )
Using Lemmas 4.3 and 4.4 again and writing
Justification of the claim concerning the limit distributions of T 21 and T 22 follows along similar lines to that for T 01 in Step 3 and T 11 in Step 4.
Step 6. Here we shall show that
where T 00 is given in (5.16),Ḡ 1 is defined in (5.4), G 1 is defined in (2.5) with r = 1, {B(t)} is the random Gaussian measure given in (2.11), which is independent of {X(t)}, and σ is given in (2.10). Recall that
and that we assume that condition (A4) in Section 2.1 holds when d = 2.
Let H denote the class of smooth functions with compact support. For h ∈ H, define
) 2 } is equal to the right-hand side of (5.22). We will show that, for each h ∈ H, K n (h) converges to K 0 (h) in distribution. Then, in view of (5.22) and Step 1, Step 6 will follow.
For each positive integer r, let π r denote a partition of [0, 1] d given by π r = {A j , j ∈ J r }, where
is defined in the following way. Write t j = r −1 j. When d = 1, A j is the interval of width r −1 centered at t j = r −1 j + 1 2 ; when d = 2, A j is a square with sides of length r −1 which are parallel to the coordinate axes, and each A j is centered at t j = r −1 j + 1 2 1, where 1 = (1, 1) is a 2-vector of 1's. Given π r , we define two functions, t * (t) and i * (i), as follows: for t ∈ [0, 1] d , t * (t) = t j when t ∈ A j , and for each multi-index 0 ≤ i < n 0 , we define i * (i) ≡ i * n (i) = n 0 t j , where j is such that i/n 0 ∈ A j . Define
, and write
, where {B(t)} is a random Gaussian measure of the form (2.11) which is independent of {X(t)}.
Let P n,h , P 0,h , P * n,h and P * 0,h denote the distributions of K n (h), K 0 (h), K * n (h) and K * 0 (h), respectively. We need to show that P n,h D → P 0,h . We shall do this by showing that, given ε > 0, there exists a partition π r of [0, 1] d , depending on ε and h, such that
and, for any such π r , when n is sufficiently large, ρ(P * n,h , P * 0,h ) < ε/3; (5.24) and for a sufficiently fine partition π r and n sufficiently large, (5.25) where ρ denotes the Prohorov metric. Then, when n is sufficiently large,
and, since ε > 0 may be chosen arbitrarily small, Step 6 will have been proved.
Proof of (5.23). Using Lemma 4.5,
Using Fubini's theorem, the Cauchy-Schwarz inequality and the fact that {X(t)} and {B(t)} are independent, we obtain
Given h ∈ H and ε > 0, it is clear (since {X(t)} is almost surely continuous and therefore uniformly continuous on [0, 1] d ) that we can find a (sufficiently fine) partition π r of [0, 1] 
Then, using (5.27) and (5.28),
in which case (5.23) follows from (5.26).
Proof of (5.24). For any Lebesgue-measurable set
Then, for a given partition π r ,
where c j = #{i : i/n 0 ∈ A j } ∼ n/r d . In all cases covered by Theorem A a
where σ 2 is defined in (2.10). See Wood (1995, 1997) and Chan and Wood (2000) for further details. It follows from a straightforward extension of those proofs that, for any fixed π r , {Ξ n (A j ), j ∈ J r } D →{σB(A j ), j ∈ J r }, where B is the random Gaussian measure defined in (2.11). Moreover, it is an easy consequence of the definition ofX that {X(t j ), j ∈ J r } D →{X(t j ), j ∈ J r }, where the random variables {X(t j ), j ∈ J r } are independent of the random variables {B(A j ), j ∈ J r }. Consequently, an application of the continuous mapping theorem implies that K * n (h)
, from which (5.24) follows for sufficiently large n, since the Prohorov metric ρ metrizes convergence in distribution.
Proof of (5.25). We will only sketch the proof of this result. It is sufficient to show that (5.31) because, if we choose a partition π such that, for all n sufficiently large, The proof of (5.31) is omitted as it is quite straightforward. However, we outline the proof of (5.30), which requires more work. For simplicity, we focus on the case in which h = m c m H m is a polynomial; it is an easy matter to extend the proof to all h ∈ H. Now The results (5.32) and (5.33) are derived using the diagram formula (see the references given in Remark 4.1) combined with (5.2) and (5.3). The arguments are broadly similar to those used in the proof of Lemma 4.3. That concludes our sketched proof of (5.25).
Thus, Step 6 is now complete.
To conclude the proof of Theorem A, we use (5.22) and the continuous mapping theorem to show that
where Z ∼ N (0, 1) is independent of G 1 and G 2 , and G 2 is defined in (2.5) with r = 2. Finally, putting Steps 1-6 together, we see that the proof of Theorem A is complete.
Proof of Theorem B. The proof of Theorem B is essentially the same as the proof of Theorem A, except that Step 6 is different. The decomposition given by (5.23)-(5.25) can still be used, but the principal difference is that Ξ n in (5.29) does not obey a central limit theorem, and therefore I n (h) does not converge to a stochastic integral with respect to the random Gaussian measure B(t). What actually happens is that, when d = 1 and 3/2 < α < 2 or d = 2 and 1 < α < 2, var n −1 i∈In ξ = O(n (2α−4)/d ), and n (2−α)/d n −1 i∈In ξ i obeys a noncentral limit theorem of the type given by Theorem 6 in Arcones (1994) . Then it can be shown, via the decomposition (5.23)-(5.25), that I n (h) converges to the Wiener-Itô integral specified in the statement of Theorem B. The particular form of the spectral measure S follows in part as a consequence of Theorem 1 ′ of Dobrushin and Major (1979) and in part as a consequence of the degeneracy result given in part (c) of Theorem 1 in Kent and Wood (1997) .
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APPENDIX: NOTATION FOR INCREMENTS
Further details concerning increments may be found in Kent and Wood (1997) and Chan and Wood (2000) ; we only give brief details here.
The univariate case (d = 1). An increment of order p ≥ 0 is a finite array of real numbers a = {a j : −J ≤ j ≤ J} such that, for all integers 0 ≤ r ≤ p, Note that, here and in the main text, we adopt the convention that any components a j which are not given explicitly are 0 [so, in (A.3) , for example, we have omitted a −1 = 0].
For an integer u ≥ 1, the dilation a u = {a u j : −Ju ≤ j ≤ Ju} of an increment a has elements defined by where 0 0 = 1.
In the d-dimensional case, an increment of order p ≥ 0 is a finite array a = {a j : −J ≤ j ≤ J} satisfying (A.1) and (A.2), but with j, J and r now multi-indices with j r defined by (A.7) and each a j real as before.
The so-called "square" increment in the case d = 2, which is an example of an increment of order p = 1, is given by a = {a (0,0) = a (1,1) = 1, a (1,0) = a (0,1) = −1}; (A.8) see Chan and Wood (2000) .
The dilation a u = {a u j : −Ju ≤ j ≤ Ju} is defined by (A.5), but with j and j ′ now multi-indices. It follows immediately from this definition that where |r| is given by (A.6). Note that if {y j : j ∈ Z 2 } is an array of real numbers and the square increment (A.8) is used, then for any n ∈ Z 2 , j a u j y n+j = y n+(0,0) + y n+(u,u) − y n+(u,0) − y n+(0,u) .
