Abstract. In this paper, we study the two-point Weyl Law for the Laplace-Beltrami operator on a smooth, compact Riemannian manifold M with no conjugate points. That is, we find the asymptotic behavior of the Schwartz kernel, E λ px, yq, of the projection operator from L 2 pM q onto the direct sum of eigenspaces with eigenvalue smaller than λ 2 as λ Ñ 8. We obtain a uniform logarithmic improvement in the remainder of this asymptotic expansion when the points x, y are close together. This result is a generalization of a work by Bérard, which treated the on-diagonal case, E λ px, xq. The results in this paper allow us to conclude that the rescaled covariance kernel of a monochromatic random wave on a manifold without conjugate points locally converges to a universal scaling limit at an inverse logarithmic rate.
Introduction
Let pM, gq be a smooth, compact Riemannian manifold without boundary, and denote by ∆ g its positive definite Laplace-Beltrami operator. Let tϕ j u 8 j"0 be an orthonormal basis of eigenfunctions of ∆ g with ∆ g ϕ j " λ 2 j ϕ j , }ϕ j } L 2 pM q " 1, where 0 " λ 0 ă λ 1 ď λ 2 ď . . . are repeated according to multiplicity. We may without loss of generality take the ϕ j to be real-valued. We are interested in the Schwartz kernel of the spectral projection operator
which, in the above basis, takes the form E λ px, yq " ÿ λ j ďλ ϕ j pxqϕ j pyq on MˆM. This kernel is called the spectral function of ∆ g . In particular, we study the behavior of the spectral function in the high-energy limit λ Ñ 8. It is well known that as λ Ñ 8 for some ε ą 0 sufficiently small ( [9, Thm 5.1]). Here d g is the Riemmanian distance function, exp´1 x : M Ñ Tx M is the inverse of the exponential map based at x, and g x , g´1 x denote the metric and co-metric at x, respectively. We remark that for the purposes of this formula, we regard exp´1 x pyq as an element of Tx M, rather than T x M. The above bound is sharp without imposing additional geometric restrictions on pM, gq. For example, zonal harmonics on S n´1 saturate the bound for E λ px, xq if x is the north pole. However, by making assumptions about the behavior of the geodesic flow, one can often obtain improvements in this remainder. For example, if one assumes that for some x 0 P M the set tξ P Sx 0 M : exp x 0 ptξq " x 0 for some t ą 0u has measure zero in Sx 0 M, then one can locally improve (1.2) to sup
x,yPBpx 0 ,r λ q |R λ px, yq| " opλ n´1 q as λ Ñ 8, where λ Þ Ñ r λ is a real-valued function with r λ " op1q as λ Ñ 8 ( [4] ). This result was an extension of the work by Sogge and Zelditch in [14] , which proved the opλ n´1 q estimate for the on-diagonal remainder R λ px, xq, which itself was a generalization of the Duistermaat-Guillemin Theorem for the eigenvalue counting function [8] . In terms of quantitative improvements, Bérard [1] proves that under the stronger assumption of nonpositive curvature one can obtain a factor of 1 log λ in the bound for R λ px, xq. This result was extended in [3] to apply in the case where pM, gq has no conjugate points. In this article, we generalize this logarithmic improvement by showing that it also holds in the more delicate off-diagonal case, which will allow us to obtain a quantitative rate of convergence for the rescaled covariance kernels of monochromatic random waves. Theorem 1. Let pM, gq be a smooth, compact Riemannian manifold without boundary, of dimension n ě 2. Suppose that pM, gq has no conjugate points. Let λ Þ Ñ r λ be a real-valued function with r λ " O´1 log λ¯a s λ Ñ 8. Then, there exist constants C, λ 0 ą 0 such that the remainder in the asymptotic expansion (1.1) satisfies sup dg px,yqďr λ |R λ px, yq| ď Cλ n´1 log λ .
for all λ ě λ 0 . Here, both C and λ 0 depend on the choice of r λ .
A straightforward consequence of this theorem is an estimate on the spectral cluster kernels defined by E pλ,λ`1s px, yq " ÿ λ j Ppλ,λ`1s ϕ j pxqϕ j pyq, for x, y P M. Using polar coordinates and the fact that ż , where J ν denotes the Bessel function of the first kind of order ν, one can easily obtain the following consequence. Thus, if our points x, y are far enough from the diagonal, Theorem 2 simply shows that E pλ,λ`1s px, yq itself is bounded by O´λ n´1 log λ¯.
Off-diagonal estimates such as Theorem 2 have applications in the study of monochromatic random waves, which are random fields of the form ψ λ pxq " dimpH λ q´1 {2 ÿ λ j Ppλ,λ`1s a j ϕ j pxq, for x P M, where the a j are i.i.d. standard Gaussian random variables, and
By the Kolmogorov extension theorem, the statistics of these random waves are completely characterized by their covariance kernels, which take the form Covpψ λ pxq, ψ λ pyqq " dimpH λ q´1E pλ,λ`1s px, yq.
for x, y P M. Theorem 2 implies that for any x 0 P M, we have the following estimate on the covariance kernel in rescaled normal coordinates u, v centered at x 0 . Corollary 1.2. Let pM, gq as in Theorem 1 and let λ Þ Ñ r r λ be a real-valued function such that r r λ " O´b λ log λ¯a s λ Ñ 8. Then for u, v P R n -T x 0 M, we have sup |u|,|v|ďr r λˇC ov`ψ λ`e xp x 0 pu{λq˘, ψ λ`e xp x 0 pv{λq˘˘´1 p2πq
Here the implicit constant depends both on the choice of x 0 and on r r λ . Note that although the radius r r λ gives a growing ball in the u, v coordinates, this corresponds to a shrinking ball of radius
λ log λ¯o n M, and, as λ Ñ 8, this is indeed smaller than r λ " O´1 log λ¯.
One can easily prove this corollary by Taylor expanding the function F pτ q " Jν pτ q τ ν and using that d g px, yq´|
λ 2¯a long with the fact that dimpH λ q « λ n´1 by the Weyl law for the eigenvalue counting function [1] . Here, x " exp x 0 pu{λq and y " exp x 0 pv{λq.
In doing this Taylor expansion, we find that we must have |u´v| 2 ď O´λ log λ¯t o keep the error smaller than the proposed O´1 log λ¯b ound, which determines our condition on r r λ . Corollary 1.2 shows that the rescaled covariance kernel of a monochromatic random wave locally converges to that of a Euclidean random wave at a rate of 1 log λ in the C 0 topology, and hence the limit is universal in that it depends only on the dimension n, not on M itself. We expect that Theorem 1 and hence Theorem 2 hold for any number of covariant This would imply that the convergence to the universal scaling limit in Corollary 1.2 could be upgraded to the C 8 topology while maintaining the 1 log λ
rate. An upcoming manuscript by Dierickx, Nourdin, Peccati, and Rossi, [7] , shows that under the assumption that one has this quantitative rate for C 8 convergence, one can obtain improved results on the distribution of nodal lengths for monochromatic random waves on surfaces.
Under the assumption that x 0 is a non self-focal point, Canzani and Hanin proved op1q convergence in the C 0 topology in [4] , and then in the C 8 topology in [5] . However, without any further restrictions on the geometry, they were unable to obtain an explicit rate of convergence as λ Ñ 8. Our 1 log λ estimate is a first step toward obtaining quantitative asymptotic improvements on the statistics of monochromatic random waves in the fairly generic setting of manifolds without conjugate points.
1.1. Outline of the Proof of Theorem 1. We first relate the spectral function E λ px, yq to the Schwartz kernel Kpt, x, yq of the wave operator cospt ? ∆ g q using the Fourier transform taking λ Þ Ñ t, along with previously known on-diagonal spectral cluster estimates. We are able to use on-diagonal bounds here because only the leading behavior of the spectral cluster operators is necessary for this part. This is done in Section 2.
The second step is to approximate Kpt, x, yq using the Hadamard parametrix, which is done in Section 3. The fact that M has no conjugate points allows us to lift to the universal cover p Ă M , r gq, which is diffeomorphic to R n . We induce a parametrix on the base manifold by projecting, i.e. by summing over the deck transformation group Γ, which results in an expansion of the form Kpt, x, yq "
for r x, r y the unique lifts of x, y in some fixed fundamental domain D, and where each F ν is the product of a C 8 function and a homogeneous distribution of order 2ν´n. We do not reproduce the construction of the parametrix, since it has been done in great detail in other sources (e.g. [1, 11, 12] ). Instead we focus on identifying the structure of the distributions which comprise the parametrix and on proving that the error introduced by approximating Kpt, x, yq by a partial sum in (1.3) is sufficiently small.
Once we have reduced the proof of Theorem 1 to estimating an integral involving the parametrix, we perform some explicit asymptotic analysis on the individual terms as λ Ñ 8. This is the content of Section 4. It is here that our techniques make a significant departure from the work of Bérard [1] , where R λ px, xq is estimated. One notable difference is that Bérard's proof splits up the summation over γ P Γ into two cases: γ " Id, and γ ‰ Id. This is natural in the on-diagonal case, since if γ " Id, then d r g pr x, γr xq " d g px, xq " 0, causing the corresponding terms in the parametrix to simplify greatly, yielding straightforward oscillatory integrals to estimate. In Lemma 4.4, we show that there is a unique γ 0 P Γ, dependent on x and y, for which d r g pr x, γ 0 r yq " d g px, yq, and hence it plays the role that γ " Id does in the ondiagonal case. However, this difference is largely cosmetic. The main difficulty is introduced by the fact that d r g pr x, γ 0 r yq tends to zero as λ Ñ 8, but need not be exactly zero, and hence the singularities of the parametrix at t "˘d r g pr x, γ 0 r yq "˘d g px, yq both approach zero at a rate of O´1 log λ¯. This requires us to use a very different formulation of the parametrix terms F ν , so that we can track the dependence on this shrinking distance. This then forces us to estimate a more complicated linear combination of oscillatory integrals, since we do not get the same simplifications that arise when d r g pr x, r yq " 0. We obtain a somewhat weaker estimate on some of these terms, but the bounds are all smaller than O´λ n´1 log λ¯, and so the final result still holds. For the case where γ ‰ γ 0 , our proof hinges on the fact that d r g pr x, γr yq is bounded uniformly away from zero, just as in [1] . However, we use a different set of techniques which are more consistent with our argument for the γ " γ 0 case.
1.2.
Organization of the Paper. Sections 2, 3, and 4 are devoted to the proof of Theorem 1. Then, in Section 5, we prove that Theorem 1 implies Theorem 2. The proof is straightforward, but we provide it here for the sake of completeness. We also discuss some difficulties which arise in attempting to include covariant derivatives ∇ k x ∇ ℓ y in Theorem 1. Finally, Appendix A contains some estimates on integrals involving factors which localize the integrand to a λ-dependent region, along with a corresponding estimate for sums. These estimates are used repeatedly throughout the paper, but their proofs are not particularly instructive, and so we relegate them to the Appendix.
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The Spectral Function and the Wave Kernel
Since the spectral function E λ px, yq is difficult to work with directly, we instead study its behavior by relating it to the kernel of cospt ? ∆ g q via the Fourier transform taking λ Þ Ñ t following techniques similar to those found in [12] . To accomplish this, let us note that E λ px, yq " , which is even, we can write if β is even, and so the limit does not actually recover 1 r´λ,λs pλq ( [12] ). Thus, we will assume throughout the rest of this argument that λ 2 is not an eigenvalue. To justify this assumption, let us define the spectral cluster operator E pλ,λ`As for 0 ă A ď 1 to be the orthogonal projection
and so the corresponding Schwartz kernel is E pλ,λ`As px, yq " ÿ
We then have the following on-diagonal estimate for E pλ,λ`As .
Lemma 2.1 ( [1, 12] ). Let pM, gq be as in Theorem 1, and let 0 ă A ď 1. Then for λ ě 1, there are uniform constants C 1 , C 2 ą 0 such that
In particular, if A " log λ for all λ ě λ 0 and for some C ą 0.
In the case of nonpositive curvature, this bound was formally stated in terms of spectral clusters in [12] , although the techniques required to prove it were first presented in [1] . The result of [3] can be easily used to extend the estimate to the case of manifolds with no conjugate points.
It follows from Lemma 2.1 that if λ 2 is in the spectrum of ∆ g , we can shift to some slightly larger µ 2 which is not an eigenvalue. The error introduced in doing so then satisfies
provided that |µ´λ| ď A for A as above, which is always possible since the spectrum of ∆ g is discrete. Now, formally interchanging the summation and the integral in (2.1) we would have
where Kpt, x, yq " ř 8 j"0 cosptλ j q ϕ j pxqϕ j pyq is the Schwartz kernel of cospt ? ∆ g q. This interchange is justified at the level of operator kernels if we allow E λ px, yq to act on a C 8 function f by integration in y. In this case the summation involves the Fourier coefficients of f , which have sufficient decay to guarantee that the sum converges absolutely, and thus we are justified in interchanging the sum and the integral.
At this point it is convenient to introduce a smooth, even cutoff function p ρ which will allow us to restrict the support of the integrand in (2.3) to a region where we can approximate Kpt, x, yq by a parametrix. Proposition 2.2. Let pM, gq be as in Theorem 1 and let p ρ P C 8 0 pRq be even and supported in r´1, 1s with p ρp0q " 1. Then, there exist constants c, C, λ 0 ą 0 so that if A "
for all λ ě λ 0 .
Proof. Observe that
where
for τ P R. We claim that h λ,A satisfies the bound
when λ ě 1, for any N " 1, 2, 3, . . . . To prove this, we note that if ρ is the inverse Fourier transform of p ρ, then ρ is an even Schwartz-class function with ş ρ dt " p ρp0q " 1. Therefore,
When |τ | " λ, we use the fact that ρ is rapidly decaying and 1 r´λ,λs pτ q is zero. When λ " |τ |, we use that ρ decays rapidly and integrates to one and that 1 r´λ,λs is identically one on its support. These facts combine to give (2.7). We can therefore control the right-hand side of (2.5) using bounds on h λ,A , along with Lemma 2.1. For this we break the summation into windows of size A. Note that for each N ą 0, there exists a C N ą 0 so thaťˇˇˇˇ8
by (2.7). In each window, we can write λ j " As j for some s j P rk, k`1s, and hence
for some possibly larger C N ą 0, so we can use the triangle inequality to bound the right-hand side of (2.8) by
Next, we seek to apply Lemma 2.1 to each of the sums over λ j P rkA, pk`1qAs with λ " kA. However, we must first discard all terms for which kA ď λ 0 , where λ 0 is as in the statement of Lemma 2.1. To see that this is possible, observe that ÿ
for some constant C ą 0, since pk`1qA ď λ 0`1 , the set tj : λ j ď λ 0`1 u is finite, and each ϕ j is bounded. Then, for all k with k ě
, we have by Lemma 2.1 and Cauchy-Schwarz that ÿ λ j PrkA,pk`1qAs
By Corollary A.2 we have for sufficiently large N that
for some r C N ą 0. This is because the factor of p1`ˇˇA´1λ´kˇˇq´N serves to localize the sum to the region where k « A´1λ. Analogously, after potentially increasing r C N , we have
Therefore, by the above estimates and (2.11), we can increase r C N ą 0 so that
Now, if we take A " 1 c log λ for c ą 0, we have that e C 2 {A " λ cC 2 . Hence, if c is chosen small enough, and if we increase λ 0 so that A " 1 c log λ ď 1 when λ ě λ 0 , then we have
for all λ ě λ 0 after possibly once again modifying r C N . Picking some fixed N large enough and combining (2.12) with (2.10), we obtaiňˇˇˇˇ8
. Note that since n ě 2, we know that O´λ n´1 log λ¯d ominates Oplog λq as λ Ñ 8, and hence we can choose some r λ 0 ě λ 0 such thaťˇˇˇˇ8
log λ for all λ ě r λ 0 , which completes the proof.
With Proposition 2.2 in hand, it now suffices to show that the integral in (2.4) has the asymptotic behavior that we claimed in Theorem 1. To accomplish this, we use the Hadamard parametrix to approximate the cosine kernel, which we discuss in the following section. with c small enough and r λ " O´1 log λ¯a s λ Ñ 8. However, since it is not possible to compute Kpt, x, yq exactly, we instead approximate it using the Hadamard parametrix. In fact, as in [1] , we will use the assumption of no conjugate points to lift to the universal cover of M to ensure that the parametrix exists for large |t|. Our ability to control the parametrix for timescales on the order of log λ is what will allow us to estimate the integral involving Kpt, x, yq in (‹) for A " 1 c log λ , since the integrand is supported where t P r´1{A, 1{As « r´log λ, log λs. This section consists of a summary of results about the Hadamard parametrix which are proved in other works, and we refer the reader to the appropriate sources which contain the corresponding details.
Approximation via the Hadamard parametrix
Since pM, gq has no conjugate points, we know that for a fixed x 0 P M the exponential map p :" exp x 0 : T x 0 M Ñ M is a covering map, and hence Ă M :" T x 0 M -R n is the universal cover of M when equipped with the metric r g " p˚g. If we denote by Γ the deck transformation group of isometries on Ă M corresponding to p, the work of [1] shows that if we fix a fundamental domain D Ă Ă M for the covering map, we have that the wave kernel Kpt, x, yq on the base manifold M has an expansion of the form Kpt, x, yq "
where r x, r y P D are the unique points such that ppr xq " x and ppr yq " y. The coefficient functions u ν are defined for any r
1{2 pr x, α r xr y psqq∆ r g,r y u ν´1 pr x, α r xr y psqq ds, ν " 1, 2, . . . ,
2) where Θpr x, r yq " | det D exp´1 r x pr yq exp r x | and α r xr y is the minimizing geodesic in p Ă M , r gq connecting r x and r y parametrized by arc length. In R n , the distributions W ν are defined by
for w P R n and t ą 0. At t " 0, we have W ν p0`, |w|q " lim tÑ0`Wν pt, |w|q " 0 for all ν ( [12, Prop 1.2.4]) We then extend each distribution to t P R by imposing the condition W ν p´t, |w|q "´W ν pt, |w|q so that W ν is odd in t. It is clear from the definition that W ν depends only on the norm of w, since it is the inverse Fourier transform of a radial distribution in ξ. It is also easy to verify from (3.3) that W ν is homogeneous of degree 2ν´n`1. Furthermore, as ν increases, the extra decay of the integrand in pξ, τ q results in additional regularity in pt, wq. In particular, we have that if ν ą k`n´1 2 for some integer k, then W ν is a continuous function whose derivatives up to order k are continuous ( [11] ). One can then pull back via geodesic normal coordinates centered at r x P Ă M to obtain distributions W ν pt, d r g pr x, r yqq defined on RˆĂ MˆĂ M (see [11, §17.3] and [12, §2.4] for details). The sum over γ P Γ in (3.1) is finite for any fixed t by finite speed of propogation. Indeed, is a consequence of the Paley-Weiner theorem that W ν pt, d r g pr x, r yqq is supported in the light cone tpt, r x, r yq P RˆĂ MˆĂ M : d r g pr x, r yq ď |t|u. Additionally, by [6, Lem. 6], we have that for r x, r y P D, #tγ P Γ : d r g pr x, γr yq ď |t|u ď C 1 e C 2 |t| , (3.4) where C 1 , C 2 are positive constants which are independent of r x, r y. Therefore, at most C 1 e C 2 |t| terms in the sum over γ P Γ in (3.1) are nonzero for any fixed t. We note that this lemma was stated in [6] for pM, gq having negative sectional curvature, but the proof only depends on the fact that the Ricci curvature is bounded below. Since we wish to use the parametrix instead of the exact wave kernel in the integral in (‹), we must estimate the difference between them. For any fixed N ě 0 and x, y P M, define
where r x, r y P D are the unique lifts of x, y P M. The following proposition estimates the error introduced by using K N in place of K in (‹), which is analogous to results from [1] and [12] . Proposition 3.1. Let pM, gq be as in Theorem 1. Let K be the kernel of cospt a ∆ g q and let K N be defined by (3.5) . If N ą m`n`1 2 for some even integer m ą n 2´1
, then there exist constants C 1 , C 2 ą 0 so that for any 0 ă A ď 1, we have
for all λ ě 1.
Proof. Since p ρpAtq is uniformly bounded and equal to zero outside the interval t P r´1{A, 1{As, the above estimate would follow immediately from the bound sup x,yPMˇ1 t pK N pt, x, yq´Kpt, x, yqqˇˇˇˇď C 1 e C 2 |t| . (3.7)
We prove this bound using some standard energy inequalities for the wave equation and a Sobolev embedding, along with a pointwise bound on the coefficient functions u ν and their derivatives in y, which follows from the no conjugate points assumption. The Hadamard parametrix construction in [1] shows that the remainder
satisfies an inhomogeneous wave equation of the form
Here C N is a positive constant depending only on N. A standard energy inequality for the wave equation with vanishing initial data (see [15, Ch. 47] ) yields that for x P M and t ą 0,
for some constants C 1 , C 2 ą 0, where H m pMq is the standard L 2 -based Sobolev space of order m. Because R N is even in t, we will proceed under the restriction that t ě 0. Since F N pt, x, yq is computed by lifting to r x, r y P D, we have that for x P M, there exists a uniform r C N ą 0 such that
since the norms on H m pMq and H m pDq are equivalent. By (3.4), we know that the number of nonzero terms on the right-hand side of (3.9) is bounded exponentially in |t| independently of x P M. Thus, by (3.8) we have
for some possibly different C 1 , C 2 ą 0 independent of x P M and of t ą 0, where we note that m 2 is a nonnegative integer, since m was assumed to be even. Here we are able to drop the dependence on γ P Γ by taking the norm over all of Ă M , rather than simply the fundamental domain D, and using the fact that the Laplacian commutes with isometries. This norm is still finite because W N pt, d r g pr x, r yqq has compact support in r y and is of class C m . In [3] , it is shown that since pM, gq has no conjugate points, the coefficient functions satisfy |∆ j r g,r y u ν pr x, r yq| ď α j,ν e β j,ν d r g pr x,r yq , j, ν " 0, 1, 2, . . . , (3.11)
for some constants α j,ν , β j,ν ą 0. Now, we claim that there exist constants C 1 , C 2 ą 0 such that |∆ j r g,r y B t W N ps, d r g pr x, r yqq| ď C 1 e C 2 s 1 r0,ss pd r g pr x, r yqq (3.12)
for s ą 0 and any j ď m 2
, with the constants independent of r x, r y P Ă M . To see this, we make note of the fact from [11] . Furthermore, ∆ r g,r y in geodesic polar coordinates pr, ωq P R`ˆS r x Ă M has the representation ∆ r g,r y "´B Br 2´ˆB
where the r g kℓ are the elements of the co-metric at pr, ωq. Results in [1] and their extensions according to [3] demonstrate that the coefficients of ∆ r g,r y and all their derivatives have at most exponential growth in r since pM, gq has no conjugate points. Since the Laplacian is coordinate invariant, we have that ∆ remains a continuous function after differentiation. Combining this with the fact that B t W N ps, d r g pr x, r yqq is supported where d r g pr x, r yq ď |s| proves (3.12). Therefore, by (3.10), (3.11), and (3.12), we have that
for any x P M and t ą 0, after possibly increasing C 1 . Since p Ă M, r gq has bounded sectional curvatures, the volume of the geodesic ball Bpr x, sq is bounded exponentially in s. In fact, since r x is restricted to the fundamental domain D, which is bounded, we can make this exponential bound uniform in r x. Therefore, for t ą 0 we have
where C 1 , C 2 are potentially increased but remain independent of x P M. Since m`1 ą |R N pt, x, yq| ď C 1 e C 2 t , t ą 0.
Additionally, since R N p0, x, yq " B t R N p0, x, yq " 0, we get that 1 t R N pt, x, yq Ñ 0 as t Ñ 0`, and hence sup x,yPMˇ1 t R N pt, x, yqˇˇˇˇď C 1 e C 2 t , t ě 0.
Since R N is even in t by construction and the constants are independent of x, y, we obtain (3.7), and so the proof is complete.
Before we explicitly estimate the integral involving Kpt, x, yq in (‹), we take note of another formula for B t W ν in normal coordinates. By (3.3) and standard Fourier transform techniques, we have that W 0 pt, |w|q for w P R n solves pB 2 t`∆ R n qW 0 pt, |w|q " 0 with initial conditions W 0 p0, |w|q " 0, B t W 0 p0, |w|q " δpwq, where δ is the Dirac distribution centered at w " 0. Since W 0 pt, |w|q is supported in the union of the forward and backward light cones, we have by uniqueness of solutions to the wave equation that W ν´1 for any ν ě 1, and hence one can use integration by parts and induction to show that
where j, k are nonnegative integers, the Cj ,k are some constants depending only on j, k, and ν ( [12, Rmk 1.
2.5]). Here we interpret each term in the sense of Fourier integral operators.
We make use of these formulas extensively in the next section.
Explicit Asymptotics
By taking A " 
for all λ ě λ 0 , where K N is defined by (3.5).
For convenience, we introduce the notation u. Also, recalling that u ν pr x, r yq depends only on the geometry of Ă M along the geodesic connecting r x and r y and that B t W ν pt,¨q depends only on the distance d r g pr x, r yq, we have that each P A ν,γ pr x, r y, λq is invariant under isometries which act simultaneously in r x and r y. In considering the summation over Γ, we recognize that there is a distinguished γ 0 for which P A ν,γ 0 behaves quite differently from the other terms. We shall see that it is P A 0,γ 0 which contributes the leading order behavior in Proposition 4.1.
Lemma 4.2. Let D be a fundamental domain for the covering map
There is a uniform constant δ 0 ą 0 such that for any x, y P M with d g px, yq ă δ 0 , there exists a unique deck transformation γ 0 P Γ for which d r g pr x, γ 0 r yq " d g px, yq, where r x, r y P D are the unique points such that ppr xq " x and ppr yq " y. Additionally, there exists a uniform constant η 0 ą δ 0 such that for any x, y P M as above, we have that their lifts in D satisfy d r g pr x, γr yq ą η 0 whenever γ ‰ γ 0 . Proof. The existence of γ 0 follows from the fact that p is a local isometry. For a small enough δ 0 ą 0, p maps the geodesic ball Bpr x, δ 0 q in Ă M isometrically onto the ball centered at x P M of the same radius, provided ppr xq " x, and this δ 0 can be made independent of r x. So if y P Bpx, δ 0 q, then there exists a lift of y in Bpr x, δ 0 q in Ă M. This lift must be of the form γ 0 r y for some γ 0 P Γ, where r y is the unique lift of y in D. That d r g pr x, γ 0 r yq " d g px, yq is immediate because p is an isometry on Bpr x, δ 0 q.
To show uniqueness, let x, y P M be such that d g px, yq ă δ 0 and take γ 0 as above. Then let γ ‰ γ 0 and observe that d r g pγ 0 r y, γr yq is the length of a nontrivial closed geodesic in M starting and ending at y. Since M is compact, there exists a positive minimum of the lengths of such geodesics which is independent of y, and so there is an η so that 0 ă η ď d r g pγr y, γ 0 r yq with η independent of x, y, γ 0 , and γ. Thus, by the triangle inequality, we have Note that in [1] , Bérard was concerned only with the case where x " y, and under that assumption one has γ 0 " Id for all x P M. This is clearly no longer true for x ‰ y if one considers M " T 2 " R 2 {Z 2 with the flat metric. In this case, we have Ă M " R 2 and Γ " Z 2 , and we can take the fundamental domain D " tpr x, r yq : r x, r y P p´1 2 , 1 2 su. Then we can easily choose points r x, r y near opposite sides of D for which d r g pr x, r yq is strictly larger than the corresponding distance d g px, yq in T 2 .
Remark 4.3. We note that although γ 0 may depend on x, y P M, there are at most finitely many possibilities for it. To show this, we apply (3.4) with t " diampMq`1, which allows us to conclude that all but finitely many elements γ of Γ are such that d r g pr x, γr yq ě diampMq`1, and no such γ could satisfy the conclusion of the lemma. This also implies that there exists a fixed compact set Ω Ă Ă MˆĂ M containing pr x, γ 0 r yq for all r x, r y P D which are lifts of x, y P M with d g px, yq ă δ 0 .
We now turn our attention to proving Proposition 4.1. We first address the case where γ " γ 0 and ν " 0. for all λ ě λ 0 , where r x, r y P D are the unique lifts of x, y, and γ 0 is defined for each x, y as in Lemma 4.2.
Proof. Take λ 0 large enough so that r λ ă δ 0 whenever λ ě λ 0 . Then fix λ ě λ 0 and x, y P M with d g px, yq ď r λ . We may then identify the geodesic ball centered at x of radius r λ with the corresponding geodesic ball in Ă M centered at r x since the covering map p : Ă M Ñ M is a local isometry. Therefore, since P A 0,γ 0 is invariant under isometries, we can compute it in terms of quantities defined on the base manifold, instead of Ă M . That is, if r x, r y P D are the unique lifts of x, y, then
where u ν px, yq and W ν pt, d g px, yqq are defined on the base manifold by the analogues of (3.2) and (3.3). To prove (4.2), we must therefore show that
log λ .
For fixed x P M, consider geodesic normal coordinates on M centered at x, denoted by y Þ Ñ pw 1 pyq, . . . , w n pyqq. Note that in these coordinates we have |w| " d g px, yq, g x " Id, and since the differential of u 0 vanishes at px, xq P MˆM, we know that
where f : R Ñ R is such that |f psq| ď Cs 2 , with C independent of the choice of coordinates. Therefore, in this coordinate system, the statement of the lemma is equivalent showing that
as long as C is independent of the choice of coordinates. Next, we recall that B t W 0 has the explicit expression as a Fourier integral given by (3.13). Thus, for h λ,A as defined in (2.6), Converting to polar coordinates ξ " rσ for r ą 0 and σ P S n´1 , and applying the bound (2.7) givesˇˇˇˇˇˇż
for some sufficiently large r C N ą 0. The last inequality follows from Lemma A.1. Recalling that A " 1 c log λ for some c ą 0, we have therefore shown that for λ ě λ 0 ,
Since the estimate holds for all w P R n , it certainly holds when we restrict to |w| ď r λ . Observe that in this portion of the argument, the choice of c is irrelevant.
We have thus reduced the proof of the claim in (4.3) to showing that
Since |f p|w|q| ď C|w| 2 , we can write f p|w|q " bp|w|q|w| 2 for some uniformly bounded function b. Using this fact, and recalling the Fourier integral formula (3.13) for B t W 0 , we see that proving (4.4) is equivalent to showing that
ixw,ξy p ρpAtq sin tλ t cos t|ξ| dξ dtˇˇˇˇˇˇď Cλ n´1 log λ , after some possible modification of C. Note that C remains independent of x, y, since bp|w|q " bpd g px, yqq is uniformly bounded independent of the choice of coordinates. Recognizing that pcos rtpλ´|ξ|qs´cos rtpλ`|ξ|qsq and p ρ is even, we have by the Fourier inversion formula that the right-hand side above is equal to
Since ρ is a Schwarz-class function, we have a bound of the form 6) for any N. Given thatˇˇλ`|ξ|ˇˇěˇˇλ´|ξ|ˇˇfor λ ą 0, it suffices to estimate the term in (4.5)
involving ρ´λ´| ξ| A¯.
For this, we have by (4.6) that
for some potentially larger C N ą 0, by once again converting to polar coordinates. By Lemma A.1, we get that for some r C N ą 0,
since |w| " d g px, yq ď r λ " Op1{ log λq by assumption. Since our constants were all independent of x, y and of the choice of normal coordinates, the proof is complete.
Next, we estimate P for all λ ě λ 0 , where each C ν ą 0 is independent of A, and where r x, r y P D are the unique lifts of x, y, and γ 0 is defined for each x, y as in Lemma 4.2.
Proof. As in the proof of Lemma 4.4, let λ 0 be large enough so that r λ ď δ 0 for all λ ě λ 0 . Fix λ ě λ 0 and let x, y P M with d g px, yq ď r λ . Then, recall that for their corresponding lifts r x, r y P D, we have
By Remark 4.3, pr x, γ 0 r yq is restricted to a uniform compact set Ω in Ă MˆĂ M . Since u ν px, yq is continuous, it is therefore uniformly bounded on Ω, independently of λ. Writing P A ν,γ 0 pr x, r y, λq in geodesic normal coordinates centered at r x and using the boundedness of u ν , we see that it is enough to show that
for some C ν ą 0 independent of the choice of coordinates. By the Fourier integral expressions in (3.14), we can further reduce to simply showing that 8) for any j, k nonnegative integers with j`k " ν´1. Note that here we have replaced sinptλq by e itλ without loss because the rest of the integrand in (4.7) is odd with respect to t. Alternatively, one could simply write sinptλq in terms of e itλ and e´i tλ and note that the following argument goes through with little modification if λ is replaced by´λ.
In order to deal with the singularity of the integral in (4.8) at ξ " 0, we introduce another smooth cutoff function χ P C 8 0 pRq which is supported in the interval r´2, 2s and equal to one on r´1, 1s. We then write the integral on the left side of (4.8) for some integer ℓ ě 0 and some C ą 0, since we can guarantee that r λ is uniformly bounded by 1 for λ ě λ 0 by potentially increasing λ 0 . Using that the support of the integrand is contained in r´1{A, 1{As, one can directly compute that the right-hand side of (4.11) is bounded by a polynomial in 1{A, and hence sup |w|ďr λ |Ipwq| ď C 1 e C 2 {A for some C 1 , C 2 ą 0.
Provided c is chosen small enough, we can then guarantee that sup
for some C ą 0 that depends only on j, k, and ν. Now consider the integral IIpwq. By converting to polar coordinates ξ " rσ for r ą 0 and σ P S n´1 , we see that where ℓ ď j is a nonnegative integer. Note that we do not obtain any boundary terms at r " 0 since the integrand in (4.13) and all its derivatives in r vanish identically on a neighborhood of zero. We also recognize that, for small values of ν, the integral over r in (4.13) may not be absolutely convergent, but the formal integration by parts can be easily justified by including a factor of βpr{Nq for some β P C 8 0 pRq with βp0q " 1 and taking the limit as N Ñ 8. Now, by the Fourier inversion formula, we have that (4.14) equals 15) recalling that j`k " ν´1. Since |ρpτ q| ď C N p1`|τ |q´N for any N and p1´χprqq is a bounded function equal to zero on r´1, 1s, we can bound (4.15) in absolute value by
after potentially increasing C N . Now, by Lemma A.1, we have that for some r C N ą 0,
for λ ě 1, since 0 ď ℓ ď j ď ν´1 and r λ " Op1{ log λq. Then by (4.12) and (4.16), along with the discussion preceding (4.14), we have that there exist constants C I , C II ą 0 such that
for C " maxtC I , C II u. Since there are only finitely many choices for j, k, we can guarantee that the above constants depend only on ν, which shows (4.8) and thus completes the proof of the lemma.
At this point, the only remaining component in the proof of Proposition 4.1 is to bound P A ν,γ pr x, r y, λq with γ ‰ γ 0 . For these, we can use the fact from Lemma 4.2 that the distance between r x and γr y is bounded below by a uniform positive constant η 0 , which will allow us to apply some stationary phase results to extract additional decay in λ.
Lemma 4.6. Let D, δ 0 be as in Lemma 4.2, and let pM, gq and r λ be as in Theorem 1. For ε P p0, 1q there exist positive constants c, λ 0 so that if A "
for all λ ě λ 0 , where each C ν ą 0 is independent of A and r x, r y P D are the unique lifts of x, y, and γ 0 is defined for each x, y as in Lemma 4.2.
Proof. By (3.4) and the fact that P , we know that the number of nonzero terms in the summation over γ P Γ is bounded above by C 1 e C 2 {A for some constants C 1 , C 2 ą 0. Hence, for a sufficiently small c ą 0, we have
. Therefore, it suffices to estimate each term in the sum individually. That is, we want to prove . Combining this with (3.11), we have that |u ν pr x, γr yq| ď C 1 e C 2 {A on the support of P A ν,γ , where C 1 , C 2 are positive constants depending only on ν. By the definition of A, we can guarantee that |u ν pr x, γr yq| ď C 1 λ ε{3 by potentially shrinking c. Additionally, by Lemma 4.2 we see that for λ large enough and for x, y P M with d g px, yq ď r λ ă δ 0 and their lifts r x, r y P D we have d r g pr x, γr yq ě η 0 ą 0 for η 0 as in Lemma 4.2. Therefore, using normal coordinates on Ă M centered at r x and applying (3.14), the lemma would be proved if we could show the bound
for any nonnegative integers j, k with j`k " ν´1. We again use the smooth cutoff χ from the proof of Lemma 4.5 and write the above integral as Ipwq`IIpwq, defined as in (4.9) and (4.10), respectively. Repeating our previous argument for estimating I, we obtain that
The only difference in the proof is that we must use the fact that |w| ď 1 A rather than |w| ď r λ , which results in a factor which is polynomial in 1 A in (4.11). However, this makes no difference in the final result, since any such polynomial can be bounded by C 1 e C 2 {A , which in turn equals C 1 λ cC 2 for A " for some C ą 0.
As for IIpwq, we repeat arguments from the proof of Lemma 4.5 to obtain that up to an Opλ with 0 ď ℓ ď j as before. However, we now take advantage of the fact that w is bounded uniformly away from zero, which allows us to use stationary phase to extract additional decay from the integral over S n´1 . To do this, we recognize that xw, σy ℓ is a polynomial in the coordinates of w, σ. Therefore, ş S n´1 e ixrw,σy xw, σy ℓ dσ is dominated by a finite linear combination of integrals of the form ppwq ż S n´1 e ixrw,σy qpσq dσ, where p, q are polynomials whose degrees sum to at most ℓ. We can recognize the above as ppwq times the inverse Fourier transform of the surface supported measure qpσq dσ evaluated at rw. Theorem 4.1.10 of [12] states that the inverse Fourier transform of such a measure decays like p1`|rw|q´n´1 2 . We then have thaťˇˇˇˇˇp pwq ż S n´1 e ixrw,σy qpσq dσˇˇˇˇˇˇď C|ppwq|p1`|rw|q´n´1 2 ď r C|ppwq|p1`rq´n´1 2 ,
for some constants C, r C ą 0 and all |w| ě η 0 ą 0. We can therefore conclude that the behavior of (4.19) is determined by a finite number of integrals of the form , we have that |ppwq| " C 1 e C 2 {A for some C 1 , C 2 ą 0, which can be made less than C 1 λ ε{3 by potentially shrinking c in the definition of A " 2´ν`ε 3 , λ ε 3 u, for λ ě λ 0 . As before, we note that there are only finitely many possible choices for j, k, so we can guarantee that C I and C II are dependent only on ν. Thus, (4.17) holds, and the proof is complete.
With the three preceding lemmas in hand, we now prove Proposition 4.1. 
Closing Remarks
In light of Propositions 2.2 and 3.1, Proposition 4.1 completes the proof of Theorem 1. We now show that Theorem 2 follows in a straightforward manner. (3.11) on the coefficient functions u ν are only known to hold for derivatives in the y variable. Bérard's original proof of this bound required a choice of geodesic polar coordinates centered at x, which we cannot do if we wish to take derivatives with respect to x. Another issue that arises is that the phase function in (3.14) is of the form xexp´1 r x pγr yq, ξy r g´1 r x on Ă M when we pull back via the normal coordinate charts. Therefore, one must bound the derivatives of the inverse exponential map on the universal cover in such a way as to track the dependence on γ P Γ. The only relevant result known to the author regarding mixed derivatives is contained in [2] , in which Blair estimates mixed derivatives of the Riemannian distance function along geodesics. Since xexp´1 r x pγr yq, ξy r g´1 r x " d r g pr x, γr yqxω, ξy r g´1 r x for some ω P Sr x Ă M , Blair's bounds at least give partial control on the phase function when one only differentiates along geodesic segments. However, this is still insufficient to give the level of control that we need. Because of these difficulties, the case of derivatives is an ongoing subject of research for the author.
