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Abstract—Ultrafast imaging based on plane-wave (PW) in-
sonification is an active area of research due to its capability
of reaching high frame rates. Several approaches have been
proposed either based on either of Fourier-domain reconstruction
or on delay-and-sum (DAS) reconstruction. Using a single PW,
these techniques achieve low quality, in terms of resolution and
contrast, compared to the classic DAS method with focused
beams. To overcome this drawback, compounding of several
steered PWs is needed, which currently decreases the high frame
rate limit that could be reached by such techniques. Based
on a compressed sensing (CS) framework, we propose a new
method that allows the reconstruction of high quality ultrasound
(US) images from only 1 PW at the expense of augmenting the
computational complexity at the reconstruction.
Index Terms—Plane wave, Fourier imaging, Ultrafast imaging,
Sparsity, Compressed sensing
I. INTRODUCTION
Ultrafast ultrasound (US) imaging faces an increasing in-
terest in the ultrasound community due to its capability to
perform very high frame rate imaging with image quality
comparable to the one obtained with conventional techniques.
The principle is to use one or several steered plane waves
to insonify the medium. Thus, the only limitation in the
frame rate is the time the sound wave spends to insonify
the medium. The existing ultrafast methods can be classified
in two categories: spatial-based approaches where the desired
image is obtained from a delay-and-sum (DAS) beamforming
in the space-domain [1], [2] and Fourier-based techniques
where the received raw-data are used to reconstruct the Fourier
spectrum of the image of interest [3]–[5]. In this study, we
focus on the second group of methods. In these techniques, the
following generic scheme is used. One or several plane waves
are first emitted. Backscattered echoes are then measured.
2D-Fourier transform is applied on the received image and
non-evanescence acoustic wave properties are then applied.
Finally, an adjoint Non-Uniform Fourier Transform (frequency
remapping and inverse Fourier Transform) is applied to come
back to the desired image space.
One important shared property of the above mentioned
methods is that they all need a frequency remapping to
project the echo k-space onto the desired image k-space.
This frequency remapping leads to inaccuracies due to model
approximation as well as interpolation errors which induce
degradation of the final image. Compressed sensing (CS) is
a mathematical framework to recover signals from incom-
plete information [6]–[8] that has been successfully applied
to medical US imaging (see [9] and references therein). In
this paper, we propose a new imaging method based on a
CS framework that allows recovering high quality images.
The proposed method reformulates the Fourier beamforming
process as a linear inverse problem and exploits sparsity of
US images in a redundant dictionary as a regularization. To
recover the US image an `1 minimization problem is posed
and an efficient algorithm is used to solve it.
The paper is organized as follows. Section II briefly reviews
the Ultrasound Fourier Slice Beamforming (UFSB) method
and the mathematical principles of the CS framework. Section
III presents the proposed sparse regularization approach for
ultrafast US imaging. Experiments comparing the quality of
the proposed method to state of the art methods in plane-wave
(PW) imaging are presented in section IV. Finally, concluding
remarks are given in section V.
II. BACKGROUND
A. Ultrasound Fourier slice beamforming
The key idea of the UFSB method is to use steered plane
waves, both in emission and in reception, and to exploit
Fourier slice theory to recover the desired US image [5].
Suppose we have a linear array composed by Nt transducers.
Define s(t) =
∑Nt
i=1 si(t), where si(t) denotes the received
echo by the i-th transducer. Bernard et al. show in [5] that
the temporal Fourier transform of s(t) corresponds to the 2D
spatial Fourier transform of the image restricted to a radial
line in a given direction.
More precisely, suppose the emitting plane wave has normal
incidence, i.e. ne = [0, 1]T , and that the receiving plane wave
is steered with angle ξr, i.e. nr = [sinξr, cosξr]T . Then
the temporal Fourier transform of s(t) (received with angle
ξr) corresponds to a radial line in the k-space representation
(spectrum) of the desired image. The line is characterized by:{
kx = k sin(ξr)
kz = k (1 + cos(ξr))
(1)
where k = 2pif/c is the wave number in the direction ner =
ne+nr. The direction of the radial line in k-space is given by
θr =
ξr
2 . Thus, it is possible to recover the desired image by
populating the image spectrum with various ξr at reception for
the same emitting angle and by applying an inverse Fourier
transform to come back from the non-uniformly sampled k-
space (kx, kz) to the desired image space.
B. Compressed sensing framework
The now famous theory of compressed sensing (CS) intro-
duces a signal acquisition framework that goes beyond the
traditional Nyquist sampling paradigm [6]–[8]. Let x ∈ CN
be the signal under scrutiny. The fundamental premise in CS
is that certain classes of signals, such as natural images, have
a concise representation in terms of a sparsity dictionary Ψ,
such that x = Ψα, where most of the coefficients α are zero,
or small, and only few are significant. CS demonstrates that
such sparse or compressible signals can be acquired using a
small number of linear measurements and then recovered by
solving a non-linear optimization problem [6]–[8].
Formally, the signal x is measured through the linear model
y = Φx+n, where y ∈ CM denotes the measurement vector,
Φ ∈ CM×N , M < N , is the sensing matrix and n ∈ CM
represents the observation noise (or model inaccuracies). Re-
covering x from y poses an ill-posed linear inverse problem
where the sparse prior on the signal regularizes the solution.
CS shows that the following convex problem can recover x
under certain conditions of the matrix Φ [10]:
min
x¯∈CN
‖Ψ†x¯‖1 subject to ‖y − Φx¯‖2 ≤ , (2)
where Ψ† denotes the adjoint operator of Ψ and  is an
upper bound on the `2 norm of the noise. Recall that the
`p norm of a complex-valued vector a ∈ CM is defined as
‖a‖p ≡ (
∑M
i=1 |ai|p)1/p, where | · | represents the modulus
of a complex number. See [8] for a thorough review on the
mathematical principles of CS.
III. SPARSE REGULARIZATION APPROACH FOR UFSB
A. UFSB seen as an inverse problem
The first pillar to apply the sparse regularization framework
explained in section II-B, is to pose the US imaging problem
as a linear inverse problem. As explained in section II-A, the
desired image is formed from the measured echoes in two
steps. Firstly, the different lines of the object’s spectrum have
to be built by simulating different receiving angles. Secondly,
an inverse Fourier transform has to be applied to go back to
the desired image space. Thus, the US imaging problem can
be recast as recovering the desired image from incomplete
Fourier information.
In the following we formulate the inverse problem formally.
Let us introduce an operator g that accounts for the projection
of the received echoes onto the spectrum radial lines. This
operator g is essentially the composition of three steps for
each radial line at direction θr:
1) Apply a linear delay law on the array corresponding to
the steering angle ξr.
2) Sum of all the signals in the array.
3) Compute the 1D Fourier transform of the resulting
signal.
Define the vector y = g (s) which we call the preprocessed
measurements. Therefore y is essentially a vector of radial
samples of the spectrum of x and the operator Φ, relating
x and y, is the 2D non-uniform Fourier transform on the
frequency nodes (kx, kz) defined in section II-A. Thus the
following inverse problem is obtained:
y = Φx+ n, (3)
where n accounts for noise and model inaccuracies and now
the problem is to recover x from y.
B. The sparsifying dictionary
The second pillar of the proposed method is to exploit
sparsity of US images in an appropriate basis. In this paper,
the average sparsity model proposed in [11] is studied. The
dictionary in this model, composed of a concatenation of
several frames, enables to better capture image structures
that are often sparse in several frames. For instance, piece-
wise smooth structures exhibit gradient sparsity while diffuse
structures are better encapsulated in wavelet frames. Then,
promoting average sparsity over multiple frames rather than
a single basis is an extremely powerful prior which leads
to improved image reconstructions compared to single frame
models.
In this study, the dictionary used is composed of the
concatenation of Daubechies wavelet bases from Daubechies
1 (Db1) to Daubechies 8 (Db8) as it has been proposed in
[11]. Thus,
Ψ =
1√
q
[Ψ1, ...,Ψq] (4)
where q = 8 and Ψi denotes i-th Daubechies wavelet. Db1 is
the Haar basis promoting piece-wise smooth signals while Db2
to Db8 provide smoother sparse decompositions. The sparsity
prior used to promote average sparsity is thus:
‖Ψx‖0 =
q∑
i=1
‖Ψix‖0 . (5)
C. Proposed `1 minimization problem
The proposed imaging method is based on solving the
convex problem
min
x¯∈CN
‖Ψ†x¯‖1 subject to ‖y − Φx¯‖2 ≤ , (6)
where Ψ† denotes the adjoint operator of Ψ as defined in (4),
Φ is the non-uniform Fourier transform operator and y denotes
the preprocessed measurements. Problem (6) is solved using
the alternating direction method of multipliers (ADMM) [12].
In order to take advantage of the computational complexity of
the FFT, the Non-Uniform Fast Fourier Transform (NUFFT) is
used to compute the discrete Fourier transform on non-regular
grids. The implementation used for the NUFFT is the one
proposed by Fessler et al. in [13].
IV. EXPERIMENTS
A. Contrast measurements: single insonification
The first experiment is conducted in order to compare the
different methods in terms of contrast. The contrast is calcu-
lated using the classical Contrast-to-Noise Ratio (CNR) [14].
The Sparse Regularization approach (S-UFSB) is compared
against the state of the art Fourier-based PW imaging methods,
proposed by Lu et al. [3] and Garcia et al. [4], as well as the
space-based PW imaging method proposed by Montaldo et al.
[1]. The comparison is made onto a simulated 1cm-diameter
anechoic phantom embedded in a medium with high density
of scatterers (20 per resolution cell). The anechoic phantom is
positioned at different depths going from 20 mm to 60 mm.
Constant speed of sound is considered (1540 m.s−1). The
same probe is used for the experiments and the simulation. Its
characteristics can be found on Table I. The simulation is run
on Field II software [15]. In order to increase accuracy of the
results, CNR is averaged over 10 different phantoms for each
depth.
TABLE I
PROBE SETTINGS
Parameters Value
Transmit frequency 5 MHz
Sampling frequency 50 MHz
Number of active elements 64
Pitch 245 µm
Kerf 30 µm
Height 5 mm
Apodization None
Table II shows the CNR measurements as a function of the
depth. The S-USFB gives better results than all Plane-wave
imaging methods whatever the depth. The order of magnitude
of the CNR increase is between 1.5 and 2dB compared to
the best state of the art PWI methods. This increase could be
explained regarding problem (6). Indeed, the proposed method
smoothes the noise in the anechoic circle while preserving
the variations of the US signal outside the circle area. This
is achieved since noise exhibits no structure and thus is not
sparse in the sparsity averaging model while the area with
diffuse scatterers is sufficiently structured to be sparse in the
model.
TABLE II
CNR RESULTS FOR THE VARIOUS TECHNIQUES AND ANECHOIC
PHANTOMS AT DIFFERENT DEPTHS.
Depth Lu Garcia UFSB Montaldo S-UFSB
20 mm 7.57 6.51 7.57 7.56 9.68
30 mm 7.03 6.68 6.52 7.12 9.33
40 mm 6.49 6.36 6.54 6.56 8.57
50 mm 5.94 5, 88 5.95 5.84 7.75
60 mm 5.14 3.93 5.35 5.23 7.13
In order to illustrate the obtained results, the images of the
UFSB and S-UFSB for the anechoic phantom at 30mm have
been displayed on figure 1. From these images, it is clear that
the Sparse regularization algorithm removes the residual noise
present inside the anechoic target which leads to the increase
of the CNR.
B. Contrast measurements: Compounding
In a second step, we investigate the compounding scheme
in the space domain coupled with the proposed method.
Compounding is a well known technique used to increase the
contrast by averaging images and decorrelating the speckle
[1]. To perform that, we steer the emitting plane wave at 15
different angles equally spaced between -10 degrees and 10
degrees. Then we apply sparse regularization algorithm onto
the compounded image (sum of the measurements for the
different emitting angles). The CNR has been computed on
the 30 mm depth anechoic phantom. The Sparse beamforming
method is compared against the state of the art plane wave
beamforming methods as well as the classical DAS method
using 83 focused beams. From figure 1, it can be seen that
the proposed method achieves same contrast as classical DAS
with only 5 PWs. It can also be observed that with 1 PW, it
achieves same contrast as state of the art PWI methods with
5 PWs.
C. Spatial Resolution
The spatial resolution is measured using the UlaOp system
and a high power probe. The physical phantom involved in this
experiment was a 300 µm nylon wire positioned in a water
tank at different depths from the probe. The spatial resolution
is evaluated as the First-Width-Half-Max value of the envelope
image both in axial and lateral directions [14]. The results are
reported on Table III.
One can observe that the S-UFSB does not exhibit better
resolution. The axial resolution is almost the same for all
depths and closed to 0.6 mm which is the order of magnitude
of the excitation pulse length. The lateral resolution slightly
increases with depth but no noticeable difference is observed
with S-UFSB. This was expected since no mathematical effort
is made to include a relaxation onto the measurement operator
as it could be done in deconvolution problems [16].
On figure 2, the PSF of the proposed method is displayed
for a 25 mm depth wire phantom. It can be seen that the
side lobes of the PSF are greatly reduced with the proposed
approach compared to classical UFSB.
V. CONCLUSION
In this paper, a novel approach for Fourier-based beamform-
ing is proposed. Exploiting sparsity of US images in a Sparsity
averaging model, it allows to recover high quality images
using `1-minimization algorithm. This leads to an increase of
the CNR of approximately 2dB compared to all the Fourier-
based and Space-based techniques for 1 insonifications, while
keeping the same spatial resolution. It also enables same
contrast as classical DAS method with only 5 PWs. However,
the price to pay is a higher computational cost during the
reconstruction since solving the `1 minimization problem
involves an iterative algorithm.
Fig. 1. Results obtained by the sparse regularization approach for the 30mm depth Anechoic phantom. (A) and (B) show to the reconstructed images obtained
by S-UFSB and UFSB respectively (1 PW). (C) shows the CNR vs the number of PWs for the compounding scheme.
TABLE III
SPATIAL RESOLUTION VALUES MEASURED FROM THE ULAOP SCANNER WITH HIGH POWER PROBE
Depth Lu Garcia UFSB Montaldo S-UFSB
Axial Lateral Axial Lateral Axial Lateral Axial Lateral Axial Lateral
25 mm 0.4 mm 0.7 mm 0.4 mm 0.6 mm 0.4 mm 0.7 mm 0.4 mm 0.6 mm 0.3 mm 0.6 mm
35 mm 0.7 mm 0.7 mm 0.7 mm 0.7 mm 0.7 mm 0.7 mm 0.7 mm 0.7 mm 0.5 mm 0.6 mm
45 mm 0.6 mm 1 mm 0.6 mm 1 mm 0.6 mm 0.9 mm 0.6 mm 1 mm 0.6 mm 1 mm
Fig. 2. Point Spread Function obtained with S-UFSB (up) and UFSB (down).
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