Introduction
The Curry-Howard isomorphism 20, 35] reveals a deep correspondence between intuitionistic logics and typed -calculi and re ects an old idea that proofs in formal logics are certain functions and objects. Originally formulated as a correspondence between intuitionistic propositional logic and simply typed -calculus, the isomorphism has recently been systematized to constructive higher-order predicate logics and pure type systems 10, 13, 27, 76] .
Until the the late 1980's, the Curry-Howard isomorphism was concerned exclusively with constructive logics. At that time Gri n 30] discovered that Felleisen's control operator C 24, 25] could be meaningfully added to the simply typed -calculus by typing C with the double negation rule 62, 72, 73] . Gri n's discovery was followed by a series of works on classical logic, control operators and the Curry-Howard isomorphism {some initiated independently of his work. Most of these works study one typed -calculus enriched with control operators; we call such calculi classical -calculi. In the overwhelming majority of cases {see for example 8, 9, . In all cases, the calculi considered are non-dependent. The question naturally arises whether the above mentioned results scale up to systems of dependent types. Apart from its intrinsic interest, the question has direct implications in generalizing the CurryHoward isomorphism to classical higher-order predicate logics and in extending proof development systems 2, 19, 16, 44] with a computationally meaningful classical operator.
Yet it is a priori far from obvious whether there is a general theory of classical -calculi which allows for dependent types. Indeed, most of the afore cited syntaxes are tailored for non-dependent calculi and cannot be meaningfully extended to systems of dependent types {see Section 7. Furthermore, earlier work on the Calculus of Constructions has revealed anomalies with classical logic 17, 60, 71] . In this paper, we nevertheless establish that it is possible to de ne a notion of classical pure type system (CPTS) which has suitable properties for systems of dependent types. We do not claim that CPTSs provide the nal answer as to the choice of formalism for classical -calculi; however, CPTSs generalize su ciently many of the existing calculi to be considered as a valid framework for the study of classical -calculi.
The paper is organized as follows: the syntax of classical pure type systems is de ned in Section 2. In Section 3, we develop the basic theory of CPTSs; our results parallel those of 10]. In Section 4, we study CPS-translations from CPTSs to PTSs. In Section 5, we consider a semantic proof of strong normalisation for CPTSs. Section 6 discusses logical issues related to CPTSs including conservativity results and the completeness of the formulae-as-types embedding. Section 7 discusses some issues raised by the paper, compare our results to related work and gives directions for future research.
A notion of classical pure type system
The design of a classical -calculus requires many important choices. Some of the choices are of a static nature; for example, we must choose how to de ne the set of terms. Other choices are concerned with the dynamics of the calculus; typically, which set of rules should the classical operators obey. In the current situation, there is no clear picture as to which choices are more adequate, even in the simply typed case.
The situation even becomes more complex if one tries to develop a notion of a classical pure type system. Indeed, new issues arise: for example should we work with the so-called logical speci cations, which have a distinguished sort of propositions or with arbitrary speci cations? Rather than trying to discuss such issues here, we limit ourselves to giving the de nition of a notion of classical pure type system and postpone {in as much as possible{ the discussion until Section 7. By that time, the theory of classical pure type systems will have been developed in enough detail to provide valuable insight as to give an a posteriori justi cation to our choice and compare our results to related work.
In this paper, classical pure type systems are presented by pre-logical speci cations.
De nition 1 A pre-logical speci cation S is a quadruple (S; Prop; A; R) where S is a set of sorts and Prop 2 S; A S S is the set of axioms; R S S S is the set of rules; De nition 2 Let V be an in nite set of variables. The set of pseudo-terms is given by the abstract syntax T = V j S j ? j T T j V :T : T j V :T : T j V :T : T As usual, A ! B is used to denote x:A: B when x 6 2 FV(B). Moreover we write :A for A ! ?.
One of the main di culties in trying to de ne a notion of classical pure type system is to choose a notion of reduction for the -operator. In this paper, we take a minimalist approach and consider a single rule which makes applications of double negation atomic. The rule is inspired from classical normalisation procedures 61, 62, 72, 73] and occurs in all the reduction systems we are aware of. For further discussion on the de nition of reduction, see Section 7.
2. the notion of reduction is de ned by the contraction rule: Finally, we de ne the derivability relation`S associated to a speci cation. For the sake of readability, the subscript will only be used when there is a risk of confusion. One may obtain a similar classi cation of the other systems of the classical cube.
CPS translation and applications
In his seminal paper, Gri n noticed that continuation passing syle (CPS) translations, which have been thoroughly studied in -calculus 25, Using the results of 11], it is possible to extend the translation to all the systems of the cube and to a much larger class of speci cations. We limit ourselves to C for space reasons. One advantage of domain-free systems is that we proved Corollary 17 without using normalization of C {consistency of the domain-free version of C is however deduced from normalisation of the traditional PTS version of C.
We are currently studying further applications of the CPS translation {these applications appear in the literature in the context of speci c non-dependent systems:
1. to infer strong normalisation of a CPTS from strong normalisation of the underlying PTS {see next Section; 2. to transform a classical proof of an intuitionistically valid formula into an intuitionistic proof of .
Strong normalization
In this section, we give a criterion for strong normalisation of a CPTS. The criterion, which is inspired from Terlouw 75] , is also implicitely present in a slightly di erent form in Luo's thesis 43].
One essential ingredient in the formulation of the criterion is a notion of in nite context. Corollary 22 Systems of the classical -cube are strongly normalising. Proof: The following argument applies to all the above mentioned systems. Let E be an environment. De ne a measure on E-types as follows:
-(A) = 0 if A is an E-proposition,
-( Theorem 21 gives a very powerful criterion to prove strong normalisation of a classical pure type system. One may however wonder if other, less powerful techniques may extend to classical pure type systems. We discuss some of the techniques here.
In 29], Geuvers and Nederhof prove strong normalization of the Calculus of Constructions by de ning a reduction and derivation preserving translation from C to !. Our attempts to generalize the translation from C to ! failed as the obvious translation of -abstraction does not preserve reduction and typing.
In 79], Werner uses a CPS translation to prove strong normalisation of a proof-irrelevant CPTS from strong normalisation of its underlying PTS. It is unclear how this proof could be extended to dependent systems such as C.
Theorem 21 is proved by a model construction based on typed saturated sets. Although we have not checked the details, we believe that any other such model construction 1, 46] may be used to prove strong normalisation. The use of typed saturated sets seems to be crucial to ensure suitable closure properties. Therefore model constructions based on untyped saturated sets 28, 74] do not seem directly extendable to prove strong normalisation of C {although they may probably be adapted to typed saturated sets.
Logical issues
In this section, we discuss some logical issues related to classical pure type systems. In order to make the discussion precise, we introduce the notion of morphism of speci cations. In 13], Berardi de ned a logic cube, akin to the -cube, which represents some of the most important constructive logics. Figure 2 gives systems of an analogous classical logic cube. Note that these speci cations are non-dependent. Following 27], one can show that the CPTSs of the classical logic cube correspond to logics, i.e. derivations and normalisation in the logics correspond to derivations and normalisation in the CPTSs and vice-versa; the correspondence is given in Figure 3 together with the correspondence between systems of the classical logic cube and the classical -cube. However, the observation below provides a shortcut for impredicative speci cations. Theorem 26 Let S 1 S 2 be two systems of the classical -cube. Then S 2 is conservative over S 1 unless S 2 = C and S 1 = P2. Proof: The proof is similar to the corresponding result for the (constructive) -cube. See Appendix.
A related question, also addressed in 27], is the completeness of the formulae-as-types embedding.
De nition 27 The formulae-as-types embedding is morphism of speci cations j:j given by: j p j = j s j = j2 p j = j2 s j = 2
It maps systems of the classical logic cube to systems of the classical -cube as described in Figure 3 . The situation is here quite di erent from the constructive case:
Lemma Note however that by Theorem 16, proof-irrelevance is consistent in the classical calculus of constructions.
Discussion

Issues
As pointed out in Section 2, the design of a classical -calculus requires many important choices. The aim of this section is to address some of these choices in view of our results and some related work.
De ning the set of terms
Classical natural deduction may be obtained from constructive natural deduction in several ways. Among the most conventional ways, one can add new rules for excluded middle or reductio ab absurdum, i.e. double negation 61, 62] . Another well-known alternative is to add a new rule for Pierce's law 72]. When de ning a classical -calculus, one should decide which of the above formulae will be taken as fundamental and de ne the syntax accordingly. In the case of simply typed -calculus, the three possibilities have been used: double negation has been used in 30], excluded middle has been used in 22] and Pierce's law has been used in 42, 33] . In the case of classical pure type systems, it seems more reasonable to take an implicational formula as a primitive. In this paper, we have chosen to base ourselves on the double negation rule. The reason is that Pierce's law makes an implicit use of impredicativity and is therefore unsuitable for predicative systems such as P.
Choosing the double negation rule to force the logic to be classical is an important choice but it is by no means the only choice confronting us when de ning the set of terms. For example, one has to decide:
1. whether negation should be treated as a primitive or be encoded in terms of implication;
2. whether double negation should be introduced via a constant, such as Felleisen's C, or through a binding operator, such as . Such issues have probably little impact on the theory of classical -calculi. We have chosen not to treat negation as a primitive because this alternative would imply a substantial increase in bureaucracy {more complicated set of terms, more rules in the deductive sytem{ without adding any further generality to the theory.
De ning the reduction relation
Classical -calculi provide a computational analysis of classical logic by treating the classical operators as computationally meaningful. Many sets of reduction rules may be found in the literature, inspired both from classical proof theory and classical normalization proofs, and from programming languages and evaluation rules for control operators. It is impossible to discuss here 4 all the sets of reduction rules which can be found in the literature. Nevertheless it is very instructive to establish some basic criteria according to which the reduction rules may be classi ed:
1. call-by-value vs. call-by-name, 2. local vs. global, 3. context-sensitive vs. compatible, 4. con uent vs. non-deterministic, 5. type sensitive vs. type indenpendent. In the simply typed context, all the above combinations may be envisaged. In the context of classical pure type systems, the situation is radically di erent as typing depends on reduction through the conversion rule. Consequently, the notion of reduction considered in the conversion rule determines the computational equality of the system. In order for the system to have a reasonable theory, the reduction relation must satisfy several basic properties which are often violated by classical -calculi: compatibility, con uence and independence from typing. It is also preferable to use compatible reduction rules because they t in the existing formats of higher-order rewriting 37, 38, 40, 45, 53, 54, 55, 63] {the study of context-sensitive higher-order rewriting systems has just begun 36].
Compatibility, con uence and independence from typing are necessary requirements for the reduction relation of classical pure type systems. However, further requirements may be considered: for example, it seems natural that computational equality is preserved by the CPS translation. This ensures in turn that the correctness of the CPS translation, a very important result from a logical point of view. This crietrion excludes some of the rules which have been considered in the literature, such as the useful 4 In the full version of the paper, we will discuss thse criteria in detail and use them to classify of the existing calculi.
Reduction and the conversion rule
The above requirements on the reduction rules excludes useful rules such as
which has an obvious interpretation in the catch/throw paradigm and is useful for extracting a witness from a constructive proof. Unfortunately, excluding such rules altogether complicates the theory of classical pure type systems signi cantly, as may for example be seen from the proof of Proposition 12. In certain cases, the di culties become intractable. The con ict may however be solved by distinguishing between principal rules which determine the notion of computational equality and minor rules which do not. Such a distinction is conceptually sound and justi ed: indeed, rule would cause the inconsistency of computational equality if considered as a principal rule but makes perfect sense as a reduction rule {it may be understood as a non-deterministic and irreversible choice.
Most of the results in this paper carry over if we adopt 0 , and ? as minor rules. Due to lack of space, we only consider systems of the classical -cube. 
Adding double negation at all levels
The syntax of classical pure type systems restricts the use of double negation to propositions, i.e. inhabitants of Prop. One could consider extending the use of double negation to other types, thus using the -operator to force the axiom of choice. However, such an extension is not without danger. Indeed, the variant of the Classical Calculus of Constructions where double negation may be applied to all types is inconsistent if we consider the rule as principal. This observation follows easily from an earlier result by T. Coquand 17, Lemma, page 133].
Sequent calculus versus natural deduction
Classical pure type systems use single-conclusioned judgements. In contrast, other calculi opt for multiconclusioned judgements; in most cases, these calculi have a notion of active and passive conclusion 14, 32, 52, 56, 57]. While completing this paper, we came across an intriguing multi-conclusioned natural deduction system by A. Ungar 78] . It would be interesting to examine the relationship between this proposal and classical -calculi. Nevertheless, one central question which has not been answered yet is whether such calculi carry over to systems of dependent types.
Related work
The notion of classical pure type system proposed in this paper is closely related to classical natural deduction 61, 62, 72, 73] . ! {with the minor reductions{ is a generalization of Prawitz's systems 61, 62], Rezus' systems 66, 67] and of the -calculus 64]; furthermore, it is possible to encode 5 in ! {again with the minor reductions{ a calculus based on Pierce's law and corresponding to Seldin's system 72] with call-byname, local rules only. We expect similar results to hold for ! and the system of Harper and Lillibridge 42]. Moreover, it is possible to encode for an arbitrary proof-irrelevant speci cation Werner's call-by-name syntax of classical generalized type system into our notion of CPTS. Details will appear in the full version of the paper.
As
y::A: M ! Mfx := yg with x 2 V are considered as minor rules. We conjecture that strong normalisation is preserved.
Finally, we close this section by mentioning the existence of a close connections between our -rules and Felleisen's control operators on the one hand and the catch/throw mechanisms on the other {see for example 52]. Such connections have already been studied in some detail in 64].
Conclusion
In this paper, we have studied a framework for classical -calculi and proved that the theory of classical -calculus carry over to systems of dependent types. Much work remains to be done. At a practical level, the appropriateness of CPTSs 
B.1 Saturated sets
In this subsection, we de ne a modi ed version of saturated sets. Due to the peculiarity of -reduction (the label of the -abstraction is modi ed during reduction), the modi cation is quite substantial and requires the introduction of a new relation on terms, which is used to de ned hereditarily strongly normalising terms. Throughout this subsection, E is a xed environment. Recall that M is a E-type (resp. E-proposition) if E`M : s for some s 2 S (resp. E`M : Prop). calE-Type and calE-Prop are used to denote the set of E-types and E-propositions respectively. De nition 31
1. The set Base of base terms is the smallest set such that V Base and for every M 2 Base and N 2 T , M N 2 Base. 2. Key-reduction ! k is de ned as the smallest relation on pseudo-terms s.t. for all pseudo-terms A; M; P 1 ; : : :; P n and variable x, ( x:A: M) P 1 : : : P n ! k (Mfx := P 1 g) P 2 : : : P n ( x::( v:A 1 : A 2 ): M) P 1 : : : P n ! k ( y::(A 2 fv := P 1 g): Mfx := w:A: y (w P 1 )g) P 2 : : : P n ( x::A: M) P 1 : : : P n ! k ( x::A 0 : M) P 1 : : : P n where in the last rule it is assumed that A ! k A 0 . 3. The key normal form of a pseudo-term M, if it exists, is denoted by knf(M) 6 .
4. The relation is the smallest transitive relation on pseudo-terms s.t:
(a) v:B 1 : B 2 B if there exists n 0 and P 1 ; : : :; P n 2 T such that E`B P 1 : : : P n : Prop Note that C D implies that C 2 E?Prop.
To de ne saturated sets, we introduce some notation; for X; Y T , let X ! Y = fM 2 T j 8N Proof: Note that it is enough to prove that key(M) P 2 SN, which follows from Lemma 33. N 
B.2 The model construction and strong normalisation
In this subsection, we de ne the model construction. As usual 43, 75] , we use three interpretations: an interpretation of possible values a(:), a type interpretation hh:ii and an object interpretation (j:j ). It will be shown that these interpretations satisfy some soundness conditions. Throughout this subsection, E is a xed environment for which E is well-founded. The rst interpretation (of possible values) is de ned by E -induction. The other interpretations are de ned relative to a valuation.
Recall that Topsort = fs 2 S j 8s 0 2 S : (s 0 ; s) 6 (b) hhMii ( ; ) 2 a((jMj ) ).
It follows:
Lemma 47 Let S 2 be a system in the right plane and S 1 be the adjacent system in the left plane of the classical -cube. Then ?`S Proof: 1 is proved by induction on the structure of derivations.
Conservativity follows by noting that :] is the identity on S 1 -terms.
C.2 Step 4
The proof proceeds exactly as in 27] by proving that ?`S 1 A : ?`S 2 M : A ) ?`S 1 nf(M) : A where nf (M) denotes the normal form of M.
