Abstract
I. Introduction
The aperiodic low-autocorrelation binary sequence (labs) problem has a simple formulation: take a binary sequence of length L, S = s 1 s 2 . . . s L , s i ∈ {+1, −1}, the autocorrelation function C k (S) = L−k i=1 s i s i+k , and minimize the energy function:
or alternatively, maximize the merit factor F: [1, 2, 3] :
Finding a binary sequence with best merit factor has important applications in communication engineering. To physicists, the optimum solution of the labs problem corresponds to the ground state of a generalized onedimensional Ising spin system with long range 4-spin interactions [4] , also known as the Bernasconi model with aperiodic autocorrelation.
The asymptotic value for the maximum merit factor F , introduced in [2] , has been re-derived using arguments from statistical mechanics [4] :
The publication of the asymptotic value in Eq. 3 is providing an on-going challenge since no published solutions can yet claim to converge to this value as the length of the sequence increases. Finding the optimum sequence is NP-hard or worse, unlike the special cases of the Ising spin-glass problems with limited interaction and periodic boundary conditions, for example [7] . While effective methods have been presented to solve the special cases up to L = 400 [7] , the best merit factors that has also been proven optimal for the problem as formulated in Eq. 2 are presently known for values of L ≤ 60 only [8] . A web page of labs best merit factors and solutions, up to the sequence length of L = 304, has been compiled by Joshua Knauer in 2002. This page is no longer accessible and has now 1 arXiv:1406.5301v3 [ 
cs.DS] 14 Jul 2014
Low-Autocorrelation Binary Sequences: on ... • 2014 • Subm. to arxiv.org and for journal review
deviation-vs-length plot, introduced in [5], fits deviations from known optimal solutions for L ≤ 60 to a secondorder polynomial (the dotted line). The solutions aggregated in Joshua Knauer
, now under [6] been restored at two mirroring sites [6] next to additional and comprehensive tables of best-value solutions. These tables contain not only updates on the best known figures of merit but also on the number of unique solutions in canonic form and the solutions themselves. To visualize the differences between the optimum value, the best known energy values, and the projected values, we use the deviation-vs-length plot introduced in [5] . The reference values in this plot and the regression line in Figure 1 have been calculated from the energy values of best results posted under [6] . The approaches to solving the labs problem also include exhaustive enumeration, for both even and odd sequences or only for skew-symmetric sequences which are odd by definition [1, 2, 3, 9] . Exact solutions were also pursued by branch and bound solvers: for both even and odd sequences [8] and for skew-symmetric sequences only [10] .
On the other hand, stochastic solvers, both for even and odd values of L or just for sequences under skewsymmetry, can scale to larger values than branch-andbound counterparts. Since such solvers cannot prove optimality, they can only be compared on the basis of the best-value solutions, and to a limited extent, also on the average runtime needed to find such solutions under a sufficiently large number of repeated trials [4, 11, 12, 13, 14, 15, 16, 17, 18, 19] . Experimental results obtained with our stochastic solver lssOrel are compared to the instrumented versions of two solvers in [19] , referred to as 2009 solvers in the abstract, and named as lMAts and lssMAts in this paper 1 .
In contrast, the body of literature in theory on the merit factor problem for binary sequences is considerable. However, merit factors obtained by approaches in theory [20, 21] are reported at values less than 7 -so the challenge of finding long sequences that would approach the asymptotic value for the maximum merit factor F = 12.3248 in Eq. 3 remains open for experimentalists as well as theoreticians.
The paper is organized as follows. Section II introduces notation, definitions, and examples that motivate the approach taken in this paper. Section III highlights details about three labs solvers as they are instrumented for comparative performance experiments to measure, in a platform-independent manner, solver's asymptotic performance as the size of the labs problem increases. Section IV summarizes results of extensive experiments with these solvers, including bounds and projections for computational resources needed to increase the likelihood of finding better solutions of the labs problem for sizes L > 141. The paper concludes with a section that outlines directions for future work.
II. Notation and Definitions
This section follows notation, definitions, and metaphors introduced in [22] and [23] . The first paper defines Hasse graphs and relates them to average-case performance of combinatorial optimization algorithms, the second paper demonstrates merits of long and entirely contiguous self-avoding walks which are searching, under concatenation of binary and ternary coordinates, for the maximum number of bonds in the 2D protein folding problem. Combined, these papers also support a simple and intuitive introduction of the self-avoding walk segments as the key component of an effective strategy which we apply to finding best solution to instances of the labs problem in this paper. There are two illustrations of such walks: a small one in Figure 2 at the end of this section, and a larger instance in Section III where, in Figure 5 , we compare a self-avoiding walk induced by our solver lssOrel with a walk based on tabu search induced by the solver lssMAts [19] . We proceed with a brief reprise of notation and definitions, some of them extended to specifics of the labs problem.
Solution as a coordinate-value pair. While the energy of the autocorrelation function as defined in Eq. 1 may be simple to interpret in terms of binary symbols s i ∈ {+1, −1}, we define, for the remainder of the paper, any solution of Eq. 1 as a coordinate-value pair in the form ς : Θ(ς)
where ς is a binary string of length L, also denoted as the coordinate from [0, 1] L , and Θ(ς) is the value associated with this coordinate.
Examples of coordinate-value pairs are shown in Table 1. Specifically, for instance sizes of L = 8, 9, 13, these pairs represent two quadrants from the complete sets of optimal solutions, listed in lexicographical order, under coordinate prefixes of '00' and '01', as the coordBest and valueBest pairs ς * : Θ(ς * )
We could extend the solutions to more quadrants, under coordinate prefixes of '11' and '10', by simply taking a binary complement of the solutions shown in Table 1 .
Coordinate distance. The distance between two binary coordinates a and b is defined as the Hamming distance:
Coordinate symmetries. There are four coordinate transformations that reveal the symmetries of the labs problem function as formulated in Eq. 1:
complementation: For example, the complement of 0000011001010 is 1111100110101
reversal: For example, the reversal of 0000011001010 is 0101001100000 symmetry: For example, for L even, the value of sym = 1 in Table 1 implies that 011110 is symmetric compared to L/2 without coordinate complementation. However, the value of sym = 2 in Table 1 implies that 001011 is symmetric compared to L/2 with coordinate complementation and reversal.
skew-symmetry: Skew-symmetry is defined for odd values of L only and the solution of the labs problem can be expressed with coordinates that are significantly reduced in size:
where λ = 0, 1, 2, ... and λ = 2 implies the size of the coordinate prefix such as '00' or '01'. For example, the value of ssym = 1 in Table 1 implies that 0000011001010 is skewsymmetric since (L − 1)/2 left-most coordinates and (L − 1)/2 right-most coordinates are skew-symmetric under coordinate reversal. However, the value of ssym = 2 in Table 1 implies that 0001101 is skew-symmetric since (L − 1)/2 left-most coordinates and (L − 1)/2 right-most coordinates are skew-symmetric without coordinate reversal. Skew-symmetry. Formally, skew-symmetry has been introduced in [1] . Here, we paraphrase the skew-symmetry definition in terms of binary coordinate components b k and their complements b k :
For example, a coordinate 0000011 of length L = 7 under skew-symmetry represents a labs problem coordinate 0000011001010 of length L = 13 -here the right-most 6 bits have been computed using Eq. 7. Not every optimal solution for odd values of L is also skew-symmetric, a fact revealed also in Table 5 .
The introduction of skew-symmetry significantly reduces the computational complexity of the labs problem. Only recently, a branch-and-bound solver [10] extended known optimal solutions for skew-symmetric sequences from length 73 to 89. However, even under skewsymmetry, only stochastic solvers have demonstrated the potential to find improved, if not optimal solutions, as L increases to 201 and beyond.
Canonic solutions and best upper bounds. The symmetries of the labs problem partition the solution space into 4 quadrants with coordinate prefixes of 00, 01, 10, and 11. Without loss of generality, we transform the coordinates of all optimal or best value solutions found in quadrants 01, 10, 11 to the quadrant 00 and denote the set of unique optimal coordinate:value solution pairs in the quadrant 00 as the canonic solutions set. For a given L, only the coordinates in this set are unique; the optimum or the best known value, also denoted as the best upper bound Θ ub L , is the same for each coordinate in this set. We say that m L is the cardinality of canonic solutions set and that Θ ub L is the best upper bound we associate with the labs instance of size L. Distance=1 neighborhood. The distance=1 neighborhood of a coordinate ς j is a set of coordinates
Informally, a binary coordinate ς j of size L, also called a pivot coordinate, has L neighbors, each a distance of 1 from the pivot coordinate. In Table 1 , instances with L = 7 and L = 13 have a single solution in each quadrant, and hence also neighborhoods of size 7 and 13, respectively. For instances with the cardinality of canonic solutions m L > 1, some of the neighborhood coordinates may be replicated. Adjustments are needed when computing the size such neighborhoods:
where r is the number of replicated coordinates produced while generating neighborhood coordinates. For examples of such computations, see Table 1 .
Contiguous walks and pivot coordinates. Let the coordinate ς 0 be the initial coordinate from which the walk takes the first step. Then the sequence
is called a walk list or a walk of length ω, the coordinates ς j are denoted as pivot coordinates and Θ(ς j ) are denoted as pivot values. Given an instance of size L and its best upper bound Θ ub L , we say that the walk reaches its target value (and stops) when Θ(ς ω ) ≤ Θ ub L . We say that the walk is contiguous if the distance between adjacent pivots is 1; i.e., given Eq. 6, we find
Self-avoiding walks (SAWs). We say that the walk is self-avoiding if all pivots in Eq. 9 are unique. We say that the walk is composed of two or more walk segments if the initial pivot of each walk segment has been induced by a well-defined heuristic such as random restarts, a heuristic associated also with all solvers described in this paper. Walk segments can be of different lengths and if viewed independently of other walks, may be self-avoiding or not. A walk composed of two or more self-avoiding walk segments may no longer be a self-avoiding walk, since some of the pivots may overlap and also form cycles. This is illustrated after we define the Hasse graph below.
Hasse graph. Hasse graph has been defined in [22, 23] as a model of hyperhedron (or informally, a dice) based on an extension of the Hasse diagram. In the case of the labs problem, Hasse graph is an undirected labeled graph with 2 L vertices and L × 2 L−1 edges; the degree of each vertex is L and the label is the pair ς : Θ(ς) as defined in Eq. 4. By projecting this graph with its labeled vertices onto a plane, we can not only illustrate concepts of coordinate/pivot neighborhoods but also specific walks as a combinatorial search heuristics. Figure 2 illustrates not only two Hasse graphs, with each vertex displaying a coordinate:value; it also illustrates that the target value can be reached either by a sequence of three shorter SAW segments (each segment represents a contiguous SAW) or by a single contiguous SAW. The three contiguous self-avoiding walk segments in Figure 2 -a have lengths of 7, 7, and 4 , covering a total of 19 vertices in 18+2=20 steps. We add two steps since the second and the third walk segment are induced by two restarts. Just as the pivot ς 0 is the initial pivot for the first step in the first walk, pivots ς 7 and ς 15 are taken as initial pivots for the first step in the second walk and the first step in the third walk, respectively. Here is a linear depiction of the 19 vertices and three walk segments.
•
To keep the Hasse graph less cluttered, the steps of the walk that are induced by two restarts are not shown with additional edges. We denote such steps as jump steps since the distance between pivots may exceeds
A more formal description of SAW as a general purpose combinatorial search algorithm is given in Section III. A summary of results in Section IV demonstrates that in the asymptotic sense (as L increases), a contiguous SAW has walklengths that are on the average shorter than walklengths achieved under heuristic which limits the length of each SAW and then, with repeated random restarts, assembles the shorter SAWs into a single long walk. In general, the assembled walk is no longer contiguous, see Figure 2 -a.
On origins of self-avoiding walks. The notion of self-avoiding walks (SAWs) was first introduced by the chemist Paul Flory in order to model the real-life behavior of chain-like entities such as solvents and polymers, whose physical volume prohibits multiple occupation of the same spatial point [24] . In mathematics, a SAW lives in the n-dimensional lattice Z n which consists of the points in R n whose components are all integers [25, 26] . The challenge of finding the longest self-avoiding walk in multi-dimensional lattices efficiently has been and also continues to be of considerable interest in physics [27] .
III. Solvers and Instrumentation
We have instrumented a total of four solvers to conduct experiments which are summarized in the section that follows. Two solvers, lMAts and lssMAts, as described in [19] implement a memetic-tabu search strategy. The solver lMAts returns solutions for both even and odd sequences, without special consideration of skew-symmetry -a consideration which is applied in the implementation of lssMAts. The third solver, lssRRts, is a special case of lssMAts. Our solver, lssOrel, implements a self-avoiding walk strategy for odd sequences under skew-symmetry, thus results of performance experiments with lssOrel can be directly compared with lssMAts and lssRRts.
The section begins with solver instrumentation, defines hit ratio and asymptotic solvability, follows up with psedo-code descriptions of the solvers, and concludes with vertices and labels are ordered L −> R by function values (for coordType=B, vertex distribution at each rank is binomial) Hasse rank distance from the initial coordinate (the bottom vertex) vertices and labels are ordered L −> R by function values (for coordType=B, vertex distribution at each rank is binomial) Hasse rank distance from the initial coordinate (the bottom vertex) highlights on differences between lssMAts amd lssOrel.
Solver instrumentation. We argue that in order to design better combinatorial solver one also needs to devise an environment and a methodology that supports reproducible and statistically significant computational experiments. In our case, this environment continues to evolve under the working name of xBed [28] . A generic and standardized notation is an important part of this environment; Table 2 summarizes the notation and description of principal variables in our solver instrumentation which we also use in our pseudo code descriptions. Some of these variables have already been defined in Section II.
For example, reporting the runtime t is not the only performance variable of importance. The most important variable is the variable named as cntProbe τ : a variable that counts how many times the solver evaluated the objective function before completing the run. By keeping track of this variable, we can compare two solvers regardless of the platform on which experiments have been performed, and regardless whether the solver represents a much slower scripted implementation of an early prototype or the faster compiled-code implementation. In our experiments, the correlation coefficient between runtime and cntProbe consistently exceeds 0.999.
The nine most critical performance variables, also monitored during performance experiments under xBed, are:
, and asymptotic solvability S(sid, Θ ub L , p). Here, sid denotes solverId and sampleSize N denotes the number of solver runs for a given instance of size L; each under a different random seed.
The status variable targetReached assumes three values: 0 if valueBest > valueTarget, 1 if valueBest = valueTarget, and 2 if valueBest < valueTarget. Whenever solver returns a solution with targetReached = 2, we reset valueTarget to the new upper bound and repeat the experiments with the new bound. The stopping criterion for each solver is the same: either the solver reaches valueTarget before reaching runtimeLmt, returning targetReached = 1 and isCensored = 0, or the solver reaches runtimeLmt before reaching valueTarget, returning targetReached = 0 and isCensored = 1.
Uncensored random variables such as runtime or cntProbe have near-exponential or near-geometric distribution, also confirmed by performance experiments summarized in the next section; i.e. we observe s ≈ m where s denotes the sample standard deviation and m denotes the sample mean. Under such distributions, a reliable rule-of-thumb estimate of the 95% confidence interval on value of the sample mean m, given a sample size of 
When censured, the confidence interval can increase significantly beyond the one in Eq. 11. We argue that reliable estimates of confidence bounds on the mean values of runtime or cntProbe returned by combinatorial solvers under censoring are a subject best left to statisticians [29] .
Hit ratio and asymptotic solvability. We define hit ratio
where sid, N denote solverId and sampleSize. For a given Θ ub L , |S 1,0 | is the number of solver solutions with status variable values of targetReached = 1 and isCensored = 0.
We define asymptotic solvability S(sid, Θ ub L , p) as
where p is the probability of reaching the hitRatio of 100% in units of time defined by the sample mean m; qgamma the incomplete gamma function readily accessible in R [30] . This definition relies on the theorem that the sum of variates with exponential distribution has gamma distribution [31] . There are a number of well-defined relationships between Poisson's processes, exponential distributions, and gamma distributions. Our definitions of solvability can also be interpreted as the waiting time to find N uncensored solutions, and thus the hitRatio of 1.0 with probability of p, say p = 0.99. However, there are a number of different definitions and contexts for waiting time, mostly from queueing theory. The solvability as defined in this paper relates directly to combinatorial solvers and hitRatio; it also represents a generalization of the solvability function already defined in [32] . We justify our notion of asymptotic solvability since, in Section IV, we rely on asymptotic average-case performance experiments to predict the runtime or cntProbe mean m, and hence also to predict an estimate of solvability as per Eq. 13.
In other words, given Θ ub L and the mean time-to-solve a given instance with m = 1 hour, then the solvability (i.e. waiting time in our context) to achieve a hit ratio of 100% with sample size of N = 100 and the probability of 0.99 is at least qgamma(0.99, 100, 1)) = 125 hours. Of course, the reported solvability is under the assumption that the solver is invoked serially on a single CPU. Table 3 presents values of incomplete gamma function in the range of most practical interest for our purposes.
Note that for N = 100, pgamma(125,100,1) = 0.9906 and that for N = 1, pgamma(q,1,1) is equivalent to the commulative distribution of the exponential function. We shall return to significance of hit ratio and asymptotic solvability in Section IV, starting with Figure 6 . Figure 2 . In Figure 3 we present the fully instrumented pseudo code of solver lssOrel. The main procedure lssOrel invokes walk.saw which in turn invokes newPivot.saw. Depending on initial parameters, the procedure lssOrel returns the best solution from a single contiguous selfavoiding walk or a sequence of contiguous self-avoiding walk segments. The procedure walk.saw makes a contiguous self-avoiding walk segment as a sequence of best pivot coordinates, an arrangement formalized in Eq. 9. The procedure newPivot.saw searches the distance=1 neighborhood as defined in Eq. 8 for the best new pivot under the self-avoiding walk restrictions.
Since procedure newPivot.saw is the computationally most critical part of the solver, we provide additional details. The neighborhood search proceeds in randomized order (Step 3) to avoid inducing bias in the order of best pivot selection. The Step 5 eliminates all adjacent coordinates that may have been used as pivots already and returns a neighborhood subset N saw (ς ω−1 ). To manage this search efficiently in current implementation, we use a hash table to store pivot coordinates W alk ω . If the neighborhood subset is not empty, the procedure bestNeighbor in Step 7 probes all coordinates in the subset and returns the new pivot, updates the walk list to W alk ω in Step 8, and exits on Step 16. An empty neighborhood implies that the self-avoiding walk is trapped, i.e. the selection of the pivot for the next step is blocked by adjacent coordinates that are already pivots. While this phenomenon is yet to be observed for the labs problem, we complete the procedure with Steps 11, 12, 13.
Solvers lMAts, lssMAts and lssRRts. Both solvers in Figure 4 , lMAts and lssMAts, are instrumented versions of the labs solver named as M A T S in [19] . These solvers, their pseudo code, and associated experiments and results, are described in [19] . Setting of control parameters in our experiments are identical to ones used in [19] ; a consise reprise of these setting is shown in the top-right part of Figure 4 . The added instrumentation has been highlighted in gray. We also added the cntProbe variable which is not shown.
The solver lssRRts is a derivative of lssMAts; we devised it as a separate solver so we could investigate the performance of the tabu search, as implemented in lssMAts, without its evolutionary component.
Differences in lssMAts and lssOrel.
Comprehensive series of asymptotic performance experiments discussed in the next section reveals significant difference between some of the solvers. Comparisons of most interest are the ones between lssMAts and lssOrel. We conclude this section with an illustrative example which provides a modicum of explanation why such differences impact the asymptotic performance of both solvers.
Consider an instance of a labs problem for L = 21 where we take advantage of skew-symmetry to reduce the problem size to L = 0.5 * (L + 1) = 11. The corresponding Hasse graph now has 2 11 = 2048 vertices and is too large to plot and trace edges from each vertex to 11 of its neighbor vertices and their labels directly. However, when walk lengths are on the order of 30-50 steps, we can project vertices and labels that have been visited in the underlying Hasse graph onto a uniform grid. In Figure 5 we display two instances of such projections, based on two different walks returned by two solvers, lssMAts and lssOrel: one walk terminates without finding the optimum solution, the other terminates upon finding the optimum solution, the pair 01101010110:26.
Both solvers start the respective walks from the same initial coordinate 11101011100, a substring of length L = 11, which under rules of skew-symmetry expands into the full initial coordinate 111010111001101111101 of length L = 21 and labs energy value of 130. The labels
τ ← 1 initialize cntProbe 4:
isCens ← 0 initialize isCensored 6: tgReached ← 0 initialize targetReached 7: β ← 0 initialize cntT rapped 8: ω ← 0 initialize total number of steps 9: while true do 10 : end if 20: if t ≥ t lmt then 21: isCens ← 1 return solution as "censored"
22:
break 23: end if 24 : 
if N saw (ς ωs−1 ) = ∅ then 7: ς ωs : Θ(ς ωs ) ← bestNeighbor(N saw (ς ωs−1 )) for i ← 1 to popsize do 3: pop i ← RandomBinarySequence(L)
4:
Evaluate(pop i )
5:
end for 6 :
while t < t lmt and Θ(ς * ) > Θ ub L do 8: for i = 1 to offsize do 9: if recombination is performed (p X ) then 10 :
parent 2 ←Select(pop) 12: offspring i ←Recombine(parent 1 , parent 2 )
13:
offspring i ←Select(pop) 15: end if 16: if mutation is performed (p m ) then 17: offspring i ←Mutate(offspring i )
18:
end if 19 :
Evaluate(offspring i )
21:
end for 22: pop ←Replace(pop, offspring) 23 :
end while 25 : end procedure (a) lssMAts solver, based on M A T S in [19] .
The procedure lssMAts on the left is an instrumented versions of the labs solver named as M A T S in [19] . Settings of all parameters, used also in our experiments, are described in [19] . See a concise reprise below. setting value population size: 100 mutation probability:
2/(L + 1) crossover probability: 0.9 tournament selection size: 2 crossover: uniform tabu search walk length: a random choice from the range [
Evaluate(pop 1 )
4:
while t < t lmt and
pop 1 ←RandomBinarySequence(L) associated with the initial vertex for each walk are given as the pair substring:value, starting with 11101011100:130. Both walks are shown in two grids: each grid represents a projection of vertices and vertex labels, selected dynamically during the walk, from the underlying Hasse graph. The length of the walk is prescribed by the solver.
Under Case (a), lssMAts selects the walk length randomly from the range [L/2, [10, 31] , and for the instance shown, the value of 27 has been selected. Under Case (b), lssOrel walk is limited only by the upper bound 2 L − 1. For this instance, lssMAts terminates the walk after step 27 without finding the solution target value and therefore needs to repeat the search from another coordinate. Moreover, the walk in lssMAts uses a tabu search strategy and is not self-avoiding in this instance: six vertices form a cycle 10010010000:74, 10010010001:82, 10010010101:42, 10110010101:66, 10110010100:90, 10110010000:82, and 10010010000:74. On the other hand, the self-avoiding walk in lssOrel continues for 35 steps and stops only upon finding the solution target value: 01101010110:26.
In each case, the walk length depends not only on the initial coordinate but also on the initial randomly selected seed. With lssMAts and the initial coordinate 11101011100, runs with 32 random seeds return walks of lengths in the range of [10, 31] where only 14 walks terminate at the target solution value of 26. With lssOrel and the initial coordinate 11101011100, runs with 32 random seeds return walks of lengths in the range of [4, 226] where all 32 walks terminate at the target solution value of 26.
Additional experiments can determine the more likely walk length means of each solver, with each reaching the same target value. Given one thousand randomly selected initial coordinates and random seeds for L = 21, the mean value of total walk length returned by lssMAts is 232.6 with the 95% confidence interval [214.1, 251.1]. This statistics has considerable bias since lssMAts has an advantage by relying on population of 100 randomly initialized solutions before proceeding with the search proper, thereby finding 167 solutions that reach the target value of 26 with walk length of 0 and 833 solutions that reach the target value with walk length > 0. Now, the mean value of total walk length returned by lssMAts based on 833 runs with walk length > 0 and under multiple restarts, is 279.2 with the 95% confidence interval [258.4, 300.1].
In comparison, when the same tests are applied to solver lssOrel, each of the one thousand walks terminate at the target value of 26 without a single restart: the mean value of walk length is 97.3 with the 95% confidence interval [93. 6, 100.9] . This mean value is significantly better than the mean value of the Hamiltonian (self-avoiding) walk. Given that this instance has 4 minima, the mean value of the Hamiltonian walk is (1/8)2 11 = 256. In conclusion, experiments with the instance shown in Figure 5 demonstrate that the solver which reduces the repetition of coordinates during the stochastic search more effectively also achieves a better average case performance.
IV. Summary of Experiments
We use the asymptotic performance experiment -as defined with a simulated experiment in Figure 6 -to reliably compare the performance of two labs solvers. By generating the asymptotic model for each solver, we not only readily compare the two solvers, we use the model also to predict computional requirements for maintaining uncensored experiments as the instances size increases -using also the metrics such as hitRatio (Eq. 12) and asymptotic solvability (Eq. 13). We follow this methodology consistently, under the given computational resources and time constraints [28] .
We arrange our experiments into several groups. Given that the hardest-to-solve instances have only 4 minima -or equivalently a single canonic solution -when L is odd, we restrict the asymptotic performance experiments to this subset of L only. If during the experiment we find out that an instance has more than 4 minima, we exclude it from the test set. Similarly, when L is even, the hardest-to-solve instances have only two canonic solutions; we restrict the asymptotic performance experiments to this subset of L only. Given the available resources, including runtime, experiments that do not exploit the skew-symmetry of the labs function have been limited to L <= 87. However, with solvers that do exploit the skewsymmetry, we could extend the experiments to L <= 401. When measuring runtime precisely is important, we perform experiments either on a PC or on a cluster of 22 processors [33] , running under linux. In particular, we run the solver lMAts on the cluster where we control the processor load by running each solver instance seriallywhile also scheduling the runs on 22 processors in parallel. However, experiments with solvers lssMAts, lssRRts, and lssOrel on largest instances are scheduled in parallel and automatically on the grid with 100 processors, each solving an instance size of L under different random seeds and a runtimeLmt of 96 hours (4 days) for each instance. The PC has an Intel processor i7, clock speed of 2.93 GHz, cache of 8 MB, and main memory of 8 GB. The grid is a configuration of AMD Opteron processors 6272, clock speed of 2.1 GHz, cache of 2 MB, and main memory of 128 GB assigned to 64 cores [34] . When scheduled on the grid, processors run under variable load factors and direct comparisons of solver runtime are no longer possible. However, by instrumenting each solver with the counter such as cntProbe, solver performance comparisons remain platform-independent.
This sections continues with summaries of following experiments: (1) solver lMAts for L odd and L even , (2) best upper bounds of L odd without skew-symmetry, (3) solver lssOrel_U (each solution is based on a single segment contiguous walk), (4) solver lssOrel with limited walk length, (5) solver lssOrel_U versus lssOrel_8, (6) solver lssMAts versus lssRRts, (7) solver lssOrel_8 versus lssMAts, including asymptotic predictions and hit ratios, and (8) solver lssOrel_8 versus best known merit factors in the literature and new best-value solutions of the labs problem.
(1) Experiments with lMAts. Experiments with solver lMAts have been designed to illustrate its asymptotic performance; we summarize it in Figure 7 and in Table 4 . We consider two specific subsets of sequence lengths L: [15, 16] . in the subset L even there are only eight optimal solutions, which reduce to a canonic solution pair -making these instances hardest-to-solve for even values of L. There are four plots in Figure 7 : More about Figure 7 . Predictor models for cntProbe and runtime are based on a sample size of 516. The model mean is only an approximate predictor of the the observed sample mean -it can underestimate as well as overestimate. For L = 57, the observed runtimes range from 2 seconds to slightly more than 2 hours, with the sample mean of 1340.4 seconds. However, when we report on sample means over five consecutive intervals, with 100 samples in each interval, sample means range from 1155.3 seconds to 1624.9 seconds -as anticipated in Eq. 11. For this series of experiments we had access to a cluster of 22 unloaded processors and could schedule executions in parallel while still measuring runtimes that would be consistent with runtimes we would observe serially on a single unloaded processor. Since runtime measurements under 1 seconds are not precise even for an unloaded processor, we rely on near 100% correlation with cntProbe and compute runtime indirectly for all values of L. Table 4 . Here we relate observations from experiments with lMAts to hitRatio, asymptotic solvability, and predictor models as defined by Eqs. 12, 13, and 18. In particular, the rapid decline in hitRatio, under the constraint of runtimeLmt of 10 hours for each of the selected values of L can also be predicted as observerved both in this table as well in Figure 7 -c.
Predictions and observations in
Experiments with solver lMAts define the methodol-ogy we shall use for the rest of the paper, now focusing on the performance of solvers lssOrel and lssMAts under skew-symmetry. Again, we first define several groups for L odd to better arrange the sequence of our experiments. 
The instance L prim = 105 is the largest instance where the solver lssOrel does not exceed the maximum memory limit of 8 GB on our PC and completes as uncensored a self-avoiding walk without a single restart from each randomly assigned initial coordinate. We observe a single canonic solution for each value of L in this group, so we can formulate an asymptotic predictor model based on sample means, similarly to Eqs. 17 and 18. The instance L secd = 127 is the largest instance where the solver lssOrel completes 100 uncensored performance evaluations (initialized with 100 random seeds) within 2 days ( 100 i=1 runtime i < 2 days) on our PC; i.e. achieving a hitRatio = 100% and returning a mean value for the sample size of 100. Again, we observe a single canonic solution for each value of L in this group, so again we can formulate an asymptotic predictor model based on sample means.
For the remainder, we consider the tertiary group, with all experiments performed on the grid [34] . 
We place L tert = 141 into the tertiary group since the number of observered canonical solutions is greater than 1. The instance L tert = 151 is the smallest instance where the solver lssOrel no longer achives hitRatio = 100%
with runtimeLmt = 4 days. With exception of L tert = 141, solutions in this group associate with a distribution of merit factors rather than a single best value; see Table 6 and Figure 14 later in this section. For these instances, we can only report the best figure of merit; the probability that the associated sequence is either optimal or near-optimal is almost 0 as the instance size increases. See Table 5 for a summary of best known upper bound values on labs energies for given subsets of L odd . Up to L = 99, these energies are listed as pairs: the first number represents the best value achieved under coordinates with skew-symmetry, the adjacent number in brackets gives the number of canonic solutions under skew-symmetry. The second number represents the best value achieved with coordinates that are not skew-symmetric; the adjacent number in brackets gives the number of canonic solutions that are not skew-symmetric. In 2002, Knauer posted the 'best-value solutions' for L > 101 without the restriction of skew-symmetry [6] ; results in Table 5 show that our skew-symmetry solver lssOrel consistently returns improved skew-symmetric solutions vis-à-vis Knauer's solutions without skew-symmetry, and then a few more.
(3) Experiments with lssOrel_U. The letter U in the name of this solver is a parameter that stands for unlimited length of the self-avoiding walk segment in contrast to lssOrel_8 where 8 stands for the value of walk segment coefficient ω c that determines the maximum length of the self-avoiding walk segment ω lmt = ω c * L+1 2 , already defined in Table 2 ; lssOrel_8 is discussed in more details later.
Under the walk segment coefficient value of U, solver lssOrel invokes the procedure walk.saw in Figure 3 only once; the walk is contiguous and terminates as a single segment only upon reaching the upper bound Θ ub L . For L = 105, the largest instance reported in this group of experiments, we have Θ ub 105 = 620. In our experiments with L = 105 we record instances of 100 distinct singlesegment contiguous walks, each starting at a different randomly selected coordinate and random seed, with each walk terminating at one of the four solution coordinates with the best-known value of 620. We have not observered a single instance of a trapped pivot that would induce a restart of another walk segment. The runtime, cntProbe and and memory footprint range from 0.04 to 278.87 seconds, 2 18.66 to 2 31.21 probes and 2.2 MB to 1.97 GB, respectively. The averages for runtime, cntProbe, walkLength, and memory footprint are 72.48 seconds, 2 29.28 probes, 2 23.59 steps, and 0.516 GB, respectively. We could not run instances of size L = 107 without a single restart due the 8 GB memory limit of our PC.
In lattices, with grid structures that are different and 578 (1) 555 (1) 620 (1) 677 (1) relatively simpler when compared to our Hasse graphs, physicists continue to push the envelope on the maximum length of self-avoiding walks: experiments with longest walks under 64 GB of memory are reported as having maximum lengths of 2 28 − 1 in a 3D lattice and 2 25 − 1 in a 4D lattice [27] . 
Of these two models, only the predictor for cntProbe is platform independent, the predictor for runtime (in seconds) is valid for the specified PC only. Similarly to Eq. 18, we compute coefficients in runtime(lssOrel_U)
indirectly by taking advantage of the high correlation between cntProbe versus runtime.
Results obtained with lssOrel_U provide the baseline for all experiments that follow. lssOrel, for example lssOrel_8 can be interpreted, in the case of L = 105, as limiting the contiguous walk length to a maximum of ω lmt = 8 * 53 = 424 steps.
Under the limited walk length, solver lssOrel invokes the procedure walk.saw in Figure 3 with a randomly selected initial coordinate a number of times, creating the walk as a sequence of contiguous self-avoiding walk segments. However, since each walk segment is independent, there is no need to store the previous walk segments. Thus, the walk segment coefficient determines not only the maximum walk length of the contiguous self-avoiding walk segment but also the amount of memory needed to store the current segment.
To find out the effect of the limited walk length on solver, we ran experiments with the secondary group of the hardest-to-solve instances (Eq. 19, see also Table 5 ) with walk segment coefficient values set to ω c = 1, 2, 4, 8, and 16 -see Figure 9 . Results in Figure 9 show that solver lssOrel_8 exhibits the best asymptotic averagecase performance with cntP robe of 650.07 * 1. Since experiments show that the effectiveness of lssOrel is best for the walk segment coefficient value of ω c = 8, we shall use lssOrel_8 as the reference solver for comparisons with all other solver configurations in the remainder of this paper.
(5) Comparisons of lssOrel_U and lssOrel_8. The main difference between lssOrel_U and lssOrel_8 is the walk segment length and consequently, the memory usage. We ran experiments with 14 hardest-to-solve instances, ranging from L = 41 to L = 105 -see Figure 10 . Results in Figure 10 show cntP robe (a), runtime (b), speed (c), and memory usage (d). The speed of the solver is defined as the number of function evaluations (probes) per second. For L < 71 runtime is close to 0 and the speed cannot estimated acurately, hence results are shown for L ≥ 71 only. The memory usage in Figure 10d is not an average value, it is the maximum memory usage observed for one of the 100 samples.
When observing cntP robe alone, the solver lssOrel_U has a slight advantage over lssOrel_8 -which we would expect. However, as L increases, this advantage decreases for runtime -due to the increased reduction in speed observed for lssOrel_U. A significant factor in this speed reduction for lssOrel_U is the increasing memory requirement for lssOrel_U, inducing an increased probability of 2 . As expected, the solver lssOrel_U has a slight advantage over lssOrel_8 when we observe cntP robe only. However, the probability of a hash collision to maintain a self-avoiding walk under a fixed memory limit also increases with increasing L -which accounts for the observed reduction in speed of the solver lssOrel_U, and the approaching crossover in runtime when compared to lssOrel_8. A compromise solver, with only a modest memory requirement, such as lssOrel_8 is needed for solving larger instance sizes.
a hash collision to maintain a self-avoiding walk under a fixed memory limit. As shown in the graph, the memory required by lssOrel_U increases with the instance size L while lssOrel_8 requires a constant amount of memory, about 1.8 MB in our case.
What we learned from these experiments is that the solver such as lssOrel_U cannot deliver solutions under a single self-avoiding walk segment when the required walk length exceeds the available memory constraints of the solver -a compromise solver such as lssOrel_8 is needed for solving larger instance sizes.
(6) Comparisons of lssMAts and lssRRts. The solver lssRRts is a derivative of lssMAts; asymptotic comparison of the two solvers is expected to reveal whether or not the initialization of tabu search by the evolutionary component of within lssMAts significantly improves the solver performance in comparison with lssRRts where tabu search is initialized with a random binary sequence.
We ran experiments with the secondary group of the hardest-to-solve instances (Eq. 19, see also Table 5 ). The settings of lssMAts are the same as described in [19] and also shown in Figure 4 . The solver lssRRts has only one control parameter: the tabu search walk length, set in the same way as lssMAts.
Results of experiments are shown in Figure 11 . We conclude that the asymptotic average-case performance of these two solvers are statistically equivalent. For the range 71 ≤ L ≤ 127 we find cntP robe as 150.49 * 1.1646 L for lssMAts and 156.34 * 1.1646 L for lssRRts. Thus, for the labs problem, the evolutionary component within lssMAts is not effective.
(7) Comparisons of lssOrel_8 and lssMAts. We ran two sets of experiments to compare the two solvers. With the first set, we measure the asymptotic average-case performance, with hardest-to-solve instances from the secondary group in Eq. 19. For the second set, we select 7 instances that belong to the tertiary list in Eq. 20 and analyze solvabilities and hit ratios observed and predicted for the two solvers.
Results from first set are shown in Figures 12 and 13 . Figure 12 is divided into four plots. The average values of cntP robe required by each solver to reach the best-known upper bound, are shown in Figures 12a and 12b . We can conclude by inspection that the solver lssOrel_8 dominates lssMAts in terms of cntP robe. Notably, for L > 107, the gap in average values of cntP robe between lssOrel_8 and lssMAts is statistically significant and also continues to increase with increasing value of L.
In Figure 12c we also observe a statistically significant and increasing gap in average values of runtime between the two solvers. However, in Figure 12d the observed speed of lssOrel_8 is below the observed speed of lssMAts -with the gap slowly reducing as L increases. Apparently, solver lssOrel_8 overcomes its speed disadvantage by significantly better cntP robe performance. For example, in the case of L = 109, the difference between mean values of runtime is 74 seconds and for L = 127, this difference increases to 1555 seconds.
A meticulous reader may notice that performance differences between the two solvers can also be atributed to differences in walk length segments between randomFigure 13 where we compare the performance of lssMAts with three versions of lssOrel using values of walk segment coefficient Results from the second set of experiments, based on seven instances from the tertiary list in Eq. 20, are shown in Table 6 . Here we compare asymptotic predictions for cntP robe, calculated under the first set of experiments in Figure 12 versus the observed mean and observed solvability (defined as the sum of total of cntP robe, exhibiting a gamma distribution). There are a number of important observations that can be inferred from this set of experiments: (1) as long as the hit ratio stays at 100% (for all instance sizes up to L=141), the value differences between the model mean and the observed mean (and the asymptotic solvability and the observed solvability) are relatively small for both solvers, the differences increases significantly as the hit ratio reduces to 6% and 1% respectively; (2) for each instance, the asymptotic predictions represent the upper bound on the observed values (in this set of experiments); (3) for each instance, lssOrel_8 significantly outperforms lssMAts.
(8) Comparisons with best known merit factors.
We conclude this section by comparing the best-obtained merit factors obtained with lssOrel_8 and the bestknown merit factors reported in the literature -see Figure  14a . Notably, lssOrel_8 always finds a solution that has equal or better merit factor than those reported earlier.
The new best-known merit factors were obtained for all tertiary group instances that are greater than 160 and their coordinates are shown in Table 7 .
In Figure 14a , the merit factors where the best-known solutions were not skew-symmetric are marked with *. All these solutions were improved by lssOrel_8 and all the best-known solutions for odd instance sizes greater than 100 are now skew-symmetric. This is not unexpected; skew-symmetry significantly reduces the problem size and the solver has a better chance of finding new and better solutions for larger instances. Merit factors generated by solver lssOrel_8 for L = 241. tic labs solvers in [15, 16] , it also initiated methodology and solver instrumentation that is now being refined and extended in this paper.
State-of-the-art solutions to the labs problem provided by the two stochastic solvers, lMAts and lssMAts [19] represent a significant challenge for any new approach to solving the labs problem more effectively and efficiently. Both solvers have been highly optimized for speed, i.e. the number probes per second. Compared to evolutionary methods, significant advantage in speed is gained by implementing efficient incremental probing of coordinates adjacent to the pivot coordinate, such as the data structures documented in Figures 1 and 2 in [19] . Notably, these structures are specific for the labs problem and during the search, about 90% of runtime is spent by lssMAts evaluating these structures.
The speeds of solvers lKL and lMAts are comparable (both make use of the efficient incremental probing structures), therefore the reason for the significant advantage of lMAts over lKL lies elsewhere. By measuring the number of probes (cntProbe), we demonstrate in Figure 7d that the main factor is the KL-based neighborhood search strategy -as L increases, KL looses its advantage rapidly.
There are three factors that support our quest for improved solutions as reported in this paper: (1) the introduction of the self-avoding walk paradigm as an effective stochastic search strategy, (2) solver instrumentation that goes beyond the simple runtime measurements, (3) a methodology that supports reproducible and statistically significant computational experiments, with the well-defined asymptotic average-case performance experiment as its core. Without both (2) and (3) in place, we could not have detected sufficient merit for the solver based on the self-avoding walk paradigm.
Experimental results with our solver lssOrel provide not only new and improved solutions to larger instances of labs problem, they also explain why a solver based on a self-avoiding walk paradigm performs better than a solver based on a tabu search, at least when solving the labs problem, and why the deployment of evolutionary methods is not effective either.
In our future work, we expect to find new and improved solutions for larger labs instances. Approaches we are planning include:
Coordinate weight and runs bounds. Upon examination of binary coordinates that represent best value solutions, we find a significant overlap in both relative weights as well as relative runs associated with these coordinates. Weights are computed by counting the number of 1's in the coordinate, runs are computed by counting the number of 0/1 transitions; both are divided by the coordinate length. By restricting the search, under skew-symmetry, to the coordinates within specific range of relative weights and relative runs, we also reduce the search space.
Intelligent restarts. Under a random restart, the walk continues on a new segment from a randomly selected pivot coordinate. Under the intelligent restart strategy, we not only mark the entire walk segment, we also maintain a dynamic list of best pivots. When a restart is mandated due to memory considerations, the initial pivot coordinate in the new walk segment is no longer random: we select it from the list of best pivots; the walk now branches from an earlier pivot. The selection of the new initial pivot must also significantly reduce the chance that the new walk segment will have an overlap with the previous walk segment. This requires an intelligent synchronization with the memory management structure outlined next.
Intelligent memory management. The current version of lssOrel uses a single hash table strategy to store pivot coordinates. As part of the future work, we shall investigate alternative memory management structures, including a chain of two or more hash tables, synchronized with the intelligent restart strategies.
An "almost surely" convergence. The new branchand-bound solver, now limited to odd values of L under skew-symmetry, reports optimum solutions for values of L ≤ 89 [10] . Its computational complexity, extrapolated from published results, is O(1.3370 L ).
As shown in Figure 15a , stochastic solvers can find the same optimum solutions with siginificantly less computational effort, even when comparing a single run with the branch and bound solver with the runtime for 100 repeated runs of two stochastic solvers, lssOrel_8 and lssMAts. None of the 100 runs of the stochastic solver are to be censored, i.e. for each run, each gets as much runtime as needed to reach the best known target value.
We plan to pursue the conjecture that the best value which is repeatedly returned by the stochastic solver almost surely converges to its optimum value. For the context and definition of almost surely, see [35] . For support of this conjecture, consider the following observations: (1) different initial seed; (2) the same best solutions for many odd values of 91 ≤ L ≤ 141 have been found at least 100 times by lssOrel_8 and at least 100 times by lssMAts, so those best-value solution are likely optimal; (3) as seen from the Table 6 for L = 151 and L = 161, the same best-value solutions have been found 95-and 76-times by lssOrel_8 and 80-and 44-times by lssMAts, so these bestvalue solutions may well be "almost surely" optimal under skew-symmetry -a conjecture we plan to resolve with the new generation of a labs solver.
