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 A hybrid energy system of micro-CHP, solar PV, and battery storage is presented.
 Possible to exploit synergy of systems to fulfil the thermal and electrical demands.
 Can control to minimise the interaction with the local electrical network.
 Three different control approaches were compared.
 The nonlinear inversion-based control strategy exhibits optimum performance.
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a b s t r a c t
Microgeneration technologies are positioned to address future building energy efficiency requirements
and facilitate the integration of renewables into buildings to ensure a sustainable, energy-secure future.
This paper explores the development of a robust multi-input multi-output (MIMO) controller applicable
to the control of hybrid renewable microgeneration systems with the objective of minimising the electri-
cal grid utilisation of a building while fulfilling the thermal demands. The controller employs the inverse
dynamics of the building, servicing systems, and energy storage with a robust control methodology.
These inverse dynamics provides the control system with knowledge of the complex cause and effect
relationships between the system, the controlled inputs, and the external disturbances, while an
outer-loop control ensures robust, stable control in the presence of modelling deficiencies/uncertainty
and unknown disturbances. Variable structure control compensates for the physical limitations of the
systems whereby the control strategy employed switches depending on the current utilisation and avail-
ability of the energy supplies. Preliminary results presented for a system consisting of a micro-CHP unit,
solar PV, and battery storage indicate that the control strategy is effective in minimising the interaction
with the local electrical network and maximising the utilisation of the available renewable energy.
 2016 Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creative-
commons.org/licenses/by/4.0/).
1. Introduction
Microgeneration technologies (MGTs) are positioned to address
future building energy efficiency requirements and facilitate the
integration of renewables into buildings to ensure a sustainable,
energy-secure future. Microgeneration technology provides energy
production in the building for the building, which can considerably
improve the current model of centralised power stations servicing
national-scale electrical grids.
Microgeneration is frequently coupled with energy storage and
collectively known as ‘distributed resources’. This technology pair-
ing permits control of intermittent renewable resources by storing
generated energy and then dispatching it from the storage when
called upon from energy demands of the building. The intermittent
electrical-power-generating MGTs (micro-wind, micro-hydro,
solar photovoltaics (PV)) particularly benefit from being deployed
in tandem with electrical energy storage (EES) as there is usually
a mismatch between power generation demand and supply.
The building’s connection to the local electrical grid is the
prevalent ‘solution’ to the mismatch between the electrical power
generation in the building and the electrical loads. When the com-
bined utility of EES, dispatchable electrical-power generating
microgeneration, and renewable resources cannot fulfil the electri-
cal requirements of the building, the building will import electrical
power from the local network. Conversely, when there is an excess
generation from all sources, the building will export the surplus to
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the local network. However, remote communities or small islanded
commercial premises may not have access to a local electrical net-
work or be willing to pay for new infrastructure to connect to cen-
tral generation stations [1]. Even when a connection to the grid is
possible, a high penetration of intermittent renewable energy in
the electrical grid and the buildings themselves will result in a
reduction of the current network’s ability to absorb excess genera-
tion freely or be able to always supply energy when the building
requires.
Fortunately, there is potential to exploit the synergy between
some of the MGTs that can work together to fulfil the thermal
and electrical demands of the building to alleviate the reliance
on the local electrical network. The emerging technology combina-
tion is that of micro-combined heat and power (CHP) and solar PV,
shorted to combined heat and photovoltaics (CHPV). The harmony
between the technologies is greatest in colder climates where the
micro-CHP units’ maximum output is during winter when the
thermal demands of the building are high while the solar PV gen-
eration is at its lowest; with the opposite scenario observed in the
summer months. Combining this systemwith EES that can regulate
the mismatch in generation (which could be small were the sys-
tems sized appropriately), then it could offer complete indepen-
dence from the electrical network. However, matching the
dynamic availability of PV systems with the power generation
from a CHP engine can be challenging and will require intelligent
control algorithms that are aware of the interaction the technolo-
gies have with both the thermal and electrical networks within
the building.
Many of the current approaches to the control of these hybrid
energy supply systems involve model predictive control (MPC)
[2,3], and/or optimisation methods [4,5]. These are very useful
tools for determining the feasibility of a proposed energy supply
system or the optimal operational strategy over a future time hori-
zon, provided the assumptions on the performance of the systems
be in line with those predicted by the models. However, the issue
with these approaches is that they not only rely on accurate mod-
els to predict the optimum operation regime but rarely is attention
given to the control strategy used while in operation. It assumes
that a thermally-led CHP unit is capable of providing the thermal
load when it is required, and similarly for electrically-led systems
[6, p. 43].
The objective of optimal or MPC control strategies for microgen-
eration typically concerns minimising cost or maximising profit [7,
Section 3.1], with a secondary concern for operational constraints.
With a limited or non-existent grid connection, emphasis should
be placed on the security of the energy supply within the building.
Another complication with the existing strategies is that energy
systems – and the external environment in which they operate –
cannot be modelled precisely, may change in an unpredictable
manner, and may be subject to significant disturbances. The design
of energy management systems in the presence of significant
uncertainty requires the development of robust control algorithms.
This research explores the development of multi-input multi-
output (MIMO) control algorithms and their application to the
problem of controlling microgeneration devices and energy storage
within a building with the primary objectives of fulfilling the ther-
mal and electrical demands of the building while minimising the
interaction with the local electrical network.
2. Control theory
The controller combines the inverse dynamics of the building,
servicing systems, and energy storage with a robust control
methodology. These inverse dynamics provides the controller with
knowledge of the complex cause and effect relationships between
the system, the controlled inputs, and the external disturbances,
while an outer-loop control ensures robust, stable control in the
presence of modelling deficiencies/uncertainty and unknown dis-
turbances. Variable structure control compensates for the physical
limitations of the systems whereby the control strategy employed
switches depending on the current utilisation and availability of
the energy supplies.
A robust control method allows the models to be imprecise,
where the imprecision in this system stems from two major areas:
System uncertainty: It is not possible to know precisely the sys-
tem parameters (e.g. the exact heat capacity of the building struc-
ture, or the heat transfer coefficients, the operational efficiency, or
the vast array of disturbances to the system).
Simplified dynamics: The models used in systems-level studies
are a purposefully simplified representation of the physical systems
(e.g. using a reduced model of the building structure, modelling the
radiation heat transfer as linear, neglecting the modelling of the
high frequency dynamical modes, such as internal components of
the CHP plant or thermal store).
In control literature, these two areas of imprecision are known
as structured uncertainties (related to the parametric uncertain-
ties) and unstructured uncertainties (the unmodelled or
reduced-order dynamics) [8].
Robust controllers are comprised of two parts:
1. The inner model reduction component – commonly a feedback
linearisation or inverse control law, and
Nomenclature
_mfuel fuel flow rate supply to CHP unit
ge electrical efficiency of CHP unit
gt thermal efficiency of CHP unit
LHV lower heating value of fuel supply
P system inertia compensator
Q decoupling matrix
Usol solar heat gain
q relative degree of input-output system
Hrad;i temperature of radiator node i
Hs;i temperature of structural component i
Ha temperature of air
Hcw temperature of cooling water
Heng temperature of engine block
r integrator state
u controlled input vector
v synthetic input vector
x state vector
y output vector
Ca heat capacity of air
Ccw heat capacity of cooling water
Ceng heat capacity of engine block
Crad heat capacity of radiator
Cs heat capacity of structural component
e error signal
G transfer function
K controller gain
m number of measured outputs and controlled inputs
n model order (number of state-variables)
w exogenous signal
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2. an outer component used to account for the uncertainties.
The following sections details these two components of the con-
troller that can be used for the robust control of hybrid renewable
energy systems in buildings.
2.1. Nonlinear inversion control law
The theoretical basis for the control approach in this section is
based on the work of Cheng et al. [9] and is known as input-
output feedback linearisation, which has been successfully applied
in related fields of large-scale power systems [10], solar collector
fields [11], and air handling units [12]. The design procedure is
briefly outlined here with more detailed description of the theory
available elsewhere [13–15].
The differential equations that govern the dynamics of the
building, building services and its energy systems can be written
in state-space form as the class of nonlinear MIMO control/input-
affine systems described by
_xðtÞ ¼ f ðxðtÞÞ þ GðxðtÞÞuðtÞ
yðtÞ ¼ hðxðtÞÞ
ð1Þ
where xðtÞ 2 Rn is the state vector, yðtÞ 2 Rm are the measured out-
puts, uðtÞ  U 2 Rm, are the controlled inputs, f : Rn ! Rn and
h : Rn ! Rm are smooth vector fields, and G : Rn ! Rn  Rm is a
matrix whose columns gj : R
n ! Rn; j ¼ 1; . . . ;m are smooth vector
fields. Also, for notational compactness from now on the time-
dependence is implied so that x :¼ xðtÞ;u :¼ uðtÞ; y :¼ yðtÞ.
The control objective is to make any output yi (such as internal
air temperature, or electrical grid power use) track a desired trajec-
tory while keeping the system stable. The difficulty with this is that
any output is only indirectly related to a controlled input, through
the state variables and the nonlinear state equations. For example,
a direct convective air heater will have a more deliberate effect on
the air temperature that a hydronic radiator. The inability to
quickly see a change in the output based upon a change in the con-
trolled input often results in poor control and inefficient utilisation
of the energy systems. In buildings a common result of this is over-
heating/cooling.
A measure of this ‘indirectness’ is called the relative order/
degree of the output. From the mathematical representation of
the system (1), it is possible to calculate the relative degree of each
output in relation to the controlled inputs. This is determined by
continually differentiating the output of the system until the con-
trol appears:
_yi ¼
dhiðxÞ
dt
¼
@hiðxÞ
@x
dx
dt
¼ LfhiðxÞ
€yi ¼
@LfhiðxÞ
@x
dx
dt
¼ L2f hiðxÞ
.
.
.
y
ðkÞ
i ¼ L
k
f hiðxÞ; for k < qi
y
ðqiÞ
i ¼ L
qi
f hiðxÞ þ
Xm
j¼1
LgjL
qi1
f hiðxÞuj
where L denotes the Lie derivative, and for at least one j-th input,
LgjL
qi1
f hiðxÞ – 0, and qi denotes the relative degree of output yi
i.e. the relative degree corresponds to the lowest order derivative
of the output that depends explicitly on an input.
The same method can be applied to each output of the system
(1) and written together in a single compact vector-matrix equa-
tion as
y
ðq1Þ
1
y
ðq2Þ
2
.
.
.
y
ðqmÞ
m
2
666664
3
777775
|ﬄﬄﬄﬄ{zﬄﬄﬄﬄ}
y^
¼
L
q1
f h1ðxÞ
L
q2
f h2ðxÞ
.
.
.
L
qm
f hmðxÞ
2
666664
3
777775
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
PðxÞ
þ
Lg1L
q11
f h1ðxÞ . . . LgmL
q11
f h1ðxÞ
Lg1L
q21
f h2ðxÞ . . . LgmL
q21
f h2ðxÞ
.
.
.
. . .
.
.
.
Lg1L
qm1
f hmðxÞ . . . LgmL
qm1
f hmðxÞ
2
6666664
3
7777775
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
QðxÞ
u
or
y^ ¼ PðxÞ þ QðxÞu
If the matrix Q ðxÞ is invertible, then utilising feedback control of
the form
u ¼ ðQðxÞÞ1ðPðxÞ þ vÞ ð2Þ
results in the simple linear system y
ðq1Þ
1 ¼ v1; . . . ; y
ðqmÞ
m ¼ vm
 
,
where each v i is an outer-loop control law to be defined in order
to achieve the required performance tracking on yi. It can be seen
that utilising (2) has resulted in an input-output relation that is lin-
earised and decoupled, such that each output yi is a linear function
of a single input v i.
2.2. Robust outer-loop control
To achieve robust control v i that is designed so that the output
yi asymptotically tracks the demand trajectory yd;i. For example, in
building and energy systems control, demand trajectories are typ-
ically the air temperature set-points. For this work, an outer-loop
controller has been utilised that is a combination of local asymp-
totic stabilisation (via pole placement) and integral action. This
type of control, known as pseudo-derivative-feedback (PDF) con-
trol, was pioneered by Phelan [16] as an alternative to the tradi-
tional proportional-integral (PI) controller that is used in most of
cases in the industry. This control has been proven to perform bet-
ter than PI for systems with qi 6 2) [16, Appx. C], but is also appli-
cable to systems qi > 2. The superior performance is gained by not
introducing zeros into the system allowing for a faster transient
response with less overshoot.
The generalised PDF control is given by
v i ¼ ri 
Xqi
q¼1
Kd;qy
ðq1Þ
i ; i ¼ 1; . . . ;m ð3Þ
where _ri ¼ K I;iðyd;i  yiÞ ¼ K I;iei and ki ¼ ðK I;i;Kd;1; . . . ;Kd;qi Þ are the
controller gains. System performance can then be tuned via any
pole-placement technique by manipulating the controller gains ki
to get the required tracking performance.
2.3. Input constraints
The performance of all real systems is limited by the capabilities
of the actuators that are responsible for the transfer of energy from
the control system to the process being controlled. The actuating
control value that supplies fuel to the CHP engine has a maximum
and minimum fuel supply, as well as restricted rate at which the
fuel can be delivered. Electrical energy storage also has low-level
electronics that restricts the maximum permissible current that
can be transferred to the device to avoid overheating and to protect
their inner circuitry. Many of these discontinuous limits are
designed to ensure safe performance of the energy system, and
so the ‘high-level’ controller should be respectful of these system
limitations to ensure optimal and safe control.
There are many cases when a systemmay reach the limits of the
actuator; this can be when there is a large change in set-point such
that the system must drive as hard as possible to reach its target.
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There is also the case where a large disturbance may cause the
actuator to saturate. A well-designed controller should be capable
of handling exceptional disturbances, i.e. disturbances of intensity
higher than the predicted bounds which are used when tuning
the control parameters. If integral control is used in such cases,
the integral term in the control action may become unreasonably
large, so that once the disturbance stops, the system goes through
large amplitude oscillations in order to return to the desired trajec-
tory, this is commonly known as integrator wind-up.
The most effective way to cope with integrator wind-up is to
design a variable structure controller so that when the controller
output has reached either limit, any future control action must
either keep ui constant or reduce it so that it will continue its nor-
mal linear mode of operation [17]. To implement this new switch-
ing surface with a PDF controller, first define the following
nonlinear piecewise ‘dead zone’ function, where for an given input
ui, the output ~ui is given by
~ui ¼
0 if umin;i 6 u 6 umax;i
ui  umax;i if ui > umax;i
ui  umin;i if ui < umin;i
8><
>:
When ~ui – 0 then the system has been overdriven as the con-
troller output, ui, is out of the physical limits ðumin;i;umax;iÞ. This
can be represented as the logical function bsat :¼ ~ui – 0.
In addition, if the error signal would cause the system to move
further into the saturation region then the integrator should be
clamped. This is determined by sign of the error, sgnðeiÞ. When it
is the same as ~ui then the system will be pushed further into the
saturation region. This is represented by the logical function:
binc :¼ ei  ~ui > 0.
The new integrator clamping logic is implemented as
_ri ¼
0 if bsat ^ binc
K I;iei otherwise

ð4Þ
The synthesis of the nonlinear variable structure inversion con-
trol law (2), the outer-loop PDF control (3), and input constraint
compensation (4) is given in the block diagram schematic of Fig. 1.
2.4. Variable structure control
The control law (2) and (3) will provide decoupled system per-
formance for each output provided the computed inputs do not
violate the constraints, while the compensation scheme (4) will
prevent unstable behaviour of the controller were the control to
reach any of these limits. However, the computed control action
of one input may be dependent on the control action of another.
In this work, the inversion control law (2) is re-designed to account
automatically for this coupling of control channels. Therefore, the
controller must dynamically update the structure of the inversion
component (2) when any constraint is reached otherwise one of
the control inputs will be computed based on the expected control
input from the other channel. Were it not to be updated a con-
strained input on one channel will result in the other control chan-
nels not adequately accounting for the restricted value of the other
input.
3. Case study
What follows is an example application of the theory to a small
office zone that has a hybrid energy supply system of micro-CHP,
solar PV, and electrical energy storage.
The zone modelled is a small office located in Trappes, France,
for which the climatic data is available. Fig. 2 shows the wire-
frame drawing of a single office zone, with major dimensions indi-
cated. The overall office controlled consists of four of these zones in
parallel, joined along their length so that all windows are facing
west. The thermal demands of the zone are served by a hydronic
radiator system supplied by a Stirling-engine based CHP system.
The electrical demands are fulfilled by the electrical generation
of the CHP, PV, and electrical energy storage. The chosen control
objective is to make the measured air temperature track a desired
trajectory while minimising the electrical grid utilisation. The dif-
ficulty is that the air temperature is only indirectly related to the
input fuel flow rate – which must first influence the engine, cooling
water, and radiator temperatures before changes to the internal air
temperature will be seen. The number of ‘elements’ or states
downstream of the control input represent the relative order/
degree of that output. It is not straightforward to see how the input
can be designed to control the tracking behaviour of the output.
3.1. System specifications
The CHP specifications are based upon a WhisperGEN CHP
engine, with empirical data taken from [18] (see Table 1). The
engine has an external pump, and a permissible water flow rate
of 31–81 min1. This particular engine has a small electrical capac-
ity of 750W (nominal) – equivalent to 575W once the parasitic
electrical consumption of the CHP is subtracted – and large
x
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Fig. 1. Schematic of control theory.
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thermal output 6.5 kW (nominal). The typical application is resi-
dential micro CHP, but is shown here to be applicable to an array
of small office zones. These engines are typically controlled by heat
demand (heat-led) rather than electrical demand. The control
developed here is ‘led-agnostic’, as the CHP is operated based upon
the prevailing demands of both the thermal and electrical net-
works due to the decoupling control law.
The unit also has several low-level controls: the unit will shut-
down if the cooling water temperature at the outlet of the system
exceeds 85 C. The cool-down period of the unit was 25 min, but is
assumed that the cool-down period is optional, that is if the unit
receives demand while in cool-down mode it will switch to
warm-up before completing the entire cool-down period. For the
purpose of control demonstration, it is assumed that the unit can
also modulate down to as low as 3 kW, while still generating elec-
tricity. Furthermore, a fixed efficiency and heat-to-power ratio is
also assumed.
The results given here are calculated using two reference
inputs. This heating set-point is 20 C between 08:00 and 18:00
on weekdays, with a night time and weekend setback temperature
of 12 C. The electrical grid power set-point is set to zero. This
means that the controller will strive to neither import or export
from or to the national grid, thereby minimising the interaction
with the local electrical network.
The electrical loads are comprised of the internal gains, at
20 Wm2, which equates to a standing load of 396 W for each cell
between 08:00 and 18:00 during weekdays. The energy production
from photovoltaics is calculated using PVWatts [19]. The PV sys-
tem characteristics consist of a 650W solar array, south facing
with a fixed tilt of 48.73 (which is equal to the latitude of the cli-
mate data).
3.2. Electrical grid measurement
The theoretical electrical grid use is based upon an energy bal-
ance with all demand and supply elements given by:
y2 ¼ Pgrid ¼ Pload  Pbat  PPV  PCHP ð5Þ
It can be seen from (5) that the availability of PV is considered a
disturbance. In this way, priority is given to utilising as much of the
PV-generated electricity as possible, while the combined efforts of
the CHP unit and battery storage can compensate for the remaining
demand.
However, note that in (5) the control is immediately affecting
the output of the system i.e. the electrical grid output has a relative
degree of zero, that is, the manipulated fuel flow rate and battery
(dis/)charge instruction has an immediate and direct effect on
the interaction with the electrical grid.
To apply the theory in such situations, an output-redefinition
method is used. Provided that the new output function is defined
in such a way that it is essentially the same as the original output
function in the frequency range of interest, exact tracking of the
Af = 19.8m
2
2.8m
Ag = 7m
2
N E
SW
Fig. 2. Wire frame drawing of building zone modelled.
Table 1
Model parameters for case study.
Cogeneration device Fuel composition Hydronic system Building zone
Ceng 18.5  10
3 J K1 H2 0.00% cp 4192 J kg
1 K Iload 20 Wm
2
Ccw 28.1  10
3 J K1 CH4 94.76% _mcw 0.2 kg s
1 f int 0.5
HHX 31.8 W K
1 C2H6 2.70%
Hloss 4.64 W K
1 C3H8 0.23%
ge 0.0929 N2 1.76%
gq 0.970 CO2 0.55%
LHV 35.16 MJ m
3
Controller
k1 ¼ ð349:36 10
12;321:46 109;90:69 106;6:03 103;137:78 103Þ
k2 ¼ ð71:11 10
3;533:33 103Þ
xð0Þ ¼ ð6:01;5:68;5:68;5:66;4:84;4:84; 0Þ>; rð0Þ ¼ ð0;0Þ>
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new output function then also implies good tracking of the original
output yi. i.e. the electrical grid regulation will still be achieved
since the outer-loop compensator will drive the actual output to
zero.
The output-redefinition method is achieved by introducing an
additional state for the electrical grid power, given by
_bPgrid ¼ 1=sgridðPgrid  bPgridÞ ð6Þ
This increases the relative order of the electrical grid output by
one, so that (2) can be implemented directly. The time constant
sgrid dictates how quickly the control model will estimate the
actual grid use.
3.3. Plant models
There are a number of Stirling-engine based dynamic CHP mod-
els in the literature [20–22] but the Annex 42 model [23] was
selected for this work as it was the simplest model that was still
independently empirically validated [24]. Original validation of
the model was carried out in [25]. The engine model consists of
three control volumes (subsystems): (1) Energy conversion, (2)
engine, (3) cooling water. The subsystem models used for the con-
troller are provided in Appendix A.
3.4. Building model
The building model utilised by the controller is a simplified
dynamic building model with energy performance results vali-
dated [26] with European Standard EN 15265 [27]. Each enclosure
component (e.g. wall, floor, ceiling) are assigned two thermody-
namic temperature nodes according to the theory of [28], which
can account for the fluctuations seen on either side of a construc-
tion in typical residential and office zones.
The overall system to be controlled can be expressed in a general
state-space form by combining the zone equations and plant mod-
els and selecting the state vector as x ¼ ðHeng;Hcw;Hrad;1;
Hrad;2;Ha;HsÞ
> and the control inputs u ¼ ð _mfuel; PbatÞ
>
, the mea-
sured exogenous signals as w ¼ ðPload; PpvÞ
>, disturbances as
d ¼ ðHe;UsolÞ
> and system outputs y ¼ ðHa; PgridÞ
>.
The inversion control-law does not assume knowledge of any of
the disturbance signals to the model, these are compensated for by
the outer-loop control. Increased control performance could be
attained by incorporating an estimate of the disturbances, such
as the rate of heat loss to the outside environment.
Furthermore, the modelling inaccuracies are addressed by the
use of the outer-loop PDF control, which compensates for the
matched disturbances and parameter inaccuracies. For hybrid
energy supply systems with highly nonlinear behaviour or a wide
range of required operation the control law (2) will provide the
best performance but at additional computational expense.
3.5. Simulation results
Figs. 3–9 show the dynamic results from the model for a cold,
bright day. The sampling frequency of the controller was set to
1 Hz with an output frequency of 3.33 mHz. Best performance
and accurate simulation from the numerical solver is achieved
when the update period of the controller is set four to five times
faster than the slowest time constant in the system.
As can be seen in Figs. 3 and 4, the nonlinear inversion plus PDF
(NI + PDF) control is able, after a stable transient period, to main-
tain the set-point temperature with no oscillation or ‘ringing’
around the set-point typically associated with thermally-led CHP
switching on and off to fulfil the demand. In addition to the On/
Off control, the performance of a conventional PD control tuned
with Simulink’s Control System Design toolbox has been presented
alongside for comparison.
The PD control undershoots the set-point and takes a long time
to converge towards the set-point temperature and is unable to
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Fig. 3. Comparison of dynamic response of air temperature over 24 h period.
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Fig. 5. Comparison of manipulated fuel flow rate over 24 h period.
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reach the set-point within the occupied term. The PD control also
demonstrates large fluctuations in control action on the manipu-
lated fuel flow rate during the start-up period (see Fig. 6), while
the NI + PDF controller holds the fuel flow rate at maximum before
safely decreasing the fuel input to the minimum permissible value
before the valve is closed.
The control of the air-temperature response time was selected
to settle within 2% of the set-point after 30 min with no overshoot.
However, the CHP unit is not sufficiently sized to achieve the
desired performance and saturates at its maximum output. This
leads to a slower response (settling after  1 h) but the controller
still achieves the set-point temperature with no threat of over-
shoot or oscillatory response due to the input constraint compen-
sation. While the air temperature demonstrated a slower response
than for which it was tuned, if the controller were to be re-tuned
for a faster response time, all that would be shown is the fuel flow
input spending a longer amount of time at its saturation limit
before safely moving away from the limit until the desired temper-
ature is reached.
Fig. 9 shows all of the elements of the electrical network work-
ing together to achieve zero electrical grid interaction. This demon-
strates the strength of the robust control strategy as it is able to
balance both the thermal and electrical networks without any reli-
ance upon the electrical grid.
It can be seen that the balance of power extracted and supplied
to the battery will leave it in a more discharged state at the end
compared to its initial state. However, there will be other days
where the excess generation from the PV and CHP would leave
the battery in a surplus. Nonetheless, were the battery to be com-
pletely depleted the following results can be surmised: the control
strategy here only has two manipulable inputs (CHP fuel flow rate
and battery use). When the battery is depleted, the system loses a
controllable input. In this case the control law would be dynami-
cally recomputed to a single-input single-output (SISO) system
(see Section 2.4). It is up to the control engineer to decide whether
to control the CHP to meet the thermal or electrical demand. With
no back up thermal heating system, it would control to fulfil the
thermal demands and make up the deficit in power generation
from the grid.
4. Conclusion
A robust nonlinear control strategy has been presented, with
potential application to a vast array of hybrid energy supply sys-
tems that have coupled electrical and thermal demands. The con-
trol can fulfil the thermal demands of the building while
facilitating flexible interaction with the local electrical network.
The control is a pragmatic solution that runs in real-time with-
out knowledge of the external environment or future prediction of
zone use or availability of energy sources. It is also respectful of
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Fig. 6. Comparison of manipulated fuel flow rate during transient period for a
positive setpoint change at the beginning of the occupied duration.
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undersized heating systems and actuating elements so that the
system remains stable and achieves best possible performance in
the face of parameter uncertainty and modelling inaccuracies.
Only preliminary dynamic simulation results have been pre-
sented here, as the emphasis was placed on the underlying theory
and its application to general energy systems. The case shown here
is a limited one with only two controllable inputs, however, it is
expected the strength of this control strategy will be when there
are many more that can affect both the thermal and electrical
demands. Future work will detail its application to larger and more
in-depth case studies, and to demonstrate its performance at
yearly resolution in comparison to existing control methods. After
which the real-world performance analysis of the controller will be
tested by embedding the controller in hardware/software and
examining the performance of a prototype of the system. It is
thought that the robust controller design may accommodate for
the difference in performance seen in real-world deployments ver-
sus that recorded in laboratory/simulations conditions.
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Appendix A. Systems-level models for controller
A.1. Cogeneration model
CHP engine performance correlation:
Ugross ¼ LHV _mfuel
Pchp ¼ geUgross
Ugen ¼ gtUgross
Engine control volume:
Ceng _Heng ¼ Ugen UHX ðA:1Þ
Cooling water heat exchanger control volume:
Ccw _Hcw ¼ ð _mcpÞcwðHrad;2 HcwÞ þUHX ðA:2Þ
where UHX ¼ HHXðHeng HcwÞ.
A.2. Radiator model
Spatially discretised into two segments:
Crad _Hrad;1 ¼ ð _mcpÞcwðHcw Hrad;1Þ ðA:3Þ
Crad _Hrad;2 ¼ ð _mcpÞcwðHrad;1 Hrad;2Þ Urad ðA:4Þ
where Urad ¼ H

radðDHÞ
j and DH ¼ ðHrad;1 þHrad;2Þ=2Ha.
A.3. Zone model
Air and structure:
Ca _Ha ¼ HsðHs HaÞ þ HlossðHe HaÞ þUrad þ f int;aUload ðA:5Þ
Cs _Hs ¼ HsðHa HsÞ þ f int;sUload ðA:6Þ
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