Ordinary least squares (OLS) is the default method for fitting linear models, but is not applicable for problems with dimensionality larger than the sample size. For these problems, we advocate the use of a generalized version of OLS motivated by ridge regression, and propose two novel three-step algorithms involving least squares fitting and hard thresholding. The algorithms are methodologically simple to understand intuitively, computationally easy to implement efficiently, and theoretically appealing for choosing models consistently. Numerical exercises comparing our methods with penalization-based approaches in simulations and data analyses illustrate the great potential of the proposed algorithms.
Despite the success of the methods based on regularization, there are important issues that can not be easily neglected. On the one hand, methods using convex penalties, such as lasso, usually require strong conditions for model selection consistency (Zhao and Yu, 2006; Lounici, 2008) . On the other hand, methods using non-convex penalties (Fan and Li, 2001; Zhang, 2010 ) that can achieve model selection consistency under mild conditions often require huge computational expense. These concerns have limited the practical use of regularized methods, motivating alternative strategies such as direct hard thresholding (Jain et al., 2014) .
In this article, we aim to solve the problem of fitting high-dimensional sparse linear models by reconsidering OLS and answering the following simple question: Can ordinary least squares consistently fit these models with some suitable algorithms? Our result provides an affirmative answer to this question under fairly general settings. In particular, we give a generalized form of OLS in high dimensional linear regression, and develop two algorithms that can consistently estimate the coefficients and recover the support. These algorithms involve least squares type of fitting and hard thresholding, and are non-iterative in nature.
Extensive empirical experiments are provided in Section 4 to compare the proposed estimators to many existing penalization methods. The performance of the new estimators is very competitive under various setups in terms of model selection, parameter estimation and computational time.
Related Works
The work that is most closely related to ours is Yang et al. (2014) , in which the authors proposed an algorithm based on OLS and ridge regression. However, both their methodology and theory are still within the 1 regularization framework, and their conditions (especially their C-Ridge and C-OLS conditions) are overly strong and can be easily violated in practice. Jain et al. (2014) proposed an iterative hard thresholding algorithm for sparse regression, which shares a similar spirit of hard thresholding as our algorithm. Nevertheless, their motivation is completely different, their algorithm lacks theoretical guarantees for consistent support recovery, and they require an iterative estimation procedure.
Our Contributions
We provide a generalized form of OLS for fitting high dimensional data motivated by ridge regression, and develop two algorithms that can consistently fit linear models on weakly sparse coefficients. We summarize the advantages of our new algorithms in three points.
1. Our algorithms work for highly correlated features under random designs. The consistency of the algorithms relies on a moderately growing conditional number, as opposed to the strong irrepresentable condition (Zhao and Yu, 2006; Wainwright, 2009 ) required by lasso.
2. Our algorithms can achieve consistent identify strong signals for ultra-high dimensional data (log p = o(n)) with only a bounded variance assumption on the noise ε, i.e., var(ε) < ∞. This is remarkable as most methods (c.f. Zhang (2010) ; Yang et al. (2014) ; Cai and Wang (2011); Wainwright (2009) ; Zhang and Huang (2008) ; ) that work for log p = o(n) case rely on a sub-Gaussian tail/bounded error assumption, which might fail to hold for real data. Lounici (2008) proved that lasso also achieves consistent model selection with a second-order condition similar to ours, but requires two additional assumptions.
3. The algorithms are simple, efficient and scale well for large p. In particular, the matrix operations are fully parallelizable with very few communications for very large p, while regularization methods are either hard to be computed in parallel in the feature space, or the parallelization requires a large amount of machine communications.
The remainder of this article is organized as follows. In Section 2 we generalize the ordinary least squares estimator for high dimensional problems where p > n, and propose two three-step algorithms consisting only of least squares fitting and hard thresholding in a loose sense. Section 3 provides consistency theory for the algorithms. Section 4 evaluates the empirical performance. We conclude and discuss further implications of our algorithms in the last section. All the proofs are provided in the supplementary materials.
High dimensional ordinary least squares
Consider the usual linear model
where X is the n × p design matrix, Y is the n × 1 response vector and β is the coefficient.
In the high dimensional literature, β i 's are routinely assumed to be zero except for a small subset S * = supp(β). In this paper, we consider a slightly more general setting, where β is not exactly sparse, but consists of both strong and weak signals. In particular, we defined
as the strong and weak signal sets and S * ∪ S * = {1, 2, · · · , p}. The algorithms developed in this paper is to recover the strong signal set S * . The specific relationship between τ * and τ * will be detailed later.
To carefully tailor the low-dimensional OLS estimator in a high dimensional scenario, one needs to answer the following two questions: i) What is the correct form of OLS in the high dimensional setting? ii) How to correctly use this estimator? To answer these, we reconsider OLS from a different perspective by viewing the OLS as the limit of the ridge estimator with the ridge parameter going to zero, i.e.,
One nice property of the ridge estimator is that it exists regardless of the relationship between p and n. A keen observation reveals the following relationship immediately.
Lemma 1. For any p, n, r > 0, we have
Notice that the right hand side of (1) exists when p > n and r = 0. Consequently, we can naturally extend the classical OLS to the high dimensional scenario by letting r tend to zero in (1). Denote this high dimensional version of the OLS aŝ
The above equation indicates thatβ (HD) is essentially an orthogonal projection of β onto the row space of X. Unfortunately, this (low dimensional) projection does not have good general performance in estimating sparse vectors in high-dimensional cases. Instead of directly estimating β asβ HD , however, this new estimator of β may be used for dimension reduction by observingβ
Since η is stochastically small, if Φ is close to a diagonally dominant matrix and β is sparse, then the strong and weak signals can be separated by simply thresholding the small entries ofβ (HD) .
The exact meaning of this statement will be discussed in the next section. Some simple examples demonstrating the diagonal dominance of X T (XX T ) −1 X are illustrated immediately in Figure 1 , where the rows of X in the left two plots are drawn from N (0, Σ) with σ ij = 0.6 This ability to separate strong and weak signals allows us to first obtain a smaller model
Since d is below n, one can directly apply the usual OLS to obtain an estimator, which will be thresholded further to obtain a more refined model. The final estimator will then be obtained by an OLS fit on the refined model.
This three-stage non-iterative algorithm is termed Least-squares adaptive thresholding (LAT) and the concrete procedure is described in Algorithm 1. (Chen and Chen, 2008) in conjunction with the obtained variable importance to select the best submodel. Stage 2 : Hard thresholding
by mean( 2σ 2C ii log(4d/δ)) or use BIC to select the best submodel. Denote the chosen model asM. Stage 3 :
10:β i = 0, ∀i ∈M; 11: returnβ.
The input parameter d is the submodel size selected in Stage 1 and δ is the tuning parameter determining the threshold in Stage 2; these values will be specified in Section 4. In Stage 1, we useβ
becauseXX T is rank deficient (the rank is n − 1) after standardization. The number 0.1 can be replaced by any arbitrary small number. As noted in , this additional ridge term is also essential when p and n get closer, in which case the condition number ofXX T increases dramatically, resulting in an explosion of the model noise. Our results in Section 3 mainly focus onβ (HD) = X T (XX T ) −1 Y where X is assumed to be drawn from a distribution with mean zero, so no standardization or ridge adjustment is required.
However, the result is easy to generalize to the case where a ridge term is included. See .
The Stage 1 of Algorithm 1 is very similar to variable screening methods (Fan and Lv, 2008; . However, most screening methods require a sub-Gaussian condition the noise to handle the ultra-high dimensional data where log(p) = o(n). In contrast to the existing theory, we prove in the next section a better result that Stage 1 of Algorithm 1 can produce satisfactory submodel even for heavy-tailed noise.
The estimatorβ (OLS) in Stage 2 can be substituted by its ridge counterpartβ
Similar modification can be applied to the Stage 3 as well. The resulted variant of the algorithm is referred to as the Ridge Adaptive Thresholding (RAT) algorithm and described in Algorithm 2.
We suggest to use 10-fold cross-validation to tune the ridge parameter r. Notice that the model is already small after stage 1, so using cross-validation will not significantly increase the computational burden. The computational performance is illustrated in Section 4.
Theory
In this section, we prove the consistency of Algorithm 1 in identifying strong signals and provide concrete forms for all the values needed for the algorithm to work. Recall the linear model Y = Xβ + ε. We consider the random design where the rows of X are drawn from an elliptical distribution with a density of g(x T i Σ −1 x i ) for some nonnegative function g and positive definite Σ. It is easy to show that x i admits an equivalent representation as
Initialization:
Standardize Y and X toỸ andX having mean 0 and variance 1. Chen and Chen (2008) in conjunction with the obtained variable importance to select the best submodel. Stage 2 : Hard thresholding
ii log(4d/δ)) or use BIC to select the best submodel. Denote the chosen model asM.
10:
where z i is a p-variate standard Gaussian random variable and L i is a nonnegative random variable that is independent of z i . We denote this distribution by EN (L, Σ). This random design allows for various correlation structures among predictors and contains many distribution families that are widely used to illustrate methods that rely on the restricted eigenvalue conditions (Bickel et al., 2009; Raskutti et al., 2010) . The noise ε, as mentioned earlier, is only assumed to have the second-order moment, i.e., var(ε) = σ 2 < ∞, in contrast to the sub-Gaussian/bounded error assumption seen in most high dimension literature. See Zhang (2010); Yang et al. (2014) ; Cai and Wang (2011); Wainwright (2009); Zhang and Huang (2008) . This relaxation is similar to Lounici (2008) ; however we do not require any further assumptions needed by Lounici (2008) . In Algorithm 1, we also propose to use extended BIC and BIC for parameter tuning. However, the corresponding details will not be pursued here, as their consistency is straightforwardly implied by the results from this section and the existing literature on extended BIC and BIC (Chen and Chen, 2008) .
As shown in (11), the variable L controls the signal strength of x i , we thus need a lower bound on L i to guarantee a good signal strength. Define κ = cond(Σ). We state our result in three theorems.
i ] < M 1 and ε i is a random variable with a bounded variance σ 2 . We also assume p > c 0 n for some c 0 > 1 and
2 , then we can choose γ to be
, where c 1 is some absolute constant specified in Lemma 2 and for any α ∈ (0, 1) we have
Theorem 1 guarantees the model selection consistency of the first stage of Algorithm 1. It only requires a second-moment condition on the noise tail, relaxing the sub-Gaussian assumption seen in other literature. The probability term shows that the algorithm requires the important signals to be lower bounded by a signal strength of σ log p n α with a positive α. In addition, a gap of τ * /τ * ≥ 4κ 2 is needed between the strong signals and the weak signals in order for a successful support recovery.
As γ is not easily computable based on data, we propose to rank the |β Theorem 2. Assume the same conditions for X and ε as in Theorem 1. We also assume n ≥ 64κd log p and d−|S
and there exists some ι ∈ (0, 1) such that i∈S * |β i | ι ≤ R, then for any α > 0, we have
(1−α)
(1−4α)
i.e., if τ * ≥ 5σ log p n α , then we can choose γ = 3σ log p n α and
| with probability tending to 1.
The moment condition on L is not tight. We used this number just for simplicity. As shown in Theorem 2, the l ι norm of β S * is allowed to grow in the rate of (log p) 2ι/3 n 1−4α/3−2ι/3 , i.e., our algorithm works for weakly sparse coefficients. However, Theorem 2 imposes an upper bound on α while Theorem 1 not. This is mainly due to the moment assumption on L and the different structure betweenβ (HD) 
log p n α and
with probability tending to 1.
Note that the ridge parameter r can be chosen as a constant, bypassing the need to specify r at least in theory. When both the noise ε and X follows Gaussian distribution and τ * = 0, we can obtain a more explicit form of the threshold γ , as the following Corollary shows.
, whereσ is the estimated standard error aŝ
For sufficiently large n, if d ≤ n − 4K 2 log(2/δ)/c for some absolute constants c, K and τ * ≥ 24σ
2κ log(4d/δ) n , then with probability at least 1 − 2δ, we have
−1 as in Algorithm 1. In practice, we propose to use γ = mean( 2σ 2C ii log(4d/δ)) as the threshold (see Algorithm 1), because the estimation error takes a form of σ 2C ii log(4d/δ). Alternatively, instead of identifying an explicit form of the threshold value (as is hard for general noise), one may also use BIC on nested models formed by ranking |β (OLS) | to search for the true model. Once the final model is obtained, as in Stage 3 of Algorithm 1, we refit it again using ordinary least squares. The final output will have the same output as if we knew the true model a priori with probability tending to 1, i.e., we have the following result. 
, and β − β ∞ ≤ 2σ log p n α .
As implied by Theorem 1 -4, LAT and RAT can consistently identify strong signals in the ultra-high dimensional (log p = o(n)) setting with only the bounded moment assumption var(ε) < ∞, in contrast to most existing methods that require ε ∼ N (0, σ 2 ) or ε ∞ < ∞.
Experiments
In this section, we provide extensive numerical experiments for assessing the performance of LAT and RAT. In particular, we compare the two methods to existing penalized methods including lasso, elastic net (enet (Zou and Hastie, 2005) ), adaptive lasso (Zou, 2006) , scad (Fan and Li, 2001 ) and mc+ (Zhang, 2010) . As it is well-known that the lasso estimator is biased, we also consider two variations of it by combining lasso with Stage 2 and 3 of our LAT and RAT algorithms, denoted as lasLAT (las1 in Figures) and lasRAT (las2 in Figures) respectively. We note that the lasLat algorithm is very similar to the thresholded lasso (Zhou, 2010) with an additional thresholding step. We code LAT and RAT and adaptive lasso in Matlab, use glmnet (Friedman et al., 2010) for enet and lasso, and SparseReg (Zhou et al., 2012; Zhou and Lange, 2013) for scad and mc+. Since adaptive lasso achieves a similar performance as lasLat on synthetic datasets, we only report its performance for the real data.
Synthetic Datasets
The model used in this section for comparison is the linear model Y = Xβ + ε, where ε ∼ N (0, σ 2 ) and X ∼ N (0, Σ). To control the signal-to-noise ratio, we define r = β 2 /σ, which is chosen to be 2.3 for all experiments. The sample size and the data dimension are chosen to be (n, p) = (200, 1000) or (n, p) = (500, 10000) for all experiments. For evaluation purposes, we consider four different structures of Σ below.
(i) Independent predictors. The support is set as S = {1, 2, 3, 4, 5}. We generate X i from a standard multivariate normal distribution with independent components. The coefficients are specified as
(ii) Compound symmetry . All predictors are equally correlated with correlation ρ = 0.6.
The coefficients are set to be β i = 3 for i = 1, ..., 5 and β i = 0 otherwise.
(iii) Group structure. This example is Example 4 in Zou and Hastie (2005) , for which we allocate the 15 true variables into three groups. Specifically, the predictors are generated as
x 2+3m = z 2 + N (0, 0.01),
where m = 0, 1, 2, 3, 4 and z i ∼ N (0, 1) are independent. The coefficients are set as
(iv) Factor models. This model is also considered in Meinshausen and Bühlmann (2010) and Cho and Fryzlewicz (2012) . Let φ j , j = 1, 2, · · · , k be independent standard normal variables. We set predictors as x i = k j=1 φ j f ij + η i , where f ij and η i are generated from independent standard normal distributions. The number of factors is chosen as k = 5 in the simulation while the coefficients are specified the same as in Example (ii). (Chen and Chen, 2008) to choose the parameters for any regularized algorithm. Due to the huge computation expense for scad and mc+, we only find the first √ p predictors on the solution path (because we know s √ p). For RAT and LAT, d is set to 0.3 × n. For RAT and larsRidge, we adopt a 10-fold cross-validation procedure to tune the ridge parameter r for a better finite-sample performance, although the theory allows r to be fixed as a constant. For all hard-thresholding steps, we fix δ = 0.5. The results for (n, p) = (200, 1000) are plotted in Figure 2 , 3, 4 and 5 and a more comprehensive result (average values for RMSE, # FPs, # FNs, runtime) for (n, p) = (500, 10000) is summarized in Table 1 .
As can be seen from both the plots and the tables, LAT and RAT achieve the smallest RMSE for Example (ii), (iii) and (iv) and are on par with lasLAT for Example (i). For Example (iii), RAT and enet achieve the best performance while all the other methods fail to work. In addition, the runtime of LAT and RAT are also competitive compared to that of lasso and enet. We thus conclude that LAT and RAT achieve similar or even better performance compared to the usual regularized methods.
A Student Performance Dataset
We look at one dataset used for evaluating student achievement in Portuguese schools (Cortez and Silva, 2008) . The data attributes include student grades and school related features that were collected by using school reports and questionnaires. The particular dataset used here provides the students' performance in mathematics. The goal of the research is to predict the final grade based on all the attributes.
The original data set contains 395 students and 32 raw attributes. The raw attributes are recoded as 40 attributes and form 780 features after interaction terms are added. We then remove features that are constant for all students. This gives 767 features for us to work with. To compare the performance of all methods, we first randomly split the dataset into 10 parts. We use one of the 10 parts as a test set, fit all the methods on the other 9 parts, and then record their prediction error (root mean square error, RMSE), model size and runtime on the test set. We repeat this procedure until each of the 10 parts has been used for testing. The averaged prediction error, model size and runtime are summarized in Table 2 . We also report the performance of the null model which predicts the final grade on the test set using the mean final grade in the training set.
It can be seen that RAT achieves the smallest cross-validation error, followed by scad and mc+. In the post-feature-selection analysis, we found that two features, the 1st and 2nd period grades of a student, were selected by all the methods. This result coincides with the common perception that these two grades usually have high impact on the final grade.
In addition, we may also be interested in what happens when no strong signals are presented. One way to do this is to remove all the features that are related to the 1st and 2nd grades before applying the aforementioned procedures. The new result without the strong signals removed are summarized in Table 3 . Table 3 shows a few interesting findings. First, under this artificial weak signal scenario, adaptive lasso achieves the smallest cross-validation error and RAT is the first runner-up.
Second, in Stage 1, lasso seems to provide slightly more robust screening than OLS in that the selected features are less correlated. This might be the reason that LAT is outperformed by lasLAT. However, in both the strong and weak signal cases, RAT is consistently competitive in terms of performance.
Conclusion
We have proposed two novel algorithms Lat and Rat that only rely on least-squares type of fitting and hard thresholding, based on a high-dimensional generalization of OLS. The two methods are simple, easily implementable, and can consistently fit a high dimensional linear model and recover its support. The performance of the two methods are competitive compared to existing regularization methods. It is of great interest to further extend this framework to other models such as generalized linear models and models for survival analysis.
Appendix 0: Proof of Lemma 1
Applying the Sherman-Morrison-Woodbury formula
we have
Multiplying X T Y on both sides, we get
The right hand side can be further simplified as
Therefore, we have
Appendix A: Proof of Theorem 1
Recall the estimatorβ
The following three lemmas will be used to bound ξ and η respectively.
there exists some 0 < c 1 < 1 < c 2 and c 3 > 0 such that for any t > 0 and any i ∈ Q, j = i,
and
where
.
The proof can be found in the Lemma 4 and 5 in for elliptical distributions. The special case of Gaussian is also proved in the Lemma 3 of . Notice that the eigenvalue assumption in Wang and Leng (2015) is not used for proving Lemma 4 and 5.
var( ) = σ 2 and log p = o(n), then for any 0 < α < 1 we have
where τ * is defined as the minimum value for the important signals and κ = cond(Σ).
To prove Lemma 3 we need the following two propositions.
Proposition 1. (Lounici, 2008 Lounici (2008 Nemirovski, 2000 Akritas et al. (2014 ) Let Y i ∈ R p be random vectors with zero means and finite variances. Then we have for any k norm with k ∈ [2, ∞] and p ≥ 3, we have
whereC is some absolute constant.
As each row of X can be represented as X =LZΣ 1/2 , whereL = diag(
and Z is a matrix of independent Gaussian entries, i.e., Z ∼ N (0, I p ). For Z, we have the following result.
Proposition 2. Let Z ∼ N (0, I p ), then we have the minimum eigenvalue of ZZ T /p satisfies that
for any t > 0. Assume p > c 0 n for c 0 > 1 and take t = √ n. When n > 4c
where c =
The proof follows Corollary 5.35 in Vershynin (2010) .
Part 1. Bounding |A ij |. Consider the standard SVD on Z as Z = V DU T , where V and D are n × n matrices and U is a p × n matrix. Because Z is a matrix of iid Gaussian variables, its distribution is invariant under both left and right orthogonal transformation.
In particular, for any T ∈ O(n), we have
i.e., V is uniformly distributed on O(n) conditional on U and D (they are in fact independent, but we don't need such a strong condition). Therefore, we have
Because V is uniformly distributed conditional on U and D, the distribution of A is also invariant under right orthogonal transformation conditional on U and D, i.e., for any T ∈ O(n), we have
Our first goal is to bound the magnitude of individual entries
is a function of U and D (see below). From (7), we know that e T i A is uniformly distributed on the sphere S n−1 ( √ v i ) if conditional on v i (i.e., conditional on U, D), which implies that
where x j s are iid standard Gaussian variables. Thus, A ij can be bounded easily if we can bound v i . Notice that for v i we have
is defined the same as in and can be bounded as e T i HH T e i ≤ c 2 nκ/p with probability 1 − 2 exp(−Cn) (see the proof of Lemma 3
in ). Therefore, we have
Now applying the tail bound and the concentration inequality to (8) we have for any t > 0 and any C > 0
Putting the pieces all together, we have for any t > 0 and any C > 0 that
Now according to (6), we can further bound λ min (D 2 /p) and obtain that
Part 2. Bounding η he second step is to use (10) and Proposition 1 to bound η. The procedure follows similarly as in Lounici's paper. We first note that z i 2 2 follows a chi-square distribution X 2 (p). We have for any t
from which we know
Now define
Applying Proposition 1 to W j s with the l ∞ norm and noticing tht L j is independent of z j we have
Using the Markov inequality on η, we have for any r > 0
To match our previous result, we take r = c 1 √ nτ * κ −1 /6 and t = n (1−α)/2 for some small α,
then we have for any t > 0
where c 4 , κ are defined in Lemma 2. v 2 e 1 = v 2 e 2 . and e
Since H follows M ACG(Σ),H = T T H follows M ACG(T T ΣT ) for any fixed T . Therefore, we can apply Lemma 2 again to obtain that
T e 2 | ≥ v 2 c 4 κt
Applying the above result to v = (0, β
with probability at least 1 − 5e
In addition, we know that var(Y ) = β T * Σβ * + σ 2 ≤ M 0 and thus
Consequently, we have
Now we are ready to prove Theorem 1
Proof of Theorem 2 and 3
For the selected submodelM d , we define X d to be the variables contained inM d and X d,c
to be variables that are excluded fromM d . It is clear that
To prove Theorem 2 is essentially to bound η and ω. Thus, we need following three lemmas.
Lemma 5 (1−α)
, where λ * = λ min (Σ).
Proof. Define A = (X
It is easy to see that Z i Σ 1/2 e j is a Gaussian random variable with mean zero and variance 1, thus for any t > 0 P (|Z i Σ 1/2 e j | ≥ t) ≤ 2e −t 2 /2 .
In addition, z i 2 2 /p follows a X 2 (p) and we have
Taking t = p/4, we have max i z i 2 / √ p ≥ 1/2 with probability at least 1 − ne −p/4 and thus
Combining all pieces of results, we obtain that
Following a similar argument in proving Lemma 3, we define W j = (A 1j j , A 2j j , · · · , A dj j ) and then η = n j=1 W j .
Using Proposition 1, we have
Using the Markov inequality implies that for any r > 0 (log p) ι/4 n (1−α)/2 and k 2 = 1/ √ k 1 we have
(log p) 2ι n 3−4α−2ι .
We are now ready to prove Theorem 2
Proof of Theorem 2. We just need to combine the results of Lemma 6 and 7, i.e., (1−α)
