Abstract -Increased parallelism in routers necessary to handle high link speeds and large routing tables, wireless ad hoc routing, QoS provisioning, and overlay routing, are some of the factors that lead to an increase in reordering on the Internet. Packet reordering due to packet forwarding over multiple paths is investigated. An analytical model is derived for load splitting scenarios and verified using emulated topologies. The resulting reordering is profiled using reorder density, and analyzed with respect to path delays, path probabilities and number of paths. The variation of packet displacement with delay variation and forwarding probabilities is quantified. The special case corresponding to two paths is evaluated in detail. For any load splitting, the increase in the difference in the delay between paths leads to increased reordering, making the paths with closer delay values more preferable. The model can also be applied to a single-path case where reordering is caused by wide delay variation among packets, by deriving an equivalent set of probabilities corresponding to path splitting scenario.
INTRODUCTION
Packet reordering is an increasingly common phenomenon over the Internet [1, 2, 3] . A major cause of packet reordering is the parallelism within nodes, attributed to packet stripping in layer 2 and layer 3 switches [1, 4] , QoS scheduling [5, 6] , etc. Here, a later arriving packet may, for example, be placed in a shorter queue leading to its departure prior to an earlier packet that was placed in a longer queue. A second cause for reordering is the parallelism among links or paths taken by a stream of packets, attributed to load-splitting [7] , route fluttering [8] , ad hoc routing [9] , etc. An earlier packet may take a path with longer delay resulting in its arrival after a later packet that has suffered a shorter delay. Packet reordering may also be caused by retransmissions, for example, layer 2 wireless [10] or even TCP.
Irrespective of its cause, packet reordering is a significant impediment to the performance of both TCP and UDP based applications [1, 11, 12] . Approaches for mitigating the impact of out-of-order packet delivery on TCP performance include adjusting 'tcp_reordering' parameter in Linux, i.e., the number of duplicate ACKs to be allowed before classifying a following non-acknowledged packet as lost. However, the non-robust nature of TCP to reordering, i.e., adjustment of tcp_reordering parameter, makes the traffic vulnerable to security attacks [13] . In addition, there are ongoing efforts to improve the robustness of TCP to such non-congestion events, reordering being an example [14] .
Although router designs can be modified to reduce the amount of reordering due to the internal parallelism, the proposed solutions are not scalable with increase of link speeds. The techniques used in routers to reduce reordering due to parallelism within routers include (a) input sorting, i.e., identifying the individual streams and forwarding the packets of same stream to the same queue thus preventing reordering; or b) output re-sequencing, i.e., buffering packets at the output of the router to ensure that the packets belonging to the same stream are released in sequence [15] . While these approaches reduce the reordering that occurs inside a router, they cannot eliminate reordering due to multiple paths or due to causes such as retransmissions. Furthermore, the complexity of these approaches increase significantly as the number of parallel flows in a pipe increases (due to the need to keep information on a large number of parallel flows), and as the ratio of packet time to routing latency decreases. In [16] , it is shown that the delay in re-sequencing the packets back in order, with output re-sequencing, is proportional to log[C s /U] where C s is the capacity of the link and U the packet size. The buffer size required to put the packets back in order is also shown to increase dramatically with link speed. Moreover, the number of table entries in routers has been growing rapidly over time [17] , a trend that will continue into the future. The net result of all these trends is a higher end-to-end delay to packet time ratio, leading to more load splits and higher packet reordering [18] . Increase in latency required at the intermediate switches and routers to re-sequence packets add to the end-to-end latency and the round-trip delay, thereby affecting performance as well.
Scant attention has been paid so far towards understanding the nature of reordering, and its cause and effect relationships. Recent work of the IP Performance Metrics Group (IPPM) of IETF has been aimed at the development of metrics to capture the nature and extent of packet reordering, and consistent measurement techniques. These metrics are reviewed and compared in [19] . A simple metric such as percentage reordering is vague and uninformative, while Reorder Density [19, 20, 21] , can capture the nature and extent of reordering in a sequence in a comprehensive and a useful manner. RD is used in [22] to characterize reordering when no more than two packet displacements intertwine at a time. In this paper, we investigate the reordering introduced to a stream of packets as a result of packets being forwarded along different paths. To the best of our knowledge, this is the first paper that models analytically the relationship between one of the causes of reordering and the nature of resulting packet reordering. The model is verified using emulated network configurations taking two-path load splitting and five-path load splitting as examples. Reordering is further analyzed with respect to the average delays in parallel paths and probabilities of forwarding associated with different links during load splitting. Although the analysis considers load splitting among links as the cause for reordering, results are also directly applicable to internal parallelism within routers, in which queuing disciplines replace load-balancing schemes.
The remainder of the paper is organized as follows: Section II provides a brief introduction to RD. The proposed packet-reordering model for multi-path load splitting is presented in Section III. The model is verified using emulations and the nature of reordering is further analyzed using two-path and five-path load splitting as examples in Section IV. Section V concludes the paper.
II. REORDER DENSITY
This section reviews Reorder Density (RD), a metric for representing reordering in a sequence of packets. Comprehensive discussions of this metric, and its unique features, including its usage in cascade of networks can be found in [20, 21, 22] .
Without loss of generality, consider a sequence of packets (1,2…N) transmitted over a network. A receive_index (1,2…) is assigned to each packet as it arrives at the destination. Table I . Packet reordering frequently occurs due to parallelism within the nodes or among the links, as explained in Section I. Distributing communication activity across multiple outgoing links when there is a large amount of traffic is a commonly available router configuration option. A similar distribution of the packets also occurs within routers, where packets are sent to different queues/processors for router table lookup and forwarding. The former causes the packets of same stream to take different outgoing links and follow different paths in the network to reach the destination. These paths could differ in latencies, thus the packets may arrive out-of-order at the destination. In this section, we derive a model for packet reordering due to such multi-path forwarding, also referred to as load splitting among multiple links.
To explain the terminology used in modeling, consider the two-path load splitting example illustrated in Fig. 1 . The packets of stream generated at source enter Router 1, and go through either path X or path Y to reach Router 2, which is linked to the destination. In the example, the average delay of path Y is 80 ms and path X is 28 ms. Therefore, if one of the packets from the stream takes path Y, then it is delayed on average by additional 52 ms compared to all other packets that take path X. If the inter-packet gap in the packet stream at source is equal to 10 ms, then the packet going through path Y arrives on average after five of its successive packets in source stream, thus causing packet reordering. Therefore, for each path we can associate a displacement ∆ that a packet suffers going through it. For primary preferred path (namely, X), ∆ is set to zero, and in the above example ∆ = 5 for alternate path. Now, consider the case with 'n' alternate paths in addition to the preferred primary path from Router 1 to the destination. Let
n n P P P P K correspond to the path probabilities with which packets leaving Router 1 choose the respective paths. These paths have associated ∆ values of , -1, ...., 2, 1 n n respectively. Note that some of the path probabilities may be zero. Thus P 0 , the probability with which a packet takes the preferred primary path, is given by Due to its simplicity, again consider the example of twopath load splitting to understand the impact of neighboring packets on the effective displacement of packets at the destination. Fig. 2 shows the displacement of an arbitrary packet 'i' that takes the alternate path (as path Y in Fig. 1 ). In this example, a non-zero ∆ value (5 in the example) is associated with alternate path. Thus, packet 'i' is ∆ places away from the original position.
The packets that affect the displacement of packet 'i' are 'i+1', 'i+2'… till 'i+ ∆ '. If one of these packets also takes the alternate path then the effective displacement of 'i' is ' ∆ -1', and if two of them take path Y then the displacement is ' ∆ -2' and so on. The packets subsequent to 'i+ ∆ ' have no effect, as their displacements do not change the displacement of 'i'. Similarly, packets before 'i' do not affect the displacement of 'i' either. On the other hand, if packet 'i' is one that has taken the primary path, the packets that affect the displacement of packet 'i' are 'i-1', 'i-2'… till 'i-∆ ' Thus, the displacement of any packet 'i' is affected by its neighboring packets in range 'i-∆ ' to 'i+ ∆ '. The distribution of displacements of this arbitrary packet 'i' gives RD of the stream at the destination.
With multi-path load splitting, each alternate path is associated with a different ∆ value. Let us use the notation described for multi-path and consider the displacement of an arbitrary packet 'i'. If this packet 'i' is one that has taken the primary path, then packets before 'i-n ' will not affect its displacement, as n is the maximum displacement a packet suffers due to alternate paths. Similarly, packets after 'i' will not affect the displacement of 'i' as the least displacement that they can have is 0 ∆ = . It is illustrated in Fig. 3(a) . If packet 'i' gets displaced by 'j', i.e., it takes the path associated with path probability P j , then the packets with sequence numbers less than 'i-n+j+1' and greater than 'i+j' will not affect its effective displacement as depicted in Fig.  3(b) . Packets with sequence numbers less than 'i-n+j+1', i.e., 'i-n+j', 'i-n+j-1', may get displaced by a maximum of n , but fail to enclose packet 'i's new position. Similarly, packets with sequence numbers greater than 'i+j', i.e., 'i+j', 'i+j+2', etc., may get displaced by a minimum of zero units, yet cannot enclose the new position of packet 'i'. However, there could be cases where another packet along with packet 'i' could land in the gap between 'i+j' and 'i+j+1'; the probability of such cases occurring is assumed negligible for these modeling scenarios.
To model the packet reordering for the multi-path scenario, we first derive the probability associated with the effective displacement 'L' of this arbitrary packet 'i'. Initially, we consider the case where 'i' takes the shortest path, followed by the case in which 'i' takes an alternate path. Recall, we use the term 'effective displacement' to refer to the difference between the packet sequence number and its receive_index. An interference probability is associated with the packets in an arrival sequence. It is the probability that an arriving packet affects the displacement of the packet under consideration. If a packet 'i-m' does not affect the effective displacement of packet under consideration 'i', then the interference probability, 0 mi P = . Note the first subscript corresponds to the earliness of the interfering packet with respect to the one under consideration.
Consider the case in which packet 'i' takes the preferred path. The probability of 'i-m' interfering with the effective displacement of 'i', i.e., it moving by more than 'm', is:
Therefore, the probability that none of the packets interfere with effective displacement of 'i', given 'i' is not displaced: 
Generalizing this expression for displacement of packet 'i' equal to '-k', i.e., 'k > 0' packets interfering, we have: 
If none of the packets interfere with 'i', then packet 'i' will have a displacement of 'j' units:
Note P 0i = 0, by definition. As in (3), we can show that { 1| ( takes path, pkt.' 'interferes)} (1 ) 
The case where the packets are routed through two paths, depicted in Fig. 1 is of significant interest. Therefore, we simplify the model for this case as follows.
Let P be the probability of a packet taking the alternate path, and let the offset of packets taking this path be ∆ . In this case, P j = 0 for 'j' not equal to ∆ or 0, P ∆ = P, and P 0 = 1-P. Thus, Eqn. (12) reduces to:
It can be observed that RD for both positive and negative displacements is binomial distribution. Thus, these components are symmetrical around P = 0.5, and also RDs for P = x and P = 1-x, where 0<x<1, are mirror images about origin for two-path load splitting case.
IV. VERIFICATION AND ANALYSIS
The model for RD developed in Section III is verified using an emulated network topology for two-path and five path load splitting scenarios. Fig. 1 shows the two-path case. The nature of packet reordering is further analyzed for two-path load splitting to derive a more intuitive understanding.
NISTNet emulator was used for probabilistically routing packets to networks X and Y, as well as for introducing path delays. A stream of 50,000 packets with a constant gap of 10 ms between the packets was sent through this emulated network and reordering was measured at the destination.
The (13) and from the emulation testbed. Loss of packets was not introduced in the emulations, as RD evaluation is insensitive to the losses. SD value for both paths was set to 0.5% of the mean delay. Fig. 4 indicates very close agreement between the measured RD and the prediction based on the model. The distributions of RDs for P = 0.1 and 0.9, and P = 0.3 and 0.7, are mirror images around displacement equal to zero. As P increases from 0.1 to 0.5, the number of packets taking the alternate path increases leading to more non-zero displacements. However, after P = 0.5, the number of packets taking the alternate path is higher, making it the preferred path. Thus, path X has a ∆ = -5 and path Y has a ∆ = 0.
In Fig. 5 , we illustrate the impact of the delay of alternate path on the reorder profile by varying the delay of the alternate path, yet keeping the probability of taking the alternate path constant (P = 0.3). As the displacement that a packet suffers in an alternate path, ∆ , increases the effective spread of the RD distribution also increases. There is good agreement between the model and the measured values. Increasing the delay of the alternate path leads to more packets with non-zero displacements. The values of RD[k] for k < 0 correspond to early packets. To recover from reordering, these packets need to be buffered till the arrival of the next insequence packet. This observation also confirms that to counter reordering, it is advisable to choose a next path that has closer latencies to that of the preferred path.
In the emulation results above, the distribution of delay for path Y had a standard deviation of 0.5% of mean delay. The two-path model presented in Section III assumes constant ∆ . To evaluate the effectiveness of the model when this assumption does not hold, we vary the value of SD to 0.5, 1, 2, 5, 10 and 15% of mean delays on both paths. Recall that the average delay values were chosen such that the effective ∆ was computed to be five. As SD was increased beyond 5%, i.e., 1.4 ms and 4.0 ms for D X and D Y respectively, RD had components beyond displacement 5. This change can be attributed to the delay deviations becoming significant with respect to the inter-packet gap, which was set to 10 ms. The RMS error between RD from model and RD from emulation shown in Fig. 6 for SD values equal to 0.5%, 1%, 2%, 5%, 10% and 15% are 0.0028, 0.0038, 0.0054, 0.0152, 0.015, and 0.015 respectively. Even though the analysis did not take the delay variations into account, these results indicate the validity of the model for such cases too with a maximum mean square error of approximately 1.5%.
Though the components of RD are very small for values beyond ' ∆ ', as illustrated in Fig. 6 (note Log scale for Y axis), further increase in SD value led to greater spread in the distribution. However, such a variation can be accommodated in the model by taking multiple ∆ values with respect to path Y, which can be computed by sampling the distribution of delay values.
Next we evaluate the reordering caused by a node that routes packets to the destination via five different paths. The delay value of primary path is kept at 28 ms, and the delays of alternate paths were set to 50, 80, 100 and 130 ms respectively. These delays correspond to 2, 5, 7 and 10 positions of displacement for the four alternative paths. An SD value of 0.5% of its mean delay was used for each of the links. The packets take the corresponding paths with probabilities P 0 = 0.5, P 2 = 0.25, P 5 = 0.125, P 7 = 0.0625 and P 10 = 0.0625 respectively. The decreasing probabilities were associated with increasing delay, as we feel that it is logical to choose a longer path only if a shorter path is not available during loadsplitting. Fig. 7 illustrates the comparison between the RD derived from the model and that at the destination of the emulated topology. The model fits with RD from emulation results. The RMS error between the two curves is only 0.0034. In the case of five-path load splitting, the earliness and lateness are not binomial distributions as they result from different ∆ values associated with five different paths. Since the longer paths had lower probabilities the RD monotonically decreases with increasing earliness and increasing lateness. On the contrary, if the longer paths had higher probabilities, more packets would have arrived far away from their actual positions resulting in highly undesirable reordering.
V. CONCLUSIONS A model was derived for the profile of reordering, in terms of reorder density, due to multi-path packet forwarding. The model was verified using measurements from an emulated network. In the case of two-path load splitting, the RD distributions are mirror images for complementary probabilities of packets taking alternate route. In addition, as the delay of the alternate path increases the non-zero components of RD increases, resulting in increased buffer requirements for recovery from reordering. Though these models depict reordering due to load splitting, the methodology can also be used for evaluating effects due to parallelism with the nodes, i.e., parallelism due to queuing or parallelism due to processing in a router. This is currently under investigation. In addition, the inter-packet gaps are not always constant at the sending side, e.g., the gap with TCP streams depends on the congestion in the network. Another case of interest is when the path delays follow a wide distribution.
Characterization of reordering in packet sequences is critical for providing insight into the problems due to reordering. We believe that such insight will lead to the development of scalable techniques to deal with reordering, and also to the development of tools that diagnose network problems. Router vendors can evaluate their queuing or load splitting disciplines, and load balancing schemes using this model to predict the amount and extent of reordering. Similarly, ad hoc routing schemes, QoS criteria and other design and implementation decisions can make use of these models to keep reordering within acceptable limits. 
