We experimentally characterize the performance of the electron multiplying charge-coupled device (EMCCD) camera for the detection of single photons. The tests are done with the photon pairs generated from parametric downconversion (PDC). The gain, time response and noise performance of the EMCCD are characterized. In addition, we attempt to use the camera to measure the spatial correlations of PDC. The results reveal the capabilities and limits of the EMCCD as a single-photon-detector array for the applications of quantum optics, astronomy and microscopy.
Introduction
Photons have a rich structure associated with their continuous variable (CV) degrees of freedoms: spectral (time-frequency) and spatial (position-momentum). This structure can play an important role in quantum information processing based on photons. In particular, information can be encoded into the CV degree of freedom, enabling a photon to carry the d-dimensional generalization of the qubit, the 'qudit'. This can dramatically increase the information content per transmitted photon. For the photons generated from a realistic parametric downconversion (PDC) source, over 8 bits (d > 256) and 10 bits (d > 1024) of information per photon can be achieved for the spatial [1] and spectral [2] degrees of freedom, respectively. These results enable higher data rates for various applications of quantum communication including quantum key distribution (QKD) [1] [2] [3] . Moreover, QKD with high-dimensional states has the advantage of increased sensitivity to eavesdropping [4] . Considering the CV degrees of freedom, PDC sources also produce high-dimensional entanglement between the photons in each generated pair. This entanglement can be used to violate Bell inequalities [5] , and thus demonstrate that nature is either nonlocal or cannot be described by a local realistic theory or both. A unique aspect of this higher dimensional entanglement is that with it the critical detection efficiency loophole in the experimental violation of these inequalities can be closed with current efficiency detectors [6, 7] .
The manipulation and measurement of the spatial or spectral properties of photons requires different setups and detection devices that are commonly used in the laboratory. For the spectral degree of freedom, one requires nonstationary optical elements, such as shutters, phase modulators and especially detectors whose response time is in the femtosecond-picosecond range. These devices are difficult or impossible to build with current technology. On the other hand, elements with high spatial and angular resolutions are available, which makes the spatial properties easier to manipulate. There have been a number of experiments on the employment and detection of the spatial degree of freedom of single photons [3] or entangled photon pairs [8] [9] [10] . Most of these experiments employ one detector to scan the possible values of the momentum and position values, so in principle, the outcome of each measurement is binary: either the photon hits the detector or not. This effectively reduces the usable dimensions of information back down to that of a qubit. Thus, to access the full potential of the continuous spatial variable a large array of detectors should be used. Each detector in the array should have single-photon sensitivity, sufficiently high quantum efficiency and spatial resolution and low noise. This type of detector array has emerging applications in quantum imaging [11] and spatially multiplexed photon-number-resolving detection [12] . Some candidate detector arrays include the multi-pixel photon counter (MPCC), the avalanche photodiode (APD) array [12] and the charge-coupled device (CCD). Among these options the CCD provides the largest potential number of pixels. There have been some experimental demonstrations [13, 14] using an intensified CCD (ICCD) to detect the spatial information of single photons. Recently another CCD for low light level detection has been developed. This CCD, the electron multiplying CCD (EMCCD), is expected to possess higher quantum efficiency and spatial resolution than the ICCD, though it also has its own defects.
Although the EMCCD has already been employed in astronomy [15] , there is still no complete description of its performance in quantum optics applications, especially the experiments that are using non-classical light sources (e.g., single photons). In this work, we experimentally test crucial parameters of a typical EMCCD camera in this exacting region. The light source employed in our experiments is the spatially entangled photon pairs generated from PDC. We describe an experiment to use the camera to characterize the spatial correlations of this source. The measurement results reveal the feasibility and limits of such a camera when acting as a single-photon-detector array. The paper is organized as follows: in section 2, we provide a description of the spatial entanglement properties of PDC; in section 3, we introduce the principle of EMCCD operation. Tests of its major characteristics are described in section 4. In section 5, we discuss an experimental setup to employ the EMCCD to measure the spatial correlations of PDC and compare the experimental results with numerical simulations. We conclude in section 6.
The spatial properties of PDC
To characterize the performance of the EMCCD for the detection of the spatial entanglement of photon pairs, we first need to have a photon pair source with well-defined spatial properties. PDC satisfies this requirement. During the process of PDC, a pump photon with wave vector k p is incident on a nonlinear crystal and with a small probability it will split into two lower frequency photons, usually called signal and idler photons, with wave vectors k s and k i . The spectral and spatial properties of the photon pairs arise from the nonlinear crystal's optical dispersion. Since we aim to measure the spatial properties of PDC, interference filters are used to restrict the frequency of signal and idler photon to the degenerate situation ω s = ω i = ω p0 /2. This decouples the spatial degree of freedom from the spectral degree of freedom of the photons. The resulting quantum state of this light, up to two photon component, is given by
where k ⊥ s and k ⊥ i are the transverse wave vectors of the downconverted modes. The first term of equation (1) is the vacuum state and the second term represents the twophoton state. In practice, the signal and idler modes are usually at small angles to the longitudinal axis, which means |k ⊥ | |k| for all the modes involved. We restrict our theoretical model to situations in which the transverse section of the nonlinear crystal is much bigger than the pump beam diameter and the crystal's length L along the pump is small compared to the depth of the focus of the pump. Under these conditions, the bi-photon amplitude is given by f k
is the angular spectrum of the pump transferred to the two-photon state. For a pump beam with Gaussian profile and beam waist w 0 , we have
The function
is the longitudinal phase-matching function. For Type-I downconversion, where the idler and signal photons have the same polarization, it is given by
where
The marginal probability distribution of the transverse k-vector of each mode is defined by
, where u and v represent s and i respectively, or vice versa. In the thin crystal regime and using a Gaussian approximation of the sinc function, the marginal distribution and conditional distribution may be approximated by
Equation (4) shows that the downconverted photons will emerge from the crystal distributed around cones centred on the z-axis. In the degenerate case, the circular section of these cones has the same radius for signal and idler photons, which creates, after accumulation of a lot of pairs, a figure like that sketched in the left inset of figure 5 . This ring represents the transverse momentum distribution of the degenerate downconverted photons. Inside this region the transverse momentum of the signal and idler are anticorrelated. If this anti-correlation were perfect, the photons would be found in diametrically opposite points inside the ring as illustrated in figure 5 . However due to the uncertainty in the transverse momentum conservation, introduced by the finite pump beam spatial distribution, each generated photon is only localized to within the correlation area defined by the width of 
Principle of EMCCD operation
The structure of a standard frame transfer (FT) CCD consists of an image area, a store area, a shift register and an output amplifier. During the exposure time, a number of incoming photons hit the image area. A fraction of these, given by the quantum efficiency of the sensor chip, each generates a photoelectron. Once the exposure time has elapsed, the accumulated charges are rapidly transferred to the storage area, and then transferred vertically, line by line, to the horizontal shift register. From here the charges are transferred horizontally to the output amplifier. An EMCCD has the same structure, but with the shift register extended to include a section called the gain register (see figure 1 ). The gain register is similar to the shift register; it contains a line of discrete electrodes (see figure 1(a)) that are driven with a sequence of voltage to move the charges to the next element. The difference is that in a gain register element one of the three voltage phases (φ2 in figure 1 ) is a high voltage pulse (typically 40-60 V) [16, 17] . Due to this high electric field the electrons transferred from φ1 to φ2 can experience impact ionization (or avalanche multiplication), which increases the number of electrons in the charge packet and provides gain. The gain per stage g is actually quite small, only around 1.01-1.015. But with a large number of stages N, a substantial total mean electron multiplication (EM) gain G = g N is achieved. For example, with N = 520 and g = 1.015, the total gain is over 2300. To ensure good dynamic range and gain stability and among other considerations, the actual gain is normally no bigger than 1000.
For the conventional CCD without a gain register, the detection limit is largely determined by the readout noise introduced by the output amplifier, which converts the accumulated charges into voltage. This noise is primarily caused by resetting the amplifier for each pixel. It has a Gaussian distribution with the variance σ read varies between several electrons to tens of electrons depending on the readout rate. The multiplication process in an EMCCD applies gain to the input signal prior to the output amplifier, reducing the effective readout noise to levels smaller than one electron rms. This makes single photo-electron detection possible. Ideally the same gain would be applied to every electron that passes through the gain register. Unfortunately due to the stochastic nature of the multiplication process there is no oneto-one mapping between the number of the input and output electrons. Rather, there is a large range in the number of output electrons that could be produced from each possible number of input electrons. In general, the probability distribution of the number of electrons x after the gain register, given n input electrons, can be approximated by [18] 
Figure 2(a) shows p(x) for up to n = 4 with G = 1000. The dispersion in the number of output electrons increases the noise in camera signal and, through this, introduces uncertainty as to how many photo-electrons were at the input. In turn, this introduces uncertainty in the number of photons impinging on the camera. This camera noise is quantified by the excess noise factor (ENF) defined as
where σ in and σ out are the standard deviations of the input and output signals. When the input signal is single photocarrier (σ in = 0), ENF can be defined as [19] where
is the second moment of the output signal x when one electron is input 3 . It can be estimated from equation (6) that ENF sp = √ 2. For coherent light input, where the photon number distribution is Poissonian, ENF tends to equal ENF sp when the gain is high [16, 18, 19] . This noise performance is equivalent to that of a noiseless conventional CCD with half of the quantum efficiency. When the input signal level is low, e.g., no more than one photon/pixel, the EMCCD can be operated in a photon counting mode, i.e., any output signal above some threshold, which is much higher than the readout noise, is treated as arising from single-photon detection. Figure 2(b) shows the probability distributions of the number of electrons after the output amplifier of the EMCCD for two different input events. When there is no photo-electron input (the dotted line), the output is the readout noise, which has a Gaussian distribution p out (x|0) with variance σ read . For single photo-electron input (the solid line), the output p out (x|1) is given by the Gaussian readout noise p out (x|0) convolved with the exponentially decaying amplified signal p(1) for one photo-electron. To distinguish between zero and one input photo-electrons, the signals are thresholded at 6σ read : any signal above this level is treated as a photo-electron. Therefore, the probability that a photoelectron will be detected correctly is
P t quantifies the capability of the camera to distinguish between the zero and one input photo-electrons, or the singlephoton sensitivity of the camera. The effective quantum efficiency of EMCCD when it is operated in photon counting mode is
where η is the quantum efficiency of photo-electron generation. If the gain is sufficiently high G σ read , we have η eff ≈ η, which shows that the photon counting mode removes the uncertainty introduced by the multiplication process and restores the lost quantum efficiency. However thresholding does have a drawback. As the input light intensity is increased, there is a growing chance that two photons will be absorbed by a single pixel. Thresholding will attribute the output signal to at most one photon, incorrectly. Basten et al have shown that the photon counting mode can be applied accurately up to 0.5 photon/pixel [18] for light with Poissonian input distribution. For the experiments described in this paper, we keep the input signal below this level.
Major characteristics of EMCCD
The EMCCD camera we employ in our experiments is the Andor iXon DV887DCS-BV X-1223, containing a CCD87 sensor from E2V Technologies. This CCD is commonly used in astronomy, but as far as we know, there is little work describing its performance in quantum optical experiments, especially for low light level (below one photon/pixel) detection. Consequently, we tested the main characteristics of the EMCCD relevant for single-photon detection. In this section, we will discuss the results of these tests. Table 1 shows some of the main parameters given by the manufacturer Andor Technology. The pixel size and number of pixels define the spatial resolution of the camera, which determine the configuration of PDC setup and the imaging system used in our experiment (see section 5 for more details). The readout mode, readout rate and clock speed define the temporal resolution of the camera, which will be discussed in section 4.2.
General features

Time response features
The timing of detectors is an important issue for quantum communications, including quantum cryptography, where it sets the maximum transmitted key rate. It is also important for many quantum-optical applications involving coincident detection of two photons, e.g., heralded single-photon sources, bipartite entanglement measurements, violation of a Bell inequality with entangled photon pairs, etc. Here, the detector time resolution sets the minimum time window with which the output signal can be gated. For avalanche photodiodes, the time resolution is limited by the avalanche jitter, which is around half a nanosecond, while for CCD camera, it is limited by either the shutter time or the minimum exposure time. If short enough, the exposure time itself could be used as a coincidence gating circuit between different pixels, ensuring that two detected photons were likely to have originated from the same emitted pair. Due to the special nature of its image intensifier, the intensified CCD camera can have shutter times as short as several hundreds of picoseconds, which is shorter than the 3 ns typically used in standard coincidence counting experiments (with APDs). In contrast the EMCCD camera uses an electronic shutter similar to normal CCD camera, which limits exposure times to no less than a few μs.
The Andor iXon DV887 camera can be operated in a non-frame-transfer mode as well as frame transfer mode, which have different minimum exposure times. In non-frametransfer mode, the minimum exposure time is 20 μs and is not related to the other time settings of the camera. In the frame transfer mode, the exposure time has a minimum setting limited by the readout time, which is decided by the readout speed, the exposed area of the sensor and the number of pixels binned together. In our experiments, we usually operated in the frame transfer mode. To minimize the noise (see section 4.3), the readout speed is 1 MHz and the vertical shift speed is 0.4 μs. For this configuration the minimal exposure time is 0.02 s, which is much higher than the few nanoseconds typical in coincidence counting. Consequently, the photon pair-generation rate of the PDC light source should be reduced to minimize the chance that two unpaired photons are detected in the same pixel or diametrically opposite pixels with 0.02 s. The Andor camera is also equipped with a mechanical shutter, the operation time of which is tested to be 0.2 s by comparing the exposure level with and without this shutter. Our experiment results indicate that there are synchronization problems between the CCD and the mechanical shutter, and so the shutter is not used in the following experiments.
When the CCD camera is used as a detector array, another important issue is the time synchronization of different pixels of the CCD. CCDs are usually, but not always, equipped with a global electronic shutter, enabling all the pixels to be exposed at the same time. To test whether the camera's exposure time control acts as a global shutter we use the attenuated pulses from a Continuum Powerlite Precision II 8000 laser as the input source. These pulses have a duration time of around 5 ns (FWHM) and a repetition rate of 10 Hz. The camera is configured to work in the frame transfer mode with an exposure time of 0.029s and a frame rate of 34.5 Hz. The laser beam is expanded to cover the whole area of the CCD sensor. If the pixels of the CCD are not synchronized to within 5 ns, during certain exposures some of the pixels will detect the input pulse while some will not, causing the resulting frames to have a nonuniform intensity distribution, i.e. bright areas interlaced with dark areas. We tested this over 10 000 frames and did not see this effect. So this is evidence that global electronic shuttering is used in this camera, and that the pixels are synchronized to within 5 ns.
Noise performance
Similarly to normal CCDs, the noise source of an EMCCD can be divided into off-chip noise (readout noise from the amplifiers, analog-to-digital quantizing noise, etc) and onchip noise. As discussed in section 3, when the multiplication gain is sufficiently high, the contribution from off-chip noise is negligible. Excluding the multiplication gain noise as a separate type of noise, the on-chip noise consists of thermal dark current, spurious charge (also known as clock-induced charge, CIC), etc. These processes create electrons even when no light is impinging on the detector. These electrons are subsequently multiplied as described in section 3 and can result in false photon detections. Dark current occurs through the thermal generation of electron-hole pairs inside the semiconductors. Its contribution to the output signal can be greatly reduced by cooling the camera and keeping the exposure time as short as possible. CIC is generated when the camera is clocked during readout, and so it is mostly determined by the shape and frequency of the clock. In principle, CIC will increase slightly with the decrease of the operating temperature [20] , but it has been shown that this increase is negligible for an EMCCD [21] . There are several points that a manufacturer needs to consider to minimize CIC, but for a user of the camera, there are very limited options and CIC sets the ultimate limit for the performance of EMCCD at low light levels.
To measure the noise performance of the iXon DV887 camera, we take a number of frames with the camera blocked, i.e., with no input signal. The histogram of the digitized output signal (arbitrary unit, DN) of the camera is shown in figure 3(a) with the multiplication gain set to be maximum, the vertical shift speed set to 3.4 μs, readout speed set to 1 MHz and a temperature of −75
• C. As expected from section 3, the distribution of the noise is a weighted average of the two distributions (readout noise and single electron events) shown in figure 2(b) . The Gaussian-like peak is solely due to the readout noise (in these events, no on-chip noise source created an electron), while the tail in the high DN region is the contribution due to multiplication of single electrons created through on-chip noise. In more careful examination, this tail is found to be largely independent of the exposure time indicating it is mostly from the CIC. By examining the width of the peak when the multiplication gain is turned off, the RMS of the readout noise (σ read ) is estimated to be less than 2 DNs. According to the manufacturer, for this readout speed there are 12 electrons per DN, so the readout noise is less than 20 electrons/pixel/frame. To estimate the CIC, we assume its distribution is similar to that of single photo-electrons given by equation (6):
where G cic is the mean gain and n cic is the equivalent number of input electrons/pixel/frame to the CIC. Figure 3(b) shows the fit of equation (11) to the experiment data in the high DN region (more than 6σ read away from the Gaussian peak). This gives the evaluation of n cic = 0.04 electrons/pixel/frame and G cic = 180. The minimum CIC we found for this camera is n cic = 0.005 electrons/pixel/frame with vertical shift speed of 0.4 μs and readout speed of 1 MHz, which means there is on average one CIC electron/200 pixels/frame. Along with the input photon probability/pixel/frame, this sets the ultimate limit for the size of the useful area of EMCCD as a singlephoton-detector array.
Multiplication gain
The multiplication gain G can be estimated in a similar way as G cic : photon pairs generated from a PDC source are used as the input light to the EMCCD camera. The photon pair generation rate is first set to be high enough to allow the EMCCD camera to image the ring structure of PDC ( figure 4(a) ) during one exposure. An area A PDC of 10 × 10 pixels is selected around an arbitrary point on the peak intensity circle in the ring. Then generation rate is lowered to ensure the maximum signal collected in A PDC is much less than one photon/pixel/frame. A histogram of the EMCCD output signal from the pixels in A PDC contains contributions from multiplied photo-electrons, multiplied CIC and the readout noise. We attempt to remove the latter two contributions by first recording histograms of the output signal within A PDC , with and without light input. Each measurement has been done with 2000 exposures. The difference between the two histograms is due to single-photon events. We fit an exponential decay function to the tail of the difference between the two histograms (shown in figure 4(b) ) and find that the detected number of photons is 0.152 photon/pixel/frame and the gain is G = 247. Comparison between G and G cic shows that CIC noise experiences less gain than input signal. This agrees with our expectation that the CIC will be created in random point in the gain register and, thus pass through less multiplication steps. This is also confirmed by Tulloch [22] . From the measurement results in sections 4.3 and 4.4 and equation (9) , if this camera is operated in photon counting mode, the effective efficiency will be reduced by a factor of P t = 0.67. This rather large reduction is due to the low gain of this particular camera, which might be caused by the gain aging of EMCCD [23] . For another EMCCD camera we tested from Hamamatsu, we measured an EM gain of over 1000 and P t > 0.9, evidence of the potentially superior quantum efficiency of the EMCCD.
Comparison between EMCCD and APD
To conclude this section, the detection efficiency of our EMCCD is compared with a standard silicon APD (Perkin Elmer, Model no. SPCM-AQR-13-FC 5387.Rev.F), which is the most widely used single-photon detector in quantum optics experiments. The attenuated Compass 405 (with a wavelength of 405 nm) laser diode pump is coupled into a single-mode fibre and used as the input light for both of the detectors. The intensity of the laser is adjusted to give around 18 000 clicks/s with the APD. The number of photons detected by the EMCCD is estimated with the method mentioned in section 4.4 to be 13 662 photons/s, which is close to that from the APD. Considering the additional loss introduced by the coupling into the camera, the intrinsic detection efficiencies η of the back illuminated EMCCD and APD are at the same level.
Characterizing spatial correlations of PDC with EMCCD
As mentioned in section 1, photon pairs generated from PDC exhibit a high degree of correlation in their spatial degree of freedom. But to access it requires a large array of detectors. From the various tests mentioned in section 4, EMCCD has single-photon sensitivity, good quantum efficiency and relatively low noise. However, it is still unclear whether the EMCCD can be used as a detector array in which each pixel in the camera acts as an independent detector, and thus has the ability to reveal the spatial correlations of the light. In this section, we discuss an experiment that employs the EMCCD to characterize the spatial correlations of PDC. The experiment results are compared with a numerical simulation of the EMCCD output signal, including all the factors discussed in section 4 and the difference reveals the capabilities and limits of the EMCCD camera. ⊥ . Hence, the joint distribution P (r s , r i ) of observing a photon at position r s with its partner at r i is
The setup and the measurement method
where P PDC is given in section 2. Similarly, the marginal distribution is given by
and the same expression is applied to the idler marginal distribution. Equation (13) presents a ring with a diameter f √ k/K and width f/(2L √ γ K k), as shown in the inset of figure 5 . The conditional distribution is
the diameter (the full width at 1/e 2 maximum) of the conditional distribution is
In Type-I non-collinear PDC the photon pairs are emitted around cones centred on the beam propagation axis, z, and after the 2f system the cone is mapped to a circular section on the EMCCD, as shown in figures 4(a) and 5. Inside this section the photon pairs are anti-correlated with a correlation width C. The EMCCD is configured for its best noise performance, with a vertical shift speed of 0.4 μs, readout speed of 1 MHz and a temperature of −75
• C. The EM gain is set at the maximum level (∼250).
As mentioned in section 4.3, under these conditions the CIC is around 0.005 electrons/pixel/frame, which means there is one fake photon detection every 200 pixels. Although every quantumoptical application will have different requirements we can use this pixel number as an effective limit on the single-photondetector array size and, thus as a benchmark to compare competing detector arrays. In our momentum correlation measurement we can avoid this limit by using a method introduced in [24] , which employs the full area of the CCD. In this method the pump intensity is adjusted to allow several photon pairs reach the camera within one exposure time. The detected photon level is much less than 1 photon/pixel/frame to avoid two photons registering as one, while still bigger than the average CIC contribution in order to maintain a good signal-to-noise ratio. In the experiment, the detected photon level is chosen to be around 0.1 photon/pixel/frame. We operate the EMCCD in the photon counting mode, applying the thresholding technique to each frame. To characterize the transverse momentum correlations each thresholded frame F (x, y) is convolved with itself in order to measure the overlap between this frame and its shifted mirror version F (x 0 − x, y 0 − y). The individual frame convolutions are added together to give the total correlation
where * denotes convolution and n is the number of frames. Since the photon pairs are anti-correlated in momentum, C tot will exhibit a peak where the shift (x 0 , y 0 ) = (x a , y a ) is such that each point in the ring in the original frame overlaps with the diametrically opposite point in the mirrored frame. After the accumulation of several frames, the contributions from noise are reduced, as it is completely uncorrelated, and one expects a peak with width C will appear. As an example, figure 6 shows the numerical simulation results for the total correlation C tot . Each pixel of the EMCCD is assumed to be an independent detector with the same performance. The pump beam waist is 2 mm which gives a correlation width C = 7.8 μm, i.e., a correlation area of one pixel. The graph in figure 6(a) is the correlation of just one frame, which is very noisy and it is not possible to retrieve any information about the momentum correlations. The general shape of the distribution arises from the convolution of two rings and is mainly due to photons whose twin has been lost. However, after the accumulation of 100 and 1000 frames (figures 6(b) and (c)), a distinct peak with width C can be discerned at the centre of C tot , which is the signature of the spatial correlation of PDC. We should indicate that since only the entangled photon pairs could contribute to the peak, it is not crucial for the input photon level to be greater than CIC. Still, a higher signal-to-noise ratio increases the height of the peak above the smooth background distribution.
Experiment results analysis
According to the numerical simulations, for the fixed input light level, the height of the correlation peak decreases rapidly with the increase of correlation width C [24] . When C is greater than 6 pixels, the peak is almost negligible. Since C is inversely proportional to the pump beam width w 0 , it is advantageous to make the pump width as large as possible, while ensuring it still completely passes through the crystal aperture. To achieve this, w 0 is adjusted to be 0.5 mm, which gives a correlation width of around 2 pixels. Figure 7 shows the experiment results for different input light levels and comparable simulation results. The simulation is run with the parameters of the experiment setup (noise level, gain, etc). The largest difference between the simulation and experiment is in the background levels, which is mostly due to noise. We believe this is due to small differences in the noise levels in the simulation and experiment. Although these are tiny, after a sum over 512 × 512 pixels, the difference becomes significant. Despite this difference, we expect that the smooth broad peak, due to the convolution of the ring structure, and the momentum correlation peak should be of equal size in simulation and experiment, as they are. Although the simulation results indicate that there should be strong correlation peaks under these conditions, the experiment results are not as convincing. They do not show clear signatures of the correlation peaks that can be distinguished from noise fluctuations. This could be due to a problem with EMCCDs that has recently been reported in connection with astronomical imaging. We call this the charge transfer efficiency (CTE) problem of EMCCD. For the previous simulations we assumed that each pixel of EMCCD is an independent detector. This is not a completely accurate description of the situation. As shown in figure 1 , the signal detected by every pixel will be transferred through the same shift register and gain register. The measure of the ability of the CCD to transfer the charge from one potential well to another is the CTE, and is typically less than 100%. If the charges do not move to the adjacent stages when they are supposed to, they will be left behind in one or more transfers and registered as if they are from a different pixel. Although the CTE of each transfer could be high (over 0.9999) for large charge packets, after over a 1000 transfers, this will cause the noticeable spread of the charge from one pixel into adjacent pixels (for 0.9999 CTE, the spread will be over 2 pixels), introducing the crosstalk between different pixels, blurring the final image. Moreover, the CTE is usually worse at low signal levels. It has been reported that at below the 0.5 photon/pixel/frame input level, the CTE of a typical EMCCD could cause a spread of several pixels [15] . There is no doubt that this effect will increase the effective correlation width C and, thus decrease the height of the correlation peak. Comparing the simulation results with the experiment results, we estimate the CTE induced spread is 2-3 pixels. This then defines the effective resolution of EMCCD for single-photon detection.
Conclusion
We experimentally tested the performance of the Andor iXon DV887 EMCCD camera for the detection of single-photon level input with the photon pairs generated from PDC. The camera exhibited single-photon sensitivity, good quantum efficiency and relatively low noise. Although we believe this electron multiplying camera's gain has been reduced by aging, it is still sufficient to allow the camera to work in the photon counting mode. In principle, the camera has a high resolution (512 × 512 pixels). However, it is possible that imperfect charge transfer efficiency broadens the effective pixels size and reduces the resolution by a factor of 2 or 3. The experiment results characterizing the spatial correlations of PDC provide evidence in support of this. With an improved CTE, EMCCD should be a good candidate for a single-photon-detector array. We should indicate that the camera used in our experiment is not a currently available model, but the methods can be applied to any EMCCD camera.
