Abstract. This paper considers the distributed optimization problem over a network, where the objective is to optimize a global function formed by a sum of local functions, using only local computation and communication. We develop an Accelerated Distributed Nesterov Gradient Descent (Acc-DNGD) method. When the objective function is convex and L-smooth, we show that it achieves a O( 1 t 1.4− ) convergence rate for all ∈ (0, 1.4). We also show the convergence rate can be improved to O( 1 t 2 ) if the objective function is a composition of a linear map and a strongly-convex and smooth function. When the objective function is µ-strongly convex and L-smooth, we show that it achieves a linear convergence rate of
1 t 1.4− ) convergence rate for all ∈ (0, 1.4). We also show the convergence rate can be improved to O( 1. Introduction. Given a set of agents N = {1, 2, . . . , n}, each of which has a local convex cost function f i (x) : R N → R, the objective of distributed optimization is to find x that minimizes the average of all the functions,
using local communication and local computation. The local communication is defined through an undirected connected communication graph. This problem has recently received much attention and has found various applications in multi-agent systems, sensor networks, machine learning, etc [2, 10, 14] . There exist many studies on developing distributed algorithms for this problem, e.g., [32, 4, 22, 15, 8, 30, 19, 20, 17, 26, 38, 16] , most of which are distributed gradient descent algorithms based on a consensus scheme [24] . These methods have achieved sublinear convergence rates for convex functions. When the convex functions are nonsmooth, the sublinear convergence rate matches the Centralized Gradient Descent (CGD) method. More recent work [28, 31, 23, 21, 34, 35, 37] , have improved these results to achieve linear convergence rates for strongly convex and smooth functions, or O( 1 t ) convergence rates for convex and smooth functions, which match the centralized gradient descent method as well.
It is known that among all centralized gradient based algorithms, centralized Nesterov Gradient Descent (CNGD) [24] achieves the optimal convergence speed in terms of first-order oracle complexity. Specifically, for L-smooth and convex problems, the convergence rate is O( 1 t 2 ); for L-smooth and µ-strongly convex problems, the convergence rate is O((1 − √ µη) t ) for step size η ∈ (0, 1 L ]. The nice convergence rates lead to the question of this paper: how to decentralize CNGD to achieve similar convergence rates? Paper [13] has developed Distributed Nesterov Gradient (D-NG) method and shown that for convex and L-smooth problems, 1 it has a convergence rate of O( log t t ).
2 This convergence rate is worse than the O( 1 t 2 ) rate of CNGD and is * This work is supported under NSF ECCS 1608509 and NSF CAREER 1553407. † John A. Paulson School of Engineering and Applied Sciences at Harvard University (gqu@g.harvard.edu, nali@seas.harvard.edu). 1 The convergence rate for strongly convex and smooth functions is not studied in [13] . From our simulation results in Section 5, the convergence rate for strongly convex and smooth functions is sublinear.
2 Paper [13] also studies an algorithm that achieves O( 1 t 2 ) convergence rate but it uses multiple 1 not better than the rate of CGD (O( 1 t )). In this paper, we propose an Accelerated Distributed Nesterov Gradient Descent (Acc-DNGD) algorithm. Our algorithm has two versions. The first version Acc-DNGD-SC is designated for µ-strongly convex and L-smooth functions. It achieves a convergence rate of O((1 − √ µη) t ) as CNGD, but with a more restricted range of step size 0
3/7 where C is a constant that does not depend on L or µ.
3
This leads to a convergence rate of O((1 − C( µ L ) 5/7 ) t ). We emphasize here that the dependence on the condition number L/µ in our convergence rate ([1 − C( µ L ) 5/7 ] t ) is strictly better than that of CGD ((1 − µ L ) t ), and to the best of our knowledge, it is the best among all distributed algorithms proposed so far. 4 The second version Acc-DNGD-NSC works for convex and smooth functions that are not necessarily strongly convex. It achieves a O( 1 t 1.4− ) (∀ ∈ (0, 1.4)) convergence rate if a vanishing step size is used. We further show that the convergence rate can be improved to O( 1 t 2 ) when we use a fixed step size and the objective function is a composition of a linear map and a strongly-convex and smooth function. Both rates are faster than CGD (O( 1 t )). To the best of our knowledge, the O( 1 t 1.4− ) rate is also the fastest among all distributed algorithms being proposed so far. 4 Our algorithm is a combination of CNGD and a gradient estimation scheme. The gradient estimation scheme has recently been studied under various contexts in [36, 7, 33, 28, 23, 35, 21] . As [28] has pointed out, when combining the gradient estimation scheme with a centralized algorithm, the resulting distributed algorithm could potentially match the convergence rate of the centralized algorithm. The results in this paper show that, although combining the scheme with CNGD will not give a convergence rate (O([1 − C( t ) or O(1/t)). The rest of the paper is organized as follows. Section 2 formally defines the problem and presents our algorithm and results. Section 3 and Section 4 prove the convergence of our algorithm. Lastly, Section 5 provides numerical simulations and Section 6 concludes the paper.
Notations. In this paper, n is the number of agents, and N is the dimension of the domain of the f i 's. Notation · denotes 2-norm for vectors and Frobenius norm for matrices, while · * denotes spectral norm for matrices, · 1 denotes 1-norm for vectors, and ·, · denotes inner product for vectors. Notation ρ(·) denotes spectral radius for square matrices, and 1 denotes a n-dimensional all one column vector. All vectors, when having dimension N (the dimension of the domain of the f i 's), will all be regarded as row vectors. As a special case, all gradients, ∇f i (x) and ∇f (x) are treated as N -dimensional row vectors. Notation "≤", when applied to vectors of the same dimension, denotes element wise "less than or equal to".
Problem and Algorithm.
2.1. Problem Formulation. Consider n agents, N = {1, 2, . . . , n}, each of which has a convex function f i : R N → R. The objective of distributed optimization consensus steps per iteration. In the rest of the paper, we only focus on algorithms that use one consensus step per gradient iteration. 3 The value of C will be clear in Theorem 5. 4 We only include algorithms that are based on consensus averaging and gradient evaluation (without extra information like Hessian or solving sub optimization problems), and use one or a constant number of consensus steps per gradient evaluation.
is to find x to minimize the average of all the functions, i.e.
(1) min
using local communication and local computation. The local communication is defined through a connected and undirected communication graph G = (V, E), where the nodes V = N and edges E ⊂ V × V . Agent i and j can send information to each other if and only if (i, j) ∈ E. The local computation means that each agent can only make its decision based on the local function f i and the information obtained from its neighbors. Global Assumptions. Throughout the paper, we make the following assumptions without explicitly stating them. We assume that each f i is convex (hence f is also convex). We assume each f i is L-smooth, that is, f i is differentiable and the gradient is L-Lipschitz continuous, i.e., ∀x, y ∈ R N ,
As a result, f is also L-smooth. We assume f has at least one minimizer x * with f (x * ) = f * . Other Assumptions. We will use the following assumptions in different parts of the paper, and those will be stated explicitly.
As a result, f is also µ-strongly convex.
Assumption 2. The set of minimizers of f is compact.
Centralized Nesterov Gradient Descent (CNGD).
We here briefly introduce two versions of centralized Nesterov Gradient Descent (CNGD) algorithm that is derived from [24, Scheme (2.2.6)]. 5 The first version, which we term "CNGD-SC", is designated for µ-strongly convex and L−smooth functions. Given step size η, let α = √ µη. CNGD-SC keeps updating three variables x(t), v(t), y(t) ∈ R N , starting from an initial point x(0) = v(0) = y(0) ∈ R N , and the updating rule is given by
The following theorem (adapted from [24, Theorem 2.2.1, Lemma 2.2.4]) gives the convergence rate of CNGD-SC. The second version, which we term "CNGD-NSC", is designated for convex (possibly not strongly-convex) and L-smooth functions. CNGD-NSC keeps updating three variables x(t), v(t), y(t) ∈ R N , starting from an initial point x(0) = v(0) = y(0) ∈ R N , and the updating rule is given by
where (α t ) ∞ t=0 is defined by an arbitrarily chosen α 0 ∈ (0, 1) and the update equation 
Our Algorithm: Accelerated Distributed Nesterov Gradient Descent (Acc-DNGD). We design our algorithm based on a consensus matrix W = [w ij ] ∈ R n×n . Here w ij stands for how much agent i weighs its neighbor j's information. Matrix W satisfies the following conditions:
(a) For any (i, j) ∈ E, w ij > 0. For any i ∈ N , w ii > 0. Elsewhere, w ij = 0.
(b) Matrix W is doubly stochastic, i.e. i w i j = j w ij = 1 for all i, j ∈ N . As a result, ∃σ ∈ (0, 1) being the second largest singular value of W , such that for any ω ∈ R n×1 , we have the "averaging property",
T ω (the average of the entries in ω) [27] . How to select a consensus matrix to satisfy these properties has been intensely studied, e.g. [25, 27] .
Analogous to the centralized case, we present two versions of our algorithm. The first version, Acc-DNGD-SC, is designated for µ-strongly convex and L-smooth functions. Each agent keeps a copy of the three variables in CNGD-SC, x i (t), v i (t), y i (t) and in addition s i (t) which serves as a gradient estimator. The initial condition is
and s i (0) = ∇f i (y i (0)), and the algorithm updates as follows:
where [w ij ] n×n are the consensus weights, η > 0 is a fixed step size and α = √ µη.
The second version, Acc-DNGD-NSC, is designated for convex (not necessarily strongly convex) and L-smooth functions. Similarly as Acc-DNGD-SC, each agent keeps variable x i (t), v i (t), y i (t) and s i (t). The initial condition is x i (0) = v i (0) = y i (0) = 0 and s i (0) = ∇f (0), 6 and the algorithm updates as follows: 6 We note that the initial condition s i (0) = ∇f (0) = 1 n i ∇f i (0) requires the agents to conduct an initial run of consensus averaging. We impose this initial condition for technical reasons, while we expect the results of this paper to hold for a relaxed initial condition, s i (0) = ∇f i (y i (0)) which does not need initial coordination. We use the relaxed condition in numerical simulations.
where [w ij ] n×n are the consensus weights and η t ∈ (0, 1 L ) are the step sizes. Sequence (α t ) t≥0 is generated as follows. First we let α 0 = √ η 0 L ∈ (0, 1). Then given α t ∈ (0, 1), we select α t+1 to be the unique solution in (0, 1) of the following equation,
We will consider two variants of the algorithm with the following two step size rules.
• Vanishing step size:
• Fixed step size: η t = η > 0. In both versions (Acc-DNGD-SC (4) and Acc-DNGD-NSC (5)), because w ij = 0 when (i, j) / ∈ E, each node i only needs to send x i (t), v i (t), y i (t) and s i (t) to its neighbors. Therefore, the algorithm can be operated in a fully distributed fashion with only local communication. The additional term s i (t) allows each agent to obtain an estimate on the global gradient 1 n i ∇f i (y i (t)). Compared with distributed algorithms without this estimation term, it helps improve the convergence speed. For more intuition behind how the gradient estimation term s i (t) works, we refer the readers to [28] . Because of the use of the gradient estimation term, we call this method as Accelerated Distributed Nesterov Gradient Descent (Acc-DNGD) method.
2.4.
Convergence of the Algorithm. To state the convergence results, we need to define the following average sequencex(t) =
. We first provide the convergence result for Acc-DNGD-SC in Theorem 5.
Theorem 5. Consider algorithm Acc-DNGD-SC (4) . Under the strongly convex assumption (Assumption 1), when 0 < η <
The step size in theorem 5 results in a convergence rate of
. In this convergence rate, the dependence on the condition We next provide the convergence result for Acc-DNGD-NSC in Theorem 6.
7 Without causing any confusion with the αt in (2), in the rest of the paper we abuse the notation of αt. 8 The quantity 
) δ log 1 ) iterations to reach an accuracy level . Therefore, the smaller δ is, the better the convergence rate is.
Theorem 6. Consider algorithm Acc-DNGD-NSC (5). Suppose Assumption 2 is true and without loss of generality we assumev(0) = x * . Let the step size be η t = η (t+t0) β with β = 0.6 + where ∈ (0, 1.4). Suppose the following conditions are met.
(i)
where
and R is the diameter of the (2f (
. In Theorem 6, condition (i) is intended to make η t /η t+1 close to 1 (as will be required in Lemma 17 (iii)), and condition (ii)(iii) are intended to make η t close to 0 (as will be required in Lemma 17 (ii)). While the conditions are needed for the proof, we expect the same result will hold if we simply let t 0 = 1 and η = , which is what we choose in the simulations in Section 5. The reason is that, regardless of the value of η and t 0 , we have η t → 0 and η t /η t+1 → 1, and hence for large enough t, η t and η t /η t+1 will automatically be close to 0 and 1 respectively.
While in Theorem 6 we require β > 0.6, we conjecture that the algorithm will converge with rate O( 1 t 2−β ) even if we choose β ∈ [0, 0.6], with β = 0 corresponding to the case of fixed step size. In Section 5 we will use numerical methods to support this conjecture.
In the next theorem, we provide a O( 1 t 2 ) convergence result when a fixed step size is used and the objective functions belong to a special class.
Theorem 7. Consider algorithm Acc-DNGD-NSC (5). Assume each f i (x) can be written as f i (x) = h i (xA i ), where A i is a non-zero N × M i matrix, and h i (x) : R 1×Mi → R is a µ 0 -strongly convex and L 0 -smooth function. Suppose we use the fixed step size rule η t = η, with
where L = L 0 ν with ν = max i A i 2 * ; and µ = µ 0 γ with γ being the smallest non-zero
). An important example of the type of functions f i (x) in Theorem 7 is the square loss for linear regression (cf. Case I in Section 5) when the sample size is less than the parameter dimension.
Remark 8. All constants in the step size bounds provided in this section are conservative. The conservative constants are a result of the fact that, in order to simplify mathematical calculations, we have used coarse spectral bounds in the proofs (see Lemma 14, 20, 21, 22) . In numerical simulations, we use much larger step sizes. Now the algorithm Acc-DNGD-SC (4) can be written as
Apart from the average sequencex(t) = 1 n n i=1 x i (t) that we have defined, we also define several other average sequences,v(t) =
Overview of the Proof. In our proof, we firstly derive the update formula for the average sequences (Lemma 9). Then, it turns out that the update rule for the average sequences is in fact CNGD-SC (4) with inexact gradients [6] , and the inexactness is characterized by "consensus error" y(t) − 1ȳ(t) (Lemma 10). The consensus error is then bounded in Lemma 11. With the bound on consensus error, we can roughly apply the same proof steps of CNGD-SC (see e.g. [24] ) to the average sequence and finish the proof of Theorem 5 in Section 3.3.
Lemma 9. The following equalities hold.
Proof: We omit the proof since these can be easily derived using the fact that W is doubly stochastic. For (9d) we also need to use the fact thats(0) = g(0).
From (9a)-(9c) we see that the sequencesx(t),v(t) andȳ(t) follow a update rule similar to the CNGD-SC in (2) . The only difference is that the g(t) in (9a)-(9c) is not the exact gradient ∇f (ȳ(t)) in CNGD-SC. In the following Lemma, we show that g(t) is an inexact gradient with error O( y(t) − 1ȳ(t)
2 ).
is an inexact gradient of f atȳ(t) with error O( y(t) − 1ȳ(t)
2 ) in the sense that if we letf (t) =
10 The exact gradient ∇f (ȳ(t)), satisfies
Proof: For any ω ∈ R N , we have
which shows (10). For (11), similarly,
where in the last inequality we have used the elementary fact that
The consensus error y(t) − 1ȳ(t) in the previous lemma is bounded by the following lemma whose proof is deferred to Section 3.2.
2 , and
At last, we will finish the proof of Theorem 5 in Section 3.3.
Proof of the Bounded Consensus Error (Lemma 11).
We now give the proof of Lemma 11. We will frequently use the following two lemmas, whose proofs are deferred to Appendix-A.1.
Lemma 12. The following inequality is true.
Lemma 13. The following inequalities are true.
Proof of Lemma 11:
Overview of the proof. The proof is separated into two steps. In step 1, we treat the algorithm (8) as a linear system and derive a linear system inequality (15) . In step 2, we analyze the state transition matrix in (15) and prove its spectral properties, from which the conclusion of the lemma follows.
Step 1: A Linear System Inequality. Define state
T ∈ R 3 and we will derive a linear system inequality that bounds the update of z(t), given as follows
is the input to the system with
The state transition matrix G(η) ∈ R 3×3 is given by
We now prove (15) . By (8a) and (9a), we have
By (8b) and (9b), we have
By (8c) and (9c), we have
where we have used (16) and (17) in the second inequality.
By (8d) and (9d), we have
where in (a) we have used the fact that
and in (b) we have used (13) . Now we expand y(t + 1) − y(t).
where in the last inequality we have used (12) (Lemma 12). Combining the above with
Combining (17) (18) (20) gives the linear system inequality (15).
Step 2: Spectral Properties of G(η). We give the following lemma regarding G(η). We provide a proof-sketch here while the complete proof can be found in Appendix-A.2.
(c) The entries in the 2nd row of G(η) t are all upper bounded by
Proof-Sketch: Part (a) essentially says that when η is small, ρ(G(η)) should be close to σ. This follows from ρ(G(0)) = σ and the fact that ρ(G(η)) is continuous in η. A detailed calculation leads to the bound in (a). Part (b)(c), essentially says that, the (p, q)th entry of G(η) t can be upper bounded by C pq ρ(G(η)) t for some constant C pq > 0 that does not depend on t. This is a direct consequence of PerronFrobenius Theorem [12, Theorem 8.2.11] . In the appendix we calculate detailed values of C 21 , C 22 , C 23 which lead to (b)(c).
Notice in Lemma 14 (b), the constant
converges to 0 as η → 0. This fact is crucial in the proof of Theorem 5 (cf. (29) and the argument following it).
The step size condition in Lemma 11 ensures the condition of Lemma 14 holds. By (15) ,
Recall the second entry of z(t) is y(t) − 1ȳ(t) , and
Hence the above inequality implies,
3.3. Proof of Theorem 5. We define a series of functions Φ t (ω). We define
Claim 1: Φ t (·) can be written as,
where φ * 0 = f (x(0)), and given φ * t , we have
Claim 2: For any t, we have
Proof of Claim 1: By (21), Φ t is always a quadratic function. Since
We next show by induction that Φ t (·) achieves its minimum atv(t). Firstly, Φ 0 achieves its minimum atv(0). Assume Φ t (·) achieves minimum atv(t). Since Φ t is a quadratic function with Hessian µI, we have ∇Φ t (v(t + 1)) = µ(v(t + 1) −v(t)). Then by (21), we have
where the last equality follows from (9b) and the fact η α = α µ . Hence Φ t+1 achieves its optimum atv(t + 1). Now we have shown that Φ t (·) is a quadratic function that achieves minimum atv(t) with Hessian µI. This implies (22) is true. It remains to calculate φ * t . Clearly, φ * 0 = f (x(0)). Setting ω =ȳ(t) in (21), we get Φ t+1 (ȳ(t)) = (1 − α)Φ t (ȳ(t)) + αf (t). Combining this with (22), we can get (23) .
Proof of Claim 2:
Clearly (24) is true for t = 0. Assuming it's true for t, then for t + 1, we have by (21) and (10),
The major step of proving Theorem 5 is to show the following inequality,
If (25) is true, then combining (25) with (24), we have
, the desired result of part (a) of the theorem. We will next prove (25) . At last we will show part (b), which is an easy corollary. Proof of (25): By (23),
where (a) is due tov(t) −ȳ(t) = 1 α (ȳ(t) −x(t)) and (b) is due to (10) (for ω =x(t)). In (c), we have used
2 , which follows from (11) (for ω =x(t + 1)). We expand (26) recursively,
Now we bound
By Lemma 11 (the step size in Theorem 5 implies the condition of Lemma 11 holds), we have
By the step size in Theorem 5 we have η <
, and hence α <
And similarly,
Hence, by Gershgorin Disk Theorem [11] 
2 . Combining the above with (28),
where in the last step, we have used by definition, a(k)
2 . Now returning to (27) , we get,
To prove (25) , it remains to check A 3 (η) and A 4 (η) are positive. Plugging in
into A 3 (η) and using
where in the second inequality we have used by the step size condition in Theorem 5, ηL < 1 4 , and
). For A 4 (η), similarly plugging in A 2 (η) and using 1 − α >
) and α = √ µη, we have
where in the last inequality we have used by the step size condition in Theorem 5,
At last we will prove part (b) of Theorem 5. Using (24) ,
. Therefore, both g(t)
2 and ȳ(t) −x(t) 2 are O((1 − α) t ). Then, the a(t) defined in Lemma 11 is O ((1 − α) t/2 ). By Lemma 11, we also have y(t) − 1ȳ(t) = O((1 − α) t/2 ) (where we have used an easy-to-check fact:
, by triangle inequality we have y(t) − 1x
4. Convergence Analysis of Acc-DNGD-NSC. In this section, we will provide the proof of Theorem 6 and Theorem 7. We will first provide a proof overview in Section 4.1 and then defer the detailed proof to the rest of the section.
4.1. Proof Overview. Same as (7), we introduce matrix notations x(t), v(t), y(t), s(t), ∇(t) ∈ R n×N . We also definex(t),v(t),ȳ(t),s(t) and g(t) analogously. Then our algorithm in (5) can be written as
Overview of the Proof. We derive a series of lemmas (Lemma 15, 16, 17 and 18) that will work for both the vanishing and the fixed step size case. We firstly derive the update formula for the average sequences (Lemma 15). Then, we show that the update rule for the average sequences is in fact CNGD-NSC (3) with inexact gradients [6] , and the inexactness is characterized by "consensus error" y(t) − 1ȳ(t) (Lemma 16). The consensus error is bounded in Lemma 17. Then, we apply the proof of CNGD (see e.g. [24] ) to the average sequences in spite of the consensus error, and derive an intermediate result in Lemma 18 . Lastly, we finish the proof of Theorem 6 and Theorem 7 in Section 4.3 and Section 4.4 respectively.
As shown above, the proof is similar to that of Acc-DNGD-SC in Section 3. The main difference lies in how we bound the consensus error (Lemma 17) and how we apply the CNGD proof in Section 4.3. In what follows, we will mainly focus on the different parts while putting details for the parts that are similar to Acc-DNGD-SC into the Appendix.
Lemma 15. The following equalities hold.
Proof: We omit the proof since these equalities can be easily derived using the fact that W is doubly stochastic and the fact thats(0) = g(0).
From (31a)-(31c) we see that the sequencesx(t),v(t) andȳ(t) follow a update rule similar to the CNGD-NSC in (3). The only difference is that the g(t) in (31a)-(31c) is not the exact gradient ∇f (ȳ(t)) in CNGD-NSC. In the following Lemma, we show that g(t) is an inexact gradient.
2 ) in the sense that, ∀ω ∈ R N ,
Proof: We omit the proof since it's almost identical as the proof of Lemma 10.
The consensus error y(t) − 1ȳ(t) in the previous lemma is bounded by the following lemma whose proof is given in Section 4.2.
Lemma 17. Suppose the step sizes satisfy
). Then, we have,
t , and κ =
6
(1−σ) . We next provide the following intermediate result.
Then, we have,
where λ t is defined through λ 0 = 1, and λ t+1 = (1 − α t )λ t . Further, we have function Φ t (ω) can be written as
The exact gradient ∇f (ȳ(t)), satisfies f (
where γ t is defined through γ t+1 = γ t (1−α t ), and φ * t is some real number that satisfies φ * 0 = f (x(0)), and
Proof: Its proof is almost the same as the derivation of (22) (23) (24) in the proof of Theorem 5. For completeness we include a proof in Appendix-B.4.
Proof of the Bounded Consensus Error (Lemma 17).
We will frequently use the following lemma, whose proofs can be found in Appendix-B.1. We will also use Lemma 13 in Section 3.2, which still holds under the setting of this section.
Lemma 19. The following equalities are true.
Proof of Lemma 17:
Overview of the proof. The proof is divided into three steps. In step 1, we treat the algorithm (30) as a linear system and derive a linear system inequality (40).
In step 2, we analyze the state transition matrix in (40) and prove a few spectral properties. In step 3, we further analyze the linear system (40) and bound the state by the input, from which the conclusion of the lemma follows. Throughout the proof, we will frequently use an easy-to-check fact: α t is a decreasing sequence.
Step 1: A Linear System Inequality.
in which λ 4 1−σ > 1. Then, we have the following linear system inequality holds.
The derivation of (40) is almost the same as that of (15) (in the proof of Lemma 11). Due to space limit, we omit the derivation here. It can be found in Appendix-B.2.
Step
2: Spectral Properties of G(·). When η is positive, G(η) is a nonnegative matrix and G(η)
2 is a positive matrix. By Perron-Frobenius Theorem ([12, Theorem 8.5.1]) G(η) has a unique largest (in magnitude) eigenvalue that is a positive real with multiplicity 1, and the eigenvalue is associated with an eigenvector with positive entries. We let the unique largest eigenvalue be θ(η) = ρ(G(η)) and let its eigenvector be
T , normalized by χ 3 (η) = 1. We give bounds on the eigenvalue and the eigenvector in the following lemmas. Due to space limit, we only provide a proof-sketch, while the complete proof can be found in Appendix-B.3.
Lemma 20. When 0 < ηL < 1, we have σ < θ(η) < σ + 4(ηL) 1/3 , and
Proof-Sketch: Lemma 20 and Lemma 21 essentially say that when η is small, θ(η) = ρ(G(η)) should be close to σ, and χ 2 (η), χ 1 (η) should be close to 0. These can be seen through the fact that G(0)'s all three eigenvalues are σ, with eigenvector [0, 0, 1] T . Therefore, when η is small, G(η)'s all eigenvalues should be close to σ, and eigenvectors "close" to [0, 0, 1]
T . Detailed calculations in the Appendix lead to the bound in Lemma 20 and Lemma 21. To prove Lemma 22, we essentially need to prove that both function χ 1 (η) and χ 2 (η) behave asymptotically similar to functions of the type cη δ for some c, δ > 0. Hence It is easy to check that, under our step size condition (ii) in Lemma 17, all the conditions of Lemma 20, 21, 22 are satisfied.
Step 3: Bound the state by the input. With the above preparations, now we prove, by induction, the following statement,
where κ = 6 1−σ . Eq. (41) is true for t = 0, since the left hand side is zero when t = 0. Assume (41) holds for t. We now show (41) is true for t + 1. We divide the rest of the proof into two sub-steps. Briefly speaking, step 3.1 proves that the input to the system (40), a(t+1) does not decrease too much compared to a(t) (a(t+1) ≥ σ+3 4 a(t)); while step 3.2 shows that the state z(t + 1), compared to z(t), decreases enough for (41) to hold for t + 1.
Step 3.1: We prove that a(t + 1) ≥ σ+3 4 a(t). By (39), a(t + 1) = αt+1L v(t + 1) −ȳ(t + 1) + 2ληt+1L g(t + 1)
Therefore, recalling a(t) = α t L v(t) −ȳ(t) + 2λLη t g(t) , we have
where in the last inequality, we have used the elementary fact that for four positive numbers a 1 , a 2 , a 3 , a 4 and x, y ≥ 0, we have a 1 x + a 2 y = a1 a3 a 3 x + a2 a4 a 4 y ≤ max( a1 a3 , a2 a4 )(a 3 x + a 4 y). Next, we expand g(t + 1) − g(t) ,
Here (a) is due to (14) ; (b) is due to the second row of (40) and the fact that a(t) ≥ L ȳ(t + 1) −ȳ(t) (cf. (38) ); (c) is due to the induction assumption (41). In (d), we have used the bound on χ 1 (·) (Lemma 21), χ 2 (·) (Lemma 20), and χ 3 (η t ) = 1. In (e), we have used η t L < 1, σ < 1 and κ > 1.
Combining (43) with (42) and recalling κ = 
where in the last inequality, we have used the fact that
where the equality follows from the update rule for α t (6) . By the step size condition (iii) in Lemma 17, 
(t).
Step 3.2: Finishing the induction. We have,
where (a) is due to (40), and (b) is due to induction assumption (41), and (c) is because θ(η t ) is an eigenvalue of G(η t ) with eigenvector χ(η t ), and (d) is due to step 3.1, and θ(η t ) < σ + 4(η 0 L) 1/3 < 1+σ 2 (by Lemma 20 and step size condition (ii) in Lemma 17), and in (e), we have used the fact κ 
Now, (41) is proven for t + 1, and hence is true for all t. Therefore, we have
Notice that
). The statement of the lemma follows.
Proof of Theorem 6.
We first introduce Lemma 23 regarding the asymptotic behavior of α t and λ t .
Lemma 23. When the vanishing step size is used (η t = η (t+t0) β , t 0 ≥ 1, β ∈ (0, 2)), Proof-Sketch: Due to space limit, we provide a proof sketch here, while the complete proof can be found in Appendix-B.5. First through the update rule (6) it is not hard to check α t → 0. Then, we can calculate 
Now we proceed to prove Theorem 6. Proof of Theorem 6: It is easy to check that with the step size condition in Theorem 6, all the conditions of Lemma 17 and 23 are satisfied, hence the conclusions of Lemma 17 and 23 hold. The major step of proving Theorem 6 is to show the following inequality,
If (45) is true, by (45) and (35), we have
e. the desired result of Theorem 6. Now we use induction to prove (45). Firstly, (45) is true for t = 0, since
Combining the above with (36),
Using the induction assumption, we get
By Assumption 2 and [3, Proposition B.9], we have the level set is compact. Hence we have x(k) − x * ≤ R where R is the diameter of that level set. Combining the above arguments, we get
where C 1 is a constant that does not depend on η, and in the last inequality we have used by the L-smoothness
where (a) is due to (32) and (b) is due to α t (v(t) −ȳ(t)) + (1 − α t )(x(t) −ȳ(t)) = 0. By (33) (setting ω =x(t + 1)) and Lemma 17,
Combining the above with (48) and recalling κ = 6 1−σ , we get,
where in the last inequality we have used that, recalling
where the last inequality follows from ηL < cf. step size condition (ii) in Theorem 6). Next, expanding (50) recursively, we get
Therefore to finish the induction, we need to show
where C 2 is a costant that does not depend on η, and in (a) we have used Φ 0 (x (47)). Now by Lemma 23, we get,
where in (a) we have used, k + t 0 ≥ k + 1, k + 1 + t 0 ≤ (t 0 + 1)(k + 1); in (b) we have used
where in the last inequality, we have simply required
(i.e. step size condition (iii) in Theorem 6), which is possible since the constants C 2 and D(β, t 0 ) do not depend on η. So the induction is complete and we have (45) is true.
4.4.
Proof-Sketch of Theorem 7. Due to space limit, we only provide a proofsketch here. The full proof can be found in Appendix-B.6. Proof-Sketch of Theorem 7: We first show that, since ∇f i (y i (t)) = ∇h i (y i (t)A i )A T i , vectorx(t) −ȳ(t) will always lie within the row space of matrix A. Then we show, the inequality (32) in Lemma 16, when evaluated at ω =x(t), can be strengthened to,
Next, we basically follow the same derivation as equation (48) (49) (50), but using the strengthened inequality (51) instead of (32) in Lemma 16. Because of the additional x(t) −ȳ(t) 2 term in (51), we will get,
where E 1 , E 2 , E 3 , E 4 are constants that do not depend on η. By making η small enough, we have φ
. Lastly, it can be shown that, when using a fixed step size, λ t = O( 1 t 2 ). 5. Numerical Experiments. We simulate our algorithm on different objective functions and compare it with other algorithms. We choose n = 100 agents and the graph is generated using the Erdos-Renyi model [9] with connectivity probability 0.3. The weight matrix W is chosen using the Laplacian method [31] . In details,
is the Laplacian of the graph defined to be L ij = −1 for (i, j) ∈ E, and L ii = d i and L ij = 0 for i, j not connected. We will compare our algorithm (Acc-DNGD-SC or Acc-DNGD-NSC) with Distributed Gradient Descent (DGD) in [22] with a vanishing step size, the "EXTRA" algorithm in [31] (withW = W +I 2 ), the algorithm studied in [36, 7, 33, 28, 23, 35 , 21] (we name it "Acc-DGD"), the "D-NG" method in [13] . We will also compare with two centralized methods that directly optimize f : Centralized Gradient Descent (CGD) and Centralized Nesterov Gradient Descent (CNGD-SC (2) are M i = 100 data samples for agent i. The data samples are generated independently. We first fix a predefined parameterx ∈ R N with each element drown uniformly from [0, 1]. For each sample (u im , v im ), the last element of u im is fixed to be 1, and the rest elements of u im are drawn from i.i.d. Gaussian with mean 0 and variance 100. We then generate v im from a Bernoulli distribution, with probability of v im = 1 being
For Case I and Case II, the functions are both strongly convex and smooth, so we test the strongly-convex variant of our algorithm Acc-DNGD-SC and the version of CNGD we compare with is CNGD-SC. We note here that the parameters of the f i 's are chosen to have a large condition number L/µ ≈ 400 in order to verify that our algorithm has a better dependence on the condition number than CGD and CGD based distributed methods. The simulation results are shown in Figure 1 , where the xaxis is iteration number t, and the y-axis is the average objective error 1 n f (x i (t)) − f * for distributed methods, or objective error f (x(t)) − f * for centralized methods. It can be seen that our algorithm Acc-DNGD-SC indeed performs significantly better than CGD, CGD-based distributed methods (DGD, EXTRA, Acc-DGD) and also D-NG.
Case III: the objective functions are given by,
where m = 12, a i , b i ∈ R N (N = 4) are vectors whose entries are i.i.d. Gaussian with mean 0 and variance 1, with the exception that b n is set to be
It is easy to check that f i is convex and smooth, but not strongly convex (around the minimizer).
Case III is intended to test the sublinear convergence rate 1 t 2−β (β > 0.6) of the Acc-DNGD-NSC (5) and the conjecture that the 1 t 2−β rate still holds even if β ∈ [0, 0.6] (cf. Theorem 6 and the comments following it). Therefore, we do two runs of Acc-DNGD-NSC, one with β = 0.61 and the other with β = 0. The results are shown in Figure 2 , where the x-axis is the iteration t, and the y-axis is the (average) objective error. Notice that Figure 2 is a double log plot. It shows that Acc-DNGD-NSC with β = 0.61 performs faster than 1/t 1.39 , while D-NG, CGD and CGD-based distributed methods (DGD, Acc-DGD, EXTRA) are slower than 1/t 1.39 . Further, both Acc-DNGD-NSC with β = 0 and CNGD-NSC are faster than 1 t 2 . 6. Conclusion. In this paper we have proposed an Accelerated Distributed Nesterov Gradient Descent (Acc-DNGD) method. The first version works for convex and L-smooth functions and we show that it achieves a O( 1 t 1.4− ) convergence rate for all ∈ (0, 1.4). We also show the convergence rate can be improved to O( 1 t 2 ) if the objective function is a composition of a linear map and a strongly-convex and smooth function. The second version works for µ-strongly convex and L-smooth functions, and we show that it achieves a linear convergence rate of
for some constant C independent of L or µ. All the rates are better than CGD and CGDbased distributed methods. In the future, we plan to tighten our analysis to obtain better convergence rates. Specifically, we expect in the convex and L-smooth case, our method can achieve a O(
≤ ȳ(t) −x(t) + 2η g(t) .
Proof of Lemma 13: For (13), we have
For (14), we have
A.2. Proof of Lemma 14. In this section, we provide the proof of Lemma 14. Proof of Lemma 14: (a) We first calculate the characteristic polynomial of G(η) as
where k 1 and k 2 are positive constants given by
where we have used ηL < 1. Let ζ 0 = σ + 4(ηL) 1/3 . Then ζ 0 > σ + 2ηL. Since p(σ + 2ηL) < 0, and p(ζ) is a strictly increasing function on [ζ 0 , +∞) (since when
2/3 − 5ηL > 0), and also since G(η)'s largest eigenvalue in magnitude must be a positive real number (Perron-Frobenius Theorem [12, Theorem 8.2 .11]), we have ρ(G(η)) is a real root of p on [σ + 2ηL, ∞). Then ρ(G(η)) < ζ 0 will follow from p(ζ 0 ) > 0, which is shown below.
For the lower bound, notice that k 1/3 2 > 2(ηL) 2/3 > 4ηL (which is equivalent to ηL < 1 8 , cf. the step size condition in Lemma 14) . Therefore, we have
2 )(0.84k
where we have used that, noticing k 2 > 2ηLσ and α = √ µη < √ ηL < 1/8 3 (cf. the step size condition in Lemma 14) ,
Hence we have ρ(G(η)) > σ + 0.84k
2 . Also noticing k 2 > 2ηLσ, we have
Before we proceed to (b) and (c), we prove the following claim. Claim: G(η)'s spectral gap is at least ρ(G(η)) − σ.
To prove the claim, we consider two cases. If G(η) has three real eigenvalues, then notice that p 0 (ζ) is nonpositive on [σ, σ + 2ηL], and p 1 (ζ) is affine and positive on
, therefore p(ζ) has no real roots on [σ, σ + 2ηL]. Also notice p(ζ) has exactly one real root on [σ + 2ηL, ∞) (the leading eigenvalue; here we have used the fact that p(ζ) is strictly convex on [σ + 2ηL, ∞) and p(σ + 2ηL) < 0), hence p's other two real roots must be less than σ. We next show that the two other real roots must be nonnegative. Let the three eigenvalues be γ 1 , γ 2 and γ 3 with γ 1 being the leading eigenvalue. Then,
Then, using α = √ µη < 
where in the last inequality, we have used ηL < σ 3 64 (cf. the step size condition in Lemma 14) . Next, we calculate
where in the last inequality, we have used 1 − 2α > 0,
, implied by our step size selection in Lemma 14) . At last, we use the fact that our step size bound in Lemma 14 implies 2ηLσ
We have already shown γ 2 + γ 3 > 0. Hence, both γ 2 and γ 3 are positive. Now that we have already shown that, γ 2 and γ 3 are positive reals less than σ. This implies the spectral gap is at least ρ(G(η)) − σ.
On the other hand, if G(η) has one real eigenvalue (the leading one) and two conjugate complex eigenvalues, then let the modulus of the two conjugate eigenvalues be τ and we have
We calculate
where we have used 2α 2 < 1 and α 2 + 2α 3 < 1 (since α < √ ηL < 1/8 3 ). Therefore, τ 2 ρ(G(η)) < σ 2 (σ+2ηL). Noticing that ρ(G(η)) > σ+2ηL, we have τ < σ. Therefore, we can conclude that the spectral gap is at least ρ(G(η)) − σ. Now we proceed to prove (b) and (c).
(b) Same as before, we let the three eigenvalues of G(η) be γ 1 , γ 2 and γ 3 with γ 1 = ρ(G(η)) being the leading eigenvalue and γ 1 > |γ 2 | ≥ |γ 3 |. We assume γ 2 = γ 3 .
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Then by the claim on spectral gap, we have γ 1 − |γ 3 | ≥ γ 1 − |γ 2 | ≥ (σηL) 1/3 . We will use the following lemma.
Lemma 24. If a series (B t ) t≥0 can be written as
We know that through diagonalization, all the entries of G(η) t can be written as the form described in Lemma 24. We know that [
As a result,
At last, we provide the derivation of Lemma 24. Proof of Lemma 24: We have,
Hence we can solve for α 1 , α 2 , α 3 , getting
where ∆ = (γ 1 − γ 2 )(γ 2 − γ 3 )(γ 3 − γ 1 ). We now calculate,
Similarly, 
B.2. Derivation of (40) in the Proof of Lemma 17. By (30a) and (31a), we have
By (30b) and (31b), we have
Hence,
By (30c) and (31c), we have y(t + 1) − 1ȳ(t + 1)
where we have used (52) and (53) in the second inequality.
By (30d) and (31d), we have
and in (b) we have used (13) . Now we expand y(t + 1) − y(t),
Combining the above with (56), we get,
By (38) we have a(t) ≥ L ȳ(t + 1) −ȳ(t) . Now we combine (54) (55) (58) and get the desired linear system inequality (40). 
We evaluate p(·) on σ + 4(ηL)
1/3 and get,
where we have used (ηL)
, so p's largest real root must lie within (σ, σ +4(ηL) 1/3 ). Therefore, σ < θ(η) < σ +4(ηL) 1/3 . For the eigenvectors, notice that
. For the rest of this section, we will use the following formula for χ 1 (·) and χ 2 (·).
Lemma 25. We have
.
Proof: Since G(η)χ(η) = θ(η)χ(η), we have, writing down the first line,
from which we can get the formula for χ 1 (η). Writing the third line of G(η)χ(η) = θ(η)χ(η), we get
from which we can derive the formula for χ 2 (η). Now we proceed to prove Lemma 21. Proof of Lemma 21:
, we have (σηL) 1/3 > 2ηL. Hence by (59),
The rest of the section will be devoted to Lemma 22. Before proving Lemma 22, we prove an axillary lemma first.
Lemma 26. We have
Further, when 0 < η < σ 2 L9 3 , we have
Proof: Since p(θ(η)) = 0 (where p is the characteristic polynomial of G(η) as defined in (59), we take derivative w.r.t. η on both sides of p(θ(η)) = 0, and get
From the above equation we obtain
By Lemma 20, the step size η < Hence, the nominator part of θ (η) satisfy, 2L(θ(η) − σ) 2 + 5L(θ(η) − σ) + 2σL < 9Lσ 2/3 .
Also notice, 4ηL(θ(η) − σ) + 5ηL < 9ηL < (σηL)
where the last inequality comes from the step size condition η < Combining the bound on the nominator and the denominator, we get 0 < θ (η) ≤ 9Lσ Now we proceed to prove Lemma 22. Proof of Lemma 22: Define ξ 1 , ξ 2 : R → R to be ξ 1 (y) = log χ 1 (e y ) and ξ 2 (y) = log χ 2 (e y ). The statement of the lemma can be rephrased as, log χ 1 (e log ζ1 ) − log χ 1 (e log ζ2 ) ≤ 6 σ | log ζ 1 − log ζ 2 |, log χ 2 (e log ζ1 ) − log χ 2 (e log ζ2 ) ≤ 28 σ | log ζ 1 − log ζ 2 |.
So we only need to show that ξ 1 is 6 σ -Lipschitz continuous and ξ 2 is 28 σ -Lipschitz continuous, on interval y ∈ (−∞, log( σ 2 9 3 L )). We calculate the derivative of ξ 1 and let η = e y ∈ (0, σ 2 /(9 3 L)),
Notice that η satisfies all the step size conditions of Lemma 20, 21, 26 . We have 
4L
where in (a), we have used (σηL) 1/3 < σ/9 < 1, and in (b), we have used First, we prove (35) . Notice (35) is true for t = 0. Then, assume it's true for t, then for t + 1, we have Φ t+1 (ω) = (1 − α t )Φ t (ω) + α t (f (t) + g(t), ω −ȳ(t) )
where in the first inequality we have used (32) and in the second inequality we have used the induction assumption.
Next, we prove (36). It's clear that Φ t is always a quadratic function. Notice that ∇ 2 Φ 0 (ω) = γ 0 I and
We get ∇ 2 Φ t (ω) = γ t I for all t, by the definition of γ t . We next claim, Φ t , as a quadratic function, achieves minimum atv(t). We prove the claim by induction. Firstly, Φ 0 achieves minimum atv(0). Assume Φ t achieves minimum atv(t). Then, ∇Φ t (ω) = γ t (ω −v(t)). Notice that by (34) , ∇Φ t+1 (ω) = (1 − α t )∇Φ t (ω) + α t g(t)
= (1 − α t )γ t (ω −v(t)) + α t g(t).
Set ω =v(t + 1), we get ∇Φ t+1 (v(t + 1)) = (1 − α t )γ t (v(t + 1) −v(t)) + α t g(t)
= [−(1 − α t )γ t η t α t + α t ]g(t)
= 0 where the last equality follows from the fact that α 2 t = η t (1 − α t )γ t , which can be proved recursively. It's true for t = 0 by definition of γ 0 . And note α 2 t+1 = ηt+1 ηt (1 − α t+1 )α 2 t = (1 − α t+1 )η t+1 (1 − α t )γ t = η t+1 (1 − α t+1 )γ t+1 . Hence Φ t+1 achieves optimum atv(t + 1), and hence the claim.
We have proven Φ t (ω) is a quadratic function that achieves minimum atv(t) and satisfies ∇ 2 Φ t = γ t I. This implies Φ t can be written in the form of (36) for some unique φ * t ∈ R. We next show φ * t satisfies (37) . Clearly, φ * 0 = f (x(0)). We now derive a recursive formula for φ * t . Since by (34) Φ t+1 (ȳ(t)) = (1 − α t )Φ t (ȳ(t)) + α tf (t). √ η t . Therefore, for t ≥ 1,
Now we use the comparison lemma (Lemma 27) with a fixed step size η t = η 0 . Notice that η t+1 /η t < η t+1 /η t , we have α t ≤ α t . Repeating the argument for (63), we get (63) is also true if we replace η t with η t and α t with α t . Hence, for t ≥ 1,
This implies that for t ≥ 0, α t ≤ 2 t+1 . Hence,
This gives part (i) of the lemma. Now we derive a tighter upper bound for α t which will be used later. Returning to (63), we have Notice that when t ≥ 2, the right hand side of the above formula is positive. Hence, α t < 2 − β t + t 0 − (t + t 0 ) β/2 (t 0 + 1) 1− 
