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Стремительное развитие ІТ-инфраструктуры предприятий 
неизменно влечет за собой неконтролируемый рост количества 
угроз и уязвимостей информационных ресурсов (ИР). В этих усло-
виях оценивание информационных рисков позволяет определить 
необходимый уровень защиты информации (ЗИ), осуществить его 
поддержку и разработать стратегию развития информационной 
структуры объекта защиты. Анализ и оценивание рисков (АОР) 
является необходимым условием при создании системы управле-
ния рисками [1] и плана работ по обеспечению информационной 
безопасности (ИБ). 
Согласно требованиям Закона Украины «О защите информации 
в информационно-телекоммуникационных системах» для обеспе-
чения безопасности ИР, обрабатываемых в автоматизированной 
системе (АС), необходимо разрабатывать комплексную систему 
защиты информации (КСЗИ). Базовым этапом ее построения, явля-
ется создание политики безопасности [2], методология которой 
включает в себя:  
− разработку концепции ИБ в АС;  
− анализ рисков;  
− определение требований к мерам, методам и средствам 
защиты;  
− выбор основных решений по обеспечению ИБ;  
− организацию выполнения восстановительных работ и 
обеспечение непрерывного функционирования АС;  
− документальное оформление политики безопасности.  
В свою очередь для анализа рисков необходимо:  
− определить базовые составляющие АС и составить реестр ее 
ресурсов, которые учитываются при анализе;  
− идентифицировать угрозы объектам защиты;  
− оценить риски и величину возможных убытков, связанных с 
реализацией угроз;  
− определить варианты и затраты на построение КСЗИ [3]. 
На сегодняшний день существует множество средств, использу-
емых для АОР, которые представлены в достаточно широком спек-
тре, начинающемся нормативными документами (стандартами) и 
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заканчивающемся конкретными программными приложениями. 
При выборе последних для их использования в практической дея-
тельности эксперт сталкивается с множеством вопросов, например: 
«Какие использовать параметры?», «Какой математический аппа-
рат применять в ходе проведения АОР?», «Как оценить параметры 
рисков при отсутствии статистических данных?», «Как произвести 
АОР в условиях нечеткости?» и т.д. Эти и другие факторы создают 
ряд трудностей при выборе соответствующих средств оценивания. 
Следует отметить, что в основном для АОР предполагается исполь-
зование статистических данных об инцидентах и угрозах ИБ. Од-
нако во многих странах (в том числе и в Украине) нет соответ-
ствующей государственной политики относительно регистрации и 
применения подобной статистики [4], что ограничивает возможно-
сти применения существующих методик и инструментальных 
средств для выполнения АОР. Еще одним фактором, который 
усложняет эксперту возможность использования при АОР более 
широкого спектра параметров, является наличие определенных 
ограничений (на используемый набор параметров) в подобных 
средствах, что в свою очередь понижает их гибкость. 
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Глава 1. БАЗОВЫЕ ПОНЯТИЯ И СОВРЕМЕННОЕ 
СОСТОЯНИЕ В ОБЛАСТИ АНАЛИЗА И ОЦЕНИВАНИЯ 
РИСКОВ ИНФОРМАЦИОННОЙ БЕЗОПАСНОСТИ 
1.1. Исследование понятия риска 
Часто перед специалистами компаний для повышения эффек-
тивности решения задач ЗИ возникает вопрос о выборе соответ-
ствующей методики, которая будет удовлетворять адекватным тре-
бованиям. Прежде чем осуществлять такой выбор необходимо 
иметь достаточно полное отображение понятия риска в аспекте ИБ. 
В различных публикациях существует множество определений 
риска [5-52], несущих достаточно широкое его трактование. Только 
в Интернет-словарях содержится свыше 1500 толкований риска во 
многих сферах человеческой деятельности [15]. Вследствие этого 
возникают различные неоднозначности, связанные с раскрытием 
сущности самого риска и связанных с ним понятий. Соответствен-
но такое состояние характерно и для сферы ИБ. В этой связи, ана-
лиз и раскрытие понятия риска, для его последующий интерпрета-
ции в области ИБ, расширит возможности по повышению эффек-
тивности решений задач ЗИ. Учитывая, что риски затрагивают раз-
личные предметные области, то это понятие следует рассмотреть с 
точки зрения безопасности, психологии, экономики, страхования, 
медицины, геологии и т.д., которое раскрывается как в монографи-
ях, статьях, учебниках, словарях так и различных нормативных, 
национальных и международных документах.  
В большинстве указанных источников риск часто отображается 
вероятностью или связанными с ней понятиями, например как, 
измеряемая или рассчитываемая вероятность:  
− потерь [15, 31, 49];  
− появления неблагоприятного исхода [31, 42] или события, 
например, в результате которого возможны непредвиденные 
потери [17, 40];  
− возможности опасности, неудачи [24], получения результата 
от принимаемого решения [15, 31], не достижения цели [15], 
появления обстоятельств обусловливающих неуверенность или 
невозможность получения ожидаемых результатов от реализации 
поставленной цели [35];  
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− понести убытки или упустить выгоду (количественно 
измеряемая неуверенность в получении соответствующего дохода 
или убытка) [35, 37];  
− реализации определенной угрозы, вида и величины 
нанесенного ущерба [10, 31, 38, 45];  
− причинения вреда имуществу, окружающей среде или жизни 
(здоровью) граждан, животных, растений [36];  
− возникновения заданной угрозы и потенциально 
неблагоприятных последствий возникновения этой угрозы [14];  
− подразумевающую потенциальную возможность нарушения 
безопасности [18];  
− данной угрозы, с помощью которой будут использоваться 
уязвимости актива или группы активов, чтобы привести к потере 
и/или повреждению имущества [41];  
− сочетание или комбинация вероятности события и его 
последствий [12, 21, 27, 33, 40, 43, 46].  
Известно, что вероятность связанна с наступлением определен-
ного события [14, 19, 32], а соответственно с ним здесь связан и 
риск, что также видно из выше проведенного анализа публикаций.  
Так же в литературе встречается определение риска как дей-
ствие или деятельность:  
− реализация которого ставит под угрозу удовлетворение 
какой-либо достаточно важной потребности [34];  
− состоящая в неопределенности ее исхода и возможных 
неблагоприятных последствиях в случае неуспеха для субъекта 
[16, 23];  
− в том, или ином отношении грозящее субъекту потерей 
(проигрышем, травмой, ущербом) [23, 25];  
− в условиях неопределенности и деятельность субъекта, 
связанная с преодолением неопределённости [15];  
− наудачу в надежде на счастливый исход [24].  
Как известно действие или деятельность [14], также, как и ве-
роятность (измеряемая или рассчитываемая) связаны с возникно-
вениями каких-либо характерных для них событий. Также извест-
но, что любые действия приводят к событиям и последствиям, ко-
торые могут представлять собой как потенциальные «положитель-
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ные» возможности, так и «опасности» [15]. Исходя из сказанного, в 
этом контексте прослеживается общность указанных понятий. 
В отдельных источниках риск трактуется как мера:  
− ожидаемого неблагополучия при неуспехе в деятельности, 
определяемая сочетанием вероятности неуспеха и степени 
неблагоприятных последствий в этом случае [23];  
− неопределенности и конфликтности в предпринимательской 
деятельности [15];  
− различия между разными возможными результатами 
принятия определенных стратегий (решениями задачи) [19];  
− опасности, характеризующая вероятность ее появления и 
размеры связанного с ней ущерба [28, 30];  
− возможности реализации опасности в виде определенного 
ущерба в искусственно созданной действиями субъекта 
ситуации [9];  
− возникновения в любой системе нежелательного события с 
определенными во времени и пространстве последствиями [29].  
Здесь видно, что трактование риска также связано с наступлени-
ем определенного события, а мера выступает в качестве вторично-
го фактора и непосредственно связана с количественным или каче-
ственным оцениванием. 
Следует заметить, что в аналогичном качестве мера имеет место 
и для измеряемой или рассчитываемой вероятности, а также 
действия или деятельности. Мера обычно интерпретируется ко-
личественными и качественными показателями, а так же их соче-
танием. С философской точки зрения [8, 50] мера рассматривается 
как взаимосвязь и взаимозависимость количественных и каче-
ственных изменений, а в метрологии [14], как средство измерения, 
предназначенное для воспроизведения и хранения физической ве-
личины. Поэтому интерпретация понятия меры относительно опре-
деления риска направлена на его отображение (в чем он измеряет-
ся) в сочетании «мера риска». Риск связан также с неопределенно-
стью, необходимостью субъекта использовать аналитические мето-
ды и интуицию, а также возможностью получения как положи-
тельных, так и отрицательных результатов [15]. 
Риск определяется как неопределенность:  
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− например, предполагающая возможность ущерба состояния 
защищенности интересов (целей) организации банковской системы 
страны в условиях угроз в информационной сфере [39];  
− в аспекте контроля и прогноза будущего человеческой 
деятельности [44].  
Встречаются и определения риска, которые отображают его как 
опасность, ситуацию выбора из двух или n вариантов действия. 
Как опасность:  
− предполагаемая (известная);  
− неизвестная на данный момент, но которая может 
появиться [5, 37];  
− нанесения ущерба посредством атаки (реализации некоторой 
угрозы с использованием уязвимости актива или группы активов 
[12]). 
Ситуация выбора из двух или из n вариантов действия (пове-
дения):  
− связанного с возможной неудачей, с одной стороны, и 
предполагающего хотя бы минимальное сохранение уже 
достигнутого, с другой [34];  
− менее привлекательным (однако более надежным) и более 
привлекательным, (менее надежным, исход которого 
проблематичен и связан с возможными неблагоприятными 
последствиями) [23]. 
Здесь также видно, что рассмотренные понятия риска, которые 
трактуются как опасность (возможность появления какого-либо 
нежелательного события [32]), ситуация выбора из двух или из n 
вариантов действия (поведения) и неопределенность, как и в 
предыдущих случаях, связаны с наступлением в какой-то мере 
определенного события. Известны понятия риска, которые опреде-
ляют его как частоту, величину, характеристику ситуации и т.д., 
которые напрямую связаны с возникновением того или иного со-
бытия. 
Приведем некоторые из них, например, риск как:  
− частота реализации «опасности» [20];  
− произведение величины события на меру ее возможности [22]; 
− характеристика ситуации, с неопределенностью исхода, 
при наличии неблагоприятных последствий; предположение 
16 
неуверенности (невозможности получения достоверного знания) о 
благоприятном исходе в заданных обстоятельствах [31, 51];  
− событие, которое может произойти или не произойти [15] 
или ожидание её наступления (потенциально нежелательных 
воздействий на актив или его характеристики, которые могут быть 
следствием некоторого прошлого, настоящего или будущего 
события [6, 31]);  
− затраты или потери экономического эффекта, связанные с 
реализацией определенного решения (например, планового 
варианта) в условиях, иных по сравнению с теми, при которых 
решение было бы оптимальным [16, 52]. 
Также риск в любом контексте рассматривается как суммарная 
величина угрозы (то есть события, которые наносят ущерб), уязви-
мости (открытость предприятия к угрозам) и стоимости имущества 
(стоимость актива при опасности) [47, 53, 54, 55]. 
Сущность риска и его свойства 
В повседневном общеупотребительном применении термин 
«риск» имеет два достаточно отличающихся смысла. Так, по сло-
варю Ожегова [24] в своем первом значении риск – это возможная 
опасность, и связанное с нею ожидание возможных потерь, неудач, 
негативного развития событий и тому подобное. Вторая трактовка 
словарем этого термина: действие наудачу в надежде на счастли-
вый исход. Как видим, эта трактовка шире первой, добавлен пози-
тив – надежда на лучшее развитие событий, хорошие результаты их 
развития, удачно принятые решения. То есть по второй трактовке 
риск – это еще и поиск успешных альтернатив в противостоянии 
опасностям и невзгодам в условиях неопределенности и необходи-
мости/неизбежности  выбора, преодоление негатива, возможного в 
этих ситуациях. В этом смысле термин «риск» достаточно близок 
пониманию содержания этого понятия в толковом словаре украин-
ского языка [56], в котором риск, рискованное действие определяе-
тся как: 
1. Осознанная возможность опасности, смелый, инициативный 
поступок, действие в надежде на счастливый исход, успех, 
позитивный результат. 
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2. Возможность возникновения потерь, убытков или неудачи в 
каком-то деле. 
Общеизвестно, что категориально понятийный аппарат состав-
ляет фундамент любой проблемы и одновременно является ин-
струментом ее исследования. В этом смысле ситуация с определе-
нием термина «риск» представляется крайне тяжелой. Покажем 
это, приведя несколько толкований данного термина. 
1. «Риск – прогнозируемая векторная величина ущерба, 
который может возникнуть в результате принятия решений в 
условиях неопределенности и реализации угрозы. Он является 
количественной мерой безопасности, равной произведению 
вероятности реализации данной угрозы, умноженной на 
вероятность величины (величину) возможного ущерба от нее» [57]. 
2. «Риск – это вероятность того, что действия человека или их 
результаты приведут к негативным или позитивным 
последствиям» [58]. 
3. «Риск – количественная мера опасности с учетом ее 
последствий. Последствия проявления опасности всегда приводят к 
ущербу, который может быть экономическим, социальным, 
экологическим и т.д. Поэтому оценка риска должна быть связана с 
оценкой ущерба. Чем больше ожидаемый ущерб, тем выше риск. 
Кроме того, риск тем выше, чем больше вероятность проявления 
соответствующей опасности. Словом понятие «риск» объединяет 
два понятия – «вероятность опасности» и «ущерб» [59].  
4. «Риск – возможность таких последствий принятия решений, 
при которых поставленные цели частично или полностью не 
достигаются. Такое толкование риска предполагает, что он 
возникает тогда, когда решения принимаются при наличии 
нескольких альтернатив» [60]. 
5. «Риск – это деятельность, связанная с преодолением 
неопределенности в ситуации неизбежного выбора, в процессе 
которой имеется возможность количественно и качественно 
оценить вероятность достижения допустимого результата, неудачи, 
или отклонения от цели» [61]. 
6. «Риск – это возможность отклонения фактических 
результатов деятельности (работы) от ожидаемых или нормативных 
значений» [62]. 
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7. «Риск – вероятность возникновения убытков или 
недополучения доходов по сравнению с прогнозируемым 
вариантом» [63]. 
8. «Риск – вероятность причинения вреда с учетом его 
тяжести» [64]. 
Приведенные выше определения очевидно свидетельствуют об 
отсутствии единого однозначного понимания термина «риск». Это 
неудивительно, потому что, как уже отмечалось во Введении, рис-
ки объективно присутствуют практически во всех сферах деятель-
ности людей, в их взаимоотношениях с окружающей средой. Соот-
ветственно в каждой из этих сфер риски имеют свои особенности, 
свои определенные специфические проявления, что и приводит к 
появлению большого количества отличных друг от друга опреде-
лений понятия «риск». 
Тем не менее, исследуя множество рисков, можно обнаружить в 
них наличие определенных общих черт. В частности, глобальной 
общей чертой, характерной для всего множества рисков, явля-
ется обязательное существование ситуации неопределенности, 
которая фактически и порождает риск. Чтобы иметь возмож-
ность более основательно ознакомиться со свойствами рисков, 
определим содержание ряда категориальных понятий, непосред-
ственно связанных с существованием и исследованием рисков. 
Введем три категориальных понятия. 
Первое – объекты риска (ОР). Это собственно человек и свя-
занные с его существованием и деятельностью объекты из самых 
разных сфер: социальной, хозяйственной, экономической, полити-
ческой и т.д., то есть это промышленные и сельскохозяйственные 
предприятия, торгово-экономические, медицинские, культурно-
развлекательные организации и учреждения, государственные 
учреждения, политические партии, международные организации и 
т.п. Принципиально важным в определении ОР является выявление 
цели (смысла, миссии) его существования (деятельности, функцио-
нирования) и индикатора (показателя) состояния ОР, причем для 
более или менее сложных объектов эти две характеристики ОР 
могут быть комплексными, иметь векторный характер. Важным 
также является очевидная зависимость качества функционирования 
ОР, в смысле степени (меры) успешности  достижения цели его 
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функционирования, от состояния ОР. Это определяется двумя об-
стоятельствами:  
− часто существующей на практике невозможностью 
непосредственного контроля качества функционирования ОР, в 
связи с чем степень достижения цели функционирования ОР 
оценивается опосредствованно через контролируемые значения 
параметров текущего состояния ОР; 
− насущной потребностью в прогнозе степени реализации целей 
функционирования ОР в будущем через известные значения 
параметров его текущего состояния и ряда предыдущих значений 
этих параметров. 
Следующей категорией являеися ситуация неопределенности 
– совокупность обстоятельств и условий, при которых вероятные 
изменения состояния ОР становятся совершенно непредсказуемы-
ми. Эта ситуация исключает возможность объективного оценива-
ния риска. Некоторое снижение неопределенности до уровня так 
называемой статистической неопределенности порождает еще одно 
категориальное понятие – рисковую ситуацию (РС), которая ха-
рактеризуется существованием нескольких возможных состояний 
ОР (как вариант – множества состояний, достигает бесконечности), 
вероятность реализации каждого из которых известна. Если реали-
зацию на ОР любого из возможных состояний считать событием, 
РС определяется существованием множества вариантов воз-
можного развития событий, вероятность каждого из которых 
характеризуется соответствующей количественной или каче-
ственной оценке. В условиях возникновения рисковой ситуации 
становится актуальным проведение анализа и оценки рисков, в том 
числе исследования обстоятельств появления, условий и форм раз-
вития рисков. 
Понятийный аппарат, механизм возникновения и развития 
рисков 
Для значительной группы реальных рисков образования риско-
вой ситуации является следствием воздействия опасностей различ-
ного происхождения на ОР. В рамках этой гипотезы считается, что 
результатом реализации опасностей является совокупность воз-
можных негативных событий, каждое из которых характеризуется 
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вероятностью своей реализации и определенными последствиями, 
которые могут возникнуть в случае реализации этого события. 
Обязательным условием порождения риска является наличие не-
скольких вариантов возможного развития негативных событий, то 
есть неопределенность на уровне реализации опасностей, в том 
числе порожденных ими угрожающих явлений и процессов, кото-
рые негативно влияют на функционирование ОР. Приведенная 
схема хорошо соотносится с механизмом образования рисков в 
процессе взаимодействия человека с природой, техносферой, в 
частности актуальна для задач защиты информации. 
Чтобы иметь возможность более основательно ознакомиться со 
свойствами этого механизма, определим содержание ряда понятий, 
непосредственно связанных с исследованием ситуации «опасность-
риск». Первое из них – это опасность. В общем случае опасность 
– это свойство среды функционирования ОР, которое заключается 
в возможности порождения этой средой негативных воздействий 
на ОР и его окружения. Воздействие опасности на ОР осуществля-
ется через источники опасности, которыми являются природные 
процессы и явления, техногенные воздействия, человеческая дея-
тельность, в общем, все то, что способствует возникновению и реа-
лизации опасностей в любой форме. 
Существуют многочисленные классификации опасностей [58]. 
Например, по источнику возникновения выделяют пять групп 
опасностей: природные, техногенные, социальные, экономические, 
политические; по масштабам последствий – бытовые, локальные, 
региональные, глобальные; по важности (тяжести) последствий – 
инцидент, событие, авария, катастрофа. Исходя из требований 
обеспечения постоянной жизнедеятельности людей, существования 
и развития промышленных социальных систем, выделяют два вида 
опасностей: опасности деятельности и опасности территории. Пер-
вый тип связан со свойством определенных видов деятельности 
порождать (формировать) источники опасностей техногенного, 
социального, экономического или политического характера, второй 
– существованием подобных источников и источников природного 
происхождения в пределах определенной территории или рядом с 
ней. 
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Следует отметить, что человеческая деятельность, как активное 
и сознательное взаимодействие человека со средой обитания, явля-
ется атрибутом цивилизационного процесса, она всегда и везде 
сопровождает человека. С другой стороны, жизненный опыт чело-
вечества показывает, что любой вид деятельности, будучи полез-
ным для его существования, одновременно может быть источником 
негативных воздействий, то есть потенциальная опасность является 
универсальным свойством процесса взаимодействия человека со 
средой обитания на всех стадиях жизненного цикла как в быту, так 
и в социально-производственной сфере. Полученный вывод назы-
вают аксиомой о потенциальной опасности деятельности, который 
имеет два последствия, важных для формирования систем безопас-
ности:  
− ни один вид деятельности не может обеспечить абсолютную 
безопасность для человека;  
− невозможно разработать абсолютно безопасную технологию 
или технику. 
Учитывая глобальный характер человеческой деятельности, 
можно считать, что «чистая» опасность территории определяется 
только существованием источников опасностей природного проис-
хождения, все другие источники своим существованием обязаны 
человеку. 
В зависимости от локализации опасностей во времени, их про-
должительности, повторяемости выделяют: 
− опасные явления – эпизодически возникающие опасности, 
имеют короткий срок существования; 
− опасные процессы – продолжительные и распределенные во 
времени опасности; 
− потоки опасных событий (явлений) – последовательности 
случайно распределенных во времени опасных явлений. 
Конкретизация форм непосредственного воздействия опасности 
на ОР приводит к выделению так называемых рискообразующих 
(опасных) факторов, воздействие которых на ОР может нанести 
ему вред, стать причиной возникновения потерь, убытков, т.е. со-
здает угрозу существованию и/или деятельности ОР. Очевидно, 
что возникновение угрозы становится возможным лишь при усло-
вии: 
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а) нахождения ОР в пределах воздействия на него опасности;  
б) возможности поражения ОР вследствие действия рискообра-
зующих факторов, порожденных влиянием опасных явлений или 
процессов. 
Можно сказать, что наличие опасности является и свидетель-
ством, и следствием объективного существования источников 
опасности, тогда как появление угрозы – уже существование воз-
можности непосредственной реализации воздействия определен-
ных негативных процессов или явлений на ОР. Причем мера этой 
возможности зависит не только от уровня действующих опасных 
воздействий (рискообразующих факторов угрозы), но и от наличия 
в ОР уязвимостей к данной угрозе (уязвимость – свойство ОР, 
заключается в его неспособности противостоять действию опреде-
ленной угрозы или группы угроз). Следствием реализация угрозы 
становится нанесение вреда ОР. Если негативные последствия (то 
есть вред) допускают свою оценку в той или иной форме, имеют 
место потери, а потери, оцененные в денежно-стоимостной форме, 
составляют убыток. 
Проиллюстрируем изложенный выше материал примером. 
Для горной местности типичные опасности – опасности терри-
тории. Источники этих опасностей – природные явления и процес-
сы, следствием реализации которых становится (в зависимости от 
времени года, метеорологических условий, особенностей местного 
климата и др.) формирования оползней, обвалов, селей, лавин. В 
случае их схода и при условии пребывания человека в зоне досяга-
емости действия этих явлений формируются непосредственные 
угрозы жизни людей, их здоровью и деятельности, угрозы разру-
шения или уничтожения поселений, отдельных сооружений, иму-
щества. Поэтому только сам факт пребывания людей в горной 
местности в любом качестве (местного жителя, туриста, отдыхаю-
щего, наемного работника и т.п.) или осуществления там опреде-
ленной деятельности уже составляет для них определенную опас-
ность. Если в характеристики возникшей опасной ситуации вклю-
чить количественные или качественные оценки вероятностей реа-
лизации опасных событий в пределах определенной территории, 
мы получаем типичную РС. Само описание этой РС будет содер-
жать совокупность перечисленных выше опасных явлений (сокра-
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щенная запись их наименований представлена четверкой 
1 2 3 4, , ,E е e е е  , порядок элементов которой соответствует при-
веденному перечню природных явлений) и вектор P=[p1, p2, p3, …] 
вероятностей реализации соответствующих угроз для ОР в данной 
местности. Количественные значения вероятностей иногда рас-
сматривают как риски, интерпретируя последние как меру опасно-
сти, обусловленной возможностью реализации соответствующей 
угрозы, то есть в понятие «риск» вкладывается понятие меры воз-
можности реализации опасности. Однако собственно оценки веро-
ятностей являются очень общим показателем, который никак не 
учитывает последствий возможного влияния возникшей опасности 
на конкретного человека или другой ОР. 
Более объективную информацию о реальной мере опасности 
можно получить, учитывая наряду с вероятностями реализаций 
возможных угроз и уровень вреда, причиненного ОР в результате 
воздействия на него этих угроз. При этом, анализируя вред, следует 
учитывать не только «прямой» ущерб (например, потери, нанесен-
ные ОР в результате реализации угроз), но и другие возможные 
последствия, обусловленные полной или частичной утратой ОР 
качества своего функционирования вследствие реализации воз-
можных угроз. Например, если ОР – метеорологическая станция, 
построенная в горной местности, и вероятность схода снежных 
лавин для места его непосредственного расположения равна лp , то 
вред, который несет реализация этого события, имеет две состав-
ляющие:  
прq  – стоимость полного или частичного (в зависимости от ре-
ально возможного уровня разрушения станции сходом лавины) 
восстановления поврежденного сооружения и оборудования метео-
станции и  
функq  – общая стоимость потерь, причиненных региону вслед-
ствие ошибок или неточностей региональных метеопрогнозов из-за 
отсутствия необходимой метеоинформации. Тогда произведение  
лr = лp ( прq + функq ) 
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определяет уровень риска (или просто риск), с которым сталкива-
ется ОР в условиях возможного схода лавин. То есть в данном слу-
чае риск – это количественная мера опасности, исчисляемая как 
возможные убытки, причиненные сходом лавин. 
Аналогичным образом можно вычислить риски ОР, которые 
возникают в случае возможной реализации любой из трех других 
приведенных выше угроз. При этом каждый отдельный (частный) 
риск r является показателем возможного вреда, который учитывает 
уровень неопределенности относительно возможности реализации 
соответствующей угрозы: чем выше вероятность ее реализации, 
тем ближе величина риска к своему максимальному значению, и 
наоборот, чем ниже вероятность реализации, тем меньше вероят-
ный вред r pq . Описание набора рисков, характерных для опре-
деленного ОР, образует профиль рисков. 
Если предположить, что каждая из угроз может реализовываться 
только в одиночку, то сумма всех частных рисков (так называемый 
средний риск) будет представлять собой показатель уровня опасно-
сти, в котором интегрально учтены уровни неопределенности реа-
лизации каждой из угроз и соответствующие величины ущерба. 
Следует отметить, что описанная выше ситуация весьма упрощена, 
потому что в действительности рассмотрены угрозы не являются 
независимыми. В частности, реализация угрозы схода снежной 
лавины может сопровождаться другими угрозами (например, 
снежная масса лавины стимулирует реализацию обвала в непосред-
ственной близости к ОР), поэтому оценка совокупного риска долж-
на учитывать все возможные в этой ситуации сценарии реализации 
угроз. 
Следует также отметить, что более тщательный анализ рассмот-
ренной выше рисковой ситуации приводит к необходимости введе-
ния так называемых динамических рисков, то есть рисков, вели-
чина которых меняется во времени. В приведенном примере это 
объясняется тем, что значение вероятностных параметров схода 
снежной лавины или селя зависят от времени года, что вызывает 
изменения уровней соответствующих рисков во времени. 
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Для корректного формирования описательной схемы возникно-
вения и вычисления рисков к приведенному выше необходимо до-
бавить некоторые замечания. 
Во-первых, ключевым условием образования рисковой ситуа-
ции является наличие неопределенности, которая обуславливается 
существованием множества вариантов возможного развития собы-
тий в результате реализации угроз ОР. Во-вторых, как уже отмеча-
лось выше, должны быть известны вероятностные характеристики 
реализаций всех вариантов. В-третьих, определение среднего риска 
как суммы частных рисков (рисков каждого отдельного варианта 
развития событий) возможно только в случае, если математической 
моделью рисковой ситуации является полная группа событий [26], 










где рі – вероятность реализации варианта vi, и 
( ) 0i jp v v   при i j , 
что является требованием попарной несовместности вариантов. 
Поясним третье утверждение с помощью иллюстративного 
примера: предположим, что для ОР – здания, расположенного в 
горной местности, по особенностям его расположения актуальны 
две независимые угрозы – оползня 1thr  и обвала (камнепада) 2thr . 
Вероятности реализации этих событий – 1p  и 2p , последствия – 
соответствующие потери (убытки) 1q  и 2q . Необходимо рассчи-
тать обобщающий (интегральный) показатель уровня опасности 
для ОР. Показателем, удовлетворяющем этому требованию, можно 
считать интегральный риск  
int d dR P Q ,     (1.1) 
его можно трактовать как возможные интегральные потери dQ , 
которые с вероятностью dP  претерпевает ОР при реализации опас-
ности в любых ее проявлениях. Распространенной формой такого 
показателя, в том числе в финансово-экономической сфере [60-64], 
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считается так называемый суммарный риск R , представляющий 
собой сумму частных рисков, обусловленных возможностями реа-
лизации каждой из существующих угроз, актуальных для ОР, ко-






R r p q
 
       (1.2) 
Для нашего примера 2n  , следовательно, по формуле (1.2) 
имеем: 1 1 2 2R p q p q   . Предположим, что 1 2q q q  , тогда 
1 2( )R p p q   .    (1.3) 
Из сравнения формул (1.1) и (1.3), принимая во внимание цель 
введения показателя суммарного риска, следует ожидать выполне-
ния условия: 
1 2dP p p  .       (1.4) 
Для вероятности dP  очевидно неравенство 0 1dP  , соответ-
ственно для произвольной вероятности ip  – неравенство 
0 1,ip   откуда для правой части условия (1.4) получаем соот-
ношение 1 20 2p p   , которое позволяет утверждать, что равен-
ство (1.4) не выполняется, то есть суммарный риск R  не является 
показателем интегрального риска.  
Из теории вероятностей известно, что вероятность dP  реализа-
ции опасности в любых ее проявлениях определяется для системы 
из двух независимых, но совместных угроз по формуле 
1 2 1 2dP p p p p   , 
однако вопрос определения потерь dQ  в общем случае, когда 
1 2q q , не является очевидным, а потому непосредственное приме-
нение формулы (1.1) для расчета интегрального риска представляе-
тся невозможным. 
Чтобы справиться с этой проблемой, построим из независимых, 
но совместных угроз 1thr  и 2thr  множество независимых и несов-
местных событий, для которых можно достаточно просто рассчи-
тать значения потерь (табл.1.1). 
  
27 


















1 1 2E thr thr   1 2(1 )p p  q1 1 1 2(1 )q p p  
2 1 2E thr thr   1 2(1 )p p  q2 2 1 2(1 )q p p  
3 1 2E thr thr   1 2p p  q3 3 1 2q p p  
4 1 2E thr thr   1 2(1 )(1 )p p   0 0 
В табл. 1.1 идентификатором ithr  обозначено событие, заклю-
чающееся в реализации угрозы ithr , а через ithr  – событие, являю-
щееся дополнением к ithr  (то есть его отрицание). Из табл. 1.1 оче-
видно, что события (комбинации угроз) 1E  2E , 3E , 4E  образуют 
полную группу, для элементов которой известны или вычислимы 
все параметры за исключением значения потерь 3q . По смыслу 
задачи эти потери, скорее всего, равны большему из значений 1q  
или 2q , в частности, если известно, что 1q  < 2q , то 3q  = 2q . 
Суммарный риск такой полной группы состоит из суммы част-
ных рисков трех первых событий и равен интегральному риску: 
int 1 1 2 2 2(1 )R R q p p q p    . 
При известных значениях iR  и dP  из формулы (1.1) можно най-
ти интегральные потери: 
dQ  1 1 2 2 2[ (1 ) ] /q p p q p  1 2 1 2[ ]p p p p  . 
Отметим, что при одновременной реализации угроз 1thr  и 2thr , 
если это не противоречит содержанию задачи, часто принимается 
гипотеза аддитивности частных потерь, обусловленных влиянием 
каждой отдельной угрозы. Однако механическое следование этой 
гипотезе может привести к абсурдным результатам. В частности, в 
нашем примере, принимая гипотезу аддитивности, получаем  
3 1 2q q q  , что соответствует существенному завышению оценки 
потерь: «дважды» разрушено одно и то же здание. Более приемле-
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мым в этом случае будет применение принципа «большие потери 
поглощают меньшие», тогда 
3q  = 2q . 
В общем случае на ОР может воздействовать множество из N
угроз: 1thr , 2thr ,…, Nthr . Если существование этого множества не 
удовлетворяет требованиям полной группы, совокупность угроз 
следует трансформировать в множество определенных комплекс-
ных событий 1 2{ , ,..., }nZ z z z , для которых условия полной группы 
будут выполняться (см. примеры в п. 1.3). При этом как формиро-
вание событий 1 2, ,..., nz z z , так и определение последствий реализа-
ции каждого из этих искусственно созданных событий требует 
внимательного анализа содержания исходной задачи. После фор-
мирования полной группы искусственных событий 
1 2{ , ,..., }nZ z z z , вектора соответствующих вероятностей 
1 2{ , ,..., }nP p p p  и совокупности последствий (ущерба, потерь) 
1 2{ , ,..., }nQ q q q  «реализации» этих событий, рассчитывается век-
тор частных рисков 1 2{ , ,..., }nR r r r , где 
i i ir p q , i = 1,n .                                  (1.5) 







R R r p q
 
                            (1.6) 
Еще одно замечание по приведенной схеме возникновения и 
вычисления рисков касается содержания термина «угроза». Слово 
«угроза» согласно толковому словарю украинского языка [56] упо-
требляется в двух значениях: 
− возможность или неизбежность возникновения чего-то 
опасного, неприятного; 
− то, что может причинить какое-нибудь зло, неприятность; 
опасность. 
Очевидно, именно из-за этой двойственности в литературе по 
«рисковой» тематики термин «угроза» употребляется в обоих смы-
слах. 
В частности, в [57] угроза (1) – это угроза-действие, – социаль-
ное, природное или техногенное явление, которое приводит к про-
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гнозируемым, но не контролируемым нежелательным событиям, 
которые могут привести к смерти людей или причинить вред их 
здоровью, повлечь материальные и финансовые убытки, негативно 
влиять на состояние окружающей среды. Поэтому в перечень угроз 
входят: землетрясения, наводнения, пожары, войны, эпидемии, 
загрязнение окружающей среды, аварии на АЭС, предприятиях 
химической промышленности и др. 
Зато в [58] угроза (2) – это характеристика возможного влияния 
рискообразующих факторов опасных явлений и процессов на ОР, 
степень возможной реализации опасности для ОР. Соответственно 
имеем: угрозы населению, угрозы территории, угрозы жизни и здо-
ровью людей, угрозы зданиям, помещениям, имуществу. 
Интересно, что в некоторых сферах деятельности понятие 
«угроза» применяется в обоих смыслах. Например, в сфере защиты 
информации в одних и тех же методических, информационно-
справочных изданиях рядом с устоявшимися формулировками 
«угроза доступности информации», «угроза целостности информа-
ции» «угроза конфиденциальности информации» (то есть угрозы в 
смысле угроза (2)) приводятся перечни угроз-действий, в частнос-
ти в ДСТУ ISO/IEC TR 13335-3:2003 [65] – это Приложение С 
(справочное) – Перечень возможных типов угроз, содержащий 
перечень случайных или преднамеренных событий, представляю-
щих типичные угрозы как в любой сфере (..., ураган, молния, про-
мышленный влияние, бомбовая атака, ...), так в технической сфере 
или только в сфере информационных технологий (..., неисправ-
ность электропитания ..., нестабильность питания, ..., злонамерен-
ная программная закладка, отказ в обслуживании – DOS-атака, 
DDOS-атака, ...), в стандарте ISO/IEC 27005:2008 [66] – приложе-
ние Annex C аналогичного содержания. 
Двойственность трактовки термина «угроза» приводит к дву-
смысленности понимания термина «уязвимость»: для угрозы (1) – 
это наличие в составе ОР неустойчивых, ослабленных элементов, 
конкретно выделенных и описанных, которые при воздействии на 
них рискообразующих факторов опасных явлений становятся при-
чиной реализации угрозы-действия, причем механизм реализации 
очевиден либо детально поясняется; для угрозы (2) – это характе-
ристика (описание) возможности причинения каких-либо форм 
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вреда (потерь, ущерба) ОР в результате реализации угроз относи-
тельно ОР без детализации способов осуществления угроз. Соб-
ственно перечень этих форм представляет набор обобщенных уяз-
вимостей ОР. Чаще всего такая характеристика задается в виде 
некоторой статистики, содержащей перечисление обобщенных 
уязвимостей ОР и соответствующих сведений о частости их реали-
заций, например: в результате дорожно-транспортных происше-
ствий на дорогах страны в период с ... по … погибло … человек, 
тяжелые травмы получило … человек, травмы средней степени 
тяжести – … человек. Здесь угроза (2) – дорожно-транспортные 
происшествия, объект риска – люди-участники дорожного движе-
ния, перечень обобщенных уязвимостей – летальный исход, тяже-
лые травмы, травмы средней степени тяжести. 
Введенные выше категории объекта риска, рисковой ситуа-
ции, опасности, источников опасности и т.п. позволяют сформи-
ровать достаточно общее описание картины образования и раз-
вития рисков.  
Рассмотрим произвольный ОР, в отношении которого допустим, 
что в случае отсутствия каких-либо опасностей его состояние ха-
рактеризуется вектором параметров Х, элементы которого в этом 
случае принимают свои номинальные значения [х10, х20, ..., хm0] = Х0. 
В этих условиях для ОР гарантируется максимально эффективный 
режим функционирования, что в соответственно фиксируется но-
минальным значением комплексного целевого показателя Y каче-
ства функционирования этого объекта: Y0 = [y10, y20,..., yk0].  
В некоторых случаях вектор Y = [y1, y2,..., yk] удается «свернуть» 
к скалярному показателю качества , что можно отразить введени-
ем функционала 1 2( ) ( , ,..., )kY y y y    . В условиях отсутствия 
опасностей 0 0( )Y    . 
В случае существования опасности и проявлений порожденных 
ею угроз происходит ухудшение условий функционирования ОР, 
состояние которого в этом случае определяется вектором парамет-
ров 1 2[ , ,..., ]t t t mtX x x x , текущие значения itx  элементов которого 
отличны от номинальных. Это различие приводит к ухудшению 
качества функционирования ОР, фиксируясь в текущих значениях 
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элементов вектора 1 2[ , ,..., ]t t t ktY y y y  и уровне скалярного показа-
теля качества ( )t tY  . Конечным и принципиально существен-
ным звеном в ряде негативных изменений, вызванных влиянием 
исходной опасности, будут потери (убытки), которые испытывает 
ОР из-за ухудшения качества своего функционирования. Если эти 
потери (убытки) предполагают денежную форму представления, 
она с успехом может быть использована в качестве введенного 
выше скалярного показатель .  
В частности, если ОР – предприятие, производящее определен-
ную продукцию, то возможным результатом ухудшения качества 
его функционирования станет снижение потребительских свойств 
продукции, падение к ней интереса потребителя, уменьшение 
спроса и объемов реализации этой продукции, как следствие – те-
кущие финансовые потери предприятия. Если возникшие текущие 
проблемы не будут преодолены, начнется развитие кризисной си-
туации: сокращение или прекращение финансирования предприя-
тии и выполняемых на нем инновационных проектов, технологиче-
ское отставание и старение производства, дальнейшее падение по-
требительских качеств продукции, ухудшение имиджевого поло-
жения предприятия, кадровые сокращения и т.п. В приведенном 
примере достаточно объективный интегральный критерий качества 
функционирования предприятия может быть сформирован на ос-
нове анализа показателей его экономико-финансового состояния, 
что в принципе позволяет определить конечный (интегральный) 
убыток предприятия в результате ущерба, нанесенного предприя-
тию реализацией каждой угрозы отдельно. 
В условиях точного установления свойств опасностей, в частно-
сти порожденной ими совокупности угроз (их детерминирования), 
существует принципиальная возможность определения фактичес-
ких характеристик вектора состояния Х, расчета составляющих 
вектора целевого показателя качества Y и соответствующего значе-
ния скалярного показателя . Если отклонения двух последних 
показателей от своих номинальных значений достаточно сущест-
венны, принимаются определенные меры по нейтрализации угроз 
или уменьшению их уровня. Для этого определяются степени и 
характер влияния каждой из угроз на качество функционирования 
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ОР (предприятия), формируется профиль рисков, исчисляется ин-
тегральный (средний) риск и, согласно последствиям этого анализа, 
реализуются необходимые корректирующие действия, выполнение 
которых нормализует условия функционирования ОР. То есть для 
данной ситуации, когда известна вся информация о характере 
угроз, их связь с состоянием ОР и качеством его функционирова-
ния, присущи вполне осознанные и однозначно детерминирован-
ные решения по устранению угроз или уменьшению последствий 
их реализации до уровней, которые гарантированно обеспечивают 
нужное качество функционирования ОР (предприятия). 
Для получения этого конечного результата предварительно надо 
решить ряд задач: 
1. получить исходную информацию о рисковой ситуации на ОР 
(предприятии), в том числе данные о характере и уровне опасности, 
возможности возникновения угроз, перечне и свойствах 
порождаемых ими деструктивных факторов, характеристиках 
влияния последних на состояние ОР; 
2. определить параметры, отображающие состояние ОР 
(вектор Х); 
3. сформировать структуру комплексного целевого показателя Y 
(или скалярного показателя ( )Y ) качества функционирования ОР 
(предприятия); 
4. вычислить убытки предприятия, обусловленные 
реализациями отдельных угроз; 
5. сформировать профиль рисков; 
6. вычислить интегральный риск угроз; 
7. принять решение о целесообразности и способах 
нейтрализации угроз для нормализации условий 
функционирования ОР (предприятия). 
Следует отметить, что ситуация, для которой в полном объеме 
достигается решение всех приведенных выше задач, на практике 
фактически не встречается. Главная особенность реально функцио-
нирующего ОР – наличие неопределенности при решении любой из 
указанных выше задач. Источники этой неопределенности разные. 
Например, различные опасные явления и процессы стохастическо-
го характера в среде функционирования ОР, которые обусловлены 
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действием природных, техногенных и социальных факторов. Если 
эти факторы действуют одновременно и примерно с одинаково 
незначительной интенсивностью, имеем «фоновой» уровень опас-
ности, для которого состояние ОР несколько отлично от номиналь-
ного, о котором шла речь ранее, при этом значения показателей 
качества работы Yt или t будут, хотя и в незначительной степени, 
не совпадать с экстремальными Y0 или t0. 
Однако обычно наличие опасности приводит к появлению не-
скольких «ведучих» угроз, которые и порождают существенные 
риски, обусловливающие значительные отклонения текущих пока-
зателей Yt и t от экстремальных Y0 или t0. Поэтому в рамках вы-
полнения комплекса вышеперечисленных задач 1)-7) основное 
внимание следует уделить именно поиску и нейтрализации указан-
ных «ведучих» (общеупотребительный термин – «приоритетных») 
угроз. Эта задача должна решаться созданной комплексной систе-
мой управления рисками – системой менеджмента рисков. Поэтому 
дополнительно к уже введенным категориям объектов риска ОР, 
источников опасности ИО, угроз и прочих введем еще одну катего-
рию: субъекты обеспечения безопасности (СОБ). Основными 
СОБ есть люди, организации, государство, межгосударственные 
органы. Цель и результаты деятельности СОБ – это создание и соп-
ровождение систем защиты ОР соответствующего уровня: 
− системы личной (индивидуальной) безопасности; 
− системы корпоративной (коллективной) безопасности; 
− системы глобальной безопасности. 
Главный результат деятельности СОБ – обеспечение приемле-
мого для ОР уровня рисков, при котором качество функционирова-
ния ОР будет удовлетворять требованиям, установленным для 




Среди факторов, влияющих на результат функционирования ОР, 
большая часть факторов не контролируется лицами, принимающи-
ми решения (ЛПР), например, объективные законы природы и об-
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щественного развития, которые необходимо учитывать в любом 
случае, а при их знании – использовать для достижения поставлен-
ной цели и учитывать их возможное негативное влияние. Неконт-
ролируемыми являются и другие факторы, например, погодные 
условия, действия конкурентов, которые относятся к условиям фу-
нкционирования ОР. Все эти факторы принято называть неуправ-
ляемыми. 
К управляемым факторам относят такие, на которые ЛПР мо-
жет влиять по своему усмотрение, то есть оперировать ими в про-
цессе планирования и осуществления деятельности ОР. К ним от-
носятся, например, факторы, характеризующие способы использо-
вания ОР, цель его функционирования. На  множестве управляе-
мых факторов формируются стратегии управления ОР. 
При исследовании рисков ОР факторы отражаются в виде пере-
менных (числовых и нечисловых). Классификация факторов при-
ведена на рис. 1.1 [58]. С точки зрения осведомленности исследо-
вателя о характеристиках факторов последние делят на определен-
ные и неопределенные. 
К определенным факторам относят факторы, значение которых 
известны исследователю с необходимой точностью. Это различные 
заданные параметры (константы), известные (регулярные) функции 
определенных аргументов и т.п. К этой группе факторов также 
относят контролируемые входные воздействия, в том числе и 
управляемые переменные. 
К неопределенным факторам относят переменные, значение 
которых исследователю не известны или он знаком с ними не пол-
ностью. Причина неопределенности этих переменных (факторов) 
может быть разной. Обычно неопределенные переменные подраз-
деляют на две группы: случайные и неопределенные переменные 
нестохастической природы. 
При исследовании рисков ОР факторы отражаются в виде пере-
менных (числовых и нечисловых). Классификация факторов при-
ведена на рис. 1.1 [58]. С точки зрения осведомленности исследо-
вателя о характеристиках факторов последние делят на определен-
ные и неопределенные. 
К определенным факторам относят факторы, значение которых 
известны исследователю с необходимой точностью. Это различные 
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заданные параметры (константы), известные (регулярные) функции 
определенных аргументов и т.п. К этой группе факторов также 




































Рис. 1.1. Классификация факторов, влияющих на результат деятельности 
К неопределенным факторам относят переменные, значение 
которых исследователю не известны или он знаком с ними не пол-
ностью. Причина неопределенности этих переменных (факторов) 
может быть разной. Обычно неопределенные переменные подраз-
деляют на две группы: случайные и неопределенные переменные 
нестохастической природы. 
Если распределение случайной переменной (например, в виде 
функции распределения) известно, то в этом случае говорят, что 
переменная определена статистически. Случайные переменные с 
известным распределением подразделяются на два вида: с извест-
ными параметрами (характеристиками) распределения и с неизвес-
тными параметрами. При исследовании систем со случайными 
факторами широко используют статистические методы. Например, 
методами параметрического статистического оценивания можно 
определить параметры распределения случайных величин на осно-
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ве статистических испытаний (если таковые возможны). Непараме-
трическое оценивание позволяет описать распределение случайной 
величины безотносительно к виду закона распределения. 
Неопределенные факторы нестохастической природы можно 
условно разделить на две группы: с известными и неизвестными 
функциями принадлежности (диапазонами варьирования перемен-
ных). Функция принадлежности задает некоторое подмножество 
общей допустимой области изменения значений фактора, что опре-
деляется, например, физическим происхождением соответствую-
щего фактора. 
Очевидно, что подмножество (поддиапазон), определяемое фун-
кцией принадлежности, в некотором смысле отражает степень не-
определенности фактора: чем меньше это подмножество (поддиа-
пазон), тем меньше степень неопределенности. В предельном слу-
чае функция принадлежности, выделяющая всего одно значение 
фактора, переводит его в ряд определенных факторов. Наиболь-
шую степень неопределенности имеют факторы с неизвестными 
функциями принадлежности. Обычно к ним применяют процедуру 
экспертной оценки диапазонов изменений их значений. 
Для описания неопределенных факторов нестохастической 
природы используют аппарат теории нечетких множеств, субъек-
тивные вероятности. В последнем случае при анализе рисков при-
меняют теорию вероятностей. Субъективные вероятности вводят 
обычно с помощью экспертного оценивания. 
Некоторые неопределенности нестохастической природы иног-
да удается перевести в разряд случайных факторов с помощью ра-
ндомизации. Под рандомизацией понимают искусственное вве-
дение случайности в ситуацию, где она отсутствует.  
Неопределенность нестохастического характера возникает обы-
чно в результате следующих обстоятельств: 
− наличие целенаправленного противодействия со стороны 
конкурирующей системы, способы действий которой неизвестны 
исследователю. Эту неопределенность поведения конкурента 
называют поведенческой неопределенностью; 
− недостаточную изученность некоторых явлений, 
сопровождающих процесс функционирования объекта. 
Неопределенность этого типа называют «естественной»; 
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− нечеткое представление цели действия, что приводит к 
неоднозначной трактовке соответствия полученного реального 
результата желаемому. Такую неопределенность называют целевой. 
Исследование рисков с учетом неопределенных факторов несто-
хастической природы в значительной степени осложняется отсутс-
твием достаточно общей теории, позволяющей сформировать ме-
тодологический базис для изучения явлений с неопределенными 
факторами. Однако использование теории нечетких множеств, тео-
рии игр, теории решений позволяет исследовать риски ОР при на-
личии существенной неопределенности нестохастического харак-
тера. 
Для практических целей анализа риска введем классификацию 
неопределенностей результата деятельности по месту расположе-
ния относительно ОР, источника происхождения неопределеннос-
ти, вероятности наступления ожидаемого события и факторов, обу-
словливающих ее возникновения (рис. 1.2) [58]. 
Факторы по отношению к исследуемому ОР могут быть внеш-
ними и внутренними. Внешние факторы отражают влияние вне-
шней среды на ОР, способствуя успешному проведению опреде-
ленных действий (полезные факторы) или противодействуя им 
(вредные факторы). Внутренние факторы отражают влияние ситу-
ации, складывающейся внутри ОР, на состояние ОР, процесс его 
функционирования и результаты его деятельности. Соответственно 
неопределенности, порождаемые перечисленными факторами, раз-
деляют на внешние относительно ОР и внутренние, связанные 
соответственно с внешней и внутренней средой ОР. 
Внешняя среда – это макроокружение и непосредственное 
окружение, в котором функционирует ОР. Например, для органи-
зации это среда включает экономическую, правовую, технологиче-
скую, социальную, политическую и другие составляющие. В нее 
включают поставщиков, потребителей продукции и услуг органи-
зации, конкурентов, с которыми организация взаимодействует в 
процессе функционирования. 
Внутреннюю среду образует персонал организации, ее структу-
ра, производство, финансовое обеспечение деятельности, марке-
тинг, организационная культура, сложившаяся в организации сис-
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Рис. 1.2. Классификация неопределенностей 
По источнику происхождения выделяют следующие составля-
ющие неопределенности информации: 
− «естественную», обусловленную неполнотой информации, 
связанной с тем, что в силу объективных причин не все факторы, 
влияющие на ожидаемый результат, контролируются и 
прогнозируются, а, следовательно, они должны рассматриваться как 
случайные; 
− «метрологическую», обусловленную погрешностями 
определения (измерения) уровней факторов; 
− поведенческую;  
− целевую. 
Источником «естественной» неопределенности при принятии 
решений является большое количество обстоятельств, которые 
невозможно учесть, а их совокупное действие приводит к не впол-
не предсказуемым результатам. «Естественная» неопределенность 
связана с невозможностью предсказания в полной мере результата 
определенной деятельности, так как в подобных условиях, в ре-
зультате совместного воздействия большого количества случайных 
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факторов, результаты одного и того же события могут быть разны-
ми. Применительно к хозяйственной деятельности можно выделить 
следующие факторы: 
− флуктуации в среде – климатические, погодные условия, 
стохастический характер природных процессов, времени, места и 
силы опасных природных явлений, которые могут обусловливать 
проявления стихийных бедствий и оказать негативное влияние на 
функционирование и развитие социально-экономической ситуации; 
− негативные стохастические процессы в техносфере, связанные 
с ненадежностью процессов производства (отказами) и 
эпизодически возникающими опасными техногенными явлениями 
(пожары, взрывы и т.п.); 
− в обществе – нестабильность социально-политической 
ситуации и неопределенность перспектив ее изменения; 
− в экономике – нестабильность деловой окружающей среды, 
неизмеримо возросшая в процессе экономической глобализации, 
увеличением числа субъектов деятельности, внедрением 
современных информационных технологий и большей открытости 
общества; 
− вероятностный характер научно-технического прогресса 
(НТП): понятны его направления, однако последствия НТП, в 
частности, результаты научных открытий, известны и 
прогнозируемы только в сверхшироких пределах; 
− нестабильность внутренней среды организации (объем 
материальных, финансовых и трудовых ресурсов на момент 
реализации принятого решения и т.п.). 
Источники «метрологической» неопределенности – неточности 
информации об объекте принятия решения, например, недостаточ-
ная осведомленность о военном потенциале государства-
противника, о величине спроса на товары, услуги и капитал; о фи-
нансовой стойкости и платежеспособности клиентов, партнеров, 
конкурентов; о ценах, курсах, тарифах, дивидендах; о возможности 
и надежности оборудования; о позициях, способах действий и воз-
можных решения конкурентов и др. Такая информация в практиче-
ской деятельности является разнородной, неточной, неполной и 
искаженной. Чем ниже качество информации, используемой при 
принятии решений, тем более существенные возможные отклоне-
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ния фактического результата деятельности от ожидаемых и выше 
возможность потерь от ошибочных решений. 
Поведенческая неопределенность возникает при наличии конф-
ликтных ситуаций, противоборствующих тенденций, столкновений 
противоречивых интересов: войны, межнациональные конфликты, 
конкуренция, различие позиций разработчиков, проектировщиков, 
пользователей и производителей в инновационном процес-
се. Принятие рациональных решений в этих случаях требует испо-
льзования специфического математического аппарата теории игр.  
Целевая неопределенность возникает в многоцелевых задачах, 
требующих выбора оптимального решения в условиях многокрите-
риальности. Факторы, обусловливающие возникновение этой не-
определенности, подразделяются на: 
− природные; 
− технические; 
− экономические (коммерческие), обусловленные изменениями 
в экономике предприятия или страны; к ним относятся: 
неопределенность рыночного спроса и предложения, слабая 
предсказуемость рыночных цен, неопределенность действий 
партнеров, недостаток информации о действиях конкурентов и т.д.; 
− политические, обусловленные изменением политической 
обстановки, влияющей на хозяйственную деятельность ОР. 
По вероятности наступления анализируемого события и возмо-
жности его идентификации рассматриваются три ситуации, кото-
рые широко используются в практических задачах принятия реше-
ний: 
− полной неопределенности (например, времени, места и силы 
некоторого ативного события), когда определена только область 
изменения исследуемой величины; 
− частичной (вероятностной) неопределенности, например: если 
известна частота и, следовательно, вероятность негативного события 
заданной интенсивности в фиксированном месте. Неопределенность 
такого характера имеет место, когда может быть установлено 
вероятностное распределение, то есть существует возможность 
накопить и обработать большое количество статистической 
информации, что обеспечивает репрезентативность анализируемых 
выборок; 
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− полной определенности, которая является чаще 
предположением, принятым для упрощения расчетов. Следует иметь 
в виду, что принятие решений на основе анализа, выполненного по 
детерминированными моделям в предположении, что влияющие 
факторы известны точно, может привести к потерям из-за ошибок 1-
го и 2-го рода, а попытка учета случайного разброса уровней этих 
факторов значительно усложняет процесс выбора рационального 
решения. 
Показатели неопределенности 
Объективный риск как результат взаимодействия человека, 
общества, техносферы и природы может быть оценен на основе 
статистики событий, которые произошли, или с использованием 
теоретико-вероятностных методов и моделей [58]. Для измерения 
риска необходимы определенные показатели, которые могут быть 
введены на основе определения риска, и должны отражать три 
аспекта: 
− неопределенность события: риск существует только тогда, 
когда возможно неоднозначное развитие событий. Например, 
возможность или отсутствие пожара; процентная ставка может 
вырасти, упасть или остаться на прежнем уровне; стоимость акций 
может повыситься или снизиться; 
− потери – непреднамеренное сокращение стоимости объектов в 
сфере интересов рассматриваемого субъекта в результате 
реализации опасности. Например, пожар уничтожает дом; в авариях 
гибнут люди и автомобили; при падении курса акций их владельцы 
несут убытки. Возможно также непреднамеренное недополучение 
выгод. Следует отметить, что в наиболее общем случае 
(спекулятивные риски) рассматривается  непреднамеренное 
изменение стоимости объектов, т.е. учитывается возможный шанс 
прироста этой стоимости; 
− неравнодушие, то есть риск должен затрагивать интересы 
конкретного человека или организации, которые стремятся не 
допустить нежелательного для них развития событий или не 
«упустить» имеющийся шанс. 
В рамках концепции риска как неопределенности, которая ши-
роко применяется в различных сферах деятельности, еще не полу-
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ченный результат интерпретируется как случайная величина. Поэ-
тому для этой ситуации в качестве характеристик неопределеннос-
ти (показателей неопределенности), применяются различные хара-
ктеристики случайной величины. 
Допустим, v – возможный результат (например, экономический 
результат – прибыль, доходность и т.д.) определенных действий, 
операций. Будем рассматривать полученный результат как реали-
зацию значения некоторой непрерывной случайной величины V. Ее 
полной вероятностной характеристикой является функция распре-
деления F (v) = P (V < v). В этом случае ожидаемый результат бу-
дет описываться следующими показателями (числовыми характе-
ристиками): 
1) математическое ожидание   ( )M V vf v dv 


   , где f(v) – 
плотность распределения вероятностей случайной величины V.  
Для дискретной случайной величины математическое ожидание 







 , где pi – вероятность i-го сос-
тояния с ожидаемым результатом vi. При наличии выборочных 
данных объемом n, если все они считаются равновероятными, т.е. 
1/ip n , i , оценкой математического ожидания будет выбороч-









  , где vi – 
результат, полученный в i-м наблюдении; 
2) дисперсия   2 2( )D V M V      , для непрерывной слу-
чайной величины рассчитывается по формуле 
2 2( ) ( )v f v dv 











  . По 
выборочным данным несмещенную оценку дисперсии вычисляют 














 . Дисперсия учитывает уровень 
разброса возможных значений случайной величины, являясь харак-
теристикой масштаба ее распределения. 
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3) среднеквадратическое отклонение  D V  ; 
4) коэффициент вариации /vK   , который имеет смысл ри-
ска на единицу среднего результата (относительная безразмерная 
характеристика).  
5) дифференциальная энтропия ( ) log[ ( )]h f v f v dv


   , для 








  где 
логарифм под знаком интеграла или суммы зачастую может быть 
двоичным или натуральным. Энтропийный показатель неопреде-
ленности чувствителен к форме распределения случайной вели-
чины. 
Неопределенности и риски 
Как отмечалось выше, возникновение, развития, существование 
риска всегда обусловлено наличием неопределенности или совоку-
пности, комплекса неопределенностей разного рода. Так, в случае 
установления факта появления опасности – это возможные неопре-
деленности в спецификации совокупности опасных факторов (пе-
речень факторов, вероятность возникновения каждого из них, его 
возможная интенсивность), неопределенность перечня уязвимостей 
ОР (в том числе их состав), которые совестно с соответствующими 
опасными факторами порождают множество угроз для ОР, нако-
нец, неопределенность возможностей реализации этих угроз и пос-
ледствий (потерь), полученных при их успешной реализации. 
В связи с этим важной представляется классификация уровня 
(степени) неполноты информации в описании рисковой ситуации. 
Введем качественную шкалу степени неопределенности, которая 
может возникать в процессе исследования рисковой ситуации: 
1. абсолютная (полная) неопределенность – отсутствие 
каких-либо сведений, объясняющих или детализирующих 
возникшую рисковую ситуацию, например: о совокупности 
возможных альтернатив (вариантов) развития рисковой ситуации, 
наличие которых, собственно, и обусловливает возникновение 
риска; об описании и характеристиках рискообразующих факторов, 
44 
которые могут привести к появлению угрозы для ОР; наконец, о 
составе перечня возможных потерь (убытков), обусловленных 
успешной реализацией угроз; 
2. неопределенность количественных оценок возможности 
реализации альтернатив (вариантов) развития рисковой 
ситуации, как разновидность этой неопределенности – вводимая 
часто волевым (субъективным) решением ЛПР равновозможная 
неопределенность, при которой всем возможным альтернативам 
(вариантам) приписываются одинаковые оценки вероятности 
реализации; 
3. статистическая (вероятностная) неопределенность 
адьтернатив – каждой альтернативе (варианту) развития рисковой 
ситуации соответствует определенное значение вероятности ее 
реализации; 
4. неопределенность количественных оценок последствий 
реализации альтернатив (вариантов); 
детерминированность – абсолютно полная определенность, т. е. 
детерминированность ситуации, отсутствие многоальтернативности 
исходов, точно известные потери. 
1.3. Когнитивные модели рисков 
Анализ многочисленных материалов, связанных с описанием, 
исследованием, оцениванием и обработкой рисков, позволяет пре-
дположить существование нескольких типизированных групп рис-
ков, в рамках которых интерпретируются практически все извест-
ные проявления рисков. Выделяемые группы отличаются друг от 
друга степенью полноты и уровнем детализации сведений, исполь-
зуемых для описания рисков, актуальных для изучаемого ОР. Для 
каждой из таких типизированных групп можно сформировать свою 
концептуальную модель (спецификацию) риска, структура и соде-
ржание которой отражают определенный уровень знаний специа-
листа о предметной области, обеспечивая успешное решение  неко-
торого комплекса прикладных задач из этой предметной области. 
Подобные модели рисков, адаптированные к уровню восприятия 
специалистом  знаний о предметной области и объему сведений об 
исследуемом объекте, представляют собой когнитивные модели, 
от лат. cognitio – знание, познание.  
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Фактически когнитивные модели следует рассматривать как на-
бор исследовательских шаблонов со специфическими свойствами и 
ограничениями, позволяющих применять типовые решения и тех-
нологии в соответствующей предметной области. 
Модель «опасность – риск» 
Данная модель является обобщением значительной группы реа-
льных рисков и рисковых ситуаций. Она базируется на традицион-
ной концепции образования рисковой ситуации как следствия вли-
яния на ОР опасностей различного происхождения, что и обуслов-
ливает название модели. В рамках этой модели предполагается 
известной вся совокупность сведений об угрозах ОР, в частности 
каждая из них характеризуется вероятностью своей реализации и 
ущербом, который будет нанесен ОР в случае реализацию соответ-
ствующей угрозы. 
Возникновение и развитие рисков для модели «опасность-риск» 
полностью совпадает со схемой (механизмом) образования и раз-
вития рисков, приведенной в пп. 1.1. Поэтому остановимся лишь на 
главных особенностях этой модели. 
Во-первых, будем считать, что при анализе возможной рисковой 
ситуации на ОР в нашем распоряжении есть достоверные сведения 
об источниках опасностей, рискообразующих факторов и уязвимо-
стей, то есть все данные, необходимые для выявления возможных 
угроз в понимании угрозы (2) и описания рисковой ситуации. Эти 
данные могут быть представлены кортежем 1RS = ,THR PR  , где 
THR  – вектор-перечень возможных угроз, PR  – вектор вероятнос-
тей реализации каждой из перечисленных угроз. Во-вторых, будем 
считать известными все данные о последствиях (вектор-перечень 
CON ), возникающие при реализации каждой из угроз, в частности, 
потери / убытки (вектор Q ), обусловленные этими реализациями, 
которые в совокупности образуют кортеж , .CON Q   Если угро-
зы 1thr , 2 ,..., kthr thr , являющиеся элементами вектора THR , образу-
ют полную группу событий, а вероятности 1p , 2p ,   , kp  реализаций 
каждой из этих угроз (элементы вектора PR ) совпадают с вероят-
ностями возникновения соответствующих потерь / убытков 1q , 2 ,q
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..., kq , то, вычислив по формуле (1.5) множество частных рисков 
i i ir p q , 1,i k  (составляющие вектора рисков R ), рассчитаем 
интегральный риск, который в данном случае, то есть для полной 









являющемуся обобщающей характеристикой  состояния безопас-
ности ОР. 
В целом спецификация модели «опасность – риск» задается кор-
тежем 1RSQ = int, , , , ,THR PR CON Q R R  . С позиций введенной 
в пп. 1.2 качественной шкалы степени неопределенности отдель-
ные стадии развития риска модели «опасность – риск» могут хара-
ктеризоваться следующим образом: 
− степень неопределенности относительно источников 
опасностей, рискообразующих факторов, уязвимостей ОР и угроз – 
детерминированность; 
− степень неопределенности относительно реализации угроз – 
статистическая неопределенность; 
− степень неопределенности относительно последствий 
реализации угроз и потерь, обусловленных этими реализациями – 
детерминированность. 
Таким образом, основные характеристики и свойства модели 
«опасность – риск» заключаются в существовании акцентирован-
ной рисковой ситуации, которую образует множество потенциаль-
но опасных негативных явлений и процессов, чье влияние на ОР 
определяется вероятностями их реализации в виде угроз и обусло-
вленных ими последствий, причиняющих вред ОР. Кроме того, для 
модели «опасность – риск» характерно наличие полного объема 
сведений, необходимых для исчисления профиля рисков и суммар-
ного риска угроз, который является интегральной характеристикой 
уровня опасностей, угрожающих ОР. 
В случае неприемлемого уровня интегрального риска (отдель-
ных частных рисков) имеющийся объем сведений достаточен для 
обеспечения разработки и реализации комплекса мер по нейтрали-
зации угроз и нормализации условий функционирования ОР. 
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Модель «неопределенность – риск» 
Как следует из названия модели, основным источником рисков 
для данной модели является неопределенность, которая может реа-
лизовываться различными способами. В частности, в отличие от 
предыдущей модели, где рисковая ситуация обуславливалась четко 
определенным множеством возможных угроз, в модели «неопреде-
ленность-риск» о структуре этого множества угроз, видах, формах, 
механизмах их развития и действия на ОР практически ничего не 
известно, разве что можно считать вероятным предположение о 
наличии достаточно значимого влияния совокупности существую-
щих, но не идентифицированных угроз. 
Еще один возможный источник неопределенности – недоста-
точная информация о самом ОР, его структуре, целях и закономе-
рностях функционирования, характеристиках и параметрах. Поэ-
тому часто нет возможности однозначно связать состояние ОР с 
эффективностью его работы (качеством продукции или услуг на 
выходе ОР). Обе эти неопределенности практически исключают 
возможность применения процедуры нормализации состояния ОР 
путем нейтрализации угроз, влияющих на качество его функцио-
нирования. 
Рисковая ситуация для модели «неопределенность-риск» фор-
мируется на основе сведений о возможности воздействия негатив-
ных факторов опасных явлений и процессов на ОР в понимании 
угрозы (2). Особенностью этой ситуации является то, что она не 
содержит информации о конкретных способах и формах реализа-
ции опасностей, а только данные о последствиях их осуществле-
ния. Эти данные представлены в форме описания угрозы (2) как 
возможности или неизбежности нанесения определенного вреда ОР 
(например, жизни и здоровью людей, зданиям, помещениям, иму-
ществу) вследствие существующей опасности. При этом рассмат-
ривается множество характеристик возможных последствий реали-
зации воздействий опасностей с указанием вероятностных характе-
ристик этих последствий, то есть формируется  типичная рисковая 
ситуация. Характерной особенностью представленной таким спо-
собом рисковой ситуации является то, что она не позволяет про-
анализировать непосредственные причины и механизмы возникно-
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вения угроз, тем самым фактически исключая возможность предо-
твращения их возникновения и развития, а также существенно 
уменьшая зффективность нейтрализации и уменьшению последст-
вий реализации этих угроз. 
Рассмотрим схему формирования модели «неопределенность-
риск» на примере анализа опасностей дорожного движения. 
Во-первых, отметим, что только само участие в дорожном дви-
жении уже представляет опасность, которая, в зависимости от об-
стоятельств, конкретизируется через некоторое множество угроз, 
то есть участие в дорожном движении – это типичный пример опа-
сности деятельности, который является подтверждением рассмот-
ренного выше базового принципа теории рисков – аксиомы потен-
циальной опасности [58]: любая деятельность таит в себе потенци-
альную опасность, поэтому объекты, принимающие участие в этой 
деятельности – это объекты риска, которые при определенных 
условиях могут понести потери или убытки. 
Общий уровень опасности в этом случае можно характеризовать 
вероятностью совершения дорожно-транспортных происшествий 
(ДТП). Для определения рисков, как и в предыдущих примерах, 
следует перейти к анализу вероятностных характеристик конкрет-
ных угроз и их возможных последствий. Один из самых простых 
возможных вариантов исследования угроз безопасности дорожного 
движения – построение классификация ДТП вида: 
1. ДТП, приведших к гибели людей. 
2. ДТП, в котором люди получили тяжелые травмы. 
3. ДТП, в которых получены травмы среднего уровня тяжести. 
……………………  
і.    ДТП с повреждением транспортного средства. 
……………………  
ДТП, в результате  которого произошло повреждение грузаце. 
Приведенная выше классификация – это классификация угроз 
жизни и здоровью людей, угроз целостности транспортного средс-
тва и груза в смысле угрозы (2), то есть по степени возможного 
влияния опасности на состояние ОР в результате реализации этой 
опасности. Наличие определенной отчетной статистики о ДТП поз-
воляет оценить вероятностные характеристики этих угроз, в итоге 
получаем ситуацию риска. Однако в отличие от модели «опасность 
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– риск» в этом случае анализ рисковой ситуации не позволяет про-
анализировать непосредственные причины возникновения ДТП, 
ограничивая возможности изучения и исследования угроз безопас-
ности движения формулировкой общих установок и рекомендаций 
по дорожной безопасности. 
В случае, если сведения о характеристиках ДТП имеют более 
содержательный характер, например, имеется статистика о ДТП в 
определенном географическом пункте (участке дороги, шоссе), то 
ее анализ совместно с данными о состоянии дороги в момент ДТП 
(включая время суток, состояние дорожного покрытия, погодно-
климатические условия и т.д.), позволяет получить достаточно де-
тальное описание ДТП и их последствий, допускающее примене-
ние статистических методов исследования. Например, это может 
быть вероятностное распределение p(k), k=0,1,2,… для ДТП, в ко-
тором люди получили тяжелые травмы в автомобилях определен-
ного класса в фиксированном промежутке времени при фиксиро-
ванных условиях состояния дороги, или более обобщенная харак-
теристика, оцененная по той же статистике, но при отсутствии не-
которых детализирующих обстоятельств: о времени суток, погод-
ных условиях и пр. В этих случаях рисковая ситуация начинает 
приобретать черты, характерные для модели «опасность-риск», что 
позволяет делать более радикальные выводы относительно причин 
возникновения ДТП и их предотвращению в дальнейшем. 
Рисковая ситуация для модели «неопределенность-риск» в по-
давляющем большинстве случаев формируется именно за счет не-
определенности механизмов возникновения и способов реализации 
угроз, и обычно представляется только множеством возможных 
вариантов событий-следствий {еi}, i=1,n  воздействия неизвестных 
деструктивных факторов на ОР и соответствующим множеством 
{рi}, i=1,n  вероятностей возникновения этих следствий. Типичный 
пример такой модели можно получить, если обратиться к произ-
водственной сфере: пусть {еi}, i=1,n  – варианты бракованной про-
дукции, {рi}, i=1,n  – распределение вероятностей вариантов бра-
кованных единиц продукции. Конкретизируя эту характеристику, 
можно оценивать распределение для различных рабочих смен, ра-
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бочих мест или для различного часа и места работы в пределах 
каждой смены, что в принципе может помочь выявлению причин 
брака. 
Следует отметить, что для формировании типовой ситуации ри-
ска непосредственное описание возможных вариантов последствий 
реализации угроз в отношении ОР должно быть пересчитано в воз-
можные убытки (потери) предприятия, которые войдут базовыми 
составляющими в профиль рисков предприятия. К сожалению про-
цедура трансформации последствий воздействия опасных явлений 
и процессов на ОР в категорию финансового ущерба (потерь) часто 
оказывается неизвестной или попросту невозможной. Это сущест-
венно сужает возможности практического применения модели «не-
определенность-риск». Решение этой проблемы зависит от конкре-
тики прикладной области, в которой исследуется риск.  
За примером обратимся к сфере технических измерений. Пред-
положим, контролируются значения физической величины – на-
пряжения U, которое в процессе измерения имеет определенное 
неизменное во времени значение u, неизвестное исследователю. 
Для измерения применяется цифровой вольтметр, показания кото-
рого содержат случайную погрешность. Результат измерений – 
выборка данных из W последовательно полученных отсчетов изме-
рений прибора: {ut}, t=1, 2, ..., W. Анализ этой выборки приводит к 
ранжированному ряду вариантов u(1) < u(2) < ... < u(n) с соответс-
твующими относительными частотами вариантов wri, i=1,n , где wri 









Считая относительные частоты wri оценками вероятностей pi ва-
риантов, получаем вероятностное распределение {u(i), pi}, i=1,n . 
Видим, что имеем типичную рисковую ситуацию: в качестве неиз-
вестного значения u можем взять любой из вариантов, функцию 
этих вариантов. Как оценить риски того или иного выбора? Как 
минимизировать эти риски? Эти вопросы решаются методами ин-
формационно-статистической теории измерений [67] и более об-
щей теории статистических решений [68]. 
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Естественно предположить, что неизвестное значение напряже-
ния u лежит где-то в пределах замкнутого промежутка [u1, un]. В 
частности, если в качестве неизвестного значения u примем u1, мы 
с вероятностью р1 рискуем допустить ошибку 
1 = u1 – u. 
Соответственно при выборе варианта u2 с вероятностью р2 воз-
можна ошибка  
2 = u2 – u, 
а в общем случае, для варианта ui и иметь с вероятностью рi ошибку 
і = uі – u, 1, .i n                                    (1.7) 
Неверный выбор варианта результата измерений, в зависимости 
от его дальнейшего использования, может привести к определен-
ному вреду (потерям, убыткам), причем чем больше ошибка , тем, 
скорее всего, более существенным будет этот вред (потери, убыт-
ки). Процедура объективного пересчета ошибки   в категорию 
финансового убытка обычно неизвестна. Поэтому объем убытков 
(потерь, ущерба) рассчитывается с применением так называемой 
функцией потерь ( )iL  , 1,i n  [67], которая для данной задачи 
фактически представляет собой функцию ошибок выбранного в 
качестве неизвестного значения u варианта результата измерений. 
Объективный выбор функции потерь является нетривиальной зада-
чей, решение которой требует конкретных знаний о цели и способе 
применения результатов измерений. Обычно применяют опреде-
ленные стандартные формы функции потерь, чаще всего ( )iL   – 
квадратичная функция аргумента: 
2 2( ) ( ) ( ) ( )i i i iL u u L u u      . 
Используя именно этот вид функции потерь, проанализируем 
риски в нашей задаче. Выбор произвольного варианта результата 
измерений ui сопровождается возникновением возможных потерь, 
величина которых определяется соответствующим риском 
2( )i i ir p u u  . 
Интегрированную оценку возможных потерь по всем вариантам 








R u r p u u
 
    ,                           (1.7) 
т.е. средний риск – это средние потери в ситуации риска (по всем 
возможным исходам-вариантам выбора и соответствующими им 
потерями). Количественные значения рі, uі, 1,i n  в выражении 
(1.7) известны, поэтому фактический риск R(u) является функцией 
одного аргумента – u, количественная оценка значения которого 
есть целью оптимальной обработки полученной выборки { }iu . 
Очевидно, что лучшей будет та оценка u, которая минимизирует 
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du du  
     . 
Откуда, приравняв производную 0, найдем решение:  
1 1
1n W
opt i i t
i t
u p u u u
W 
    , 
т.е. оптимальной оценкой будет обычное среднее u . 
Следует отметить, что найденная оценка u  оптимальная только 
при использовании функции потерь вида (1.6). Другая функция 
потерь может привести к другой оптимальной оценки u, то есть 
результат оптимизации имеет субъективный характер. В частности, 
рассмотрим довольно распространенную модульную функцию 
потерь вида 
( , ) | |i iL u u u u  .                                   (1.8) 
Так как для этой функции не существует производной в точке 
экстремума, приведенная выше стандартная процедура поиска экс-
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Чтобы найти оптимальную оценку optu  в этом случае перепи-













,                              (1.10) 
где отсчеты измерений ( )tu , 1,t W  – проранжированы в порядке 
увеличения своих значений выборка. Предположим, что искомая 
оценка уже известна и для нее выполняется условие: 
( ) ( 1)k opt ku u u   . Тогда для риска R (формула (1.10)) справедливо 
представление: 
( )( ) ( ) ( ) ( )
1 1
1 1





R u u u u
W W  
     .      (1.11) 
В правой части (1.11) единственной переменной является optu , 
реализуем для функции ( )optR u  типичную процедуру поиска экст-







du   
    .                          (1.12) 
Если n – четное число, то точное выполнение равенства (1.12) 
происходит в случае, когда каждая из сумм в соотношении (1.12) 
будет состоять из / 2k W  слагаемых, что возможно для: 
( /2) ( /2 1)( ) / 2opt W Wu u u   , 
т.е. optu  является медианой ранжированы ряда ( )tu , 1,t W . В слу-
чае, если W  – нечетное число, оценка optu  равно медиане 
( ) (( 1)/2)k Wu u   этого ряда, и, соответственно, получаем 
( 1) / 2k W  , а условие (1.12) принимает вид: 
1
( ) ( ) ( ) ( )
1 1
1 1
( ) ( )
k W
opt t t opt
t t k




     . 
Если для контроля значения величины U применяется аналого-
вый измерительный прибор, представленная выше ситуация неско-
лько модифицируется: вместо распределения вероятностей
( )i ip u p , 1,i n , используется распределение плотности вероят-
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ности f(u) непрерывной случайной величины, определенный на 
интервале значений (
min max,u u ). 
Рассмотрим задачу измерения напряжения в несколько более 
обобщенной постановке. Будем считать, что неизвестное значение 
напряжения х может лежать в любой точке сегмента 
min max[ , ]x x , а 
полученный с помощью аналогового вольтметра результат содер-
жит случайную погрешность Е: 
и = х + е. 
Тогда средние потери при принятии значения optu  за неизвест-
ное истинное значение напряжения определяются условным мате-
матическим ожиданием  
max
min




M L x u u L x u f x u dx  ,             (1.13) 
где f (x/u) – условная плотность вероятности случайной величины Х 
при определенном значении u, а потери, усредненные по всем воз-
можным показаниям u, соответствуют математическому ожиданию 
max max
min min




M L x u L x u f x u dx f u du   . 
Очевидно, что лучшей является и оценка optu , для которой сред-
ний риск { ( , )}optM L x u  наименьший. Несмотря на то, что optu  не 
является переменной внешнего интеграла, можно определить optu  
путем минимизации условного среднего риска (1.13). Для квадра-







u xf x u dx  ,                             (1.14) 
а для модульной функции (1.8) – из условия 
max
min





f x u dx xf x u dx  ,                   (1.15) 
то есть, как и в дискретном случае, оптимальными оценками будут 
среднее (1.14) и медиана, которой соответствует значение верхнего 
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предела optu  в уравнении (1.15), вычисленные по апостериорному 
распределению f(x/u) [68]. Отметим, что именно апостериорная 
условная плотность f(x/u) является характеристикой естественной 
неопределенности полученного результата измерений u относите-
льно фактического значения напряжения х. Эту характеристику 
можно выразить через условную плотность fе(е/u) погрешности 
измерения е: 
( / ) ( / )ef x u f u x u  . 
Во многих случаях считается, что распределение fе(е/u) совпада-
ет с условным распределением fе(е/х) вероятностей погрешности 
измерительного средства (в нашем случае – вольтметра). Это расп-
ределение может быть найдено экспериментально путем специаль-
ного исследования (градуировки) измерительного средства. Усло-
вием сходимости будет предположение  
e<<x u, 
которое во многих случаях является вполне оправданным [67]. 
Отметим, что естественная неопределенность часто является 
следствием совокупного действия определенного множества слу-
чайных факторов, влияние которых в своей массе обусловливает 
достаточную статистическую устойчивость характеристик этой 
неопределенности. Поэтому, если указанные характеристики под-
даются формализации и допускают возможность своего вычисле-
ния или измерения, существует вероятность эффективного реше-
ния исходной рисковой ситуации аналитическим путем, через ми-
нимизацию специфической формы интегральной оценки риска – 
так называемого среднего риска, который совместно учитывает и 
оценивает риски влияния и воздействия всех рискообразующих 
факторов. 
Таким образом, характерной особенностью концептуальной мо-
дели «неопределенность – риск» является реальная возможность 
определения оптимального выхода из рисковой ситуации. К сожа-
лению, этот оптимизм несколько уменьшается, учитывая сущест-
вующую критериальную неопределенность, которая есть следстви-
ем множественности форм функций потерь, и обусловливает воз-
можность появления нескольких разных по значению оптимальных 
оценок (в приведенном примере – оценок среднего и медианы). 
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Кроме теории измерений, как приведенные, так и другие опти-
мизационные схемы для модели «неопределенность – риск» при-
меняются в задачах классификации и распознавания, теории игр, 
портфельном инвестировании, пр. 
Наконец рассмотрим иллюстративный пример, который позво-
ляет предоставить определенную содержательную интерпретацию 
применению модели «неопределенность – риск» в сфере безопас-
ности предпринимательства [69, 70]. 
Пусть ОР – объект предпринимательской деятельности (ОПД), 
относительно которого возможна реализация определенных де-
структивных действий, источником которых может быть как внеш-
няя, так и внутренняя среда функционирования ОР. Необходимо 
провести анализ уровня защищенности ОПД от возможных угроз,  
оценить величину существующего обобщенного (интегральногй) 
риска. 
Казалось бы, что для решения этой задачи следует прежде всего 
разработать достаточно полный профиль рисков, и, составив под-
робный перечень потенциально опасных угроз-действий, дополнив 
его уязвимостями ОР, актуальными с точки зрения возможной реа-
лизации посредством их той или иной угрозы-действия, детально 
проанализировать механизмы развития каждой из угроз, найдя и 
исследовав соответствующие цепочки «источник опасности – рис-
кообразующий фактор – уязвимости ОПД – активы ОПД – потери 
ОПД», затем подсчитать вероятности реализации каждой из угроз, 
причиненные ею убытки и в конечном итоге оценить частные рис-
ки по каждой из угроз. То есть, учитывая изложенное, анализ рис-
ков происходит в рамках применения типовой модели «опасность – 
риск» путем исследования сценариев развития отдельных частных 
рисков и перспектив их дальнейшей интеграции в общем рисковом 
показателе – интегральном риске. 
Однако особенность проведения именно такого анализа заклю-
чается в том, что он становится очень громоздким и сложным даже 
при относительно небольшом количестве актуальных угроз-
действий и активов, состояние которых критично к реализации 
хотя бы одной из угроз (более подробно данная проблема рассмот-
рена в этой монографии в п. 2.2. Практические аспекты определе-
ния ценности информации). Кроме того, на практике часто в силу 
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определенных обстоятельств оказывается невозможным получить 
данные об источниках опасностей, рискообразующих факторах, а 
также провести анализ уязвимостей ОР. В этой ситуации доступ-
ными для анализа часто остаются только активы организации, что 
позволяет сформировать перечень угроз, актуальных для организа-
ции, однако в отличие от модели «опасность-риск», угрозы в этом 
перечне – это угрозы (2), то есть угрозы-следствия, которые по 
своей сути часто являются групповыми угрозами. В основе генера-
ции таких угроз – фрагментация активов ОПД на несколько мно-
жеств, каждое включает активы, критические к определенной гру-
ппе угроз, обобщение которых и приводит к образованию перечня 
групповых угроз. В частности, для ОПД это может быть:  
1. угроза уничтожения имущества и техники, в том числе угрозы 
физической целостности и исправности технических средств; 
2. угроза здоровью и физическому состоянию персонала; 
3. угроза в сфере информационной безопасности, связанная с 
вероятностью несанкционированного доступа в помещение 
посторонних лиц, нарушениями целостности и конфиденциальности 
информационных ресурсов; 
4. угроза получения убытков в имиджевой сфере и потери 
репутации (эта угроза трансформируется в сокращение количества 
заказов, трудности кредитования, пересмотр договорных условий и 
т.п.). 
Таким образом, получаем совокупность из четырех вариантов 
угроз: 1V , 2V , 3V , 4V , вероятности которых определяются частич-
ными вероятностями 1p , 2p , 3p , 4p , а реализация – соответствую-
щими потерями (табл. 1.2). 
Таблица 1.2. Совокупные выходные данные по каждой из угроз ОПД 
Варианты угроз Вероятность реализа-
ции угрозы 
Ущерб от реализации 
угрозы 
V1 р1 q1 
V2 р2 q2 
V3 р3 q3 
V4 р4 q4 
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Угрозы 1V , 2V , 3V , 4V  не являются несовместными событиями, 
они могут происходить одновременно, а могут и не происходить 
совсем, то есть множество { }, 1,4jV j   не удовлетворяет требова-
ниям к полной группы событий. 
Поэтому возникает задача формирования полной группы { }iZ  
случайных событий, которые связанны с исходным множеством 
{ }jV , но в отличие от него удовлетворяют всем требованиям, пред-
ъявляемым к полной группе. Каждое из событий { }iZ  1,i m  пред-
ставляет собой совмещение четырех событий (комплексное собы-
тие), составленное из элементов множества 1V , 2V , 3V , 4V  и множе-
ства дополняющих событий 1 2 3 4 , , ,V V V V . Принципиальным при 
формировании элементарных событий { }iZ  1,i m  является требо-
вание учета в их структуре всех возможных сочетаний элементов 
этих множеств, включая и комплексное событие, соответствующее 
ситуация, в которой не реализуется ни одна из угроз. 
В процессе формирования событий множества { }iZ  должна со-
храниться вся информация о возможных состояниях исходной сис-
темы угроз { }jV , в частности о  всех возможных сочетания этих 
угроз. 
В отличие от угроз { }jV , 1,4j  , ни одно из событий { }iZ , 
1,16i   не может появиться одновременно с другим, только по 
одному, однако появление одного из событий множества { }iZ  яв-
ляется обязательным. 
Исходя из этих принципов, для четырех первых элементарных 
событий имеем:  
1 2 3 41Z V V V V    , 
1 2 3 42Z V V V V    , 
1 2 3 43Z V V V V    , 
1 2 3 44Z V V V V    . 
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Учитывая структуру приведенных элементарных событий легко 
вычислить частные вероятности их реализации. Так для 
1Z  полу-
чаем: *






4p  формируются таким же образом с использованием 
вероятностей jP  для событий jV  и (1 )rP  для дополняющих со-
бытий rV . Шесть следующих элементарных событий 5 10Z Z  со-
держат попарные сочетания элементов множества { }jV , например:  
1 2 3 45Z V V V V    ,  
1 2 3 46Z V V V V    ,  
1 2 3 410Z V V V V    . 
Соответственно для вычисления вероятностей этих элементар-
ных событий получаем систему формул: 
*
5 5 1 2 3 4( ) (1 )(1 )P Z p p p p p    , 
*
10 10 1 2 3 4( ) (1 )(1 )P Z p p p p p    . 
События 11 14Z Z  включают тройные сочетания событий из 
множества { }jV :  
1 2 3 411Z V V V V    ,………., 1 2 3 414Z V V V V     
и характеризуются соответственно вероятностями вида: 
* *
11 1 2 3 4 14 1 2 3 4(1 ),.............., (1 )p p p p p p p p p p    . 
Структура события 15Z  учитывает полное сочетание всех собы-
тий из множества { }jV : 15 1 2 3 4Z V V V V    , вероятность которо-
го определяется очевидным выражением: 
*
15 1 2 3 4p p p p p . 
Последнее элементарное событие множества { }iZ  должно 
учесть возможность отсутствия реализации любой из угроз: 




















  . 
В полном объеме множество структур событий и выражения для 
вычисления соответствующих вероятностей *
ip , приведены в 
табл. 1.3. 










  , 
где d
kc – число сочетаний из k  элементов по d , в частности для 
4k   получаем 16m  . 
При формировании множества событий { }iZ  учтены все возмо-
жные варианты развития событий, которые могли бы произойти в 
ходе реализации угроз (сохранены все возможные сочетания угроз 
из множества { }jV , включая и полное отсутствие угроз), то есть в 
этом смысле нет потерь информации при трансформировании 
множества угроз { }jV  в множество { }iZ . 
Комплексные события полного множества { }iZ  попарно незави-
симы и образуют полную группу событий, что позволяет приме-
нить к ним математический аппарат теории статистических рисков, 
в частности определять средний риск в форме суммарного риска по 
формулам (1.6), (1.7). Выражения для вычисления частных ущерба 
(потерь) *{ }iQ , 1,16i  , приняв гипотезу аддитивности частного 
ущерба, достаточно несложно получить, анализируя логическую 
структуру событий { }iZ . Так для 1 2 3 41z V V V V     имеем: 
*
1 1 2 3 4 1( )q q V V V V q     . 
Соответственно, * *2 2 4 4,...........q q q q  . Аналогичным образом 
для событий 5 10z z  получаем: 
* *
5 1 2 10 3 4,..........,q q q q q q    , для 
11z : 
*









 . Очевидно, что для собы-
тия 16z  (отсутствие каких-либо угроз из множества { }jV ) частный 
61 
ущерб отсутствует: *
16 0q  . В упорядоченном виде выражения для 
вычисления ущерба *
iq  приведены в последнем столбце табл. 1.3, 
которая содержит все данные, необходимые для расчета рисков.  
Таблица 1.3. Трансформация «естественного» множества событий 
{ }jV , 1,4j   в полную группу «искусственных» (комплексных) собы-
тий { }iZ , 1,16i   




*( )i iP Z p  
*
iq  
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 3q  









 4q  
5Z  2 1 2 3 4( )V V V V    1 2 3 4(1 )(1 )p p p p   1 2q q  









 1 3q q  
.... … ……………….…… ………………… ……… 
10Z  2 1 2 3 4( )V V V V    1 2 3 4(1 )(1 )p p p p   3 4q q  
11Z  3 1 2 3 4( )V V V V    1 2 3 4(1 )p p p p  1 2 3q q q   
12Z  3 1 2 3 4( )V V V V    1 2 3 4(1 )p p p p  1 2 4q q q   
13Z  3 1 2 3 4( )V V V V    1 2 3 4(1 )p p p p  1 3 4q q q   
14Z  3 1 2 3 4( )V V V V    1 2 3 4(1 )p p p p  21 3 4q q q   
15Z  4 1 2 3 4( )V V V V    1 2 3 4p p p p  1 2 3 4q q q q    











Далее, используя формулы (1.5) и (1.6), можно вычислить част-
ные риски 









рый является обобщающей характеристикой состояния безопаснос-
ти ОПД. 
Исходя из приведенных выше материалов, получаем формаль-
ное описание модели «неопределенность – риск» кортежем 
2RSQ = int, , , ,THRCON PRCON Q R R  , в который, по сравне-
нию с кортежем 1RSQ  , введены новые элементы: THRCON  – 
вектор-перечень угроз (2), то есть угроз-следствий, PRCON  – век-
тор вероятностей этих угроз. 
Определяющее отличие модели «неопределенность – риск» сос-
тоит в существовании исходной неопределенности относительно 
механизмов возникновения и развития угроз-действий в отношении 
ОР. Тем не менее, если на эту исходную неопределенность накла-
дывается ситуативная многовариантность возможных последствий 
(решений) с количественной оценкой вероятности каждого из них, 
получаем типичную ситуацию риска.  
Учитывая введенную шкалу степени неопределенности отдель-
ных стадий развития риска, модель «неопределенность – риск» 
может характеризоваться следующим образом: 
− степень неопределенности относительно источников 
опасностей, рискообразующих факторов, уязвимостей ОР и угроз (1) 
(т.е. угроз-действий) – абсолютная неопределенность; 
− степень неопределенности относительно перечня и 
содержания множества угроз (2) (т.е. угроз-следствий) и потерь, 
связанных с их реализациями – детерминированность. 
− степень неопределенности относительно реализации 
множества угроз (2) – статистическая неопределенность; 
Модель «возможности – риск / шанс» 
Еще одной концептуальной моделью порождения рисков являе-
тся модель «возможности – риск/шанс». Обычно данная модель 
применяется для описания ситуаций, возникающих при управлении 
финансовыми и экономическими рисками, в которых учитывается 
взаимосвязь между риском и прибылью, когда риск проявляется 
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как следствие реализации попыток получения максимально возмо-
жной прибыли с одновременным ограничением ущерба (потерь). 
Эта модель рисков характерна для так называемых спекулятивных 
рисков [59-61, 63], для которых существует вероятность получения 
как отрицательных (убытки), так и положительных (доходы) ре-
зультатов, причем последнее, то есть возможность получения по-
ложительных результатов, обычно определяется термином «шанс» 
(согласно [56], шанс – вероятность, возможность успеха, осущест-
вления чего-либо).  
Подробнее ознакомимся с моделью «возможности – риск / 
шанс» на примере исследования задачи выбора лучшего из инвес-
тиционных проектов среди множества проектов, заданной корте-
жем V= <v1, v2,…,vj,…,vm>. Считаем, что возможные условия реали-
зации проектов определяются конечным набором ситуаций, пред-
ставленных кортежем S= <s1, s2,…, si,…,sn>, вероятность наступле-
ния каждой из которых задается элементом вектора P=[p1, p2, …, pi, 
… ,pn]. Прибыли (или потери), связанные с реализацией проекта vj  
в условиях si, количественно задаются значением jiq  (таблица 1.4). 




Варианты условий sj реализации проектов  
          s1                   s2         …….         sn 
                 v1            q11        q12         ……. q1n 
                 v2            q21        q22         ……. q2n 
…………….          …….          …….         …….       ……. 
                 vm            qm1        qm2         ……. qmn 
Очевидно, что в этой задаче сталкиваемся с двумя ситуациями 
неопределенности. Первая – типичная ситуация риска, где каждому 
j-му варианту проекта отвечает множество возможных значений 
потерь (или прибыли): 
rji = piqji, 1,i n . 
Риск или вероятно ожидаемый результат (с учетом возможности 









   , 1,j m .                        (1.16) 
Вычислив риски по всем проектам, вновь получаем ситуацию 
неопределенности. Чтобы выйти из нее, выберем проект, для кото-
рого Rj max , 1,j m . Это будет или наиболее прибыльный, или 
наименее убыточный проект из всех принятых к рассмотрению 
вариантов. 
Применение модели «возможности – риск / шанс» не ограничи-
вается только финансово-экономической сферой. Эта модель рабо-
тает везде, где по особенностям практической деятельности возни-
кает потребность в анализе множества возможных вариантов дейс-
твий, событий, принятия решений и т.п., то есть там, где многоаль-
тернативность рисковой ситуации обуславливается не только влия-
нием опасностей или действием различных природных факторов, 
но и создается самим человеком, часто с целью поиска и исследо-
вания возможных приемлемых решений в определенной ситуации, 
сфере деятельности и т.п. 
В качестве примера, рассмотрим задачу выбора структуры апп-
роксимативной модели [71], достаточно актуальную в сфере прик-
ладных применений математических моделей. Объектом риска 
здесь есть математическая модель реального объекта, который 
строится по экспериментальным данным, полученным в ходе исс-
ледования, изучение или эксплуатации этого объекта [71, 72]. Рис-
ковая ситуация возникает в том случае, когда объект моделирова-
ния достаточно сложный, механизм его функционирования неизве-
стный исследователю (случай так называемой «черного ящика»), 
из-за чего объективное задание структуры математической модели 
невозможно. Выход из этой ситуации – построение аппроксимати-
вной модели, которая только формально воспроизводит (имитиру-
ет) поведение реального объекта на совокупности эксперименталь-
но полученных данных о значении его входных и выходных пара-
метров (переменных, координат и т.п.). То есть при построении 
аппроксимативной модели не стоит вопрос об определенной соде-
ржательно-операциональной близости модели фактическому меха-
низму функционирования объекта. Это приводит к появлению 
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множества вариантов аппроксимативных моделей, которое, в част-
ности может генерироваться самим исследователем. 
Каждому из вариантов модели присущи свои положительные и 
отрицательные качества – возникает проблема выбора лучшего 
варианта аппроксимативных модели. Это типичная задача приня-
тия решения [72], содержащая в себе дополнительную неопреде-
ленность, обусловленную необходимостью выбора критерия при-
нятия решения (близкая ситуация уже рассматривалась выше для 
концептуальной модели «неопределенность – риск», где для каж-
дого из двух критериев оптимальности получили свое оптимальное 
решение). В частности, если в соответствии со структурой табли-
цы 1.3, множество аппроксимативных моделей определяется эле-
ментами кортежа V= <v1, v2,…,vj,…, vm >, множество критериев – 
кортежем S= <s1, s2,…, si,…, sn>, а количественные значения соот-
ветствующих нормированных критериальных статистик для j-й 
модели – вектором  Qj=[qj1,…,qji,…,qjn], то, при наличии вектора 
уровней доверия P=[p1, p2,…,pi,…, pn] каждому из критериев si, 
1,i n , выбор наилучшей модели  vopt    выполняется при условии: 
vopt = vk, где vk – модель, для которой статистика (1.16) приобретает 
экстремальное (максимальное или минимальное, в зависимости от 
характера критериев) значение.  
Учитывая изложенное, можно констатировать, что модель «воз-
можности – риск / шанс» применима для описания и исследования 
ситуаций, где по особенностям практической деятельности возни-
кает потребность в анализе множества возможных вариантов дейс-
твий, событий, принятии решений и т.п., то есть там, где многоаль-
тернативность рисковой ситуации обусловливается влиянием раз-
личных опасных или наоборот, благоприятных факторов, или соз-
дается искусственно с целью поиска, формирования и исследова-
ния множества возможных приемлемых решений в определенной 
ситуации, области деятельности и тому подобное. 
Формальное описание модели «возможности – риск / шанс» мо-
жно представить в виде кортежа 3RSQ   = , ,V ST  
int, , ,PRST Q R R  , в котором, по сравнению с кортежами 1RSQ  , 
2RSQ   присутствуют новые элементы: V  – вектор-перечень 
вариантов действий, решений, событий и т.п., ST  – вектор-
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перечень условий (обстоятельств), при которых происходит реали-
зация анализируемых вариантов, PRST  – вектор вероятностей 
возникновения этих условий (обстоятельств), Q  – матрица потерь / 
доходов. Кроме того, следует отметить изменения в структуре 
«старых» составляющих кортежа:  
R  – это матрица частных рисков, структура которой (вплоть до 
двойных индексов элементов) соответствует структуре матрицы ,Q  
элементы jiq  которой в соответствии с выражением (1.16) входят 
множителем формуле частичного риска jir ;  
intR  – вектор интегральных рисков по каждому из анализируе-
мых вариантов. 
Одной из технических особенностей модели «возможности – 
риск / шанс» является то, что для этой модели характерна неопре-
деленность количественных значений вероятностей возникновения 
условий (обстоятельств), при которых происходит реализация ана-
лизируемых вариантов, в связи с чем довольно распространено 
применение в элементах вектора PRST  субъективных вероятнос-
тей. 
По введенной шкале степени неопределенности отдельные ста-
дии развития риска модели «возможности – риск / шанс» могут 
характеризоваться следующим образом: 
− уровень неопределенности относительно перечня множества 
вариантов и потерь / прибылей, связан с их реализациями – 
детерминированность. 
− уровень неопределенности относительно возникновения 
условий (обстоятельств), при которых происходит реализация 
анализируемых вариантов – субъективная неопределенность. 
1.4. Базовые понятия управления рисками  
информационной безопасности 
В п. 1.1 был проведен анализ понятия риска в различных пред-
метных областях для последующей его интерпретации в сфере ИБ. 
Для эффективного осуществления оценивания существующих 
средств, актуальным является определение таких базовых понятий, 
связанных с управлением риска, как АОР, угроза и уязвимость. В 
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этой связи произведен анализ и раскрытие понятий связанных с 
управлением риском, с последующей интерпретацией в области ИБ 
и их использованием для анализа существующих методик с целью 
дальнейшего упрощения их выбора. Понятия АОР в научной лите-
ратуре и нормативно-правовых документах имеют достаточно ши-
рокий спектр трактований и практически часто пересекаются, что 
видно из нижеследующего анализа понятий [73]. 
Оценка риска 
Оценка риска (risk assessment) (ОР) в некоторых источниках, 
рассматривается как процесс:  
− идентификации ИР системы и угроз этим ресурсам, а также 
возможных потерь (то есть потенциал потери), основанный на 
оценке частоты возникновения событий и размере ущерба; 
− включающий идентификацию и анализ риска [13, 21, 27, 
43, 74];  
− выявления риска и определения его влияния [33, 45]; 
− определения степени потенциальной угрозы и риска, 
связанного с системой ИT всюду по ее циклу жизни и развития, 
включающего в себя 9 шагов (характеристика системы, 
идентификация угрозы, идентификация уязвимости, анализ 
контроля, определение вероятности, анализ воздействия, 
определение риска, рекомендации контроля, документирование 
результатов) [43];  
− составления списка рисков, ранжированных по цене и 
критичности;  
− изучения уязвимостей, угроз, вероятности возможных потерь 
и теоретической эффективности контрмер;  
− оценки угроз, воздействия на уязвимости ИР и процессов, а 
также вероятности их возникновения [10, 27];  
− определения количественными или качественными 
параметрами величины (степени) рисков [6]. 
Встречаются и другие определения:  
− оценка на постоянной основе вероятности и последствия всех 
выявленных рисков, с использованием методов, основанных на 
качественных и количественных оценках (risk evaluation) [41];  
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− натурально-вещественный и стоимостный анализ всех 
рисковых обстоятельств, характеризующих параметры риска [7];  
− оценка последствий нежелательных событий [75]. 
Анализ риска 
Анализ риска (risk analysis) так же как и оценка, в некоторых 
источниках, раскрывается как процесс:  
− идентификации рисков, определение их величины и 
выделение областей, требующих защиты (часть управления 
рисками);  
− оценки величины рисков [76];  
− систематического использования информации для выявления 
источников оценки степени риска [45];  
− определения источников и количественной ОР [13, 45];  
− подробного расследования с целью выявления 
нежелательных событий [75];  
− определение относительной стоимости риска (основанной на 
последствии) и эффективности системы защиты [47, 77];  
− определения угроз безопасности информации и их 
характеристик, слабых сторон комплексной системы защиты 
информации (известных и допустимых);  
− оценки потенциального ущерба от реализации угроз и 
степени их приемлемости для эксплуатации автоматизированной 
системы [38].  
После проведения анализа вышеизложенных понятий просмат-
ривается некоторая неопределенность относительно точного опре-
деления того, что представляет собой АОР и чем эти понятия друг 
от друга отличаются. Из определений видно, что как оценка, так и 
анализ связанны процессом идентификации риска. 
В ИБ, ОР можно определить как процесс установления значи-
мости риска, после проведения его анализа. В свою очередь для 
определения анализа риска ИБ наиболее удачным будет использо-
вание понятия анализа как процесс идентификации риска в сфере 
ИБ. И так определив, что АОР является последовательными взаи-
мосвязанными процедурами, рассмотрим понятие управления 
риском в сфере ИБ. 
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Управление риском 
В научной литературе и нормативных документах касающихся 
рассматриваемых вопросов встречаются определения понятия ме-
неджмента или управления риском (risk management), как скоор-
динированные действия или деятельность:  
− по руководству и управлению организацией в отношении 
рисков (обычно менеджмент риска включает его оценку, 
обработку, принятие и коммуникацию) [13, 14, 43];  
− по сокращению возможных потерь, связанных с риском (в 
том числе: диверсификация риска, маркетинговые исследования, 
страхование риска) [78]. 
Так же, как и понятия АОР в отдельных источниках, под его 
управлением понимают процесс:  
− идентификации, управления, устранения или уменьшения 
вероятности событий, способных негативно воздействовать на 
ресурсы ИС, уменьшения рисков безопасности, потенциально 
имеющих возможность воздействовать на ИС, при условии 
приемлемой стоимости средств защиты (этот процесс содержит 
анализ риска, анализ параметра «стоимость-эффективность», 
выбор, построение и испытание подсистемы безопасности, а также 
исследование всех аспектов безопасности. Цель процедуры 
управления риском состоит в том, чтобы уменьшить риски до 
уровней, одобренных DAA (Designated Approving Authority – лицо, 
уполномоченное выбрать уровни рисков) [27, 79]);  
− выявления рисков, ОР и предпринятия шагов по его 
снижению до приемлемого уровня (включает три этапа – ОР, его 
снижение и анализ) [45];  
− определения приемлемого уровня риска, оценки его текущего 
уровня, а также выполнения операций по снижению до 
приемлемого значения и поддержанию последнего [33];  
− взвешивания политики альтернатив, с учетом ОР и других 
факторов, выбора соответствующих профилактик и контроля 
параметров [74];  
− осознания рисков руководством предприятия, определение 
рисков предприятия и возложения ответственности за управление 
ими в организации [41];  
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− включающий в себя набор решений для управления рисками 
(передача риска, например, через страхование, принятие или 
уменьшение его посредством выбора соответствующих 
гарантий) [75];  
− осознание причин и границ нежелательных событий, 
определение приемлемого уровня риска, а также снижение его 
текущего значения до уровня приемлемого [10].  
Базовая цель управления рисками заключается в обеспечении 
экономического баланса между уровнем рисков на предприятии и 
стоимостью защитных мер [74]. 
На основе проведенного анализа указанных определений наибо-
лее оптимальным для отражения понятия управление риском в 
сфере ИБ будет следующее – согласованные виды деятельности по 
руководству и управлению организацией в отношении рисков. При 
этом управление рисками включает в себя все операции, которые 
можно проводить над риском ИБ: 
− минимизация (risk reduction) – выбор и внедрение контрмер 
по закрытию нарушений базовых характеристик безопасности 
ресурсов (процесс минимизации риска происходит после его 
оценки); 
− нейтрализация – смягчение риска путем выполнения 
операций, направленных на противостояние угрозам [33, 45];  
− в области ИБ нельзя полностью исключить риски из-за того, 
что некоторые из них находятся в недосягаемости компании, 
например, стихийные бедствия, поэтому их принимают (risk 
retention) – это проводиться, например, с рисками, которые имеют 
малую вероятность или значимость и приведут к низким затратам; 
− остаточный риск или тот, который нельзя полностью 
перекрыть, обычно ответственность за него передают третьему 
лицу, передача риска или страхование (risk transfer) – это система 
мер по защите интересов физических и юридических лиц за счет 
денежных фондов, формируемых из уплачиваемых ими страховых 
взносов [80, 81]. 
По анализу операций, которые можно производить над риска-
ми, можно сделать вывод, что все они объединяются таким поняти-
ем как управление риском [54, 56]. 
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1.5. Международные стандарты в области  
анализа и оценивания рисков 
Для определения типов входных, внутренних и выходных пара-
метров, которые используются для АОР, осуществим исследование 
соответствующей современной нормативной базы. 
Стандарт NIST 800-30 
Стандарт NIST 800-30 [82] (Risk Management Guide for 
Information Technology Systems, разработчик – NIST, США) охва-
тывает девять первичных шагов:  
− характеристика системы;  
− идентификация угроз (табл. 1.5) [82]; 
− идентификация уязвимостей (табл. 1.6) [82];  
− анализ управления;  
− определение вероятности;  
− анализ воздействия;  
− определение риска;  
− рекомендации по управлению;  
− документирование результатов.  
В процессе анализа риска производится сбор информации, 
идентификация угроз (определение источника, причины и действия 
угрозы). Для оценки используются следующие уровни вероятно-
сти: 
− высокий «В»,  
− средний «С»,  
− низкий «Н». 
Таблица 1.5. Пример идентификации угроз 
Источник 
угрозы 
Причина Действие угрозы 
Хакер, 
крекер 
Вызов, Эго, Бунт Хакинг, социоинжиниринг, вторже-
ние и взломы, несанкционированный 







кация данных (НМД) 
Компьютерное преступление (кибер-
преследование), Мошеннические 
действия, Информационный подкуп, 
Spoofing, Вторжение в ИС 
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Таблица 1.6. Пример идентификации пары уязвимость-угроза 
Уязвимость Источник угрозы Действие угрозы 
ID уволенных служа-
щих не удалены из ИС 
Уволенные служащие Проникновения в ИС на 
основе личных данных 
Брандмауэр компании 
разрешает входные 
соединения telnet и на 






Использование telnet для 
доступа к серверу XYZ и 
чтение системных фай-
лов по ID гостя 
При анализе воздействия определяются события, связанные с 
потерей К, Ц и Д. Величина воздействия определяется по шкале: 
− высокая (В),  
− средняя (С),  
− низкая (Н).  
Для определения риска используется матрица УР: «В»; «С»; «Н» 
(табл. 1.7) [82]. 




Н (10) С (50) В (100) 
В (1,0) Н 10 × 1,0 = 10 С 50 × 1,0 = 50 В 100 × 1,0 = 100 
С (0,5) Н 10 × 0,5 = 5 С 50 × 0,5 = 25 С 100 × 0,5 = 50 
Н (0,1) Н 10 × 0,1 = 1 Н 50 × 0,1 = 5 Н 100 × 0,1 = 10 
BSI-Standard 100-3 
BSI-Standard 100-3 [44] (Risk Analysis based on IT-Grundschutz – 
анализ рисков на основе IT-Grundschutz, разработана Federal Office 
for Information Security – BSI, Германия) основывается на процессе 
АОР IT-безопасности, предложенного в BSI-Standard 100-3-й, 
включает семь этапов. 
Этап 1 – Предварительная подготовка. На этом этапе определя-
ется область ИБ, требования к ней (нормальные, высокие и очень 
высокие), которые рассматриваются с точки зрения обеспечения К, 
Ц и Д.  
Этап 2 – Подготовка описания угрозы. С помощью предложен-
ного в методике списка угроз осуществляется их анализ для кон-
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кретного предприятия. Идентифицируются модули и целевые объ-
екты (ЦО) защиты, которые заносятся в таблицу (табл. 1.8) [44].  
Таблица 1.8. Пример идентификации 
№ Название модуля ЦО 
B 2.4  
B 2.6  
B 3.101  
B 3.207  
B 3.301  




Шлюз безопасности (Firewall) 
Каб. М. 723  




Каждый модуль ЗИ связан со списком угроз, а номер и их 
название соответствует конкретному ЦО.  
Результатом прохождения этапа является список угроз конкрет-
ному объекту (табл. 1.9) [44]. Далее в обобщенной таблице угрозы 
сортируются по каждому ЦО. 
Этап 3 – Определение дополнительных угроз.  
Этап 4 – Оценка угрозы (ОУ). Здесь производится тематический 
опрос специалистов на основе базовых запросов. Результаты фик-
сируются в таблице с указанием Y (если меры ИБ (осуществленные 
или предусматриваемые) обеспечивают надлежащую защиту от 
соответствующей угрозы или, что угроза не важна для текущего 
анализа степени риска) или N (если меры ИБ (осуществленные или 
предусматриваемые) не обеспечивают надлежащую защиту от со-
ответствующей угрозы) для каждой отдельной угрозы 
(табл. 1.10)) [44]. 
Этап 5 – Обработка рисков. Здесь используется шкала:  
− «A» – снижение риска посредством дополнительных мер;  
− «B» – предотвращение риска посредством реструкту-
рирования;  
− «C» – принятие риска;  
Таблица 1.9. Пример описания угроз 
Сервер S3 
К: нормальная; Ц: высокая; Д: высокая 
T 1.2 Отказ ІТ-системы, T 3.2 Неумышленное уничтожение актива, 
T 4.1 Перебой в питании, T 5.57 Сетевое сканирование,  
T 5.85 Потеря Ц информации и т.д. 
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− «D» – передача риска (табл. 1.11) [44]. 
Этап 6 – Консолидация концепции ИБ.  
Таблица 1.10. Пример ОУ 
Сервер S3 OУ 
К: нормальная; Ц: высокая; Д: высокая  
T 1.2 Отказ ІТ системы  N 
Меры ИБ для сервера S3 не предотвращают реализацию угрозы.  
ІТ – меры по Каталогу Grundschutz не соответствуют  
 
T 5.85 Потеря Ц информации N 
Информация клиента о заказе не должна подвергаться несанкциони-
рованная модификация (НСМ). 
 
Этап 7 – Обратная связь [44]. 
Таблица 1.11. Пример таблицы обработки риска 
Сервер S3 
К: нормальная; Ц: высокая; Д: высокая 
T 1.2 Отказ ІТ-системы  
«A» 
S 6. U1 
Дополнительная ІТ-мера по ИБ: Осуществление полной заме-
ны системы для общения с клиентом. Реализуется полная за-
мена системы для связи с клиентами. Резервная система распо-
лагается в помещении E.3. с возможностью использования в 
любой момент времени, (не > 30 мин. задержки производства).  
Стандарт РС БР ИББС-2.2-2009 
Стандарт РС БР ИББС-2.2-2009 [83] (Рекомендации в области 
стандартизации Банка России, обеспечение ИБ организаций бан-
ковской системы, Российская Федерация) АОР нарушения ИБ про-
водится для типов информационных активов (ИА), входящих в 
предварительно заданную область оценки. На начальном этапе 
определяются:  
− полный перечень типов ИА, входящих в область оценки (на 
основе результатов их классификации);  
− полный перечень типов объектов среды, соответствующих 
каждому из типов ИА области оценки;  
− модель угроз ИБ, основанной на всех выделенных типах 
объектов среды всех уровней иерархии информационной 
инфраструктуры.  
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Процесс ОР нарушения ИБ осуществляется на основании каче-
ственных (КЧ) оценок вероятности реализации угрозы (в оригинале 
СВР – степень возможности реализации угроз ИБ) и потенциально-
го ущерба от ее реализации (в оригинале СТП – степень тяжести 
последствий от потери свойств ИБ для рассматриваемых типов 
ИА). Оценка определяется на основе экспертного мнения специа-
листов службы ИБ с привлечением профессионалов в области ІТ. 
Для проведения ОР нарушения ИБ выполняются 6 процедур: 
1. Определение перечня типов ИА, для которых выполняется 
оценка (т.е. области ОР). Для каждого типа ИА следует определить, 
какие для него свойства ИБ (К, Ц, Д и, при необходимости, другое) 
должны быть обеспечены;  
2. Определение перечня типов объектов среды (разделяются по 
уровням информационной инфраструктуры) соответствующих 
каждому из типов ИА; 
3. Определение перечня актуальных источников угроз (форми-
руется на основе модели угроз компании) для каждого из указан-
ных типов; 
4. Определение СВР угроз в отношении типов объектов среды. 
На основе пятиступенчатой КЧ шкалы («нереализуемая» (НР), 
«минимальная» (МН), «средняя» (СР), «высокая» (ВС), «критиче-
ская» (КР)) проводится анализ возможности потери свойств ИБ для 
каждого из типов ИА в результате воздействия угроз. Основными 
факторами для оценки СВР угроз ИБ является: информация от со-
ответствующих моделей угроз (данные о расположении источника 
угрозы его мотивации и предположения о квалификации (ресурсах) 
источника), статистические данные о частоте реализации угрозы ее 
источником в прошлом, информация о способах осуществления 
угроз и сложности их обнаружения, а также данные о наличии у 
рассматриваемых типов объектов среды организационных, техни-
ческих и прочих априорных защитных мер; 
5. Определение СТП для типов ИА на основе анализа послед-
ствий потери каждого из значимых свойств ИБ для каждого из ти-
пов ИА в результате воздействия на соответствующие им типы 
объектов среды выделенных источников угроз. Используется четы-
рехступенчатая КЧ шкала («МН», «СР», «ВС», «КР»). 
Основными факторами для оценивания являются:  
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− степень влияния на непрерывность и репутацию 
деятельности компании;  
− объем финансовых (материальных) потерь и затрат на 
восстановления свойств ИБ ИА (ликвидации последствий 
нарушения ИБ – финансовых, материальных, временных и 
людских ресурсов);  
− степень нарушения законодательных требований 
(договорных обязательств компании), а также требований 
регулирующих и контролирующих органов в области ИБ;  
− объем хранимой, передаваемой, обрабатываемой и 
уничтожаемой информации, соответствующей рассматриваемому 
типу объекта среды;  
− данные о наличии у рассматриваемых типов объектов среды 
организационных, технических и прочих защитных мер, 
снижающих тяжесть последствий (апостериорных); 
6. Оценивание рисков нарушения ИБ проводится на основании 
сопоставления СВР угроз и СТП нарушения ИБ вследствие реали-
зации соответствующих угроз. Оценка проводиться для всех зна-
чимых свойств ИБ выделенных типов ИА, всех соответствующих 
им комбинаций типов объектов среды и воздействующих на них 
источников угроз. Используется следующая КЧ шкала рисков: до-
пустимый (Д), недопустимый (НД). Для сопоставления СВР угроз и 
СТП заполняется таблица Д и НД рисков нарушения ИБ 
(табл. 1.12) [83].  
Риски нарушения ИБ могут быть оценены в количественной 
(КЛ) (денежной) форме на основании оценок СВР угроз ИБ 
(например, в %) и СТП (например, в денежном виде от величины 
капитала компании (ВКК)).  
Таблица 1.12. Д и НД риски 
СВР  
угроз ИБ 
СТП нарушения ИБ 
МН СР ВС КР 
НР Д Д Д Д 
МН Д Д Д НД 
СР Д Д НД НД 
ВС Д НД НД НД 
КР НД НД НД НД 
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Количественные оценки также производятся экспертными ме-
тодами.  
При необходимости, могут использоваться шкалы (табл. 1.13) 
[83] соответствия КЧ и КЛ оценок СВР угроз и СТП. 
Количественные ОР нарушения ИБ является произведением 
оценок СВР угроз и СТП для каждого из значимых свойств ИБ 
выделенных типов ИА и всех соответствующих им комбинаций 
объектов среды и воздействующих на них источников угроз. Сум-
марная ОР компании вычисляется как сумма КЛ оценок по отдель-
ным рискам нарушения ИБ. Также в методике есть перечни реко-
мендуемых классов и источников угроз ИБ [83]. 
Стандарт ISO/IEC 27005:2008 
Стандарт ISO/IEC 27005:2008 [84, 85] (Information technology – 
Security techniques – Information security risk management (Инфор-
мационная технология – Методы защиты – Менеджмент рисков 
ИБ) представляет технический пересмотр стандартов, отмену и 
замену ISO/IEC TR 13335-3:1998 и ISO/IEC TR 13335-4:2000, 
Швейцария) предоставляет рекомендации для менеджмента риском 
ИБ организации, в особенности поддерживая требования «Системы 
менеджмента информационной безопасности» (ISMS) согласно 
ISO/IEC 27001. Процесс менеджмента реализуется в шесть этапов 
[86, 87]. 
Этап 1 – Создание контекста. Осуществляется общий анализ 
всей информации об организации, относящейся к созданию кон-
текста, а также производится установка основных критериев, необ-
ходимых для менеджмента рисков ИБ и определение для него об-
ласти применения и границ осуществления. 
Таблица 1.13. Шкалы соответствия 
СВР угрозы СТП нарушения ИБ 
(Мкч) (Мкл), % (Мкч)  (Мкл), % 
НР 0 МН  [0; 0,5[ 
МН ]0; 20[ СР [0,5; 1,5[ 
СР [20; 50[ ВС [1,5; 3,0[ 
ВС [50; 100[ КР [3,0; 100] 
(от ВВК) КР 100 
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Этап 2 – ОР. Здесь осуществляется идентификация (активов, 
угроз, существующих требований, уязвимостей и последствий), 
оценка и описание (КЛ, КЧ или их комбинация), расположение по 
приоритетам рисков, относящимся к организации. Качественная 
оценка использует шкалу квалификации атрибутов, чтобы описать 
величину потенциальных последствий (например, низкие, средние 
или высокие) и вероятность, что эти последствия произойдут. Ко-
личественная оценка использует масштаб с числовыми значения-
ми, как для последствий, так и вероятности. Количественная оцен-
ка в большинстве случаев использует статистику инцидентов. Ре-
зультатами прохождения данного этапа будут оценки последствий, 
вероятности инцидента и УР. 
Этап 3 – Обработка рисков. Включает общее описание обработ-
ки, а также снижение, сохранение, предотвращение и перенос риска. 
Этап 4 – Принятие риска. 
Этап 5 – Коммуникации риска. 
Этап 6 – Мониторинг и пересмотр риска ИБ. 
Здесь осуществляется мониторинг и пересмотр факторов риска, 
а также улучшение его менеджмента. В стандарте присутствуют 
рекомендации и примеры:  
− определения области применения и границ процесса 
менеджмента рисков (Приложение А);  
− идентификации и определения ценности активов, стоимости 
воздействия (Приложение В);  
− типичных угроз (Приложение С, табл. 1.14 [85], где метки 
имеют следующее значения: D – преднамеренный (намеренные 
акции, нацеленные на ИА), А – случайный (непреднамеренные 
действия человека на ИА) и E – экологический (инциденты, 
которые не основаны на действиях человека));  
Таблица 1.14. Пример типичных угроз 
Тип Угрозы Метки 
НСД Несанкционированное использование оборудования D 
Мошенническое копирование программного средства (ПС) D 
Использование поддельных или скопированных ПС A, D 
Искажение данных D 
Незаконная обработка данных D 
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− уязвимостей и методы их оценивания (Приложение D, 
см. пример уязвимостей для аппаратных средств в табл. 1.15 [85]); 
− подходов к ОР (Приложение Е, табл. 1.16 – 17 [85]);  
− ограничения по снижению риска (Приложение F).  
Стандарт имеет реализации в ПС, например, Meycor KP 
(Knowledge Provider). В ISO/IEC 27005:2008 предложена 
высокоуровневая и детальная ОР ИБ. 
Таблица 1.15. Примеры уязвимостей и угроз  
Уязвимости Угрозы 
Недостаточное обслуживание (дефектная 
инсталляция) 
Брешь в возможности ремон-
та ИС 
Изъяны схем для периодических замен Разрушение оборудования 
(носителей) 
Изъяны эффективного контроля внесения 
изменений конфигурации 
Ошибка в использовании 
Восприимчивость к перепадам питания Потеря источника питания 
Для последней может использоваться матрица с предопределён-
ными значениями (см. табл. 1.16 [85]). Для каждого актива рас-
сматриваются соответствующие уязвимости и угрозы, например, 
если ценность актива – ЦА = 3, ВВ угрозы – ВВУ = «В» и простота 
использования уязвимости – ПИУ = «Н» то мера риска – МР = 5. 
Таблица 1.16. Матрица оценки МР 
ВВУ Н С В 
ПИУ Н С В Н С В Н С В 
ЦА 
0 0 1 2 1 2 3 2 3 4 
1 1 2 3 2 3 4 3 4 5 
2 2 3 4 3 4 5 4 5 6 
3 3 4 5 4 5 6 5 6 7 
4 4 5 6 5 6 7 6 7 8 
Также предложена матрица определения вероятности сценария 
инцидента (ВСИ) (см. табл. 1.17 [85], где «ОН» (очень низкая), «Н» 
(низкая), «С» (средняя), «В» (высокая), «ОВ» (очень высокая)), что 
соответственно означает (очень маловероятно), (маловероятно), 
(возможно), (вероятно), (часто). 
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Получаемое в результате значение риска измеряется по шкале 
от 0 до 8 (например, «Н» (0-2); «С» (3-5); «В» (6-8)), может быть 
оценено относительно критериев принятия риска. В приложении 
стандарта рассмотрен пример ранжирования угроз посредством 
мер риска (МР) (см. табл. 1.18 [85]). 
Таблица 1.17. Матрица определения ВСИ 




ОН 0 1 2 3 4 
Н 1 2 3 4 5 
С 2 3 4 5 6 
В 3 4 5 6 7 
ОВ 4 5 6 7 8 
Матрица может использоваться, для связи факторов послед-
ствий (ЦА) с ВВУ (принимая в расчет аспекты уязвимости). Изна-
чально по определенной шкале (например, 1 ÷ 5) производится 
оценка ЦА для каждого находящегося под угрозой актива (колон-
ка (b)). 
Далее, например, по той же шкале оценивается ВВУ, для каж-
дой угрозы (колонка (c)) и по полученным результатам вычисляет-
ся мера риска (колонка (d)) путем умножения d = b × c. Впослед-
ствии проводится ранжирование угроз (колонка (е)) в порядке со-
ответствующей меры риска (в табл. 1.18 [85] 1 – самое низкое по-
следствие и самая низкая ВВУ. В колонке (а) отображены иденти-
фикаторы угрозы). 
Рассмотрим пример, в котором особое внимание уделяется по-
следствиям инцидентов ИБ и определению того, каким системам 
следует отдавать предпочтение. Это выполняется путем оценки 
Таблица 1.18. Пример ранжирования угроз 
(а) (b) (c) (d) (e) 
A 5 2 10 2 
B 2 4 8 3 
C 3 5 15 1 
D 1 3 3 5 
E 4 1 4 4 
F 2 4 8 3 
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двух значений для каждого актива и угрозы, комбинация которых 
будет определять баллы (Бij), где i и j – соответственно номер акти-
ва и угрозы. Суммирование всех баллов активов дает возможность 
определить МР. Сначала каждому активу присваивается ЦА для 
каждого случая возникновения соответствующей угрозы. Далее 
определяется показатель вероятности риска (ПВР). Он оценивается 
исходя из комбинации ВВУ и ПИУ (см. табл. 1.19 [85]). 
Затем по пересечению линий значений ЦА и ПВР в 
табл. 1.20 [85] присваиваются соответствующие баллы. После чего 
они подсчитываются, для получения итоговых значений по каждо-
му активу. Далее предположим, что система С имеет три актива A1, 
A2, A3 и существуют две угрозы У1, У2 этой системе. Пусть 
ЦА1 = 3, ЦА2 = 2 и ЦА3 = 4. Если для A1 и У1 ВВУ11 = «Н» и 
ПИУ11 = «С», то значение ПВР11 = 1 (см. табл. 1.19 [85]). 
Баллы для А1 и У1 могут быть выведены из табл. 1.20 [85] на пе-
ресечении линий ЦА1 = 3 и ПВР11 = 1, т.е. Б11 = 4. Аналогичным 
образом, пусть для А1 и У2 ВВУ12 = «С», а ПИУ12 = «В», то 
ПВР12 = 3 т.е. Б12 = 6. Теперь могут быть вычислены итоговые бал-
лы (БИі) актива относительно всех угроз БИ1=Б11+Б12 = 10. 
Вычисление итоговых баллов по всей системе (БИС) произво-
дится путем суммирование всех баллов по каждому активу относи-
тельно всех угроз БИС=БИ1+БИ2+БИ3 [85]. В стандартах ISO/IEC 
27001 и 27002 на этапе ОР ИБ дается ссылка на документ ISO/IEC 
TR 13335-3, который теперь представлен как ISO/IEC 27005. 
Таблица 1.19. Пример оценки 
ВВУ Н С В 
ПИУ Н С В Н С В Н С В 
ПВР 0 1 2 1 2 3 2 3 4 
Таблица 1.20. Балльник 
ПВР ЦА 
0 0 1 2 3 4 
1 1 2 3 4 5 
2 2 3 4 5 6 
3 3 4 5 6 7 
4 4 5 6 7 8 
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Стандарт AS/NZS 4360:2004 
Стандарт AS/NZS 4360:2004 [88] (Австралия и Новая Зеландия) 
предоставляет рекомендации по АОР, которые проводится в 7 этапов. 
1. Определение контекста оценки степени риска. 
2. Идентификация риска основывается на инициализации 
табл. 1.21 [88]. 






















управления и их 
эффективность 
(A) – адекватные;  
(M) – умеренные;  







































3. Анализ степени риска. Определяются последствия (L), веро-
ятность (P) и УР с помощью матрицы риска (табл. 1.22 [88]). 
4. ОР. Сравниваются оцененные УР с предустановленными кри-
териями. 
5. Обработка риска. 
6. Контроль. 
7. Консультации [88]. 
Моделирование процесса риск-менеджмента целесообразно 
проводить на базе требований стандарта Австралии и Новой Зелан-
дии AS/NZS 4360:2004 «Риск-менеджмент». Разработку данного 
нормативного документа осуществлял Объединенный технический 
комитет OB-007 «Риск-менеджмент», состоящий из представителей 
«Стандартов Австралии» и «Комитета по Стандартам Новой Зе-
ландии». В составе комитета представлены двадцать четыре орга-
низации, являющимися в Австралии и Новой Зеландии ведущими в 
сфере управления рисков.  
Принципы, заложенные в этом стандарте, органично вписыва-
ются в процессно-ориентированную модель системы управления 
организацией. Целью стандарта AS/NZS 4360:2004 «Риск-
менеджмент» является определение общих требований для выявле-
ния условий возникновения, идентификации, анализа, оценки, об-
служивания, мониторинга рисков и обмена информацией о рисках. 
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Таблица 1.22. Пример матрицы риска 
где, E – Чрезвычайный риск (необходимо 
детализировать требуемый план действий);  
H – Высокий риск (необходимо внимание 
высшего руководства);  
M – Средний риск (определяет управленче-
скую ответственность);  
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1 Редко L L М М H 
Требования AS/NZS 4360:2004 должны применяться при вы-
полнении любых функций организации, на всех этапах реализации 
проектов, стадиях жизненного цикла продукции и т.д. AS/NZS 
4360:2004 может применяться к различным видам деятельности 
любой государственной, частной или общественной организации, а 
также к действиям отдельных людей. Стандарт определяет основ-
ные требования к процессу управления рисками и, как следствие, 
не связан конкретно с определенной отраслью промышленности 
или экономики. Форма и способ применения управления рисками 
будут зависеть от меняющихся потребностей организации, ее кон-
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кретных целей, продукции и услуг, а также внутренних процессов 
и специфики деятельности.  
Стандарт AS/NZS 4360:2004 является третьей версией стандар-
та. Две предыдущие были опубликованы в 1995 и 1999 годах. По 
сравнению с версией 1999 года в новой редакции стандарта сделан 
больший акцент на внедрение управления рисками в практическую 
деятельность организаций, а также на управление потенциальной 
выгодой и возможными убытками. В этом стандарте государствен-
ным, частным или общественным организациям, группам или 
частным лицам предложено руководство для: создания надежной 
базы для принятия рисковых решений и планирования; идентифи-
кации перспектив и опасностей; получения выгоды от неопреде-
ленности предпринимательской среды; построения системы управ-
ления, ориентированной на предупреждение потенциальных про-
блем, а не на коррекцию последствий после их возникновения; 
эффективного распределения и использования ресурсов; улучше-
ния антикризисного управления и сокращения убытков и расходов 
на риск, включая взносы за коммерческое страхование; укрепления 
доверия заинтересованных сторон; соответствия нормам действу-
ющего законодательства; совершенствования корпоративного 
управления; моделирования процесса риск-менеджмента. 
Структурная схема процесса риск-менеджмента [89] представ-
лена на рис. 1.3. 
Более подробно каждая стадия процесса риск-менеджмента рас-
смотрена в следующих разделах. Основные структурные элементы 
процесса риск-менеджмента отражены в табл.1.23 [89, 90]. 
Риск-менеджмент можно применять на разных уровнях органи-
зации: стратегическом, тактическом (уровень руководителей вто-
рого звена), а также операционном. Он может быть использован в 
отдельных проектах, при поиске необходимых решений при управ-
лении отдельными зонами риска. На каждой стадии процесса сле-
дует вести записи, позволяющие регистрировать информацию о 
функционировании процесса риск-менеджмента, необходимую для 
контроля и улучшения этого процесса. В широком смысле управ-
ление риском основывается на концепции приемлемого риска, на 
возможности влияния на начальный уровень риска с целью доведе-
ния этого уровня до приемлемого значения. 
85 
 
Рис. 1.3. Структурная схема процесса риск-менеджмента 
Целью концепции приемлемого риска является определение оп-
тимального компромисса между рассматриваемыми диаметрально 
противоположными результатами: всегда существует опасность 
реализации принятого управляющего решения не в полном объеме, 
так как невозможно устранить все причины и факторы риска, кото-
рые могут привести к появлению рисковой ситуации с негативны-
ми последствиями. В основе методологии концепции приемлемого 
риска лежит дифференциация уровней риска на различных стадиях 
его проявлений:  
− начальный уровень риска Ун – уровень риска идеи, замысла 
или предложения без учета проведения мероприятий по анализу и 
оценке риска. Это риск является неидентифицированным и 
неоцененным и, следовательно, уровень риска на данном этапе 
является очень высоким вследствие неготовности менеджеров 
организации, принимающих решения, к появлению рисковых 
ситуаций; 
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Таблица 1.23. Характеристики основных стадий процесса риск-
менеджмента 
Стадия  Характеристика  
Взаимодействие и 
консультирование 
На каждой стадии процесса риск-менеджмента необхо-
димо взаимодействовать и проводить консультации как с 





Необходимо определить внешние характеристики пред-
принимательской среды, внутренние параметры органи-
зации, а также параметры риск-менеджмента, в которых 
будет реализовываться процесс. Должны быть определе-
ны требования к деятельности, на основании которых 
будут обнаружены критерии рисков, а также структура и 
методы их анализа 
Идентификация 
рисков 
Следует определить, где, когда, почему и как рисковые 
ситуации могут помешать, ослабить, задержать или 
способствовать достижению запланированных результа-
тов (целей) 
Анализ рисков Необходимо определить последствия, вероятность воз-
никновения и, следовательно, уровень риска, а также 
причины и факторы возникновения рисковых ситуаций. 
Подобный анализ должен учитывать масштаб потенци-
альных последствий и возможные пути их возникнове-
ния. При анализе рисков следует также выявить и оце-
нить имеющиеся инструменты (модели и методы) кон-
троля рисков 
Оценка рисков Осуществляется сравнение уровня риска с ранее уста-
новленными критериями. Согласно полученным данным 
и параметрам модели риск-менеджмента (см. Первую 
стадию) определяется баланс между потенциальными 
преимуществами и отрицательными последствиями. Это 
позволяет принимать решения о масштабе и характере 
рискового решения, управляющего воздействия на риск, 
а также устанавливать приоритетные направления дея-




Осуществляется разработка и внедрение специализиро-
ванных экономически целесообразных стратегий и пла-
нов мероприятий, цель которых – увеличение потенци-
альной выгоды и сокращения потенциальных расходов, 
возникающих впоследствии рисковых ситуаций 
Мониторинг и ана-
лиз 
Необходимо проводить мониторинг эффективности всех 
этапов процесса управления рисками для постоянного 
улучшения деятельности. 
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− оцененный уровень риска Ус – уровень риска с учетом мер по 
идентификации, анализа и оценки риска. Размер Ус представляет 
собой реальную оценку уровня риска, который является риском 
более низкого уровня, чем Ун; 
− остаточный уровень риска Уо – уровень риска с учетом 
разработанных и выполненных мероприятий по снижению 
начального уровня риска;  
− конечный (приемлемый) уровень риска Ук – уровень риска, 
который является приемлемым с точки зрения критериев риска. 
Конечный уровень риска может быть равным Уо или иметь меньшее 
значение. В данном случае определяющим условием является 
разработанная система критериев риска. 
С точки зрения математического моделирования концепцию 
приемлемого риска можно представить в виде следующих зависи-
мостей: 
H ;
( ) 0; .
C O
O K O K
Y Y Y
Y Y Y Y Y


     
 
Полученная оценка конечного (приемлемого) уровня риска мо-
жет существенно изменить мнение о «рискованности» данной дея-
тельности. С учетом принятых мер по снижению риска его конеч-
ный уровень может оказаться приемлемым в возможной рисковой 
ситуации.  
Рассмотренная концепция ориентирует на такие подходы к 
управлению риском: 
− риск – это, как правило, не статический и неизменный, а 
управляемый параметр, на уровень которого можно и нужно делать 
управляющее воздействие; 
− влияние можно оказать только на идентифицированный, 
проанализированный и оцененный риск; 
− высокий уровень начального риска не должен служить 
априори основанием для отказа от осуществления деятельности, 
связанной с этим риском; 
− всегда можно найти рисковое решение, обеспечивающее 
определенный компромисс между ожидаемой выгодой и 
возможными потерями. 
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Для практической реализация концепции приемлемого риска 
необходимо: 
1) выявить наиболее опасные варианты решения, связанные с 
недостижением поставленных целей; 
2) получить оценки возможного ущерба (потерь) для различных 
вариантов решения; 
3) спланировать и осуществить мероприятия по снижению риска 
до приемлемого уровня; 
4) проанализировать результаты деятельности и оценить затра-
ты по управлению риском. 
Таким образом, концепция приемлемого риска заключается в 
формировании сознательного отношения к риску. Задачами данной 
концепции является: 
− принятие решений, основанных на анализе объективных 
фактов; 
− разработка и осуществление мероприятий по смягчению и / 
или нейтрализации возможных негативных последствий в 
предпринимательской деятельности. 
Также выделяют консультативный подход к пониманию сущ-
ности риск-менеджмента. 
Управление рисками представляет собой не просто технический 
процесс, совокупность действий по формализованным алгоритмам, 
но и позволяет принять однозначное и детерминированное риско-
вое решение. Риск-менеджмент требует командной работы, которая 
осуществляется прежде всего в коммуникативном контексте. Взаи-
модействие и консультирование между участниками риск-
менеджмента являются неотъемлемыми атрибутами этого процесса 
и должны всегда иметь открытую форму. Результативность про-
цесса риск-менеджмента напрямую зависит от того, насколько все 
заинтересованные стороны будут понимать точки зрения друг дру-
га и, при необходимости, принимать активное участие в процессе 
принятия решения. Консультирование является важным условием 
на каждой из стадий управления рисками. Вместе с взаимодействи-
ем предусматривает диалог между участниками процесса риск-
менеджмента, с акцентом на консультации, а не одностороннем 
потоке информации от стороны, принимающей решение, к другим 
заинтересованным сторонам. 
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На стадии моделирования процессов риск-менеджмента необхо-
димо разработать план взаимодействия его участников. Этот план 
должен касаться как самих рисков, так и процессов управления 
ими. План взаимодействия должен отражать процедуры информи-
рования, обсуждения рисков и проведения консультаций. Внутрен-
ние и внешние коммуникации гарантируют понимание сути приня-
тых решений и причин конкретных действий как со стороны лиц, 
ответственных за реализацию процессов риск-менеджмента, так и 
всех заинтересованных сторон. От эффективности процессов внут-
реннего информирования участников риск-менеджмента напрямую 
зависит его результативность. 
Участники риск-менеджмента обычно судят о рисках на основа-
нии собственных представлений и жизненного опыта. Восприятие 
рисков может оказаться у разных сторон разным, причина этого 
кроется в различии точек зрения на события, в отличии представ-
лений, потребностей, проблем и забот затронутых сторон в момент, 
когда они сталкиваются с риском или обсуждаемыми вопросами. 
Так как стороны могут иметь существенное влияние на принимае-
мые решения, важно, чтобы показатели рисков были четко опреде-
лены, зафиксированы в письменном виде и включены в процесс 
принятия решений. 
Консультативный подход: 
− позволяет однозначно определить основные составляющие 
модели процесса риск-менеджмента; 
− способствует определению адекватности 
идентифицированных рисков; 
− сводит воедино различные области опыта при анализе рисков; 
− при оценке рисков помогает правильно учесть разные точки 
зрения; 
− позволяет правильно корректировать процесс менеджмента 
при обслуживании рисков. 
Обеспечение заинтересованности в процессах риск-
менеджмента позволяет «распределить» риски по отдельным мене-
джерам, а также привлечь в эти процессы всех участников риск-
менеджмента. Консультативный подход помогает оценить пре-
имущества отдельных методов контроля и необходимость одобре-
ния и поддержки рискового решения. 
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В зависимости от специфики процессов риск-менеджмента, де-
ловой культуры организации, важности и значимости рисковых 
ситуаций определяется необходимость и степень ведения записей 
(регистрации данных) на стадии взаимодействия и консультиро-
вания. 
Взаимодействие в области рисков представляет собой интерак-
тивный процесс обмена информацией и экспертными оценками 
основных параметров риска и управления им. Необходимо отме-
тить, что данный процесс должен осуществляться одновременно и 
параллельно по двум направлениям: 
− непосредственно внутри фирмы;  
− между фирмой и внешними участниками риск-менеджмента. 
Внутрифирменное взаимодействие должно осуществляться как 
по вертикальной иерархической структуре административного 
управления, так и с помощью линейных межфункциональных свя-
зей между структурными подразделениями фирмы. 
Консультирование по своей сути является частью процесса вза-
имодействия и представляет собой обмен мнениями между участ-
никами риск-менеджмента перед принятием решений или для 
установления приоритетов в определенном вопросе. Одним из 
наиболее эффективных прикладных методов использования консо-
лидированного мнения, полученного в ходе консультаций, является 
метод экспертных оценок.  
Консультирование имеет следующие характерные черты:  
− прежде всего, это мероприятия, направленные на достижение 
конечного результата, а не самоцель управления рисками;  
− результаты консультирования представляют собой 
информационную базу для принятия рисковых решений, однако они 
не являются управляющим воздействием на это решение.  
Обмен информацией и взглядами на риски в рамках фирмы поз-
воляет развивать коммуникационные связи внутри организации. 
Это помогает определять зоны особого внимания, которые требуют 
совместной работы и разработки общих стратегий для достижения 
запланированных результатов, что позволяет однозначно опреде-
лить механизмы мониторинга процесса риск-менеджмента. Меж-
функциональное взаимодействие обеспечивает возможность диало-
га между простыми исполнителями, топ-менеджерами и высшим 
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руководством. Взаимодействие и консультации могут осуществ-
ляться на различных уровнях в зависимости от ситуации, в частно-
сти, при: 
− одностороннем взаимодействия;  
− предоставлении информации, например, ежегодных отчетов, 
информационных листков, протоколов совещаний и т.д.;  
− двустороннем сотрудничестве – обмен мнениями и точками 
зрений между участниками риск-менеджмента. 
Опыт участников риск-менеджмента в большинстве случаев яв-
ляется определяющим базисом, что позволяет установить причины 
и факторы возникновения рисковых ситуаций. Взаимодействие и 
консультирование способствует увеличению объективности оценки 
рисков и исключает «шаблонное» мышление.  
Например, высшее руководство определяет направления вложе-
ния инвестиций в ряд проектов, исходя из собственных представ-
лений о параметрах рисков. При этом топ-менеджеры организации 
оценивают размер риска иначе. В некоторых случаях сотрудники 
компании, которые функционируют на операционном уровне орга-
низации, идентифицируют ряд рисков, которые «выпали» из поля 
зрения их руководителей.  
Таким образом, наличие обратной связи является важнейшим 
элементом внутреннего взаимодействия и позволяет производить 
эффективные модели и методы управления рисками. 
Взаимодействие и консультирование является неотъемлемой ча-
стью общего процесса риск-менеджмента и должны быть реализо-
ваны на каждой стадии процесса. При управлении рисками особое 
значение уделяется вопросам адекватной идентификации участни-
ков риск-менеджмента, определения степени и характера их заин-
тересованности в конкретной стадии процесса.  
На основании полученных данных разрабатывается план взаи-
модействия. Этот план должен установить цель взаимодействия, 
тех, кто и кому предоставляет консультации, когда это происходит, 
как происходит процесс и как он оценивается.  
В организации хорошее взаимодействие является важным для 
разработки «культуры риск-менеджмента», различающей положи-
тельные и отрицательные аспекты риска. Взаимодействие в сфере 
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рисков позволяет организации разработать свою уникальную кон-
цепцию приемлемого риска. 
Вовлечение в процесс риск-менеджмента других участников 
(например, экспертов из специализированных вопросов) или, по 
меньшей мере, получение экспертных оценок, является существен-
ным и решающим фактором эффективности управления рисками. 
Взаимодействие с участниками риск-менеджмента делает управле-
ние рисками более взвешенными, ставит его на качественную ос-
нову и придает значимость организации.  
Взаимодействие с внешними участниками риск-менеджмента 
гарантирует, что общие сферы интересов находятся под контролем. 
Такое взаимодействие увеличивает потенциал организации для 
установления дальнейших партнерских контактов с другими субъ-
ектами предпринимательской деятельности и для достижения по-
ложительных результатов. Так, например, внешние участники 
риск-менеджмента могут иметь общие риски, совместное управле-
ние которыми будет более эффективно. 
В некоторых случаях организация может считать взаимодей-
ствие с участниками риск-менеджмента нецелесообразным, исходя 
из экономических причин и соображений безопасности. При этом 
план взаимодействия должен отразить осознанное решение не при-
влекать участников риск-менеджмента к взаимодействию, однако 
может в дальнейшем учитывать их точку зрения другим способом, 
например, в форме интеллектуальной или коммерческой информа-
цией. 
Этапы определения позиций (точек зрения на риск и его прием-
лемый уровень) и разработка моделей и методов взаимодействия 
должны быть реализованы параллельно и взаимно корреспондиро-
ваться друг в друга. При разработке планов взаимодействия необ-
ходимо учитывать позиции участников риск-менеджмента. Одна и 
та же рискованная ситуация будет рассматриваться заинтересован-
ными сторонами с разных точек зрения (см. табл. 1.24) [89, 90].  
Вследствие этого необходимо учитывать позиции всех участни-
ков риск-менеджмента, с тем, чтобы выработать оптимальный под-
ход к взаимодействию и представлению информации. 
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Таблица 1.24. Примеры выработки методов коммуникации между 
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Периодичность осуществления взаимодействия, а также объем 
документирования его результатов зависят от уровня управляющих 
решений, которые формируются в результате этого взаимодей-
ствия. Так, например, проведение совместных совещаний с инве-
сторами, учредителями и партнерами будет осуществляться с 
меньшей частотой, чем оперативные «планерки» на операционном 
уровне. Соответственно, совещания, которые проводятся на уровне 
топ-менеджмента, должны протоколироваться в обязательном по-
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рядке, вместе с тем оперативные совещания далеко не всегда тре-
буют обязательного ведения протокола. 
Оценка результативности взаимодействия позволяет получить 
объективную картину достаточности и практической целесообраз-
ности применения выбранных методов взаимодействия. В приве-
денной выше таблице представлены основные методы коммуника-
ции между участниками процесса риск-менеджмента. На разных 
стадиях процесса рассмотренные методы могут модифицироваться 
в соответствии со спецификой данной стадии.  
Определение контекста риск-менеджмента 
Под контекстом риск-менеджмента понимается совокупность 
внутренних и внешних факторов (условий), в рамках которых осу-
ществляется управление рисками. Разработка контекста риск-
менеджмента позволяет установить основные параметры (грани-
цы), в рамках которых необходимо управлять рисками. Контекст 
также включает в себя внутреннее и внешнее окружение компании 
и цель процесса риск-менеджмента. Необходимо следить за тем, 
чтобы цели риск-менеджмента учитывали специфику внешнего и 
внутреннего окружения компании. 
Разработка контекста связана с определением основных идей 
компании, ее рисков, масштаба процесса риск-менеджмента, и с 
разработкой структуры задач, поставленных перед этим процессом.  
Эта стадия необходима для того, чтобы: 
− определить цели компании; 
− определить внешние характеристики предпринимательской 
среды, в рамках функционирования которой необходимо достичь 
поставленных целей; 
− конкретизировать масштаб и цели риск-менеджмента; 
− определить границы процесса риск-менеджмента, а также 
уровень приемлемого риска; 
− определить основные требования к видам деятельности 
компании, на которые распространяется процесс риск-менеджмента; 
− определить перечень основных показателей для 
структурирования процесса идентификации рисков и определения 
их параметров. 
Основной целью этой стадии является осуществление первона-
чальной оценки всех факторов риска, которые могут влиять на спо-
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собность компании достичь запланированных целей. В результате 
должно получиться краткое формулирование целей организации, 
точных критериев успеха, целей и масштаба риск-менеджмента и 
последовательность этапов на стадии идентификации рисков. Осо-
бенно важно, чтобы процесс имел четкие границы (область приме-
нения, цели и задачи, входные и выходные параметры, ресурсы и 
управляющие воздействия), что позволит обеспечить функциони-
рование процесса риск-менеджмента в управляемых условиях. 
Как уже рассматривалось ранее, риск представляет собой соот-
ношение вероятности возникновения рисковой ситуации и ее по-
следствий, которое приводит к отклонению фактических результа-
тов деятельности от запланированных. По своей сути запланиро-
ванные результаты работы компании вытекают из поставленных 
целей – как на стратегическом уровне, так и на уровне функциони-
рования бизнес-процессов. Поэтому, чтобы обеспечить качествен-
ную идентификацию всех значимых рисков, необходимо знать, как 
цели деятельности, так и цели бизнес-процессов. Определение кон-
текста можно разбить на два основных этапа.  
Первый этап определения контекста – идентифицировать цели, 
задачи и внутренние параметры компании, а также внешние харак-
теристики предпринимательской среды. 
Второй этап – определить масштаб процесса риск-менеджмента, 
основные вопросы и проблемы, которые он ставит перед организа-
цией и взаимоотношения между стратегией организации и запла-
нированными результатами бизнес-процессов. 
При определении внешних характеристик предпринимательской 
среды должны учитываться следующие основные условия: 
− деловое, социальное, нормативное, культурное, конкурентное, 
финансовое и политическое окружение организации; 
− слабые и сильные стороны организации; 
− перспективы компании и неблагоприятные факторы, 
препятствующие ее развитию; 
− особенности внешних участников процесса риск-
менеджмента; 
− ключевые факторы экономической деятельности организации. 
В ходе реализации второго этапа можно использовать осново-
полагающие документы, такие как стратегический план, бизнес-
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планы и бюджеты, годовые отчеты, экономические анализы и дру-
гую документацию, содержащую зарегистрированную информа-
цию о деятельности организации.  
Также в ходе определения контекста риск-менеджмента необхо-
димо соотнести запланированные результаты бизнес-процессов, 
идентифицированные границы процесса риск-менеджмента с дей-
ствующим законодательством. Установка масштаба и границ риск-
менеджмента включает в себя: 
− идентификацию процесса, проекта или деятельности и 
определение ее целей и задач; 
− определение характера решений, которые необходимо 
принять; 
− определение масштаба деятельности по проекту или функции 
по времени и месту; 
− определение характера и масштаба необходимых 
исследований, их целей и ресурсов; 
− определение области применения процесса риск-менеджмента, 
включая все исключения; 
− оценку роли и ответственности различных структур 
организации, участвующих в процессе риск-менеджмента. 
Необходимо также отметить, что процесс риск-менеджмента не 
будет всеобъемлющем и полным, если не определены ключевые 
элементы деятельности, в отношении которого осуществляется 
управление рисками. 
Ключевые элементы деятельности представляют собой сово-
купность важных направлений (приоритетов деятельности), кото-
рые должны быть последовательно разработаны в процессе иден-
тификации рисков. 
Каждый ключевой элемент деятельности имеет более узкую 
специфику, чем вся деятельность в целом. Данное обстоятельство 
позволяет специалистам по идентификации рисков осуществить 
детальную проработку возможных причин и факторов риска.  
В случае если деятельность рассматривается как единое целое, 
осуществить идентификацию рисков на всех этапах ее жизненного 
цикла крайне трудно. Тщательно разработанный набор ключевых 
элементов будет стимулировать творческую мысль и гарантировать 
полный охват всех важных тем (приоритетов деятельности).  
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Когда для идентификации рисков используется метод «мозгово-
го штурма», ключевые элементы формируют повестку дня и ос-
новные задачи встречи. 
В качестве практической иллюстрации этого тезиса рассмотрим 
следующую ситуацию. 
Генподрядная строительная организация осуществляет управле-
ние строительным проектом. В рамках проекта организация вы-
полняет также функции генерального инвестора. Непосредственно 
для выполнения строительно-монтажных работ привлекаются спе-
циализированные субподрядные строительные компании, прошед-
шие квалификационный отбор. 
В табл. 1.25 [89, 90] представлены основные приоритеты дея-
тельности, которые сформированы в результате идентификации 
ключевых элементов проекта. Эти приоритеты позволят в даль-
нейшем определить основные риски, связанные с проектом. 
Данная классификация ключевых элементов и приоритетов 
формирует «скелет», необходимый для дальнейшей идентифика-
ции рисков. Перечень основных приоритетов деятельности указы-
вает основные ориентиры при определении причин и факторов 
возникновения рисковых ситуаций. 
Помимо определения ключевых элементов и приоритетов необ-
ходимо также однозначно сформулировать основные факторы 
ограничения. Объектом управления выступает бизнес-процесс, 
проект или вид деятельности, на которую распространяется управ-
ления рисками.  
При определении контекста риск-менеджмента необходимо, в 
первую очередь, установить основные требования (ограничения) к 
объекту управления как деятельности. 
Диапазон ограничивающих факторов может быть достаточно 
широким. В качестве примера представлены основные ограничения 
для «типичного» проекта, связанного с разработкой нового вида 
продукции на производственном предприятии.  




Таблица 1.25. Пример определения приоритетов деятельности при 
управлении строительным проектом 
Ключевой элемент Приоритеты деятельности 
Обеспечение реали-
зации проекта в кон-
тролируемых услови-
ях 
- Рентабельность проекта 
- Контроль работы субподрядчиков 
- Соблюдение сроков 
- Соответствие проекта бюджета 
- Контроль за соблюдением нормируемых показателей 
загрязнения окружающей среды 
- Обеспечение профессиональной безопасности 
Минимизация произ-
водственных потерь 
- Увеличение ликвидности и стоимости активов 
- Обеспечение стабильности производства строительно-
монтажных работ (СМР) 
- Соответствие расходной части бюджета 
Непрерывность про-
изводственного цикла 
- Сокращение перебоев в поставках материально-
технических ресурсов 
- Сокращение временных интервалов простоя техники 
- Осуществление оперативного планирования каждого 
этапа выполнения СМР 
- Ежедневная актуализация отчетов об освоении объемов 




- Анализ контрактов на субподрядные работы 
- Ежедневный контроль работы субподрядчиков 
- Технический надзор за выполнением СМР 
Рентабельность про-
екта 
- Сокращение расходов, связанных с поставками 
- Оптимизация величины постоянных (непроизводствен-
ных) расходов 




- Снижение «текучести» кадров 
- Развитие профессиональной квалификации 
- Соблюдение законодательства по охране здоровья, без-
опасности и экологии деятельности 
- Сокращение рисков для здоровья, безопасности и окру-
жающей среды при строительстве 
Здоровье и безопас-
ность работников 
- Деятельность, отвечающая нормам безопасности и защи-
ты здоровья 
- Сокращение рисков для здоровья и безопасности при 
строительстве 
- Отсутствие травм и смертельных случаев или длитель-
ных проблем со здоровьем  
Окружающая среда - Деятельность, отвечающая экологическим нормам и не 
нарушающая безопасность местного населения 
- Сокращение экологических рисков и рисков для местной 
общины во время строительства 
- Отсутствие выбросов в атмосферу 
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Идентификация рисков 
Под идентификацией рисков понимаются действия, направлен-
ные на определение параметров рисковой ситуации (что может 
случиться, где, когда, как и почему?) 
Таблица 1.26. Спецификация требований к проекту разработки ново-
го вида продукции 
Ограничения  Пояснения 
Качество проекта Выходные данные проекта (например, новый вид про-
дукции) должны удовлетворять предъявляемым к ним 




Выходные данные проекта должны соответствовать 
обязательным отраслевым требованиям к данному 
виду продукции. 
Бюджет Финансовые ресурсы, необходимые для реализации 




Технологический процесс производства нового вида 
продукции должен быть разработан таким образом, 
чтобы при производстве использовалось только име-





Проект должен иметь положительное экономическое 
обоснование, измеряемое рентабельностью и коэффи-
циентом окупаемости. 
Сроки Проект должен быть завершен в установленные сроки. 
Обучение пер-
сонала 
Реализация проекта должна способствовать росту 
профессионализма организации и навыков персонала. 
Экология и без-
опасность 
Технологические решения проекта должны учитывать 
необходимость предотвращения загрязнения окружа-
ющей среды; процессы в рамках проекта должны 
обеспечивать высокие стандарты профессиональной 
безопасности сотрудников. 
Целью идентификации рисков является составление полного 
перечня рисков, которые могут повлиять на достижение целей ор-
ганизации в рамках интегрированной системы менеджмента. Этот 
перечень должен быть максимально полным, так как неидентифи-
цированные риски могут представлять существенную опасность 
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для достижения поставленных целей, вызвать потерю контроля над 
процессами менеджмента рисками и привести к упущению пер-
спективных возможностей. 
Факторы риска представляют собой источник появления риско-
вой ситуации. 
Например, нестабильность экономической ситуации в стране 
порождает потенциальный риск задержки погашения задолженно-
сти компании. Факторы риска – проявление интенсивности дей-
ствия опасных явлений, которое при наличии уязвимостей у объек-
та риска приводит к возникновению рисковой ситуации. 
В развитие предыдущего примера можно установить, что за-
держка с выплатой задолженности произошла вследствие некон-
тролируемого роста инфляции на фоне нестабильной макроэконо-
мической среды на уровне государства. В данном случае фактором 
риска выступает неконтролируемый рост инфляции. 
Рисковая ситуация представляет собой событие, обусловленное 
причинами и факторами риска, которые могут привести к негатив-
ным или позитивным последствиям. 
Отсутствие финансирования организации со стороны дебитор-
ской компании иллюстрирует понятие рисковой ситуации. Вид 
риска характеризует источник появления рисковой ситуации. Дру-
гими словами, вид риска определяет, кто из заинтересованных сто-
рон является «инициатором» возникновения рисковой ситуации. 
В рассматриваемом примере вид риска является внешним, так 
как его «инициатором» выступает внешняя заинтересованная сто-
рона – дебиторская компания. Метод обнаружения характеризует 
способ выявления рисковой ситуации. Отсутствие финансирования 
оказывается финансово-экономической службой организации пу-
тем мониторинга расчетного счета договорных обязательств между 
организацией и дебитором. Характеристики рисковой ситуации 
определяются временными и структурными параметрами появле-
ния риска. 
В нашем примере отсутствие финансирования может возник-
нуть на этапе выполнения дебитором своих обязательств. Послед-
ствия представляют собой результаты рисковой ситуации в случае 
их реализации. Рассмотренная рисковая ситуация ведет к негатив-
ным последствиям для организации, например, к срыву временных 
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характеристик (сроков) при реализации бизнес-процесса или про-
екта. Разработать всеобъемлющий перечень рисков можно в рамках 
систематического процесса управления рисками, который необхо-
димо начинать с формулировки и определения контекста риск-
менеджмента (см. п. 1.3). Для обеспечения гарантии результатив-
ности идентификации рисков рекомендуется подходить к исследо-
ванию бизнес-процесса, проекта или деятельности путем их после-
довательного структурирования. Базовый алгоритм разработки 
такой процедуры представляет собой ряд последовательных вопро-
сов. Ответы на них позволяют разработать эффективную процеду-
ру идентификации рисков. Уровень детализации вопросов зависит 
от статуса процесса риск-менеджмента в контексте деятельности, 
на которую он распространяется.  
Идентификация рисков является одним из базовых и основных 
элементов риск-менеджмента. При идентификации рисков опреде-
ляющим фактором является качество исходной информации. Каче-
ство информации определяется следующими основными парамет-
рами: 




− полнота охвата. 
При идентификации рисков рекомендуется использовать метод 
«мозгового штурма» и метод экспертных оценок. Можно выделить 
следующие источники получения информации, используемой при 
идентификации рисков: 
− проведение консультаций с группами специалистов, имеющих 
опыт в реализации деятельности, в рамках которой осуществляется 
управление рисками; 
− опыт конкурентов и других сторонних организаций; 
− SWOT-анализ и результаты маркетинговых исследований; 
− отчеты по страховым случаям; 
− результаты внутренних и внешних аудитов; 
− результаты инспекционных проверок технологии реализации 
бизнес-процессов; 
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− записи прошлых событий, базы данных по событиям, анализ 
проблем и предыдущие перечни рисков (если таковые имеются). 
При идентификации рисков необходимо также определиться со 
схемой их классификации. Классификация рисков позволяет разде-
лить их на однородные кластеры, дает возможность систематизи-
ровать риски. Необходимость классификации связана с тем, что 
основной причиной возникновения рисковой ситуации является 
неопределенность предпринимательской среды – как внутренней, 
так и внешней. Классифицировать риски можно по различным при-
знакам. При этом необходимо стараться не столько перечислить 
все виды рисков, сколько создать определенную базовую схему, 
которая позволила бы не упустить какие-либо из них. 
Стандарт ISO/FDIS 31000 
Стандарт ISO/FDIS 31000 [74] (Risk management – Principles and 
guidelines (Управление рисками – руководящие принципы), Швей-
цария) описывает основные принципы АОР. В нем определены 7 
основных этапов управления рисками: 
1. Описание структуры организации и ее контекста; 
2. Определение политики риск-менеджмента. Политика должна 
четко отображать цели организации; 
3. Определение ответственности; 
4. Интеграция в организационные процессы; 
5. Идентификация ресурсов;  
6. Создание внутренних связей и механизмов отчетности; 
7. Создание внешних связей и механизмов отчетности орга-
низации. 
Для проведения АОР определяются критерии риска, которые 
должны отразить цели и ресурсы организации, быть совместимыми 
с ее политикой риск-менеджмента, определенны в начале любого 
процесса риск-менеджмента и постоянно пересматриваться. Далее 
переходят к процессу оценке степени риска – полный процесс его 
идентификации, анализа и оценки. На этапе анализа определяются 
последствия, вероятность и другие признаки риска [74, 87, 91, 92]. 
В течение последней четверти века ведущими разработчиками 
стандартов по риск-менеджменту считались канадская, австралий-
ская и японская национальные ассоциации стандартов, Междуна-
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родная организация по стандартизации (ISO) и Международная 
электротехническая комиссия (IEC, укр. – МЭК), Австрийский ин-
ститут стандартов, др. Длительное и тщательное исследование 
международных и национальных стандартов управления рисками, 
выполненное в начале ХХІ века, указало на существование доста-
точно существенного расхождения в трактовке основных понятий в 
ряде действующих стандартов, в частности в подходах к иденти-
фикации внешних и внутренних рисков и, соответственно, постро-
ения организационных схем процесса риск-менеджмента. Для ре-
шения данной проблемы Международная организация по стандар-
тизации инициировала разработку международного стандарта 
управления рисками ISO 31000: 2009 – Risk management – Principles 
and guidelines (Управление рисками. Принципы и рекомендации). 
При подготовке данного стандарта за основу было взято Ав-
стралийско-Новозеландский стандарт AS/NZS 4360:2004 (это объ-
ясняет, почему оба стандарта, AS/NZS 4360:2004 и ISO 31000: 
2009, равно определяют и описывают процесс риск-менеджмента и 
его отдельные составляющие). 
Работа над стандартом ISO 31000:2009 была начата в 2005г. В 
разработке данного стандарта приняли участие эксперты из 28 
стран и многих специализированных организаций [93]. 
При разработке ISO 31000: 2009 были учтены недостатки 
предыдущих стандартов риск-менеджмента. В ноябре 2009 данный 
стандарт был официально опубликован. В общем, стандарт 
ISO 31000: 2009 должен обеспечивать поддержку имеющимся при-
нятым ранее стандартам по управлению рисками, которые исполь-
зуют в определенных направлениях (безопасность транспорта, 
профессиональное здоровье и безопасность, экология, медицина, 
энергетика и т.п.). ISO 31000: 2009, по сути, является документом, 
который может помочь организациям разработать собственные 
подходы к управлению рисками. Внедряя данный стандарт, органи-
зация может сравнить свою практику управления рисками с меж-
дународным опытом и поделиться собственным. Кроме того, необ-
ходимо подчеркнуть, что стандарт ISO 31000: 2009 был разработан 
для помощи организациям в следующем [94]:  
− повысить вероятность достижения целей; 
− стимулировать предупредительное управления; 
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− осознать необходимость в идентификации и оценке рисков 
всей организации; 
− улучшить процесс идентификации возможностей и угроз; 
− отвечать организационным, законодательным и нормативным 
требованиям и международным нормам; 
− улучшить регулярную отчетность; 
− усовершенствовать управление; 
− увеличить доверие заинтересованных лиц (акционеров, 
инвесторов и т.д.); 
− создать надежную основу для принятия решений и 
планирования;  
− усовершенствовать методы управления; 
− эффективно распределять и использовать ресурсы для 
управления рисками; 
− улучшить операционную результативность и эффективность; 
− повысить результативность мер, направленных на защиту 
здоровья, безопасности и окружающей среды; 
− усовершенствовать подходы по предупреждению потерь и 
управления инцидентами; 
− минимизировать убытки; 
− усовершенствовать обучение персонала;  
− обеспечить устойчивость организации. 
Важным дополнительным элементом стандарта ISO 31000: 2009 
является «Справочник ISO 73: 2009», содержащий словарь риск-
менеджмента. Данный словарь – это обновленный словарь по риск-
менеджменту ISO/IEC, являющийся частью Справочника 73: 2002. 
Фактически, этот справочник – основной стандарт для разработчи-
ков стандартов по риск-менеджменту. А новый словарь должен 
решить проблему, которая заключается в том, что в разных стан-
дартах управления рисками по-разному определяют и объясняют 
основные понятия риск-менеджмента. Однако адаптация к терми-
нологии стандарта ISO 31000: 2009 при наличии системы управле-
ния рисками, основанной на стандартах, очень отличающихся от 
упомянутого стандарта, потребует значительных усилий и даже 
полного изменения системы управления рисками [95]. Это объяс-
няется тем, что в разных стандартах риск-менеджмента по-разному 
определяют даже понятия риска. В международном стандарте 
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ISO 31000: 2009 риск истолкован как влияние неопределенности на 
обработанное задание. Согласно данному документу, риск – это 
следствие постановки и достижения организационных задач при 
неопределенности окружающей среды. Соответственно, неопреде-
ленность порождается внешними и внутренними факторами, кото-
рые организация не может полностью контролировать и которые 
могут негативно повлиять на выполнение задания или отсрочить 
его. Указанные факторы и их влияние могут также способствовать 
заблаговременному и успешному достижению цели. Соответствен-
но, риск не является отрицательным или положительным явлением, 
однако его последствия могут иметь негативное или положитель-
ное значение для организации. Итак, в стандарте ISO 31000: 2009 
упор в определении риска смещается от вероятности события (что-
то может произойти) к вероятности последствия, особенно его вли-
яния на выполнение определенных задач. До данного стандарта 
риск определялся как негативное явление, которого организация 
пытается избежать или передать другим. Сегодня специалисты 
понимают, что риск является частью жизни, он может быть не 
только отрицательным. 
Как уже было отмечено, за основу международного стандарта 
ISO 31000: 2009 взято Австралийско-Новозеландский стандарт AS / 
NZS 4360: 2004, поэтому и процесс управления рисками в обоих 
стандартах очень похож. Процесс управления рисками ISO 31000: 
2009 отражено на рис. 1.4. 
Согласно стандарту ISO 31000: 2009 процесс управления риска-
ми начинается с определения целей, которые организация хочет 
достичь, а также внутренних и внешних факторов, которые могут 
повлиять на достижение намеченных задач. Данный этап называет-
ся «Определение окружения» (establish the context), он предшеству-
ет этапу идентификации рисков. 
Оценка риска в соответствии с ISO 31000: 2009 состоит из трех 
этапов: 1 этап – идентификация; 2 этап – анализ; 3 этап – непосред-
ственная оценка. Процесс оценки риска должен быть систематиче-
ским. Только при таких условиях можно понять, что может про-
изойти, как, когда и почему. В стандарте ISO 31000: 2009 этап ана-
лиза риска связан с развитием понимания каждого риска, его по-
следствий и вероятностей этих последствий. 
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Рис. 1.4. Структурная схема процесса риск-менеджмента по стандарту 
ISO 31000: 2009 
Стандарт ISO 31000: 2009 не дает преимущества количествен-
ным или качественным методам анализа риска, поскольку, по мне-
нию разработчиков, все методы являются важными. После оценки 
риска принимают решение по определению уровня риска и по 
предварительно установленным критериям определяют приоритет-
ные риски. Этап управления рисками – это процесс совершенство-
вания имеющихся, а также разработка и внедрение новых методов 
управления рисками. Управление рисками охватывает оценку и 
выбор альтернатив развития рисковой ситуации, а также анализ за-
трат и преимуществ и оценку новых рисков, которые могут быть 
вызваны выбором того или иного метода управления рисками.  
Данным стандартом могут пользоваться государственные, част-
ные, общественные организации или предприятия и ассоциации. 
ISO 31000: 2009 не является специальным стандартом для опреде-
ленной отрасли или сектора. Этот стандарт можно использовать 
для формирования / совершенствования интегрированной системы 
управления рисками. Специалисты по риск-менеджменту считают, 
что по сравнению со стандартом управления рисками, который 
разработал Комитет организации-спонсоров комиссии Тредвея 
(COSO), стандарт ISO 31000: 2009 имеет ряд преимуществ при 
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совершенствовании или формировании интегрированной системы 
управления рисками. 
Применение проанализированных стандартов риск-
менеджмента позволяет: оценить меры по управлению рисками, 
выявить слабые и сильные аспекты корпоративного риск-
менеджмента, снизить затраты на подготовку соответствующих 
отчетов, внести необходимые изменения в организационную 
структуру, повысить эффективность организации и тому подобное. 
Необходимо подчеркнуть, что международный стандарт ISO 31000: 
2009 можно активно использовать и при разработке национальных 
стандартов управления рисками [74].  
Область применения 
Стандарт ISO 31000: 2009 устанавливает принципы и содержит 
общие руководящие указания по менеджменту риска. Стандарт 
можно применять к любому типу риска, независимо от его харак-
тера, а также негативных или позитивных последствий. 
Несмотря на то, что стандарт предоставляет общие руководящие 
указания, он не предназначен для обеспечения одинакового ме-
неджмента риска во всех организациях. При создании и примене-
нии планов и структуры менеджмента риска необходимо учиты-
вать различные потребности конкретной организации, цели ее 
функционирования, контекст, структуру, деятельность, процессы, 
функции, проекты, продукцию, услуги или активы и конкретные 
используемые практические методы. Настоящий стандарт не пред-
назначен для целей сертификации. 
Принципы менеджмента риска организации 
Эффективный менеджмент риска организации на всех уровнях 
отвечает таким принципам: 
1) создает и обеспечивает ценности; 
2) является неотъемлемой частью всех организационных про-
цессов; 
3) является частью принятия решения; 
4) подробно рассматривает и анализирует любые неопределен-
ности; 
5) является систематическим, структурированным и своевре-
менным; 
6) основывается на соответствующей доступной информации; 
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7) является целенаправленным; 
8) учитывает человеческие и культурные факторы; 
9) является прозрачным и всесторонним; 
10) является динамичным, повторяющимся и измеряемым; 
11) способствует постоянному улучшению качества функцио-
нирования организации. 
Структура менеджмента риска  
Общие положения 
Применение менеджмента риска будет зависеть от эффективно-
сти структуры менеджмента, обеспечивающей основу и мероприя-
тия, которые должны применяться в организации на всех уровнях. 
Структура способствует эффективному менеджменту риска по-
средством применения процесса менеджмента риска на разных 
уровнях и в рамках конкретных контекстов организации. Структу-
ра гарантирует, что информация о риске, полученная в процессе 
менеджмента риска, соответствующим образом документируется и 
используется в качестве основы для принятия решений и отчетно-
сти на всех соответствующих уровнях организации. 
Полномочия и обязательства 
Внедрение менеджмента риска и обеспечение его постоянной 
эффективности требует принятия обязательств со стороны руко-
водства организации, а также стратегического и оперативного пла-
нирования для выполнения обязательств на всех уровнях. 
Разработка структуры менеджмента риска 
Основными факторами, обеспечивающими удачное формиро-
вания структуры проведения процедуры менеджмента риска, яв-
ляются: 
− понимание организации и ее контекста; 
− определение политики менеджмента риска; 
− ответственность; 
− интеграция в организационные процессы; 
− ресурсы; 
− установление внутренних механизмов обмена информацией и 
отчетности; 
− установление внешних механизмов обмена информацией и 
отчетности. 
Процесс менеджмента риска организации 
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В общем случае процесс менеджмента риска состоит из ряда ти-
повых этапов. Ниже приведена их последовательность и краткое 
содержание некоторых. 
1) Сбор необходимой информации. 
2) Обмен информацией и консультирование. 
Обмен информацией и консультирование с внешними и внут-
ренними заинтересованными сторонами осуществляются на всех 
этапах процесса менеджмента риска, поэтому планы по обмену 
информацией и консультированию должны разрабатываться на 
ранних этапах. В ходе обмена информацией и консультирования 
должны рассматриваться вопросы, касающиеся самого риска, его 
причин, его последствий (если известны) и мер, принимаемых для 
обработки риска. 
3) Установление окружения (выяснения контекста, определе-
ние критериев риска). 
В процессе реализации информационно-аналитических меро-
приятий, связанных с выяснением контекста функционирования 
организации, формулируются цели организации, определяются 
внешние и внутренние параметры, которые следует принимать во 
внимание при осуществлении менеджмента риска, а также опреде-
ляется область применения и критерии риска для процесса ме-
неджмента риска. Непосредственно в процедуре определения кон-
текста выделяются три составляющие: 
− установление внешнего контекста; 
− установление внутреннего контекста; 
− установление контекста процесса менеджмента риска. 
Определение контекста осуществляется к цели, стратегии, обла-
сти применения и параметрам деятельности организации в целом 
или только тех ее частей, где применяется процесс менеджмента 
риска. 
Обязательным элементом процесса менеджмента риска органи-
зации является определение критериев, которые необходимо ис-
пользовать для оценки значимости риска. Критерии должны отра-
жать ценности, цели и ресурсы организации. Некоторые критерии 
могут устанавливаться на основе законодательных и обязательных 
требований, а также других требований, которые взяла на себя ор-
ганизация. 
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4) Оценка риска. 
Оценка риска – это целостный комплексный процесс, который 
сочетает в себе этапы идентификации риска, анализа риска и атте-
стации риска. Рассмотрим содержание каждого из этапов. 
5) Идентификация риска. 
Цель данного этапа заключается в составлении подробного пе-
речня рисков, основанного на тех событиях, которые могут созда-
вать, повышать, предотвращать, снижать, ускорять или замедлять 
достижения целей и мешать нормальному функционированию ор-
ганизации. 
6) Анализ риска. 
Анализ риска обеспечивает понимание риска, предоставляет ис-
ходные данные для оценки риска (в частности, оценочные значения 
вероятностей и убытков, необходимых для вычисления количе-
ственных оценок рисков) и принятие решений по обработке рис-
ков, а также для выбора стратегий и методов наиболее подходящей 
обработки рисков. 
7) Непосредственная оценка (аттестации риска). 
Целью аттестации риска является помощь в принятии решений, 
основанных на результатах анализа риска относительно необходи-
мости обработки рисков и установления приоритетов осуществле-
ния обработки риска. 
8) Управление риском. 
Управление риском включает выбор одного или нескольких ва-
риантов изменения (уменьшения, предотвращения, исключения) 
рисков и применение этих вариантов. 
9) Выбор вариантов обработки риска. 
Выбор наиболее подходящего варианта обработки риска вклю-
чает сопоставление затрат и усилий по реализации изменений рис-
ка с полученными результатами (с учетом законодательных, обяза-
тельных и других требований, в частности таких, как социальная 
ответственность и защита окружающей среды). 
10) Подготовка и реализация планов обработки риска. 
Целью планов обработки риска является документирование то-
го, как должны реализовываться выбранные варианты обработки. 
11) Мониторинг и анализ. 
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Мониторинг и анализ действий менеджмента риска должны 
быть планируемой частью процесса менеджмента и включать регу-
лярную проверку или контроль. Они могут быть периодическими 
или специальными. 
12) Документирование процесса менеджмента риска. 
Деятельность по менеджменту риска должна быть четко очер-
чена и зафиксирована. В процессе менеджмента риска записи обес-
печивают основу для улучшения методов и инструментов, а также 
всего процесса менеджмента. 
Все организации должны достичь соответствующего уровня 
функционирования структуры менеджмента рисков в соответствии 
с важностью решений, которые должны быть приняты. 
Международный стандарт ISO/IEC 31010 
Этот стандарт разработан в дополнение к ISO/IEC 31000 и со-
держит рекомендации по выбору и применению методов оценки 
риска. Оценка риска, определенная в соответствии с этим стандар-
том, применима при выполнении других элементов процесса ме-
неджмента риска. В настоящем стандарте представлены методы 
оценки риска и приведены ссылки на другие международные стан-
дарты, в которых более подробно описано применение конкретных 
методов оценки риска.  
Этот стандарт не предназначен для установления соответствия 
качества полученных решений и совокупности сформулированных 
обязательных или договорных требований. Стандарт не содержит 
конкретных критериев для принятия решения по анализу риска и 
указаний по применению методов анализа риска в конкретной си-
туации.  
Этот стандарт предполагает использование других (не описан-
ных или не определенных в нем) методов оценки риска с учетом их 
применения в конкретной ситуации. Данный стандарт не связан с 
аспектами безопасности.  
Стандарт является основополагающим стандартом в области 
менеджмента риска, и любые ссылки на безопасность носят спра-
вочный характер. При введении в действие требований безопасно-
сти следует руководствоваться положениями соответствующих 
международных стандартов. 
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Основные понятия оценки рисков  
Основной целью оценки риска является представление на осно-
ве объективных сведений информации, необходимой для принятия 
обоснованного решения относительно способов обработки риска. 
Оценка риска, приведенная в настоящем стандарте, соответ-
ствует структуре и процессу менеджмента риска, установленным 
стандартом ISO 31000. Структура менеджмента риска организации 
предполагает установление политики, процедуры и организацион-
ных мероприятий, направленных на внедрение менеджмента риска 
во всех подразделениях организации. 
Оценка риска является основным элементом процесса менедж-
мента риска организации и включает, в соответствии с ISO 31000, 
следующие элементы: 
− обмен информацией (коммуникацию) и консультации; 
− установление области применения менеджмента риска; 
− оценивание риска (включая идентификацию риска, анализ 
риска и сравнительную оценку риска); 
− обработку риска; 
− мониторинг и анализ риска. 
Идентификация риска – это процесс определения элементов 
риска, составление их перечня и описания каждого из элементов 
риска. Целью идентификации риска является составление перечня 
источников риска и событий, которые могут повлиять на достиже-
ние каждой из установленных целей организации или сделать вы-
полнение этих целей невозможным. 
Анализ риска включает в себя изучение, исследование и вери-
фикацию информации о риске. Анализ риска обеспечивает входные 
данные процесса формирования общей оценки риска, помогает в 
принятии решений о необходимости обработки риска, а также по-
могает выбрать соответствующие стратегии и методы обработки 
риска. 
Сравнительная оценка риска заключается в сопоставлении 
уровня риска с критериями риска, установленными при определе-
нии области применения менеджмента риска для определения типа 
риска и его значимости. 
Процесс оценки риска должен быть документированным, т.е. 
должна быть зарегистрирована выполненная последовательность 
114 
действий вместе с полученными результатами и оценками. Риск 
должен быть выражен в понятных и точных терминах и единицах. 
Выбор методов оценивания риска 
Оценивание риска может быть выполнено с различной степенью 
глубины и детализации, с использованием одного или нескольких 
методов различного уровня сложности. Форма оценивания и ее 
выходные данные должны быть совместимы с критериями риска, 
установленными при определении сферы применения. 
При выборе метода оценки риска необходимо учитывать, что 
метод должен: 
− отвечать рассматриваемой ситуации и организации – ОР; 
− предоставлять результаты в форме, которая способствует 
повышению осведомленности о виде риска и способах его 
обработки; 
− обеспечивать прослеживаемость, воспроизводимость и 
верификацию процесса оценки риска и полученных в ходе его 
результатов. 
После принятия решения о выполнении оценки риска и опреде-
ление сферы применения полученных оценок, следует выбрать 
методы оценки риска с учетом: 
− цели исследования: цели оценки риска непосредственно 
связаны с методами, которые используются для достижения этих 
целей;  
− ответственности принятых решений: в некоторых случаях для 
того, чтобы принять решение, необходим высокий уровень 
детализации знаний и сведений о механизме функционирования, 
состояние и параметры ОР, в других – достаточно более общего 
понимания о характеристиках и определенных особенностях ОР; 
− типа и диапазона анализируемого риска; 
− возможных последствий опасного события: решение 
относительно глубины оценки риска должно отражать 
первоначальное восприятие последствий (которое, скорее всего, 
изменится после завершения предварительной оценки риска); 
− степени глубины необходимых экспертиз человеческих и 
других ресурсов. Простой и правильно примененный метод, в 
случае, если он соответствует области применения оценки, может 
обеспечить лучшие результаты, чем сложная процедура, 
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выполненная с ошибками. Обычно усилия по оценке риска должны 
соответствовать уровню риска, который составляет предмет анализа; 
− доступности информации и данных: для некоторых методов 
необходимо больше информации и данных, чем для других; 
− потребности в модификации или обновлении оценки риска: 
скорее всего, в будущем оценка должна быть изменена или 
обновлена, и для этого могут быть применены различные методы; 
− обязательных и договорных требований. 
На выбор метода оценивания риска влияют различные факторы, 
такие как доступность ресурсов, характер и степень неопределен-
ности данных и информации, сложность метода. 
В частности, если речь идет о факторах доступности ресурсов, 
во внимание следует принимать следующее: 
− практический опыт, навыки и возможности группы оценки 
риска; 
− ограничения по времени и другие ресурсы организации; 
− доступный бюджет (в случае необходимости дополнительного 
привлечения внешних ресурсов). 
Характер и степень неопределенности информации включают в 
себя понимание качества, количества и полноты информации о 
рисках, которые должны анализироваться. Понимание включает в 
себя осознание достаточности полученной информации о риске, 
его источники и причины, его последствия для достижения уста-
новленных целей.  
Неопределенность может быть связана с неопределенностью 
данных, их неполнотой или недостоверностью. 
Задача оценки риска может быть комплексной, например, оцен-
ка риска для сложной системы не сводится к раздельному опреде-
лению оценок отдельных рисков ее компонентов без учета их вза-
имодействия.  
Необходимо понимать связь последовательности действий и 
рисков, чтобы избежать ситуации, при которой действия по управ-
лению одним риском приводят к катастрофической ситуации с 
рисками в другой части сложной системы. 
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1.6. Методы и средства анализа и оценивания рисков 
По аналогии с п. 1.5 осуществим анализ входных, внутренних и 
выходных параметров, которые используются для АОР в подобных 
методах и средствах. 
Метод CRAMM 
Метод CRAMM (CCTA Risk Analysis and Management Method, 
разработчик – ССТА, Великобритания) реализован фирмой Insight 
Consulting Limited в одноимённом программном продукте [96]. 
Здесь оценивание реализуется в три этапа.  
На первом – проводится идентификация физических, программ-
ных и информационных ресурсов, содержащихся внутри границ 
системы. Ценность физических ресурсов в CRAMM определяется 
стоимостью их восстановления в случае разрушения. Для данных и 
программного обеспечения (ПО) выбираются применимые к дан-
ной ИС критерии, дается оценка ущерба по шкале со значениями от 
1 до 10. 
 Например, шкала оценки по критерию «Финансовые потери, 
связанные с восстановлением ресурсов» отображается через сле-
дующие значения [96, 97]:  
− 2 балла – менее $1000;  
− 6 баллов – от $1000 до $10 000;  
− 10 баллов – свыше $100 000 и т.д.  
На втором этапе рассматривается все, что относится к 
идентификации и оценке уровней угроз для групп ресурсов и их 
уязвимостей.  
Программное средство CRAMM для каждой группы ресурсов 
(и каждого из 36 типов угроз) генерирует список запросов, для 
которых после инициализации данных оценка уровней 
осуществляется, например, как очень высокий, высокий, средний, 
низкий, очень низкий (для угрозы), и как высокий, средний и низкий 
(для уязвимости).  
Угрозы и уязвимости объединяются в матрице риска, а для 
создания шкал, например, используются данные из табл. 1.27. 
Анализ риска проводится на первом и втором этапах, после чего 
осуществляется его оценка.  
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Во время анализа предлагается проставить коэффициенты для 
каждого ресурса с точки зрения частоты возникновения угрозы и 
вероятности реализации угрозы. Исходя из оценок стоимости ре-
сурсов защищаемой ИС, угроз и уязвимостей, определяются «ожи-
даемые годовые потери». 
Рассмотрим пример матрицы оценки ожидаемых потерь [97] 
(рис 1.5, а), где второй столбец слева содержит значения стоимости 
ресурса при этом используется денежная шкала (рис. 1.5, б), верхняя 
строка заголовка таблицы – оценку частоты возникновения угрозы в 
течение года (уровня угрозы), нижняя строка заголовка – оценку 
вероятности успеха реализации угрозы (уровня уязвимости). 
 
а) 
Таблица 1.27. Шкалы для уровней угроз и уязвимостей 





Инцидент происходит в среднем, не чаще, 
чем каждые 10 лет 
очень  
низкий 
Инцидент происходит в среднем один раз в 3 
года 
низкий 
Инцидент происходит в среднем раз в год средний 
Инцидент происходит в среднем один раз в 
четыре месяца 
высокий 






В случае возникновения инцидента, вероят-
ность развития событий по наихудшему 
сценарию меньше 0,33 
низкий 
В случае возникновения инцидента, вероят-
ность развития событий по наихудшему в 
пределах от 0,33 до 0,66 
средний 
В случае возникновения инцидента, вероят-
ность развития событий по наихудшему 





Рис. 1.5. Пример работы системы: 
а) матрица ожидаемых годовых потерь; б) шкала оценки. 
Значения ожидаемых годовых потерь (Annual Loss of 
Expectancy) переводятся в баллы, показывающие УР, согласно 
шкалы, представленной на рис. 1.5, б) (в этом примере размер по-
терь приводится в фунтах стерлингах) и далее в соответствии с 
матрицей (рис. 1.6) выводится ОР. 
 
Рис. 1.6. Матрица ОР 
Третий этап реализует поиск адекватных контрмер. Здесь 
CRAMM генерирует несколько вариантов мер противодействия, 
адекватных выявленным рискам и их уровням. ОУ и уязвимостей 
осуществляется на основе ОР по двум факторам – риск рассматри-
вается как комбинация вероятности реализации угрозы и уязвимо-
сти, а также ущерба [87, 96-99]. 
Метод на основе байесовских сетей (МБС) 
Метод МБС [99] разработан для построения каузальных моде-
лей оценки операционных рисков. В его основе лежит теорема Бай-
еса, ценность которой применительно к оценке таких рисков за-
ключается в её способности комбинировать данные о вероятности 
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событий, получаемых экспертным и статистическим путём. Каж-
дому связанному с риском событию (например – «Хакерская ата-
ка», «НСД», «НСМ» и др.), проводится оценка вероятности его 
реализации и (по цепочке) связанных с ним операционных потерь. 
Вероятность реализации события может быть указана в виде 
непрерывной функции распределения или в виде таблицы вероят-
ностей (дискретных вероятностей). Пример экспертного задания 
условной вероятности показан в табл. 1.28 [99]. Определяется аб-
солютная вероятность и величина расходов. 
Рассматриваются три категории последствий: нарушение кон-
фиденциальности (К), целостности (Ц) и доступности (Д). Для ма-
териальных активов ущерб определяется по шкале – от полной 
утраты актива до сбоя (остановки, неполадки) на несущественный 
промежуток времени [98, 99]. 
Метод VAR 
Метод VAR [100] (Value at Risk) основан на статистическом 
подходе и позволяет оценить риск в терминах возможных потерь, 
соотнесенных с их ВВ [100]. Здесь описывается квантиль прогно-
зируемого распределение потерь в течение определенного периода 
времени. 
Процесс оценивания включает этапы: идентификацию угроз, 
оценки их вероятности, вычисление ценности с учетом опасности и 
уменьшение риска. Изначально реализуется классификация угроз, 
таких как, например, мошенничество, злонамеренные действия, 
шутки, попытки получить доступ к частной информации, стихий-
ные бедствия, саботаж, ошибки пользователей и др. Когда угрозы 
были идентифицированы, их вероятность (распределение вероят-
Таблица 1.28. Формирование вероятности 
 Исходы - условия 
Хакерская атака ДА НЕТ 
Заражение вирусом Да Нет Да Нет 
Вероятность исхода события «Остановка сервера» для различных условий 
Произойдет 0,3 0,15 0,10 0,02 
Не произойдет 0,7 0,85 0,90 0,98 
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ности) оценена, возможные сценарии описаны, то определяется 
опасность для фирмы при реализации угроз [87, 100]. 
Методика COBRA 
Методика COBRA (Consultative Objective and Bi-Functional Risk 
Analysis, разработчик – C & A Systems Security Ltd, Великобрита-
ния) ориентирована на поддержку требований стандарта ISO 17799 
посредством тематических вопросников (check list’s) [101].  
В комплект ПО входят модули COBRA ISO 17799 Security 
Consultant, COBRA Policy Compliance Analyst и COBRA Data 
Protection Consultant, а также менеджер модуля COBRA, использу-
емый для настройки и изменения снабжаемой базы знаний. 
На основе инициализации тематического вопросника (ТВ) осу-
ществляется АОР по следующим категориям:  
− высокоуровневая;  
− ІТ безопасности;  
− оперативная ІТ и бизнеса;  
− инфраструктуры электронной коммерции.  
Модули ТВ информационно поддерживают отдельные прило-
жения, например: 
− APP-MAN (Application level security management) – 
управления безопасностью; 
− APPAUDIT (Application level Auditing) – аудит; 
− APPCNTRL (Application Staff control) – контроль штата; 
− APPDEPND (Application Staff dependency) – зависимость 
штата; 
− AUDIT (System Audit) – проверка системы и т.д. 
После обработки инициализированных данных система генери-
рует отчет, в котором описана детальная оценка (Detailed Risk 
Assessment (continued)) по следующим характеристикам риска: 
− категория (RISK CATEGORY); 
− уровень (RISK LEVEL); 
− оценка (RISK ASSESSMENT). 
Отметим, что в анализируемой методике риск отображается 
тремя характеристиками, первая и последняя из которых несут в 
себе идентифицирующую составляющую (название категории и 
комментарии к ней), а оставшаяся – оценочную составляющую, 
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которой соответствует «УРОВЕНЬ РИСКА», представленный в 
процентах (вероятность наступления риска).  
Анализ и ОР происходит во время обработки данных, иниции-
руемых через ТВ. Все рассматриваемые действия, которые отобра-
жаются в запросах, интегрированные в категории риска, например, 
действие, рассмотренное в примере запроса, входит в категорию 
риска «Непредвиденная ситуация в бизнесе (НСБ)».  
После описания всех категорий и ранжирования уровней риска 
(с самого высокого до нулевого) в методике приводятся рекомен-
дуемые меры по их снижению. 
Метод Coras 
Метод Coras (разработан в рамках программы Information 
Society Technologies Европейского союза (SINTEF ICT, Норвегия) 
используется для анализа рисков безопасности критически важных 
систем и реализуется посредством технологии UML (Unifiеd 
Modеling Languagе – унифицированный язык моделирования). Ме-
тод ориентирован на поддержку требований стандартов AS/NZS 
4360: 1999 (Risk Management) и ISO/IEC 17799-1: 2000 (Code of 
Practiсe for Information Security Management). 
Средство оценивания (метод) основывается на восьми шагах 
[102] (см. рис. 1.7).  
Шаг 1 – сбор общей информации об объекте анализа.  
Шаг 2 – определение цели, направления и масштаба анализа.  
Шаг 3 – детализация задач анализа (см. рис. 1.8). 
Шаг 4 – анализ и изучение полученной документации. 
Шаг 5 – определение рисков на основе метода «мозгового 
штурма».  
Шаг 6 – определение уровня рисков, оценивание вероятностей 
для угроз (сценариев угроз) и последствий инцидентов ИБ 
(см. рис. 1.9).  
Шаг 7 – определение приемлемых и неприемлемых рисков. 
Шаг 8 – определение процедур для устранения угроз с целью 
уменьшения возможной вероятности (последствий инцидентов) в 
области ИБ.  
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Рис. 1.7. Восемь шагов метода Coras 
 
Рис. 1.8. Примеры символов для моделирования риска 
Шаги 1-4 являются подготовительными, поскольку здесь анали-
тики собирают информацию об объекте анализа, формируют его 
цели и шкалы для определения величины вероятности и послед-
ствий (см. табл. 1.29 и 1.30), а также критерии оценивания рисков 
(см. табл. 1.31). 
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Точно Пять и более раз в год [50; ∞   : 10 лет = [5; ∞   : 1 год 
Вероятно От двух до пяти раз в год [20; 50   : 10 лет = [2; 5   : 1 год 
Возможно Менее чем 2 раза в год [5; 20   : 10 лет = [0,5; 2   : 1 год 
Вряд ли Меньше чем 1 раз в 2 года [1; 5   : 10 лет = [0,1; 0,5   : 1 год 
Редко Меньше чем 1 раз в 10 лет [0; 1   : 10 лет = [0; 0,1   : 1 год 
Далее это будет использоваться для идентификации последних. 
Шаги 5-8 предназначены для анализа и непосредственно опре-
деления рисков, их уровней (см. табл. 1.31), выявления и оценива-
ния потенциальных возможностей уменьшения неприемлемых 
рисков [102]. 
Таблица 1.30. Пример шкалы последствий 






*ресурсы, подвергающиеся воздействию 
 
Рис. 1.9. Пример интерфейса инструментария Coras  
(первоначальная схема угроз для умышленных действий) 
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Таблица 1.31. Пример матрицы оценки риска 
Вероятность Последствие 
Незначительное Низкое Средние Большое Катастрофическое 
Редко   СС1, CC1(I)   
Вряд ли     PR1 
Возможно  CI1(I), SS1(I) CI1, SS1   
Вероятно    SS2  
Точно      
CC1, CC1(I) – компрометация конфиденциальности, а (I) показывает, что ресурс косвенный; 
CI1, CI1(I) – компрометация целостности; SS1, SS1(I) – замедление системы; 
SS2 – невозможность работать из-за зависания системы; PR1 – получения неправильных 
данных. 
Метод EBIOS 
Метод EBIOS (Expression des Besoins et Identification des 
Objectifs de Sécurité, разработчик Национальное агентство компью-
терной безопасности (ANSSI), Центральное управление безопасно-
сти информационных систем (DCSSI), Франция) отображает требо-
вания стандартов ISO/IEC 27001 [1, 103], ISO 31000 [74] и 
ISO/IEC 27005 [84]. Процесс анализа и оценивания риска реализу-
ется посредством пяти модулей. 
Модуль 1 – исследование контекста. Здесь реализуется сбор ин-
формации об объекте оценивания посредством трех мероприятий.  
Мероприятие 1 – определение сферы управления рисками.  
Мероприятие 2 – подготовка метрик (критерии безопасности 
(табл. 1.32), уровни опасности (табл. 1.33) и вероятности 
(табл. 1.34) и критерии управления рисками). 
Мероприятие 3 – идентификация РИС [104]. 
Модуль 2 – исследование нежелательных событий. Здесь реали-
зуется определение важных РИС (с точки зрения доступности, це-
лостности, конфиденциальности) и всех угроз, которые могут при-
вести к нарушению безопасности (их источники и вероятности). 
Модуль 3 – исследование сценариев угроз, который ориентиро-
ван на выявление и оценку сценариев, что могут вызвать описан-
ные события, отражающие риски. С этой целью исследуются ис-
точники угроз и уязвимости.  
Модуль 4 – исследование рисков. Здесь непосредственно оце-
ниваются риски реализации сценариев угроз, исследованных в 
модуле 3. 
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]72 ч; ∞[ РИС не доступны более 72 
часов 
]24 ч; 72 ч] РИС доступны в течении 72 
часов 
]4 ч; 24 ч] РИС доступны в течении 24 
часа 
]0 ч; 4 ч] РИС доступны в течении 4 
часов 
Целостность Точность и пол-
нота основных 
РИС 





руются и определяются (лока-
лизируются) 












Доступ только для сотрудни-
ков и партнёров 
Служебные Доступ имеют только персо-




Доступ только для конкретных 
лиц 
Таблица 1.33. Пример шкалы опасности 
Шкала уровня Описание 
1. Незначительная Преодоление последствий без каких-либо трудностей 
2. Средняя Преодоление последствий несмотря на ряд трудностей 
3. Высокая Преодоление последствий с серьезными трудностями 
4. Критическая Непреодолимые последствия 
Таблица 1.34. Пример вероятностной шкалы реализации 
сценариев угроз 
Шкала уровня Описание 
1. Минимальная Не должно произойти 
2. Средняя Может произойти 
3. Высокая Возможно или точно произойдет через день-два 
4. Максимальная Произойдет в ближайшее время 
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Модуль 5 – исследование мер безопасности. Пятый модуль ори-
ентирован на определение мер безопасности и реализацию их те-
стирования [104]. 
Метод ISAMM 
Метод ISAMM (Information Security Assessment & Monitoring 
Method, разработчик Telindus S.A. (Security, Audit and Governance 
Services, Бельгия) основан на требованиях стандарта 
ISO/IEC 27002. Он основывается на трех базовых компонентах: 
анализ объекта, оценка риска, отчетность.  
Этот количественный метод оценивания рисков ИБ отображает 
их через ежегодные ожидаемые убытки в денежных единицах 
(Annual Loss Expectancy (ALE)). На первых этапах работы с мето-
дом определяются угрозы ИБ (см. табл. 1.35) [105]. 
Таблица 1.35. Пример идентифицированных угроз 
ХИБ ИУ Описание 
К С1 
Внешние злоумышленники получили или получат доступ к 
конфиденциальной информации 
К С2 
Внутренние злоумышленники получили или получат доступ к 
конфиденциальной информации 
К С3 
Случайное раскрытие конфиденциальных данных внутренними 
злоумышленниками 
К С4 
Случайное раскрытие конфиденциальных данных внешними 
злоумышленниками 
Ц I1 Модификация или повреждение внешними злоумышленниками 
Ц I2 
Модификация или повреждение внутренними  
злоумышленниками 
Ц I3 Случайная, ошибочная модификация 
Д А1 
Отказ в обслуживании или другие нарушения, вызванные  
злоумышленниками (вредоносным кодом) 
Д А2 Нехватка ресурсов, ноу-хау, поддержка поставщика 
Д А3 
Стихийные бедствия (землетрясения, наводнения, ураганы, 
молнии, пожар, экстремальные погодные условия), террористи-
ческие или промышленные (ударные) воздействия 
Д А4 
Отключение системы на короткий период, например, из-за  
погодных условий 
Д А5 Непреднамеренные отключения из-за ошибок 
ХИБ – характеристика ИБ; ИУ – идентификатор угрозы;  
К – конфиденциальность; Ц – целостность; Д – доступность. 
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При оценке риска для каждой угрозы (Т) оценивается вероят-
ность ее появления – 
Тр  и ожидаемые последствия – ТI . Ежегод-
ные ожидаемые убытки 
TALE  для конкретной угрозы T определя-
ются произведением вероятности возникновения и воздействия 
угрозы (см. табл. 1.36):  
T T TALE p I  . 
Также вычисляется сумма  
T
T
ALE ALE  
по объекту оценивания [105]. 

























































Всего 129600 20680 
Методология IRAM2 
Методология IRAM2 (Information Risk Assessment Methodology2, 
разработчик Форум информационной безопасности (Information 
Security Forum), США) реализуется с помощью шести этапов.  
Этап 1 – обзор (связан с реализацией анализа рисков).  
Этап 2 – оценка воздействия (определение и оценка различных 
категорий воздействий на бизнес).  
Этап 3 – профиль угрозы (разрабатывается модель угроз).  
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Этап 4 – оценка уязвимостей (выявление возможностей сре-
ды/системы насколько хорошо она может противостоять угрозам).  
Этап 5 – оценивание риска (определяется соотношение вероят-
ности реализации угрозы и величины ее воздействия (рис. 1.10)).  
Этап 6 – обработка риска (реализуется разработка планов обра-
ботки рисков) [106]. 
Система RiskWatch 
Система RiskWatch (разработчик – компания RiskWatch, США) 
отображает требования стандартов ISO/IEC 27001 и ISO/IEC 27002, 
NIST а также COBIT IV. Процесс АОР производится в четыре фа-
зы [107]. 
Фаза 1 – описание ИС организации с точки зрения ИБ (опреде-
ление предмета исследования). Здесь описываются такие парамет-
ры предприятия, как тип организации, состав исследуемой систе-
мы, базовые требования в области ИБ. 
 
Рис. 1.10. Пример отображения риска 
Фаза 2 – ввод данных. Для выявления уязвимостей инициализи-
руется ТВ. Задается частота возникновения каждой из выделенных 
угроз, степень уязвимости и ценность ресурсов (активов) 
(рис. 1.11), на основании чего рассчитывается эффективность внед-
рения средств ЗИ (СЗИ) [96]. 
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По аналогии с ПО COBRA в RiskWatch (для упрощения ввода и 
обработки данных) множество запросов ТВ инициируются посред-
ством выбора данных из набора вариантов, например, конкретные 
числовые значения (0, 1 – «никогда», 2, 3 – «редко», 4, 5, 6 – «ино-
гда»; 7, 8 – «обычно»; 9, 10 – «всегда») или «нет», «не знаю». По-
средством запросов отражаются и оцениваются текущие правила 
ИБ соответственно существующим стандартам. Запросом в 
RiskWatch, например, может быть – «Есть ли разграничение досту-
па к внутренней и внешней сети, точкам доступа, отдельным ком-
пьютерам и файловым серверам?» [108]. 
Фаза 3 – ОР. Рассчитывается профиль рисков, и выбираются 
меры обеспечения ИБ. Для этого устанавливаются связи между 
ранее определенными ресурсами, потерями, угрозами и уязвимо-
стями, а риск оценивается посредством ожидаемых потерь за год. 
Например, если стоимость сервера   150 000$, а вероятность его 
уничтожения при пожаре в течение года р=0,01, то ожидаемые по-
тери составят m 1 500$, т.е. m p   , где p – вероятность возник-
новения угрозы, а v – стоимость ресурса. Отметим, что RiskWatch 
базируется на таких данных NIST, как LAFE (Local Annual 
Frequency Estimate) и SAFE (Standard Annual Frequency Estimate), 
соответственно отражающих годовую частоту реализации угроз в 
локализованной (например, в городе) и глобализованной (напри-
мер, в Северной Америке) области. Используется также поправоч-
ный коэффициент, учитывающий частичное уничтожение ресурса. 
Получить оценки LAFE и SAFE, например, для Украины пробле-
матично, поскольку нет необходимой статистики. К примеру, в 
США существует национальная программа по сбору данных об 
инцидентах (The Uniform Crime Reporting), что позволяет сформи-
 
Рис. 1.11. Окно инициализации параметров 
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ровать соответствующую статистическую информацию об инци-
дентах ИБ в общегосударственной базе.  
Фаза 4 – генерация отчета (рис. 1.12). Формируются диаграммы 
и таблица детального представления соответствия и несоответствия 
(относительно запросов) требованиям стандарта, а также диаграм-
ма потерь. 
С учетом стоимости ресурса осуществляется оценка ожидаемых 
потерь (по конкретному активу) от реализации одной угрозы (ALE) 
[96, 109]  
,ALE A EF F    
где:  
− А – стоимость ресурса (данные, программы, аппаратура и 
т.д.);  
− EF – коэффициент воздействия (процентная часть от 
стоимости актива, подвергаемой риску);  
− F – частота возникновения нежелательного события. 
 
Например, пусть аппаратное средство стоит А=10 000$, коэф-
фициент воздействия на него EF=0,5, а частота F=0,2, то ожидае-
мые потери составят AEL=1000$. После идентификации активов и 
воздействий оценивается общий риск для ИС (сумма всех частных 
значений). Дополнительно используются показатели ARO – ожида-
емая годовая частота происшествия и SLE – ожидаемый единичный 
ущерб (разница первоначальной и остаточной (после происше-
ствия) стоимости актива). 
Для оценивания отдельно взятой пары «угроза-ресурс» исполь-
зуется формула ALE ARO SLE  . Также применяются сценарии 
 
Рис. 1.12. Фрагмент отчета в RiskWatch 
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«что, если:», позволяющие описать аналогичные ситуации при 
условии внедрения средств защиты. 
Сравнивая ожидаемые потери при условии внедрения защитных 
мер и без них, можно оценить эффект от таких мероприятий. Для 
этого в RiskWatch содержатся не только базы данных LAFE и 
SAFE, но и базы различных СЗИ. Эффект от внедрения средств 
безопасности определяется параметром ROI – возврат инвестиций, 
показывающий отдачу от вложений за период времени. 
Инструментарий RA2 art of risk 
Инструментарий RA2 art of risk (RA Software Tool, разработчик 
– компании AEXIS Security Consultants и XiSEC Consultants Ltd., 
Великобритания) представляет собой ПО для реализации системы 
менеджмента информационной безопасности (СМИБ) соответ-
ственно требованиям ISO/IEC 27001:2005. 
Состоит из восьми модулей: 
− область СМИБ и масштабы ОР; 
− идентификация активов; 
− оценка активов; 
− ОУ/уязвимостей; 
− идентификация и ОР; 
− решения по обработке риска; 
− утверждение принимаемых мер; 
− выполнение мер и отбор средств управления. 
В процессе выполнения каждого модуля производится инициа-
лизация запросов с помощью выбора фиксированных значений в 
бинарно-лингвистической форме («да», «нет»). Для ОР использу-
ются восемь уровней:  
1 – тривиальный;  
2, 3 – минорный;  
4, 5 – значительный;  
6, 7 – большой;  
8 – катастрофический, а матрица риска, строится на основе уров-
ней опасности предприятия и вероятности риска в лингвистических 
шкалах. Значение риска формируется в виде уровней по каждой 
представленной категории в лингвистическом и цифровом виде, 
например, значению «большой уровень» соответствует число 7 [27]. 
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Инструментарий PTA 
Инструментарий PTA (Practical Threat Analysis, разработчик 
PTA Technologies, Израиль) основан на требованиях стандарта 
ISO/IEC 27001 и PCI DSS 1.1 и представляет собой программную 
систему для разработки модели угроз, оценивания рисков ИБ и 
составления планов по их снижению. Все перечисленные процессы 
реализуются посредством четырех шагов.  
Шаг 1 – определение РИС. Здесь реализуется идентификация 
РИС с указанием их стоимости, связанных с ними угроз, процент-
ное соотношение от общей стоимости всех РИС системы. Также 
каждому ресурсу присваивается идентификатор, например, А003 
(см. рис. 1.13) [110]. 
Шаг 2 – выявление уязвимостей. На этом шаге анализируются и 
фиксируются все уязвимости (рис. 1.14) и угрозы, к которым они 
могут привести. Также здесь реализуется оценивание рисков как 
соотношение вероятности реализации угрозы и ущерба от ее реали-
зации (рис. 1.15) [110]. 
 
Рис. 1.13. Пример формы для идентификации РИС 
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Шаг 3 – определение контрмер. Этот шаг подразумевает выбор 
контрмер для перекрытия уязвимости и предотвращения реализа-
ции угроз (см. рис. 1.15 и 1.16).  
 
Рис. 1.14. Пример формы для фиксирования уязвимостей 
Шаг 4 – разработка планов нейтрализации сценариев угроз 
(рис. 1.17) [110]. 
 
Рис. 1.15. Пример формы для фиксирования угроз и оценивания риска 
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Рис. 1.16. Пример формы для фиксирования контрмер 
 
Рис. 1.17. Пример взаимосвязи РИС, уязвимости, угрозы и контрмер 
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Система КЭС управления ИБ «АванГард» 
Система КЭС управления ИБ «АванГард» (Комплексная экс-
пертная система «АванГард», разработчик – Лаборатория систем-
ного анализа проблем информатизации Института системного ана-
лиза РАН, Россия) включает комплекс методик:  
− идентификации критически важных сегментов и объектов 
информационной инфраструктуры на основе АОР нарушения ИБ 
автоматизированных ИС (АИС);  
− управления рисками нарушения ИБ больших 
компьютеризированных организационных систем;  
− построения системы требований ИБ критически важных 
сегментов и объектов АИС;  
− мониторингового контроля над состоянием критически 
важных сегментов и объектов АИС.  
Основывается система на двух программных комплексах – 
«АванГард-Анализ» и «АванГард-Контроль» [111]. 
Изначально производится анализ событий риска посредством 
построения их моделей с помощью интерфейса главной формы 
(рис. 1.18), где в верхнем секторе содержится таблица со списком 
моделей событий рисков, по каждой из которых в заданных графах 
указываются экспертные оценки цены риска (в условных единицах) 
и вероятности (в процентах) его событий. При материальном 
ущербе условной единице рекомендуется присваивать ценовой 
эквивалент, например, 1000 руб. 
При событиях риска, ущерб от которого сложно оценить в де-
нежном выражении, используются балльные оценки, по которым 
ранжируются события риска по степени их опасности. В графе 
«Ущерб» идентифицируется расчетное значение риска по произве-
дению его цены на вероятность. 
В следующем секторе представлена таблица угроз, реализация 
которых может привести к событию риска. Для каждой из угроз 
указывается вес заданного события (рискообразующий потенциал 
(РП) угрозы по событию риска). 
Для оценки необходимо:  
− выбрать класс объекта с описанием действия, которое 
приводит к риску (определить его идентификатор);  
136 
− для каждого риска установить денежный эквивалент;  
− рассмотреть события риска, которые могут возникнуть в 
результате реализации этих угроз (для определения значимости 
угроз, входящих в состав нормативной модели) [111]. 
 
Рис. 1.18. Интерфейс построения моделей событий риска 
Система Enterprise Risk Assessor 
Система Enterprise Risk Assessor (Risk Advisor, разработчик – 
компания Methodware, Новая Зеландия) соответствует требованиям 
австралийского стандарта Australian/New Zealand Risk Management 
Standard (AS/NZS 4360:1999) и ISO/IEC 17799. Представлена в трех 
продуктах: CobiT Advisor 3rd Edition (Audit); PRo Audit Advisor; 
Planning Advisor. Процесс АОР производится в три шага, что поз-
воляет структурировать оценку, сделать её более точной. 
Шаг 1: Приложение The Builder Tool – инструмент для создания 
структуры ОР и аудита (сбор информации). Оно позволяет постро-
ить структуру ИС, включая способность добавлять или скрывать 
любую часть функциональных возможностей. Основные этапы 
работы в этом приложении состоят из описания ИС, рисков, угроз, 
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потерь и анализа результатов. На этапе «Описание риска» создает-
ся матрица (рис. 1.19), позволяющая описать риски в соответствии 
с определенным шаблоном и задать их связи с другими элементами 
модели.  
 
Рис. 1.19. Матрица риска 
Оценка происходит на основе качественной шкалы, а риски раз-
деляются на приемлемые и неприемлемые. Далее выбираются 
управляющие воздействия (контрмеры) с учетом зафиксированной 
ранее системы критериев, эффективности контрмер и их стоимости. 
Стоимость и эффективность также оцениваются в качественных 
шкалах. На этапе «Описание угроз» изначально формируется список 
угроз, осуществляется их классификация, и описываются связи с 
рисками. Описание также делается на качественном уровне, что поз-
воляет зафиксировать их взаимосвязи.  
На этапе «Описание потерь» описываются события (послед-
ствия), связанные с нарушением режима ИБ. Потери оцениваются в 
выбранной системе критериев. Для упрощения сбора данных экс-
перты могут использовать ТВ, составляемый вручную. После сбора 
информации переходим к ОР. 
Шаг 2: The Assessor – экспертная оценка (анализ собранной ин-
формации). 
Шаг 3: The Consolidation Tool – инструмент консолидации (ин-
тегрирует все индивидуальные ОР). После построения модели 
формируется отчет (около 100 разделов) и агрегированное описа-
ние в виде графа рисков [27, 112].  
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В отчете (рис. 1.20) с вероятностно-лингвистической шкалой 
риск представлен в виде матрицы с градациями: почти наверняка, 
вероятно, возможно, маловероятно, редко. На рис. 1.21 представле-
но пример описания и ОР. 
 
Рис. 1.20. Фрагмент отчета 
Система vsRisk, Risk Assessment Tool 
Система vsRisk, Risk Assessment Tool (разработчик – компания 
Vigilant Software Ltd., Великобритания) предназначена для ОР ИБ в 
соответствии с требованиями ISO/IEC 27001 и BS 7799-3.  
Для упрощения процедуры АОР используются формы, для ко-
торых выбираются шкалы (устанавливаются уровни) вероятности и 
воздействия. Далее каждому действию определяется вероятность 
по выбранной шкале (рис. 1.22, а).  
Система предоставляет средства для оценки всех факторов рис-
ков, включая угрозы, уязвимости, активы и механизмы контроля и 
не содержит средств для количественной оценки величины риска, 
ограничиваясь только качественными шкалами. 
Отметим, что для оценки задаются масштабы вероятности и 
воздействия рассматриваемых угроз. Все изменения, вносимые в 
базу данных продукта по ходу работы, подробным образом фикси-
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руются в журнале аудита. После анализа рисков выдается оценка в 
виде выбранного бала для вероятности, например, 2. По результа-
там оценки генеруются «Декларации о применимости механизмов 
контроля» и «План обработки рисков» в соответствии с требовани-
ями стандарта ISO/IEC 27001. В дальнейшем эта информация ис-
пользуется при выводе рекомендаций на соответствие этому стан-
дарту. В vsRisk нет детальной ОР с описанием дальнейших реко-
мендуемых действий (рис. 1.22, б) [113]. 
 
Рис. 1.21. Пример описания риска 
Система OCTAVE 
Система OCTAVE (разработчик – институт Carnegie Mellon 
Software Engineering Institute и Центр обучения, исследований и тех-
нологий (CERT), реализован в линейке продуктов: метод OCTAVE, 
OCTAVE-S и OCTAVE Allegro – для крупных, средних и малых 
организаций соответственно, США) использует трехэтапный подход 






Рис. 1.22. Пример работы системы:  
а) фрагмент интерфейса ОР; б) краткий обзор оценок. 
Этап 1 – «Идентификация активов и уязвимостей» состоит из 
четырех процессов:  
− «Идентификация ресурсов управления» (собирается 
информация о важных активах, требованиях ИБ, угрозах и 
уязвимостях от представителей компании); 
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− «Идентификация эксплуатационных ресурсов» (собирается 
информация, как в предыдущем процессе, с отобранных 
эксплуатационных областей);  
− «Идентификация ресурсов штата» (собирается информация 
аналогично с предыдущими процессами, от общего штата 
отобранных эксплуатационных областей);  
− «Создание профилей угроз» (выбирается 3 ÷ 5 критических 
ресурсов, для которых и определяются профили угроз).  
Для прохождения этого этапа в системе предлагается инициали-
зировать ТВ (рис. 1.23, а). 
Этап 2 – «Идентификация угроз и уязвимостей инфраструкту-
ры». Содержит два процесса:  
− «Идентификация ключевых компонент» (составляется 
представительный набор ключевых компонент системы, которые 
поддерживают или обрабатывают критические информационно-
связанные активы);  
− «Оценка отобранных компонент» (производится оценка 








Рис. 1.23. Пример работы системы:  
а) фрагмент запросов для этапа 1; б) отчет соответствия;  
в) результат оценки общего риска 
Угрозы разделяют на следующие категории:  
− с участием человека и использованием технических средств;  
− с участием человека и использованием физического доступа;  
− технические проблемы;  
− другие проблемы.  
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В процессе прохождения этапа 2, риск определяется как функ-
ция ( )R T,I , где Т – угроза (threat)/условие (condition), а I – воздей-
ствие (impact)/следствие (consequence). Также детально описывает-
ся ущерб, который будет нанесен компании в случае наступления 
ситуации риска. 
Этап 3 – «Развитие стратегии и планов безопасности» (иденти-
фицируются риски к критическим активам организации и прини-
маются решения по их обработке). Состоит из двух процессов: 
− «АОР» (определяется уровень воздействия (высокое, среднее, 
низкое) угроз критическим активам);  
− «Развитие стратегии защиты» (команда развивает стратегию 
защиты всей организации, сосредотачиваясь на улучшении методов 
обеспечения ее ИБ [114]). 
Пример процесса оценки (при этом используется шкала – сред-
ний, низкий, высокий), относительно заданной сферы действия 
риска рассмотрен в табл. 1.37.  
В дальнейшем при общей оценке для каждой сферы присваива-
ется коэффициент уровня риска: 
− высокий – 3, 
− средний – 2, 
− низкий – 1. 
Полученные балы по каждой угрозе в процессе АОР суммиру-
ются (рис. 1.23, в). 
Таблица 1.37. Пример процесса ОР 
Сфера действия риска Уровень риска 
репутация / доверие клиентов средний 
финансы низкий 
производительность низкий 
безопасность и здоровье низкий 
штрафы высокий 
Инструментарий Callio Secura 17799 
Инструментарий Callio Secura 17799 (разработчик – компания 
Callio Technologies, Канада) является Web-приложением, включа-
ющим все необходимое для менеджера при разработке, внедрении, 
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управлении и сертификации СМИБ, согласно ISO/IEC 
17799/BS7799 [115].  
Система содержит четыре секции:  
− «Методология» – помощник, объясняющий шаги 
правильного осуществления внедрения ISO/IEC 17799 и 
продвижения к сертификации BS 7799-2; 
− «Администрирование» – инструментарий для правильного 
определения структуры управления СМИБ; 
− «Инструменты» – набор инструментов для реализации 
правильного выполнения требований ISO/IEC 17799; 
− «Управление ИБ» – модули, позволяющие эффективно 
управлять рисками организации и подготовиться к аудиту СМИБ. 
Для ОР ИБ необходимо инициализировать ТВ составленный 
согласно требованиям стандарта [116]. 
Процесс АОР проходит в два этапа, на первом – производится 
идентификация активов, угроз, уязвимостей и требований ИБ, оце-
нивается величина уязвимостей, вероятность угроз и ценность ак-
тивов, определяемая ущербом в результате нарушения конфиден-
циальности, целостности, доступности (рис. 1.24). С использовани-
ем этих данных вычисляется значение риска [116]. 
 
Рис. 1.24. Пример ОР 
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На втором этапе принимается решение относительно способов 
обработки рисков и приемлемого уровня остаточных рисков, со-
здается план обработки рисков, производится внедрение механиз-
мов контроля и разработки политики ИБ и других организационно-
распорядительных документов. 
В ходе описания необходимо задать данные относительно кри-
териев «высокий» – (3), «средний» – (2), «низкий» – (1) [117]. Бази-
руясь на информации о ценности активов и вероятности угроз, ав-
томатически вычисляются значения рисков, и производится их 
упорядочивание по приоритетам (риск относительно конфиденци-
альности, целостности, доступности и законности). 
Система Гриф 2006 
Система Гриф 2006 (разработчик – компания Digital Security, 
Росия) направлен на обеспечение самостоятельной работы ИТ-
менеджера (без привлечения сторонних экспертов) по оценке УР в 
ИС и эффективности существующей практики по обеспечению 
безопасности компании, а также предоставить возможность доказа-
тельно (в цифрах) убедить руководство в необходимости инвести-
ций в сферу ИБ. Процесс АОР в системе Гриф 2006 состоит из 3 
этапов. 
Этап 1 – составление модели анализа информационных потоков 
(описание активов компании и всех бизнес-процессов). 
Этап 2 – создание модели анализа угроз и уязвимостей. Для 
оценки используется разработанная Digital Security классификация 
угроз, в которой описаны все действия, рассматриваемые во время 
оценки способные привести к нарушению базовых характеристик 
ИБ, то есть к событиям нарушения ИБ. 
Этап 3 – указание ущерба для каждой группы ценных ресурсов, 
по всем видам угроз. На этом этапе необходимо инициализировать 
ТВ по политике ИБ, реализованной в системе, что позволит оце-
нить реальный уровень ее защищенности и детализировать ОР. 
Анализ рисков ИБ осуществляется с помощью построения модели 
ИС организации [96]. 
Риск оценивается отдельно по каждой связке «группа пользова-
телей – информация», т.е. модель рассматривает взаимосвязь 
«субъект – объект», с учетом всех их характеристик. 
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Рассчитываются вероятность реализации угрозы, ее уровень по 
уязвимости на основе критичности и вероятности реализации через 
данную уязвимость и возможный ущерб. В системе используется 
шкала от 0 до 100%. 
Система @RISK 
Система @RISK (разработчик – компания Palisade, США) пред-
назначена для АОР с помощью метода Монте-Карло [118], реали-
зуемого на основе Microsoft Excel. Система позволяет проследить 
возможность принятия и избежания рисков, а также принимать 
наилучшие решения в условиях неопределенности. Для ОР также 
используется метод Value at Risk (VAR) [100]. 
На начальном этапе работы производится создание модели 
оценки (анализ риска), посредством заполнения таблицы 
(см. пример табл. 1.38). Далее происходит расчет расходов если 
произойдёт ситуация нарушения ИБ. 











Отказ ІТ системы  0,1 1000 5 
Проблема с производственным про-
цессом 
0,05 50 3 
Тяжелое заболевание члена правления 0,05 100 5 
Служащий выигрывает судебный про-
цесс 
0,08 250 20 
Появления нового конкурента 0,25 400 100 
Отказ выпуска нового товара 0,15 300 45 
Укрепление ставки $  0,35 100 35 
Пожар в главном офисе 0,02 250 5 
Мошенничество 0,005 500 3 
Потеря конфиденциальных данных  0,01 300 3 
Банкротство главного клиента долж-
ника 
0,02 150 3 
Общие количество  3400 227 
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Система RiskPAC 
Система RiskPAC (разработчик – компания CSCI, Нидерланды) 
предназначена для обнаружения и оказании помощи при устране-
нии уязвимостей в ИС. Конструктор анкет, позволяет автоматизи-
ровать любую ручную методику ОР, для анализа которого необхо-
димо инициализировать (с помощью фиксированных вариантов) 
запросы в ТВ, представленных в виде реляционных баз данных 
(БД). Во время ОР для подсчета вероятности угроз используется 
шкала: маловероятно, вероятно и весьма вероятно. Также подсчи-
тывается воздействие по шкале: минимальное, значительное, серь-
ёзное и катастрофическое. Дополнительно в системе содержится 
калькулятор ожидаемых среднегодовых потерь [112, 119]. 
Система Microsoft Security Assessment Tool 
Система Microsoft Security Assessment Tool (MSAT, разработ-
чик – компания Microsoft, США) базируется на материалах «Ру-
ководства по управлению рисками» [33]) выполняет следующие 
функции: 
1) ОР; 
2) поддержка принятия решений; 
3) реализация контроля; 
4) оценка эффективности программы. 
Приложение ориентировано на организации с числом сотрудни-
ков менее 1000 человек, для содействия лучшему пониманию по-
тенциальных проблем в сфере ИБ. В ходе работы пользователь, 
выполняющий роль аналитика ответственного за вопросы ИБ, ра-
ботает с двумя группами запросов.  
Первая из них посвящена оцениванию риска для бизнеса, с ко-
торым компания сталкивается в данной отрасли и в условиях вы-
бранной бизнес-модели. Создается так называемый профиль риска 
для бизнеса. Запросы этой группы разбиты на 6 этапов: 
Этап 1 – «Параметры компании» (название, число компьютеров, 
серверов и т.д.); 
Этап 2 – «Безопасность инфраструктуры»;  
Этап 3 – «Безопасность приложений»;  
Этап 4 – «Безопасность операций»; 
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Этап 5 – «Безопасность персонала»; 
Этап 6 – «Среда». 
После реализации этапов этой группы осуществляется обработ-
ка (посредством подключения к Интернет) полученной информа-
ции и переход к второй группе запросов, которые организованы в 
соответствии с концепцией многоуровневой (эшелонированной) 
ЗИ. Во многом ТВ соответствует разделам стандартов ISO/IEC 
17799 и ISO/IEC 27001. 
После инициализации запросов клиентская часть программной 
системы вновь обращается к удаленному серверу и генерирует от-
четы. Наибольший интерес представляет «Полный отчет», содер-
жащий предлагаемый список приоритетных действий. На этапе 
анализа риска производится идентификация активов, предлагается 
их качественная классификация (высокое, среднее и низкое влия-
ние на бизнес), а также определяется перечень угроз и уязвимостей. 
На этапе ОР определяется потенциальный ущерб по трехуровневой 
шкале (высокая, средняя и низкая подверженность воздействию). 
При оценке частоты возникновения угроз используются гра-
дации: 
− высокая (вероятно возникновение одного или нескольких 
событий в пределах года); 
− средняя (влияние может возникнуть в пределах двух-трех лет); 
− низкая (возникновение влияния в пределах трех лет 
маловероятно). 
Методика TRA 
Методика TRA [48, 120] (Threat and Risk Assessment, разработ-
чик – компания Government (Communications Security 
Establishment), Канада) разработана на основе трех руководств для 
IT-систем по: 
− сертификации и аккредитации (MG-01); 
− управлению риском безопасности (MG-02); 
− ОР и выбору гарантий (MG-03 [120]). 
Для ОР, аналитик должен рассмотреть описание ІТ-системы, 
идентифицировать существенные сценарии угроз, оценить воздей-
ствие и их ВВ (рис. 1.25). 
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В процессе ОР для каждого сценария угрозы рассчитываются ее 
воздействие и вероятность. Такой подход отображает средние ожи-
даемые потери за определенный период времени [48]. По сути, 
риск (R) описывается как функциональная связь между стоимостью 
активов (AVal), угрозой (Т) и уязвимостью (V): ( , , )ValR f A T V . 
Процесс ОУ (например, «Хакерская атака») для такой подгруп-
пы активов, как корпоративные данные (КД) осуществляется на 
основе табл. 1.39 [48], где уровень нарушения таких характеристик 
ИБ, как К, Ц и Д отображается трехуровневой КЧ шкалой («В», 
«С», «Н»). 
Методика FRAP 
Методика FRAP [121] (Facilitated Risk Analysis Process, разра-
ботчик – компания Peltier and Associates, США) ориентирована на 
Анализ 
чувствительности 







Рис. 1.25. Процесс ОР 













нарушения  Подгруппа  
активов 
К Ц Д 
Предна- 
меренная 
Шпионаж Хакеры - НСД В - - КД 
Саботаж Хакеры - НСМ - - В КД 
Саботаж Хакеры - DoS - Н - КД 
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обеспечение ИБ ИС, рассматриваемое в рамках процесса управле-
ния рисками, состоящего из пяти этапов. 
Этап 1 – Определение защищаемых активов (производится на 
основе ТВ, изучения документации на систему, использования ин-
струментов автоматизированного анализа (сканирования) сетей). 
Этап 2 – Идентификация угроз. При составлении списка угроз 
могут использоваться разные подходы, например:  
− выбор актуальных для данной ИС угроз из заранее 
подготовленных экспертами перечней (checklists);  
− анализируется статистика инцидентов ИБ связанных с 
данной ИС;  
− оценивается их среднегодовая частота (по ряду угроз, 
например, возникновение пожара, данные можно получить у 
соответствующих государственных организаций);  
− специалисты компании решают задачу посредством 
«мозгового штурма» и др. 
Этап 3 – ОР. Каждой угрозе из составленного списка сопостав-
ляют ее ВВ, далее оценивают ущерб, который может быть нанесен 
данной угрозой и по полученным значениям, оценивается ее уро-
вень. При проведении анализа риска, как правило, принимают, что 
на начальном этапе в системе отсутствуют средства и механизмы 
защиты.  
Таким образом оценивается УР для незащищенной ИС, что в 
последствии позволяет показать эффект от внедрения средств ЗИ. 
Оценка производится по ВВ угрозы и ущерба от её реализации в 
течение года с использованием следующих шкал. Для вероятности 
(Probability): 
− высокая (High Probability) – вероятно; 
− средняя (Medium Probability) – возможно; 
− низкая (Low Probability) – маловероятно. 
Для ущерба (Impact – мера величины потерь или вреда, наноси-
мого активу): 
− «В» (High Impact) – остановка критически важных бизнес-
подразделений, которая приводит к существенному ущербу для 
бизнеса, потере имиджа или неполучению существенной прибыли;  
− «С» (Medium Impact) – кратковременное прерывание работы 
критических процессов или систем, которое приводит к 
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ограниченным финансовым потерям в одном бизнес-
подразделении; 
− «Н» (Low Impact) – перерыв в работе, не вызывающий 
ощутимых финансовых потерь.  
Оценка осуществляется в соответствие с правилом, задаваемым 
матрицей рисков (рис. 1.26) и может интерпретироваться следую-
щим образом: 
− уровень A – связанные с риском меры (например, внедрение 
средств ЗИ) должны быть выполнены немедленно и в обязательном 
порядке; 
− уровень B – связанные с риском меры должны быть 
предприняты; 
− уровень C – требуется мониторинг ситуации (но 
непосредственных мер по противодействию угрозе принимать, 
возможно, не надо); 
− уровень D – никаких мер в данный момент предпринимать 
не надо [121]. 
Этап 4 – Определение контрмер. После идентификации угроз и 
оценки риска определяются контрмеры, позволяющие устранить 
риск или свести его до приемлемого уровня. 
Этап 5 – Документирование. После АОР результаты подробно 
документируются в стандартизованном формате. Полученный от-
чет может быть использован при определении политик, процедур, 
бюджета ИБ и т.д. 













 High Medium Low 
High A B C 
Medium B B C 
Low B C D 
 
A – Corrective action must be implemented 
B – Corrective action should be implemented 
C – Requires monitor 




Методика Risk Matrix 
Методика Risk Matrix [122] (разработчик компания Mitre 
Corporation, США) ориентирована на АОР и впоследствии была 
реализована приложением для Microsoft Excel. Основной процесс 
включает: планирование оценки степени риска; идентификацию 
задач или требований; определения; ранжирование; составление 
рейтинга рисков; управление планами действий; непрерывную 
оценку рисков. 
Оценки риска заключается в планировании деятельности. Изна-
чально производится идентификация риска с помощью применения 
экспертами «Мозгового штурма». 
Далее присваиваются различные атрибуты каждому риску, та-
кие как, например, период времени (даты начала и окончания воз-
можной реализации) и ВВ. 
С помощью сценария «Если риск…, то последствия…» состав-
ляется матрица риска. 
Для определения воздействия используется шкала: 
− С (критическое); 
− S (серьезное); 
− Мо (средние); 
− Mi (низкое); 
− N (незначительное). 
А для вероятности – (Р): 
− 0-10% (очень низкая); 
− 11-40% (низкая); 
− 41-60% (средняя); 
− 61-90% (выше среднего); 
− 91-100% (высокая). 
На этапе ранжирования используется метод Borda и далее со-
ставляется рейтинг риска с определением его степени – «Н», «С» 
или «В» табл. 1.40 [122].  
Для определения наиболее приоритетных рисков используется 
диаграмма частот (рис. 1.27). Пример матрицы риска представлен 
на рис. 1.28 [122]. 
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Таблица 1.40. Шкала риска 
ПВР (%) 
Категории воздействия 
N Mi Mo S C 
0-10 Н Н Н С С 
11-40 Н Н С С В 
41-60 Н С С С В 
61-90 С С С С В 
91-100 С В В В В 
 
Рис. 1.27. Диаграмма частот 
Методика Mehari 
Методика Mehari (называют методологией) [123] (разработчик 
Clusif, Франция) заменила систему Clarion и предоставляет собой 
структурированный подход к оценке рисков. Она дает возможность 
КЧ и КЛ оценить факторы риска и УР. При этом Мehari интегриру-
ет инструменты (например, критерии оценки, формулы и т.д.) и 
базы знаний (в частности, меры для диагностики ИБ), являющиеся 
важным дополнением к минимальным методам предложенных в 
ISO/IEC 27005:2008. 
Для того, чтобы ответить на вопрос «Какие риски являются вы-
сокими для организации и приемлемые они или нет?» применяется 
структурированный подход, чтобы выявить все возможные собы-
тия риска, анализировать индивидуально наиболее важные из них, 
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а затем определить действия по снижению риска до приемлемого 
уровня. 
 
Рис. 1.28. Пример матрицы риска 
Для оценки предлагаются два основные варианта – использовать 
базы знаний (которые интегрируются в Microsoft Excel, Open Office) 
или ПС (например, Risicare которое обеспечивает более богатый 
пользовательский интерфейс, а также позволяет моделировать, визу-
ализировать и оптимизировать полученные результаты). 
Для оценки используется структурированная модель риска, ко-
торая учитывает «факторы снижения риска» [124]. Процесс АОР 
реализуется в 9 этапов: 
1. Идентификация риска. Предлагаются два подхода – прямой 
(предусматривает идентификацию неисправностей или событий, 
которые могут привести к нарушению ИБ, в результате будут опи-
саны возможные типы неисправностей) и системный (заключается 
в использовании обширных баз знаний для ведения автоматизиро-
ванной оценки). 
2. Оценка воздействия. Здесь используется КЧ шкала где: 
− 1 – очень низкая экспозиция (независимо от любых мер ИБ, 
вероятность того, что такой сценарий будет происходить – очень 
низкая); 
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− 2 – низкое воздействие (вероятность того, что такой 
сценарий произойдет в краткосрочный или среднесрочный период 
– низкая);  
− 3 – средняя экспозиция (если ничего не предпринимать, то 
такой сценарий должен произойти в более или менее короткий 
срок);  
− 4 – высокий уровень воздействия (если ничего не будет 
сделано, то такой сценарий неизбежен в очень короткий срок).  
3. Оценка сдерживающих факторов. Проводится аудит сдержи-
вающих и профилактических факторов, которые могут предотвра-
тить возникновения риска.  
4. Оценка защитных, паллиативных и рекуперативных факторов.  
5. Оценка потенциальности. Оцениваются потенциальные риски 
(которые должны произойти) на основании пятибалльной шкалы:  
− 0 – отсутствует;  
− 1 – очень маловероятно;  
− 2 – маловероятно;  
− 3 – скорее всего;  
− 4 – очень вероятно.  
6. Оценка влияния. Производятся оценки последствий наступ-
ления риска независимо от любых мер ИБ.  
7. Оценка воздействия после принятия мер по снижению риска 
и показателей сокращений воздействия.  
8. Глобальная ОР. Определяются глобальные риски для органи-
зации.  
9. Принятия решения о приемлемости или неприемлемости рис-
ка [123]. 
Методика MAGERIT 
Методика MAGERIT [125] (Methodology for Information Systems 
Risk Analysis and Management, разработчик Ministerio De 
Administraciones Públicas, Испания) предназначена для реализации 
процесса АОР, который проводится в 3 этапа: 
Этап 0 – Планирование. 
Этап 1 – Анализ риска. Состоит из 5 шагов: 
1. Идентификация и оценка активов, являющихся элементами 
ИС (или тесно связанных с ней) ценными для организации. Активы 
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предлагается разделять на 5 групп (окружающая среда, ИС, ин-
формация, функции организации, другие активы) для определения 
зависимости между ними. После ранжирования активов произво-
дится их оценка относительно стоимости. Далее определяются тре-
бования к К, Ц и Д и подлинности актива; 
2. Анализ и ОУ ИБ. С помощью категории угроз, которые при-
ведены в данной методике, производится их идентификация, реа-
лизуется оценка частоты (используется шкала: 100 – очень часто 
(ежедневно); 10 – часто (ежемесячно); 1 – обычно (ежегодно); 1/10 
– редко (раз в несколько лет)) и ущерба; 
3. Определение превентивных мер для предотвращения угрозы;  
4. Оценка воздействия. Измерение повреждения активов, свя-
занного с угрозой; 
5. Определение риска. Риск отражается вероятностью повре-
ждения ИС и увеличивается с ростом воздействия и частоты 
(табл. 1.41 [125]). 
Этап 2 – Управление рисками. Выбираются и реализуются за-
щитные меры (технические, физические [126], защиты рабочей 
среды для людей и оборудования, организационные меры, кадровая 
политика), а также осуществляется интерпретация значения для 
воздействия и остаточных рисков, проводится анализ прибыли и 
убытков [125]. Примеры оценок показаны в ПО «Techniques Guide» 
на рис. 1.29 а-б, где D, I и C – соответственно К, Ц и Д данных, AS 
и AD – соответственно подлинность пользовательских услуг и 
происхождения данных TS и TD – соответственно подотчетность 
использования услуг и доступа к данным [75, 125]. 
Таблица 1.41. Пример потенциальных угроз файлам данных  
 Измерение ИБ (%) 
актив/угроза F D I C AS AD TS TD 
[D_exp] Текущие файлы  50 50 100 100 100 100 100 
[E.1] Ошибки пользователей 10 10 10      
[E.2] Ошибки администратора 1 20 20 10 10 10 20 20 
[E.3] Ошибки мониторинга 1      50 50 
[E.4] Ошибки конфигурации 0,5 50 10 10 50 50 50 50 
[A.4] Изменения конфигурации 0,1 50 10 50 100 100 100 100 






Рис. 1.29. Пример оценки: а) воздействия; б) риска 
Методика Information Security RA 
Методика Information Security RA [127] (Risk Assessment, разра-
ботчик Centers for Medicare & Medicaid Services (CMS), США) пре-
доставляет возможность реализации АОР в сфере ИБ. 
Методика состоит из 3 фаз:  
Фаза 1. Документирование системы. Фаза реализуется в не-
скольких процессах – идентификация системной документации и 
активов, а также определение текущего уровня ИБ (с использова-
нием шкалы: «В», «С» и «Н» табл. 1.42 [127]); 
Фаза 2. Определение риска. Расчет УР для каждой пары угрозы 
и уязвимости, на основе вероятности того, что угроза с использо-
ванием уязвимости будет осуществлена. Также определяется сте-
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пень воздействия, которую угроза окажет на ИС (ее данные и биз-
нес-функции) с точки зрения потери К, Ц и Д. Фаза 2 состоит из 6 
шагов: 
1. Выявление угрозы; 
2. Определение уязвимости; 
3. Выявление существующих элементов управления для сниже-
ния риска реализации данной угрозы (с использования уязвимости). 
4. Определение ее ВВ с учетом существующих элементов 
управления, для чего используется семиуровневая шкала:  
− НЗ – незначительная (маловероятно); 
− ОН – очень низкая (вероятно два/три раза в пять лет); 
− Н – низкая (произойдет один раз в год или меньше); 
− С – средняя (может произойти один раз в шесть месяцев или 
менее); 
− В – высокая (произойдет один раз в месяц или меньше); 
− ОВ – очень высокая вероятность (несколько раз в месяц); 
− ЭВ – экстремально вероятно (несколько раз в день). 
5. Оценивание степени воздействия на систему осуществляется 
по шестиуровневой шкале:  
− НЗ – незначительное;  
− МЛ – малое;  
− ЗН – значительное;  
− ПВ – повреждающее;  
− СЕ – серьезное;  
− КР – критическое.  
6. Определение УР для данной пары угроза – уязвимость суще-
ствующих элементов управления. УР определяются согласно 
табл. 1.43 [86, 87, 92, 127-129]. 
 
  
Таблица 1.43. Уровни риска  
ВВ 
Воздействие 
НЗ МЛ ЗН ПВ СЕ КР 
НЗ Н Н Н Н Н Н 
ОН Н Н Н Н С С 
НК Н Н С С В В 
СР Н Н С В В В 
ВС Н С В В В В 
ОВ Н С В В В В 
ЭВ Н С В В В В 
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1.7. Современные базы данных уязвимостей  
информационной безопасности 
При построении различных систем ЗИ (например, СМИБ [1] или 
КСЗИ [2]) возникает необходимость осуществлять оценивание со-
стояния ИБ, с учетом известных уязвимостей РИС. Поэтому перед 
специалистами, занимающимися исследованием состояния без-
опасности ИС, возникает вопрос о эффективности использования 
соответствующих БД уязвимостей, удовлетворяющих определен-
ным критериям [2, 130-134], таким, например, как наличие иденти-
фикаторов CVE, оценок CVSS, CWE категорий, CVSS-
калькулятора, риск-калькулятора и д.р. Использование указанных 
критериев позволит осуществить рациональный выбор таких БД. В 
связи с этим актуальной является задача исследования соответ-
ствующих БД для определения набора критериев, согласно кото-
рых можно эффективно использовать такие базы. 
На сегодняшний день существует широкое множество общедо-
ступных БД уязвимостей РИС, которые подвергались анализу в 
различных источниках. Так, в работе [132] проводилось исследова-
ние открытых БД уязвимостей, где авторами были определены 
основные поля записей уязвимостей, достоинство и недостатки 
рассматриваемых баз, но не определенны обобщенные критерии, 
по которым можно осуществлять такой анализ. Также в работах 
[133-135] рассмотрены БД с точки зрения наличия ссылок на дру-
гие базы, возможности получения информации в формате XML, а 
также формате представления уязвимостей в БД. Следует отметить, 
что в [133, 135] не определены четкие критерии, по которым можно 
осуществить соответствующий анализ. Авторами работы [134], при 
обосновании выбора БД, за основу были приняты следующие кри-
терии: полнота (емкость, количество уязвимостей); доступность 
данных (бесплатная база); удобство получения данных (интерфей-
сы); поддержка оценки уязвимостей по системе CVSS, но больше 
делался акцент на уязвимости, влияющие на доступность. Также 
следует отметить, что в работах [130-135] не были четко выделены 
критерии, по которым можно сравнить БД уязвимостей и осуще-
ствить их выбор для построения различных систем оценивания в 
области ИБ, например, таких как системы АОР. 
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В связи с этим, осуществим исследование широкого спектра 
существующих БД уязвимостей для определения критериев, по 
которым можно осуществить сравнительный анализ таких баз и 
использовать их при анализе и оценивании рисков ИБ. 
Для проведения такого исследования, воспользуемся наиболее 
известными и общедоступными БД уязвимостей:  
− национальная БД уязвимостей – National Vulnerability 
Database (NVD), (США) [136];  
− банк данных угроз безопасности информации (Российская 
Федерация) [137];  
− открытая БД уязвимостей – Open Sourced Vulnerability 
Database (OSVDB), (США) [138];  
− БД уязвимостей IBM X-Force, (США) [139];  
− БД записей уязвимостей US-CERT – Vulnerability Notes 
Database US-CERT (VND), (США) [140];  
− БД уязвимостей SecurityFocus, (США) [141].  
Рассмотрим каждую из них. 
National Vulnerability Database  
База National Vulnerability Database разработана National Insti-
tute of Standards and Technology (NIST) Computer Security Division, 
Information Technology Laboratory при поддержке Department of 
Homeland Security’s National Cyber Security Division. Она является 
государственным хранилищем данных США, которое основано на 
стандартах управления уязвимостями. Такие данные позволяют 
автоматизировать процессы управления уязвимостями, измерять 
состояние ИБ и определять его соответствие. База NVD включает в 
себя БД контрольных списков безопасности, недостатков РИС, 
неправильных конфигураций, РИС и показателей воздействия.  
Рассматриваемая БД представляет собой репозитарий основных 
стандартов управления данными уязвимостей, разработанный на 
основе протокола автоматизации контента безопасности – Security 
Content Automation Protocol (SCAP) [136].  
Существуют следующие компоненты SCAP:  
− БД уязвимостей безопасности – Common Vulnerabilities and 
Exposures (CVE);  
161 
− БД уязвимых конфигураций РИС – Common Configuration 
Enumeration (CCE);  
− стандартная номенклатура и база имен РИС – Common 
Platform Enumeration (CPE);  
− БД слабых мест – Common Weakness Enumeration (CWE);  
− стандарт оценки влияния уязвимостей – Common 
Vulnerability Scoring System (CVSS);  
− стандарт XML-спецификации контрольных листов –
Extensible Configuration Checklist Description Format (XCCDF);  
− стандарт XML-спецификации контроля состояний процессов 
– Open Vulnerability and Assessment Language (OVAL) [136].  
Кроме этого применяется следующий набор других протоколов.  
Threat Analysis Automation Protocol (TAAP) – протокол докумен-
тирования и совместного использования структурной информации 
об угрозах. Он содержит следующие компоненты:  
− БД атрибутов вредоносного ПО – Malware Attribute 
Enumeration & Characterization (MAEC);  
− БД шаблонов атак – Common Attack Pattern Enumeration & 
Classification (CAPEC);  
− CPE;  
− CWE;  
− OVAL;  
− CCE;  
− CVE.  
Event Management Automation Protocol (EMAP) – протокол для 
отчетов о событиях безопасности. Он имеет следующие составля-
ющие:  
− БД записей событий – Common Event Expression (CEE);  
− MAEC;  
− CAPEC. 
Incident Tracking and Assessment Protocol (ITAP) – протокол 
для отслеживания, документирования, управления и совместного 
использования информации об инцидентах. Он содержит следую-
щие компоненты:  
− OVAL;  
− CPE;  
− CCE;  
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− CVE;  
− CVSS;  
− MAEC;  
− CAPEC;  
− CWE;  
− CEE;  
− формат обмена описанием инцидента – Incident Object 
Description Exchange Format (IODEF);  
− национальная модель обмена информацией – National 
Information Exchange Model (NIEM);  
− формат обмена информацией по кибербезопасности – 
Cybersecurity Information Exchange Format (CYBEX) [136]. 
Рассмотренные протоколы, стандарты и базы данных NVD на 
практике, например, можно использовать в следующих целях:  
− CPE – определение ИС предприятия;  
− CVE – идентификация уязвимостей;  
− CVSS – определение критичных уязвимостей;  
− CCE – формирование наиболее защищенной конфигурации 
ИС;  
− XCCDF – определение политики защищенной конфигурации;  
− OVAL – оценка соответствия системы политике защищенной 
конфигурации;  
− CWE – определение слабых мест РИС;  
− CAPEC – определение атак относительно слабых мест РИС;  
− CEE – определение событий для регистрации и параметров 
регистрации;  
− ARF – объединение результатов оценки;  
− MAEC – определение вредоносного ПО.  
Следует отметить, что в NVD вычисляется индекс рабочей 
нагрузки на информацию 
WI , который показывает количество кри-
тических уязвимостей. Чем выше число, тем больше нагрузка на 
систему безопасности. Индекс нагрузки NVD рассчитывается по 
следующей формуле:  
( ( / 5) ( / 20)) / 30W h m lI N N N   , 
где 
hN , mN  и lN  – количество уязвимостей с высокой, средней и 
низкой степенью тяжести соответственно, которые были опублико-
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ваны в течении последних 30 дней. Как видно из формулы одна 
уязвимость высокой степени тяжести приравнивается к пяти уяз-
вимостям со средней и двадцати с низкой степенью тяжести [136]. 
На сайте NVD доступен полный список уязвимостей, содержащих-
ся в базе, который отсортирован по годам и месяцам (см. рис. 1.30). 
 
Рис. 1.30. Список уязвимостей на сайте NVD 
Каждая уязвимость, вносимая в БД, описывается следующим 
набором параметров (рис. 1.31):  
− уникальный CVE-идентификатор;  
− даты внесения в БД;  
− дата последней редакции;  
− источник уязвимости (информации);  
− краткое описание (обзор);  
− результаты оценок по каждой метрической группе (МГ) 
CVSS (см. рис. 1.31, 1.32 и табл. 1.44) – базовой (Base Score), 
временной (Temporal Score) и контекстной (Environmental Score) (в 
БД CVSS доступен в двух версиях – v2.0 [142] и v3.0 [143]); 
− уязвимые версии ПО;  
− CWE категория;  
− дополнительные ссылки;  
− другие сведения [136]. 
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Рис. 1.31. Пример представления уязвимости в NVD 
Отметим, что условие существования уязвимости хранится в 
виде дизъюнктивной нормальной формы. Рассмотрим более де-
тально каждую из версий CVSS и определим их отличия. 
CVSS v2.0. 
Метрики и их параметры, входящие в стандарт CVSS v2.0 [142] 
показаны на рис. 1.32.  
В этой версии осуществляется стандартизированное оценивание 
уязвимостей, система является открытой и ориентирована она 















AV L; A; N 0,395; 0,646; 1 
AC H; M; L 0,35; 0,61; 0,71 
Au M; S; N 0,45; 0,56; 0,704 
C; I; A N; P; C 0; 0,275; 0,66 
Временная 
Е ND; U; POC; F; H 1; 0,85; 0,9; 0,95; 1 
RL ND; OF; TF; W; U 1; 0,87; 0,9; 0,95; 1 
RC ND; UC; UR; C 1; 0,90; 0,95; 1 
Среды 
окружения 
CDP ND; N; L; LM; MH; H 0; 0; 0,1; 0,3; 0,4; 0,5 
TD ND; N; L; M; H 1; 0; 0,25; 0,75; 1 
CR; IR; AR ND; L; M; H 1; 0,5; 1; 1,51 
Каждая МГ определяет характеристики уязвимости. Опишем 
эти группы (см. рис. 1.32). 
Рис. 1.32. МГ CVSS v2.0 
Base Score Metrics (метрики базовых оценок) – характеристики 
уязвимостей, являющиеся постоянными в течение большого пери-
ода времени в пользовательских средах и не зависящие от них. 
Также они описывают сложность эксплуатации уязвимости и по-
тенциальный ущерб для конфиденциальности, целостности и до-
ступности. Используемые МГ состоят из следующих показателей: 
− вектор доступа (Access Vector (AV));  
− сложность доступа (Access Complexity (AC));  
− аутентификация (Authentication (Au));  
− воздействие на конфиденциальность (Confidentiality Impact (C));  
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− воздействие на целостность (Integrity Impact (I));  
− воздействие на доступность (Availability Impact (A)). 
Temporal Score Metrics (метрики временных оценок) – харак-
теристики уязвимости, которые изменяются с течением времени, 
вне пользовательских сред. Они вносят в общую оценку поправку 
на полноту имеющейся информации об уязвимости, зрелость экс-
плуатируемого кода (при его наличии) и доступность исправлений. 
Ее показатели:  
− возможность использования (Exploitability (E));  
− уровень исправления (Remediation Level (RL));  
− достоверность отчета (Report Confidence (RC)). 
Environmental Score Metrics (метрики контекстных оценок) – 
характеристики уязвимости, которые актуальны и уникальны для 
среды конкретного пользователя. При помощи этих метрик экспер-
ты по безопасности могут внести в результирующую оценку по-
правки с учетом характеристик информационной среды. Группа 
МГ состоит из показателей общих модификаторов (General 
Modifiers) –  
− возможность косвенного ущерба (Collateral Damage Potential 
(CDP));  
− целераспределение (Target Distribution (TD)); 
а также модификатори влияющих показателей (Impact Subscore 
Modifiers):  
− требование конфиденциальности (Confidentiality Requirement 
(CR));  
− требование целостности (Integrity Requirement (IR)); 
− требование доступности (Availability Requirement (AR)). 
В таблице 1.44. для каждой МГ (метрикам оценок) по каждому 
множеству показателей приведены наборы символьных значений и 
соответствующие им числовые показатели. Здесь, каждому сим-
вольному значению определена соответствующая ему лингвисти-
ческая интерпретация: 
– для AV (Access Vector – вектор доступа):  
− L – «Локальный доступ»,  
− A – «Сопряженная сеть»,  
− N – «Сеть»;  
− для AC (Access Complexity – сложность доступа):  
167 
− H – «Высокая»,  
− M – «Средняя»,  
− L – «Низкая»;  
− для Au (Authentication – аутентификация):  
− M – «Многоразовая»,  
− S – «Одноразовая»,  
− N – «Отсутствует»;  
− для C (Confidentiality Impact – воздействие на 
конфиденциальность), I (Integrity Impact – воздействие на 
целостность) та A (Availability Impact – воздействие на 
доступность):  
− N – «Отсутствует»,  
− P – «Частичное»,  
− C – «Полное»;  
− для E (Exploitability – возможность использования):  
− ND – «Не определенна»,  
− U – «Теоретическая (нет доказательств)»,  
− POC – «Экспериментальная»,  
− F – «Функциональная»,  
− H – «Высокая»;  
− для RL (Remediation Level – уровень исправления):  
− ND – «Не определен»,  
− OF – «Официальный патч»,  
− TF – «Временное решение»,  
− W – «Решение на основе советов и рекомендаций»,  
− U – «Отсутствует»; 
− для RC (Report Confidence – достоверность отчета):  
− ND – «Не определенна»,  
− UC – «Носит предположительный характер»,  
− UR – «Не проработана»,  
− C – «Подтверждена»; 
− для CDP (Collateral Damage Potential – возможность 
косвенного ущерба):  
− ND – «Не определенна»,  
− N – «Отсутствует»,  
− L – «Низкая»,  
− LM – «Низко – средняя»,  
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− MH – «Средне – высокая», 
− H – «Высокая»;  
− для TD (Target Distribution – целераспределение):  
− ND – «Не определено»,  
− N – «Отсутствует»,  
− L – «Низкое»,  
− M – «Среднее»,  
− H – «Высокое»;  
− для CR (Confidentiality Requirement – требование 
конфиденциальности), IR (Integrity Requirement – требование 
целостности) та AR (Availability Requirement – требование 
доступности):  
− ND – «Не определено»,  
− H – «Высокое»,  
− M – «Среднее»,  
− L – «Низкое» (также см. рис. 1.32 и 1.33). 
 
 
Рис. 1.33. CVSS v2.0 – МГ и вектора 
После присвоения символьным значениям конкретных чисел, 
осуществляется вычисление рейтинга (в приделах [0; 10]) и созда-
ние вектора (как показано на рис. 1.31) AV:N/ AC:L/ Au:N/ C:N/ 
I:N/ A:P, который отображает «открытость» структуры. Фактиче-
ски, это текстовая строка, которая содержит значения, присвоенные 
каждой метрике и используется для взаимодействия оценок. Отме-
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тим, что таким образом, вектор должен отображаться с учетом уяз-
вимости [142]. Временные и контекстные МГ опциональны и при-
меняются для более точной оценки опасности, которую представ-
ляет данная уязвимость для конкретной инфраструктуры. Значение 
МГ отображается в виде пары (см. рис. 1.33) из вектора (конкрет-
ные значения отдельных показателей) и числового значения, рас-
считанного на основе всех показателей посредством формул стан-
дарта [142].  
Использование Temporal позволяет объединить временные и ба-
зовые показатели, отображаемые на шкалу с пределами [0; 10]. При 
этом временная оценка будет не выше базовой, но не меньше ее на 
33% [142]. На рис. 1.34 показан встроенный калькулятор показате-







Рис. 1.34. Интерфейс встроенного калькулятора CVSS v2.0 в Веб-
интерфейс NVD МГ: a) Базовая, б) Временная, в) Среды окружения 
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CVSS v3.0. 
Калькулятор CVSS v3.0 является развитием CVSS v2.0. На 
рис. 1.35 в виде примера, схематически показаны изменения, вне-
сенные в третью версию.  
Влияние метрик: 
С, І, А
CVSS параметры = f(Возможность использования (еxploitability), 








метрик: АС, AV, 
PR, UI 





Рис. 1.35. Изменения в CVSS v3.0 
Например, рассмотрим уязвимость в виртуальной машине, под-
вергающую угрозе основную операционную систему (ОС). Здесь 
уязвимым компонентом является виртуальная машина, а влияю-
щим компонентом – ОС хоста. Это связано с тем, что эти два ком-
понента независимо управляют правами на вычислительные ресур-
сы. Виртуальная машина (как показано на рис. 1.35) управляется 
«Администратором А», в то время как ОС хоста управляется «Ад-
министратором В». Когда два администратора одновременно экс-
плуатируют компоненты, то это может инициировать создание 
уязвимости. В этом случае CVSS считает, что изменения уже про-
изошли. Это условие теперь отражается в новых МГ [143]. 
В рамках стандарта вводятся два следующих базовых понятия: 
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− уязвимый компонент (vulnerable component) – компонент ИС, 
содержащий уязвимость и участвующий в процессе эксплуатации; 
− атакуемый компонент (impacted component) – компонент ИС, 
базовые характеристики безопасности которого 
(конфиденциальность, целостность, доступность) могут быть 
нарушены при успешной реализации атаки. 
Как правило, уязвимый и атакуемый компоненты совпадают, но 
существуют классы уязвимостей, для которых это правило не рабо-
тает, например:  
− выход за пределы «песочницы» приложения;  
− получение доступа к пользовательским данным, 
сохраненным в браузере, через уязвимость в Веб-приложении 
(XSS);  
− выход за пределы гостевой виртуальной машины и др. 
В этой версии метрики эксплуатируемости рассчитываются для 
уязвимого компонента, а метрики воздействия для атакуемого. 
Версия CVSS v2 не позволяла отображать ситуацию, при которой 
уязвимый компонент и атакуемый различаются [143, 144]. 
В CVSS v3.0 вектор доступа (Access Vector в v2.0) был переиме-
нован в вектор атаки, но, как и ранее, отражает «удаленность» зло-
умышленника по отношению к уязвимым компонентам. Другими 
словами, чем более отдаленным злоумышленник является относи-
тельно уязвимого компонента (с точки зрения логической и физи-
ческой удаленности сети), тем больше будет базовая оценка. Кроме 
того, этот показатель различает локальные атаки, которые требуют 
локального доступа к системе (например, атака на прикладное при-
ложение) и физические, которые требуют физического доступа к 
платформе для использования уязвимости (например, с FireWire, 
USB или jailbreaking атака) [142].  
Изменения коснулись понятия значения показателя «Local», ко-
торое ранее описывало любые действия, не затрагивающие сеть. В 
новом стандарте вводится следующее деление значений этого по-
казателя:  
− Local (для эксплуатации атакующему требуется локальная 
сессия или определенные действия со стороны легитимного 
пользователя).  
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− Physical (атакующему требуется физический доступ к 
уязвимой подсистеме [142]). 
Также изменения коснулись и показателя АС т.е. сложность 
эксплуатации уязвимости, представляющего собой качественную 
оценку сложности проведения атаки. Чем больше условий должно 
быть соблюдено для эксплуатации уязвимости – тем выше слож-
ность [142]. Здесь были объединены два значения показателя 
«Low» и «Medium». Таким образом, сложность доступа была пред-
ставлена в двух параметрах – сложность атаки и взаимодействие 
пользователя [143]. Понятие «сложность» само по себе субъектив-
ное, поэтому данный параметр, всегда трактовался экспертами по-
разному. Например, для уязвимостей, позволяющих реализовать 
атаку «Человек посередине» (активная атака [142]) в базе NVD 
можно встретить различные варианты оценки АС.  
Теперь, для облегчения толкования данного параметра предла-
гаются только две ступени сложности «High» и «Low», а также 
более четко прописаны критерии отнесения к ним уязвимостей. В 
частности, уязвимость, позволяющую реализовать активную атаку, 
предписано относить к значению показателя «High». Факторы, 
учитываемые в CVSS v2 параметром AС, в новом стандарте рас-
крывается двумя показателями – Attack Complexity и User 
Interaction [144]. 
В CVSS v3.0 появился новый показатель «необходимые приви-
легии» (Privileges Required) заменяющий показатель «аутентифика-
ции» в v2.0 (аутентификация/требуемый уровень привилегий – 
требуется ли аутентификация для проведения атаки, и если требу-
ется, то какая именно [144]). Необходимые привилегии, отражают 
уровень доступа, требуемый для успешной атаки. В частности, 
значения показателей «High», «Low» и «None» отражают привиле-
гии, необходимые злоумышленнику для того, чтобы воспользо-
ваться уязвимостью. Подход к расчету показателя, основан на ко-
личестве независимых процессов аутентификации, которые нужно 
пройти атакующему [144]. Все другие изменения в CVSS v3.0 от-
ражены в таблице 1.45 [143]. Здесь, по аналогии с табл. 1.44, для 
каждой МГ по каждому множеству показателей приведены наборы 
символьных значений и соответствующие им числовые показатели. 
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AV N; A; L; P 0,85; 0,62; 0,55; 0,2 
AC H; L 0,77; 0,44 
PR H; L; N 
0,85; 0,62 (или 0,68*); 0,27 
(или 0,50*) 
UI N; R 0,85; 0,62 
S U; C - 
C; I; A; N; L; H; 0; 0,22; 0,56 
Временная 
E U; P; F; H; X 0,91; 0,94; 0,97; 1; 1 
RL O; T; W; U; X 0,95; 0,96; 0,97; 1; 1 
RC U; R; C; X 0,92; 0,96; 1; 1 
Среды 
окружения 









Имеют те же символьные и числовые зна-
чения показателей, что и соответствующие 
не модифицированные показатели в базо-
вой МГ, а также «Not Defined» (по умолча-
нию) 
*если область действия (S)/модифицированная область действия (MS) изменяется 
Кроме этого каждому символьному значению определена соот-
ветствующая ему лингвистическая интерпретация:  
– для AV (Attack Vector – вектор атаки):  
− N – «Сеть»,  
− A – «Сопряженная сеть»,  
− L – «Локальный доступ»,  
− P – «Физический доступ»;  
− для AC (Attack Complexity – сложность атаки):  
− H – «Высокая»,  
− L – «Средняя»;  
− для PR (Privileges Required – необходимые полномочия):  
− H – «Высокие»,  
− L – «Средние»,  
− N – «Отсутствуют»;  
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− для C (Confidentiality Impact – воздействие на 
конфиденциальность), I (Integrity Impact – воздействие на 
целостность) и A (Availability Impact – воздействие на 
доступность):  
− H – «Высокое»,  
− L – «Среднее»,  
− N – «Отсутствует»;  
− для UI (User Interaction – взаимодействие с пользователем):  
− N – «Отсутствует»,  
− R – «Требуется»;  
− для S (Scope – область действия):  
− U – «Без изменений»,  
− C – «Изменена»;  
− для E (Exploitability – возможность использования):  
− U – «Теоретическая (нет доказательств)»,  
− P – «Экспериментальная»,  
− F – «Функциональная»,  
− H – «Высокая»,  
− X – «Не определена»;  
− для RL (Remediation Level – уровень исправления):  
− O – «Официальный патч»,  
− T – «Временное решение»,  
− W – «Решение на основе советов и рекомендаций»,  
− U – «Отсутствует»,  
− X – «Не определен»;  
− для RC (Report Confidence – достоверность отчета):  
− U – «Отсутствует»,  
− R – «Обоснована»,  
− C – «Подтверждена»,  
− X – «Не определена»;  
− для CR (Confidentiality Requirement – требование 
конфиденциальности), IR (Integrity Requirement – требование 
целостности) та AR (Availability Requirement – требование 
доступности):  
− L – «Низкое»,  
− M – «Среднее»,  
− H – «Высокое»,  
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− X – «Не определено».  
Модифицированная базовая группа метрик описывается показа-
телями:  
MAV (Modified Attack Vector – модифицированный вектор 
атаки),  
MAC (Modified Attack Complexity – модифицированная слож-
ность атаки),  
MPR (Modified Privileges Required – модифицированные необ-
ходимые полномочия),  
MUI (Modified User Interaction – модифицированное взаимодей-
ствие с пользователем),  
MS (Modified Scope – модифицированная область действия),  
MC (Modified Confidentiality – модифицированная конфиденци-
альность),  
MI (Modified Integrity – модифицированная целостность) и  
MA (Modified Availability – модифицированная доступность) 
(также см. рис. 1.35 и 1.36).  
На рис. 1.36 показан встроенный калькулятор показателей CVSS 
v3.0 в Веб-интерфейс. 
Рассмотрим примеры получения значений по уязвимости CVE-
2015-1098 (Apple и Work Denial of Service Vulnerability) с помощью 
CVSS v2.0 и CVSS v3.0 (см. табл. 1.46) [143]. 






v2.0 v3.0 v2.0 v3.0 v2.0 v3.0 
AV N L 1 0,55 
AC M L 0,61 0,44 
Au PR N N 0,704 0,27 
- UI - R - 0,62 
- S - U - - 
C P H 0,275 0,56 
I P H 0,275 0,56 
A P H 0,275 0,56 








Рис. 1.36. Интерфейс встроенного калькулятора CVSS v3.0 
МГ: a) Базовая; б) Временная; в) Среды окружения 
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Согласно установленным правилам каждой уязвимости присва-
ивается CWE категория, в соответствие с которым осуществляется 
группирование их по определенным категориям, отображающим 
так называемые слабые места РИС. Например, как показано на 
рис. 1.31, рассматриваемой уязвимости присвоена категория CWE-
17, а на рис. 1.37 отображено описание этого кода. Согласно пред-
ставленному на сайте CWE™ отчету на 07.12.2015 г. зафиксирова-
но 1004 CWE категорий слабых мест [145]. 
 
Рис. 1.37. Описание категории CWE-17 
Пример описания уязвимостей доступных для скачивания в БД 
NVD показан в таблице 1.47. Здесь отображены уязвимости с иден-
тификаторами CVE-2015-0001 – «Windows Error Reporting Security 
Feature Bypass Vulnerability» и CVE-2015-0032 – «VBScript Memory 
Corruption Vulnerability».  
В представленной таблице каждому столбцу присвоен номер, 
который отражает, например, следующую информацию об уязви-
мостях в БД:  
1 – версия базы данных;  
2 – дата публикации;  
3, 4 – идентификатор угрозы; 
11 – название продукта;  
12 – CVE-идентификатор угрозы; 
14 – дата последнего изменения;  
15 – оценка CVSS (см. рис. 1.38);  
16 – вектор доступа;  
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*1) Компонент отчета об ошибках Windows (WER) в Microsoft Windows 8, Windows 8.1, Windows Server 2012 Gold, R2 и 
Windows RT Gold позволяет локальным пользователям обойти механизм защиты и прочитать содержимое в произвольных 
местах процесса-памяти за счет использования административных привилегий. 
*2) vbscript.dll в Microsoft VBScript 5.6 ÷ 5.8, используемый с Internet Explorer 8 ÷ 11 и других продуктов, позволяет удален-
ному злоумышленнику выполнить произвольный код или вызвать отказ в обслуживании (повреждение памяти) посред-
ством созданного Веб-сайта. 
17 – сложность доступа;  
18 – аутентификация;  
 
Рис. 1.38. Оценка CVSS для CVE-2015-0032 
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19, 20, 21 – соответственно воздействие на конфиденциальность, 
целостность и доступность;  
22 – источник;  
23 – время появления;  
24 – CWE категория;  
25 – язык;  
26 – тип ссылки;  
30 – язык (описание по заданному адресу);  
31 – резюме и др. (см. табл. 1.47). 
В ходе исследования базы NVD было установлено, что 82,77% 
уязвимостей принадлежат приложениям, 12,28% – ОС, а 3,59% – 
аппаратному обеспечению [132]. 
Банк данных угроз безопасности информации 
Банк данных угроз безопасности информации (БДУБИ) разрабо-
тан Федеральной службой по техническому и экспортному контро-
лю России и Государственным научно-исследовательским испыта-
тельным институтом проблем технической ЗИ России.  
Банк содержит сведения об основных угрозах ИБ и уязвимостях, 
в первую очередь, характерных для государственных ИС и автома-
тизированных систем управления производственными и техноло-
гическими процессами объектов критических инфраструктур.  
Сведения об угрозах ИБ и уязвимостях ПО, содержащихся в 
БДУБИ, не являются исчерпывающими и могут быть дополнены по 
результатам анализа соответствующих угроз и уязвимостей в кон-
кретной ИС с учетом особенностей ее эксплуатации. Данные, со-
держащиеся в БДУБИ не являются элементами иерархической 
классификационной системы и представляют собой обобщенный 
перечень основных угроз и уязвимостей ИБ (см. рис. 1.39) потен-
циально опасных для ИС. Последнее обновление БДУБИ от 
11.07.16 г. содержало 186 угроз и 14395 уязвимостей [137]. 
Каждая угроза, вносимая в БДУБИ, описывается следующим 
набором параметров (рис. 1.39):  
− уникальный идентификатор УБИ (угроза безопасности 
информации);  
− наименование угрозы;  
− описание угрозы;  
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− источник угрозы (тип нарушителя и его минимально 
необходимый функционал (потенциал)) (см. рис. 1.40);  
− объект воздействия; последствия реализации угрозы [137]. 
 
Рис. 1.39. Окно страницы описания угроз в БДУБИ 
 
Рис. 1.40. Пример описания УБИ: 001 
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В процессе внесения в БДУБИ информации об уязвимостях ис-




Рис. 1.41. Фрагмент примера описания уязвимости 2016-00227 в БДУБИ 
− идентификатор (состоит из года и номера по порядку);  
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− наименование уязвимости;  
− описание уязвимости;  
− вендор (компания – производитель ПО в котором 
обнаружена уязвимость);  
− название ПО;  
− версия ПО;  
− тип ПО;  
− ОС и аппаратные платформы;  
− тип ошибки;  
− идентификатор типа ошибки (идентификатор, установленный 
в соответствии с общим перечнем ошибок CWE);  
− класс уязвимости;  
− дата выявления;  
− вектор уязвимости базовой МГ (по CVSS v2.0);  
− уровень опасности уязвимости (по CVSS v2.0);  
− возможные меры по устранению уязвимости;  
− статус уязвимости;  
− наличие эксплойта;  
− информация об устранении;  
− ссылки на источники;  
− идентификаторы других систем описаний уязвимостей 
(например, CVE);  
− прочая информация [137] (см. таблицу 1.48). 
Также на сайте БДУБИ содержится калькулятор CVSS v2.0 
(см. рис. 1.42), являющийся русскоязычной версией аналогичного 
калькулятора NVD. Здесь представлена и инфографика, на которой 
отображены сводные данные по разным параметрам (рис. 1.43). 
Open Sourced Vulnerability Database 
Open Sourced Vulnerability Database (OSVDB). База создана 
OSVDB в 2002 году, как независимая и открытая БД уязвимостей 
для специалистов в области ИБ. Цель проекта состояла в том, что-
бы обеспечить точную, детализированную и актуальную информа-
цию об уязвимостях для систем обеспечения ИБ [133]. На 5 мая 
2014 года данная база содержала 105413 уязвимостей. Веб-
интерфейс OSVDB (см. рис. 1.44) не сильно отличается от базы 
NVD. 
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Каждая уязвимость, заносимая в OSVDB, описывается следую-
щими записями:  
− идентификатор OSVDB;  
− дата обнаружения;  
− имя производителя;  
− имя продукта;  
− версия продукта (символьное значение), имеющего данную 
уязвимость;  
− ссылка, указывающая на прямой адрес Интернет-ресурса 
другой базы или базы производителя, в которой описывается 
данная уязвимость;  





Рис. 1.42. Интерфейс калькулятора CVSS v2.0 на сайте БДУБИ 
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Рис. 1.43. Инфографика БДУБИ 
− метрики уязвимости, содержащие критерии оценки 
уязвимостей в формате CVSS v2.0 (не являются обязательными 
ввиду того, что поле присутствует при наличии ссылки на базу 
NVD) [133, 138].  
 
Рис. 1.44. Интерфейс OSVDB 
Стоит отметить, что OSVDB с 2016 года стала условно откры-
той БД и теперь предоставляются платные услуги по информации 
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об уязвимостях. При этом, ее разработчики заключили сотрудниче-
ство с компанией Risk Based Security, которая продает клиентам 
лицензии на получение доступа к данным. 
База данных уязвимостей IBM X-Force 
База данных уязвимостей IBM ISS (Internet Security Services) X-
Force, созданная специалистами подразделения IBM Internet 
Security Systems X-Force, является одной из самых больших и авто-
ритетных БД в отрасли. Она содержит свыше 30000 записей и по-
дробный анализ каждой известной уязвимости, обнаруженной с 
1994 года.  
Более того, специалисты подразделения X-Force сотрудничают с 
тысячами крупнейших в мире компаний и государственных учре-
ждений, центрами анализа и вертикального обмена информацией 
(ISAC), глобальными координационными центрами и другими по-
ставщиками решений [146].  
Для доступа к БД уязвимостей необходимо пройти регистрацию 
на сайте IBM X-Force Exchange. После регистрации в строке поиска 
необходимо задать нужную информацию об уязвимости 
(см. рис. 1.45). 
Как видно с описания уязвимости на рис. 1.45 используются, по 
аналогии с предыдущими базами, оценки CVSS (до 2016 года ис-
пользовалась v2.0, после – v3.0), идентификатор CVE, краткое опи-
сание, дата создания отчета об уязвимости, затронутые продукты в 
которых есть эта уязвимость и внешние ссылки.  
Но в отличие от других БД здесь присутствует поле «Послед-
ствия», выражающее в формализованном виде возможный резуль-
тат эксплуатации уязвимости, например, «Gain Access» (получение 
доступа) и «Исправление», где приведены варианты контрмер 
[132, 139]. 
База данных записей уязвимостей US-CERT 
База данных VND (см. рис. 1.46) записей уязвимостей US-CERT 
принадлежит United States Computer Emergency Readiness Team 
(US-CERT). Она разработана совместно с Office of Cybersecurity 
and Communications (Управление кибербезопасности и коммуника-
ций), Department of Homeland Security (Департамент внутренней 
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безопасности), Software Engineering Institute (Инженерный инсти-
тут ПО) и Carnegie Mellon University (Институт Карнеги-Мелоуна). 
 
 
Рис. 1.45. Пример описания уязвимости  
Microsoft Excel Remote Code Execution 
Каждой уязвимости в БД присваивается свой идентификатор 
«VU#», как показано на рис. 1.47 (VU#485744).  
По аналогии с рассмотренными выше БД в VND присутствуют 
следующие основные пункты описания уязвимости:  
− обзор;  
− краткое описание;  
− влияние;  
− рекомендации об устранении; 
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Рис. 1.47. Пример описания уязвимости 
− оценки CVSS;  
− также в дополнительной информации указывается (если есть) 
идентификатор CVE;  
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− дата первой публикации и обновления (см. рис. 1.48). 
В отличие от остальных БД здесь уязвимости фиксируются с 
указанием пострадавшей стороны и информации о продавце. Так 
же на сайте БД VND присутствует возможность получения свод-
ных данных оценок CVSS уязвимостей (см. рис. 1.48) [140]. 
 
Рис. 1.48. Сводные данные оценок CVSS 
База данных уязвимостей SecurityFocus 
База данных уязвимостей SecurityFocus разработана в 1999 и 
принадлежит компании Symantec (рис. 1.49) [141]. В SecurityFocus 
при добавлении уязвимости последней присваивается Bugtraq ID и 
определяется класс (рис. 1.50).  
По аналогии с другими открытыми БД уязвимость также имеет:  
− свой идентификатор CVE;  
− дату опубликования и обновления;  
− информацию об удаленности или локальности;  
− уязвимых продуктах.  
На сайте для каждой уязвимости дополнительно размещена ин-
формация, в виде отдельных вкладок, обсуждение (описание), ин-
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формация об использовании, решение о контрмерах и рекоменда-
ции (см. рис. 1.50). 
 
Рис. 1.49. Основная страница БД SecurityFocus 
В результате проведенного исследования БД можно сделать вы-
воды, что практически каждой уязвимости, вносимой в ту или 
иную базу, присваивается идентификатор CVE и определяется 
оценка CVSS.  
Также во время исследования были определены критерии (см. 
таблицу 1.49), по которым можно реализовывать сравнение подоб-
ных БД. 
К таким критериям относятся наличие: 
− оценки CVSS по v2.0 и/или v3.0;  
− калькулятора CVSS;  
− идентификатора CVE;  
− CWE категории;  
− возможности расширения;  
− вывода критических угроз/уязвимостей;  
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− возможности интеграции;  
− оценки риска/риск-калькулятора.  
 
Рис. 1.50. Фрагмент окна с примером описания уязвимости Bugtraq 77270 






























интеграции v2.0 v3.0 v2.0 v3.0 
NVD - + + + + + + + - + 
БДУБИ - + - + - + + + - - 
OSVDB - + - - - + - - - + 
IBM 
X-Force 
- + + - - + + + - + 
VND - + + - - + + + + + 
Security 
Focus 
- - - - - + - + - + 
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Приведенные критерии могут быть полезны разработчикам си-
стем оценивания ИБ. Так же стоит отметить, что процедура оцени-
вания риска не предусмотрена ни в одной из представленных БД. 
Таким образом, определен набор критериев для БД уязвимостей 
РИС по которым можно осуществить сравнительный анализ таких 
баз и выбрать наиболее подходящие для построения различных 
средств оценивания состояния ИБ, например, систем оценивания 
рисков или риск-калькуляторов. 
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Глава 2. УПРАВЛЕНИЕ РИСКАМИ  
ИНФОРМАЦИОННОЙ БЕЗОПАСНОСТИ 
2.1. Анализ рисков информационной безопасности 
Системные аспекты защиты информации  
Современная информационная отрасль – один из ведущих сек-
торов мировой экономики, который поражает своими темпами раз-
вития. Интеграция телекоммуникационных технологий с техноло-
гиями компьютерной обработки данных стимулировала создание 
мирового информационного пространства и появление цивилиза-
ционной общности нового вида – информационного общества. 
Очевидно, что кроме традиционных природных ресурсов, неотъем-
лемым условием успешного существования и развития этого обще-
ства является наличие значительных и к тому же постоянно расту-
щих информационных ресурсов, что в свою очередь обусловливает 
необходимость защиты этих ресурсов. Комплексным решением 
возникшей проблемы является построение систем защиты инфор-
мации. 
Следует отметить, что впервые приведенная выше проблема 
обозначились в конце 60-х – в начале 70-х годов двадцатого века, а 
особую актуальность приобрела с начала 90-х годов из-за массово-
го внедрения в различных сферах деятельности современных ин-
формационных технологий. 
С тех пор техника и методология защиты информации прошли 
долгий путь развития от отдельных разрозненных несложных ме-
ханизмов защиты к системной концепции защиты, воплощением 
которой является целенаправленное использование комплекса ор-
ганизационно-правовых, инженерно-технических, криптографиче-
ских и оперативно-розыскных мероприятий защиты информации 
[1, 2]. Суть системной концепции – сочетание в наиболее рацио-
нальной форме всех приведенных выше мероприятий в специаль-
ной организационно-управленческой структуре – СЗИ. Очевидно, 
что реализация системной концепции опирается на возможность 
контроля того, насколько удачным будет это сочетание, и какой 
уровень успешности функционирования СЗИ им будет обеспечи-
ваться. Ответ на поставленные вопросы становится возможным 
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после введения системы определенных формальных критериев 
качества (уровня) защиты, который реализует СЗИ, причем наибо-
лее приемлемой, универсальной и удобной формой этого критерия 
является количественная, так как она очень упрощает анализ и 
сравнение различных вариантов защиты, а в определенной ситуа-
ции позволяет оптимизировать выбор наилучшего варианта. 
Построение СЗИ в общем случае представляет последователь-
ное решение трех задач: анализа, синтеза и управления. 
Содержание задачи анализа – объективная оценка угроз инфор-
мации и возможного ущерба от их реализации, задачи синтеза – 
определение и использование наиболее эффективных механизмов 
защиты от угроз, которые признаны значимыми. Задача управления 
– обеспечение эффективной защиты информации во времени и 
пространстве на всех этапах ее обработки и существования в усло-
виях изменений, происходящих в окружающей информационной, 
технической, технологической и социальной среде. 
Воплощение системной концепции защиты информации на 
практике сталкивается с рядом трудностей, главными из которых 
являются потребность общепризнанной единой базовой методоло-
гии согласованного решении задач анализа, синтеза и управления, 
которая бы обеспечила применение для всех этих задач единой 
системы критериев (показателей), подчиненных общей цели – до-
стижению нужного уровня защиты информации. Здесь опять воз-
никает проблема введения уже указанных выше формализованных 
критериев качества СЗИ, универсальный характер которых должен 
обеспечить проработку, сопоставление, анализ различных вариан-
тов СЗИ и оптимизацию выбора лучшего в условиях требуемого 
(заданного) уровня защиты. 
Анализ публикаций по вопросам защиты информации, материа-
лов научно-исследовательских работ и практических разработок 
СЗИ, изучение содержания международных, региональных, нацио-
нальных, отраслевых нормативных документов и стандартов [3-9] 
позволяет утверждать, что в качестве подобной системной методо-
логии может быть использован подход, известный как оценивание 
и управления информационными рисками (менеджмент информа-
ционных рисков) [7-14]. Опираясь на данный подход, следует 
определить, что входит в состав информации, требующей защиты, 
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оценить необходимую степень ее защиты, выбрать стратегию бу-
дущего развития информационной структуры организации-
владельца информации и поддерживать на должном уровне без-
опасность этой информации. 
Суть применения методологии оценивания рисков для построе-
ния СЗИ заключается в сопоставлении исходного и остаточного 
информационных рисков (рисков до и после построения СЗИ), ко-
торые рассчитываются из оценки возможных убытков, возникаю-
щих вследствие возможной реализации информационных угроз до 
или после внедрение СЗИ. По результатам сопоставления делается 
вывод о целесообразности использования тех или иных механиз-
мов защиты информации, их эффективности и эффективности 
функционирования СЗИ в целом. 
В формальном представлении имеем: 
i i iR PQ , 
i i i ir p PQ , 
где 
iP  – вероятность реализации і-ого информационного риска, iQ  
– потери (в денежных единицах или баллах), обусловленные реали-
зацией і-той угрозы, 
ip  – вероятность реализации і-той угрозы 
после внедрения СЗИ из-за наличия уязвимости в системе защиты 
по этой угрозе. 
Имея риски , ,i iR r  можно оценить эффективность защиты от і-
той угрозы: 
( ) / 1 ,i i i i iE R r R p     
где показатель 
iE  может изменяться от 1 (случай «абсолютной 
защищенности» от і-той угрозы, 
ir  = 0) до 0 (нулевую эффектив-
ность защиты имеем в случае ,i iR r  то есть при абсолютной, сто-
процентной уязвимости СЗИ по і-той угрозе). Другая форма функ-
ционала эффективности защиты задается выражением: 
/ 1/ .i i i ie R r p     (2.1) 
Диапазон изменений 
ie  – от 1 (абсолютная неэффективность) до 
бесконечности ∞ (абсолютно эффективная защита). 
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Еще один показатель эффективности защиты, учитывающий за-
траты на реализацию собственно механизма защиты, может зада-
ваться соотношением [2]: 
( ) / (1 ) / ,i i i i i i i iW R r q p PQ q       (2.2) 
где 
iq  – оценка стоимости затрат на создание и внедрение меха-
низма (механизмов) защиты против і-той угрозы. 
Приведенные выше выражения позволяют оценить эффектив-
ность фрагментарной защиты от отдельной частной угрозы. Однако 
защищаемая информация может подвергаться воздействию ряда 
потенциальных угроз, поэтому кроме анализа частных рисков 
iR , 
принципиальным является определение совокупной вероятности Р 
реализации существующей для информации опасности (в любой 
форме представления) и совокупного (интегрального) риска R . 
Если информация, подлежащая защите, состоит из нескольких от-
дельных информационных ресурсов ІР1,..., ІРm, то объединение 
рисков по всем m составляющими и расчет соответствующего объ-
единенного остаточного риска позволяет оценить эффективность 
СЗИ по всей совокупности информационных ресурсов. Определив 
общесистемный риск идентификаторами ,R r   можно рассчи-
тать по уже применяемыми ранее формулам (2.1), (2.2) показатели 
1 2, ,E E   непосредственно характеризующих эффективность СЗИ. 
В практике защиты популярны системные показатели эффек-
тивности СЗИ типа [15] 
( ) /RIO R r q q       
– показатель возврата инвестиций (ROI – return on investment), q  – 
общие затраты на создание и обслуживание СЗИ, так называемая 
совокупная стоимость владения (TCO – total cost of ownership), или 
( ) / ,W R r Q     
где знаменатель Q  может быть разным по содержанию. Это, в 
частности, общая стоимость определенного ОИД, где циркулирует 
ИсОД, стоимость ИсОД и информационных услуг по ее обработке, 
общая стоимость информационных ресурсов, которые задейство-
ваны в информационно-аналитической системе, которую защищает 
СЗИ и тому подобное. 
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Системные показатели такие, как ,W  позволяют сопоставить 
затраты на создание СЗИ на объекте информационной деятельно-
сти (ОИД), которая обеспечивает определенные требования к 
уровню защиты информации с ограниченным доступом (ИсОД), с 
общеэкономическими характеристиками ОИД или показателям 
информационной деятельности, например, со скоростью передачи 
информации в защищенной системе связи (в защищенной системе 
связи скорость передачи информации существенно зависит от 
сложности алгоритма криптозащиты, которая в свою очередь 
напрямую связана с требованиями к необходимому уровню защиты 
информации в канале связи). 
Угрозы информации. Классификация угроз информации в ИТС 
Действия, которые приводят к реализации потенциальных опас-
ностей, ведущих к снижению ценности информационных ресурсов, 
называются неблагоприятными. Потенциально возможное небла-
гоприятное влияние называется угрозой. 
Угроза информации (информационная угроза) – любые об-
стоятельства или события, которые могут быть причиной наруше-
ния политики безопасности информации и / или нанесения ущерба 
ИТС. 
Поскольку, с точки зрения защищенности информации принято 
выделять три ее критических свойства: конфиденциальность, 
целостность и доступность, то угрозы, реализация которых при-
водит к потере информации любого из названных свойств, соответ-
ственно называются угрозами конфиденциальности, целостно-
сти или доступности информации, а риски, возникающие в ре-
зультате реализации этих угроз – информационными рисками. 
Результаты реализации угрозы могут влиять на информацию как 
непосредственно, так и косвенно. Например, потеря управляемости 
ИТС в результате реализации каких-либо деструктивных действий 
может привести к неспособности СЗИ ИТС обеспечивать защиту 
информации и, как результат, к потере определенных свойств пе-
редаваемой/обрабатываемой информации. Попытка реализации 
информационной угрозы называется атакой. 
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Этап анализа возможных угроз информации в ИТС необходим 
для фиксации на определенный момент времени состояния ИТС 
(конфигурации аппаратных и программных средств, реализованной 
технологии обработки информации), в частности, определения 
возможных неблагоприятных воздействий на каждый компонент 
системы и обрабатываемую с его помощью информацию. Обеспе-
чить защиту информации от всех возможных неблагоприятных 
воздействий на нее невозможно, хотя бы потому, что невозможно 
полностью установить перечень угроз и способов их реализации, 
поэтому нужно выбрать из всех возможных неблагоприятных воз-
действий только те, которые могут реально произойти и нанести 
вред информационным активам. 
Угрозы обрабатываемой в ИТС информации зависят от харак-
теристик внутренней системы, физической среды, персонала и 
обрабатываемой информации. Угрозы могут иметь или объектив-
ную природу, например: изменение условий физической среды 
(пожары, наводнения и т.п.), отказ элементов системы, или субъ-
ективную, в частности, ошибки персонала или действия зло-
умышленника. 
Угрозы, имеющие субъективную природу, могут быть случай-
ными или преднамеренными. 
Идентификация угроз (определение множества угроз, реализа-
ция которых возможна в конкретной ИТС) предусматривает рас-
смотрение источников угроз и последствий, обусловленных реали-
зацией угроз, а также их классификацию. 
Все источники угроз информации, обрабатываемой в конкрет-
ной ИТС, можно разделить на три основные группы: 
− антропогенные угрозы, обусловленные действиями субъекта 
(злоумышленника); 
− техногенные угрозы, обусловленные особенностями и усло-
виями функционирования технических средств в ИТС; 
− угрозы, обусловленные стихийными (природными) источни-
ками опасности. 
Первая группа широка и составляет очевидный интерес с точки 
зрения организации защиты от угроз данного типа, так как дей-
ствия субъекта можно попытаться предсказать, оценить и принять 
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адекватные меры. Методы и меры противодействия этим угрозам 
(контрмеры) непосредственно зависят от разработчиков СЗИ. 
Субъекты, действия которых направлены на нарушение защи-
щенности информации, могут быть как внешние: криминальные 
структуры, недобропорядочные партнеры, конкуренты, политиче-
ские противники, так и внутренние – персонал ИС, работники ор-
ганизации. 
По данным международного и отечественного опыта, действия 
злоумышленника способны привести к ряду нежелательных по-
следствий, среди которых можно выделить следующие: 
− кража технических средств ИТС, носителей информации, 
информации, средств доступа к информации; 
− подмена (модификация) операционных систем, систем 
управления базами данных, прикладных программ, информации 
(данных), отрицание фактов отправки сообщений, паролей и атри-
бутов доступа 
− уничтожение (разрушение) технических средств ИТС, носи-
телей информации, программного обеспечения, информации, паро-
лей и ключевой информации; 
− нарушение нормальной работы ИТС: снижение скорости об-
работки информации, снижения пропускной способности каналов 
связи, уменьшение объемов свободной оперативной памяти, 
уменьшение объемов свободного дискового пространства, наруше-
ния электропитания технических средств; 
− ошибки при инсталляции ПО, ОС, СУБД, при написании 
прикладного ПО, при эксплуатации ПО, при эксплуатации техни-
ческих средств; 
− перехват информации через побочное электромагнитное из-
лучение технических средств ИТС, за счет наводок по линиям 
электропитания и наводок по посторонним проводникам, по аку-
стическому каналу, от средств связи при подключении к каналам 
передачи информации, за счет нарушения установленных правил 
доступа (взлом). 
Вторая группа содержит угрозы, которые непосредственно зави-
сят от свойств техники и поэтому требуют постоянного внимания. 
Технические средства, содержащие каналы реализации потенци-
альных угроз защищенности информации, могут быть как внутрен-
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ними (некачественные технические средства обработки информа-
ции, некачественные программные средства обработки информа-
ции, вспомогательные средства (охрана, сигнализация, телефония), 
другие технические средства, применяемые в организации), так и 
внешними: средства связи, близко расположенные опасные произ-
водства, сети инженерных коммуникаций (энерго-, водоснабжения, 
канализации), транспорт. 
Последствиями применения таких технических средств, кото-
рые непосредственно влияют на защищенность информации, могут 
быть: 
1. Нарушение нормальной работы технических средств ИТС: 
− нарушение работоспособности средств обработки информа-
ции; 
− нарушение работоспособности каналов передачи данных; 
− старение носителей информации и средств ее обработки; 
− нарушение установленных правил доступа; 
− электромагнитное воздействие на технические средства. 
2. Уничтожение (разрушение) информационных активов ИТС: 
− программного обеспечения, ОС, СУБД; 




3. Модификация (изменение) информационных активов ИТС: 
− программного обеспечения, ОС, СУБД; 
− информации при передаче по каналам передачи данных. 
Третью группу составляют угрозы, которые плохо поддаются 
прогнозированию и поэтому меры для их предотвращения должны 
применяться, по возможности, всегда, но не обязательно к ИТС как 
к объекту защиты, а шире, ко всем элементам технической инфра-
структуры предприятия или организации. Стихийные источники 
опасностей содержат потенциальные угрозы защищенности ин-
формации, которые, как правило, являются внешними по отноше-
нию к данному объекту, под ними понимаются, прежде всего, при-
родные катаклизмы: пожары, землетрясения, наводнения, ураганы, 
различные необъяснимые явления, другие форс-мажорные и 
непредвиденные обстоятельства. 
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Эти природные и необъяснимые явления опасны для всех эле-
ментов ИТС и могут привести к таким последствиям, как уничто-
жение (разрушение) технических средств обработки информации, 
носителей информации, программного обеспечения, информаци-
онных ресурсов (файлов данных), информации в средствах обра-
ботки и при ее передаче по телекоммуникационным каналам, раз-
рушению помещений и сооружений, где располагаются объекты 
ИТС, созданию угроз здоровью и жизни персонала. 
С учетом указанных источников воздействий, последствий и це-
лей реализации угроз можно выделить следующие основные клас-
сификационные признаки угроз информации, обрабатываемой в 
ИТС: 
− свойства информации, к нарушению которых может приве-
сти угроза (нарушение конфиденциальности, целостности или до-
ступности информации); 
− область поражения и последствия реализации угроз для ИТС, 
ее подсистем и элементов, различных форм и видов информацион-
ного обеспечения, субъектов и объектов ИТС, пользователей, акти-
вов, зависящих от качества функционирования ИТС; 
− интенсивность (силу) факторов поражения (разрушительные, 
дестабилизирующие, катастрофические и т.п.); 
− принадлежность угрозы к внешнему окружению ИТС или к 
ее внутрисистемной среды; 
− форму и степень социальной опасности (коллизия, конфликт, 
проступок, преступление, авария, катастрофа). 
Результат проведения анализа рисков формирует основы для 
определения необходимых мер защиты. Сам процесс анализа 
включает в себя нахождение ответа на ряд главных вопросов: какие 
именно информационные активы нуждаются в защите, какие угро-
зы могут возникнуть в системе, вероятность реализации этих угроз 
и какой ущерб они могут нанести. Оценивание риска состоит в 
последовательном прохождении следующих этапов: определения 
степени детализации и методологии анализа и оценивания риска, 
оценивания ценности активов, идентификации и определения веро-
ятности угроз, измерения уровня риска.  
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Международные стандарты управления и безопасности ин-
формационных технологий 
Проблема оценивания и исследования информационных рисков 
обычно ассоциируется с британским стандартом BS 7799, в первую 
очередь с его двумя частями: первой – BS 7799-1 «Правила ме-
неджмента безопасности информации» и второй – BS 7799-2 «Си-
стемы менеджмента безопасности информации», в которых впер-
вые вопросы анализа состояния безопасности информации и фор-
мирования ее защиты были непосредственно связаны с информа-
ционными рисками [7, 11]. Собственно, аспекты оценки и управле-
ния рисками, гармонизированные с содержанием двух первых ча-
стей, были детально рассмотрены в третьей части стандарта BS 
7799-3 «Руководство по менеджменту рисками безопасности ин-
формации» [5]. Однако первым международным стандартом ме-
неджмента рисками стал стандарт ISO / IEC TR 13335-3 «Руковод-
ство по менеджменту безопасности информационных технологий» 
(1998 г.), который, как и другие стандарты серии ISO / IEC 13335, 
является национальным стандартом Украины. Через десять лет, в 
2008 г. был издан стандарт ISO / IEC 27005: 2008 – Information 
technology – Security techniques – Information security risk manage-
ment (Информационные технологии – Технологии безопасности – 
Менеджмент рисками безопасности информации) [9], который сей-
час является одним из ведущих нормативных документов в сфере 
управления информационными рисками. 
Практически все современные стандарты в области безопасно-
сти отражают общий подход к организации управления рисками, 
сложившийся в международной практике. При этом управление 
рисками представляется как базовая часть системы менеджмента 
качества организации. Стандарты носят откровенно концептуаль-
ный характер, что позволяет экспертам по информационной без-
опасности реализовывать любые методы, средства и технологии 
оценивания, обработки и управления рисками. 
Считается, что международные стандарты, учитывая, что они 
созданы на основе анализа и обобщения лучших методов, апроби-
рованных, как большими группами профессионалов, так и ведущи-
ми организациями на практике, в большинстве случаев определяют 
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лучшие варианты действий при возникновении инцидентов в ин-
формационной безопасности. Использование стандартов увеличи-
вает ценность создаваемой информационной системы или техноло-
гии, но, к сожалению, нет таких стандартов, которые бы охватили 
все аспекты управления, безопасности и качества. 
Эволюцию развития стандартов в области менеджмента риска-
ми безопасности информации можно представить схемой, изобра-
женной на рис. 2.1 [16]. 
 
Рис. 2.1. Эволюция стандартов менеджмента рисками безопасности  
информации 
Очевидно, что смысл эволюции – выход нового стандарта на 
более высокий качественный уровень через «восприятие опыта» от 
стандартов – предшественников и обобщения опыта и результатов 
применения стандартов из смежных отраслей. На сегодняшний 
день можно констатироваться, что состоялся позитивный процесс 
замещения старой серии стандартов информационной безопасно-
сти ISO / IEC TR 13335, новой серией стандартов в области управ-
ления информационной безопасностью – ISO / IEC 27000. Новый 
стандарт ISO / IEC 27005 заменил сразу два морально устаревших 
стандартов ISO / IEC TR 13335-3 [17] и ISO / IEC TR 13335-4 [18], 
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которые, однако, остались в числе базовых документов нового 
стандарта. Кроме того, стандарт ISO / IEC 27005 также опирается 
на нормативно – методические документы, приведенные в его биб-
лиографическом перечне: ISO / IEC 16085 [6], BS 31100 [19], AS / 
NZS 4360 [3] и NIST SP 800-30 [10]. Существенное влияние на со-
держание нового стандарта имела разработка стандарта ISO 31000: 
2009 – Risk management – Principles and guidelines (Управление 
рисками. Принципы и рекомендации), которая длилась практиче-
ски одновременно с разработкой ISO / IEC 27005. 
Стандарт ISO / IEC 31000 обобщил в себе лучшие тенденции 
мировой практики по управлении рисками. В библиографическом 
списке этого стандарта такие стандарты, как: ISO / IEC 9001 – об-
щие требования к системам менеджмента качества, ISO / IEC 9004 
– рекомендации для устойчивого достижения целей в системах 
управления качеством, BS31100 – набор практических и конкрет-
ных рекомендаций для менеджера информационной безопасности, 
ISO / IEC Guide 73 – набор терминов для управления рисками, уже 
упомянутый выше AS / NZS 4360 – общие требования к условиям 
управления рисками. Вся нормативная документация, на которой 
базируется стандарт ISO / IEC 31000, относится к области управле-
ния и контроля качеством и применима к различным сферам дея-
тельности, включая и сферу информационной безопасности. 
Обобщение лучшего межотраслевого опыта является одним из 
преимуществ стандарта ISO / IEC 27005, в этом смысле сложилась 
такая ситуация: с одной стороны – сильная теоретическая база с 
практикой управления безопасностью информации, а с другой – 
лучшее из опыта управления и контроля качества систем менедж-
мента, проверенное во многих сферах применения. 
Следует отметить, что вопреки распространенным ожиданиям, 
новый стандарт ISO / IEC 27005 вовсе не является международной 
версией стандарта BS 7799-3 [5]. Более того, в нем даже не встре-
чается упоминания о последнем стандарте. Структура и содержа-
ние этих стандартов существенно различаются, существенно раз-
ные и источники разработки. Неизменным остается лишь общий 
понятийный аппарат, общий подход к процессу управления рис-
ками. 
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В общем можно сделать вывод о том, что в разработке стандарта 
ISO / IEC 27005, в отличие от предыдущих стандартов серии ISO / 
IEC 27000, в которых использовались исключительно наработки 
BSI и других британских организаций, в полной мере учтен суще-
ствующий международный опыт. 
Методики и рекомендации приведенных выше стандартов бази-
руются на двух основных подходах к представлению оценок ин-
формационных рисков: качественном и количественном. 
Задачей качественной оценки является определение возможных 
видов рисков, оценка принципиального уровня серьезности угроз, а 
также выделение факторов, влияющих на уровень обоснования 
различных возможных контрмер. Эти методики не дают количе-
ственные или денежные значения рискам или их компонентам. Они 
довольно популярны, относительно простые и разработаны, как 
правило, на основе требований международного стандарта ISO / 
IEC 17799: 2005 [7]. 
Количественные методики на выходе предоставляют реальные и 
осмысленные количественные значения всех показателей и элемен-
тов процесса анализа рисков. Этими элементами могут быть стои-
мость защитных мероприятий, ценность актива, ущерб для бизнеса, 
частота возникновения угрозы, эффективность защитных меропри-
ятий, вероятность использования уязвимости и так далее. Количе-
ственный анализ позволяет получить конкретное значение вероят-
ности реализации угрозы. Каждый элемент в процессе анализа вво-
дится в количественном виде в выражения для определения общего 
и остаточного риска. 
Также довольно часто используется комбинация этих двух под-
ходов: как правило, на начальных этапах анализа информационных 
рисков используется качественный подход, а на заключительном, 
то есть именно при получении оценки – количественный. 
Учитывая, что оценивание рисков на качественном уровне не 
позволяет однозначно сравнить затраты на мероприятия по обеспе-
чению защиты информации и полученную от них отдачу (в виде 
снижения интегрального риска), сосредоточимся на более точном 
количественном подходе. Отметим, что в этом случае процедура 
построения СЗИ на базе методологии информационных рисков при 
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применении положений основных стандартов характеризуется ря-
дом «узких» мест.  
Во-первых, это необходимость параметризации рисков. Распро-
страненное математическое выражение, на основе которого вычис-
ляют риск, обусловленный возможной реализацией угрозы Т, имеет 
вид:  
T T t Vr P q PP q  , 
где 
TP  – вероятность реализации угрозы Т, q – убытки, которые 
возникают в условиях реализации угрозы Т, 
tP  – вероятность воз-
никновения (активации) угрозы Т, 
VP  – вероятность удачного ис-
пользования злоумышленником уязвимостей информационной 
системы, что приводит к реализации угрозы Т. То есть расчет риска 
требует знания двух ( ,TP q  ) или трех ( , ,t VP P q ) параметров риска, 
которые обычно определяются экспертным путем [13, 14], что мо-
жет существенно ухудшить качество оценок рисков, а в худшем 
случае – абсолютно непредсказуемо повлиять на конечные резуль-
таты менеджмента рисков. 
Во-вторых, наличие нескольких угроз (уязвимостей) характери-
зуется соответствующими частными рисками, совокупное влияние 
которых описывается интегральным риском, определение которого 
в общем случае может быть достаточно сложным [20]. 
В-третьих, методики управления рисками, разработанные в со-
ответствии с положениями стандартов, чаще всего опираются на 
переборный подход: рассматривается несколько возможных вари-
антов построения СЗИ, в которых уровни рисков (интегрального 
риска) уменьшаются до приемлемых значений, и дальше по реше-
нию эксперта определяется рабочий вариант (возможно, он выби-
рается как наименее дорогой).  
При этом вопрос качества рабочего варианта СЗИ (оптимально-
сти принятого решения о выборе этого варианта СЗИ), эффектив-
ности инноваций в построение СЗИ организации практически не 
исследуются.  
Замена эксперта любым инструментально – программным сред-
ством (ИПС) принципиально ситуации не меняет, потому что про-
тотипом при разработке этих ИПС выступает именно эксперт, в 
связи с чем практически все наиболее распространенные ИПС – это 
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интеллектуализированные информационные системы (системы 
поддержки принятия решений, экспертные системы и т.д.), в кото-
рых реализованы те или другие методы отображения и обработки 
знаний. 
Определенной альтернативой управлению рисками на базе 
представленных в стандартах методик является применение в ме-
неджменте рисков математических моделей, связывающих уровень 
рисков (убытков), обусловленных реализацией информационных 
угроз, с объемом вложений в СЗИ [21, 22].  
Применение этих моделей для анализа и исследования рисков 
имеет целью среди прочего обеспечить возможность оценки эф-
фективности вложений в СЗИ и прогнозирования характеристик 
рисков в зависимости от уровня инвестиций в систему защиты. 
Общее описание процесса менеджмента рисков информацион-
ной безопасности 
Рассмотрим подробнее актуальный на сегодняшний день меж-
дународный стандарт ISO / IEC 27005: 2008 – Information 
technology – Security techniques – Information security risk 
management (Информационные технологии – Технологии безопас-
ности – Менеджмент рисков безопасности информации). Данный 
стандарт предоставляет руководство по менеджменту рисками без-
опасности информации в организации, в частности систематизиру-
ет требования к системе менеджмента защиты информации 
(СМЗИ), и предназначен для руководителей и персонала, занима-
ющихся в организации вопросами менеджмента риска безопасно-
сти информации, и, при необходимости, для других подразделений, 
сторон, лиц, имеющих отношение к этому виду деятельности. 
Систематизированный подход к менеджменту рисков информа-
ционной безопасности необходим для того, чтобы идентифициро-
вать потребности организации, касающиеся требований информа-
ционной безопасности и создать эффективную СМЗИ. Этот подход 
должен быть применим к среде организации и, в частности, должен 
поддерживать менеджмент рисков для всей организации, обеспе-
чивая эффективное и своевременное рассмотрение рисков там и 
тогда, где и когда это необходимо. Менеджмент рисков информа-
ционной безопасности должен быть неотъемлемой частью всех 
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видов деятельности, связанных с менеджментом информационной 
безопасности, а также должен применяться для реализации и под-
держки функционирования всей системы менеджмента рисков ор-
ганизации. 
Менеджмент рисков безопасности информации должно быть 
непрерывным процессом. Данный процесс должен устанавливать 
контекст, поддерживать оценку и обработку рисков, обеспечивать 
использование плана обработки риска для реализации, способство-
вать выработке рекомендаций и решений. Менеджмент риска свя-
зан с анализом того, что может произойти и какими могут быть 
возможные последствия, прежде чем выработать решение о том, 
что и когда должно быть сделано для снижения риска до приемле-
мого уровня.  
Менеджмент рисков безопасности информации должен способ-
ствовать следующему: 
− идентификации рисков; 
− оценке рисков, исходя из последствий их реализации для 
бизнеса и вероятности их возникновения; 
− изучение вероятности и потенциальных последствий этих 
рисков; 
− установление порядка приоритетов в рамках обработки рис-
ков; 
− установление приоритетов мероприятий по снижению име-
ющих место рисков; 
− привлечению заинтересованных сторон к принятию решений 
о менеджменте рисков и поддержание их осведомленности о состо-
янии менеджмента риска; 
− эффективности мониторинга обработки рисков; 
− проведению регулярного мониторинга и просмотра процесса 
менеджмента рисков; 
− сбору информации для совершенствования подхода к ме-
неджменту рисков; 
− подготовке менеджеров и персонала в сфере управления рис-
ками.  
Процесс менеджмента рисков информационной безопасности 
может быть применен ко всей организации, к ее любой отдельной 
части (например, подразделению, месту физического пребывания, 
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сервису), к любой информационной системе, существующим, пла-
нируемым или имеющимся аспектам управления (например, к пла-
нированию непрерывности бизнеса). 
Процесс менеджмента рисков безопасности информации состо-
ит из установления контекста, оценки риска, обработки риска, при-
нятие риска, обмена информацией относительно риска, а также 
мониторинга и пересмотра риска. Как показано на рис. 2.2, процесс 
менеджмента риска безопасности информации может быть итера-
тивным для таких видов деятельности, как оценивание риска и / 
или обработка риска. Итеративный подход к проведению оценива-
ния риска может увеличить глубину и детализацию оценивания 
при каждой итерации. Итеративный подход дает хороший баланс 
между уменьшением времени и усилий, которые затрачиваются на 
проведение контроля рисков, в то же время обеспечивая уверен-
ность в том, что высокоуровневые риски рассматриваются соответ-
ствующим образом. 
Контекст впервые устанавливается тогда, когда проводится оце-
нивание высокоуровневого риска. Если оно обеспечивает доста-
точную информацию для эффективного определения действий, 
необходимых для снижения риска до приемлемого уровня, задание 
является исполненным и далее следует обработка риска. Если ин-
формация недостаточна, то проводится другая итерация оценки 
риска с помощью пересмотренного контекста (например, критери-
ев оценки рисков, критериев принятия рисков или критериев воз-
действия), возможно на ограниченных частях полной области про-
ведения анализа рисков (см. рис. 2.2, точка принятия решений о 
риске № 1). 
Эффективность обработки риска зависит от результатов оцени-
вания риска. Возможно, что обработка риска не будет сразу же 
приводить к приемлемому уровню остаточного риска. В этой ситу-
ации может потребоваться, если необходимо, другая итерация оце-
нивания риска с измененными параметрами контекста (например, 
критериев оценивания риска, принятие риска или воздействия), за 
которой последует дополнительная обработка риска (см. рис. 2.2, 
точка принятия решений о риске № 2). 
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Рис. 2.2. Процесс менеджмента рисков информационной безопасности по 
стандарту ISO/IEC 27005 
227 
Деятельность по принятию риска должна обеспечивать уверен-
ность в том, что остаточные риски однозначно принимаются руко-
водством организации. Это особенно важно в ситуации, когда 
внедрение средств контроля рисков не осуществляется или откла-
дывается (например, из-за стоимости). 
Важно, чтобы во время всего процесса менеджмента рисков 
безопасности информации и обработке рисков осуществлялся об-
мен информацией о рисках между соответствующим руководством 
и операционным персоналом. Даже до обработки рисков информа-
ция об идентифицированных рисках может быть очень ценной для 
осуществления менеджмента инцидентов и может способствовать 
снижению потенциального ущерба. Осведомленность руководства 
и персонала о рисках, природе средств контроля, применяемых для 
снижения рисков, и проблемных областях организации помогает 
им в рассмотрении инцидентов и неожиданных событий. Детали-
зированные результаты каждой деятельности, входящей в процесс 
менеджмента рисков безопасности информации, и результаты, по-
лученные от двух точек принятия решений о рисках, должны быть 
задокументированы. 
Следует отметить, что понимание положений стандарта ISO / 
IEC 27005 и эффективное применение его в практической деятель-
ности в значительной степени базируется на основных принципах и 
базовых требованиях к построению и функционированию системы 
менеджмента безопасности информации, приведенных в стандарте 
ISO / IEC 27001: 2005 – Information technology – Security techniques 
– Information security management systems – Requirements (Инфор-
мационные технологии – Технологии безопасности – Системы ме-
неджмента безопасности информации – Требования). 
Требования данного документа в определенной степени аб-
страктны и не привязаны к специфике любой области деятельно-
сти, они могут применяться какой-либо организацией независимо 
от ее типа, размеров и характера бизнеса. Системы СМЗИ базиру-
ются на процедуре оценивания и анализа рисков, направленной на 
расчет интегральных показателей защищенности ключевых ин-
формационных активов, и выборе мер по минимизации рисков до 
приемлемого остаточного уровня. В соответствии с ISO / IEC 
27001, СМЗИ должна проектироваться таким образом, чтобы обес-
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печить выбор адекватных и соответственных мер по обеспечению 
безопасности. 
В основу модели организации процессов СМЗИ данного стан-
дарта заложен классический замкнутый цикл менеджмента Plan-
Do-Check-Act (PDCA, «планирование – осуществление – проверка 
– действие»), который известен как «цикл Деминга» (см. рис. 2.3). 
 
Рис. 2.3. Применение модели PDCA в процессах СМЗИ 
Стандарт ISO/IEC 27001:2005 описывает: 
− требования для разработки, реализации, эксплуатации, мони-
торинга, ревизии, поддержания и совершенствования СМЗИ; 
− требования к документации и управление ею; 
− обязанности руководства; 
− менеджмент ресурсов, то есть обеспечение и работу с ними; 
− требования к анализу СМЗИ со стороны руководства, в част-
ности входящие / исходящие данные для анализа; 
− цели управления и средства управления. 
В стандарте ISO / IEC 27001 определяется, какие средства кон-
троля, реализуемые в рамках сферы применения, границ и контек-
ста СМЗИ, должны основываться на риске. Применение процесса 
менеджмента рисков безопасности информации должно удовле-
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творять этому требованию. Существует много подходов, с помо-
щью которых процесс может быть успешно внедрен в организации. 
В любом случае организация должна использовать подход, кото-
рый наилучшим образом соответствует обстоятельствам каждого 
конкретного применения процесса менеджмента. 
Для СМЗИ установления контекста, оценивание риска, разра-
ботка плана обработки риска и принятия риска является частью 
фазы «планирование». В фазе «осуществление» СМЗИ действия и 
средства контроля, необходимые для снижения риска до приемле-
мого уровня, реализуются в соответствии с планом обработки рис-
ка. В фазе «проверка» СМЗИ менеджеры определяют потребность 
в пересмотре обработки риска с учетом последних инцидентов и 
изменений контекста. В фазе «действие» осуществляются любые 
необходимые работы, включая повторное инициирование процесса 
менеджмента рисков безопасности информации. 
Рассмотрим таблицу, которая содержит описания действий ме-
неджмента рисками информационной безопасности, касающихся 
четырех фаз процесса СМЗИ (табл. 2.1). В таблице суммируются 
виды деятельности, связанной с менеджментом риска, значимые 
для четырех фаз процесса СМЗИ. 
Таблица 2.1. Регулирование СМЗИ и процесс менеджмента рисков 
безопасности информации 
Процесс СМЗИ Процесс менеджмента риска информационной 
безопасности 
Планирование (Plan) Установление контекста. 
Оценивание риска. 
Разработка плана обработки риска. 
Принятие риска. 
Осуществление (Do) Реализация плана обработки риска 
Проверка (Check) Непрерывный мониторинг и рассмотрение рисков 
Действие (Act) Поддержка и улучшение рисков информационной 
безопасности. 
Процесс менеджмента 
Первым и поэтому определяющим для последующих этапов ме-
неджмента рисков безопасности информации является этап уста-
новки области применения и границ процесса менеджмента рисков 
безопасности информации. В рамках этого этапа реализуется де-
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тальное изучение организации, что дает возможность воссоздать 
характерные элементы, которые определяют особенности органи-
зации. Это касается цели, бизнеса, назначения, ценностей и страте-
гий организации. Особенности организации должны быть опреде-
лены рядом с элементами, которые способствуют их развитию 
(например, заключение контрагентных договоров).  
Трудности такой деятельности заключаются в точном понима-
нии структуры организации. Определение реальной структуры дает 
понимание роли и важности каждого подразделения в достижении 
целей организации. Ниже приведены основные содержательные 
разделы, последовательное выяснение сущности которых форми-
рует процедуру изучения организации. 
Основная цель организации. Основная цель организации может 
определяться как причина того, почему она существует (ее сфера 
деятельности, сегмент рынка и т.д.). 
Ее бизнес. Бизнес организации, определяемый методами и 
накопленным опытом (ноу-хау) ее сотрудников, дает ей возмож-
ность реализовывать свое предназначение. Он является специфиче-
ским полем деятельности организации и часто определяет ее куль-
туру труда. 
Ее назначение. Организация достигает своей цели посредством 
реализации своего предназначения. Для определения ее назначения 
обеспечиваемые сервисы и изготавливаемые продукты должны 
быть определены в отношении конечного пользователя. 
Ее ценности. Ценностями являются основные принципы или 
хорошо определенный кодекс поведения, применяемые для осу-
ществления бизнеса. Это может касаться персонала, отношений с 
внешними агентами (клиентами, например), качества поставляе-
мых продуктов или обеспечиваемых сервисов.  
Структура организации.Существуют различные типы структуры: 
− филиальная структура: каждое подразделение работает под 
руководством менеджера подразделения, ответственного за приня-
тие стратегических, административных и операционных решений, 
касающихся его подразделения; 
− функциональная структура: функциональное руководство 
осуществляется по процедурам, сущности работы и, иногда, по 
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функциям принятия решений или планирования (например, произ-
водство, ИТ, кадры, маркетинг и т.д.). 
Замечание: 
− подразделение, которое существует в пределах организации с 
филиальной структурой, может быть организовано как функцио-
нальная структура и наоборот; 
− структура организации, имеющей элементы обоих типов 
структуры, называется матричной.  
При любой организационной структуре могут различаться сле-
дующие уровни: 
а) уровень принятия решений (определение стратегической ори-
ентации); 
б) уровень руководства (координация и менеджмент); 
в) операционный уровень (виды деятельности, связанные с про-
изводством и поддержкой). 
Диаграмма организации.  
Структура организации представляется схематически на диа-
грамме организации. При таком представлении главное место 
должно отводиться линиям отчетности и делегирования полномо-
чий, кроме того, также должны включаться и другие отношения, 
которые, даже если они не основываются на каких-либо формаль-
ных полномочиях, являются, тем не менее, линиями информацион-
ного потока. 
Стратегия организации.  
Содержит концептуальное изложение руководящих принципов 
организации. Стратегия организации определяет направление и 
развитие, организации, обеспечивающее устойчивость бизнеса в 
условиях возможных изменений внешнего и внутреннего контекста 
ее функционирования. 
2.2. Практические аспекты оценивания рисков реализации 
угроз в информационных системах 
Вычисление обобщенных рисков на базе сведений об атаках и 
угрозах 
Одним из важных показателей уровня безопасности информа-
ции в ИС организации, который позволяет в совокупности учесть 
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влияние всего множества актуальных для данной ИС угроз, являет-
ся обобщенный риск R , называемый также интегральным риском. 
Нахождение обобщенного риска – завершающий этап процесса 
АОР, в ходе которого результаты АОР, представленные профилем 
рисков, отражаются в скалярный показатель. Очевидно, что как 
структура обобщенного риска, так и процедура его вычисления 
должны обеспечивать объективность и корректность производимо-
го отображения. Однако корректность именно этих аспектов оце-
нивания рисков часто оказывается сомнительной. Рассмотрим про-
блемы, возникающие при применении одной из наиболее распро-
страненных форм показателя обобщенного риска, называемой 






R r p q
 
      (2.3) 
где 
ir  – значение риска, обусловленное возможным влиянием не-
которого опасного фактора 
iv , вероятность реализации которого –
ip , а iq – потери организации, которые возникают в случае реали-
зации влияния этого фактора на объект риска, в данном случае – на 
ИС организации. Логику возникновения и развития негативных 
влияний на ИС в общем случае можно описать следующей схемой: 
Опасности среды функционирования ИС   влияние опасных 
явлений и процессов на элементы ИС   угрозы информационным 
активам ИС   атаки уязвимостей ИС   потери организации, 
обусловленные реализацией угроз. 
При этом в ходе АОР рассчитывается три вида рисков: риски 
атак, реализующих ту или иную угрозу, риски отдельных угроз и 
обобщенный риск R , обусловленный опасностями среды функци-
онирования ИС (т.е. совместными действиями всей совокупности 
угроз, генерируемых средой функционирования ИС). 
Если воспользоваться формулой (2.3) для расчета риска, связан-
ного с воздействием определенной угрозы, которая может быть 
реализована любой успешной атакой j из множества А={ j }, 
1, ij k , получим такое выражение: 
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где j = aj ip q  – частный риск, обусловленный успехом атаки j , 
позволяющей реализовать угрозу 
it , используя уязвимость jv , ajp  
– вероятность успешного завершения атаки j . Соотношение (2.4) 
выведено в предположении, что реализация угрозы с помощью 
любой из атак { j }, 1, ij k , ведет к одной и той же величине по-
терь 
iq . При этом, учитывая, что для произвольной вероятности ajp  








  .    (2.5) 
С другой стороны, т.к. риск, обусловленный возможной реали-
зацией угрозы 
it , определяется формулой  
i i tir q p ,    (2.6) 







 ,    (2.7) 
из которого, принимая во внимание, что значение вероятностного 
параметра 
tip  не может превышать 1, вытекает ошибочность право-
го неравенства в утверждении (2.5). 
Причину возникновения этого противоречия можно выяснить, 
описав ситуацию <угроза 
it / атаки> с позиции теории вероятности. 
Пусть <
0 1, ,..., kiv v v > – множество элементарных событий, свя-
занных с возможностью наступления события 
it  (реализацией 
угрозы 
it ), причем 0v  – элементарное событие, заключающееся в 
невозможности реализации угрозы 
it , а события 1,..., kiv v – успеш-
ные реализации атак 
1,..., ki  , вектор 0 1 ki[ , ,..., ]a aP p p p  состав-
лен из вероятностей соответствующих элементарных событий, а 
условные вероятности наступления события 
it  определены форму-
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лами: 
0( / ) 0ip t v  , ( / ) 1i jp t v  , 1, ij k . Если множество <
0 1, ,..., kiv v v > представляет полную группу событий (то есть вероят-
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 
    
и, следовательно, в этом случае выражение (2.4) верное: риск, воз-
никающий в результате возможности реализации угрозы 
it , явля-
ется суммарным риском атак, а для определяемой по формуле (2.7) 
вероятности реализации угрозы справедливо неравенство: 
tip 
01 1ap  .  
Однако в общем случае две или более атак могут осуществлять-
ся совместно (комплексно). Это объясняется тем, что вероятность 
успешной реализации угрозы 
it  путем проведения комплексной 
атаки выше, чем путем отдельной реализации любой из атак, вхо-
дящей в состав комплексной атаки. Множество < 0 1, ,..., kjv v v >, вви-
ду возможности совместных атак, уже не является полной группой 
и для расчета рисков в этой ситуации в [20, 23] рекомендуется 
трансформировать исходное множество элементарных событий 
0 1, ,..., kjv v v  в множество комплексных событий, составляющих 
полную группу, рассчитать вероятности полученных комплексных 
событий (атак), соответствующие им потери, частные риски потерь 
вследствие реализации комплексных атак и, наконец, риск, связан-
ный с реализацией угрозы 
it , который обобщает частные риски 
атак. 
Например, из исходного множества атак <
1 2,  >, допускающих 
свое совмещение, формируем полную группу из четырех ком-
плексных событий < 1 2 1 2 1 2 1 2, , ,v v v v v v v v >, где jv  и jv составляют 
пару противоположных событий, рассчитываем вероятности этих 
комплексных событий: 
12 1 2a ap p p , 10 1 2(1 )a ap p p  , 
02 1 2(1 )a ap p p  , 00 1 2(1 )(1 )a ap p p   , оцениваем соответствую-
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щие значения потерь, считая, что 
12q = 10q = 02q = iq , 00 0q  . В итоге 
для угрозы 
it  получаем абсолютно корректные соотношения: веро-
ятность реализации угрозы 
it , представленная через вероятности 
атак, составляет: 
tip = 12 10 20 00 1 2 1 21 a a a ap p p p p p p p       , 
соответственно риск угрозы 
it :  
ir = 12 12 10 10 20 20p q p q p q  12 10 20( )p p p   iq i tiq p . 
В общем случае реальные потери, возникающие при реализации 
каждой из комплексных атак, могут не совпадать друг с другом: 
12q

10q  02q  iq , 00 0q  . Тогда для угрозы it  получаем риск ir =
12 12 10 10 20 20p q p q p q  , и далее из равенства (2.6) находим величину 
совокупных потерь, обусловленных реализацией угрозы 
it :  
iq = ir / tip . 
При существовании в ИС группы угроз T ={
it }, 1,i n , для ко-
торых условие несовместности обычно не выполняется, методика 
расчета обобщенного риска R  (риска, обусловленного существо-
ванием различных опасностей, генерирующих все угрозы, которые 
действуют в среде функционирования ИС) практически ничем не 
отличается от уже рассмотренной методики обобщения рисков 
атак. В частности, из исходного множества угроз T  формируется 
множество комплексных угроз, составляющих полную группу со-
бытий [20], объем N  которой в общем случае определяется по 
формуле: N = 2n . Исходя из заданного набора априорных вероят-
ностей { },tip  1, ,i n  реализации каждой из множества исходных 
угроз T ={
it } рассчитываются вероятности реализации комплекс-
ных угроз 
tlP , 1,l N ; из множества исходных потерь { iq }, 1,i n , 
обусловленных реализациями соответствующих угроз 
it , формиру-
ется множество совокупных потерь Q ={
tlQ }, 1,l N , возникаю-
щих в результате реализации комплексных угроз. По полученным 
данным рассчитываются риски 
tlR , 1,l N  комплексных угроз, а 







R PQ R R P Q 
 
     , 
который является характеристикой, обобщающей частные риски 
отдельных угроз, то есть интегральным риском группы угроз T ={
it }, 1,i n . Полученное количественное значение интегрального 
риска позволяет оценить совокупные потери Q , обусловленные 
существованием в среде функционирования ИС различных опасно-
стей, генерирующих множество угроз T ={
it }: 










   – вероятность того, что ИС не подвергается 
влиянию каких-либо опасностей.  
Приведенные выше материалы содержат рекомендации обще 
методического характера, суть которых сводится к формулировке 
требований, в рамках которых применение формулы суммарного 
риска (2.3) приводит к получению корректного результата. Как 
правило, на практике реализация этих требований сводится к необ-
ходимости трансформации исходной рисковой ситуации, возник-
шей в результате действий совокупности реальных деструктивных 
случайных совместных событий, в рисковую ситуацию, которая 
описывается полной группой комплексных событий, сформирован-
ных из исходного множества деструктивных событий. К сожале-
нию, практическое использование этого подхода сталкивается с 
определенными трудностями. Чаще всего это связано с неопреде-
ленностью, появляющейся при оценивании величины потерь, обу-
словленных последствиями реализации множества деструктивных 
угроз. Описание, детализация и анализ некоторых из возникающих 
при этом ситуаций рассмотрен ниже. 
Особенности описания и анализа рисковых ситуаций 
В обобщенном виде рекомендации по процедуре оценки инфор-
мационных рисков, актуальных для деятельности определенной 
организации, приводятся в соответствующих стандартах [8, 9] и 
подробно проанализированы в [24, 25]. Отмечается, что величина 
риска определяется уменьшением стоимости (ценности) активов 
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организации, обусловленным реализацией информационной угрозы 
t или совокупности угроз T = { it }. При этом в общей массе акти-
вов организации выделяются две группы: информационные активы 
IA и активы АS, причем ко второй группе относят все активы орга-
низации (кроме активов IA), ценность которых зависит от состоя-
ния активов первой группы.  
К информационным активам IA (активы ИС) обычно относят 
элементы ИС, которые непосредственно используются для реали-
зации тех или иных информационных технологий: 
− информационные ресурсы IR организации – базы данных, 
файлы данных, системную документацию, руководства пользова-
теля, архивированную информацию и т.д.;  
− ПО: системное ПО, прикладное ПО, инструментальные сред-
ства, утилиты;  
− физические активы ИС: компьютерное оборудование (про-
цессоры, мониторы, периферийные устройства и т.п.), аппаратуру 
связи (телефонные станции, маршрутизаторы, модемы и др.), дру-
гое техническое оборудование, сооружения и помещения ИС;  
− персонал и сотрудников ИС. 
Состав активов АS (другие активы организации) существенно 
зависит от сферы, в которой работает организация, ее финансового 
состояния, подчиненности и т.д.  
В частности, это нематериальные активы: репутация, имидж ор-
ганизации, уровень ее деловой активности. Сюда же следует отне-
сти коммунальные активы: освещение, кондиционирование, обо-
грев, электропитания. Наконец, это могут быть продукция и услу-
ги, производимые организацией, условия, определяющие выполне-
ние работ организациями-смежниками, поставщиками и многое 
другое. Перечень активов второй группы может быть достаточно 
объемным, их отличие – зависимость стоимости этих активов от 
последствий реализации угрозы 
it , что выражается в:  
− уменьшении уровня деловой активности организации; 
− потерях / ухудшении репутации организации; 
− финансовых потерях; 
− приостановлении выполнения деловых операций; 
− ухудшении инвестиционного климата; 
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− возникновении угроз личной безопасности персонала и т.д.  
Рассмотрим оценивание риска реализации определенной угрозы 
t , ориентированной на поражение конкретного информационного 
ресурса 
mir . Механизм возникновения риска представлен на 
рис.2.4.  
 
Рис. 2.4. Механизм формирования рисков, обусловленных реализацией 
угрозы 
it  относительно информационного актива mir  
Получить доступ к ресурсу 
mir  можно только через те элементы 
ИС, которые непосредственно используются для транспортировки 
(передачи), хранения и обработки информации, представленной 
этим ресурсом, то есть через информационные активы 
1ia , 2ia , ... ,
Kia . Очевидно, что реализация угрозы t возможна только при нали-
чии уязвимостей в этих активах, то есть путем проведения успеш-
ных атак, эксплуатирующих имеющиеся уязвимости, причем в об-
щем случае у актива может быть несколько уязвимостей. Сначала 
оценим вероятность ( / )t m kp ir ia  успешной атаки ресурса mir  через 
актив 
kia  предполагая, что для актива характерны уязвимости, до-
пускающие организацию атак 0 1, ,..., sl   , вероятности успешных 
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реализаций которых представлены вектором 
s0 1 l
[ , ,..., ]a aP p p p . В 
этой ситуации оцениваемая вероятность определяется формулой:  
1
( / ) 1 (1 )
sl
t m k aj
j
p ir ia p

   .   (2.8) 
В общем случае, принимая во внимание, что угроза может одно-
временно реализовываться через существующие уязвимости ин-
формационных активов 
1ia  , 2ia  , ... , Kia , причем у каждого актива 
может быть несколько уязвимостей (т.е. атаки, направленные про-
тив этих активов, могут быть совместными событиями), вероят-
ность 
tp  реализации угрозы  t  определяется формулой: 
1
( ) 1 (1 ( / ))
K
t m t m k
k
p ir p ir ia

   ,   (2.9) 
где каждая из условных вероятностей ( / )t m kp ir ia , 1,k K  рассчи-
тывается по формуле (2.8).  
Потери организации, обусловленные действием угрозы t , опре-
деляются степенью чувствительности отдельных активов органи-
зации к изменению состояния информационного ресурса 
mir  в ре-
зультате реализации угрозы t , точнее, степенью и характером воз-
никающих при этом искажений информации или компрометации 
информации, представленной данным ресурсом. Уровень потерь 
соответствует уменьшению общей стоимости этих активов (эконо-
мических, финансовых, имиджевых и т.п.), зависит от свойств и 
особенностей информационных технологий, принимающих уча-
стие в создании этих активов или в обслуживании их функциони-
рования. Чем выше уровень информатизации организации, тем в 
большей степени ее активы зависимы от деструктивных воздей-
ствий на информационные ресурсы организации. 
Введем обозначения:  
− ( )nQ as  – стоимость актива nas , 1,n N ,  
− ( )nw t  – степень его чувствительности к воздействию (пора-
жению действием) информационной угрозы t ,  
− ( / ) ( ) ( )n n nq as t w t Q as  – величина потерь организации в ре-
зультате реализации угрозы t  относительно актива 
nas .  
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В этом случае общие потери, понесенные организацией в ре-
зультате реализации угрозы t  относительно информационного 
ресурса 
mir , определяются формулой:  
1




Q ir t w t Q as

 .  (2.10) 
Значения ( )nw t , 1,n N  задаются расчетным, часто эксперт-
ным путем и обычно имеют вероятностный характер [26], пред-
ставляя вероятность полной потери стоимости ( )nQ as  актива nas  в 
случае успешной реализации угрозы t  относительно ресурса 
mir .  
Зная значения потерь (2.10) и их вероятностную характеристику 
(2.9), находим величину риска организации для случая реализации 
угрозы, ориентированной на поражение информационного ресурса 
mir : 
( ) ( ) ( / )t m t m mR ir p ir Q ir t . 
Принимая во внимание практические особенности рисковых си-
туаций в реальных организациях, полученное частное решение 
следовало бы адаптировать к более общей постановке задачи.  
Во-первых, следует учитывать, что рисковые ситуации зачастую 
создаются совместным действием ряда угроз T={
it }, 1,i n , каждая 
из которых может осуществляться через некоторое множество ин-
формационных активов IA, поражая ряд информационных ресурсов 
IR. Это в свою очередь приводит к изменению состояния активов 
AS и в конечном итоге определяет уровень обобщенных потерь 
(рис. 2.5). 
Во-вторых, кроме собственно трудоемкости и громоздкости 
анализа «траекторий» воздействия множественных угроз на активы 
организации, возникает проблема учета их взаимовлияния, точнее, 
учета последствий совместных деструктивных воздействий раз-
личных угроз на одни и те же активы AS организации. Обычно 
принимаемая в этом случае гипотеза аддитивности последствий 
может привести к неоправданному завышению объема интеграль-




Рис. 2.5. Формирование потерь организации в условиях воздействия мно-
жества входных информационных угроз 
К сожалению, для множества угроз при больших объемах акти-
вов достаточно сложно получить объективный вывод об уровне 
потерь путем поштучного рассмотрения влияния каждой из угроз 
на активы организации [27]. Приемлемый результат в этой ситуа-
ции может быть получен путем сведения последствий реализации 
любой из угроз к анализу трех характеристик (состояний) инфор-
мационных потоков, циркулирующих в организации: доступности, 
целостности и конфиденциальности информации, из которой фор-
мируются данные потоки. Для этого составляется схема информа-
ционных потоков организации. В точках «введения» угроз (т.е. в 
уязвимых элементах информационных активов) определяется ха-
рактер воздействия соответствующих угроз на состояние информа-
ции в той части потоков, которая проходит через точку «ввода». 
Затем оцениваются результирующие характеристики потоков и их 
влияние на состояние активов организации, которые «подпитыва-
ются» соответствующими потоками.  
Эффективным приемом является также декомпозиция (фрагмен-
тирование) исходного множества активов IR на относительно неза-
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висимые (функционально, организационно) подмножества [28], в 
пределах которых возможно практически автономное проведения 
АОР. В самом простом случае фрагментирование ресурсов IR вле-
чет разделение исходной совокупности активов AS на отдельные 
подмножества, которые не имеют общих элементов и принадлежат 
к различным функциональным сферам: производственной, админи-
стративной, управленческой и т.п., что существенно упрощает 
АОР. 
Приоритизация информационных активов по степени их уяз-
вимости 
При проектировании и разработке систем защиты информации 
обычно оцениваются уровни деструктивного воздействия актуаль-
ных информационных угроз на объект риска ОР с последующей их 
классификацией по интенсивности своего влияния, что позволяет 
сконцентрировать усилия защиты на наиболее разрушительных 
угрозах. Однако, учитывая, что реализация любых информацион-
ных угроз осуществляется через уязвимости элементов информа-
ционных активов IA (рабочие станции, программное обеспечение, 
персонал ИС, технические средства и устройства связи и т.д.), при 
построении системы защиты ОР крайне полезны и необходимы 
сведения об интегральном уровне уязвимости отдельных элементов 
IA, входящих в состав ИС объекта риска. В частности, было бы 
желательно, чтобы этот интегральный показатель уязвимости 
обобщал значения группы рисков, происхождение которых связано 
с восприимчивостью определенного отдельного элемента IA к воз-
действию характерных угроз. 
На рис. 2.6 приведена схема, иллюстрирующая процедуру оце-
нивания интегрального уровня уязвимости информационного акти-
ва 
kia  (сервера, маршрутизатора, прикладного программного обес-
печения, администратора системы, авторизованные пользователя и 
т.п.) при его функционировании в составе ИС конкретной органи-
зации.  
Согласно этой схеме, сначала путем предварительного анализа 
условий функционирования ИС объекта риска определяется сово-
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купность угроз 
1t , 2t , it , nt , представляющих опасность для актива 
kia .  
Далее по схеме информационных потоков организации опреде-
ляется набор информационных ресурсов 
1ir , 2 ,ir  mir , Mir , на кото-
рые через актив 
kia  распространяется деструктивное влияние четы-
рех вышеперечисленных угроз, и затем определяются элементы 
активов AS , критичные к воздействию искажений, уничтожению 
или компрометации информационных ресурсов 
1ir , 2ir , mir , Mir .  
 
Рис. 2.6. Схема оценивания степени уязвимости информационного актива 
kia  (в общем случае – это любой элемент IA: сервер, рабочая станция, 
прикладная программа, маршрутизатор, администратор системы, автори-
зованный пользователь и т.д.), который  входит в состав ИС организации 
Пусть ( / )ti m kp ir ia  – вероятность реализации одиночной угрозы 
it , использующей уязвимость информационного актива kia  с по-
следующим поражением информационного ресурса 
mir .  
Степень чувствительности актива 
nas  к последствиям реализа-
ции угрозы 
it  относительно информационного ресурса mir  опреде-
лим как ( , )n i mw t ir . Тогда значение риска потерь стоимости активов 
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организации, которые зависят от состояние ресурса 
mir , обуслов-
ленного уязвимостью информационного актива 
kia , будет состав-
лять:  
1
( / , ) ( / ) ( , ) .
N
m i k ti m k n i m n
n
R ir t ia p ir ia w t ir Q

   
Обобщение рисков ( / , )m i kR ir t ia  по всем информационным ре-
сурсам, подверженных воздействию угрозы 
it , приводит к выраже-
нию: 
1,2, , 1
( / ) ( / ) ( , ) .
N
k i ti m k n i m n
k m M n
R ia t p ir ia w t ir Q
 
    
Степень чувствительности актива 
nas  к деструктивным послед-
ствиям реализации угрозы 
it  определяется путем анализа схемы 
информационных потоков, поддерживающих те или иные инфор-
мационные технологии, качество исполнения которых в свою оче-
редь влияет на стоимость активов AS организации, и оценивается 
изменением (уменьшением) стоимости активов, вызванным иска-
жениями или компрометацией информационных ресурсов вслед-
ствие реализации угрозы 
it . 
Если предположить возможность выполнения раздельного ана-
лиза рисков реализацией каждой из угроз 
1t , 2t , it , nt , и считать 
справедливой гипотезу аддитивности последствий этих реализа-
ций, то обобщенный риск организации, обусловленный уязвимо-
стью информационного актива kia  со стороны угроз 1t , 2t , it , nt  
составит: 
1 2
1,2, , 1,2, , 1
( / , , , ) [ ( / ) ( , ) ]
N
k i n ti m k n i m n
l i n k m M n
R ia t t t t p ir ia w t ir Q
  
    . (2.11) 
Подобным образом можно оценить риски, обусловленные уяз-
вимостями других информационных активов множества IA , и, про 
ранжировав эти риски, получить объективные сведения о степени 
приоритетности защиты тех или иных активов ИС.  
 Очевидно, что в первую очередь защите подлежат информаци-
онные активы IA , имеющие высокие уровни обобщенного риска 
(2.11) и, следовательно, наименее устойчивые к воздействию угроз 
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(или имеющие наибольшее деструктивное влияния на зависимые 
от их состояния активы AS  и ресурсы организации). 
2.3. Особенности анализа рисков в информационно-
коммуникационных системах 
Терминальные вероятности и динамические риски в ИКС 
Если для традиционных автоматизированных систем управле-
ния (АСУ), в том числе АСУ ТП, стабильность состава производ-
ственных операций, неизменность требований к характеристикам 
выпускаемой продукции и относительная стабильность условий 
среды функционирования системы обусловливают устойчивость 
модели угроз и, как следствие, создание достаточно консерватив-
ной по своим параметрам системы защиты информации, то ситуа-
ция с защитой информационных ресурсов бизнес-процессов в ин-
формационно – коммуникационных системах (ИКС) диаметрально 
противоположна [29]. 
Особенностью бизнес-процесса является конечный цикл реали-
зации отдельных бизнес-процедур, в ходе выполнения, которых 
применяются различные системы информационных технологий с 
присущими им индивидуальными особенностями, в том числе и 
уязвимостями в отношении угроз информации. Поэтому структура 
модели угроз бизнес-процесса является динамичной, ей присущи 
определенные особенности: 
− непостоянство состава модели угроз для бизнес-процесса, его 
зависимость от конкретики поставленной задачи (задачи, которая 
решается, услуги, которая должна быть предоставлена); 
− конечное время   существования угроз, включенных в со-
став модели (как правило, связано с развитием бизнес-процесса, 
портфелем заказов, их продолжительности); 
− распределение вероятности реализации каждой из угроз в 
пределах промежутка времени  , соответствующего времени су-
ществования угрозы. 
Последняя особенность обусловила введение в рассмотрение так 
называемой терминальной вероятности Р(t) реализации угрозы. 
Терминальная вероятность Р(t) распределена на интервале вре-








P t P p t dt P p t dt

    
и соответствует значению вероятности ( )P t  реализации угрозы за 
определенный промежуток времени t  , прошедший с момента 
начала реализации угрозы (терминальная от латинского terminus – 
предел, срок, определенный момент времени), причем 
0
( ) 1p t dt

 , 
а значит ( ) mP P  . При задании терминальной вероятности ( )P t  в 
качестве функции плотности распределения ( )p t  могут быть ис-
пользованы как обычные виды распределений вероятностей, так и 
специфические, формы которых определяются конкретными осо-
бенностями ситуаций, возникающих в ходе развития событий в 
системе «атака–защита». Пример изменения терминальной вероят-
ности ( )P t  во времени приведен на рис. 2.7. 
Момент возникновения угрозы – 1t , время ее существования –
,  ( )p t  – плотность терминальной вероятности, равномерно рас-
пределенной во временном промежутке 1 2[ , ]t t , что обусловливает 
линейный характер роста в этом же промежутке терминальной 
вероятности ( )P t  от 0 до максимального значения mP  с последую-
щим сохранением своего значения до момента 1t   завершения 
бизнес-процесса. 
В момент 1t   вероятность скачком падает до 0, что означает 
полное исчезновение у атакующей стороны интереса к информа-
ции, являющейся объектом атак. Пример подобной ситуации - про-
ведение конкурса на лучшее решение некоторой задачи (проблемы) 
в условиях полной конфиденциальности проектов и их авторов.  
В этом случае полуинтервалу 1 2[ , )t t  соответствует время, в те-
чение которого проходит сбор заявок на участие в конкурсе и по-
дача проектов, интервалу 2 1( , )t t   – обсуждение представленных 
проектов, моменту времени 1t   – подведение итогов и объявле-
ние окончательных результатов конкурса. 
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Использование терминальных вероятностей позволяет учесть 
динамику развития атак, которая обычно остается «за кадром» при 
традиционном подходе к анализу угроз. 
 
Рис. 2.7. Терминальная вероятность: зависимость значения вероятности
( )P t  от плотности распределения ( )p t   
и времени   существования угрозы 
Рассмотрим предполагаемый сценарий развития некоторой 
угрозы, осуществляемой посредством проведения трех независи-
мых атак: а1, а2, а3, характеризующихся соответствующими веро-
ятностями реализации: Р1, Р2, Р3. В условиях традиционного под-
хода к анализу этого сценария (т.е. не принимая во внимание рас-
пределенность атак во времени), учитывая, что атаки независимы, 
но совместимы и могут осуществляться как в одиночку, так и в 
комплексе: 
<а1, а2>, <а2, а3>, ..., <а1, а2, а3>, 
можно сформировать из них полную группу событий, рассчитать 
вероятности этих событий, найти частичные риски от реализации 
всех возможных атак (в том числе комплексных) и оценить для 
полной группы событий интегрированный информационный риск 
[20, 24], характеризующий уровень защищенности информации. 
Выполненный анализ рисков позволяет выявить наиболее опас-
ные атаки, комплексы атак и оптимизировать процесс защиты ин-
формации. Однако в этом анализе не учтен временной фактор, от-
ражающий обязательное существование интервалов времени, необ-
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ходимых для развития и реализации каждой из атак. При этом ве-
роятности Р1, Р2, Р3, воспринимаемые обычно как «точечные», на 
деле оказываются распределенными каждая вдоль своего интервала 
существования. Особенности соответствующих распределений и 
продолжительность интервалов могут весьма существенно влиять 
на построение и реализацию плана защиты. 
В частности, каждой из атак а1, а2, а3, можно поставить в соот-
ветствие свою терминальную вероятность ( )iP t , i=1, 2, 3, которая 
характеризует динамику развития атак во времени и при случае 
позволяет графически отобразить эту динамику или даже предста-
вить ее в форме математической модели (рис. 2.8). Для последнего 
случая в общем виде математическую модель можно описать вы-
ражением 
0
( ) ( )
t
i i iP t P p t dt  , где iP  – исходная «точечная» вероят-
ность, ( )i iP P  . Очевидно, что для конкретной атаки успех ее 
проведения будет определяться степенью завершенности атаки, то 
есть продолжительностью срока ее развития и видом плотности 
вероятности ( )iP t  (рис. 2.9). В рассматриваемом примере, если 
предположить, что 1 2 3P P P  , терминальная вероятность 3( )P t  
для малых значений t может оказаться значительно выше анало-
гичных вероятностей двух других атак. 
 
Рис. 2.8. Изменение во времени терминальных вероятностей ( )iP t , 
i=1, 2, 3, характеризующих динамику развития атак 
249 
В частности, учитывая, что для 
1t  справедливое соотношение: 
3 1 1 1 2 1( ) ( ) ( )P t P t P t  , стратегия управления защитой окажется 
существенно отличной от той, которая следует из традиционного 
формального анализа рисков (то есть без учета развития терми-
нальных вероятностей во времени, только с привлечением «точеч-
ных» вероятностей 1 2 3, ,P P P ). 
 
Рис. 2.9. Распределения плотностей вероятностей ( )iP t , i=1, 2, 3. 
Приведенный выше пример позволяет предположить недоста-
точную корректность традиционной процедуры выделения суще-
ственных угроз (атак), которая сводится к ранжированию рисков 
угроз (атак) и сопоставлению их с фиксированным пороговым 
уровнем, равным минимально допустимому значению риска. Изме-
ряемые риски в этой процедуре основаны на «точечных» вероятно-
стях, тогда как объективность результатов ранжирования и парного 
сопоставления с порогом может быть обеспечена только в случае 
применения терминальных вероятностей, вычисленных для кон-
кретного момента времени, которые учитывают фактическую рас-
пределенность «точечных» вероятностей в пределах интервала 
времени проведения атаки. 
В общем случае величина терминальной вероятности монотонно 
возрастает с увеличением значений времени t, однако особенности 
и темпы этого роста определяются формой зависимости Р(t), кото-
рая учитывает динамику нарастания уровня обеспечения комплекса 
условий, гарантирующих успешное осуществление атаки. В каче-
стве модельных распределений вероятности Р(t) можно использо-
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вать традиционные виды распределений, представленных типич-
ными законами: равномерным, нормальным, лапласовым и т.п. 
Однако при этом, несмотря на конечность времени  , все распре-
деления будут усеченными как слева (для начальных значений пе-
ременной t), так и справа, в сторону возрастания времени t.  
Очевидно, что если вероятности реализации угроз информации 
в ИКС характеризуются величинами, изменяющимися во времени 
(терминальными вероятностями), то и значение рисков ИКС, обу-
словленных существованием этих угроз, не могут быть постоян-
ными во времени. Следовательно, как и вероятности, риски ИКС 
имеют принципиально динамический, процессный характер. При 
этом не исключено, что и второй компонент риска – убытки (по-
тери), обусловленные реализацией угрозы, тоже меняются во 
времени. 
В общем случае все это ведет к существенному усложнению 
анализа риска. Поэтому, если предположить, пусть в самом грубом 
приближении, возможность принятия гипотезы постоянства по-
терь, основная сложность анализа рисков будет связана с нахожде-
нием оценок терминальных вероятностей. В связи с этим ниже 
остановимся исключительно на вопросах оценки значений терми-
нальной вероятности. 
Сценарный способ задания терминальных вероятностей 
Риск-аналитик часто заинтересован в максимально детализиро-
ванном описании терминальных вероятностей, выделении в них 
отдельных составляющих, имеющих акцентированный самостоя-
тельный смысл, связанный с особенностями или вынужденной 
временной фрагментацией реализации угроз. 
Рассмотрим несколько вариантов (сценариев) развития событий, 
связанных с возникновением и развертыванием достаточно типич-
ных угроз. 
Как уже отмечалось выше, в ряде случаев вероятность реализа-
ции угрозы определяется по формуле [13, 14]: 
( ) ( ) ( ),T VP t P t P t  
где
 
( )TP t  – вероятность возникновения угрозы, ( )VP t  – вероятность 
реализации атаки, ведущая к осуществлению угрозы. 
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Рассмотрим ситуацию, возникающую при реализации атакую-
щей стороной А (злоумышленниками) угрозы Т относительно не-
которого информационного ресурса I, принадлежащего стороне В. 
Считаем, что D – общая стоимость расходов атакующей стороны А 
на реализацию угрозы Т, g – полученный при этом стороной А 
«выигрыш», определяемый ценностью информации I для зло-
умышленников [22, 26, 30]. 
Будем полагать, что активность стороны А в реализации угрозы 
Т определяется в общем случае величиной чистой прибыли, кото-
рую сторона А может получить в случае успешной реализации 
угрозы Т. Поэтому устойчивое стремление стороны А к осуществ-
лению угрозы Т количественно оценивается вероятностью возник-
новения (активации) угрозы. 
Если предположить, что величина суммарных затрат D, поне-
сенных атакующей стороной А в ходе подготовки, организации и 
проведения атакующих действий, является функцией времени, то 
вероятность TP  также будет зависеть от времени, то есть ее следует 
рассматривать как терминальную вероятность ( )TP t . В некоторый 
момент времени maxt  величина суммарных затрат max( )D t  достигает 
значения, при котором max( ) /D t g  становится равным 1, и в соот-





   , g D , 
терминальная вероятность max( )TP t  
оказывается равной 0. Расходы 
max max( )D t D  назовем предельно возможными затратами со сторо-
ны А (т. е. «злоумышленника»). Если текущие расходы   атакую-
щей стороны в среднем неизменны во времени, то справедливы 
соотношения: 
max max max( ) , / ,D t t D t D     
где maxt  – интервал времени, в течение которого сторона А полно-
стью расходует свой атакующий ресурс и прекращает попытки 
реализации угрозы Т. Тогда в соответствии с выражением  
TR T t vP q PPq   
терминальная вероятность РТ(t) определяется формулой: 
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( ) (1 ).TP t t
g

   
Будем считать, что с ростом общего времени t, которое сторона 
А затрачивает на организацию, подготовку и проведение атак, рас-
тет терминальная вероятность Рv(t) успешного использования им 
уязвимости V: 
( ) ,V vP t p t  
где плотность вероятности pv(t) распределена равномерно в проме-
жутке (0, tv), tv>tmax, то есть ( )vp t vp =const. Тогда вероятность 
реализация угрозы Т определяется выражением: 
2( ) ( ) ( ) (1 ) .vT V v v
p
P t P t P t t p t p t t
g g

      
При этом вероятность Р(t) растет от Р(0)=0 до своего макси-
мального значения ( ) 0,25 / ,extr VP t p g   которому соответствует 
момент времени / 2extrt g  . Затем вероятность Р(t) уменьшается 
снова до 0: Р(tmax)=0.  
Возможен такой вариант сценария развития событий в системе 
«атака-защита», при котором доминирующим становится влияние 
фактора времени на мотивацию и действия атакующей стороны А. 
В частности, предположим, что доступ к информации I возможен 
только в течение ограниченного полуинтервала времени (0, tm], то 
есть Р(t) = 0 при t> tm. В этой ситуации мотивация атакующей сто-
роны А резко возрастает по мере приближения момента tm (если все 
предыдущие попытки осуществления атаки закончились неудачей), 











, ( )Tm T mP P t . 
Будем также считать, что предположения относительно харак-
тера и особенностей изменения во времени интервальной характе-
ристики РV остались прежними, то есть ( )V vP t p t . Тогда 












Подобный сценарий характерен для развития событий, связан-
ных с принятием стороной В некоторого критически важного для 
атакующей стороны А решение, заблаговременная информация о 
содержании которого жизненно важна для стороны А, в связи с чем 
расходы, обусловленные реализацией угрозы, отходят на второй 
план. 
Особенности экспертного задания терминальных вероятно-
стей. Байесовские оценки терминальной вероятности 
Если выработки правдоподобных сценариев по какой-либо при-
чине оказывается невозможной, выходом является экспертное за-
дание значений терминальной вероятности. Крайне высокий уро-
вень субъективизма экспертных оценок требует обязательного уче-
та любых доступных достоверных сведений, позволяющих повы-
сить надежность результатов, получаемых при обработке инфор-
мации. 
Особенно важным это проявляется при определении терминаль-
ной вероятности, процедура оценивания которой должна обеспе-
чить постоянное обновление своих значений. Эффективный способ 
задания подобной процедуры может основываться на теореме Бай-
еса, применение которой позволяет реализовать механизм согласо-
вания новых полученных данных о значении терминальной вероят-
ности с ранее найденными. При этом процедура обновления с Бай-
еса обеспечивает возможность интегрировать в новые оценки веро-
ятности весьма приблизительные или даже противоречивые сведе-
ния [30]. 
Пример 1. 
Предположим, что при анализе угроз информации в ИКС обна-
ружена некоторая угроза Т, которая может быть осуществлена с 
помощью двух отличных друг от друга атакующих действий: атаки 
А и атаки В. Известны начальные оценочные значения вероятно-
стей этих атак: априорное вероятность успеха атаки А равна pa, 
атаки В - pb. Анализ полученной новой оперативной информации 
свидетельствует об изменении значений исходных вероятностей, 
но при этом возникают две взаимоисключающие версии. 
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По одной из них, степень правдоподобности которой оценивает-
ся как p1, на текущий момент реализована атака А, по другой – ата-
ка В (степень правдоподобности этой версии оценивается как p2). 
Исходная ситуация, которая первоначально сложилась с реали-
зацией угрозы Т, предполагает существование четырех гипотез 
(сценариев), составляющих полную группу событий и отражающих 
все априорно возможные варианты реализации угрозы T : 
Н1 = < состоялась реализация только атаки А >, 
1( ) (1 );a bP H p p   
Н2 = < состоялась реализация только атаки В >, 
1( ) (1 );a bP H p p   
Н3 = < состоялась реализация обеих атак А и В >, 3( ) ;a bP H p p  
Н4 = < не состоялась реализация ни одной из атак >, 
4( ) (1 )(1 ).a bP H p p    
Событие Е, которое заключается в поступлении новой дополни-
тельной информации о возможности осуществления атак А, В, ме-
няет вероятности гипотез Н1 – Н4. Для определения их апостериор-
ных значений прежде всего рассмотрим условные вероятности реа-
лизации события Е в соответствии с содержанием каждой из вве-
денных выше гипотез: 
Р (Е/Н1) = < вероятность того, что полученная информация (со-
бытие Е) правдива относительно реализации атаки А, но ошибочна 
(ложна) относительно атаки В > 1 2(1 )p p  ; 
Р (Е/Н2) = < вероятность того, что полученная информация (со-
бытие Е) правдива относительно реализации атаки В, но ошибочна 
(ложна) относительно атаки А > 1 2(1 )p p  ; 
Р (Е/Н3) = < вероятность того, что полученная информация (со-
бытие Е) правдива относительно реализации обеих атак А и В > 
1 2p p ; 
Р (Е/Н4) = < вероятность того, что полученная информация (со-
бытие Е) ошибочна относительно реализации обеих атак А и В > 
1 2(1 )(1 )p p   . 
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Приведенные выше условные вероятности позволяют рассчи-




( ) ( , ) ( ) ( / ).i i i
i i
P E P H E P H P E H
 
    
Теперь можно по формуле Байеса определить условные вероят-
ности гипотез Н1 – Н4 после получения дополнительной информа-
ции (событие Е): 
( / ) ( ) ( / ) / ( )i i iP H E P H P E H P E , 1,4.i   
В частности, если исходные данные принимают следующие зна-
чения: pa =0,5, …, pb=0,4, …, p1=0,6, …, p2=0,8, получаем:  
1( )P H  0,3, 2( )P H  0,2, 3( )P H  0,2, 4( )P H  0,3,  
1( / )P E H 0,12, 2( / )P E H 0,32, 3( / )P E H  0,48, 4( / )P E H 0,08,  
1( / )P H E 0,164, 2( / )P H E 0,291, 3( / )P H E  0,436, 4( / )P H E 
0,109.  
Как видим, априорные значения вероятностей событий Н1 – Н4 
существенно отличаются от их байесовских оценок. Если послед-
ние принять в качестве обновленных значений вероятностей 
( ),iP H  1,4i  , можно рассчитать обновленные значения вероятно-
стей pa, pb, которые составят соответственно 0,601 і 0,727. При но-
вом поступлении дополнительных оперативных сообщений (то 
есть при получении уже сверхновой информации, которая составит 
событие 
2E ) обновленные (уточненные) условные вероятности 
событий Н1 – Н4 следует рассматривать как априорные, которые 
могут быть вновь обновленные (повторно) путем применения уже 
рассмотренной выше процедуры пересчета по формуле Байеса. 
Очевидно, что в условиях поступления очередных дополнительных 
оперативных сообщений процедура пересчета предварительно об-
новленных значений вероятностей будет повторяться вновь и 
вновь, то есть она имеет рекуррентный характер. 
В общем случае количество возможных способов реализации 
атак может быть больше двух, что приведет к увеличению количе-
ства возможных гипотез (сценариев) реализации угрозы, росту 
состава полной группы событий и, соответственно, к определенном 
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усложнению расчетов. В этой ситуации интересна возможность 
разделения любого сообщения на «атомарные» фрагменты, мини-
мальные в некотором смысле по количеству информации, которую 
они содержат. 
Пример 2.  
Будем считать, что в условиях задачи, рассмотренной в Приме-
ре 1, «атомарное» сообщение должно нести информацию только о 
реализации угрозы путем проведения только одной атаки. Тогда 
исходное сообщение в рассмотренном выше примере фрагменти-
руется на два «атомарные» сообщения, которым будут соответ-
ствовать две «атомарные» события: 
1E  – на текущий момент полу-
чена информация (уровень доверия к ней 
1p ) о реализации атаки А, 
2E  – на текущий момент получена информация (уровень доверия к 
ней 
2p ) о реализации атаки В. Фактически эта ситуация совпадает 
с ситуацией поочередной реализации во времени событий 
1E , 2E , 
например, событие 
1E  произошло в момент времени 1t , событие 
2E  – в момент, 1t < 2t . 
Механизм поочередного учета этих сообщений не содержит ни-
чего принципиально нового по сравнению с уже рассмотренным 
выше примером и состоит в двукратном последовательном приме-
нении процедуры пересчета данных по формуле Байеса. Назовем 
такую процедуру типичной процедурой обработки «атомарного» 
фрагмента информации (ТПОАФ) и рассмотрим ее содержание 
детальней на примере учета дополнительной информации, полу-
ченной к моменту времени 
1t . 
Для момента 
1t , в зависимости от содержание введенных выше 
гипотез Н1 – Н4, определим условные вероятности реализации со-
бытия 
1E  совместно с каждой из этих гипотез Н1 – Н4: 
Р (Е1/Н1) = < вероятность того, что полученная информация (со-
бытие Е1) правдива относительно реализации атаки А > 1p ; 
Р (Е1/Н2) = < вероятность того, что полученная информация (со-
бытие Е1) ложна относительно реализации атаки А > 11 p  ; 
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Р (Е1/Н3) = < вероятность того, что полученная информация (со-
бытие Е1) правдива относительно реализации атаки А > 1p ; 
Р (Е1/Н4) = < вероятность того, что полученная информация (со-
бытие Е1) ложна относительно реализации атаки А > 11 p  . 
Выполненный расчет дал следующие результаты: 
1( )P H  0,3, 2( )P H  0,2, 3( )P H  0,2, 4( )P H  0,3 (очевидно, что 
априорные вероятности гипотез должны равняться соответствую-
щим значениям вероятностей, исчисленным для первого примера), 
1 1( / )P E H  0,6, 1 2( / )P E H  0,4, 1 3( / )P E H  0,6, 1 4( / )P E H  0,4. 
Итоговым результатом реализации ТПОАФ для момента време-
ни 
1t  являются апостериорные (уточненные) условные вероятности 
1 1( / )P H E  0,36, 2 1( / )P H E  0,16, 3 1( / )P H E  0,24, 
4 1( / )P H E  0,24.  
Для момента 
2t , учитывая, что полученные выше условные ве-
роятности 
1( / )iP H E , 1,4i   следует воспринимать в качестве 
априорных, вновь проводим ТПОАФ, в результате которой получа-
ем: 
1( )P H  0,36, 2( )P H  0,16, 3( )P H  0,24, 4( )P H  0,24,  
2 1( / )P E H  0,2, 2 2( / )P E H  0,8,  
2 3( / )P E H  0,8, 2 4( / )P E H  0,2,  
1 2( / )P H E  0,164, 2 2( / )P H E  0,291,  
3 2( / )P H E  0,436, 4 2( / )P H E  0,109. 
Сравнивая расчетные результаты значений условных вероятно-
стей
2( / )iP H E , 1,4i   с результатами вычисления значений соот-
ветствующих условных вероятностей ( / )iP H E  для первого при-
мера, констатируем их полное тождество, то есть имеем расчетное 
подтверждение эквивалентности рекуррентной обработки последо-
вательности «атомарных» сообщений одноразовой обработке пол-
ного исходного сообщения, из которого путем фрагментации кото-
рого было получено ряд «атомарных». Справедливость этого пред-
положения вполне очевидна, если учесть, что условные вероятно-
сти ( / )iP E H , принимая во внимание особенности рекуррентной 
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процедуры обработки как серии последовательно выполняемых 
ТПОАФ, представима в виде произведения 
1 2( / ) ( / ) ( / ),i i iP E H P E H P E H   (2.12)  
что опять-таки легко проверить расчетным путем. Если количество 
«атомарных» сообщений будет больше двух, соответствующим 
образом увеличится длина серии последовательно выполняемых 
ТПОАФ и количество множителей в правой части соотношения 
(2.12). 
Обобщая приведенные выше результаты на случай учета ин-
формации, полученной на момент 
kt  (событие kE , уровень доверия 
к нему 
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где n  – количество гипотез в общем случае: 
iH , 1,i n , а услов-
ные вероятности ( / )j iP E H  определяются выражением: 
( / ) ,j i jP E H p  1,j k . 
Отметим, что подобная рекуррентная процедура может быть 
применена к обработке новых оперативных поступлений информа-
ции любого объема и сложности в условиях предварительной 
фрагментации этой информации на «атомарные» сообщения, при-
чем по своей структуре эти оперативные поступления могут вклю-
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чать информацию, полученную от разных источников и в разные 
моменты времени. Определенные сложности возможны с интер-
претацией вербально изложенного содержания новых поступлений 
информации. Например, сообщение Е  о том, что точно известно 
(то есть абсолютно точно, с уровнем доверия 1p  ), об успешной 
реализации угрозы T  означает, что для условных вероятностей 
( / )iP E H , 1,4i  , имеют место равенства: 
1( / )P E H  2( / )P E H  3( / )P E H  1, 4( / )P E H 0, 
а сообщение о том, что достоверно известно об успешной реали-
зации атаки, но только одной, означает, что для условных вероят-
ностей ( / )iP E H , 1,4i  , должны выполняться равенства: 
1( / )P E H  2( / )P E H 1, 3( / )P E H  4( / )P E H 0. 
В рассмотренных выше примерах пересчет (обновление) значе-
ний вероятностей происходил эпизодически, согласно поступле-
нию новой оперативной информации об изменениях в состоянии 
атак. Однако, несмотря на то, что терминальная вероятность обыч-
но «привязана» к определенному временному интервалу, целесооб-
разно обновление оперативной информации проводить «принуди-
тельно», вводя мониторинговый контроль состояния атак (или си-
туации с реализацией угрозы T ). В этом случае оперативная ин-
формация должна поступать регулярно через определенный вре-
менной интервал. 
Для современных ИКС, основой производственной и организа-
ционно-управленческой деятельности которых является бизнес-
процесс, характерны неустойчивость структуры и состава модели 
угроз, конечное время существования угроз, изменение вероятно-
сти реализации угрозы в пределах времени ее существования и, как 
следствие, появление динамических рисков угроз. Кроме того, за-
висимость вероятности реализации угрозы от времени вызывает 
необходимость введения понятия терминальной вероятности и ме-
тодов ее вычисления. Последние выше представлены сценарным 
методом определения значений терминальной вероятности и экс-
пертно-аналитическим методом, в котором реализована возмож-
ность обновления ранее полученных экспертных оценок за счет 
учета (интеграции) дополнительных поступающих новых сведений.  
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Глава 3. ТЕОРЕТИЧЕСКИЕ ПОЛОЖЕНИЯ В ОБЛАСТИ  
ОПРЕДЕЛЕНИЯ ЦЕННОСТИ ИНФОРМАЦИИ 
3.1. Методические основы и способы определения ценности 
информации 
Понятие ценности информации 
Одним из базовых положений построения СЗИ является прин-
цип разумной достаточности, согласно которому затраты на по-
строение и сопровождение СЗИ должны сопоставляться с возмож-
ными потерями, имеющими место в случае реализации угроз отно-
сительно информации, подлежащей защите. Следование этому 
принципу позволяет оптимизировать затраты на создание СЗИ, 
обеспечив адекватность уровня защиты уровню ценности инфор-
мации. Поэтому определение количественного значения ценности 
информации, которую надо защищать, является ведущим момен-
том процедуры оптимизации расходов на СЗИ [1]. Несколько кон-
кретнее это положение сформулировано Мельниковым В.В. [2]: 
«Защите подлежит не всякая информация, а только та, что имеет 
ценность. Ценной становится информация, обладание которой поз-
воляет получить какой-либо выигрыш: моральный, материальный, 
политический и т.д. ... Ценность информации является критерием 
принятия любого решения о ее защите». Содержание этого фраг-
мента достаточно убедительное с точки зрения актуальности и 
важности применения понятия «ценность информации» для по-
строения и оптимизации СЗИ, однако суть самого понятие факти-
чески не определена. 
Следует отметить, что нет единого нормативного толкования 
термина «ценность информации», более того, часто его определе-
ния носят косвенный, опосредованный, иногда противоречивый 
характер. В пособии по информатике А.М. Морозевича [3] читаем: 
«Ценность информации проявляется в том случае, если она способ-
ствует достижению стоящей перед потребителем цели», в другом 
пособии [4]: «Ценность любого информационного источника опре-
деляется как разность между полезностями двух оптимальных 
стратегий, одна из которых обеспечивает свободу выбора различ-
ных действий для исходов, связанных с использованием информа-
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ции, и вторая – в отсутствии такой свободы». Уважаемое академи-
ческое издание понимает ценность информации как «свойство ин-
формации, определяемое ее пригодностью к практическому ис-
пользованию в различных областях целенаправленной человече-
ской деятельности для достижения определенной цели» [5]. Близ-
кие приведенному, хотя и несколько измененные, ссуженные по 
содержанию объяснение термина «ценность информации» предо-
ставляются в [6, 7]. 
Одним из главных вопросом практического применения понятия 
«ценность информации» является нахождение (вычисления) коли-
чественной оценки ценности информации. Эта проблема имеет 
давнюю историю. Ее исследованию посвящено значительное коли-
чество публикаций, в частности, работы К.Шеннона, 
О.О. Харкевича, Р.Л. Стратановича, М.М. Бонгарда и др. [8-13], 
которые стали классическими для этой области. Анализ приведен-
ных в литературных источниках результатов позволяет утверждать, 
что существующее многообразие подходов и методов определения 
ценности информации объективно обусловлено существованием 
различных видов информационных систем, где обрабатывается или 
циркулирует оцениваемая информация, множеством несовпадаю-
щих целей, для реализации которых используется эта информация, 
особенностями прикладных задач, для решения которых она при-
меняется. 
Значение ценности информации не может быть получено путем 
прямого измерения, так как оно представляет собой так называемое 
латентное (скрытое) свойство, которое является ненаблюдаемым и 
неизмеримым непосредственно, поскольку к нему неприменима 
процедура измерения путем сопоставления с эталоном. Для изме-
рения латентного свойства необходимо выразить его через измеря-
емые свойства, которые в этой ситуации называются индикатора-
ми. Совокупность индикаторов, заменяющих латентное свойство 
(переменную), образует операциональный референт [9] или опера-
циональный конструкт. Он используется вместо латентной пере-
менной во всех зависимостях, в которые она входит. Операцио-
нальный конструкт должен быть валидным относительно своей 
латентной переменной, то есть должен достаточно точно воспроиз-
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водить свойства, критические для всех применений, где задейство-
вана латентная переменная. 
В простейшем случае операциональным конструктом может 
быть отдельный индикатор, в частности, для латентной переменной 
«ценность информации» – то, что позволяет количественно оце-
нить пригодность определенной информации к ее конкретному 
практическому применению в том или ином виде деятельности. 
Очевидно, способ измерения значений выбранного индикатора 
будет зависеть от цели использования информации в каждом от-
дельном практическом применении. Это обусловливает появление 
множественности подходов и методов оценки уровней индикатора, 
о чем уже шла речь выше. Однако, если в качестве индикатора ла-
тентной переменной «ценность информации» взять полезность 
использования информации в различных прикладных приложениях 
и как одно из главных требований определить необходимость де-
нежной формы представления значений этого индикатора, получим 
достаточно универсальный операциональный конструкт, независи-
мый от способа «измерения» (вычисления) уровня полезности в 
каждом конкретном применении. Заметим, что анализ литератур-
ных источников, в частности приведенных выше [8-13], позволяет 
констатировать, что в большинстве случаев оценки ценности ин-
формации при соблюдении определенных дополнительных требо-
ваний сводится именно к оценке полезности прикладных примене-
ний этой информации.  
Это позволяет сформулировать следующее положение: «Цен-
ность информации измеряется уровнем максимальной полез-
ности, полученной от привлечения оцениваемой информации к 
оптимизации выполнения определенного задания (выполнения 
работы, решения задачи, нахождение решения проблемной си-
туации, оптимизации параметров производственного процесса 
и т.п.) при условии наилучшего способа использования этой 
информации». Некоторый экстремизм данного утверждения, со-
держащийся в оборотах «максимальная полезность», «наилучший 
способ использования», получил название принципа (условий) экс-
тремальности [14, 15]. Очевидно, что польза от прикладного при-
менения информации может быть различной. В первую очередь это 
зависит от потребителя информации, его знаний, умений, опыта, 
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возможностей понять, усвоить и удачно использовать полученную 
информацию. Поэтому полезность одной и той же информации 
может изменяться в широких пределах. Соблюдение принципа 
экстремальности подразумевает использование наиболее успешно-
го варианта применения информации, соответственно – наивыс-
шую (максимальную) полезность ее применения. Количественная 
оценка этой максимальной полезности и определяет ценность ин-
формации. То есть именно наличие принципа экстремальности в 
приведенном толковании «ценности информации» является зало-
гом корректного однозначного количественного определения этой 
ценности.  
Модели ценности информации 
Формально ценность информации можно определить следую-
щим образом [14-16]: 
( ) ( ) ( ),extrV I A I d I      (3.1) 
где A  – показатель, характеризующий степень успешности выпол-
нения определенной задачи, работы, иного вида деятельности 
(этим показателем может быть стоимость продукции, изготовлен-
ной за определенное время или из фиксированного объема исход-
ного сырья, выигрыш, обусловленный выбором удачного решения, 
общая стоимость услуг, предоставленных потребителям в опреде-
ленной сфере деятельности и т.д.); ( )d I – расходы на получение, 
обработку и использование информации I  в определенном виде 
деятельности; A  – улучшение (рост) показателя A  за счет полу-
ченной информации I : 
0( ) ( ) ,A I A I A    
где 0A  – исходное значение показателя (при отсутствии информа-
ции I ), ( )A I  –значение показателя A , достигнутое благодаря ис-
пользованию информации I . В частности, значение A  может уве-
личиться в результате применения полученной информации для 
оптимизации параметров производственного процесса, исключения 
возможных ошибочных или неперспективных вариантов решения 
определенной проблемы, рост имиджевой привлекательности дан-
ного вида профессиональной деятельности и тому подобное. Вы-
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полнение условий экстремальности обусловливает рост показателя 
A  до его максимально возможного значения 
extrA , а именно до: 
0( ) ( ) .extr extrA I A I A    
В каждом конкретном применении информации I  способ ее 
«потребления» будет разным: разовое использование информации 
I  в задачах принятия решения для выбора наилучшего решения из 
множества возможных, распределенное во времени текущее ис-
пользование информации для настройки параметров производ-
ственных процессов и т.п. Очевидно, наиболее приемлемая форма 
измерения значений ,V  A , d  – денежная, хотя на практике ис-
пользуются условные единицы, баллы и др. В большинстве случаев 
величины ,V  A , d  носят детерминированный характер и их зна-
чения могут быть точно вычислены по существующим нормативам 
и тарифам. Отметим, что приведенный способ вычисления уровня 
полезности информации, как и большинство других методов и под-
ходов к определению ценности информации, базируется на пара-
дигме позитивности последствий привлечения информации к оп-
тимизации тех или иных видов деятельности.  
Однако в задачах защиты информации эта парадигма не сраба-
тывает, потому что в этой ситуации возникает отсутствующая ра-
нее потребность в четком определении субъекта информационных 
отношений (владельца/потребителя информации или злоумышлен-
ника), с позиций которого определяется ценность информации. 
Например, для злоумышленника несанкционированный доступ к 
конфиденциальной информации ,I  легитимное право на ознаком-
ление с которой у него отсутствует, в большинстве случаев стиму-
лируется перспективой получения определенной прибыли, связан-
ной именно с использованием этой конфиденциальной информа-
ции в своих интересах [17, 18]. Поэтому, для злоумышленника по-
лезность этой информации I  очевидна. Что касается владель-
ца/потребителя информации ,I  то ситуация имеет двойной харак-
тер: во-первых, эта информация может быть полезна в традицион-
ном смысле; во-вторых, компрометация информации I  способна 
привести к убыткам, объем (стоимость) которых иногда может 
значительно превышать полезность, определяемую  соотношением 
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(3.1). Это является достаточной мотивацией необходимости защи-
ты информации, что также в каком-то смысле служит обосновани-
ем ценности информации I . Поэтому, вопрос определения ценно-
сти информации, подлежащей защите, требует дополнительного 
рассмотрения. 
Как известно из [6, 7, 16], потребительские качества информа-
ции в полном объеме гарантируются при условии обеспечения трех 
свойств информации: 
− доступности (возможности получения санкционированным 
пользователем нужной ему информации не позднее заданного (ма-
лого) промежутка времени, защищенность ее от несанкциониро-
ванного блокирования); 
− целостности (защищенности информации от несанкциони-
рованного уничтожения, модификации); 
− конфиденциальности (невозможности получения информа-
ции неавторизованным пользователем, защищенности от несанк-
ционированного ознакомления). 
Рассмотрим ситуации, возникающие при реализации угроз от-
носительно этих трех приведенных свойств информации. Так, в 
случае разового использования информации I  в задачи принятия 
решения, уничтожение или блокирование этой информации обу-
словливает невозможность роста показателя A , то есть 0A  . Это 
означает, что потребитель информации даром потратил деньги 
( )d I  на подготовку и обработку вовремя не использованной ин-
формации I , то есть фактически потерпел убыток. Добавив сюда 
упущенную выгоду, максимальный объем которой составляет 
( )extrA I , получаем предельный объем ущерба потребителя: 
( ) ( ).extrl A I d I    
В случае использования текущей обновляемой информации, по-
ступление которой распределено во времени, ее блокирования или 
уничтожения приведет практически к такому же ущербу, но с не-
которым временным запаздыванием (лагом), в течение которого 
ущерб будет увеличиваться от 0 до l00% от своего предельного 
значения. 
При модификации информации (при не выявлении факта ее мо-
дификации) или в случае разглашения конфиденциальной инфор-
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мации убытки потребителя информации могут достигать суще-
ственных значений, превышая как ( ),A I  так и ( )A I . При их оцен-
ке следует учитывать существование множества возможных сцена-
риев развития событий [19], то есть эти убытки имеют принципи-
ально вероятностный характер. Кроме того, в случае выявления 
факта модификации или компрометации конфиденциальной ин-
формации к общему объему убытков следует добавить расходы на 
восстановительные работы, связанные с ликвидацией последствий 
реализации соответствующих угроз информации. 
В общем структура убытков, которые несет владелец конфиден-
циальной информации в случае реализации угроз относительно 
этой информации, имеет четыре составляющие: 
1 2 3( ) ( ),L I l l l L I       (3.2) 
где l1 – расходы на создание и обработку конфиденциальной ин-
формации I  (близкие или совпадающие с ( )d I ); l2 – потери воз-
можной прибыли из-за утечки конфиденциальной информации I  
(в ряде случаев совпадают с ( )A I ); l3 – расходы на создание и 
эксплуатации СЗИ; ( )L I – интегральная оценка ущерба, являюща-
яся следствием возможных результатов развития негативных для 
владельца информации сценариев событий, обусловленных моди-
фикацией, утратой или разглашением конфиденциальной инфор-
мации. 
Отметим, что составляющая l2 в случае, когда реализация угро-
зы информации не ведет к уничтожению или искажения информа-
ции, применяемой для оптимизации выполнения определенных 
задний (а, следовательно, они выполняются в неизменных услови-
ях), может отсутствовать. 
По своему характеру l1-l3 – детерминированные величины, зна-
чения которых (например, для действующей производственной 
системы) должны быть точно известны. Составляющая ( )L I  – 
вероятностная величина, для вычисления требует знания пар 
,j jp L   – вероятностей развития каждого из возможных сцена-
риев и результирующих убытков по каждому из них. Учитывая то, 
что в случае несовершенства или отсутствия СЗИ владелец конфи-
денциальной информации I  может понести максимальный ущерб 
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в размере ( ),L I  именно эта величина принимается в качестве цен-
ности ( )V I  конфиденциальной информации. 
Приведенные выше модельные соотношения основаны на 
упрощенном подходе к анализу ценности информации. Дальней-
шее углубление исследований в этой сфере сталкивается с необхо-
димостью рассмотрения и изучения ряда проблемных вопросов. 
Известно [4, 20], что ценность информации, в том числе и конфи-
денциальной, меняется со временем. Считается, что доминирует 
устойчивая тенденция к уменьшения ценности информации со 
временем, получившая название процесса старения информации. 
При этом в большинстве случаев в качестве адекватной модели 
процессов старения принимается экспоненциальная функция вида:  
( ) (0)(1 ),tL t L e      (3.3) 
где (0)L  – начальная ценность информации, коэффициент   – ин-
тенсивность старения информации, 1/  – среднее время старения. 
Еще одной важной особенностью информации (как информации 
вообще, так и конфиденциальной) является нелинейная зависи-
мость ее ценности L  от объема этой информации. Пусть полный 
объем maxI  конфиденциальной информации является достаточным 
для успешной реализации задач в определенной области человече-
ской деятельности. Ценность этого объема конфиденциальной ин-
формации составляет max max( ).L L I  Если предположить, что опре-
деленный фрагмент этой информации объемом I  попадет к зло-
умышленнику, максимальный уровень ущерба, который может 
быть нанесен владельцу информации, будет зависеть от того, 
насколько полно по этому фрагменту злоумышленник в состоянии 
восстановить содержание всей исходной информации maxI . Если 
объем I  близок к 0, восстановить по этим фрагментом исходную 
информацию практически невозможно даже в случае, когда к ре-
шению этой задачи злоумышленником привлекается опытный и 
хорошо подготовленный аналитик. Соответственно ценность тако-
го фрагмента равна 0. Наоборот, если объем I  близок к maxI , цен-
ность этого фрагмента фактически составляет maxL , потому что 
очень вероятно, что специалист-аналитик получит все необходи-
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мые для злоумышленника сведения из имеющегося фрагмента ин-
формации и ценность отсутствующей незначительной по объему 
информации maxI I I    будет нулевой. Принимая это во внима-
ние, можно предположить, что зависимость ( )L I  – монотонно воз-
растающая на интервале (0, maxI ) функция, производная которой 
равна или близка 0 в начальной и конечной области этого интерва-
ла, но интенсивно растет в его средней части. Подобным требова-














  (3.4) 
где 1 2,  – коэффициенты, для значений которых выполняются 
условия: 1 2, 0   , 2 1  . Графическая иллюстрация зависимости 
(3.4) приведена на рис. 3.1. Следует отметить, что интенсивность 
роста переменной L  зависит от уровня подготовки и интеллекта 
аналитика [1]. В модели (3.4) это отражается выбором значений 
коэффициентов 1 2,  : рост значений 1  смещает начало подъема 
графика ( )L I  влево, в область малых значений I , а продолжи-
тельность «линейной» части графика регулируется подбором зна-
чений 2 , в частности растет с уменьшением этих значений и явля-
ется короткой для значений 2 , близких к 1. 
При недостаточной профессиональной осведомленности анали-
тика возможна ситуация, когда max max( )L I L , причем разница 
max max( )L L I L    может оказаться достаточно существенной. 
 
Рис. 3.1. Зависимость ценности информации L  от её объема І 
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К сожалению, модели (3.3), (3.4) дают лишь общее представле-
ние о влиянии факторов времени и объема информации на ее цен-
ность. Прикладное использование этих моделей, как и ряда других 
специфических модельных механизмов влияния различных факто-
ров на ценность информации [2, 20], требует детализации и адапта-
ции соответствующих моделей к условиям и особенностям кон-
кретных приложений. На практике это крайне проблематично из-за 
недостаточной исследованности проблемы ценности информации. 
Некоторые предположения относительно происхождения, природы 
и особенностей зависимости ценности информации от ее объема 
приведены в работе [22], где анализируется наличие определенных 
генетических свойств секретной информации: если на базе этой 
информации образуется новая вторичная информация, она насле-
дует особенности исходной информации и тоже будет секретной. 
Отмечается, что такой подход является достаточно упрощенным, 
так как если и прослеживается какая-то генетика, она имеет более 
сложный нелинейный характер. 
Например, возможны ситуации, когда накопление открытой ин-
формации на определенной стадии этого процесса приведет к 
необходимости предоставления полученному собранию информа-
ции статуса секретной. Подобное утверждение приводится в [2], 
где отмечается, что совокупное количество или статистический 
свод несекретных данных в итоге могут получить гриф «совершен-
но секретно», то есть будет иметь место качественное преобразова-
ние совокупного массива информации, которое существенно выхо-
дит за пределы просто генетического наследования. Подтвержде-
ние возможности скачкообразного качественного преобразования 
накопленной информации, которое заставляет повысить степень ее 
секретности, описано в статье [1]. Приведенный в публикации 
пример базируется на материалах Свода сведений, составляющих 
государственную тайну Украины (ССГТ) [23], в частности на из-
влечении из содержания отдельной статьи ССГТ (см. табл. 3.1). 
Как видно из этого извлечения, совокупная информация «в це-
лом по Украине» безоговорочно получает гриф «особой важности», 
тогда как ее фрагменты могут иметь произвольный статус, хотя бы 
и несекретный, в зависимости от того, что решит в каждом кон-
кретном случае государственный эксперт по вопросам гостайны. 
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Таким образом, именно собрание и общее представление совокуп-
ной информации может обусловливать резкий рост ее ценности. 
Подобный эффект достаточно просто интерпретируется с пози-
ций теории систем и системного анализа [24-26]: аналитическая 
совместная обработка всего комплекса (блока) информации систе-
матизирует и упорядочивает накопленные в нем сведения и факты, 
позволяет выявить и формализовать совокупность связей и отно-
шений между базовыми информационными элементами этого ком-
плекса, то есть трансформировать исходную неструктурированную 
совокупность сведений в определенным образом упорядоченную 
систему взаимосвязанных компонентов с более или менее сложной 
структурой. 








1.9.2. Сведения по отдельным показателям об открытиях, 
изобретениях, научно-технических решениях, кото-
рые могут быть использованы для нужд обороны 
страны и имеют принципиальное значение для раз-
работки новых видов вооружения или военной тех-
ники 
 
 − в целом по Украине «особой 
важности» 
 − по отдельному открытию, изобретению или 
научно-техническому решению. 
По поводу отдельного открытия, изобретения или 
научно-технического решения: при засекречивании 
степень секретности устанавливается и снимается 





Как известно, система характеризуется рядом свойств, среди ко-
торых одним из главных является эмерджентность – наличие у 
системы черт (свойств), которые не могут быть непосредственно 
выведены (полученные) по известным характеристикам отдельных 
элементов, составляющих систему [24-26].  
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Эмерджентность – следствие свойственного сложным систе-
мам синергизма [24], специфического эффекта взаимоусиливаю-
щих совокупных действий элементов системы, результат которых 
значительно выше простого суммарного эффекта от действия этих 
же элементов при их взаимонезависимом функционировании. В 
нашем случае следствие эффекта эмерджентности сведённых в 
единый информационный комплекс сведений – это существенный 
рост ценности такого совокупного информационного продукта за 
счет возможного применения к нему специальных технологий ана-
литической обработки, технологий анализа Больших Данных (Big 
Data), позволяющих извлечь в процессе совместной обработки 
большого объема данных информацию, ценность которой намного 
выше ценности результатов раздельной обработки частей этого 
информационного комплекса, полученных  его фрагментацией на 
отдельные составляющие (единицы информации).  
При обработке относительно небольших объемов узкоспециали-
зированных данных ведущая роль в выделении ценной информа-
ции принадлежит аналитику. Однако при этом следует подчерк-
нуть, что при немашинной («ручной») обработке данных уровень 
эффективности упорядочения и систематизации изначально раз-
розненных единиц информации, составляющей исходный инфор-
мационный комплекс, критически связан с уровнем знаний и инди-
видуальных умений аналитика. Последнее означает, что в зависи-
мости от подготовки и способностей аналитика из одного и того же 
комплекса исходных данных можно получить множество возмож-
ных вариантов аналитических решений.  
Рассмотрим иллюстративный пример [1, 16]: первичная инфор-
мация – сведения о химических реагентах, ввозимых на террито-
рию предприятия, о котором известно, что оно принадлежит обо-
ронному комплексу. Эта информация вместе с определенной до-
полнительной информацией (каким образом транспортируют гото-
вую продукцию, детали и элементы внешнего вида транспортной 
тары, вид и тип транспортных средств) образует информационный 
комплекс, результаты обработки которого в зависимости от качеств 
аналитика могут быть представлены несколькими вариантами за-
ключения, различными по степени приближения к реальной ситуа-
ции: 
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а) предприятие производит компоненты, которые, возможно, 
применяются в снаряжении топливных систем военной техники; 
б) предприятие является производителем ракетного топлива; 
в) предприятие является производителем ракетного топлива для 
ракет типа ХХХХ; 
г) предприятие является производителем ракетного топлива для 
ракет типа ХХХХ с приблизительным объемом производства 
YYYY тонн в месяц. 
Возникает вопрос, какой степени секретности соответствует 
первичная информация, образующая информационный комплекс, 
обрабатываемый аналитиком. Многовариантность возможных ре-
зультатов аналитической обработки первичного собрания инфор-
мации усложняет задачу определения совокупной ценности сведе-
ний, составляющих информационный комплекс. Однако при клас-
сификации первичной информации с точки зрения ее возможной 
принадлежности к секретной, очевидно следует исходить из рас-
смотрения варианта, который ведет к наиболее тяжелым послед-
ствиям в случае потери информации. Появление этого варианта 
возможно при условии, что аналитик, работающий с первичной 
информацией, имеет наивысший уровень подготовки, и использует 
новейшие технологии обработки и анализа данных, которые позво-
ляют ему максимально качественно трансформировать первичные 
данные в совокупность систематизированной и упорядоченной 
вторичной информации. Фактически здесь также применяется вве-
денный выше принцип экстремальности, который позволяет избе-
жать многовариантности. Однако, если бы каждому варианту из 
приведенной выше совокупности заключений можно было бы по-
ставить в соответствие вероятность его получения, возможно сле-
довало бы применить подход, базирующийся на применении аппа-
рата средних рисков [27], который позволяет в итоговом результате 
учесть ценность информации по каждому из возможных вариантов 
путем введения специальной системы весов, где каждый вес про-
порционален вероятности соответствующего варианта. 
В любом случае, скорее всего совокупная ценность информаци-
онного комплекса окажется не соизмеримой с суммой ценностей 
отдельных единиц информации, из которых образован этот ком-
плекс, существенно превышая эту сумму.  
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Данный пример отрицает правомерность применения достаточ-
но распространенного на практике подхода, согласно которому 
ценность информационного комплекса исчисляется как сумма 
предварительно определенных ценностей отдельных единиц ин-
формации, игнорируя при этом существующую зависимость цен-
ности единицы информации от ее объема, а также от объема и со-
держания уже накопленной ранее информации.  
Таким образом, вычисление совокупной ценности информаци-
онного комплекса является нетривиальной задачей, общая методи-
ка решения которой до сих пор отсутствует, что обусловливает 
преимущественное использование экспертных методов решения 
этой задачи. 
Информация: ценность или важность? 
Выше для возможностей количественного оценивания латент-
ной переменной «ценность информации» был введен операцио-
нальный конструкт, главную роль в котором играл индикатор «по-
лезность информации». В формальной модели (3.1) значение этого 
индикатора определялось через показатель ( )extrA I  – максималь-
ный прирост успешности выполнения определенного задания, обу-
словленный привлечением к его выполнению информации I . Од-
нако в базовом соотношении (3.2), которое характеризует ценность 
конфиденциальной информации, индикаторами, формирующими 
операциональный конструкт, становятся убытки – антипод полез-
ности. Этими индикаторами являются расходы 1l , 3l , «чистые» 
убытки ( )L I  в интегральном представлении и убыток 2l  – упу-
щенная прибыль, которую уместно было бы назвать «отрицатель-
ной (утраченной)» полезностью. В связи с этим ассоциация обоб-
щающего (суммарного) ущерба ( )L I  с понятием «ценность ин-
формации» является не совсем корректной. Возможно поэтому в 
некоторых источниках для определения данной обобщенной харак-
теристики используют термины «важность информации» [2, 22], 
или «значимость информации» [28]. В частности, в [29]: важный – 
то, что имеет большое значение, от существительного waga 
(польск.) «вес, тяжесть», в переносном смысле «значимость», 
«ценность», то есть по своей содержательной нагрузке «важный» 
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шире, чем «ценный». Интересно, что в Законе Украины «О госу-
дарственной тайне» от 21.09.1999р. №1079-ХІV [2] для сравни-
тельной характеристики свойств секретной информации применен 
термин «важность» (он же используется в обозначении наивысшей 
степени секретности – «особой важности»). 
3.2. Практические аспекты определения ценности информации  
Согласно украинскому национальному стандарту ДСТУ 
ISO/IEC TR 13335-3: 2003, ценность информации для организации 
определяется степенью зависимости эффективного функциониро-
вания организации от уровня и глубины вовлеченности этой ин-
формации в административно-управленческую и хозяйственно-
производственную деятельность организации.  
Таким образом, первое, что необходимо сделать для установле-
ния ценности циркулирующей в организации информации – оце-
нить активы организации и степень влияния на них возможных 
инцидентов в сфере безопасности информации. 
Обычно оценивание активов происходит в несколько этапов, 
первый из которых – этап инвентаризации (идентификации) акти-
вов. По результатам инвентаризации активов составляется пере-
чень важных для организации активов, в котором можно выделить 
две группы: активы системы информационных технологий 
(ИТ) (другое название – информационные активы) и вторую 
группу – другие активы организации, куда вошли все остальные 
активы организации, ценность которых зависит от состояния акти-
вов первой группы. 
К активам системы ИТ (информационным активам) обычно от-
носят: 
− информационные ресурсы: базы данных, файлы данных, си-
стемную документацию, руководства пользователю, архивирован-
ную информацию и т.д.; 
− активы программного обеспечения: системное и прикладное 
программное обеспечение, инструментальные средства, утилиты; 
− физические активы: компьютерное оборудование (процессо-
ры, мониторы, модемы и т.п.), аппаратура связи (телефонные стан-
ции, маршрутизаторы, телефоны и т.д.), другое техническое обору-
дование, здания и помещения ИТС; 
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− персонал и сотрудники ИТС. 
Состав активов второй группы (другие активы организации) 
существенно зависит от сферы, в которой работает организация, ее 
финансового положения, подчиненности и тому подобное. В част-
ности, это нематериальные активы: репутация, имидж организации, 
уровень ее деловой активности. Сюда же следует отнести комму-
нальные активы: освещение, кондиционирование, обогрев, элек-
тропитания. Наконец, это могут быть списки работ, заказов, орга-
низаций-смежников, поставщиков, списки продукции, производи-
мой организацией, и другое. В общем перечень активов второй 
группы может быть достаточно объемным. Чтобы его правильно 
сузить и одновременно не потерять что-то важное, оценке активов 
предшествует еще один дополнительный этап – определение гра-
ниц инвентаризации активов [30]. Его задача – выделить те аспек-
ты деловой деятельности организации, которые зависят от качества 
функционирования ИТС организации. С целью выявления этих 
аспектов, деятельность организации нужно проанализировать по 
двум группам критериев. Критерии первой группы позволяют вы-
явить границы зависимости организации от ИТС и опираются на 
последствия анализа следующих положений: 
− насколько важная часть бизнес-деятельности, которая требу-
ет обязательного привлечения ИТС; 
− какие профильные (производственные) задачи организации 
могут быть реализованы только с помощью ИТС. 
Вторая группа критериев направлена на выявление информации, 
которая нуждается в защите, и на анализ возможных последствий 
реализации угроз относительно этой информации: 
− важные решения, принимаемые в организации, зависящие от 
точности, целостности, доступности и конфиденциальности ин-
формации, обрабатываемой в ИТС; 
− какая обрабатываемая информация нуждается в защите, т.е. 
представляет собой критическую информацию; 
− какие последствия могут возникнуть после инцидента, свя-
занного с нарушением безопасности критической информации. 
Закончив инвентаризацию активов, можно переходить непо-
средственно к установлению ценности активов. Основой для опре-
деления ценности может быть: 
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1) стоимость создания и обслуживания актива; 
2) стоимость модернизации и восстановления актива; 
3) ущерб, наносимый организации в случае нарушения конфи-
денциальности, целостности или доступности информационных 
активов; 
4) комбинация трех предыдущих вариантов, что позволяет по-
лучить определенную интегральную оценку общей ценности акти-
ва. 
Наиболее распространенным в практических применениях явля-
ется способ вычисления ценности активов, в основе которого ле-
жит третий из вышеприведенных вариантов. По этому поводу в 
стандарте ДСТУ ISO/IEC TR 13335-3 [30] отмечается, что расходы 
на активы (их прямая стоимость) – это лишь малая часть общей 
ценности активов. В частности, рекомендации по применению оце-
нок убытков, обусловленных реализацией угроз относительно ин-
формационных активов, для определения их ценности для органи-
зации приведены в обязательных приложениях В, Е к указанному 
стандарту [30]. При анализе этого способа вычисления ценности 
активов надо принимать во внимание возможные последствия реа-
лизации угроз безопасности информации в ИТС, приводящие (сре-
ди прочего) к:  
− снижению уровня деловой активности организации; 
− потери/ухудшению репутации организации; 
− финансовым потерям; 
− перебоям в исполнении деловых операций; 
− ухудшению инвестиционного климата; 
− возникновению угроз личной безопасности и т.п. 
После того, как будет составлен список, включающий полное 
множество активов организации:  iAS as , 1, Аi n , необходимо 
установить полный перечень возможных угроз информации 
{ },kT t  1, tk n  и проанализировать всю совокупность пар  
< ,i kas t >, 1, Аi n , 1, tk n , вычислив в процессе этого анализа ча-
стичные убытки ikq , обусловленные влиянием реализаций инфор-
мационных угроз на состояние (качество функционирования, обес-
печения стабильности, целостности и т.д.) каждого из активов. За-
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тем по полученным частными убытками вычисляются окончатель-
ные совокупные значения ценностей соответствующих активов. 
К сожалению,  приведенной схеме нахождения ценностей акти-
вов присущ ряд недостатков [31]. 
Во-первых, это множественность получаемых для каждого ак-
тива оценок ikq , количество которых определяется количеством тех 
угроз, последствия реализации которых ведут к потенциальным 
убыткам, требующим своего учета. Фактически каждая отдельная 
оценка ikq  отражает лишь частный ущерб, наносимый i -му активу 
ias  реализацией угрозы kt . При реализации различных угроз пора-
женными могут оказаться как различные элементы, входящие в 
состав актива, так и такие, которые частично или полностью совпа-
дают. Очевидно, формирование итоговой ценности актива в этих 
случаях будет происходить по-разному, исходя из информации о 
механизмах образования отдельных убытков, которая носит част-
ный характер и может быть получена только при обследовании 
конкретной организации. В стандарте ДСТУ ISO/IEC TR 13335-3 
[30] отмечается наличие проблемы множественности оценок акти-
вов, но отсутствуют какие-либо общие рекомендации по ее реше-
нию. 
Во-вторых, в этом же стандарте (п. 9.3.3.) подчеркивается необ-
ходимость учета наличия взаимосвязей между различными актива-
ми при определении уровня ценности каждого из них, что объясня-
ется существованием взаимосвязей определенных уязвимостей 
элементов ИТС организации и, соответственно, наличием взаимо-
связей при реализации отдельных угроз информации. Также, как и 
в случае множественности оценок активов, учет взаимосвязей ак-
тивов возможен только при наличии конкретной информации о 
частных особенностях и характеристики функционирования от-
дельных подсистем организации. 
В-третьих, при больших значениях An  и tn  (порядка нескольких 
десятков и более) множество пар < ,i kas t >, 1, Аi n , 1, tk n  стано-
вится достаточно большим, а процедура оценивания на базе этого 
множества окончательных совокупных значений убытков iq , каж-
дый из которых определяет ценность соответствующего і-ого акти-
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ва ias  – чрезмерно громоздкой и трудоемкой. Действительно, 
нахождение окончательного совокупного ущерба iq  является ре-
зультатом совместного анализа версий происхождения частичных 
убытков ,ikq  1, tk n , максимальное количество которых tn  в об-
щем случае может значительно превышать рекомендуемый пре-
дельный объем 7±2 (известное число Ингве-Миллера [24], характе-
ризующее ограниченность человеческих возможностей для эффек-
тивной совместной обработки воспринимаемых как одно целое 
ряда информационных фрагментов, каждый из которых в отдель-
ности представляет собой совокупность фактов и связей). Кроме 
того, из-за необходимости исследования и анализа огромного ко-
личество пар < ,i kas t > эксперт вряд ли на деле сможет сознательно 
выделить и определить все частичные убытки ikq , 1, Аi n , 1, tk n , 
поэтому им сразу оценивается совокупный ущерб iq  каждого из 
активов, который и считается ценностью этого актива. Безусловно, 
прямое экспертное оценивание ущерба iq , исключающее процеду-
ру изучения и анализа частных убытков ikq , значительно упрощает 
и ускоряет оценивание активов, однако при этом совершенно не 
учитывается механизм возникновения частных убытков, вслед-
ствие чего существенно возрастает уровень субъективных ошибок 
экспертизы. 
Подчеркнем, что конечной целью, изложенной выше процедуры 
оценивания активов является определение уровня ущерба, нане-
сенного активам организации реализацией информационных угроз. 
Однако в этой процедуре фактически выпала из поля зрения сама 
информация, в отношении которой реализуются угрозы, и поэтому 
без внимания остается тот факт, что ущерб, нанесенный активам 
организации, образуется именно вследствие реализации угроз ин-
формации и зависит от важности последней для организации (то 
есть воздействия реализованных информационных угроз на обес-
печение эффективного функционирования организации). 
Поэтому целесообразно в процедуре оценивания активов орга-
низации более четко учесть причинно-следственные особенности 
процесса образования частных убытков и вычисление окончатель-
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ного совокупного ущерба. При этом следует принимать во внима-
ние три следующие аспекта: 
− во-первых, точками ввода угроз в ИТС являются уязвимости 
активов системы, тогда как последствия реализации этих угроз 
нужно оценивать на полном множестве активов организации; 
− во-вторых, на определенном этапе реализации любой угрозы 
информации эту угрозу можно свести к одной из трех: конфиден-
циальности, доступности и целостности, что позволяет упростить и 
сократить анализ последствий успешной реализации угроз, в том 
числе расчет соответствующих убытков; 
− в-третьих, следствием реализации любой из этих угроз или 
их произвольной комбинации является поражение информации 
организации (точнее информационных ресурсов организации - 
совокупности упорядоченной определенным образом информации, 
зафиксированной на различных типах носителей, приспособленных 
для хранения и обработки этой информации в ИТС). Будем счи-
тать, что информационные ресурсы организации вместе составля-
ют некоторое подмножество активов системы: 
infAS AS . 
Формально с учетом указанных выше аспектов схему оценива-
ния ущерба можно представить в виде трехэтапной процедуры [30]. 
При ее построении будем исходить из того факта, что в организа-
ции объектом приложения (ввода) угроз являются элементы ин-
формационной инфраструктуры (оборудование, программное 
обеспечение, персонал), которые из-за присутствующих в них уяз-
вимостей делают возможной реализацию тех или иных атак в от-
ношении информационных ресурсов. Последствия реализации этих 
атак (убытки организации) определяются на всем множестве AS  
активов организации. 
На первом этапе процедуры оценивания убытков выполняется 
инвентаризация активов организации, результат которой - список 
активов, определяющий полное множество активов организации: 
 iAS as , 1, Аi n . Устанавливается перечень возможных угроз 
информации { }kT t , 1, tk n . формируется подмножество 
inf 1 infAS AS , включающее только те информационные ресурсы 
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организации, относительно которых возможна реализация угроз из 
состава множества Т . 
В ходе второго этапа выполняется анализ всех возможных пар 
вида inf 1,l ias as , по результатам которого определяются группы 
активов, ассоциируемые с каждым элементом inf 1
las  информацион-
ных ресурсов, в отношении которых может быть реализована угро-
за. На третьем этапе, в ходе анализа всех возможных троек 
inf 1, ,k l it as as , 1, Аi n , выявляются убытки ikq , наносимые активам 
ias , 1, Аi n  организации в случае реализации угрозы kt  относи-
тельно информационного ресурса inf 1
las , и по совокупному значе-
нию всех этих убытков, исчисленных по всему множеству активов 
 iAS as , определяют частную ценность соответствующего ин-
формационного ресурса inf 1
las  (так называемая «присвоенная цен-
ность» [30]). 
К сожалению, как это уже отмечалось выше, при больших зна-
чениях An  и tn  количество анализируемых пар 
inf 1,l ias as , стано-
вится достаточно большим, троек 
inf 1, ,k l it as as  – еще больше, а 
процедура оценки значений ikq  – весьма громоздкой. Примером 
одного из самых экстремальных вариантов, которые могут возник-
нуть при оценивании активов, следует считать ситуацию, в которой 
организацией, чьи активы оцениваются, является государство. В 
этом случае множество пар <актив-угроза>, которые подлежат экс-
пертированию, фактически бесчисленно, а значит применение из-
ложенной выше процедуры оценивания активов является бессмыс-
ленной тратой времени. Для получения работоспособной процеду-
ры оценивания активов в этом примере необходимо ввести меха-
низмы сокращения количества анализируемых экспертом вариан-
тов пар <актив-угроза> до разумного количества. 
Одним из таких механизмов, подробно рассмотренным в [19], 
является метод сценарного анализа ущерба, обусловленного реали-
зацией угроз в отношении определенного информационного ресур-
са (ИР). В этом методе эксперт для каждого вероятного случая реа-
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лизации угрозы определяет конечное множество возможных сце-
нариев развития событий-следствий (3-5 вариантов). Развертыва-
ние каждого из сценариев ассоциируется с некоторым конкретным 
множеством активов, которое по своему объему несравненно уже 
гипотетической полной группы активов. Поэтому эксперт способен 
достаточно объективно оценить последствия развития каждого 
сценария, которые фактически составят частные интегрированные 
оценки убытков (потерь), обусловленных реализацией исходной 
угрозы. В качестве окончательной оценки ущерба в случае реали-
зации соответствующей угрозы можно принять наибольшую из 
частных оценок, полученных по каждому из сценариев, либо 
убытки по наиболее вероятному сценарию, или, наконец, средне-
взвешенный интегрированный ущерб по все совокупности сцена-
риев, где весами являются вероятности реализаций каждого из 
сценариев. 
Отметим, что рассмотренная выше схема оценивания активов 
достаточно универсальна с точки зрения возможных областей и 
диапазонов применения, однако в ряде случаев, характеризующих-
ся наличием определенных ограничений в постановке задачи, эта 
схема оказывается излишне переусложненной. 
Так, если целью оценки ИР является определение их принад-
лежности к секретной информации, множество угроз Т фактически 
сужается к одной – угрозе утечки информации. Поэтому сразу от-
падает проблема множественности оценок частных убытков, по-
рождаемых реализацией многочисленных угроз информации. Объ-
екты, в отношении которых может быть реализована угроза утечки 
- это множества ИР, которые обычно имеют определенные типовые 
документированные формы представления и устойчиво определен-
ные области применения.  
Последнее означает, что совокупность активов, которые функ-
ционально или иным образом связанные с атакованным ИР и им 
может быть нанесен ущерб, достаточно постоянна и характерна для 
всех ИР этой отрасли.  
Поэтому, если в множестве подобных отраслевых ИР есть неко-
торая совокупность уже оцененных, эксперт может более-менее 
точно определить ценность всех ИР путем их сопоставления и 
сравнения с уже оцененными.  
285 
Точность полученных при этом оценок зависит как от уровня 
компетентности эксперта, так и способа (технологии), которая 
применяется им для сравнительного анализа и определения коли-
чественных значений ценности ИР. Одна из таких технологий 
предложена в [32], однако она не содержит детального описания 
механизмов своей реализации.  
Поэтому ниже приведен пример адаптации этой технологии к 
анализу уровня ущерба, обусловленного реализацией угрозы утеч-
ки секретной информации. 
3.3. Применение нониусного метода для определения ценности 
информации 
Нониусный подход к определению ценности информации 
Как уже упоминалось, базовым принципом построения СЗИ яв-
ляется тезис о разумной достаточности, согласно которому затраты 
на построение и сопровождение СЗИ не должны превышать приве-
денные к денежной форме представления суммарные потери, обу-
словленные реализациями возможных угроз относительно инфор-
мации, подлежащей защите. 
С другой стороны, возможности успешного, своевременного, 
полномасштабного и эффективного использования информации в 
организационной, производственной, социальной и других сферах 
деятельности организации зависят от выполнения требований це-
лостности, доступности и, в ряде случаев, конфиденциальности 
циркулирующей в организации информации, т.е. от уровня ее за-
щищенности, обеспечение которой реализуется системой менедж-
мента безопасности информации (СМБИ).  
Недостаточная защищенность информации, подверженность ее 
деструктивным воздействиям информационных атак ведет к ухуд-
шению качества функционирования организации в целом, показа-
телем которого может выступать стоимость ее активов. Поэтому 
изменение (снижение) стоимости активов является характеристи-
кой значимости информации для организации и именно эту харак-
теристику целесообразно использовать при определении ценности 
информации (см. п. 3.1). Другими словами, ценность информации 
для организации оценивается величиной убытков, которые несет 
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организация в случае причинения вреда этой информации. Струк-
тура убытков определяется выражением (3.3), причем основные 
проблемы возникают при оценивании значения составляющей 
( )L I – интегральной оценки ущерба, который несет организация 
из-за недоступности, модификации и/или утраты значимой для нее 
информации, утечки конфиденциальной информации. Для формиро-
вания представлений о методике определения ценности информации 
рассмотрим некоторые дополнительные сведения, касающиеся 
структуры активов организации.  
По стандарту ДСТУ ISO/IEC TR 13335-3 [30], активы организа-
ции – это все, что имеет ценность для организации, причем ценность 
каждого актива определяется его важностью для деловой (функцио-
нальной) составляющей деятельности организации. 
В частности, если речь идет о системе, например, ИТС, приме-
няемой в пределах определенной организации, оценке подлежат 
прежде всего активы этой системы, причем при определении их 
ценности должно учитываться то, как может сказаться на ценности 
каждого из активов утечка, недоступность, искажения и/или раз-
рушение информации, т.е. реализация основных видов информаци-
онных угроз по отношению к ресурсам ИТС организации.  
На методологическом уровне принцип разумной достаточности 
реализуется в концепциях анализа и управления информационны-
ми рисками. Однако практическое воплощение этих концепций в 
процессе создания СЗИ требует решения ряда проблемных вопро-
сов, один из которых – оценка ценности информации, в частности 
ИР, которые защищаются. 
Актуальность этого вопроса наглядно подтверждается тем вни-
манием, которое уделяется ему в многочисленных нормативных и 
установочных документах [30, 33], причем практически все ука-
занные документы в качестве основного механизма оценки ценно-
сти ИР определяют метод экспертно-аналитической оценки. В ка-
честве примера можно взять стандарт ДСТУ ISO/IEC TR 13335-3 
[30], в котором данный метод экспертизы ценности ИР использует-
ся в рамках так называемого «детального анализа рисков», пред-
ставляющего собой один из вариантов корпоративной стратегии 
анализа рисков. Процедура экспертно-аналитического оценивания 
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каждого ИР базируется на системе критериев, в соответствии с 
которым совокупная оценка ценности ИР формируется из расходов 
на его создание (приобретение, обслуживание, восстановление) и 
возможных убытков организации-владельца ИР, обусловленных 
реализацией угроз конфиденциальности, целостности и доступно-
сти соответствующего ИР. 
Вообще эффективное применение методики «детального анали-
за рисков» требует от эксперта глубоких знаний (как в сфере ин-
формационных технологий, так и в сфере деловой активности ор-
ганизации), значительных затрат времени и усилий. В связи с этим 
эксперты в своей практической деятельности часто отдают предпо-
чтение так называемому «неформальному подходу» к анализу рис-
ков [30], в котором экспертиза ценности ИР опирается не на струк-
турно-аналитические методы анализа затрат и прогнозирования 
возможных убытков, а исключительно на собственный опыт и уро-
вень осведомленности эксперта в соответствующей предметной 
области. При этом эксперт уходит от формированием оценки цен-
ности ИР путем интеграции совокупности предварительно найден-
ных фрагментарных (частных) оценок ценности отдельных единиц 
информации в одну обобщающую оценку, заменяя многоэтапную 
аналитическую процедуру экспертизы прямым определением ко-
нечной оценки. Подобное прямое экспертное оценивание дает су-
щественную экономию усилий и времени, но вместе с тем суще-
ственно увеличивает вероятность появления субъективных ошибок 
в результатах экспертизы, в связи с чем регламентируются способы 
повышения точности результатов прямых экспертиз, например, 
путем рекомендаций по проведению групповой экспертизы. При 
этом на задний план уходит задача повышения точности индивиду-
альных экспертиз, которая сама по себе весьма актуальна и требует 
отдельного специального рассмотрения. В данном разделе рас-
сматривается один из методов решения этой задачи. 
Можно предположить, что эксперт, формулируя свои выводы в 
ходе прямой экспертизы, сознательно или подсознательно опирает-
ся на систему уже сложившихся у него представлений о ценности 
группы хорошо известных ему ИР, которые он считает базовыми в 
сфере данной профессиональной деятельности. Поэтому, формируя 
свою экспертную оценку относительно ценности представленного 
288 
на экспертизу нового ИР, эксперт пытается «вмонтировать» этот 
новый ИР в уже существующую систему базовых ресурсов и ин-
терполирует его ценностный показатель по известным значениям 
ценности как «близких», так и «отдаленных» базовых ресурсов. 
К сожалению процесс полученная этой интерполяционной 
оценки обычно оказывается вне сознательной фиксации его экс-
пертом [34]. Тем не менее из литературы известны попытки по-
строения эвристико-эмпирических процедур, цель которых – заме-
щение эксперта в процессе формирования экспертного заключения 
путем применения подобной интерполяционной схемы или суще-
ственное упрощение продуцирования такого заключения. 
В частности, в [16, 31, 35] предложен так называемый нони-
усный подход к определению ценности ИР, который позволяет 
постепенно конкретизировать класс, группу, подгруппу ресурсов, 
близких по определенным характеристикам к объекту экспертизы, 
последовательно сужая множество базовых ресурсов, сопоставляе-
мых с новым ИР. Проиллюстрируем работу нониусной схемы. 
Предположим, что оценивается важность ресурса IR, содержание 
которого – данные контракта о поставках определенного вида во-
енной техники в некоторую страну (рис. 3.2).  
Сведения в сфере внешних отношений,
N
Общие сведения, n1
Договоренности в сфере военно-
технического сотрудничества, nі 
...
...
Международные контракты в 
сфере поставки военной 
техники, mik 
Международные соглашения в 













Рис. 3.2. Пример схемы классификации ИР в определенной предметной 
области 
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Общий объем документов в сфере внешних отношений состав-
ляет: 
...i ik ikr
i i k i k r
N n m L      . 
Согласно сути нониусного подхода, детализируя характер и 
особенности ресурса IR, постепенно спускаемся по ступеням 
иерархии рис. 3.2, редуцируя начальное множество из N анализи-
руемых документов к содержимому определенной «атомарной» 
ячейки с ограниченным количеством базовых ресурсов 
{ }, 1,lIR l L .  
Считаем, что ценность lc  каждого из этих ресурсов уже извест-
на и вместе они образуют конечное линейно упорядоченное мно-
жество 1 2{ , ,..., }.Lc c c  Для выработки решения по ценности IRc  ре-
сурса IR эксперту нужно «втиснуть» этот ресурс в множество { }lIR , 
и, ориентируясь по ценовым показателям элементов этого множе-
ства, определить ценность IRc . Возможной формой оценки может 
быть взвешенная сумма [16, 35]: 
,IR l l
l
c w c  
где lw  – система весов, задаваемых экспертом по результатам со-
поставления ресурса IR  с другими элементами множества { }lIR  
путем применением метода парных сравнений Саати [36] или дру-
гим способом. В дальнейшем оцененный ресурс IR  вводится в 
множество базовых ресурсов. 
Следует отметить, что условием реализации нониусного подхо-
да является существование иерархии взаимосвязанных понятий, 
которая охватывает определенную предметную область. Именно 
наличие такой иерархии позволяет осуществить отнесения объекта 
экспертизы к требуемой подгруппе базовых ИР. 
Еще одним примером прямого экспертного оценивания, близ-
ким по своей сути к нониусному подходу, является процедура при-
своение грифа секретности секретной информации (СИ) [23]. Гриф 
секретности, размещаемый на материальном носителе СИ (МНСИ), 
должен соответствовать степени секретности СИ и определяется 
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путем сопоставления содержания этой информации с содержанием 
статей-описаний ССГТ [23], выявлением конкретной статьи ССГТ, 
содержанию которой соответствует информация, размещенная на 
МНСИ и присвоению этой информации грифа, рекомендуемого 
статьей ССГТ. Реализация поисковой процедуры обеспечивается 
иерархической структурой ССГТ, которая позволяет достаточно 
просто найти соответствующую статью-описание. 
Онтологическая иерархия 
В обоих приведенных выше примерах принятие решений бази-
руется на использовании специфических иерархических структур - 
онтологий, изучению, разработке и применению которых в послед-
нее время уделяется значительное внимание [37-40]. 
Онтология – это попытка всеобъемлющей и детальной форма-
лизации некоторой области знаний с помощью концептуальной 
схемы. Обычно такая схема представляет собой структуру данных, 
содержащую все релевантные классы объектов, их точные специ-
фикации для определенной предметной области, связи и правила 
(теоремы, ограничения), принятые в этой области.  Впервые поня-
тие онтологии, как формального описания терминов, встречается в 
области изучения искусственного интеллекта. Однако, в последнее 
время данное понятие распространяется и на другие предметные 
области. 
Потребность в разработке онтологий возникает в случае необ-
ходимости выполнения структуризации знаний в определенной 
предметной области для многократного повторного использования 
этих знаний или для их общего понимания совокупностью пользо-
вателей в различных сферах деятельности.  
В простейшем случае построение онтологии сводится к выделе-
нию базовых понятий предметной области и установление соотно-
шений между ними. Одной из проблем разработчика онтологии 
является необходимость выявления всех элементов, входящих в 
состав предметных областей. Вместе с тем онтологическая струк-
тура должна быть динамичной относительно изменений. Онтоло-
гии обычно строятся на анализе функциональных свойств и связей 
элементов определенной предметной области или на анализе со-
держания терминов соответствующей сферы, их сопоставлении. 
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Одним из примеров удачного применения и использования он-
тологического анализа можно считать ССГТ. В ССГТ все сферы 
деятельности разделены на четыре: сфера обороны, сфера эконо-
мики, науки и техники, сфера внешних отношений и сфера госу-
дарственной безопасности и охраны правопорядка [23]. Соответ-
ственно, сфера обороны содержит основные спецификации поня-
тий о виде вооруженных сил, округах, полках, отдельных воинских 
частях и тому подобное. Сфера экономики охватывает специфика-
ции вопросов мобилизационных мощностей, создание государ-
ственных материальных резервов, формирования, финансирования 
и выполнения оборонного заказа и т.п. То же касается и других 
сфер деятельности. Все они содержат в себе определенные специ-
фицированные понятия, которые в свою очередь раскрываются 
через еще более детализированные и конкретизированные катего-
рии. Фактически каждая из указанных сфер представляет собой 
частную онтологическую иерархию, поглощаемую более общей 
онтологической иерархией, корневым понятием которой является 
все множество сведений, составляющих ГТ. С другой стороны, 
любой элемент этой онтологической иерархии предполагает свое 
разложения в соответствующую частную иерархическую структуру.  
Типичным образцом такого разложения является онтологиче-
ская иерархия (рис. 3.2), образовавшаяся из понятия Сведения в 
области внешних отношений (раздел ССГТ) и представляющая 
собой частную онтологию общей иерархической онтологии ССГТ. 
Меньшая по объему частная иерархическая структура подчинена 
ИР Договоренности в сфере военно-технического сотрудниче-
ства, еще более ограниченная – ресурсу Международные кон-
тракты в сфере поставок военной техники. Подчиненные иерар-
хические структуры отсутствуют только для элементов самого низ-
кого «атомарного» уровня онтологии ресурсов сферы внешних 
отношений.  
Такой же подход можно использовать при построении онтологий 
и в других случаях, в частности для организаций, в том числе и ком-
мерческих: всю совокупность данных, понятий, терминов или объ-
ектов, которые образуют предметную область в сфере функциони-
рования соответствующей организации, надо категорировать, дать 
подробные спецификации этих категорий и указать их связи, воз-
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можные подчиненности, зависимости. Для ССГТ эти категории раз-
работаны государственными экспертами по вопросам тайн в процес-
се их многолетней работы, а эффективность полученной структури-
зации СИ подтверждена временем. Однако можно ли обеспечить 
надлежащее качество проведения онтологического анализа в более 
короткий срок, привлекая к этому не высококлассных экспертов, а 
специалистов разных уровней компетентности, которые не являются 
профессиональными экспертами или вовсе не имеют опыта прове-
дения экспертиз? Как формализовать этот процесс? 
Предположим, что объектом онтологического анализа является 
представленная в различных формах (в том числе и в виде сово-
купности ИР) информация, существование которой является необ-
ходимым условием устойчивого и качественного функционирова-
ния некоторой производственной организации, цель деятельности 
которой – создание (изготовление) определенного материального 
продукта (товаров). 
Как известно, производство – это совокупность взаимосвязан-
ных процессов: основных, вспомогательных и обслуживающих 
[41]. Основными процессами являются технологические процессы 
(ТП) производства, именно благодаря которым и образуется мате-
риальный продукт – основной результат производства. В связи с 
этим процесс формирования онтологической информационной 
иерархии производственной организации нужно начинать с анализа 
самых низких ступеней производства, то есть с определения ин-
формации, задействованной в основных производственных процес-
сах (или бизнес-процессах, если производство не является матери-
альным, например, если цель деятельности организации - оказания 
услуг). В частности, если речь идет об определенном материальном 
производстве, начинать надо с анализа его основных ТП. 
На рис. 3.3 приведен фрагмент схемы ТП, представленного на 
уровне выполнения отдельных операций (кружки на схеме – вы-
полнение соответствующих операций) [35]. 
Утолщенные стрелки на схеме указывают на потоки информа-
ции ( 1 2 3 6, , ,I I I I ), отбор которой обеспечивает контроль параметров 
исходного сырья и материалов, задействованных в процессе произ-
водства, и характеристик состояния ТП. Это так называемая пара-
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метрическая информация (данные обратной связи), которая переда-
ется от объекта к системе управления ТП. 
 
Рис. 3.3. Фрагмент схемы технологического процесса 
По результатам обработки полученных данных система управ-
ления выдает информацию, которая передается каналом прямой 
связи (информационные потоки 4 5,I I ) к объекту управления. Эта 
информация, меняя режимы работы сервисных устройств и обору-
дования, непосредственно связанных с регулированием состояния 
ТП, обеспечивает оптимизацию выполнения отдельных операций 
ТП и технологического цикла производства в целом. В общем всю 
перечисленную выше информацию можно обобщить единым поня-
тием «технологическая информация». 
Аналогичным образом можно проанализировать другие ТП, 
входящие в производственный цикл организации. Помимо различ-
ных фрагментов технологической информации основное производ-
ство будет характеризоваться информацией о выпуске конечного 
продукта, поставке и потребления сырья, энергоресурсов, количе-
ственных и качественных показателях производства в целом и т.д. 
Следует также отметить, что в рамках управления данным ТП реа-
лизуются связи со смежными ТП, обеспечивается ремонт оборудо-
вания, поставка инструментов и т.п. Кроме того, в состав организа-
ции должны входить обеспечивающие подразделения, в которых 
циркулирует финансово-экономическая информация, отчетно-
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статистическая информация, сведения кадровой службы (включая 
соответствующие персональные данные), информация, связанная 
с разработкой, проектированием, технологической подготовкой и 
планированием выпуска новых видов продукции и тому подоб-
ное. Представленная в документированном виде, вся эта инфор-
мация составляет внутренние ИР организации. Циркуляцию этих 
документов в организации обеспечивает система документообо-
рота и архивное подразделение. Отдельный ИР формируется из 
информационных потоков, ориентированных во вне организации 
(внешняя информация). Это сведения о продаже и маркетинге, ло-
гистике и снабжении, налоговом учете и выплате налогов, внешнем 
инвестировании, портфеле заказов и т.п.В целом вся информация, 
перечисленная выше, представляет собой Совокупную информа-
цию организации, которую можно представить в виде многоуров-
невой иерархии. На первом уровне выделим: 
1. Внутренняя информация / 2. Внешняя информация. 
Детализируя их, получаем элементы второго уровня иерархии: 
1.1. Производственная информация / 1.2. Информация обес-
печивающих подразделений 
2.1. Сведения о продаже и маркетинге / 2.2. Отчетно-
статистическая информация / 2.3. Рекламно-справочная инфо-
рмация / 2.4. Расчеты с поставщиками и получателями проду-
кции / ... 
Третий уровень иерархии: 
1.1.1. Технологическая информация / 1.1.2. Документация по 
технологической подготовке производства; 
1.2.1. Данные о бухгалтерском учете / Сведения об учете и 
управлении кадрами / Планово-финансовая информация / Ад-
министративно-управленческая информация / Аналитико-
маркетинговая информация / ... 
. . . . . . . . 
2.1.1. Сведения о поставщиках, объемах закупок и специфи-
кации сырья, материалов / 2.1.2. Договоры с покупателями 
товаров, спецификации к ним / 2.1.3. Ведение ценовых струк-
тур, формирование прайс-листов / ... 
. . . . . . . . 
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В тех случаях, когда это необходимо или целесообразно, возмо-
жно введение дополнительных уровней иерархии. Например: 
1.1.1.1. Параметрическая информация: І1, І2, І3, / 1.1.1.2. Инфо-
рмация прямого канала управления ТП: І4, І5.  
Степень детализации по направлениям онтологической иерар-
хии индивидуальная для каждого из них и тесно связана с возмож-
ностью подсчета ценности информации соответствующего низшего 
уровня иерархии. Так, если самые низкие «атомарные» ячейки 
иерархии по направлению 1.1. Производственная информация 
образуются элементами параметрической информации и информа-
ции прямого канала управления ТП, их ценность рассчитывается 
по потерям от блокирования или искажения (модификации) этой 
информации, приводящим к ухудшению качества продукта ТП, 
увеличению процента брака или остановке ТП. 
В общем ценность технологической информации любого ТП 
(бизнес-процесса) определяется через оценку воздействия негатив-
ных последствий реализации угроз в отношении целостности и 
доступности этой информации на характеристики состояния ТП 
(бизнес-процесса), его устойчивость. При такой оценке учитывает-
ся косвенное влияние атак на информационные ресурсы через из-
менения в стоимости конечных продуктов ТП (на отдельных ста-
диях бизнес-процесса) и продукции производства в целом. В част-
ности, для «атомарных» элементов информации 1I  – 6I  получаем 
частные оценки полезности (важности) каждого типа этой инфор-
мации для обеспечения производственного процесса. Обобщение 
(объединение) информации 1I  – 6I  в категорию 1.1.1. Техноло-
гична информация должно сопровождаться вычислением соот-
ветствующей совокупной оценки потерь от реализации угроз в 
отношении этой категории. В целом должны быть получены сово-
купные оценки влияния каждой из угроз по каждому обобщенному 
ИР (типизированной информационной категории) по всем подраз-
делениям организации. Уместно заметить, что особенностью по-
добной процедуры определения ценности информации или ИР яв-
ляется то, что она происходит на начальном этапе анализа рисков, 
когда еще отсутствует детализация возможных для данной органи-
зации информационных угроз и способов их реализации.  
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Поэтому в соответствии с уже устоявшимся пониманием содер-
жания понятия «ценность информации» реальная ценность инфор-
мации (или ИР) определяется исключительно через оценки влияния 
нарушений доступности, целостности и конфиденциальности кон-
кретной информации (ИP) на деятельность (состояние функциони-
рования) организации, точнее через возможные потери организа-
ции в результате реализации этих нарушений.  
Для внешней информации организации (как и для некоторых 
видов внутренней) часто характерны повышенные требования к ее 
конфиденциальности. Расчет возможных потерь в этом случае но-
сит вероятностный характер и выполняется с привлечением ситуа-
ционно-сценарных методов прогнозирования [16, 19]. 
Подчеркнем, что приведенная выше методика построения ин-
формационной онтологии основана на выделении основных ин-
формационных элементов онтологии и установлении соотношений 
между ними путем анализа функционально-производственной 
структуры организации. Очевидно, что это не единственно воз-
можный подход к формированию онтологии. В частности, можно 
надеяться на эффективное применение для построения онтологии 
так называемой информационной пирамиды, которая характеризу-
ет особенности и свойства информации, задействованной на раз-
ных уровнях управления организацией [42]: стратегическом, такти-
ческом, оперативном.  
Этот подход позволяет ввести в структуру онтологии достаточ-
ное количество информационных элементов, которые смогут бо-
лее-менее полно представить предметную сферу, однако структура 
их взаимосвязей будет отличаться от соответствующей структуры, 
полученной при построении онтологии по функционально-
производственному принципу. 
Упрощение процедуры экспертного определения ценности ин-
формации при сохранении достаточно высокого уровня качества 
экспертных оценок можно получить при использовании так назы-
ваемого нониусного подхода, уже рассматривавшегося выше. Од-
нако возможность его применения требует предварительной струк-
туризации информации в определенной предметной области (обла-
сти деятельности). Удачной формой такой структуризации является 
построение онтологической иерархии информационных элементов 
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соответствующей сферы (отрасли) деятельности. Анализ суще-
ствующих приложений информационных онтологических иерар-
хий, их основных свойств и особенностей структуры обусловлива-
ет целесообразность использования в формировании информаци-
онной онтологической иерархии подхода, основанного на изучении 
и исследовании комплекса реализуемых в организации функцио-
нально-производственных процессов. Целью этих исследований 
является определение состава, содержания и взаимосвязей инфор-
мации, чье наличие обеспечивает эффективное и устойчивое функ-
ционирование организации. Именно на базе этой информации 
формируется информационная онтология. Кроме того, исследова-
ние этих связей с позиций обеспечения устойчивости производ-
ственных процессов и качества конечной продукции допускает 
достаточно прозрачное определение ценности определенных ин-
формационных блоков, образующих разные уровни информацион-
ной онтологии. 
3.4. Применение системы комбинированных шкал для оценки 
информационных потерь 
Обобщенная задача измерения и типология комбинированных 
шкал для определения ценности (значимости) информации 
Процедуры измерения сопровождают любого человека на про-
тяжении всей его жизни и в большинстве случаев выполняются 
подсознательно (этот человек выше, тот – ниже; сегодня он в хо-
рошем настроении / не в настроении; веселый / радостный / груст-
ный / подавлен и т.п.), их результаты в основном не фиксируются, 
оставаясь обычно вне нашего внимания. 
Именно поэтому, когда речь заходит об измерении, его ассоции-
руют с техникой, естественными науками и другими видами дея-
тельности, где сутью измерения является сопоставление измеряе-
мого качества (часто это геометрические, физические свойства 
исследуемого объекта) с соответствующим эталоном, причем в 
процедуре измерения широко применяются специальные измери-
тельные технические средства и полученные результаты измерения 
имеют вполне объективный характер. 
Однако во многих областях человеческой деятельности (эко-
номика, социология, психология, другие социальные науки) един-
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ственным измерительным средством, применяемым в процессе 
измерения, является сам человек, а в процедуру измерения, кроме 
чисто технических действий, вводятся элементы интеллектуаль-
ной деятельности. Например, изучая сложный социальный объ-
ект, исследователь может ввести определенную переменную, ко-
торая, по его мнению, отражает главные особенности этого объ-
екта и может выступать в качестве интегральной характеристики 
объекта в целом.  
Часто эта переменная не может быть измерена непосредственно, 
ее значения оцениваются исследователем, экспертами или опреде-
ляются каким-то другим косвенным способом, имея при этом оче-
видно субъективный характер. В этой ситуации возникает потреб-
ность в разработке общей теории измерений, которая решила бы 
проблему унификации измерений на объектах различного проис-
хождения, воссоздав общую формальную схему как объективных, 
так и субъективных измерений. Одна из первых работ, в которой 
была предпринята попытка построения общей теории измерений, 
базирующейся на теоретико-множественном аппарате отношений, 
принадлежит П. Суппесу [43]. 
Рассмотрим совокупность исследуемых объектов, принадлежа-
щих к одному классу, интегральная характеристика которых отра-
жается переменной x . Естественно, что для каждого r-го объекта в 
соответствии с его состоянием эта переменная имеет разную сте-
пень интенсивности rx , то есть по всей совокупности объектов 
получим множество интенсивностей  , 1,rХ x r m  . Зафиксиру-
ем структуру этого множества путем определения парных (бинар-
ных) отношений между ее элементами, обозначая эти отношения 
выражением ( , )rk r kq x x  или просто rkq . Совокупность всех воз-
можных отношений удобно представить квадратной матрицей 
,rk m m
Q q . Назовем кортеж (двойку) ,S X Q  эмпирической 
системой с отношением (ЕСО). Предположим, что возможно одно-
значное отображение  
: X R  ,    (3.5) 
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где R – множество всех действительных чисел, в частности каждый 
элемент rx  можно сопоставить с числом ( )r rz x R  . 
Тогда все множество элементов Х можно сопоставить с множе-
ством  , 1,rZ z r m  , элементами которого являются действи-
тельные числа. Структуру множества Z определим через систему 
парных отношений rkd  аналогично тому, как это было сделано для 
множества Х, представив совокупность этих отношений квадрат-
ной матрицей 
,rk m m
D d . Пару ,C Z D  назовем числовой си-
стемой с отношениями (ЧСО). Если совокупность числовых значе-
ний ЧСО, образовавшихся в результате отображения (3.5), имеет 
такую структуру, для которой удовлетворяется условие Q D , то 
система С представляет собой гомоморфный образ (гомоморфизм) 
системы S, а отображение  
* : S С  , 
называется гомоморфным. 
Если отображение S является взаимно-однозначным, имеем слу-
чай изоморфного отображения (изоморфизм). То есть изоморфизм 
гарантирует единообразие структур систем, а гомоморфизм - их 
сходство. Кортеж (тройка) 
*, ,S C   называется шкалой измерения.  
В более узком смысле шкала – это совокупность правил, по ко-
торым выполняется сопоставление множества состояний эмпири-
ческого свойства изучаемого объекта множеству действительных 
чисел. Сам процесс сопоставления составляет процедуру измере-
ния, определяющей особенностью которой является обеспечение 
(воспроизведение) между элементами числовой системы характера 
отношений между соответствующими состояниями эмпирического 
свойства. 
Отметим, что одну и ту же ЕСО S можно отразить в числовую 
систему различными способами. В частности, если результатам 
таких отражений 1  і 2  являются ЧСО 1С и 2С , в состав которых 
входят соответствующие множества  1 1 , 1,rZ z r m  , 
 2 2 , 1,rZ z r m   и существует функциональное преобразование f, 
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с помощью которого отображения 1  можно взаимно однозначно 
перевести в отображение 2  ( 2 1 f  ,
1
1 2 f 
 ), то шкалы 
1 1, ,S C  і 2 2, ,S C   считаются принадлежащими к одному типу, а 
преобразования f называется допустимым преобразованием. 
Введение понятия допустимых преобразований несколько 
трансформирует принятое в рамках классического подхода [43] 
определение понятия шкалы как тройки , ,S C  . Согласно совре-
менным представлениям, наиболее полной и содержательной ха-
рактеристикой шкалы есть множество Ф допустимых преобразова-
ний значений эмпирической свойства, измеренных в данной шкале. 
В зависимости от состава множества Ф, характерного для опреде-
ленных типов шкал, возможно проведение структуризации множе-
ства произвольных шкал, результатом которой является построение 
типологии шкал. Общепринятый вариант такой типологии приве-
ден в табл. 3.2.  
Таблица 3.2. Типология множества произвольных шкал 
Тип шкалы Допустимые преобразования для данного типа шкалы 
Номинативная Взаимно-однозначные: ))()(()( 2121 xfxfxx   
Порядковая Монотонно возрастающие: ))()(()( 2121 xfxfxx   
Интервальная Положительные линейные: ;)( baxxf   
ba, произвольные действительные числа, 0a  
Шкала отно-
шений 
Преобразование подобия: 0,)(  aaxxf  
Абсолютная Тождество: xxf )(  
При анализе введенной типологии, в частности, сравнении раз-
личных типов шкал, обычно используются понятия сильных (мощ-
ных) шкал и, соответственно, слабых. Назовем одну из двух шкал 
более сильной (мощной), если множество ее допустимых преобра-
зований среди других включает все допустимые преобразования, 
присущие второй шкале. 
Наиболее слабым типом шкалы считается номинативная (ина-
че – шкала наименований). В ней числа являются лишь условными 
наименованиями классов, на которые разделено исходное множе-
ство объектов, то есть выполнение математических операций с 
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этими числами некорректно, числа играют роли имен. Например: 
предоставление множеству женщин условного числового обозна-
чения « », множеству мужчин  «  », в частности  =1,  =2, или 
любые другие числовые обозначения. 
Более сильной есть шкала порядка (порядковая, ординальная), 
в которой все объекты строятся по определенному признаку (свой-
ству): по принципу его роста (увеличения) или наоборот, то есть 
для объектов, которые сравниваются с эмпирическим свойством X, 
должно устанавливаться отношение порядка: 
1 2 3 nx x x ... x    . 
Существенно то, что принцип пропорциональности в этой шкале не 
выполняется, то есть нельзя указать, насколько 2x  лучше  1x  (в 
общем случае  ix  лучше, чем jx , если j i ). 
Шкала интервалов является частично метрической, позволяет 
применять линейные преобразования, но не имеет установленной 
точки нулевого отсчета, точнее, эта точка может устанавливаться 
произвольно. 
Еще более сильной является шкала отношений (пропорцио-
нальная). Это метрическая шкала, в которой допустимо изменение 
масштаба и которая имеет «естественную» нулевую точку. Это ти-
пичная шкала для измерения большинства технических или физиче-
ских величин (скорости, веса, емкости), денежных состояний и т.д. 
Абсолютная шкала является наиболее мощной (сильной) шка-
лой. Для нее множество допустимых преобразований содержит 
тождественное преобразование ( )f x x , то есть фактически полу-
ченный результат измерений является единственно возможным и в 
отношении него недопустимы любые дополнительные преобразо-
вания. Абсолютная шкала метрическая, имеет естественную нуле-
вую точку отсчета и естественную единицу измерения – единицу 
счета. Эта шкала удобна для измерения количества элементов в 
конечном множество, то есть является шкалой натуральных чисел. 
Физический пример абсолютной шкалы – шкала температур по 
Кельвину. 
Приведенные в табл. 3.1 типы шкал образуют своеобразную 
иерархию, в которой каждая последующая шкала включает в себя 
предыдущую и поэтому является более мощной по сравнению со 
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всеми предыдущими. Таким образом, абсолютная шкала будет 
иметь свойства всех других, то есть из данных, полученных в абсо-
лютной шкале, можно определить все, что могут дать измерения в 
других шкалах.  
Например, если известно, что в группе А – 20 студентов, а в 
группе В – 10 студентов, то верны следующие выводы: в группе В 
студентов вдвое меньше (шкала отношений), их меньше на 10 
(шкала интервалов), группа А количественно больше  группы В 
(порядковая шкала), количество студентов в группах неодинаково 
(номинативная шкала). 
Следует отметить, что в типологии выделены только основные 
типы шкал. Поэтому нужно принять во внимание, что каждый от-
дельный тип шкалы может иметь многочисленные модификации, а 
пара основных типов способна породить множество промежуточ-
ных, смешанных (или комбинированных) шкал. Кроме того, для 
современного понимания шкалы совсем не обязательно отражать 
ЕСО в ЧСО – вместо последнего может быть другая формальные 
знаковая система, с помощью которой можно адекватно смодели-
ровать ЕСО. 
Экспертно-аналитическая процедура оценивания значимости 
информационных ресурсов в общем случае 
Рассмотрим следующую ситуацию. Существует совокупный 
(множественный) ИР J , содержащий информацию о разнообраз-
нейших отраслях человеческой деятельности, который постоянно 
пополняется, расширяется, но при этом предполагает возможной 
свою фрагментацию на частичные ИР. Уровень этой фрагментации 
может быть произвольным, в зависимости от требуемой степени 
детализации описаний объектов (элементов) в той или иной пред-
метно-прикладной области деятельности. Степень детализации 
может меняться со временем, поэтому фрагментация исходного 
ресурса J  на частичные носит динамический характер. Нужно 
построить процедуру оценивания ценности (значимости) выделен-
ных частных ИР. 
Очевидно с течением времени объем обобщенного ресурса J  
будет увеличиваться, что является естественным следствием циви-
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лизационного процесса. Совокупная значимость ресурса J  будет, 
по-видимому, расти. Закономерности изменения ценности (значи-
мости) частичных ИР, которые зависят от влияния множества са-
мых разнообразных и, как правило, лишь частично учтенных фак-
торов, практически не поддаются прогнозу и могут проявляться 
самым неожиданным образом. Поэтому единственным способом 
определения значимости частичных ИР является экспертная оцен-
ка, ошибки которой носят субъективный характер и зависят только 
от уровня компетентности экспертов и сложности поставленной 
перед ними задачи. Подбор компетентных экспертов является ор-
ганизационным моментом подготовки экспертизы и рассматрива-
ется отдельно (Глава 4).  
В связи с этим остановимся лишь на минимизации ошибки, обу-
словленной сложностью объекта экспертизы. Один из вариантов 
решения этой задачи заключается в отказе от проведения традици-
онной одноэтапной экспертизы с нахождением прямых оценок 
значимости ИР и переходе к экспертно-аналитической процедуре 
формирования оценок, которая, в отличие от обычной экспертизы, 
использует поэтапное структурирование процесса экспертизы и 
определенную логическую регламентацию содержания его отдель-
ных этапов. 
При формировании экспертно-аналитической процедуры оцени-
вания ценности (значимости) ИР учитывается два принципиальных 
аспекта, а именно: 
− сужение предметной области объектов экспертизы, образо-
ванной совокупностью ИР, относительно ценности, которых дол-
жен определиться эксперт, что позволяет упростить подбор экспер-
тов с высоким уровнем компетентности; 
− учета возможного наличия к моменту проведения экспертизы 
ИР определенного количества уже оцененных ресурсов, что суще-
ственно упрощает принятие решения о новом, еще не экспертиро-
ваном ИР, и делает целесообразным выделение двух не совпадаю-
щим типовых задач определения ценности ИР [32]: 
1) задачи первичной экспертизы ИР, где оценке подлежит вся 
исходная совокупность ИР, составляющих совокупный (множе-
ственный) информационный ресурс J ; 
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2) задачи вторичной экспертизы, где часть частных ИР уже 
прошла первичную экспертизу.  
Возможны различные способы построения экспертно-
аналитической процедуры, которые зависят от объектов эксперти-
зы и сформированных в соответствующих предметных областях 
традиционных подходов к проведению экспертизы. В частности, 
опираясь на приведенные в [32] материалы для выполнения пер-
вичного экспертно-аналитического оценивания значимости ИР 
можно предложить следующую последовательность действий. 
1. Весь представленный к экспертизе совокупный ресурс J  
представляется в виде объединения ресурсных областей iJ , кото-
рые не пересекаются, и каждая из которых соответствует опреде-







 , 1,i n  , i jJ J  Ø при і ≠ j. 
2. В каждой отдельной ресурсной области iJ  выделяются груп-
пы ресурсов, допускающих по своим характеристикам и уровнями 
значимости взаимное сопоставление. Задаются приближенные 
(грубые) границы диапазонов оценок соответствующих ресурсных 
групп, среди которых выбирается самый верхний Cmax i и самый 
нижний Cmin i пределы, определяющие верхнюю и нижнюю грани-
цы шкалы оценок для соответствующей предметно-прикладного 
сферы. Полученные пары (Cmax i, Cmin i), 1,i n  оцениваются в 
условных единицах (баллах), которые не привязаны к какой-либо 
конкретной денежной единицы. Сопоставление этих пар, опреде-
ленных для различных предметно-прикладных отраслей, позволяет 
осуществить согласование и увязку уровней значимости информа-
ции по всему множеству ИР, которые входят в совокупный ресурс 
J , а также вносить необходимые текущие коррекции в случае 
естественной смены значимости ИР отдельных предметно-
прикладных отраслей. При этом становится очевидной определен-
ная конвенциональность полученных оценок значимости информа-
ции, которые зависят, в частности, от полноты и репрезентативно-
сти системы частных ИР, составляющих совокупный ИР J . 
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3. Для множества частных ИP  klI , 1 ,kl ,L  образующих k-ю 
ресурсную группу kI , экспертным путем с помощью метода пар-
ных сравнений выполняется упорядочение исходной совокупности 
соответствующих частных ИР. 
В рамках этой классификационной процедуры для элементов, 
сопоставляющихся в ресурсной группе kI , путем введения бинар-
ного отношения ≤ на множестве частных ИР  klI , 1 ,kl ,L  форми-
руется решетка ценностей ИР этой ресурсной группы. 
4. Для упорядоченной совокупности частных ИР определяется 
множество их оценок значимости  klc . 
Применяя метод экспертных оценок, каждому элементу сфор-
мированной решетки приписывается количественное значение его 
ценности, совокупность которых образует искомое множество оце-
нок значимости  klc  соответствующих частных ИР. При оценива-
нии значимости с применением векторных критериев, то есть когда 
значимость ИР определяется рядом потребительски важных при-
знаков, для нахождения результирующих оценок значимости целе-
сообразно применять известные методы многокритериального ана-
лиза, в частности метод анализа иерархий (МАИ) [36]. 
После нахождения множеств оценок значимости частных IP для 
отдельных ресурсных групп получим множество ИР всей ресурс-
ной области iJ , а затем – всего совокупного ресурса J . В случае 
необходимости возможно проведение дополнительных экспертиз с 
целью проверки качества полученных оценок ценности через по-
парное сопоставление базовых элементов отдельных ресурсных 
групп и областей и приписанных им количественных оценок цен-
ности. После этого задачу первичной экспертизы ИР можно счи-
тать выполненной.  
Если выполнение работ осуществляется группой экспертов в 
соответствии с содержанием этапов пп. 1-4, для обработки полу-
ченных в этом случае результатов целесообразно использовать 
методы теории нечетких множеств [44]. 
Задачу вторичной экспертизы рассмотрим на примере эксперти-
зы нового единичного частного ИР (очевидно, вторичная эксперти-
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за группы новых частных ИР может быть просто сведена к этому 
примеру).  
При появлении нового частного ИР прежде всего определяется 
конкретная предметно-прикладная сфера, к которой принадлежит 
этот новый ИР, то есть соответствующая этому ИР ресурсная об-
ласть и ресурсная группа. Далее эксперт, компетентный в этой 
сфере, сначала обнаруживает местоположение нового ИР в линей-
но упорядоченном множестве частных ИР, которые образуют ре-
шетку ценностей (например, применив метод парных сравнений), а 
затем, завершая экспертизу, количественно оценивает ценность 
(значимость) нового частного ИР, используя, если в этом есть 
необходимость, МАИ. При этом количество элементов решетки 
увеличивается на единицу, а классификация очередного следующе-
го нового ИР происходит в более детализированной решетке. 
Если появление нового частного ИР требует переформатирова-
ния ранее существовавших (в частности, объединение уже суще-
ствующих ресурсных групп или наоборот, их детализацию и разде-
ление на более мелкие), необходимо сопоставить его с близкими 
информационными комплексами, полученными на предшествую-
щих (более ранних) фрагментациях совокупного ресурса J , срав-
нить их объемы и содержание, проверить возможность наличия 
включений одного ресурса в другие. Это позволит в определенной 
степени упростить процедуру определения ценности (значимости) 
нового ИР и ввести в нее элементы контроля. 
При увеличении объема ИР за счет объединения некоторых 
частных ресурсов следует учитывать возможность скачкообразного 
роста уровня ценности нового интегрированного ИР вследствие 
возможного проявления в нем эффекта эмерджентности [24-26]. 
В общем процедуру определения ценности (значимости) неко-
торого частичного ИР можно интерпретировать как измерение 
ценности этого ресурса в сложной комбинированной шкале, фор-
мирование которой выполнено в соответствии с пп. 1-3. 
Рассмотрим состав и структуру этой шкалы. Распределение со-
вокупного ресурса J  по предметно-прикладным сферам фактиче-
ски представляет собой построение номинативной шкалы, которая 
обеспечивает грубую предварительную классификацию множества 
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возможных частных ИР. Внутри каждой номинации (класса той 
шкалы, которому соответствует ресурсная область iJ , 1,i n ) осу-
ществляется более детальная классификация частных ИР по ре-
сурсным группам. В результате получаем набор локализованных 
номинативных шкал, по одной на каждую ресурсную область. В 
целом эта структура представляет собой двойную иерархическую 
номинативную шкалу. Если количество частных ИР, входящих в 
некоторые номинации второго уровня иерархии, велико, для этих 
номинаций целесообразно сформировать еще один, третий уровень 
номинативной шкалы. Очевидно, что при необходимости можно 
наращивать еще более высокие уровни шкалы. В номинациях по-
следнего уровня, в нашем случае, согласно п.3 – второго уровня 
номинативной иерархии, множество частных ресурсов в пределах 
каждой ресурсной группы kI  упорядочивается по своей значимо-
сти, образуя порядковую шкалу вида: 
(1) (2) ( ) ( )... ...k k k l k LI I I I    , 
которая является шкалой третьего уровня иерархии. 
Учитывая, что каждой ресурсной группе kI  ставится в соответ-
ствие некоторый диапазон оценок в баллах (сk max, сk min], получаем 
комбинированную построчно-интервальную шкалу. Приписывая 
каждому элементу klI  экспертную оценку в баллах , 1,klc k L , 
усиливаем порядковую шкалу до интервальной. Это усиление но-
сит искусственный характер, правильность полученных результа-
тов определяется исключительно точностью соответствующих экс-
пертных оценок klc . Следует отметить, что неявная попытка уси-
ления шкалы присутствует и на этапе построения двойной иерар-
хической номинативной шкалы, при введении балльных значений 
границ диапазонов оценок (сk max, сk min], 1,k L  ресурсных границ, 
что делает возможным метризацию порядковых шкал для ресурс-
ных групп. 
Введение подобной комбинированной измерительной шкалы 
позволяет относительно легко реализовать оценивания уровня зна-
чимости некоторого ИР I  , интерпретировав процедуру оценива-
ния как решение обобщенной задачи измерения в этой шкале. В 
частности, используя двойную иерархическую номинативную шка-
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лу, достаточно просто найти ресурсную группу, к которой относит-
ся ресурс I  , а потом экспертным или экспертно-аналитическим 
путем определить положение ресурса I   в соответствующей ло-
кальной порядковой шкале и количественную оценку уровня зна-
чимости этого ИР. 
Проиллюстрируем возможность применения современной тео-
рии измерений к задачам оценивания уровня потерь, обусловлен-
ных утечкой СИ. При этом будем опирается на применение двух 
базовых методов прикладного анализа информации: метода парных 
сравнений и нониусного подхода к классификации информации. 
Классический метод парных сравнений позволяет расположить 
элементы, составляющие некоторое множество, в порядке увели-
чения или уменьшения признака, общего для всех элементов дан-
ного множества. Известна также методика, когда подобная класси-
фикация (ранжирование) происходит по нескольким признакам (по 
комплексу или по вектору признаков), – МАИ [36]. К сожалению, 
парные сравнения хорошо работают в условиях, когда количество 
анализируемых элементов множества невелико. С увеличением 
объема этого множества трудоемкость и сложность применения 
метода парных сравнений резко возрастает, что в данной ситуации 
делает его непригодным для практического использования. 
Выходом в этом случае может быть своеобразный гипертексто-
вый вариант сравнительного анализа, в котором исходная совокуп-
ность элементов делится на определенные подмножества, образу-
ющие уже рассмотренную выше так называемую нониусную ли-
нейку шкал. Эта линейка является своеобразной иерархией шкал, 
каждая из которых, начиная со второй, соответствует более точной 
вспомогательной нониусной шкале, которая детализирует, уточня-
ет отдельные элементы (фрагменты) предыдущей грубой шкалы 
более высокого уровня нониусной иерархии. 
Например, первую – грубую шкалу (высокий уровень иерархии) 
образуем четверкой информационных блоков, содержащих инфор-
мацию в сферах: 
1) обороны; 
2) экономики, науки, техники; 
3) внешних отношений; 
4) государственной безопасности и охраны правопорядка. 
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Каждый из перечисленных блоков грубой номинативной шкалы 
может быть представлен более детализировано подмножеством 
конкретизирующих его содержание вспомогательных информаци-
онных элементов, например: 
3.1) общие сведения о дипломатических отношениях с другими 
государствами; 
3.2) сведения о договоренностях в сфере военно-технического 
сотрудничества с иностранными государствами; 
3.3) .............. . 
Эти информационные элементы предполагают ранжирование по 
уровню потерь, обусловленных утечкой соответствующей инфор-
мации, то есть образуют нониусную ранжированную шкалу второ-
го уровня. При необходимости возможна конкретизация отдельных 
(или всех) элементов этой шкалы введением дополнительных мно-
жеств детализирующих информационных элементов. Например, 
п. 3.2) может получить расширение: 
3.2.1) информация о международных соглашениях в области 
разработки вооружений и военной техники; 
3.2.2) информация о международных контрактах в сфере поста-
вок вооружений и военной техники; 
3.2.3) ........................... . 
Дополнительно введенные информационные элементы после их 
ранжирования по уровню возможных потерь вследствие утечки 
соответствующей информации образуют нониусную ранжирован-
ную шкалу третьего уровня. Продолжая, если это целесообразно, 
процедуру детализации информационных элементов шкалы третье-
го уровня, получим нониусные ранжированые шкалы еще более 
высоких уровней. 
В конце концов, в результате применения подобного нониусные 
подхода к классификации секретной информации получаем струк-
тура представления информации, подобную структуре ССГТ. 
Упорядоченное таким образом множество информационных 
элементов образует систему номинативно-ранговых шкал, в кото-
рую эксперт имеет возможность «встроить» любой новый элемент, 
для которого необходимо оценить уровень возможных потерь из-за 
разглашения содержания данного элемента. Для этого эксперт 
определяет на нониусной линейке шкалу, ближайшую по содержа-
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нию и уровню детализации к объекту оценивания и выполняет ряд 
парных сравнений объекта с узлами (элементами) выбранной шка-
лы. Место, которое занял объект оценивания в системе ранговых 
шкал, можно в дальнейшем воспринимать как новый узел шкалы, 
что в дальнейшем будет использован в процедуре следующих пар-
ных сравнений при оценке новых информационных элементов. 
Для определения принадлежности оцениваемой информации к 
секретной необходимо получение количественных оценок возмож-
ных потерь, обусловленных разглашением этой информации, кото-
рые в порядковой (ранжированной) шкале рассчитать нет возмож-
ности. Поэтому следует выполнить метризации нониусной системы 
шкал, присвоив ее узлам-элементам количественные оценки уров-
ней потерь. 
Для этого рассматривается все, что имеет определенную цен-
ность (имиджевую, экономическую, политическую и т.д.) и в той 
или иной степени может быть ассоциировано с соответствующим 
информационным элементом. В ДСТУ ISO/IEC 13335 [30] это 
«все» определяется термином «активы», связанные с информаци-
онным элементом, а убытки, обусловленные уменьшением ценно-
сти активов вследствие утечки информации, выступают в качестве 
количественной оценки уровня соответствующих потерь.  
В Методических рекомендациях государственным экспертам по 
вопросам определения оснований для отнесения сведений к госу-
дарственной тайне и степени их секретности (далее – Методиче-
ские рекомендации) [45] эти активы (в очень сокращенном объеме) 
приведены в Приложении (см. Приложение 5), где их ценность 
определяется термином «удельный вес» объекта той или иной сфе-
ры деятельности (обороны, экономики, государственной безопас-
ности и т.д.). Очевидно, что эффективное применение подобной 
методики оценки потерь возможно лишь при условии очень по-
дробных перечней активов в каждой сфере деятельности, связан-
ной с использованием секретной информации, в частности, при 
составлении таких списков для каждой шкалы нониусной линейки 
шкал. 
Кроме того, следует иметь в виду, что потери информации толь-
ко по содержанию одного информационного элемента могут обу-
словить убытки по различным активам, то есть следует анализиро-
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вать и рассматривать различные варианты событий, толчком к ко-
торым стала потеря соответствующей информации.  
В развернутой постановке задача шкалирования и измерения 
ценности информации, включая некоторые сведения из теории 
обобщенного измерения, построения и интерпретации систем но-
ниусных (комбинированных) шкал (в том числе и для Методиче-
ских рекомендаций [45]), рассмотрена в статье [15]. Интересно 
сопоставление предложенных теоретических рекомендаций и вы-
водов с положениями Методических рекомендаций, в основу кото-
рых положен многолетний опыт, наработанный в течение длитель-
ной работы государственных экспертов по вопросам гостайны. 
Учитывая это замечание, в двух следующих разделах будут рас-
смотрены некоторые практические аспекты анализа потерь, обу-
словленных потерей СИ. 
Интерпретация содержания базовых положений Методиче-
ских рекомендаций [45] с позиций современной теории измере-
ния и применения системы комбинированных шкал 
Вопрос выбора шкалы измерения обычно обуславливается дву-
мя требованиями. 
Первое – это соответствие характера отношений в ЕСО типу 
шкалы. Дело в том, что мощность шкалы ограничена сверху видом 
существующих в ЕСО отношений. Например, если измеряемая 
свойство предполагает только отношение порядка, невозможно 
количественное измерение уровня этого свойства, следовательно, 
исключается применение количественных (метрических) шкал – 
интервальной и отношений, возможен выбор – номинативная или 
порядковая шкала. Из этих двух шкал более сильная порядковая, и 
именно она адекватна характеру отношений в ЕСО. Применения 
более слабой номинативной шкалы обусловит неполное использо-
вание информации, которую несут в себе отношение порядка, а 
потеря информации вследствие упрощения шкалы (из порядковой в 
номинативную) ведет к примитивизации процедур обработки ре-
зультатов измерения, в частности к уменьшению допустимых ме-
тодов обработки данных, упрощению алгоритмов обработки и т.д. 
Второе требование – соответствие шкалы определенной цели, 
достижению которой подчиняется сама необходимость измерения. 
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Чаще всего это – построение математической зависимости, в кото-
рую входит измеряемая свойство, множество допустимых операций, 
использующих полученные результаты измерения, теоретические, 
эвристические, аппроксимативные модели, в которые измеряемое 
свойство привлекается в качестве переменной. В подобных ситуаци-
ях обычно возникает потребность в использовании метрических 
(количественных) шкал, применение которых обеспечивает возмож-
ность выполнения над полученными результатами измерений широ-
кого спектра операций математической обработки данных. 
Интересно проанализировать учета двух указанных выше требо-
ваний в Методических рекомендациях государственным экспертам 
по вопросам определения оснований для отнесения сведений к гос-
ударственной тайне и степени их секретности. В частности, иссле-
дования, приведенных в Методических рекомендациях [45] базо-
вых соотношений по определению уровня совокупного вреда W 
(балльное значение которого является главным фактором в приня-
тии решения о принадлежности сведений к государственной тайне 
(ГТ)) позволяет сделать ряд важных выводов. 
Согласно Методическим рекомендациям, совокупный ущерб 
W  сочетает две составляющие: ,ек прW W W   которые, в соответ-
ствии с характером отношений в исходных ЕСО, должны изме-
ряться в разных шкалах [15, 16].  
Составляющая екW – показатель экономического ущерба, кото-
рый означает уровень снижения эффективности использования 
выделенных средств для обеспечения деятельности объекта вслед-
ствие разглашения сведений об этом объекте. Учитывая наличие 
естественной нулевой отметки (в случае екW  = 0 информация, про-
веряемая на принадлежность к секретной, таковой на самом деле не 
является), составляющая екW  предполагает применение метриче-
ских шкал, в частности, шкалы отношений. 
Составляющая 
прW  – показатель, характеризующий ущерб госу-
дарству от других тяжелых последствий, которые не могут быть 
просчитаны в количественном или стоимостном выражении. По-
этому оценки значений составляющей 
прW  реализуется исключи-
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тельно экспертным путем, и полученные таким образом результаты 
имеют качественный характер, то есть им соответствует номина-
тивная или порядковая шкала. 
Учитывая, что совокупный ущерб W образуется из составляю-
щих екW , прW  операцией сложения, которая требует представления 
обоих составляющих в количественной шкале, возникает потреб-
ность в повышении мощности шкалы измерения составляющей 
прW
. Для системы соотношений, по которым путем сопоставления зна-
чения W  с набором пороговых значений {1, 10, 100} определяется 
степень секретности, достаточной будет шкала интервалов. Однако 
эта шкала должна иметь определенные особенности, в частности, 
фиксированную нулевую отметку W  = 0 и искусственно введен-
ную единицу измерений, общую для екW , прW , W . Очевидно, что 
данная шкала должна быть одинаковой для всех трех вышеупомя-
нутых переменных, то есть требуется проведение определенных 
мер по взаимосвязи выходных типов шкал, составляющих екW , прW . 
Чтобы удовлетворить эти требования, оставаясь в рамках перечня 
эмпирико-эвристических правил, приведенных в Методических 
рекомендациях, можно предложить следующие механизмы преоб-
разования шкал [15, 16]. 
Сначала рассмотрим повышение мощности шкалы для измере-
ний 
прW , которое выполним в четыре этапа. 
1. Введем конечное множество из π тяжелых последствий, кото-
рые являются элементами номинативной шкалы и каждому из ко-
торых в соответствие поставлена достаточно полная спецификация.  
2. На базе введенного множества тяжелых последствий постро-
им порядковую шкалу, определив в ней L классов: 
класс 1С  − последствия первой категории (подмножество 1 ), 
класс 2С − последствия второй категории (подмножество 2 ), 
… 








 ;     k 0r    для k,r 1, , k rL  . 
3. В пределах каждого класса порядковой шкалы из элементов 
соответствующего подмножества создадим частную номинативную 
шкалу. 
4. Каждому классу порядковой шкалы сопоставим соответству-
ющий полуоткрытый интервал балльных оценок:  1 1w ,C    бал-
лов, 2 2 1(w ,w ]C   баллов, …, k k k 1(w ,w ]C   баллов, …,  
L L, L 1(w w ]C   баллов. 
Благодаря реализации последнего этапа путем экспертного оце-
нивания можем получить уточненные балльные оценки для кон-
кретных элементов частичных номинативных шкал. В целом полу-
ченная шкала представляет собой комбинированную порядково-
номинативную шкалу, искусственно усиленную до интервальной, 
которая позволяет дать приблизительные количественные оценки 
возможных других тяжелых последствий, обусловленных разгла-
шением секретных сведений. 
Процедура оценивания уровней вреда прW , которые являются 
следствием развертывания определенного сценария событий, свя-
занных с разглашением секретных сведений, в такой комбиниро-
ванной шкале осуществляется следующим образом. 
Сначала, анализируя состав элементов подмножеств k , k 1,L   
частных номинативных шкал, следует определить (хотя бы очень 
приближенно), к какому из классов порядковой шкалы тяжелых 
последствий можно отнести последствия реализации рассматрива-
емого конкретного сценария событий. Если предположить, что это 
класс kC , то дальше, опираясь на принадлежащий данном k-ом 
классу kC  диапазон балльных оценок k k 1(w ,w ] , дать экспертную 
оценку уровню потерь прW , обусловленному реализацией соответ-
ствующего сценария. 
Если в описанной выше порялково-номинативной шкале поло-
жить количество классов L=5 и ввести множество 
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   1 2 3 4 5w ,w ,w ,w ,w 200, 100, 70, 50, 10 , то получим приведенный 
в Методических рекомендациях Перечень важных иных тяжелых 
последствий для интересов государства от разглашения секретных 
сведений (далее - Перечень). То есть Перечень – это частная шкала, 
по которой эксперты должны определять количественные значения 
показателя прW . Следует заметить, что введенный в Методических 
рекомендациях Перечень не имеет научно-методологического 
обоснования и, очевидно, носит исключительно эмпирико-
эвристический характер. Предложенная выше порядково-
номинативная шкала опирается на базовые положения общей тео-
рии измерения, что позволяет обосновать способ ее построения, 
объяснить структуру этой шкалы, сформировать процедуру опре-
деления оценок прW , оценить их корректность (уровень доверия к 
полученным количественных значений) и в случае необходимости 
целенаправленно и осмысленно трансформировать эту шкалу, 
обеспечивая ее оптимизацию, адаптацию или совершенствование.  
К сожалению, точность полученных значений прW  существенно 
зависит от полноты и достаточности множества   возможных тя-
желых последствий. В связи с этим следует отметить, что опреде-
ленный в [45] Перечень является весьма узким и требует неотлож-
ного развития с желаемой дифференциацией по четырем сферам 
деятельности, определенным статьей 8 закона Украины «О госу-
дарственной тайне». Упомянутое распределение сфер деятельности 
обостряет ситуацию с решением и другой сформулированной выше 
задачи – согласованием шкал показателей прW , екW . Шкала екW , 
как это уже было выяснено, – это шкала отношений, поэтому оцен-
ки, полученные в ней (в том числе в различных сферах деятельно-
сти), не имеют естественной совместной масштабной единицы, и 
«вес» баллов в различных сферах деятельности может не совпа-
дать. В Методических рекомендациях для практического решения 
этой проблемы предлагается применение сведенных в таблицу так 
называемых «удельных весов» важных объектов (далее в тексте – 
Таблица). Введение этой Таблицы, как и введение рассмотренного 
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выше Перечня, ничем не обосновывается, то есть опять же суще-
ствуют рекомендации только эвристического характера. 
Фактически Таблица представляет собой двойную иерархиче-
скую номинативную шкалу. Верхний уровень иерархии состоит из 
трех номинативных классов: 
1. Оборона. 
2. Экономика. 
3. Государственная безопасность. 
Нижний уровень образуется внутренними (отраслевыми) номи-
нативными шкалами, с элементами которых соотнесены опреде-
ленные балльные оценки. Они и определяют «удельный вес» соот-
ветствующего элемента (объекта, содержащего сведения, которые 
подлежат экспертизе). То есть на нижнем уровне есть комбиниро-
ванные шкалы, номинативные по структуре, однако с количествен-
ными характеристиками номинантов. Последнее, в зависимости от 
опыта и уровня знаний эксперта, позволяет ему путем сравнитель-
ного анализа определить балльные оценки конкретных объектов, 
непосредственно отсутствующих в Таблице. Это происходит путем 
их прямого сопоставления с ближайшими номинантами, т.е. фак-
тически работает нониусный метод оценивания. Еще одним воз-
можным способом оценки объектов является детализация содержа-
ния или структуры номинантов путем декомпозиции их на состав-
ляющие элементы с последующим распределением оценки каждого 
из номинантов на соответствующей совокупности его составляю-
щих. Полученное таким образом множество оценок позволяет 
установить ценность менее весомых объектов оценивания, а затем 
использовать их в расчетах балльных оценок новых сложных (со-
ставных) объектов путем суммирования оценок составляющих, 
входящих в состав соответствующего нового объекта. Совокуп-
ность ряда детализирующих элементов можно рассматривать как 
новый третий уровень номинативной иерархии, то есть такая 
иерархическая структура шкалы предполагает саморазвитие, целью 
и результатом которого является детализация шкалы. Очевидно, 
что в общем случае возможно развитие и уже существующих шкал, 
в частности шкал верхнего уровня за счет включения в них новых 
номинативных классов. 
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Возможность саморазвития иерархических шкал снимает одно 
из важнейших замечаний в адрес таблицы «удельных весов» – 
ограниченность множества объектов, введенных в Таблицу, и ее 
недостаточную детализацию. В определенной степени примером 
детализации Таблицы можно считать Свод сведений, составляю-
щих государственную тайну [23]. 
В случае необходимости саморазвитие возможно и для ранее 
рассмотренной шкалы перечня «удельных весов». Отличие этой 
шкалы заключается в том, что ее второй уровень образуют частные 
порядковые шкалы. Поэтому детализация такой шкалы ведет к 
увеличению числа элементов в пределах каждой из порядковых 
шкал без введения дополнительных уровней. Фактически это свое-
образное интерполяционное наполнения порядковых шкал путем 
включения новых элементов между смежными, введенными ранее. 
Важно, что этот процесс способствует формированию естественной 
интервальной шкалы. Следует отметить, что, исходя из анализа 
существующего математического инструментария для подобной 
«интерполяции» с успехом можно применить аппарат нечетких 
множеств.  
Приведенное выше в первую очередь ориентировано на изложе-
ние формальных аспектов разработки шкалы измерения вреда, обу-
словленного разглашением информации. Практическая сторона 
оценки уровня этого ущерба имеет свои особенности. Прежде всего 
это нестабильность полученных оценок во времени, связанная с 
постоянными изменениями, нестабильностью связей и отношений 
социальной, экономической, политической и других сфер цивили-
зационного процесса, поскольку именно этот процесс является 
единственной формой существования социума. 
Следствием этого является компромиссный характер указанного 
выше стремление к детализации шкалы: с повышением уровня де-
тализации оценки ущерба на нижних уровнях шкалы становятся 
все более вариабельными, динамическими, что иногда делает целе-
сообразным переход к более грубой (менее мощной) шкале, для 
которой колебания количественных значений оценок являются не 
столь существенными. То есть детализация низшего уровня комби-
нированных шкал может привести к потерям мощности шкалы на 
этом уровне. Как пример, можно рассматривать ССГТ: по своей 
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структуре он фактически представляет собой шкалу, близкую к 
шкале «удельных весов», однако, во-первых, значительно более 
детальную, во-вторых, на более низком уровне представленную в 
шкале рангов (секретно, совершенно секретно, особой важности). 
Ранжированные оценки гораздо менее чувствительны к колебаниям 
ситуативного характера в сферах деятельности, по которым струк-
турировано ССГТ.  
Еще одним важным аспектом практического построения шкал 
является согласование между собой количественных оценок (как 
«удельных весов», так и иных тяжелых последствий), которые 
применяются для определения ущерба в различных сферах дея-
тельности. Данные об оценках, приведенные в Методических ре-
комендациях, считаются «не вызывающими сомнений», что счита-
ется само собой очевидным, ибо они установлены экспертами, уро-
вень компетенции которых является самым высоким. Тем не менее 
в общем случае это должно быть подтверждено результатами опре-
деленных проверок.  
Например, в отдельных случаях возможно получение количе-
ственных оценок в реальном денежном выражении. Наличие таких 
реальных денежных оценок в различных сферах деятельности поз-
воляет, сопоставив их балльные оценки, сбалансировать значения 
всех других балльных оценок. Однако практическое решение этих 
вопросов требует прежде всего очень высокого уровня компетент-
ности экспертов в соответствующих сферах. 
3.5. Сценарный метод оценивания ущерба, причиненного  
утечкой секретной информации 
Уровень вреда, обусловленного разглашения секретной инфор-
мации, является, следствием действий стороны, которая завладела 
этой информацией. При этом предполагается многовариантность 
возможных действий стороны, причем в общем случае эти вариан-
ты разновероятны. Традиционное сведение множества вариантов к 
одному наиболее вероятному для систем, относящихся к классу 
сложных (а это прежде всего социальные и социотехнические си-
стемы) не является приемлемым, так как имеет очевидно субъек-
тивный характер и, кроме того, может существенно снизить оценку 
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ущерба из-за не учёта других, менее вероятных, но более тяжелых 
последствий.  
Таким образом, оценка окончательного вреда, обусловленного 
утечкой секретной информации, должна базироваться на учете 
частных оценок ущерба, полученных по различным вариантам 
развития событий, каждый из которых является следствием воз-
можных действий стороны, завладевшей секретной информацией. 
То есть фактически сталкиваемся с задачей прогнозирования со-
бытий в сложной социальной системе, зависящих от конкретной 
ситуации в политической, экономической, социотехнической и 
других сферах. 
Социальное прогнозирование – достаточно сложный процесс, 
для которого точность полученного решения зависит от множества 
факторов, в частности использования и соблюдения требований 
научно обоснованных методик генерации и отбора вариантов раз-
вития прогнозируемой ситуации. При этом, как отмечалось в [46], в 
данном случае наибольшую актуальность приобретает вопрос вы-
бора способов и средств многовариантного прогноза. Некоторой 
риторичности этому вопросу придает общее признание эффектив-
ности применения в таких задачах метода сценариев [47, 48], либо 
как его называют в ряде работ [49-51] – сценарного подхода или 
сценарного анализа. 
Существенная особенность сценарного подхода заключается в 
том, что он, в отличие от классических методов математического 
прогноза, не дает количественной оценки будущего значения опре-
деленного прогнозируемого параметра или группы параметров, а 
формирует множество возможных состояний, к которым может 
развиться исходная ситуация под влиянием тех или иных факторов. 
Это позволяет утверждать, что сценарный подход можно рассмат-
ривать как специфический вид социального планирования. По вы-
ражению Э. Янга, «сценарий не предсказывает будущее, а форми-
рует его варианты при наличии соответствующих предпосылок» 
[52], то есть под сценарием обычно понимают описание возможно-
го развития событий в определенной ситуации. 
Суть и схему применения сценарного подхода можно объяснить 
на примере анализа функционирования определенного социального 
объекта, процесс устойчивой и предсказуемой жизнедеятельности 
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которого прервался появлением аномалии – возникновением чрез-
вычайной (критической) ситуации [16]. Для прогнозирования ха-
рактера дальнейшего функционирования исследуемого объекта 
генерируются (строятся) так называемые сценарии – модели воз-
можных в будущем вариантов развития событий. Отправной, 
начальной точкой для всех сценариев является момент возникнове-
ния критической ситуации, однако последующее развитие событий 
по каждому из сценариев имеет свои индивидуальные особенности 
и различия, а конечные события и последствия реализации каждого 
из сценариев могут быть совершенно разными. Обычно целью сце-
нарного прогнозирования является анализ и изучение состава и 
последовательности событий каждого из сценариев, анализ при-
чинно-следственных связей между событиями и определение веро-
ятностей реализаций соответствующих сценариев вместе с оценкой 
конечного состояния исследуемого объекта после завершения каж-
дого из сценариев. Результатом выполнения такого сценарного 
анализа чаще всего является принятие определенного решения и 
соответствующих управленческих действий, которые позволяют в 
определенном смысле оптимизировать процесс вывода социально-
го объекта из сложившейся чрезвычайной (критической) ситуации. 
В еще более общей постановке методология сценарного анализа 
должна обеспечить прогноз и выявление возможного появления 
аномальности в процессе функционирования социального объекта, 
то есть развития любых чрезвычайных ситуаций, альтернативных 
состоянию его нормального функционирования. 
Формально сценарий S можно описать, задав: 
а) декомпозицию сценария на совокупность последовательных 
событий-сцен, где каждая предыдущая сцена ls  трансформируется 
(→) в следующую 1ls  : 
1 2 3{ } { ... };k ks s s s s      
б) завершения каждого события ls  характеризуется определен-
ным состоянием /l lX s  исследуемого объекта: 
1 2/ [( , ,..., ,) / ],l l l l lm lX s x x x s  1,l k , 
где , 1,ix i m  – переменные, описывающие функционирование 
объекта во времени; 
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в) вероятность р реализации сценария S и последствия q этой 
реализации, в частности q может означать определенные потери, 
которые понес объект после выхода из чрезвычайной ситуации по 
сценарию S. 
В общем, описание сценария S может быть задано четверкой 
{ }, { / }, ,k k ks X s p q  . 
Если есть несколько сценариев 
1 2, ,..., ns s s , которые по условиям 
своей реализации образуют полную группу, то, если q по своей 
сути является характеристикой потерь, можем определить вероят-










где i ip q  – частный риск реализации і-ого сценария. 
Считается, что впервые метод сценариев применил Герман Кан 
для исследования сложных систем [53]. Сначала сценарии носили 
чисто описательный характер, затем стали использоваться более 
формализованные конструкции [51]. Существуют различные кон-
цепции генерации сценариев, однако завершенного решения дан-
ной проблемы  сегодня нет. 
На практике для генерации сценариев используется достаточно 
широкий спектр методов, существенно отличающихся по условиям 
и особенностям своего применения [47, 48, 50, 51]. Среди форма-
лизованных методов, позволяющих в определенной степени упоря-
дочить процесс анализа критической (проблемной) ситуации и со-
здать объективные условия для построения множества реалистич-
ных вариантов (альтернатив) сценариев, можно в качестве примера 
привести метод морфологического анализа [24, 50, 54, 55]. Он до-
статочно распространен в практических приложениях и, в частно-
сти, для своего использования не требует наличия у исследователя 
каких-то специфических особых знаний или инструментальных 
средств. 
Суть этого метода заключается в определении на классе иссле-
дуемых объектов по результатам их морфологического анализа 
совокупности морфологических классификационных признаков 
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(параметров) 1 2, , ... , кП П П , характеризующих наиболее суще-
ственные структурные особенности представителей исследуемого 
класса объектов, и задании для каждого из этих параметров множе-
ства возможных значений: 
  1 2, ,... ,iіj і і іmП П П П  1, ,i k 1, ,ij m  
где  іjП  –  морфологическое пространство i -ого признака iП . 
Далее определяется декартово или прямое произведение морфо-
логических пространств всех признаков: 
     1 2 ......j j kjП П П      
Множество  представляет собой совокупность компонентов, 
каждый из которых – это кортеж из k элементов, по одному из со-
ответствующего исходного морфологического пространства: из П1, 
из П2,..., из Пk.. Это множество включает кортежи, которые пред-
ставляют все возможные комбинации значений классификацион-
ных признаков (параметров) 1 2, , ... , кП П П , образуя так называе-
мый морфологическое сундук – общее морфологическое простран-
ство для всего класса объектов. 
Если речь идет о генерации сценариев, то каждый кортеж сфор-
мированного общего морфологического пространства представляет 
собой отдельный вариант сценария. Одной из основных проблем в 
данной ситуации является сокращение количества сгенерирован-
ных вариантов. Это обусловливает необходимость решения задачи 
извлечения множества неперспективных (например, маловероят-
ных) сценариев, выделение наиболее «рациональных» вариантов, 
то есть перехода к селекции адекватных (реалистичных) вариантов 
сценариев. В научной литературе [24, 55] эта часть морфологиче-
ского анализа имеет собственное название – синтез рациональных 
систем на морфологических множествах, чем подчеркивается его 
функциональное отличие от первой части метода сценариев – ме-
тода морфологического сундука. 
В общем, процедура разработки сценариев, их сопоставление и 
анализ нуждается в решении ряда задач, особенностью которых 
является наличие значительного количества латентных свойств, 
показателей, переменных, не допускающих прямого наблюдения и 
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измерения, характеризующихся существенной информационной 
неопределенностью. В этой ситуации единственно возможным 
способом решения подобных задач является применение эксперт-
ных методов совместно с эффективной апостериорной обработкой 
полученных экспертных оценок [56-67]. 
При применении сценарного анализа к задачам, связанным с 
анализом угроз секретной информации, моментом возникновения 
критической (проблемной) ситуации следует считать именно реа-
лизацию определенной угрозы относительно этой информации. В 
соответствии с процедурой сценарного анализа, следует сгенериро-
вать множество сценариев возможного развития событий, обуслов-
ленных реализацией угрозы секретной информации и оценить по-
следствия развития событий по каждому из сценариев [19]. 
Если имеющееся множество сценариев позволяет рассчитать 
частный вред отдельно по каждому из них и указать частную веро-
ятность реализации каждого, можно построить определенную 
иерархическую структуру, изображенную на рис. 3.4. 
Фокусом Q этой иерархии является количественное значение 
суммарного ущерба, рассчитанного на определенном множестве 
независимых событий { }iZ , 1,i m , каждому из которых можно 
сопоставить частную вероятность *
ip  и частный ущерб 
*
iq . Осо-
бенностью этой иерархии является возможность применения аппа-
рата статистических рисков для расчета суммарного ущерба как 
среднего риска [27] или, по принятой в литературе по защите ин-











ip  и частные убытки 
*
iq  является пара-
метрами независимых событий { }iZ , 1,i m , которые образуют 
первый уровень иерархии и определяются через вероятности и 
убытки событий, являющихся результатами развития соответству-
ющих сценариев { }jCц , 1,j k . 
Абстрактность приведенной на рис. 3.4 структуры требует более 
детальных объяснений относительно формализма ее иерархии. 
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Прежде всего остановимся на образовании уровней 0, 1, 2 (над 
пунктирной горизонтальной линией) и взаимосвязей между ними, 
что является ключевым моментом для применения сценарного 
подхода к вычислению суммарного ущерба. 
Предположим, что образование убытков является следствием 
независимого развития множества сценариев { }jCц , 1,j k , кото-
рые разворачиваются после потери секретной информации. По 
истечении определенного временного интервала T  результатом 
реализации этих сценариев становятся соответствующие независи-
мые события jV , которые, таким образом, являются индикаторами 
завершения определенных сценариев. 
 
Рис. 3.4. Иерархическое представление результатов применения сценар-
ного подхода к вычислению совокупной вреда, причиненного потерей 
секретной информации 
Наша схема приобретает статический вид, множество событий 
{ }jV , для каждого из которых определена вероятность jP  (вероят-
ность развития сценария jCц ), образует поле событий, каждому из 
элементов которого может сопоставить частные убытки *jq . Однако 
непосредственное вычисление среднего риска на этом множестве 
невозможно из-за того, что эта совокупность событий не образует 
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событий { }jV  в конечное множество { }iZ , элементы которого со-
ответствуют комплексу условий, обязательных для полной группы, 
а именно, попарной несовместности событий: 
, ,i rZ Z i r   








   
где  – достоверное событие. 
Множеству событий { }iZ  сопоставляется множество вероятно-
стей этих событий *{ ( )} { }i iP Z p , для которого справедливы веро-
ятностные соотношения, характерные для элементов полной груп-
пы: 
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P Z P Z p
 
     
( ) 0,i rP Z Z   i r . 
Для множества событий { }iZ  становится возможным примене-
ние аппарата средних рисков для вычисления совокупного вреда Q. 
Методику образования полной группы событий рассмотрим на 
примере, предполагающем определенную содержательную интер-
претацию, использовав для этого приведенный в Методических 
рекомендациях [45] пример определения степени важности инфор-
мации о боевой частоте системы управления нового образца опера-
тивно-тактической ракеты путем прогнозирования действий сторо-
ны, овладевшей этими сведениями. Пусть по результатам анализа 
экспертами возможных вариантов развития событий в ситуации, 
возникшей из-за утечки информации, наиболее вероятными явля-
ются предположения, согласно которым сторона, получившая эту 
информацию, использует ее для: 
1) разработки средств и методов радиоподавлення системы 
управления ракетой; 
2) планирование проведения военных операций с учетом пер-
спектив возможной нейтрализации действий новой оперативно-
тактической ракетной системы государства-противника; 
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3) использование полученной информации в разработке и мо-
дификации собственных оперативно-тактических ракетных систем;  
4) передача информации союзникам или другим третьим сторо-
нам. 
То есть, существует четыре варианта развития событий (сцена-
рии 1Cц , 2Cц , 3Cц , 4Cц ), вероятность которых определяется част-
ными вероятностями 1p , 2p , 3p , 4p , а завершение – событиями-
индикаторами 1V , 2V , 3V , 4V . Развертывание каждого из этих сце-
нариев связано с вполне конкретными потерями, которые понесет 
пострадавшая сторона, среди которых можно выделить четыре 
группы. Первая – финансовые затраты, связанные выполнением в 
максимально сжатые сроки работ по проектированию, разработке, 
изготовлению и компрометированного блока радиоуправления 
ракетой для восстановления нормального уровня боеспособности 
оперативно-тактических ракетных комплексов; вторая – стоимость 
демонтированного и замененного радиооборудования; третья – 
активы (финансово-экономические, технические, человеческие и 
т.п.), которые решено целесообразным привлечь для создания или 
усиления системы защиты информации; четвертая – имиджевые 
потери, и частности, связанные с ухудшением торговых перспектив 
как страны-экспортера вооружений. Полагаем, что хотя в общем 
случае для каждого сценария характерно наличие всех четырех 
видов потерь, их долевое присутствие в результирующем ущербе 
для того или иного сценария может быть разным, т.е. потери в от-
дельных сценариях не совпадают. 
Выходные данные по каждому сценарию приведены в табл. 3.3. 
Используем эти данные для определения интегрированных потерь, 
обусловленных утечкой информации. События 1V , 2V , 3V , 4V , как и 
соответствующие сценарии, не являются несовместными, они мо-
гут происходить одновременно, а могут и не происходить совсем, 
то есть множество { }, 1,4jV j   не удовлетворяет требованиям к 
полной группе событий. 
Поэтому возникает задача формирования полной группы { }iZ  
элементарных событий, связанных с исходным множеством { }jV , 
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но, в отличие от них, удовлетворяющей требованиям, предъявляе-
мым к полной группы. 







1Cц ,V1 р1 q1 
2Cц ,V2 р2 q2 
3Cц ,V3 р3 q3 
4Cц ,V4 р4 q4 
Каждое из событий { }iZ  1,i m  представляет собой совмеще-
ние (комплекс) четырех элементарных событий, входящих в состав 
множеств 1V , 2V , 3V , 4V  , 1 2 3 4, , ,V V V V  . Принципиальным при 
формировании событий { }iZ  1,i m  является требование учета в 
их структуре всех возможных сочетаний элементов множества { }jV  
включая как собственно множество этих событий, так и пустое 
множество  (если ни один из сценариев не реализовался за время 
T ). Дальнейшее решение этой задачи практически совпадает с 
решением задачи, рассмотренной в п. 1.3 Модель «неопределен-
ность – риск» в части вычисления вероятностей ( )iР Z . Отличия 
появляются при оценивании ущерба *
iq  для комплексных событий 
{ }iZ , 1,16i  . Принятие гипотезы аддитивности потерь в этой си-
туации нелепо, так как ведет к их бессмысленному раздуванию, 
более адекватным является использование принципа «большие 
потери поглощают меньшие», в соответствии с которым потери для 
комплексного события совпадают с максимальными потерями сре-
ди четверки элементарных событий, составляющих комплекс, а 
*




( ) .i i
i
Q P Z q

  
Применение изложенного метода сценариев требует отдельных 
методических замечаний. Прежде всего, если считать известными 
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значения вероятностей { }jp  и убытков { }jq  и не интересоваться 
происхождением этой информации (предположить ее абсолютный 
экспертный характер), то при проведении анализа по методу сце-
нариев можно ограничиться тремя верхними уровнями схемы, 
изображенной на рис. 3.4. Однако при необходимости обоснования 
или объяснения количественных значений этих оценок возникает 
проблема детализации и освещение их появления, что в свою оче-
редь вызывает возникновение дополнительных уровней предсобы-
тий (третьего, четвертого, ..., последующих). Например, для объяс-
нения убытков в сценариях 1Cц , 2Cц  необходимо проанализиро-
вать действия стороны, получившей информацию, и соответствен-
но свои действия по предотвращению негативных последствий 
действий противной стороны, в том числе расходы на нейтрализа-
цию и противодействие возможным военным угрозам, обусловлен-
ным утечкой информации. 
Экономико-стоимостная составляющая этого анализа даст обос-
нование оценки ущерба, а профессионально ориентированная поз-
волит объективно оценить остаточные вероятности угроз. То есть 
четвертый уровень иерархии – это взаимосвязанный перечень нега-
тивных действий противной стороны и соответствующего ком-
плекса мер по их нейтрализации для каждого из сценариев, что 
позволяет проследить природу (источники) возникновения убытков 
и составляющие, которые формируют количественные показатели 
вероятностей { }jP . 
Детализация элементов четвертого уровня, например, определе-
ние конкретных механизмов и методов защиты, которые составля-
ют комплекс защитных мер, образует нижний (пятый) уровень 
иерархии. 
Следует заметить, что чрезмерная конкретизация в задачах про-
гноза, особенно с применением методов экспертного оценивания, 
может иногда мешать, поэтому целесообразность использования 
низших уровней иерархизации (от четвертого уровня и т.д.) следу-
ет определять по каждому сценарию отдельно, принимая во внима-
ние специфику проблемной области, уровень осведомленности 
экспертов и тому подобное.  
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Кроме того, после формирования первоначального списка сце-
нариев при переходе к анализу следует учесть возможности и ре-
зультаты их взаимного влияния при условии одновременного раз-
вертывания (усиление, дополнение или взаимную нейтрализацию), 
т.е. проявления синергизма и эмерджентности, о которых упомина-
лось выше. 
3.6. Применение экономико-стоимостных моделей для оценки 
рисков и исследования эффективности инвестиций в защиту 
информации 
Аппроксимативные модели вероятностных параметров реали-
зации угроз информации. 
Рассмотрим ситуацию, возникающую при реализации атакую-
щей стороной А (злоумышленник) угрозы Т относительно некото-
рого информационного ресурса I, принадлежащего стороне В (вла-
делец информации, организация) [18]. В общем случае вероятность 
TP  реализации угрозы Т – это произведение [30, 17, 70] 
T t vP PP ,    (3.6) 
где tP  – вероятности активации (возникновения) угрозы Т, а vP  – 
вероятность удачного использования злоумышленником для реали-
зации этой угрозы уязвимостей информационной системы органи-
зации В, владеющей информационным ресурсом І. Будем считать, 
что D – общая стоимость расходов атакующей стороны А на реали-
зацию угрозы Т, g – полученный ею при этом «выигрыш», величи-
на которого обусловливается ценностью ресурса I для злоумыш-
ленника. Ущерб, понесенный в данной ситуации стороной В (вла-
дельцем ресурса I), определяется стоимостью критической инфор-
мации с точки зрения ее владельца, оцениваемой им как q, а общая 
стоимость реализованного в ИС комплекса защитных мер равна с. 
Приведенные выше сведения дают экономико-стоимостную ха-
рактеристику ситуации «атака-защита» в ИС организации. 
На базе этих сведений можно построить логико-эвристической 
схему экспертного оценивания вероятностных характеристик, ис-
пользуемых для вычисления информационных рисков. 
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Чистая прибыль злоумышленника в случае успешной реализа-
ции угрозы Т составляет: 
.Q g D   
Если ценность ресурса I для атакующей стороны А значительна, 
интенсивность попыток доступа злоумышленника к ресурсу I будет 
очень высокой. 
В частности, если g>>D, можно предположить, что вероятность 
tP  активации (возникновения) угрозы Т будет практически равна 1, 
есть злоумышленник попытается использовать любые шансы для 
реализации этой угрозы. 
Напротив, для малых значений g экономические мотивы воз-
никновения угрозы Т практически отсутствуют: при Q=0 (или же 
g=D) атака ресурса І становится нецелесообразной, в этом случае 
0tP  . Для g<D попытка реализации угрозы Т теряет всякий эко-
номический смысл. Исходя из этих соображений, в [51] для оценки 
значений вероятности активации (возникновения) угрозы Т пред-





    g D .  (3.7)  
Однако в выражении (3.7) никак не учитывается уровень инди-
видуальных характеристик злоумышленника. Поэтому более гиб-








       (3.8) 
где введен коэффициент мотивации  , отражающий степень влия-
ния величины ожидаемого «выигрыша» g на действия стороны А 
по активации угрозы Т. 
В зависимости от индивидуальных свойств злоумышленника 
коэффициент мотивации   может быть как больше 1 (атакующей 
стороне А присущий азарт, авантюризм, уверенность в своем успе-
хе), так и менее 1 (злоумышленник осторожен, не горячится, счита-
ет, что «лучше иметь синицу в руке, чем журавля в небе»). Учиты-
вая, что значение вероятности ограничиваются диапазоном [0; 1], 
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на область существования значений коэффициента мотивации 
накладывается условие: ( / )D g  . 
Особенностью приведенных выше результатов является то, что 
они получены для гипотетического злоумышленника, который дей-
ствует по принципу экономической целесообразности, это «зло-
умышленник-прагматик». Однако возможны и другие варианты 
мотивации, например, обиженный или мстительный злоумышлен-
ник («злоумышленник-мститель»), доминантой действий которого 
является максимизация потерь q собственника информации при 
условии минимальных личных расходов D. Чаще всего причиной 
действий этого злоумышленника являются определенные личные 
мотивы, обусловленные недоразумениями или конфликтными си-
туациями, возникшими по месту работы, службы, прочее. Формула 








      (3.9) 
Следует отметить, что приведенные выше формулы (3.8), (3.9) 
фактически отражают сценарии действий злоумышленника, опре-
деляемые его психотипом, причем уровень доминантной психоло-
гической характеристики злоумышленника, которая является при-
чиной его асоциального поведения, оценивается именно коэффи-
циентом  . Очевидно можно выделить несколько классов психо-
типов злоумышленника, которые охватывают различные возмож-
ные случаи развития атаки и противоправных действий. 
Другим фактором в формировании сценария действий зло-
умышленника может быть его социализация, в частности, его про-
фессиональный статус. Так получаем еще один распространенный 
тип злоумышленника – «злоумышленника-исполнителя», который 
выполняет чей-то заказ или приказ, то есть атакующие действия по 
реализации угрозы Т – это его обычная работа, которую он просто 
обязан выполнять. Поэтому в этом случае вероятность активации 
угрозы Т равно 1tP  .  
Вторая вероятность, входящая сомножителем в произведение 
(3.6), vP  – это в общем случае обобщенная (интегрированная) веро-
ятность успешного проведения комплекса атак, порожденных су-
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ществованием совокупности уязвимостей ИС организации (вклю-
чая уязвимости существующей СЗИ), допускающих возможную 
реализацию угрозы Т. То есть значение вероятности 
vP  зависит от 
степени защищенности ИС, которая в свою очередь связана с объ-









    (3.10) 
где  /g q  – коэффициент асимметрии восприятия ценности 
информации сторонами атаки и защиты, s  – коэффициент, отра-
жающий существующую в мировой практике зависимость между 
уровнем инвестиций c  в СЗИ и ценностью защищаемой информа-
ции q , в частности, для информации, представляющей коммерче-
скую тайну, возможный диапазон значений c  (0,05÷0,20) q  
[69, 73]. По своей сути коэффициент s  определяет уровень эффек-
тивности инвестиций c  в СЗИ: чем больше значение s , тем ниже, 
при условии одного и того же объема c  инвестиций, величина ве-
роятности vP . Величина s  зависит от отношения организации к 
вопросам безопасности информации и определяется уровнем зре-
лости организации в сфере менеджмента безопасности информа-
ции. Получить количественную (балльную) оценку уровня зрело-
сти можно, применив изложенную в [74] методику самостоятель-
ного оценивания уровня зрелости системы управления рисками в 
организации. Найденную по этой методике балльную оценку сле-
дует использовать в качестве искомого значения s , при этом мак-
симально возможное значение s  – 85 баллов, высокий уровень 
зрелости организации характеризуется  диапазоном 51 – 85 баллов.  
Из формулы (3.10) следует, что если информационный ресурс 
I не интересен для злоумышленника, то в этой ситуации 0g  , 
коэффициент  0  и вероятность успешной атаки 0vP  . Если 
же наоборот, ресурс I не представляет особой ценности для орга-
низации-владельца, то инвестиции в СЗИ практически отсутству-
ют, т.е. 0c  , тогда 1vP  . При q>>sc, то есть при значительном 
уровне ценности ресурса I и низких затратах на создание и функ-
ционирование СЗИ, следствием чего является объективная невоз-
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можность обеспечить адекватный уровень защиты информации в 
ИС, вероятность 1vP  . Во всех других случаях вероятность vP  
отлична от 0, а ее значение при q=const растет со снижением уров-
ня инвестиций с  в СЗИ. 
Асимметричное восприятие ценности одного и того же инфор-
мационного ресурса I  атакующей и защищающейся стороной – 
ситуация в общем случае достаточно распространенная. Для вла-
дельца ресурса его ценность q  обычно рассчитывается на основе 
анализа стоимостных аспектов создания этого ресурса,  процедура 
его расчета часто носит типизированный характер, получаемые 
оценки достаточно устойчивы. Для атакующей стороны ценность 
g  «добытой» информации формируется на основе изменчивой 
рыночной ситуации, зависящей от текущей конъюнктуры и в 
первую очередь от количества потенциальных покупателей, жела-
ющих заполучить ресурс I  в свою собственность, в итоге g q . 
В формуле (3.10) несколько односторонне представлен ресурс-
ный аспект противоборства сторон в ситуации «атака/защита». В 
общем случае вероятность успешно атаки vP  определяется соотно-
шением потенциалов атакующей и защищающейся сторон и более 
полно может быть представлена эвристическим соотношением 
вида: 
2
( , , ) ,v
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     (3.11) 
которое получено из формулы (3.10) введением мультипликатора 
/c D  во второе слагаемое знаменателя, что позволяет сопоставить 
и учесть ресурсные потенциалы атакующей и защищающейся  сто-
роны: опережающий рост инвестиций в защиту ведет к уменьше-
нию вероятности vP , вливание инвестиций в атаку – к росту этой 
вероятности. 
Приведенные выше формулы можно использовать как аппрок-
симативные модели для расчета оценочных значений вероятност-
ных параметров tP , vP , что и представляло первоначальную цель 
их разработки [18], однако более перспективным оказалось приме-
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нение полученных результатов для моделирования различных си-
туаций в системе «атака/защита» при исследовании экономических 
аспектов проектирования, построения и функционирования СЗИ 
[30, 72, 75]. 
В последнее время большинство наиболее популярных и 
успешно применяемых международных и отраслевых стандартов 
для СМБИ: ISO 27001, ISO 27005, СТО БР ИББС, NIST SP 800-30, 
COSO ERM-Integrated Framework и т.д. все чаще в качестве веду-
щего методологического принципа выбирают риск-
ориентированный подход (РОП), обеспечивающий получение 
определенных преимуществ в построении и эксплуатации СМБИ.  
В частности, в отличие от директивного подхода к построению 
СЗИ, базирующегося на использовании рекомендованного перечня 
возможных угроз, приводящих к нарушению доступности, целост-
ности и конфиденциальности информации, и, как правило, в пол-
ном объеме привлекаемого для формирования системы услуг без-
опасности при построении СЗИ, РОП позволяет из огромного ко-
личества возможных угроз и уязвимостей информационных систем 
выделить те, которые действительно актуальны для защиты ин-
формации в данной конкретной организации, что создает объек-
тивные предпосылки минимизации инвестиций в безопасность 
информации. Детальный анализ механизмов реализации выделен-
ного ограниченного круга актуальных угроз дает возможность 
наилучшим образом выбрать методы и средства защиты, реально 
соответствующие требуемому уровню гарантий защиты и позволя-
ет сформировать объективные инвестиционные бюджеты на созда-
ние  СЗИ и СМБИ. Найденные объемы инвестиций анализируется с 
точки зрения эффективности СЗИ, сопоставляются с общим бюд-
жетом организации. По результатам анализа обычно оказывается 
необходимым пересмотр первоначально введенных уровней гаран-
тий защиты, внесение в них корректировок, повторное планирова-
ние и бюджетирование СЗИ, т.е. процедура анализа принимает 
итеративный характер. При этом в процессе итераций не должно 
нарушаться требование баланса рисков и инвестиций в СЗИ: 
1 TR R  t t vPq PPq  ,R c      (3.12) 
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где 
1R tР q  – исходное значение интегрального (обобщенного) 
риска, характеризующее возможные совокупные потери организа-
ции из-за реализации актуальных информационных угроз в случае 
отсутствия СЗИ,  
TR ,T t vP q PPq     (3.13) 
– остаточное значение интегрального риска организации, оценива-
ющее возможные потери уже после ввода в действие СЗИ, R  – 
предотвращенный риск, т.е. величина возможных потерь, которые 
удалось предотвратить благодаря созданию в организации СЗИ. 
Итерации прекращаются либо после достижения остаточным 
риском некоторого заданного минимального значения minTR  (или, 
что то же самое, уменьшению вероятность TP  реализации угрозы 
до заданного минимального значения minTP ), либо после увеличе-
ния объема инвестиций в СЗИ до некоторого максимума, для кото-
рого существует очевидное ограничение maxc q . Учитывая, что 
любые объемы инвестиций в СЗИ не приведут к нулевому значе-
нию остаточного риска – это аксиома информационной безопасно-
сти, возникает вопрос: по достижению какого уровня инвестиций 
maxc  следует остановить процедуру итераций? Попытка задания 
предельных минимальных значений вероятностей ни к чему не 
приведет: зависимости ( )TR с , ( )TP с  с ростом значений c спадают 
и на своем «выбеге» становятся очень пологими, минимальным 
вариациям риска TR  или вероятности TP  будет соответствовать 
весьма протяженный отрезок изменения аргумента c , т.е. опять 
придется задавать именно значение maxc . Таким образом, актуаль-
ной проблемой становится рациональное задание уровня инвести-
ций max .c  
Попытаемся оценить возможность рационального задание верх-
него предела уровня инвестиций в СЗИ, исходя из условия  баланса 
рисков и инвестиций (3.12). Подстановка выражений (3.7), (3.11) в 
формулу (3.13) дает возможность построить формализованную 
обобщенную модель интегрального риска, в которую величина c  
входит как параметр: 
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.q    (3.14)  
Эта же параметрическая зависимость от значений c  сохранится 
и для  величины предотвращенных потерь R , поэтому требование 
баланса рисков и инвестиций (3.19) можно переписать в виде 
( )R c c  . Будем полагать, что выполнение этого условия является 
обязательным для эффективной СЗИ. Тогда наиболее эффективной 
можно считать СЗИ, для которой разность ( )R c c   ( )с c , пред-
ставляющая «чистую прибыль», обусловленную построением СЗИ, 
кажется наибольшей.  
Введем понятие эффективного объема инвестиций [30, 70]: 
effc argmax
c C
 ( ),с c    (3.15) 
где С – множество значений рациональных инвестиций c  (диапа-
зон рациональных инвестиций, диапазон «разумных» инвестиций 
[51, 76]), для которых ( )R c  > c . К сожалению, получение анали-
тического  решения effc  оптимизационной задачи (3.15) после под-
становка формулы обобщенной модели интегрального риска (3.14) 
в выражение для «чистой прибыли» ( )с c  в общем случае оказы-
вается невозможным. Однако для ряде частных случаев, применяя 
более детальное и конкретизированное описание возможностей и 
свойств атакующей стороны, учитывающее мотивационно-
экономические аспекты ее поведения, уровень ее компетентности и 
ресурсные возможности, оказывается реальным получение анали-
тического решения оптимизационной задачи (3.15) и ряда допол-
няющих это решение сведений.  
Попытка определения верхнего предела необходимого уровня 
инвестиций в СЗИ рассматривалась в статье [77] и в ряде последо-
вавши за ней публикаций. Авторы статьи [77], Gordon L.A., Loeb 
M.P., опираясь на предложенную ими модель (так называемую 
«модель Гордона-Лоеба»), в своих исследованиях, выполненных  
для достаточно общего случая, утверждают, что инвестиции в за-
щиту не должны превышать 37% от объема максимальных потерь, 
возникающих в случае успешной, что реализации угроз относи-
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тельно информационного ресурса I (фактически речь идет о 37% от 
ценности ресурса q ), хотя обычно инвестиции существенно ниже 
приведенной предельной оценки. К сожалению, модель Гордона-
Лоеба не поддерживает какую-либо смысловую интерпретацию в 
рамках прикладных исследований реальных объектов риска, кон-
кретных механизмов возникновения и развития рисковых ситуа-
ций, что фактически исключает возможности ее практического 
использования в задачах управления рисками. 
Рефлексивные модели рисков 
Стандарт ГОСТ Р ИСО/МЭК 15408-1-2008. Информационная 
технология. Методы и средства обеспечения безопасности. Крите-
рии оценки безопасности информационных технологий. Часть 1. 
Введение и общая модель [33] вводит в качестве характеристики 
атакующей стороны понятие «потенциала нападения», включая в 
него три показателя: компетентность, ресурсы и мотивации нару-
шителя (злоумышленника, атакующего). Исходя из этого набора 
показателей и учитывая, что каждый из них может иметь различ-
ную степень интенсивности, попробуем ответить на вопрос, можно 
ли выделить существование некоторых характерных значений этих 
показателей для наиболее часто встречающихся  типов нарушите-
лей. Обратимся к специальной литературе, в которой вопросы без-
опасности информации рассматриваются с позиций атаки и взлома 
информации. 
Вильям Столлингс [33]: «…в действительности существует два 
типа хакеров. На высшем уровне находятся хорошо подготовлен-
ные специалисты, прекрасно разбирающиеся в технологии, а на 
низшем – «рядовые солдаты», просто использующие существую-
щие программы взлома и имеющие весьма туманное представление 
о том, как эти программы работают. Эта рабочая команда объеди-
няет два весьма грозных фактора: глубокое знание методов взлома 
систем защиты и тупое желание бесконечно долго «стучаться в 
закрытые двери», проверяя все уязвимости системы».  
Данная В. Столлингсом достаточно общая характеристика ата-
кующей стороны позволяет утверждать существование в ней двух 
групп, контрастных с точки зрения уровня компетентности, мето-
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дов действий и используемого при этом инструментария. Попробу-
ем уточнить и детализировать их характеристики, собрав по каж-
дой из групп дополнительные сведения, отражающие различные 
аспекты поведения и подготовки атакующей стороны: выбор стра-
тегии атаки, методы и способы реализации информационных угроз, 
социально-психологический контекст действий атакующей сторо-
ны, существующие (часто директивно определяемые) целевые 
установки этих действий. Рассматривая собранные по соответ-
ствующим группам сведения как вербальные спецификации, ис-
пользуем их для построения частных моделей рисков организации, 
подвергающейся атакующими действиями каждой из этих групп. 
Сформированные таким образом частные модели рисков, соответ-
ствующие введенным спецификациям, будем называть рефлексив-
ными (от лат. reflexus – отображение, отражение) моделями рис-
ков, каждой из которых присущи определенные особенности, зави-
сящие от характеристик атакующей группы, включенных в ее спе-
цификацию. 
Подбор сведений, вводимых в спецификации, проведем, начав 
его с уточнения характеристик группы «рядовых солдатах» низше-
го уровня.  
В.В. Платонов [78]: «старые угрозы реализуются атаками, бази-
рующимися на использовании хорошо известных уязвимостей и 
скриптов атак (эксплойтов). Такие угрозы исходят от недостаточно 
компетентных хакеров (называемых script kiddies) или совершенно 
некомпетентных (называемых newbies). Эти категории нарушите-
лей используют готовые скрипты атак и могут совершенно не по-
нимать действительных механизмов применяемых (используемых) 
эксплойтов, а также их возможных побочных действий. Но это не 
уменьшает их опасность для организаций, так как реализация ста-
рых незащищенных угроз может нанести значительный ущерб, 
если организация не принимает соответствующих мер». 
В соответствии с приведенной цитатой, при описании рисков, 
ассоциируемых с группой нарушителей низшего уровня, для моде-
лирования вероятности vP  следует использовать модель, в которой 
защищенность системы от взлома определяется в первую очередь 
внутрисистемными факторами, характеризующими стойкость ор-
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ганизации к информационным атакам, в частности, такими как 
уровень зрелости организации, в сфере менеджмента безопасности 
информации ,s  общий объем инвестиций в СЗИ с , стоимость кри-
тической информации с точки зрения ее владельца .q  Этим требо-
ваниям в полной мере удовлетворяет формула (3.17), где характе-
ристики атакующей стороны учитываются лишь значением коэф-
фициента ,  в определенной степени отражающем целенаправлен-
ность и настойчивость атак.  
В этом плане интерес представляет еще одно уточнение [79]: 
«скрипт-кидди… обычно не волнуют финансовые или политиче-
ские соображения, они больше стремятся прославиться или «вы-
звать нарушение сервиса и породить хаос из спортивного интере-
са»». Другими словами, угрозы со стороны скрипт-кидди не носят 
целевой характер. Финансовый интерес не составляет единствен-
ную и определяющую мотивацию их действий, представления о 
рыночной стоимости атакуемого ресурса часто отсутствуют. По-
этому в модели (3.17) следует исключить последнюю оставшуюся 
возможность влияния атакующей стороны на значение вероятности 
vP , положив 1  . Кроме того, спонтанность и нецелевой характер 
выбора объекта атак отрицает возможность детерминированного 
задания значений вероятности tP  с использованием формулы 
(3.14), возможно более адекватным является описание tP  некото-
рой случайной величиной. Однако, с другой стороны, реплика 
Столлингса: «тупое желание бесконечно долго «стучаться в закры-
тые двери», проверяя все уязвимости системы» позволяет хотя бы в 
ряде случаев предполагать, что tP =1.  
Если далее использовать термин «скрипт-кидди» как собира-
тельный (включающий и newbies), то практически все приведенные 
выше сведения компактно обобщаются Википедией: скрипт-кидди 
(англ. Script kiddie – «ребёнок, использующий скрипты» – человек, 
не понимающий принципов работы используемых им хакерских 
средств для взлома.) – в хакерской культуре название тех, кто для 
атаки компьютерных систем и сетей пользуется скриптами или 
программами чужой разработки, не понимая механизма их дей-
ствия. Предполагается, что скрипт-кидди слишком неопытны, что-
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бы самим написать свой собственный эксплойт или сложную про-
грамму для взлома, и что их целью часто является лишь попытка 
произвести впечатление на друзей или получить похвалу от сооб-
ществ компьютерных энтузиастов. 
Приведенным выше обобщенным сведениям о скрипт-кидди со-
ответствует рефлексивная модель риска вида: 
( ) ,t
q




   (3.16) 
где вероятность удачного использования злоумышленником для 
реализации своих атакующих действий уязвимостей ИС организа-







    (3.17) 
Из (3.17) следует, что безопасность информации в организации 
в первую очередь зависит от внутренних характеристик организа-
ции: суммы инвестиций c  в СЗИ, уровня зрелости организации 
(определяется значением параметра s ) и ценности q  ее информа-
ционного ресурса. Рост значений параметров c  и s  ведет к паде-
нию значений вероятности (3.17).  
По оценке А.В. Лукацкого [80], скрипт-кидди составляют до 
95% от общего числа злоумышленников, атакующих информаци-
онные и компьютерные системы, т.е. это наиболее распространен-
ный тип нарушителя, необходимость защиты от которого является 
первоочередной задачей, решаемой при построении СЗИ. В целом 
выражение для модели рефлексивного риска (3.17) намного проще 
общей модели риска (3.13) и допускает проведение достаточно 
подробных аналитических исследований. При этом особый интерес 
представляет сопоставление результатов исследований с известны-
ми характеристиками и показателями реальных рисков. 
Рассчитав по рефлексивной модели риска (3.16) величину 
предотвращенных потерь ( )R c  (формула (3.12)) и, сопоставив ее с 
объемом c  инвестиций в СЗИ, получим аналитическое выражение 
для «чистой прибыли» ( )с c , обусловленной построением СЗИ: 
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  (3.18)  
Анализ выражения (3.23) дает оценку [70] диапазона «разум-
ных» инвестиций: 0 ( 1) /tc q sP s   , в пределах которого ( )R c
c , а решение оптимизационной задачи (3.15), в которой выраже-
ние для ( )с c  задается формулой (3.18), позволяет определить эф-
фективный объем инвестиций effc . В частности, исследуя на экс-
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По своему содержанию затраты c  не могут быть отрицатель-
ными, поэтому в соотношении (3.20) выражение в круглых скобках 
должно быть меньше нуля. С учетом этих требований, полагая, что 





      (3.21) 
Подставив выражение (3.21) в уравнение (3.17), получаем зна-
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  (3.22) 
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Так как 








  , а подстановка 
(3.22) в выражение (3.16) позволяет найти значение риска при объ-
еме инвестиций effc c : 
( ) .teff v t
P
R c P Pq q
s
   
Анализ формулы (3.21) дает возможность оценить максималь-
ный объем эффективных  инвестиций в СЗИ. Исследуя на экстре-








q s s P
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       (3.23) 
Из равенства (3.23) определяем, экстремальное значение функ-
ции ( )effc s : 
max[ ( )] (4 / ) 0,25 .eff eff t tc s c P qP   
Очевидно, что наибольшей величина эффективных инвестиций 
в СЗИ окажется при tP =1. Таким образом, максимальный объем 
эффективных инвестиций в СЗИ равен max 0,25effc q , т.е. составля-
ет 25% стоимости ресурса ,q  являющегося объектом защиты. Од-
нако для высокоэффективных защитных решений, что возможно 
при общем высоком уровне информационной культуры организа-
ции и, в частности, при высоком уровне компетентности специали-
стов подразделения защиты информации (например, для s  60 и 
выше), в соответствии с формулой (3.24) даже при tP =1 объем ин-
вестиций в СЗИ может оказаться на уровне 11-13% от стоимости 
защищаемого ресурса. Условие 0,25 tc qP  можно считать форма-
лизацией принципа разумной достаточности при построении СЗИ. 
Кроме того, приведенный результат хорошо согласуется с эмпири-
ческими оценками объема инвестиций в СЗИ, приведенными в ряде 
публикаций [69, 73], авторы которых акцентируют внимание на 
уровне в 15-20 % от стоимости активов ИС.  
Подводя итоги рассмотрению этой рефлексивной модели риска, 
введем краткую вербальную спецификацию атакующей стороны. 
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Спецификация 1 – скрипт-кидди (script kiddie): 
− скрипт-кидди характеризуются низким уровнем компетент-
ности, не позволяющим им самостоятельно разрабатывать средства 
и новые оригинальные механизмы атак, более того, скрипт-кидди 
не понимают механизма старых атак, основывая свои атакующие 
действия главным образом на применении переборного принципа в 
реализации угроз;  
− атакующая активность скрипт-кидди не носит целенаправ-
ленного характера, выбор цели и способа действий – спонтанный, 
объектами их атак оказываются случайные компьюте-
ры/компьютерные системы, в руки атакующих попадает разнород-
ная случайная информация (хотя иногда и очень ценная);  
− уровень ресурсного обеспечения скрипт-кидди обычно низок 
и недостаточен для системной подготовки и проведения целевых 
атак; 
− спектр интересов скрипт-кидди крайне широк и не конкре-
тен, включая в общем случае все, что в данный момент попало в 
поле зрения злоумышленника и заинтересовало его, однако при 
этом представления как о фактической, так и о рыночной стоимо-
сти атакуемого ресурса часто отсутствуют, поэтому денежно-
финансовая составляющая мотивация выражена нечетко, неустой-
чива, часто более весомы побуждения к действию, в основе кото-
рых лежат соображения имиджа, статусности; устойчивость и по-
стоянство мотивации скрипт-кидди обычно проявляется лишь в 
самом стремлении получить несанкционированный доступ к како-
му-либо информационному ресурсу. 
В целом для скрипт-кидди характерен низкий потенциал напа-
дения, что позволяет для защиты от их атак применять базовый 
уровень обеспечения безопасности ко всем системам информаци-
онных технологий, реализуемый путем выбора стандартных за-
щитных мер безопасности, ориентированный на применение 
средств и способов защиты от уже известных «старых» угроз (тер-
мин введен В.В. Платоновым, см. выше [78]). 
Таким образом, если уровень квалификации атакующей сторо-
ны, ее ресурсные возможности и характер мотивации не выходят за 
рамки спецификации скрипт-кидди, в качестве модели риска, учи-
тывающей основные свойства атакующей стороны, следует при-
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нять модель (3.22). При этом максимальный уровень инвестиций в 
СЗИ организации не превышает 25% от стоимости атакуемого ре-
сурса. 
Следует отметить, что под спецификацию скрипт-кидди – спон-
танно действующего некреативного злоумышленника, воспроизво-
дящего «старые» атаки, – можно подвести различные сетевые ин-
фекции и черви, которые в основной своей массе, исключая разра-
ботки нулевого дня, обычно успешно детектируются на базовом 
уровне защиты. 
Расширим и детализируем характеристики второй группы ата-
кующих, состав которой по В. Столлингсу это – хорошо подготов-
ленные специалисты, прекрасно разбирающиеся в технологии, с 
глубоким знанием методов взлома систем защиты. Однако высокий 
уровень компетентности специалиста сам по себе еще не достато-
чен для подготовки и реализации «новых» опасных и предельно 
опасных угроз. «Некоторые методы способны обеспечить защиту 
от рядового пользователя, но оказываются бессильны, если атаку 
выполняет профессионал. А те средства защиты, которые способны 
остановить профессионала, необязательно являются непреодоли-
мым препятствием для правительственного агентства крупной ми-
ровой державы» [81]. «Поэтому, если когда-нибудь разведыватель-
ное управление заинтересуется вашей компанией, приготовьтесь к 
тому, что против вас будут направлены огромные людские и тех-
нические ресурсы (опытные технари, новейшее аппаратное обеспе-
чение и профессиональные шпионы)» [82]. Хотя наличие знаний и 
компетентности является необходимым условием формирования 
«новой» атаки, ее потенциал, острота, успешность в значительной 
степени определяются еще двумя факторами:  
− во-первых, стоящая перед атакующей стороной цель или 
стратегическая установка (коммерческий успех, финансово-
экономическая целесообразность, социально-политические или 
этические требования и т.п.); 
− во-вторых, уровень ресурсных ограничений, возможность ре-
ализации высокозатратных атак, привлечения дополнительных 
кадровых, технических, оперативных ресурсов, хотя бы временно 
аккумулируемых для осуществления атаки. 
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В связи с этим расширим линейку рефлексивных моделей рис-
ков, добавив в нее две новые модели, отражающие содержание 
вербальных спецификаций «злоумышленник-профессионал» и 
«профессионал-исполнитель», работающий на спецслужбу. 
Спецификация 2 – злоумышленник-профессионал.  
Атакующую сторону представляет профессионал или группа 
профессионалов, обладающих необходимыми знаниями, навыками 
и достаточным опытом, для которых хакинг – основная деятель-
ность, носящая откровенно коммерческий характер, а целевая кри-
териальная установка – коммерческий успех, финансово-
экономическая эффективность.  
Злоумышленник-профессионал обычно располагает определен-
ными финансово-экономическими ресурсами, но для него, тем не 
менее, сохраняет достаточную актуальность ограничение D g .  
Если стороны атаки и защиты примерно одинаково оценивают 
стоимость информационного ресурса ,I  т.е.  =1, рефлексивная 
модель риска для этого случая имеет вид: 
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  (3.24) 
К сожалению, подстановка найденного риска (3.24) в выражение 
(3.16) и последующее решения оптимизационной задачи, позволя-
ющее получить в аналитическом виде выражение для оценки effc  
(как это было сделано выше для рефлексивной модели риска 
(3.17)), оказывается невозможным. Выражение 1 tR R  после под-
становки в него риска ( )tR R c  (формула (3.24)) приобретает ло-
гистический характер, а анализ неравенства 1с tR R c     0 дает 


















     (3.25) 
Исследование соотношения (3.25) для 0D   позволяет оценить 
граничные значения диапазона разумных инвестиций [30, 70]: 
0 c q  . Наличие процедуры извлечения квадратного корня в 
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формуле (3.25) предполагает очевидное условие 21 4 / tD sqP , 
трансформирующееся в ограничение вида: 
20,25 ,tD sqP  
накладываемое на объем инвестиций атакующей стороны А. Кроме 
того, необходимость применения формулы (3.9) для оценивания 
вероятности активации (возникновения) угрозы Т сохраняет харак-
терное ограничение g D. Таким образом, злоумышленник-
профессионал, действующий в соответствии с принципом эконо-
мической целесообразности, ограничен возможностью проведения 
только низкозатратных атак. Исследование соотношения (3.25) 
показывает, что с увеличением значений D  при 
20,25 tD sqP  





для 20,25 tD sqP , т.е. в этом предельном случае 
наибольшая величина оптимальных инвестиций в СЗИ составит 
max 0,5effc q . Рациональное расходование этого объема инвести-
ций требует проведения анализа возможных угроз безопасности 
информации, выделения актуальных угроз с последующей реали-
зацией системы защитных мероприятий в форме КСЗИ в условиях 
оптимального распределения выделенных инвестиций.  
В случае асимметричного оценивания сторонами атаки и защи-
ты стоимости информационного ресурса ,I  особый интерес пред-
ставляет случай, при котором g q , т.е. 1  . В этой ситуации 
атакующая сторона А может вложить в организацию и проведение 
атаки значительные средства, сопоставимые по величине со значе-
нием q  или даже превышающие это значение. Однако при этом, 
если будет выполняться условие D g , в понимании атакующей 
стороны выделяемый атакующий потенциал не превышает преде-
лов экономической целесообразности. Возникает ситуация, кото-
рую можно назвать долговременной (продолжительной) целевой 
атакой [72]. Суть ее состоит в том, что атакующая сторона, предва-
рительно уже выделившая изрядные ресурсы для подготовки атаки, 
но еще не достигшая успеха, переходит к выжидательной тактике, 
сопровождаемой ведением постоянного контроля за качеством 
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функционирования СЗИ атакуемой организации В. Рано или позд-
но, при возникновении локального снижения уровня ее защищен-
ности (появление даже кратковременной уязвимости), атакующая 
сторона А проводит успешную атаку. Основным расходуемым ре-
сурсом злоумышленника в этом случае является его время плюс 
затраты на осуществление мониторинга состояния защищенности 
объекта атаки.  
Рефлексивная модель риска для этого случая полностью совпа-
дает с выражением (3.20). Для выяснения особенностей рисков 
долговременной целевой атаки оценим предельные значения веро-
ятностей tP , vP  (два первых сомножителя в формуле (3.20)) в 
асимптотике при .g   Учитывая, что значение D  ограничено, 
формально при g   вероятность активации угрозы 1tP  , т.е. 
угроза атаки существует постоянно и ее реализация произойдет как 
только представится удобный момент. При наличии инсайдера в 
атакуемой организации именно он может сообщить о наступлении 
этого момента, в частности, постараться создать его. Этому момен-
ту будет соответствовать локальный всплеск вероятности vP , кото-
рая, согласно введенному в [30] определению, представляет собой 
«терминальную» вероятность, величина которой изменяется во 
времени в соответствии с избранной тактикой атак. Что касается 
оценки предельного значения вероятности vP , то, учитывая, что с 
ростом g  величина коэффициента асимметрии /g q   увеличи-
вается, а слагаемое 2 /sc D  – наоборот, с ростом D  несколько 
уменьшается, в асимптотике при g   вероятность 1vP  .  
Следует отметить, что полученные выше единичные предель-
ные значения вероятностей tP , vP  являются лишь некоторыми 
асимптотическими оценочными  величинами, реальность далеко не 
столь фатальна по отношению к защищающейся стороне. Правиль-
ный выбор стратегии защищающейся стороной, – так называемая 
проактивная защита, основывающаяся на упреждающих защитных 
действиях, опирающихся на изучение поведения, тактики и страте-
гии атакующей стороны, т.е. использующая подходы и принципы  
рефлексивного управления [72, 83] – позволяет отсрочить наступ-
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ление момента успешной реализации угрозы теоретически на не-
ограниченно долгий период времени. При этом рефлексивность 
действий защиты состоит, прежде всего, в осознании ею возможно-
сти асимметричного представления атакующей стороной ценности 
ресурса ,I  в частности, значительного превышения этой ценности  
относительно собственной оценки .q  В противном случае, если 
защищающаяся сторона, создавая свою СЗИ, исходит из  принципа 
разумной достаточности, основываясь исключительно на собствен-
ных («внутренних») представлениях о ценности q  защищаемого 
ресурса ,I  успешная реализация угрозы атакующей стороной ока-
зывается практически гарантированной. 
Спецификация 3 – профессионал-исполнитель, работающий на 
спецслужбу. 
Как показано в [30, 70, 72], при определенных обстоятельствах 
принцип экономической целесообразности может не выполняться. 
Именно этим ситуациям соответствует вводимая спецификация 3, 
описываемая ниже. 
Атакующая сторона А для достижения своих целей прибегает к 
услугам наемного исполнителя, обязанного при любых обстоятель-
ствах выполнять свое работу. В частности, если его задание – реа-
лизации какой-либо угрозы относительно ресурса ,I  то професси-
онал-исполнитель сразу приступает непосредственно к поиску и 
эксплуатации уязвимости ИС атакуемой организации, т.е. в данной 
ситуации 1.tP   Это отличает рассматриваемую спецификацию от 
предыдущей, в которой атакующая сторона в своих действиях ру-
ководствовалась исключительно принципом экономической целе-
сообразности (разумной достаточности). Особенность же Специ-
фикации 3 состоит именно в том, что, в связи с чрезвычайной важ-
ностью поставленной перед профессионалом-исполнителем задачи, 
ресурсные ограничения для решения этой задачи снимаются и, 
кроме того, он может рассчитывать на привлечение для поддержки 
своих действий различных дополнительных ресурсов: финансовых, 
технических, информационно-аналитических, оперативных и т.п. 
На практике это означает возможность реализации в рамках Спе-
цификации 3 очень высокозатратных атак ( D ).  
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Типичным примером подобной ситуации является выполнение 
особо важного задания сотрудником спецслужбы, являющимся  
профессионалом, подготовленным к осуществлению атакующих 
действий в киберпространстве [72, 83]. 











Из нее очевидно, что со снятием ресурсных ограничений 
( )D  вероятность 1vP  , т.е. в этой ситуации, если защищаю-
щаяся сторона, создавая свою СЗИ, исходит из принципа разумной 
достаточности, основываясь исключительно на собственных 
(«внутренних») представлениях о ценности q  защищаемого ресур-
са I, успешная реализация угрозы атакующей стороной оказывается 
практически гарантированной и в итоге ( )R c q . Это достигается 
за счет осуществления злоумышленником новых оригинальных 
атак, защиту от которых в рамках представленной в действующих 
руководствах по риск-менеджменту стандартной методологии, 
базирующейся на исследовании и анализе имевших место ранее 
инцидентов в сфере безопасности, осуществить практически не-
возможно. Таким образом, КСЗИ, построенная только в соответ-
ствии с требованиями действующих нормативных документов си-
стемы НД ТЗИ, не обеспечивает достаточных гарантий защиты от 
атак, реализуемых сегодня в киберпространстве, в частности, 
направленных целевых атак APT (Advanced Persistent Threat), ди-
намических техник обхода AETs (Advanced Evasion Techniques), 
против которых применяемые комплексы традиционных защитных 
мероприятий малоэффективны. Перспективной в этом случае мо-
жет оказаться разработка проактивных систем защиты, использу-
ющих подходы и принципы рефлексивного управления [72, 83]. 
Спецификация 4 – хактивист.  
Атакующая сторона – идейный хакер («кибер-активист»), стре-
мящийся перенести в киберпространство продвижения политиче-
ских либо социальный идей (нередко достаточно сомнительного 
характера), организующий акции гражданского «электронного» 
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неповиновения в киберпространстве, старающийся привлечь вни-
мание власти и общественности (иногда в довольно жесткой фор-
ме) к тем или иным вопросам и проблемам современного общества 
путем синтеза социальной активности и хакерства. Наиболее ха-
рактерными для хактивистов акциями являются виртуальные «си-
дячие забастовки» и блокады, бомбардировка электронной почты, 
WEB-хакинг и  компьютерные взломы, компьютерные вирусы и 
черви [80]. В действиях хактивиста практически отсутствует ком-
мерческая составляющая, его атакующий потенциал, в частности, 
ресурсное обеспечение, обычно ограничены, поэтому Специфика-
ция 4 для хактивиста, в зависимости от доступных для него ресур-
сов, может быть близка к Спецификации 2 или 3. Это позволяет 
предполагать, особенно при установлении принадлежности хакти-
вистов к тому или иному протестному сообществу и учитывая 
групповой характер акции, ее тип, продолжительность, массовость, 
интенсивность и возможные последствия, что применение тради-
ционных защитных мероприятий в подобных ситуациях может не 
быть достаточно эффективным.  
Подводя итог выполненного исследования рефлексивных моде-
лей риска, отражающих для ряда типовых ситуаций «атака-защита» 
характерные особенности поведения и действий атакующей сторо-
ны, приходим к следующим выводам.  
Описании атакующей стороны в рамках Спецификаций 1, 2 
(скрипт-кидди, злоумышленник-профессионал), позволяет осуще-
ствить анализ рисков высокого уровня, спрогнозировать оценки 
граничного объема инвестиций в СЗИ организации, провести прио-
ритизацию рисков и выделение группы актуальных информацион-
ных угроз, обеспечив тем самым эффективное распределение 
средств, инвестируемых в СЗИ и достаточно высокий уровень за-
щиты информации в организации.  
Анализ применения риск-ориентированного подхода (РОП) к 
построению СЗИ организации с использованием модели рисков, 
определяемой в рамках Спецификации 2 для долговременных це-
левых атаки, приводит к выводу о необходимости применения за-
щищающейся стороной принципов рефлексивного управления, 
учитывающих возможности асимметричного представления ата-
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кующей стороной ценности ресурса ,I  в частности, значительного 
превышения этой ценности по сравнению с оценкой ,q  данной 
владельцем ресурса. 
Учитывая, что базовая методология РОП, представленная в 
стандартах риск-менеджмента безопасности информации, основы-
вается на исследовании и анализе имевших место ранее инциден-
тов в сфере безопасности, успешное применение РОП для построе-
ния эффективной СЗИ, позволяющей отражать новые, непрогнози-
руемые по имеющейся предыстории атаки, не представляется воз-
можным.  В связи с этим применения РОП для построения СЗИ от 
атак злоумышленников, попадающих под Спецификацию 3, явля-
ется бесполезным.  
Выводы о возможности реализации успешных защитных меро-
приятий относительно атак стороны, попадающей под Специфика-
цию 4 – хактивист, определяются в первую очередь возможностями 
ресурсной поддержки этих атак. При наличии такой поддержки 
хактивистом могут реализовываться высокозатратные атаки. 
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Глава 4. ОБРАБОТКА РЕЗУЛЬТАТОВ ЭКСПЕРТНОГО 
ОЦЕНИВАНИЯ 
4.1. Экспертное оценивание, общие сведения 
Экспертное оценивание – издавна одна из самых распростра-
ненных информационных технологий, которая и в наше время при-
влекает широкий круг специалистов – как практиков, так и теоре-
тиков. Объясняется это рядом особенностей, присущих методу 
экспертных оценок. 
Во-первых, данный метод – наиболее доступный, универсаль-
ный, а иногда просто единственно возможный для получения и 
анализа информации, используемой для решения широкого спектра 
задач управления, прогнозирования, планирования в науке, техни-
ке, различных практических приложениях. 
Во-вторых, сфера использования экспертного оценивания по-
стоянно расширяется, в частности, это – определение параметров и 
структуры сложных систем, особенно тех, которые не имеют до-
статочной предыстории функционирования и характеризуются 
высоким уровнем структурно-параметрической неопределенности: 
сложных социально-экономических систем, систем проектного 
менеджмента, СЗИ и т.д. 
Общей, достаточно привлекательной стороной экспертных ме-
тодов является оперативность и простота получения нужных све-
дений. 
При использовании метода экспертных оценок основным ис-
точником информации является эксперт – его суждения, каче-
ственные и количественные оценки. То есть экспертные методы 
основаны исключительно на оценках экспертов, полученных отно-
сительно проблемы, которую они исчерпывающе знают. При этом 
механизм выработки этих оценок остается неопределенным. Как 
правило, он неизвестен даже самому эксперту, имеет исключитель-
но индивидуальный, личный характер и не может быть повторен 
или воспроизведен кем-то другим. Это обусловливает особые тре-
бования к выбору состава экспертов, в частности уровня их компе-
тентности, ведь недостаточный уровень компетентности эксперта 
может привести к появлению грубых (аномальных) ошибок в дан-
ных экспертизы или просто вызвать высокий уровень неоднород-
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ности этих данных. В обоих случаях возможны существенные по-
тери информации, которые приведут к неправильно принятым по 
результатам экспертизы решениям, ложному задания параметров, 
оценок и т.п., то есть негативные последствия некачественно вы-
полненной экспертизы могут быть ощутимы и на всех последую-
щих этапах применения результатов, полученных по экспертным 
данным. 
Поэтому эффективная, качественная обработка экспертных дан-
ных в значительной степени определяет корректность и правиль-
ность выполнения всей экспертизы в целом. В этой ситуации осо-
бую важность и актуальность приобретает проблема анализа и об-
работки экспертной информации, так как выполнение именно этих 
процедур позволяет обеспечить качество решений, принимаемых 
на базе экспертной информации. 
Отсутствие общепризнанных формально-теоретических и мето-
дологических положений, объясняющих механизм формирования 
экспертных данных (в том числе и ошибок в этих данных), обу-
словливает тот факт, что общие рекомендации по обработке экс-
пертных данных, тем более реализованные в форме программного 
продукта, на сегодня отсутствуют. Обработчик, использующий 
экспертные данные, чаще всего сам решает, как с ними работать. 
Применяемые математические методы обработки экспертных дан-
ных, как правило, очень просты, ибо использование более сложных 
методик обработки требует привлечения дополнительной инфор-
мации, обычно отсутствующей.  
Все сказанное выше обусловливает актуальность исследований, 
связанных с изучением и разработкой методов или методик обра-
ботки экспертных данных. Особенно актуальна проблема обработ-
ки данных экспертизы в новых сферах человеческой деятельности, 
в которых еще недостаточно сформировался формально-
теоретический базис, не структурировано разнообразие свойств и 
особенностей изучаемых объектов, не сформировалось достаточ-
ное количество специалистов, адекватных по качеству своей подго-
товки требованиям, предъявляемым уровню эксперта. 
Чем «моложе» предметная область и динамичней ее развитие, 
тем в общем случае чаще приходится применять экспертные мето-
ды решения задач этой области и тем сложнее сформировать груп-
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пу экспертов, имеющих одинаково высокий уровень компетентно-
сти. К сожалению, организаторы экспертизы часто осознают эту 
проблему только после ознакомления с полученными экспертным 
данным, когда эти данные оказываются единственным «сырьем», 
из которого можно получить необходимые сведения об уровне 
компетентности каждого эксперта. 
Методы получения экспертных оценок делятся на две группы: 
индивидуальные (персональные) экспертизы и групповые (коллек-
тивные) процедуры получения экспертных оценок. 
Среди методов получения индивидуальных экспертных оценок, 
в свою очередь, выделяются: метод аналитических записок, интер-
вью, анкетирование и т. п. 
Методы коллективной экспертизы – соответственно метод ко-
миссии, метод Дельфи, паттерн и другие. 
Разделение на методы получения индивидуальных и коллектив-
ных экспертных оценок проводится в зависимости от того, как 
определяется конечный результат экспертизы: на основе выводов 
одного эксперта или по результатам работы группы экспертов, 
причем результат групповой экспертизы в некоторых случаях мо-
жет формироваться путем интеграции индивидуальных оценок 
экспертов. 
Главной проблемой любой экспертизы является выбор способа 
формирования суждений экспертов. Именно этот вопрос должен 
иметь первоочередной приоритет в анализе, исследовании и раз-
работке различных аспектов экспертизы, связанных с ее органи-
зацией и проведением. Частично эти проблемы уже рассматрива-
лись выше, когда речь шла о критериях отнесения информации к 
секретной, формировании структуры и выбор составляющих эле-
ментов соответствующего критериального показателя, способах 
определения его количественных оценок экспертами (МАИ, но-
ниусный подход, технологии нечетких множеств). Несколько 
меньшее внимание уделяется средствам и методам уменьшения 
погрешностей в совокупности уже полученных индивидуальных 
оценок, в частности при их интеграции в конечный результат 
групповой экспертизы. 
В работе [1] приведено описание ряда распространенных мето-
дов экспертной оценки с элементами их анализа с точки зрения 
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возможности обеспечения информативности и точности результа-
тов экспертизы. По материалам этого обзорного исследования 
можно сделать вывод, что, несмотря на различия рассмотренных 
методов, им присущ ряд общих технологических особенностей 
(мер, приемов, процедур), направленных на повышение информа-
тивности и точности экспертных данных. Анализируя совокуп-
ность этих мер, приемов можно выделить такие основные направ-
ления повышения качества результатов экспертизы: 
− определение необходимых и достаточных условий для оцен-
ки специалиста как эксперта; 
− оценки характеристик эксперта; 
− организация проведения экспертизы; 
− выбор методов стимулирования экспертов; 
− выбор методов обработки экспертной информации и другие. 
Обобщение приведенных в работе [1] материалов позволяет вы-
делить три основные группы методов уменьшения погрешности 
экспертных оценок: 
− организационные методы – базируются на внедрении специ-
альных организационных процедур по получению и использова-
нию дополнительной информации, применяемой для обеспечения 
высокого уровня достоверности проводимых экспертиз (прежде 
всего, это так называемые «сложные экспертизы», в частности 
«дельфийская», в которых непосредственно применяются такие 
организационные формы проведения экспертирования, которые 
гарантированно обеспечивают высокую конечную точность ре-
зультатов экспертизы); 
− организационно-расчетные методы – суть их заключается во 
введении специальных организационных мероприятий по получе-
нию дополнительной информации об уровне компетентности экс-
пертов и использовании этой информации в процессе дальнейшей 
специальной обработки результатов экспертизы; 
− математические методы обработки данных экспертизы, осно-
ванные исключительно на добыче и последующем использовании 
вспомогательной информации непосредственно из результатов 
экспертизы, без применения специальных организационных меро-
приятий и процедур на этапах подготовки и проведения эксперти-
рования. 
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Анализируя наиболее распространенные методы экспертного 
оценивания, стоит сосредоточить внимание на временном и стои-
мостном аспекте их применения. Сложные экспертизы (например, 
метод Дельфи) требуют проведения достаточно кропотливой орга-
низационной работы, которая и позволяет обеспечить и качество, и 
надежность выходных результатов экспертизы. Сама процедура 
сложной экспертизы занимает довольно много времени (например, 
опять-таки дельфийская процедура). В совокупности и временной 
фактор, и организационный обусловливают высокую стоимость 
экспертизы. Однако выше уже отмечалось, что к экспертным оцен-
кам обращаются именно из-за возможности сэкономить и время, и 
средства. Поэтому использование сложных экспертиз противоре-
чит самой логике побудительных мотивов, обусловливающих об-
ращение к этим процедурам. Значительно чаще обращаются к про-
стым экспертизам, более быстрым и оперативным, при этом необ-
ходимое качество их результатов обеспечивается проведением апо-
стериорной математической обработки полученных оценок.  
Ниже рассмотрим некоторые устоявшиеся и методически обес-
печенные способы проведения экспертизы и обработки ее резуль-
татов. 
4.2. Получение и обработка оценочных суждений  
членов экспертных комиссий  
при государственных экспертах по вопросам тайн 
В соответствии с Законом Украины «О государственной тайне» 
[2], отнесение информации к ГТ – это процедура принятия госу-
дарственным экспертом по вопросам тайн (ГЭТ) решения об отне-
сении категории сведений или отдельных сведений к ГТ с установ-
лением степени их секретности путем обоснования и определения 
возможного ущерба национальной безопасности Украины в случае 
разглашения этих сведений, включением этой информации в ССГТ, 
с опубликованием этого Свода и последующих изменений, вноси-
мых в него. 
Для выполнения поставленных перед ними задач ГЭТ могут, в 
частности, создавать экспертные комиссии (ЭК) из специалистов и 
ученых, имеющих допуск к ГТ, для подготовки проектов решений 
об отнесении информации к ГТ, снижению степени ее секретности 
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и отмене указанных решений. Кроме названных задач, к компетен-
ции этих комиссий, в соответствии с «Положением об экспертной 
комиссии по вопросам государственной тайны» (далее – Положе-
ние [3]), отнесено определение и изменение степени секретности 
(СС) информации, отнесенной к ГТ. 
Положением [3] закреплены только целевые установки, полно-
мочия и общие организационные основы работы ЭК по вопросам 
ГТ. Документом, которым установлен порядок отнесения сведений 
к ГТ и установления степени их секретности в Украине, являются 
Методические рекомендации [4]. Несмотря на наличие упомянутых 
выше документов, к сожалению, до сих пор остается не решенным 
ряд вопросов, напрямую влияющих на эффективность деятельно-
сти ГЭТ. Прежде всего, это отсутствие каких-либо регламентаций 
по способу определения экспертами количественных оценок объ-
екта экспертизы и порядка обобщения оценочных суждений членов 
ЭК [5]. 
Сейчас в трудах отечественных и зарубежных ученых исследу-
ются методические проблемы деятельности экспертных групп и 
применения экспертных оценок для решения широкого круга за-
дач, в том числе прогнозирования социальных явлений [6-8]. Ана-
лиз этих имеющихся научных результатов позволяет сделать вывод 
о возможности их использования после соответствующей адапта-
ции в заполнении пробелов методического обеспечения деятельно-
сти ЭК при ГЭТ. 
Отметим, что применение метода опроса экспертов для прогно-
зирования возможных последствий разглашения информации, в 
том числе их тяжести, полностью соответствует традиционной 
сфере использования этого научного инструмента, так как он пре-
имущественно используется для анализа и оценки объектов высо-
кой сложности в условиях недостаточно сформированного инстру-
ментария описания и исследования этих объектов, при отсутствии 
единой логико-математической структуры, учитывающей все мно-
гообразие свойств исследуемых объекта [9]. 
В соответствии с Методическими рекомендациями [4] для опре-
деления принадлежности сведений к ГТ специально созданными 
для этой цели ЭК при ГЭТ рассчитывается уровень потенциального 
совокупного ущерба государству в определенных законодатель-
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ством сферах путем учета ряда показателей, которые определяются 
членами ЭК и заносятся ими в индивидуальные опросные листы, 
включающих следующие вопросы: 
1) сведения, подлежащие экспертизе; 
2) сфера или сферы деятельности, к которой относятся сведения; 
3) объект, который содержит сведения, подлежащие экспертизе, 
их удельный вес (в баллах); 
4) прогнозные действия стороны, которая несанкционированно 
ознакомилась со сведениями; 
5) составная часть объекта (СЧО), непосредственно подпадаю-
щая под возможные воздействие стороны, которая овладела сек-
ретными сведениями; 
6) снижение эффективности использования СЧО или объекта в 
целом вследствие действия стороны, овладевшей секретными све-
дениями; 
7) величина экономического ущерба (в баллах), связанного со 
снижением эффективности использования СЧО или объекта в це-
лом; 
8) иные тяжкие последствия от потери секретных данных, уро-
вень причиненного в результате этого ущерба (в баллах); 
9) совокупная вред (в баллах). 
Согласно разделу 5.1 Методических рекомендаций [4], содер-
жание пунктов 2-5 опросного листа определяются членами ЭК 
совместно. Это обусловливает возможность объективизации инди-
видуальных оценок экспертов по этим пунктам в ходе их обсужде-
ния. Однако выводы по пунктам 6-9 каждый член ЭК делает неза-
висимо друг от друга. Таким образом, по характерным особенно-
стям работы комиссии, выполняемую ею экспертизу следует счи-
тать групповой (коллективной, коллегиальной), окончательное 
количественное экспертное заключение которой определяется на 
базе обработки предварительно полученных индивидуальных экс-
пертных оценок. Процедуру этой обработки в Методических реко-
мендациях [4] сведено к вычисления среднеарифметического зна-
чения соответствующих индивидуальных оценок. 
К сожалению, среднеарифметическая оценка очень чувстви-
тельна к так называемым аномальным данным, то есть данным, 
которые по своим значениям «выпадают» из общей совокупности 
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экспертных оценок (от англоязычного outstanding date). В частно-
сти, если хотя бы один из экспертов, входящих в состав ЭК (по 
пятому разделу Методических рекомендаций [4] численность ЭК – 
5-7 человек или более) даст количественную оценку, существенно 
отличную от других, это приведет к заметному смещению средне-
арифметического, особенно ощутимому при минимальном количе-
стве экспертов. Например, в случае формального выполнения тре-
бований Методических рекомендаций [4], по полученной совокуп-
ности {85, 90, 90, 95, 160} значений балльных оценок объект экс-
пертизы, согласно шкале, введенной в п. 3.3 настоящих Методиче-
ских рекомендаций [4], должен получить СС «ОВ» (среднеарифме-
тическая оценка равна 104 и попадает в пределы «от 100 и более», 
что соответствует степени «ОВ»), тогда как первые четыре экспер-
ты единодушно определили целесообразность степени «СС» (сред-
неарифметическая оценка первых четырех экспертов равен 95 бал-
лов и попадает в пределы «от 10 до 100 баллов», что соответствует 
«СС») [10]. 
Опираясь на приведенный пример, можно констатировать, что 
положения Методических рекомендаций [4] по обработке индиви-
дуальных оценок экспертов не рассчитаны на возможность наличия 
оценки с существенным отклонением от уровня других оценок и 
гарантируют приемлемые результаты только в случае, когда инди-
видуальные оценки экспертов образуют более или менее однород-
ную совокупность. Очевидно, в реальности возникновения ситуа-
ции, подобной приведенному примеру, становится причиной до-
полнительного неформального обсуждения экспертами объекта 
экспертизы, то есть фактически появляется второй тур экспертизы, 
в котором осуществляется выявление особенностей объекта экс-
пертизы, породивших противоречивые оценки, попытка установ-
ления взаимопонимания и, как следствие, возможное сближение 
индивидуальных экспертных оценок.  
Несовершенство среднеарифметического как интегрального по-
казателя, исчисляемого по совокупности индивидуальных оценок 
экспертов, – достаточно известный факт. В качестве альтернативы 
среднеарифметическому чаще всего применяется медианное сред-
нее или специальная двухэтапная методика обработки совокупно-
сти индивидуальных оценок, согласно которой на первом этапе, на 
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множестве индивидуальных экспертных оценок выявляются и ис-
ключаются из дальнейшей обработки аномальные данные, что поз-
воляет на втором этапе применить среднеарифметическое для фор-
мирования интегральной оценки групповой экспертизы. 
Дальнейшим развитием этой методологии можно считать так 
называемое взвешенное среднее. В этом подходе система специ-
ально рассчитанных весов, в которых зафиксирован уровень дове-
рия к индивидуальным оценкам экспертов, позволяет дифференци-
ровать вклад каждой отдельной экспертной оценки в совокупную 
групповую (интегральную). При этом максимальный вклад прихо-
дится на индивидуальные оценки, полученные от более опытных и 
компетентных экспертов, минимальный – на оценки, полученные 
от экспертов с самым низким уровнем компетентности. Если опре-
деленному эксперту соответствует нулевой или близкий к нулево-
му вес, это фактически означает, что его данные изымаются из об-
работки, что и происходит в случае, когда индивидуальная экс-
пертная оценка представляет собой аномальные данные.  
Проблемным аспектом взвешенного среднего является объекти-
визация определения весов экспертов, успешность которой в свою 
очередь обусловлена степенью эффективности процедуры оценки 
уровней компетентности экспертов. Ниже рассмотрены некоторые 
подходы и способы решения этих двух задач. 
4.3. Способы формирования групповых экспертных оценок 
Одним из ключевых вопросов обработки экспертных данных 
является определение уровня показателя компетентности экспертов 
и учета этого уровня при окончательной обработке результатов 
экспертизы. Особый вес показателя компетентности обусловлена 
тем фактом, что единодушие выводов экспертов по проблеме, ко-
торая анализируется, – это возможное свидетельство или триви-
альности исследуемой проблемы, или отсутствие возможности 
свободного выражения каждым из экспертов своего личного мне-
ния об объекте экспертизы. Принципиальной особенностью проце-
дуры экспертизы является возможность получения для объекта 
экспертизы существенно отличных или даже несовместимых оце-
нок, и как следствие этого – проблема корректного синтеза оконча-
тельного экспертного заключения, решение которой возможно 
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только с учетом объективно определенного уровня компетентности 
экспертов. 
Конкретизируем задачу [11]. Предположим, что цель эксперти-
зы - определение уровня важности предназначенных для эксперти-
зы нескольких информационных продуктов (информационных 
блоков, единиц, объектов и т.д.), например, трех: 1П , 2П , 3П . 
Каждый из них эксперты 1Е ,…, nЕ  оценивают в количественной 
шкале 0–L баллов. Более важному объекту экспертизы присуждает-
ся большее количество баллов. По результатам групповой экспер-
тизы каждый из объектов экспертизы получает определенную сум-
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где itq  – оценка, которую дал эксперт , 1,iE i n  информационному 
продукту tП , 1,3.t   Если не принимать во внимание уровни ком-
петенции экспертов, наиболее важным будет объект экспертизы с 
наибольшей суммой баллов Q , или с самым высоким средним 
баллом .q  
Учет компетентности экспертов в подобной ситуации чаще все-
го реализуется путем введения специальных весовых коэффициен-
тов i , значения которых зависят от уровня компетенции iC  соот-
ветствующего эксперта, причем более компетентному эксперту 
соответствует больший весовой коэффициент. На совокупность 
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смысл которой заключается в том, что в случае, когда все эксперты 
дали объекту одинаковую оценку q , взвешенный средний балл 
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Чтобы вес i  зависел от iC  и одновременно выполнялось тре-





































tQ  – суммарный балл, полученный t -им объектом с учетом 
уровня компетентности , 1,iC i n . 
Как определить уровень компетентности? Наиболее просто и 
оперативно это можно сделать методом взаимо- и самооценивания 
экспертов (метод взаимо- и самоанализа), в котором каждый из 
экспертов 1Е , 2Е ,…, nЕ  определяет свой уровень компетентности 
и всех других экспертов в определенной количественной шкале. 
Усреднение оценок уровня компетентности, полученных каждым 
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где ( )i jz E  – оценка уровня компетентности і-го эксперта, опреде-
ленная j-м экспертом, в случае ji   имеем самооценку ( )i iz E . 
Недостатком этого метода является возможное субъективная 
окраска полученной средней компетентности, что обусловлено, 
например, принадлежностью экспертов к противоположным науч-
ным школам или направлениям, личная неприязнь, возрастные 
различия и т.п. 
С этих позиций более приемлемым можно считать так называе-
мый документационный метод оценки уровня компетентности, 
основанный на возможной связи компетентности эксперта с такими 
его личными документированными данными, как число публика-
ций по тематике экспертизы, количество ссылок на его публика-
ции, сфера специализации эксперта, уровень его осведомленности 
о положении дел в области экспертирования, опыт практической 
работы в этой области в ранге исполнителя, руководителя и другие 
данные, объективно характеризующие личность эксперта. Считает-
ся, что приведенные выше факторы (определим их идентификато-
рами 1 2, ,...f f ) влияют на формирование уровня компетентности iC  
эксперта iЕ , и это может быть отражено в известной линейной 
форме:  
1 1 2 2 ... ,k kC a x a x a x       (4.4) 
где коэффициенты влияния ka  фиксируют уровень влияния факто-
ров 1 1,f x   2 2 ,...,f x  или зависимых от этих факторов перемен-
ных 1 2( , ,...)l lx f f , 1 2..., ( , ,...)k kx f f  на уровень iC  компетент-
ности i - ого эксперта. 
К сожалению, в этой ситуации опять же весьма существенен 
субъективный фактор, на этот раз проявляющийся при выборе зна-
чений коэффициентов влияния , 1, ,ja j k  причем степень субъек-
тивизма в данном случае еще выше, чем в первом случае.  
Возможное положительное решение проблемы определения 
уровней компетентности экспертов заключается в совмещении 
обоих приведенных выше методов путем построения модели ком-
петентности экспертов, которая связывает оценки усредненной 
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компетентности iZ  с объективными документальными данными об  
экспертах. Считаем, что 
Z C   , 
где   – случайная субъективная погрешность в оценке уровня 
компетентности эксперта.  
После подстановки  
C Z    
в уравнение последнее приобретает форму линейной регрессии:  
1 1 2 2 ... k kZ a x a x a x      , 
единственным отличием которой от ранее рассмотренных является 
гетероскедастичность зависимой переменной Z , то есть непосто-
янство дисперсии ее оценок  D Z . В этом легко убедиться, под-
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которые могут иметь весьма существенные разногласия.  
Соответствующие дисперсии средних будут в n раз меньше, од-
нако относительный уровень расхождения их значений останется 
без изменений. Вектор оценок регрессионных коэффициентов в 
этом случае оценивается по формуле:  
 
1
,T TA X WX X WZ

  
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Несколько иным способом расчета вектора A  является переход 
к так называемой взвешенной регрессии:  
1 1 2 2 ... ,k kV a u a u a u v      
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коэффициенты которой вычисляются обычным методом наимень-
ших квадратов из переопределены системы взвешенных уравне-
ний: 
       
       
11 11 1
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Принимая во внимание, что 
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 выносится из-под радикала в знаменателях системы (4.5) 
и сокращается, процедуру взвешивания исходных данных в век-
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  . 
После взвешивания элементы вектора  1 2, ,...,
T
nV v v v  будут 
иметь одинаковую дисперсию, то есть это будет гомоскедастиче-
ская переменная и вектор оценок регрессионных коэффициентов 
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Когда будет найдена модель (4.4) зависимости уровня компе-
тентности экспертов от их личных документальных данных, можно 
будет, подставив в нее соответствующие наборы значений регрес-
соров  1 2, ,...i i i ikX x x x , найти оценки компетентности i iC X A  
экспертов ,iE  1,i n  и далее, используя формулы (4.1), (4.3), 
(4.3*), вычислить результаты экспертизы, т.е. tq  или 
( ) ,ktQ  1,3,t   и 
определить важность каждого из объектов экспертизы. 
4.4. Оценка качества работы экспертов по данным  
многообъектной экспертизы 
Среди множества экспертных технологий, привлекаемых для 
решения различных задач, можно выделить достаточно распро-
страненный вид коллективной экспертизы, которая называется 
многообъектной экспертизой (МОЭ) [12, 13]. В МОЭ участвует 
группа из N экспертов, каждый из которых осуществляет индиви-
дуальную экспертизу М объектов, составляющих экспертируемую 
совокупность. Полученные в ходе индивидуальных экспертиз 
подмножества (столбцы) из М экспертных оценок сводятся в об-
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Особенностью МОЭ являются достаточно большие объемы М 
объектов, подлежащих экспертизе, в качестве которых могут вы-
ступать образцы определенных типов продукции, изделий, инфор-
мационные продукты (в частности, программное обеспечение), 
художественные или литературные произведения, ответы на спис-
ки вопросов (опросники) в социологических или психологических 
исследованиях, присланные на конкурс проекты и т.п. В частности, 
работа постоянно действующих групп (комиссий) экспертов, дей-
ствующих в определенной профессиональной сфере, реализующих 
экспертизу более-менее устоявшегося класса (или классов) инфор-
мационных продуктов, является типичным образцом МОЭ. Полу-
ченные в этом случае относительно большие объемы индивидуаль-
ных экспертных оценок среди прочего содержат определенную 
информацию о личных качествах экспертов, в частности, об уров-
нях их компетентности, знание которых весьма актуально для ор-
ганизации эффективной обработки результатов экспертизы. По-
этому перспектива оценки компетентности эксперта, непосред-
ственно по результатам проведенной им экспертизы, учитываю-
щая, в том числе и состояния эксперта на момент проведения экс-
пертизы, является весьма привлекательной. 
Результаты индивидуальной экспертизы, проведенной j-м экс-
пертом, представляют собой случайную последовательность 
1 2[ , ,..., ]
T
j j j MjZ z z z , каждый элемент которой содержит информа-
тивную составляющую 0ix , общую для всех экспертных оценок ijz  
и случайную погрешность ije , характеристики которой индивиду-
альны у каждого конкретного эксперта: 
0ij i ijz x e  , 1,i M , 1,j N . 
Поставив в соответствие элементам последовательности jZ  це-
лочисленные моменты времени 1,2,...,it M , получим некий ана-
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лог временного ряда { }ijz , в общем случае нестационарного. Одна-
ко если предположить, что характеристики эксперта как некоторой 
информационно-аналитической оценочной системы остаются 
неизменными на протяжении процедуры экспертирования, а все 
ошибки и неточности в экспертных оценках определяются исклю-
чительно свойствами и состоянием эксперта на момент проведения 
экспертизы, то справедливым представляется предположение о 
стационарности и эргодичности случайных последовательностей 
1 2{ , ,..., }j j j MjE e e e , 1,j N . В последнем случае для больших зна-
чений М оказывается возможным оценивание эмпирических мо-
ментных характеристик, эмпирических функций распределения 
соответствующих погрешностей, и последующее сопоставление 
этих оценок, найденных для различных экспертов [11, 14, 15]. 
Можно предположить, что результаты сравнительного анализа 
будут содержать определенную информацию об уровнях компе-
тентности экспертов. Актуальны проблемы выделения этой ин-
формации и ее представление в виде постоянных показателей ком-
петентности, которые допускают достаточно простую интерпрета-
цию. Попытка частичного решения этой проблемы рассмотрена в 
[7, 8], где по данным сравнительного анализа экспертных оценок 
выявлялись так называемые «аномальные» эксперты. Оценки, по-
лученные от «аномальных» экспертов, существенно отличаются от 
оценок, полученных от других экспертов. В частности, это касается 
формы распределения погрешностей оценок экспертизы и соответ-
ствующих моментных характеристик. В целом характер решений, 
представленных в [7, 8], ближе к методам классификации и не со-
держит прямых подходов к оценке компетентности экспертов. 
Материалы, более адекватные содержанию задач, рассматрива-
емых в рамках сформулированной выше проблемы, представлен-
ные в [8]. Однако предложенный в них уровень описания и форма-
лизации задач не позволил получить достаточно общего метода 
решения, робастного к вариации условий исходной постановки 
проблемы. 
По аналогии с известными положениями кластерного анализа 
[7, 8] введем понятие образа эксперта как некоторой точки 
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1 2[ , ,..., ]
T
j j j MjZ z z z , 1,j N  в М-мерном пространстве 
MR  ре-
зультатов МОЭ. При полном совпадении мнений экспертов их об-
разы совпадают, то есть все результаты экспертизы будут пред-
ставлены единственной точкой в пространстве результатов МОЭ. 
Наличие ошибок экспертов приводит к расщеплению точки в обла-
ко (кластер), плотность которой (которого) неоднородна и обычно 
максимальна в области, прилегающей к центру кластера с коорди-
натами 0 10 20 0[ , ,..., ]
T
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где 0( , )j jr Z Z  – расстояние между образом j-ого эксперта и цен-
тром 0Z  кластера в М- мерном пространстве 
MR  результатов 
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Наличие аномальных данных в строках матрицы Z вызывает 
смещение среднеарифметических оценок, в связи, с чем более 
надежный результат (при вероятном наличии «аномальных» экс-
пертов) дает применение робастных медианных оценок вида:  
0 1 2( ) ( , ,..., )i i i i iNz med Z med z z z  . 
При отсутствии аномальных экспертов справедливо предполо-
жение о равенстве нулю математических ожиданий ошибок экс-
пертизы: { } 0jE  , 1,j N , что приводит к выполнению равен-
ства 0 0 10 20 0{ } [ , ,..., ]
T
MZ X x x x    и позволяет обосновать гипотезу 
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Метризация удаленности образов экспертов от центра 0Z  позво-
ляет представить в интегрированной форме информацию об ошиб-
ках каждого из экспертов и допускает возможность существования 
шкального преобразования ( )j jc f r , что обеспечивает взаимно-
однозначное отображения элементов множества R ( jr R , 1,j N ) 
в соответствующие оценки компетентности экспертов :f R C ; 
jc C . 
Выбор структуры и параметров отображения f представляет не-
тривиальную задачу, которая требует отдельного рассмотрения. 
При формировании требований к шкальному преобразованию 
( )c f r  будем исходить из следующих соображений. Во-первых, 
очевидно, что с ростом компетентности C значение r уменьшаются, 
то есть производная / 0dc dr  . Из этого следует также утвержде-
ние о монотонном характере зависимости ( )c f r . Во-вторых, при 
построении шкалы измерения компетентности С, множество воз-
можных значений r, определенную на полуоткрытом интервале 
[0, )R   , удобно отображать в замкнутый интервал С = [1,0], что 
соответствует типичной шкале компетентности. При этом значе-
нию r   отвечает правое предельная отметка с = 0 шкалы ком-
петентности, и значению r = 0 – левая, с = 1. Для малых значений 
оценок r, учитывая, что величина погрешности оценки в этом слу-
чае может быть сопоставим или даже существенно превышать не-
известно истинное значение расстояния r, с целью уменьшения 
влияния погрешности на точность значений компетентности С, 
целесообразно ввести условие:  
/ 0dc dr  .    (4.8) 
При этом для области малых значений r будет справедливо со-
отношение ( ) 1f r c  . Условие, аналогичную (4.8), следует ввести 
и для области больших значений r, которая прилегает к правому 
концу интервала [0, ]R   . Тогда точки этой довольно протяжен-
ной области больших значений r (соответствующие существенно 
удаленным образам малокомпетентных экспертов от центра Z0) 
будут отображаться в значениях компетентности С, равные или 
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близкие 0. В итоге, если предположить, что значение производной 
/dc dr  максимальные (по модулю) в центральной части шкалы и 
уменьшаются, стремясь к 0, по мере приближения к периферии 
шкалы, справедливо соотношение:  
0 1/ ( ),dc dr c b b c    0 1, 0b b  , 0 1b b . (4.9) 
Квадратический сдвиг 21b c  в правой части (4.9) позволяет реа-
лизовать выполнение условия (4.8) в области больших значений r. 
В целом соотношение (4.9) представляет собой дифференциальное 










,  (4.10) 
где А – постоянная интегрирования. С учетом граничного условия 
(0) 1c  , после потенцирования и ряда преобразований, вводя по-
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График зависимости с(r), приведен на рис. 4.1, по своему харак-
теру – «перевернутая» логистическая кривая. 
 
Рис. 4.1. График зависимости с(r) 
Полученные выше результаты, к сожалению, носят сугубо при-
кладной характер. Рассчитанные по формуле (4.7) оценки r позво-
ляют сопоставлять уровни ошибок экспертов только в рамках кон-
кретной задачи. Это объясняется тем, что найденные оценки r за-
висят от числа объектов экспертизы М и количественных характе-
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ристик принятой шкалы оценок. Полученная на базе достаточно 
общих и объективных предпосылок структура шкального преобра-
зования ( )c f r  для своей конкретизации и прикладного приме-
нения требует задания количественных значений параметров b0, B, 
что становится возможным только при определении конкретного 
типа экспертизы.  
Поэтому далее, для получения возможности более детального 
учета особенностей и характера МОЭ, немного сузим класс иссле-
дуемых процедур экспертизы. Рассмотрим достаточно распростра-
ненную на практике процедуру МОЭ, в которой используется 
балльное оценивание.  
Если процедура МОЭ заключается в оценке каждого из объек-
тов экспертизы в бальной шкале 0,1,2,..., maxl , то есть 
max{0,1,..., }ijz l L  , то теоретически возможными минимальными 
и максимальными значениями r будут min 0r   и max max .r l M  
Вводя в выражение (4.7) нормирующие множители max1/ l  и 
1/ ,M  получаем формулу для вычисления нормированного уда-
ления (расстояния) образа j-ого эксперта от центра кластера Z0:  
max/ ( )нj jr r l M . 
Нормированное расстояние не зависит от числа М объектов, 
подлежащих экспертизе, и количества отсчетов балльной шкалы, 
то есть от maxl , и, будучи индивидуализированной оценке эксперта, 
учитывает только величину и характеристики распределения оши-
бок эксперта. Типичное распределение совокупности значений нr  
для группы экспертов представлено на рис. 4.2. 
Опыт практической работы с данными МОЭ свидетельствует, 
что значения 0,2нr   характерны для экспертов достаточно высо-
кой квалификации, значения 0,3 0,35нr    свидетельствуют о при-
сутствии аномальных данных в оценках эксперта, область значений 
0,2 0,3 0,35нr    соответствует образам экспертов, имеющим 
относительно невысокий уровень профессиональной подготовки, 
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неровно проводящих экспертизу и допускающих в своих оценках 
ошибки довольно значительной величины.  
 
Рис. 4.2 Типичное распределение совокупности нr  для группы экспертов 
В частности, подобную характеристику шкальному превраще-
нию обеспечивают следующие значения параметров: b0=15, 
B=0,967 (рис. 4.3). Следует отметить, что в этом случае непосред-
ственное выявление и исключение из обработки данных «аномаль-
ных» экспертов отсутствует. Это объясняется тем, что при осу-
ществлении обработки с введением весов, пропорциональных ком-
петентности экспертов, данные, полученные от экспертов, для ко-
торых нr >0,4, фактически обнуляются. 
 
Рис. 4.3. График характеристики шкального преобразования (4.11) 
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Очевидно, что задание параметров шкального преобразования 
содержит существенный субъективный момент и определяется 
целями преобразования, особенностями принятой модели распре-
деления погрешностей оценок экспертизы, применяемым способом 
количественного оценивания уровня компетентности (балльная 
шкала, шкала с односторонним ограничением, шкала с двусторон-
ним ограничением и т.п.). 
Поставив в соответствие элементам вектора 
1 2[ , ,..., ] ,
T
j j j MjZ z z z  представляющего результаты M  экспертиз, 
проведенных j -им экспертом, последовательность целочисленных 
моментов времени 1,2,...,it M , получим некий аналог временного 
ряда { }ijz , в общем случае нестационарного. Однако, если предпо-
ложить, что характеристики эксперта как некоторой информацион-
но-аналитической системы оценки, остаются неизменными на про-
тяжении процедуры экспертирования, а все ошибки, ошибки и не-
точности в экспертных оценках определяются исключительно ин-
дивидуальными свойствами эксперта при проведении экспертизы, 
то правильным кажется предположение стационарности и эргодич-
ности случайных последовательностей 1 2{ , ,..., }j j j MjE e e e , 
1, .j N  В этом случае при больших значениях М оказывается воз-
можным оценивания эмпирических моментных характеристик и 
эмпирических функций распределения соответствующих погреш-
ностей jE , дальнейший анализ и сопоставление этих оценок, 
найденных для различных экспертов, с целью выявления в них 
определенных общих тенденций и закономерностей [7, 8, 11]. 
Предполагается, что указанные сведения и данные содержат ин-
формацию об уровнях компетентности экспертов. Так же актуальна 
проблема выделения этой информации и ее представления (объяс-
нение) через систему количественных показателей, которые доста-
точно полно и всесторонне характеризуют качество работы экспер-
та, легко вычисляются по данным экспертизы и имеют относитель-
но прозрачную интерпретацию. 
Методология решения этой проблемы представлена в [7, 8, 11], 
где для совокупности экспертов было предложено рассчитать 
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оценки их компетентности jc , 1,j N , по данным, полученным 
путем обработки соответствующих персональных последователь-
ностей 1 2{ , ,..., }j j j MjE e e e . В частности, такими данными могут 
быть оценки моментных характеристик 1 j , 2 j , 02 j ,…, которые 
затем будут использоваться для построения аппроксимативных 
модели компетентности 1 2 02( , , )j j jc    .  
Детализация этой методики предполагает следующие действия. 
Для совокупности экспертов по имеющимся результатам МОЭ 
рассчитываются индивидуальные оценки компетенций jc , 1,j N , 
образующих вектор значений моделируемой переменной C . При 
этом по данным МОЭ сначала определяются значения расстояний 
нjr , 1,j N , из которых путем пересчета по формуле 
15 1( ) (0,033 0,967)н
r
нc f r e
   , 
что получена из общего соотношения (4.10) после подстановки в 
него параметров 0b = 15, B = 0,967, формируются соответствующие 
элементы вектора C . Моментные характеристики последователь-
ностей 1 2{ , ,..., }j j j MjE e e e , которые индивидуально характеризуют 
действия каждого из экспертов, рассчитываются по формулам: 
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где 0ij ij iz z    – оценки случайных погрешностей ije , 1,i M , 
определяемых в процессе обработки результатов МОЭ. 
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Вся совокупность моментных характеристики погрешностей 
оценок экспертов образует матрицу 1 2 02[ , , ]j j jX    , 1,j N , 
моментные характеристики j-го эксперта составляют ее j-ю строч-
ку. Сведение вместе вектора C  и матрицы X  позволяет построить 
модель компетентности 1 2 02( , , )j j jc    . В частности, считая, что 
модель относится к классу линейных регрессионных моделей, на 
базе расширенной матрицы данных [ , ]C X , применяя методы и 
приемы регрессионного анализа (например, шаговую регрессию 
для подбора структуры регрессии и метод наименьших квадратов 
для вычисления регрессионных коэффициентов), получаем аппрок-
симативных модель вида: 
2 2
1 2 02 2 1 2 02( , , ) 1 11,6 50 40c           . (4.12) 
Выражение (4.12) дает возможность количественно оценить 
уровни компетентности каждого из экспертов, участвовавших в 
МОЕ, не прибегая к предварительному вычисления нормированной 
расстояния.  
Ниже в таблице 4.1 приведен фрагмент матрицы исходных дан-
ных, а также значение нормированного расстояния нjr  и модельные 
значения компетенций 1 2 3( , , )j j jc x x x , найденные по формуле (4.12). 
Табл. 4.1. Фрагмент матрицы исходных данных 
№ нjr  ( )j нjc f r  1 2 3( , , )j j jc x x x  1 jx  2 jx  3 jx  
1 0,402 0,07 0,05 -0,296 0,0741 0,1616 
2 0,300 0,25 0,24 -0,197 0,0510 0,0899 
3 0,291 0,28 0,27 -0,137 0,0657 0,0845 
4 0,256 0,40 0,41 -0,049 0,0633 0,0656 
5 0,246 0,44 0,45 0,217 0,0136 0,0605 
6 0,206 0,59 0,57 0,166 0,0152 0,0426 
7 0,184 0,67 0,65 -0,032 0,0330 0,0340 
8 0,137 0,81 0,80 0,031 0,0177 0,0186 
9 0,110 0,88 0,87 -0,009 0,0120 0,0121 
10 0,097 0,90 0,90 0,008 0,0093 0,0093 
Отметим, что при использовании формулы (4.12) не накладыва-
ется никаких ограничений на способ нахождения значений мо-
ментных характеристик, единственным регламентирующим требо-
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ванием является определение экспертных оценок путем примене-
ния процедуры балльного оценивания. Соответственно, это означа-
ет возможность применения формулы (4.12) для оценки компе-
тентности экспертов, участвующих в любых экспертизах (не обяза-
тельно МОЭ), где применяются балльные оценки.  
Казалось бы, что для обеспечения удобства практического при-
менения (принимая во внимание, что 22 1 02    ) формулу (4.12) 
целесообразно представить как двухфакторную зависимость 
1 02( , )j jc   . Однако при построении модели  1 2 02( , , )j j jc     по 
реальным данным при выборе ее структуры именно регрессоры 
2
2 1 2,   оказались базовыми, тогда как начальный момент 02  бы-
ло введено в структуру модели только при ее окончательной 
настройке, то есть в принципе возможно применение упрощенной 
двухфакторной модели вида:  
2
1 2 2 1 2( , ) 1 10,7 54c        .  (4.13) 
Наличие в формулах (4.12), (4.13) синергетического регрессора 
2
1 2   приводит к определенным трудностям в случае невозможно-
сти объективного задания значения момента 1  и попытки решить 
эту проблему введением оценки 1 =0. В этой ситуации лучшие 
результаты дает применение модели 
2 2( ) 1 9,6c    . 
В общем, суммируя материалы, приведенные в данном разделе, 
приходим к следующему выводу: вероятность существенных субъ-
ективных ошибок в индивидуальных (персональных) экспертных 
оценках требует в случае использования этих оценок для принятия 
важных решений опираться на результаты групповых (коллектив-
ных) экспертиз, что в свою очередь обусловливает необходимость 
разработки специальных методик обработки данных групповых 
экспертиз. Подавляющее большинство этих методик базируется на 
использовании дополнительной информации об индивидуальном 
уровне компетентности экспертов, задействованных в экспертизах, 
в связи с чем возникает потребность в проведении вспомогатель-
ных организационных мероприятий для получения данных об 
уровнях компетентности экспертов. 
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Однако в случае так называемой многообъектной экспертизы, 
требованиям которой соответствуют формы работы большинства 
экспертных комиссий, необходимые сведения о компетентности 
экспертов становится возможным получить непосредственно из 
данных групповой экспертизы. Это существенно упрощает и 
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