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Unpacking the black box of digitalization: will “sustainability thinking”
empower citizens in a data-driven world?
Data  and  the  algorithms  that  organise  it  are  core  to









are  doing  with  data  are  at  the  heart  of  digitalisation.  Speaking  at  the  recent  World  Economic





address  for  “humanization  over  robotization”  as  populism  poses  challenges  the  automation  of
industries across the world. The previous week, at LSE’s first meeting on Digital Life, researchers
and  industry experts were asked  to consider  the human effort  that  lies behind digitalization:  the




human  judgement  is  definitely missed when,  for  example,  a  computer  judging a beauty  contest
chose all white finalists, or when racist chatbots perpetuate racism, or in criminal sentencing risk
assessments,  or  in  the  “echo  chambers”  of  social media,  in  which  people’s  opinions  are more
reinforced than challenged.
The  algorithms  struggle  to  spot  right  and  wrong  before  replicating  and  sometimes  amplifying
human  wrongs.  Designed  to  make  light  work  of  complex  decision­making  processes,  their
reasoning increasingly goes unexplained. If it is not possible to describe how an algorithm makes
a decision, how can it, or its owner, be held to account for the decisions it makes?
Social  media  companies  want  to  continue  to  exist  and  be  successful  without  causing  ethical
problems or  friction with  lawmakers.  In  the US and Germany, Facebook has  felt  it necessary  to
introduce human “fact checking” by news organisations to address issues with “fake news”, untrue
stories  that  people  “like”  and  so  are  amplified  by  algorithms  that  aim  to  deepen  audience
engagement, oblivious to truth.  The UK House of Commons Culture, Media and Sport Committee
recently launched an inquiry into the phenomenon of fake news.
Should  organisations  deploy  automated  decision­making  technologies  that  they  do  not
understand? Should the creators be required to include explanations of how decisions are made?






Ethics,  law,  accountability,  research  and  sustainability  must  all  be  parts  of  the  solution.  Data
protection  laws  provide  for  “fair  processing”  and  for  “transparency”  but  the  application  of  these
concepts  can  be  ineffective.  Some  have  called  for  such  ideas  to  be  reframed,  so  that  long,






and  procedures,  privacy  by  design  and  ways  for  people  to  complain  and  seek  redress.
Accountability  goes  beyond  the  law,  requiring  organisations  to  consider  their  use  of  data  in  a
strategic way.
Explicit ethical frameworks such as the one created by the UK Government Digital Service are an
important  part  of  this  accountability  approach,  enabling  the wide  range  of  people  involved with






For 30 years,  the  idea of  sustainability has been at  the core of  the human  response  to  climate
change. The Bruntland  report defined sustainable development as  “development  that meets  the
needs  of  the  present  without  compromising  the  ability  of  future  generations  to  meet  their  own
needs.”
“Sustainability  thinking”  in  data  analytics  might  therefore  ask:  how  can  we  maximise  the
contribution  that  data makes  to  the  economy,  society  and  individuals, while  preserving  or  even
enhancing individual freedoms and rights? The idea is elaborated in a Facebook’s “new paradigm










Larger digital players and  infrastructure providers  too are starting  to adopt  “customer  in control”
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Citizen participation might be able to reverse the crisis of legitimacy faced by political institutions
across  the  world.  Digitalization  is  central  to  this  transformation  as  it  opens  up  access  to
information  and  communication  on  an  unprecedented  scale.  By  supporting  participation  and




offers  a  view  of  how  the  forces  of  law  and  ethics,  people  and  politics  are  shaping  and  being
shaped by digitalisation.
Situated  at  the  forefront  of  business  and  cultural  life,  urban  development  offers  another
perspective.  Digitalization  and  data­driven  decisions  promise  to  make  civic  services  smarter,




the  data­driven,  ‘smart  city’.  How  is  digitalization making  cities more  liveable?  How  should  the
smart  city  ecosystem  and  its  data  be  governed?  What  are  the  barriers  and  enablers  to  build
sustainable digital urban lives?
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