Sparse dictionary learning (SDL) has become a popular method for adaptively identifying parsimonious representations of a dataset, a fundamental problem in machine learning and signal processing. While most work on SDL assumes a training dataset of independent and identically distributed samples, a variant known as convolutional sparse dictionary learning (CSDL) relaxes this assumption, allowing more general sequential data sources, such as time series or other dependent data. Although recent work has explored the statistical properties of classical SDL, the statistical properties of CSDL remain unstudied. This paper begins to study this by identifying the minimax convergence rate of CSDL in terms of reconstruction risk, by both upper bounding the risk of an established CSDL estimator and proving a matching information-theoretic lower bound. Our results indicate that consistency in reconstruction risk is possible precisely in the 'ultra-sparse' setting, in which the sparsity (i.e., the number of feature occurrences) is in o N log N in terms of the length N of the training sequence. Notably, our results make very weak assumptions, allowing arbitrary dictionaries and dependent measurement noise. Finally, we verify our theoretical results with numerical experiments on synthetic data.
I. INTRODUCTION
Many problems in machine learning and signal processing can be reduced to, or greatly simplified by, finding a concise representation of a dataset. In recent years, partly inspired by representations within the visual and auditory cortices of the brain [1] , [2] , [3] , the method of sparse dictionary learning (SDL) has become a popular way of learning such a concise representation, encoded as a sparse linear combination of learned dictionary elements, or patterns recurring throughout the dataset.
SDL has been widely applied in image processing, to such problems as image denoising, demosaicing, and inpainting [4] , [5] , [6] , [7] , [8] , separation [9] , compression [10] , object recognition [11] , trajectory reconstruction [12] , and super-resolution image reconstruction [13] , [14] . In speech processing, it has been applied to structured [15] and unstructured [16] denoising, compression [17] , speech recognition [18] , and speaker separation [19] . SDL has also been applied for feature learning in more general data domains [20] .
The vast majority of literature on SDL assumes that the training dataset consists of a large number of independent and identically distributed (IID) samples; typical datasets might be collections of small image patches, pictures of faces, short audio clips of individual utterances, or frames sampled from a video. However, somewhat more recently, there has been work on convolutional sparse dictionary 1 Department of Statistics, 2 Machine Learning Department, 3 Computational Biology Department, Carnegie Mellon University learning (CSDL), described in Section III-A), in which a dictionary is learned from a sequential data source, such as a (potentially non-stationary) time series [21] , [19] , [18] . A number of fast optimization-based CSDL algorithms have been proposed [22] , [23] , [24] , [25] .
Also recently, a body of work has formed around understanding the statistical properties of classical (IID) SDL, characterizing the convergence rates of certain algorithms in recovering a true dictionary when it exists [26] , [27] , [28] , [29] , as well as proving lower bounds on the intrinsic minimax risk of this problem [30] , [31] . However, to the best of our knowledge, the minimax statistical properties of CSDL have not yet been studied. The main contribution of this paper is to begin filling this gap, by analyzing the reconstruction/denoising error of CSDL (i.e., the error of reconstructing a signal from a learned convolutional sparse dictionary decomposition, a process often used for denoising [17] , [4] . We do this by (a) upper bounding the reconstruction risk of an established estimator [21] and (b) lower bounding the minimax risk of reconstructing a data source constructed sparsely from a convolutional dictionary.
Paper Organization: Section II defines notation needed to state the CSDL problem and our theoretical results. Section III provides background on the problem of sparse dictionary learning in both the IID and convolutional variants. Section IV reviews recent theoretical work in the IID case, establishing context for our results on the convolutional case. Section V contains statements and some discussion of our main theoretical results, with proofs given in the appendix. In Section VI, we experimentally validate our theoretical results on synthetic data. Finally, in Section VII, we conclude and suggest avenues for future work.
II. N
We begin by defining some notation used throughout the remainder of the paper.
Multi-convolution: For two matrices R ∈ R (N −n+1)×K and D ∈ R n×K with an equal number of columns, we define the multi-convolution operator ⊗ by
where * denotes the standard discrete convolution operator. In the CSDL setting, multi-convolution (rather than standard matrix multiplication, as in IID SDL) is the process by which the data signal is constructed from the weight matrix R and the dictionary D. We note that, like matrix multiplication, multi-convolution is a bilinear operation.
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Matrix norms: For any matrix A ∈ R n×m , A p,q := m j=1 n i=1 a p i, j q/p 1/q (or the corresponding limit if p or q is ∞) denotes the q-norm of the vector whose entries are the p-norms of the columns of A. Note that the norm · 2,2 is precisely the Frobenius norm, in terms of which SDL is often expressed.
Problem Domain: We use
to denote the domain of the dictionary learning problem, (i.e., (R, D) ∈ S, as described in the next section), and, for any λ ≥ 0, we further use
to denote the L 1 -constrained version of this domain. Note that both S and S λ are convex sets.
III. B : IID C S D L
We now review background on the classical IID and convolutional sparse dictionary learning problems, as well as a standard approach to solving each.
A. IID Sparse Dictionary Learning
The classical SDL problem for IID data considers a dataset X ∈ R N ×d of N IID samples with values in R d . The goal is to find an approximate decomposition X ≈ RD, where R ∈ R N ×K is a sparse weight matrix and D ∈ R K×d is a dictionary of K patterns. Usually, d < K < N, so that the dictionary is over-complete (redundant), which enables a sparser R, while ensuring there are enough samples to learn D robustly.
A typical frequentist starting point for IID sparse dictionary learning is the linear generative model of [1] , which supposes there exist (deterministic) R and D as above such that
where ε is a random noise matrix with independent rows. Under the assumption that R is sparse, a natural approach to estimating the model parameters R and D is to solve the L 1 -constrained optimization problem
where the minimization is over all R ∈ [0, ∞) N ×K and D ∈ R K×d . Here, λ ≥ 0 is a tuning parameter controlling the sparsity of the estimate R; the sparsity constraint is more often expressed as a penalty of λ R 1,1 on the objective, but the equivalent constrained formulation above is more convenient for stating our theoretical results. Inspired by non-negative matrix factorization [32] , the constraint that R is non-negative is included primarily for interpretability -it is often preferable to consider a negative multiple of a feature to be a different feature altogether -but this does not otherwise significantly affect the difficulty of the problem. The constraint D 2,∞ ≤ 1 normalizes the size of the dictionary entries; without this, R 1,1 could become arbitrarily small by scaling D correspondingly. Since matrix multiplication is bilinear, the optimization problem (1) is not jointly convex in R and D, but it is biconvex, i.e., convex in R when D is fixed and convex in D when R is fixed. This enables, in practice, a number of iterative optimization algorithms, typically based on alternating minimization, i.e., alternating between minimizing (1) in R and in D. Interestingly, recent work [33] , [34] has shown that, despite being non-convex, the SDL problem is often wellbehaved such that standard iterative optimization algorithms provably converge to global optima, even without multiple random restarts.
B. Convolutional Sparse Dictionary Learning
The CSDL problem considers a single data vector X ∈ R N .1 The goal here is to find an approximate decomposition X ≈ R ⊗ D, where R ∈ R (N −n+1)×K is a sparse weight matrix and D ∈ R n×K is a dictionary of K patterns.
CSDL also begins with a frequentist model, the temporal linear generative model, proposed by [21] , which instead supposes there exist (deterministic) R and D as above such that
where, again, ε is random noise. In this setting, it makes less sense to assume that the rows of ε are independent, an assumption we will avoid in our results. Under the assumption that R is sparse, a natural approach to estimating the model parameters R and D is to again solve an L 1constrained optimization problem, this time
where the minimization is over all R ∈ [0, ∞) (N −n+1)×K and D ∈ R n×K . Since multi-convolution is bilinear, the optimization problem (3) is again biconvex, and can, in practice, be solved by alternating minimization. To summarize, the key differences between the IID and convolutional SDL problems setups are: 1) In the convolutional case, we seek a decomposition X ≈ R ⊗ D, whereas, in the IID case, we seek a decomposition X ≈ RD. Unlike matrix multiplication, by which each row of R corresponds to a single row of X, multi-convolution allows each row of R to contribute to up to n consecutive rows of X, modeling, for example, temporally or spatially dependent features. 2) In the convolutional case, the noise ε may have arbitrary dependencies, whereas, in the IID case, it must typically have independent rows.
3) The convolutional case involves an extra parameter n controlling the length of the dictionary entries,2 whereas, in the IID case, n = d.
IV. R W
One body of work has been devoted to theoretical analysis of the non-convex optimization problem (1) in terms of which SDL is typically cast [35] , [34] , [33] , with some consensus that despite being non-convex, this problem is often efficiently solvable in practice. Although, to the best of our knowledge, the CSDL optimization problem (3) has not been theoretically analyzed, our focus is on the statistical properties of the problem, and our upper bound implicitly assumes that the optimization problem (3) can be solved accurately.
More similar to our work, is the body of work analyzing the statistical properties of IID SDL. Here, [26] studied the generalizability of dictionary learning in terms of bounding the representation error of a learned dictionary on an independent test set from the same distribution as the training set. For certain algorithms, upper bounds have been shown on the risk (in Frobenius norm) of estimating the true dictionary D, up to permutation of the dictionary elements [28] , [29] . More recently, [30] , [31] proved what we believe are the first minimax lower bounds for SDL, in a variety settings, including a very general model without sparsity, a sparse model, and a sparse Gaussian model.
In addition to assuming the data are IID, these previous results essentially all also require restrictions on the structure of the dictionary. These restrictions have been stated in several forms, from incoherence assumptions [36] , [28] and restricted isometry conditions [30] , [31] to bounds on the Babel function [37] , [26] of the dictionary, but all essentially boil down to requiring that the dictionary elements are not too similar or correlated. A notable feature of our upper bounds is that they make no assumptions whatsoever on the dictionary D; this is possible because our bounds apply to the reconstruction or denoising error of dictionary learning, rather than to the error of learning the dictionary itself. This can be compared to the fact that, in linear regression, bounds on prediction error can be derived with essentially no assumptions on the covariates [38] , whereas, much stronger assumptions, to the effect that the covariates are not too strongly correlated, are needed to derive bounds for estimating the linear regression coefficients.
Finally, our results make minimal assumptions on the structure of the measurement noise; in particular, though we require the noise to have light tails (either sub-Gaussian or having some number of finite moments), we allow arbitrary dependence across the signal. This is important in practice because, in many applications, measurement errors are likely to be correlated with those in nearby portions of the signal.
2In fact, n can be distinct for each of the K features, suggesting a natural approach to learning multi-scale convolutional dictionaries, which are useful in many contexts. We leave this avenue for future work.
V. T R
We now present our theoretical results on the minimax average L 2 -risk of reconstructing R ⊗ D from R ⊗ D, i.e., the quantity
where the infimum is taken over all estimators X of R ⊗ D (i.e., all functions of the observation X). The quantity (4) characterizes the worst-case mean squared error of the average coordinate of X, for the best possible estimator X. Since it bounds within-sample reconstruction error, these results are primarily relevant for the applications of compression and denoising, rather than for learning an interpretable dictionary.
A. Upper Bound
Our first upper bound applies under the following assumptions:
The assumption that λ is known is likely unrealistic but, in practice, it may be feasible to upper bound λ, which is sufficient. The sub-Gaussian assumption precludes the noise having heavy tails, but is otherwise quite a mild assumption, allowing the elements of ε to exhibit a wide range of distributions and arbitrary dependencies. Theorem 1: Under assumptions A1), A2), and A3) above, consider the L 1 -constrained dictionary estimator
with any parameter value λ ≥ R 1,1 . Then, the reconstruction/denoising estimate R ⊗ D satisfies,
We also consider, in the next theorem, how the bound differs when we replace the sub-Gaussian noise assumption with the following, somewhat broader, moment assumption: A4) For some p ∈ [1, ∞], the measurement noise has bounded p th moment µ p :
Theorem 2: Under assumptions A1), A2), and A4) above, consider the L 1 -constrained dictionary estimator
Note that, while assumptions A3) and A4) are closely related, neither case covers the other. For p ∈ [1, ∞), the assumption µ p < ∞ is strictly weaker than the sub-Gaussian assumption, and the convergence rate is correspondingly slower (polynomially in N). On the other hand, the assumption µ ∞ < ∞ (i.e., that the ε i 's are bounded almost surely) is strictly stronger than the sub-Gaussian assumption, and the rate is correspondingly faster (by a multiplicative factor of log N).
The bounds (5) and (6) may be quite weak, since we assume λ ≥ R 1,1 , which may scale linearly with N. Thus, they are most useful in the 'ultra-sparse' settings
(under finite-moment assumptions). Here, assuming σ and n are fixed, the bounds imply L 2 -consistency in the average coordinate of the denoising estimator as N → ∞. The strength of these results is that they make only very mild assumptions; specifically, 1) no independence or stationarity assumptions are made on the additive noise ε; it need only have somewhat bounded tails. This generality is especially desirable in the convolutional setting, as we may often expect experimental noise to correlate across nearby regions of the input, and may expect different distributions of noise in different regions of the input. 2) no assumptions whatsoever are made on R and D.
While recovering R and D requires restrictions on the dictionary (e.g., that entries not be too correlated), our result suggests that sparsity of R is sufficient for effective compression and denoising. In this sense, Theorems 1 and 2 might be compared to so-called 'slowrate' bounds for the LASSO [39] , [38] , which show that the LASSO with n samples and p covariates has mean squared prediction loss of order O log p n , even with no assumptions on the design of the covariates.
B. Lower Bound
We now present a minimax lower bound showing that the upper bound rate in Theorem 1 is tight in terms of the sparsity λ, noise level σ, and signal length N. For simplicity, in this section, we only consider a single dictionary element (K = 1). Our lower bound is based on the following standard information-theoretic lower bound for estimating the mean of the L 1 -constrained Gaussian sequence model: for estimating the model parameter θ. The min here reflects the fact that, in the extremely sparse or noisy regime λ ≤ σ log d, the trivial estimator θ = 0 becomes optimal, with worst-case L 2 -risk at most λ 2 .
By showing that CSDL estimators can be used to construct estimators for the L 1 -constrained Gaussian sequence problem, we are able to use Lemma 3 to prove the following lower bound on CSDL:
Theorem 4: (Minimax Lower Bound on CSDL Denoising): Consider the additive noise model X = R ⊗ D + ε ∈ R N . Then, there exists an identically (but possibly dependently) distributed Gaussian noise pattern ε, with ε i ∼ N (0, σ 2 ) for all i ∈ [N], such that the following minimax lower bound on the average L 2 reconstruction/denoising risk holds:
Notably, this lower bound holds even if we assume the dictionary D is known, showing that the difficulty of the CSDL reconstruction problem is dominated by the difficulty of estimating R. Indeed, the √ n factor in the upper bound stems not from the need to estimate D but rather from the fact that D 1 , which appears as a scaling factor when estimating R, may be as large as √ n D 2 = √ n. Again, in the extremely sparse or noisy setting λ √ n ≤ σ log(N − n + 1), the trivial estimator R = 0 achieves the optimal risk of order λ 2 n/N.
Proof Sketch: The full proof of Theorem 4 is given in the appendix, but a briefly sketch is as follows. To prove a lower bound, we can suppose D is known. Specifically (as suggested by the upper bound proof, which relies on the fact that D 1 ≤ √ n, with equality if and only if D is uniform) we set D to be the uniform unit vector
We show that, if D is known, then any estimator X of R ⊗ D given R ⊗ D + ε can be used to construct an estimator R for R given R + ζ, where ζ ∼ N 0, σ 2 I . This latter problem is precisely equivalent to estimating the parameter of a Gaussian sequence model, so that, for any estimator R of R, Lemma 3 lower bounds
The proof then consists of upper bounding E R − R and verifying that the sub-Gaussian noise condition is satisfied.
VI. E R
In this section, we present numerical experiments on synthetic data, with the goal of verifying the convergence rates derived in the previous section.
Optimization Algorithm: Since the focus of this paper is on the statistical properties of CSDL, we assume the estimator ( R λ , D λ ) defined by the optimization problem 3 can be computed to high precision using a very simple alternating projected gradient descent algorithm, which iteratively performs the following four steps: 1) gradient step with respect to D, 2) project the columns of D onto the unit sphere, 3) gradient step with respect to R, and 4) project R (with respect to Frobenius norm) into the intersection of the non-negative orthant and the L 1,1 ball of radius λ. The parameters of this algorithm are as follows:
• Number of iterations: 200
is the iteration number
We then use the reconstruction estimate X λ := R λ ⊗ D λ to estimate R ⊗ D.
Comparisons: We compare the error of the optimal CSDL estimator X s to the following:
• Our theoretical upper bound (Inequality (5)).
• Our lower upper bound (Inequality (7)).
• Error of the trivial estimator X 0 = 0.
• Error of the original signal X ∞ = X. Experimental Setup: In all experiments, unless noted otherwise, the data are generated using the following parameter settings:
• Signal length N = 1000 • L 1 -Sparsity s = R 1,1 = 100 • Dictionary element length n = 10 • Dictionary size K = 2 • Noise level σ = 0.1
All results presented are averaged over 100 IID trials. 4 In each trial, the K dictionary elements (columns of D) are sampled independently and uniformly from the L 2 unit sphere in R n . R is generated by initializing R = 0 (N −n+1)×K and then repeatedly adding 1 to uniformly random coordinates of R until the desired value of R 1,1 is achieved. MATLAB code for reproducing our experiments is available at https://github.com/sss1/convolutional_dictionary. Experiment 1: Our first experiment studies the relationship between the length N of the signal and the true L 1 -sparsity R 1,1 of the data. Figure 1 shows error as a function of N for logarithmically spaced values between 10 2 and 10 4 , with R 1,1 scaling as constant R 1,1 = 5, square-root R 1,1 = √ N , and linearly R 1,1 = N/2 . The results confirm the main prediction of our theoretical results, namely that the error of the CSDL estimator using the optimal tuning parameter λ = R 1,1 lies between the lower and upper bounds, converging at a rate of order s/N (ignoring log factors). As a result, the estimator is inconsistent when s grows linearly with N, in which case there is no benefit to applying CSDL to denoise the signal over using the original 4We initially plotted 95% confidence intervals for each point based on asymptotic normality of the empirical L 2 error. However, intervals were consistently smaller than markers sizes, and so omitted them to avoid clutter. signal X ∞ = X, even though the latter is never consistent.5 On the other hand, if s scales sub-linearly, CSDL is consistent and outperforms both trivial estimator (although, of course, the trivial estimator X 0 = 0 is also consistent in this setting).
Experiment 2:
Our second experiment studies the dependence of the error on the length n of the dictionary elements. For this experiment, we considered two ways of generating D: (1) with normalized Gaussian columns (as in other experiments), and (2) fixed to be the uniform L 2 -unit vector
This latter choice was chosen because the proofs of our lower and upper bounds both suggest this may elicit worstcase results. Figure 2 shows error as a function of n for logarithmically spaced values between 10 1/2 and 10 2 , with D Gaussian in the first panel and D uniform in the second panel.
As predicted by our theoretical results, the error of the CSDL estimator using the optimal tuning parameter λ = R 1,1 lies between the lower and upper bounds and scales as √ n. Experiment 3: Our third experiment studies the sensitivity of the estimator X λ to its tuning parameter. Figure 3 shows error as a function of λ for logarithmically spaced valued between 10 −2 and 10 4 .
VII. C F W
Theorems 1 and 4 together have several interesting consequences. Firstly, in a fairly broad setting, (ignoring dependence on K) the minimax average L 2 risk for CSDL reconstruction is of order λ N min λn, σ n log N .
Hence, for a constant noise level σ and dictionary element size n, consistent reconstruction is possible if and only if the sparsity λ ∈ o N log N . Second, this holds regardless of whether D is known or unknown; a similar phenomenon has been observed in classic SDL, where [29] showed that upper bounds are of the same rate as lower bounds for the case where the dictionary is known beforehand (a classic problem known as sparse recovery).
A. Future Work
There remain several natural open questions about the statistical properties of CSDL.
First, can our bounds be tightened to have matching dependence on the number K of dictionary elements? We believe this can likely be achieved via a straightforward refinement of our lower bound proof.
Second, how do rates extend to the case of a multidimensional signal X ∈ R N ×d ? There are multiple possible extensions of CSDL to this case. For example, the simplest is to make R ∈ R (N −n+1)×K×d and D ∈ R n×K×d each become 3-tensors and learn separate dictionary and weight matrices 5Even if s grows linearly with N , as long as s/N is small, CSDL may still be useful for compression, if a constant-factor loss is acceptable. Dictionary Element Length (n) in each dimension, but another interesting approach may be to keep R ∈ R (N −n+1)×K as a matrix and to make D ∈ R n×K×d a 3-tensor (and to generalize the multi-convolution operator appropriately), such that the positions encoded by R are shared across dimensions, while different dictionary elements are learned in each dimension. Although a somewhat more restrictive model, this latter approach would likely have the advantage that statistical risk would decrease with d, as data from multiple dimensions could contribute to the difficult problem of estimating R.
Upper bound Lower bound
A third direction may be to consider a model with secondary spatial structure, such as correlations between occurrences of dictionary elements; for example, in speech data, consecutive phonemes are likely to be highly dependent. This might be better modeled in a Bayesian framework, where R is itself randomly generated with a certain (unknown) dependence structure between its columns.
Finally, under what assumptions can we bound the risk of estimating a true dictionary D (which may be the main goal in many scientific applications)? In classic SDL, this is understood to require incoherence or similar assumptions on D that can be somewhat unrealistic, especially for large overcomplete dictionaries. In the convolutional case, this assumption may need to be even stronger, due to the potential for interactions between different alignments of the rows of D in R ⊗ D.
A Here, we present the proofs of our main theoretical results.
A. Upper Bound Proof
Theorem 1: Suppose the following hold: A1) The TLGM model (2) holds for some (R, D) ∈ S λ ; that is,
The measurement noise is sub-Gaussian with parameter σ; that is, for each i ∈ [N], E[ε i ] = 0 and E e tε i ≤ e t 2 σ 2 /2 , for all t ∈ R.
Consider the L 1 -constrained dictionary estimator
Proof: Since R 1,1 ≤ λ, (R, D) is a feasible point for the optimization problem, and so
Rearranging this and using the fact that
By Hölder's inequality,
Then, by the triangle inequality and Young's inequality for convolutions (see Theorem 1 of [41] ),
where we used that facts that D k 2 = D k 2 = 1 and D k , D k ∈ R n , so that D k 1 , D k 1 ≤ √ n. Combining this series of inequalities with inequality (8) gives
Theorem 1 now follows by a standard bound on the expected supremum of a sub-Gaussian process (see, e.g., Lemma 4 of [38] ), which implies
Theorem 2: Suppose the following hold: A1) The TLGM model (2) holds for some (R, D) ∈ S λ ; that is,
Proof: As in the sub-Gaussian case, the proof relies on the "basic inequality" (8) , which follows from the construction of the L 1 -constrained dictionary estimator and the assumption that R 1,1 ≤ λ. By Hölder's inequality,
where q = p p−1 ≥ 1. Hence, for all x ∈ I,
Noting that I is a convex set, let Π I : R N → I denote the L 2 -projection operator onto I; i.e., Π I (x) = argmin y ∈I y − x 2 , ∀x ∈ R N .
Having defined the necessary quantities, we now proceed to the main proof.
Suppose we have an estimator X of R ⊗ D given R ⊗ D + ε (so that X is a function from R N to R N ). Then, given an observation Y = R + ζ ∈ R N −n+1 , where ζ ∼ N (0, σ 2 I), define the estimator
of R. Then, by inequality (10) and the fact that T D R ∈ I,
