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a b s t r a c t
The paper deals with an as yet unexplored combinatorial optimization problem concerning
balancing complex transfer lines in the machining/process environment. In contrast to
similar problems for assembly lines, in transfer line balancing, tasks are grouped into
blocks. All tasks of each block are executed simultaneously (in parallel) by one piece of
equipment (spindle head). For the transfer lines considered in this paper, spindle heads at
each station are activated in serial–parallel order. The set of all available spindle heads is
known beforehand. Precedence, cycle time, compatibility, and parallelism constraints for
the blocks and tasks are given. The line investment cost is estimated by the sum of block
and station costs. The problem is to assign all tasks (using the available blocks) such that
all constraints are respected and line investment cost is at a minimum. This paper focuses
on solving the problem via a branch-and-bound algorithm. An approach for obtaining
an efficient lower bound is offered, based on a reduction of the initial problem to a set
partitioning problem. Computational experiments reveal that the proposed approach is
efficient mathematically and can be used to solve practical transfer line design problems
of a medium size.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
A great number of production systems are organized as an automated flow line. This increases production rate and
minimizes production cost. In these lines, an item passes sequentially through all stations at a constant cadence. The
maximum available work time per station (maximum time which a product can spend at each station) is limited by a given
cycle time. The line cycle time is defined by the slowest station on a line.
An important problem of flow line design is line balancing. Historically, the line balancing problem has been studied in
the assembly environment. This paper deals with line balancing in the machining/process environment which is called a
Transfer Line Balancing Problem (TLBP).
Transfer machines or lines are designed for mass production of a single product (or a family of similar products) over
a long exploitation time. Transfer lines represent “high automation” and they have large investment costs (sometimes
hundreds of millions of euros).
A transfer line has a common transfer system (a conveyor belt). The movements of product items are synchronized. There
are no buffers in between stations. When a part is loaded on a station, it is positioned and then, station spindle heads are
activated in a fixed order.
The main feature of transfer lines is that the tasks (operations) are grouped into blocks. The tasks of each block are
executed simultaneously (in parallel) by one piece of equipment (spindle head). The number of executed tasks is not as
great as for assembly lines. As a rule, this number is from 40 to 200 tasks. Often, it is less than 100.
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Fig. 1. A transfer line schema.
The advantage of transfer lines is they essentially reduce the amount of equipment and line cycle time, see [9,19]. The
typical layout of a transfer line is presented in Fig. 1.
In Fig. 1 a station is defined by the corresponding part position and all the subsequent spindle heads. Several spindle heads
can be installed at each station. Each spindle head is equipped with several tools. Each tool executes one or several tasks (if a
combined tool is used). All tasks of a spindle head (a block) are executed simultaneously (in parallel). In contrast, the blocks
are executed either sequentially, simultaneously or in a mixed order, this order is fixed (it defines a line configuration) and
cannot been modified during the functioning of the line.
The activation mode (sequential, parallel or mixed) is fixed at the preliminary line design steps (before line balancing).
Usually, a transfer line where blocks at each station are carried out simultaneously has more stations than the transfer line
with sequentially activated spindle heads. However, the production rate of the former is appreciably faster than for the latter.
Transfer lines having a mixed order of spindle head activation are a compromise between sequential or parallel modes.
Note that the choice of activation mode at stations is provided by mechanical engineers. This depends on many aspects
(mechanical feasibility, required productivity, costs of equipment, . . . ). The activation mode is an important parameter of
this line balancing problem. For each type of activation mode, a specific line balancing model should be developed.
For the case of modular transfer lines which are composed of “standard” spindle heads, the set of all available spindle
heads is given beforehand. This provides greater flexibility when a line is redesigned (as far as possible for transfer lines).
The line investment cost can be estimated by the sum of station and block costs. The goal at the line balancing stage is to
minimize investment cost.
This paper deals with an unexplored TLBP for modular lines where the set of all available spindle heads is given and
spindle heads at each station are activated in a mixed (serial–parallel) order: certain blocks assigned to a workstation are
executed in series, others in parallel. For each block, cost and execution time are known. The objective is to minimize the
line investment composed of block and workstation costs. More precisely, it is necessary to choose a subset from the given
set of available blocks and to find a partition of this subset to workstations so that the line investment cost is minimal. The
obtained subset of blocks must cover all the tasks to be executed and must respect all constraints.
This paper is organized as follows. Section 2 presents an analysis of the literature. In Section 3 the notation and the formal
problem statement are given. Section 4 deals with the relaxation of the TLBP at hand to a set partitioning problem. Also, an
efficient algorithm to obtain a lower bound is suggested. A preprocessing procedure is discussed in Section 5. The branch-
and-bound algorithm is presented in Section 6. An illustration of the key procedures of this algorithm via an example and
numerical experiments are reported in Section 7. Conclusion remarks are given in Section 8.
2. Related works
Usually, the line balancing problem is studied for the assembly systems. A better known simple assembly line balancing
problem of type 1 (SALBP-1) is a single-model deterministic problem. There is a single type of product and all tasks
(operations) and precedence constraints are known. The tasks must be assigned to stations in such a way that cycle time
and precedence constraints are respected and idle time is minimal. For SALBP-1, the idle time is minimal iff (if and only if)
the number of stations is minimal as well, see [25].
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SALBP was studied for first time as a combinatorial problem in [24]. During the last 50 years, many heuristics, meta-
heuristics and optimal approaches have been suggested. Comprehensive surveys on SALBP have been presented in [4,15,17,
23,25,26].
There are some generalizations of SALBP, like the line design problem with equipment selection (SALDP). This problem
consists of assigning simultaneously the tasks and pieces of equipment to workstations, see [7,8,18]. The goal of line
balancing with equipment selection is to minimize the total cost which is composed of equipment, tools, wear and tear
as well as gripper exchange costs. This is by definition a problem with many more parameters and thus more complicated.
Indeed, for SALBP the time of a task does not depend on the workstation where this task is executed. For SALDP, the task
times depend on the equipment selected. This problem is characteristic of robotic assembly lines with sequential execution
of tasks.
Another generalization of SALBP is a cost-oriented SALBP (COALBP), see [2,3]. In COALBP the aim is to minimize the cost
per product unit. For SALBP, it is supposed that all stations (and workers) are identical. Thus, the goal is to minimize their
number. For COALBP, it is assumed that the wages of workers depend on their skills. Different tasks require different worker
qualifications. Therefore, the minimization of workstations cannot be the primary objective. In this case, to minimize the
cost per produced unit, it is necessary to consider wages, etc. For the COALBP, the optimal solution is to insure those workers
that are the highest paid are better utilized. This approach is interesting for manual assembly lines with large differences
among the levels of worker qualifications.
The problem considered in this paper cannot be directly solved with approaches suggested for SALBP, cost-oriented
SALBP and line balancing with equipment selection for the following reasons:
• Tasks are partitioned into blocks.
• Tasks of the same block are executed simultaneously by one spindle head.
• Several available blocks can contain the same task and it is not known beforehand which block is best.
• The given set of available blocks commonly contains mutually incompatible blocks.
• The line cost is estimated as the sum of station and block costs.
• A lot of additional constraints are taken into account.
Based on above reasons, in our previous publications some approaches dedicated to TLBP were proposed.
In [11,12,14], a TLBP is considered, but it is assumed the set of all available spindle heads is not known beforehand.
The objective is to minimize a weighted sum of station and block numbers. Several procedures have been suggested: a
constrained shortest path in a special digraph, mixed integer programming (MIP), constraints programming and heuristics.
Articles [5,10,13], deal with TLBP for modular lines, i.e. when the set of all available blocks is known beforehand (as in
this paper). But in [5,13] blocks at each station are executed simultaneously, and in [10] blocks of each station are executed
sequentially. In these publications some optimization techniques were suggested:
• in [5], for the line configuration where blocks at each station are executed simultaneously, two MIP models were
developed;
• in [10], for the configuration where blocks of each station are executed sequentially, a promising approach based on the
relaxation of the corresponding TLBP to a special set partitioning problem was suggested. This relaxation obtains a lower
bound for this type of TLBP. That problem was solved by a branch-and-bound algorithm;
• in [13], for the line configuration where blocks at each station are executed simultaneously, a short path graph approach
was proposed.
In this paper, the approach from [10] is further developed and adapted for a more complex problem: balancing modular
transfer lines with serial–parallel activation of spindle heads at stations. All subsequent techniques are developed. Moreover,
several new procedures to improve the accuracy of a lower bound are suggested.
3. Notations and problem statement
The line balancing stage for machining transfer lines is considered. It is supposed that the set of all the executed tasks is
known. The goal is to define an optimal structure of the transfer line, i.e. the number of stations, the set of spindle heads at
each station and their activation order.
The set of all available spindle heads is given beforehand. Each spindle head executes a block of parallel tasks. So, the set
of all available spindle heads corresponds to the set of possible blocks of tasks. In practice, this set of blocks is obtained by
experience. It must contain all tasks to be executed. Usually, each task can belong to several blocks.
At each station, spindle heads can be activated in a mixed order (certain blocks are executed sequentially and others
simultaneously). It is assumed that block execution times and costs are given. Namely, the block cost depends on tools costs
and the complexity of the block itself. The block time is calculated by the length of the working stroke and feed per minute. In
general, for the same task, the processing time can differ for different blocks. A detailed explanation of block time calculation
is given in [12].
Finally, for each station an assignment of blocks can be represented as a family of sets of blocks. The blocks of each set are
activated simultaneously. The execution time of these blocks is equal to maximum of their block times. Blocks from different
sets are activated sequentially. So, the station time is the sum of the times for sequential sets of blocks.
The transfer line balancing problem considered is to chose and assign blocks of parallel tasks in such a way that:
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(a) Operations i and j belong to the same block b2 (a spindle
head with a combined tool).
(b) Operations i and j belong to different block β1,β2 (two
spindle heads with one tool each).
Fig. 2. An example of two separate solutions with and without combined tools.
• Each task is executed once.
• The given line cycle time is not exceeded.
• All tasks satisfy the precedence constraints.
The precedence constraints on the set of all tasks are defined as well for SALBP. However, the integration of tasks into
blocks causes some distinctions. Let task i directly precede task j. Neglecting other factors, for the TLBP there are two cases:
– first, a block can contain both tasks i and j. Then, it is supposed that these tasks are executed simultaneously by a combined
tool;
– second, these tasks belong to different blocks. In this case, the block containing task j can be assigned after the block with
task i.
This situation often appears when a group of tasks can be carried out either by separate tools or a combined tool. For
example, see Fig. 2. Blocks b1 and b3 are executed by two different spindle heads. Each of them contains two tools (one for
each task). In contrast, tasks i and j can be executed either by one spindle head with a combined tool which is capable to
execute both tasks i and j or by two different spindle heads with one tool each.
Thus, for different sets of assigned blocks the precedence relations must be verified in different ways.
• The machining process specification requires that some groups of tasks must be carried out at the same station. It is
implied that the tasks of such a group must belong to the same block or to the different blocks assigned to the same
station. This type of constraint is called task inclusion constraint. It is assumed that all these groups are defined at the
product design stage and they are given.
• Similarly, technological constraints usually define sets of blocks which cannot be assigned to the same station. This type
of constraint is called block exclusion constraint. In practice, these sets of blocks are known before the line balancing.
• In the problem at hand, blocks can be activated both sequentially and simultaneously. Due to this fact, the possible sets
of blocks which can be executed simultaneously must be given. This type of constraint is referred as block parallelism
constraint. Clearly, this constraint must be coordinated with the precedence and block exclusion constraints.
• For each station, the number of assigned blocks does not exceed a given value.
• The line investment cost is estimated as the sum of block and station costs and must be as small as possible (cost
minimization).
Notations:
N = {1, 2, . . . , n} is the given set of all tasks to be assigned.
T0 is the given transfer line cycle time.
n0 is the maximum number of blocks for a station.
q0 is the number of all available blocks.
B = {b1, b2, . . . , bq0} is the given set of all available blocks.
N (b) ⊆ N is the set of tasks which belong to a block b.
N (S) = ⋃b∈SN (b) is a set of tasks which belong to a block set S ⊆ B.
t(b) is the processing time of block b ∈ B.
c(b) is the cost of block b ∈ B.
C0 is the cost of one station.
P (b) is the set of tasks which directly precede (in the ordinary sense) each task fromN (b). In other words, P (b) is a set
of tasks which directly precede a block b.
P (S) = ⋃b∈S P (b) is the set of tasks which directly precede (in the ordinary sense) S ⊆ B.
P+(b) is the set of tasks which precedeN (b) directly or indirectly. Clearly, P (b) ⊆ P+(b).
P+(S) = ⋃b∈S P+(b) is the set of tasks which precede S ⊆ B directly or indirectly. Evidently, P (S) ⊆ P+(S).
S+(b) is the set of tasks which succeed b ∈ B.
S+(S) is the set of tasks which succeed S ⊆ B.
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GP = (N,D) is an acyclic digraph representing the precedence constraints for tasks, (i, j) ∈ D iff task i directly precedes
(in the ordinary sense) task j.
GBE = (B, EBE) is a graph representing the block exclusion constraints. (b′, b′′) ∈ EBE, b′, b′′ ∈ B iff b′ and b′′ cannot be
assigned to the same station.
Go = (N, Eo) is a graph representing the task inclusion constraints. (i, j) ∈ Eo, i, j ∈ N iff i and j must be assigned to the
same station. Also, the task inclusion constraints can be defined by sets Io(i) = {j | j ∈ N, iff(i, j) ∈ Eo} , i ∈ N.
GBP = (B, EBP) is a graph representing the block parallelism constraints. (b′, b′′) ∈ EBP, b′, b′′ ∈ B iff b′ and b′′ can be
simultaneously executed at the same station.
v is a binary relation. Let G = (V, E) is a graph and B ⊆ V . Notation B v G means that all elements from B belong to the
same clique in the graph G.
den(G) is a ratio between the number of edges (arcs) in the graph (digraph) G and number of edges (arcs) in the complete
graph (digraph) with the same number of vertices. This parameter shows the sparseness of the graph G, it was defined
by [21] and called order strength.
m is the number of stations in a solution.
qk, k = 1, 2, . . . ,m is the number of the sets of simultaneously activated blocks assigned to stations k in a solution.
An assignment of blocks at the station with index k is represented by an ordered family Fk = (Sk1, Sk2, . . . , Skqk), where:
Sku ⊆ B; k = 1, 2, . . . ,m; u = 1, 2, . . . , qk is a set of simultaneously activated blocks. Index u indicates the order of the
sequential execution for sets Sku.
Thus, the considered transfer line design problem is stated as follows: to find an ordered family L = (F1, F2, . . . , Fm)
respecting the following constraints.
All tasks are executed:
m⋃
k=1
(⋃
S∈Fk
N (S)
)
= N. (1)
Each task is executed once:
N (b′)
⋂
N (b′′) = ∅, b′ ∈ Sku, b′′ ∈ Srv,
b′ 6= b′′; k, r = 1, 2, . . . ,m;
u = 1, 2, . . . , qk; v = 1, 2, . . . , qr.
(2)
The tasks precedence constraints are respected:
for all k = 1, 2, . . . ,m and for all Sku ∈ Fk,
P (Sku) ⊆
(
k−1⋃
r=1
qr⋃
v=1
N (Srv)
)⋃( u⋃
v=1
N (Skv)
)
.
(3)
All blocks from set Sku are executed simultaneously k = 1, 2, . . . ,m; u = 1, 2, . . . , qk. Then, set EBP must contain all edges
(b′, b′′); b′ 6= b′′; b′, b′′ ∈ Sku. In other words, Sku is a clique in the GBP . Thus, block parallelism conditions can be formulated as:
Sku v GBP, k = 1, 2, . . . ,m; u = 1, 2, . . . , qk. (4)
Block exclusion constraints:
(b′, b′′) 6∈ EBE, for all b′, b′′ ∈
qk⋃
u=1
Sku,
k = 1, 2, . . . ,m; u = 1, 2, . . . , qk.
(5)
Each station time does not exceed the given line cycle time:∑
S∈Fk
max
b∈S t(b) ≤ T0, k = 1, 2, . . . ,m. (6)
For each station, the number of assigned blocks does not exceed the given value:∑
S∈Fk
|S| ≤ n0, k = 1, 2, . . . ,m. (7)
Task inclusion constraints:⋃
S∈Fk
⋃
b∈S
⋃
i∈N (b)
Io(i) ⊆ ⋃
S∈Fk
N (S),
k = 1, 2, . . . ,m.
(8)
The line investment cost is as small as possible:
min C(L) =
m∑
k=1
∑
S∈Fk
∑
b∈S
c(b)+ C0m. (9)
The decision variables are sets Sku grouped into families Fk, k = 1, 2, . . . ,m; u = 1, 2, . . . , qk.
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4. Lower bound
4.1. Relaxation to a special set partitioning problem
In [5], TLBP with simultaneously activated blocks has been investigated. Because, at each station, all the assigned blocks
are executed simultaneously, the line cycle time constraints were neglected. A MIP approach was suggested to solve this
problem. Computational experiments have been done using ILOG CPLEX. CPLEX solves the MIP by a branch and cut algorithm.
It obtains a lower bound by a linear-programming relaxation. Computational experiments showed that CPLEX can solve only
problems where the number of tasks does not exceed 50 in an appropriate time (3 hours). In [6] the same type of MIP model
was developed for TLBP with serial–parallel activation of blocks. In this case, CPLEX can solve in under 3 hours only problems
where the number of tasks does not exceed 25. Therefore, the linear-programming lower bound is apparently insufficient to
solve more complex transfer line balancing problems. Consequently, this paper suggests obtaining a lower bound by relaxing
the initial TLBP to a special set partitioning problem.
Let L = (F1, F2, . . . , Fm) is family which satisfies the constraints (2)–(7) for all of the stations and constraint (8) when
k = 1, 2, . . . ,m− 1. Evidently,L represents itself a partial solution of the problem (1)–(9). This partial solution respects the
constraints (2)–(8) for all occupied stations. In general, the task inclusion constraint may be violated for the last station.
Indeed, this station is in the process of being completed. Thus, this solution can become feasible by assigning of some
additional blocks to the last station. The constraint (1) is not respected for L. Otherwise, it is not necessary to find a lower
bound.
Denote
ΨL =
⋃
Fk∈L
⋃
S∈Fk
N (S). (10)
Set ΨL can be considered as a state of the line design.
Let
Ξ =
qm⋃
u=1
Smu , ΨL = (N \ ΨL)
⋃
N (Ξ ), p′ =
qm∑
u=1
∣∣Smu ∣∣ .
Assume,W = (w1,w2, . . . ,wp) is a set of blocks satisfying the constraints:
wk ∈ Ξ , k = 1, 2, . . . , p′,
wk ∈ B, k = p′ + 1, p′ + 2, . . . , p, (11)
N (wk) ⊆ ΨL, k = 1, 2, . . . , p, (12)
N (wk)
⋂
N (wu) = ∅,
k 6= u, k, u = 1, 2, . . . , p, (13)
N (W) = ΨL. (14)
If the first m− 1 stations of L are determined completely, then the familyW can be considered as “complementary” to
the partial solution (F1, F2, . . . , Fm−1). As follows from the definition, elements wk, k = 1, 2, . . . , p′ are defined accordingly
to the last station in the partial solutionL.
The investment cost of a subfamily (F1, F2, . . . , Fm−1) ⊆ L is equal to:
α =
m−1∑
k=1
∑
S∈Fk
∑
b∈S
c(b)+ C0(m− 1). (15)
Evidently, the value α is a constant for a givenL.
A lower bound of the investment cost to assign the setW can be estimated as:
β(W) =
p∑
k=1
c(wk)+ C0m˜, (16)
where m˜ = m˜(W) is a lower bound on the number of stations which are needed to assign the set of blocksW .
Thus, a lower bound of the total investment cost resulting from assigning the subfamily (F1, F2, . . . , Fm−1) and the setW
is defined as:
LB(W) = α+ β(W). (17)
Let there exist a set W∗ = (w1,w2, . . . ,wp′ ,w∗p′+1,w∗p′+2, . . . ,w∗p∗) satisfying constraints (11)–(14) and minimizing
function (16). Then, the value
LBL = α+ β(W∗) = α+min
W
β(W) (18)
can be considered as a lower bound of the investment cost for the partial solutionL.
74 A. Dolgui, I. Ihnatsenka / Discrete Applied Mathematics 157 (2009) 68–89
The constraints (13) and (14) appear in the so-called set partitioning problem. It was studied in [16,20,22]. Several
approaches based on back-tracking, integer linear and dynamic programming were proposed.
The problem (11)–(14) and (18) differs from the standard set partitioning problem by the element C0m˜ (see formula (16)).
In this paper, it is assumed the function m˜(W) depends on the graphs GBE,GBP . Hence, the function m˜(W) is nonlinear and
so, the problem (11)–(14) and (18) is essentially more complex than the standard set partitioning problem.
In this paper it is suggested to solve the problem (11)–(14) and (18) by a branch-and-bound algorithm.
The rest of this section explains the approach for estimating a lower bound on the number of stations m˜ and the algorithm
for solving the problem (11)–(14) and (18).
4.2. Lower bound on the number of stations
Suppose, it is necessary to estimate the number of stations m˜ for a set W satisfying constraints (11)–(13), and, may be,
constraint (14).
Consider the block exclusion constraint (5). Let GBE be the complement of graph GBE. Set B ⊆ B induces in graph GBE a
subgraph. Let (Vz, Ez), z = 1, 2, . . . , z0 be the components of this subgraph. Evidently, if two blocks belong to two different
components, then they cannot be assigned to the same station. Hence, estimation of the value m˜ for setW can be reduced to
an estimation of the number of stations m˜z for each component (Vz, Ez), z = 1, 2, . . . , z0. The numbers m˜z can be estimated
by taking into account the constraints (4)–(7).
First, consider the constraints (5) and (7). In each component (Vz, Ez), the blocks of a set V ⊆ Vz cannot be assigned to
the same station iff they belong to the same independent set of vertices in the component (Vz, Ez). Hence, the size of the
maximum independent set defines the lower bound on the number m˜z. A lower bound τ− on the size of the maximum
independent set α0 for the component (Vz, Ez) can be computed by the following formula, see [1]:
m˜z ≥ α0(Vz, Ez) ≥ τ− =
⌈∑
v∈Vz
(1+ deg(v))−1
⌉
, (19)
where deg(v) is the vertex degree in the component (Vz, Ez).
On the other hand, the blocks of a set V ⊆ Vz can be assigned to the same station iff they belong to the same clique of the
component (Vz, Ez). An upper bound τ+ of the size of maximum clique ω(Vz, Ez) can be determined as:
τ+ ≤ ω(Vz, Ez) = ∆(Vz, Ez)+ 1, (20)
where ∆(Vz, Ez) is the maximum degree of the vertices in the component (Vz, Ez).
Using the formulas (19) and (20) and considering the constraint (7), a lower bound on the number of stations m˜z can be
obtained as:
m˜z ≥ max
(
τ−,
⌈ |Vz|
min(n0, τ+)
⌉)
. (21)
Now, consider the block parallelism (4) and cycle time (6) constraints as well as the constraint (7) on the maximum
number of blocks. Blocks from the set Vz must be assigned to stations in a mixed order. This condition leads to finding the
partition (X1, X2, . . . , Xd) of the set Vz satisfying the following constraints.
Blocks of set Xk belong to the same clique in the graph GBP , i.e. they are executed simultaneously:
Xk v GBP, k = 1, 2, . . . , d. (22)
The execution time of each set of parallel blocks does not exceed the line cycle time:
max
b∈Xk
t(b) ≤ T0, k = 1, 2, . . . , d. (23)
The number of blocks for each set does not exceed the given value n0:
|Xk| ≤ n0, k = 1, 2, . . . , d. (24)
All blocks from the set Vz are assigned:
d⋃
k=1
Xk = Vz. (25)
The objective function is defined as minimization of the time which is required to carry out blocks of the component
(Vz, Ez), i.e.
t−(Vz) = min T(X1, X2, . . . , Xd) = min
(X1,X2,...,Xd)
d∑
k=1
max
b∈Xk
t(b). (26)
In general, (22)–(26) is a exceedingly complex combinatorial problem. However, for the TLBP the density den(GBP) is
small enough (usually, this is less than three percent), so the problem (22)–(26) can be solved by a tree-search algorithm
with the following dominance rule:
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Fig. 3. Procedure CliquePartition.
Proposition 1. If partitions X′ and X′′ satisfy the constraints (22)–(24),
⋃
X∈X′ X ⊆
⋃
X∈X′′ X and T(X′) ≥ T(X′′), then the partition
X′ is dominated by X′′.
Let LS be a family of partitions. An implementation of the tree-search procedure for solving the problem (22)–(26) is
presented in Fig. 3.
After an execution of CliquePartition, the family LS is reduced to only one partition. The result of the tree-search procedure
is the value t−(Vz) for this partition.
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Fig. 4. Procedure AddUniqueBlock.
The lower bound t−(Vz) of the block execution time gives a lower bound on the number of stations as follows:
m˜z ≥
⌈
t−(Vz)
T0
⌉
. (27)
Finally, expressions (21) and (27) lead to a lower bound on the number of stations for the component (Vz, Ez)which can
be stated as:
m˜z = max
(
τ−,
⌈ |Vz|
min(n0, τ+)
⌉
,
⌈
t−(Vz)
T0
⌉)
. (28)
Hence, a lower bound on the number of stations for the setW is equal to:
m˜ =
z0∑
z=1
m˜z. (29)
The last expression determines completely the approach to calculate the function (17) for a given setW .
4.3. Algorithm for obtaining the lower bound
The lower bound LBL is obtained by solving the problem (11)–(14) and (18). As mentioned earlier, this is a special set
partitioning problem.
Garfinkel and Nemhauser [16] reported that the complexity of solving practical set partitioning problems can
be essentially reduced by a preprocessing procedure and analyzing the structure of the blocks. Namely, for the
problem (11)–(14) and (18) it is reasonable to apply the two reductions developed in [16].
Denote
Ω = Ω(W) = (ΨL \N (Ξ )) ∪N (W), Ω = Ω(W) = ΨL \ Ω . (30)
Set Ω can be considered as a state of setW .
Let setW satisfy the constraints (11)–(13). If there exists a setW ′ ⊇ W satisfying the constraints (11)–(14), then setW
will be considered as feasible.
Reduction 1. For any set W , if a task ı˜ ∈ Ω belongs to a sole (unique) block b0,N (b0)⋂Ω = ∅, ı˜ ∈ N (b0), then all the sets
W ′ ⊇ W are infeasible.
This reduction determines the procedure AddUniqueBlock (see Fig. 4).
The procedure AddUniqueBlock gives a new set of blocks. This set is composed of all the blocks from W and blocks
with unique tasks mentioned in Reduction 1. For new feasible set of blocks, unique tasks do not exist; otherwise, the
procedure AddUniqueBlock shows that set W is infeasible. Although Reduction 1 is simple and works so well for TLBP, the
following reduction is even more useful.
Reduction 2. The set of all the blocks is partitioned in sets Ri, i = 1, 2, . . . , |N|. A block b being in set Ri iff task i ∈ N (b) and
there are no tasks j, j < i, j ∈ N (b). Some sets Ri can be empty.
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Fig. 5. Procedure LowerBound.
Reduction 2 implicitly allows taking into account the structure of blocks and tasks. It effectively reduces the number of
examined nodes in a search tree.
Introduce the following function:
Imin(W) = min(i | i ∈ Ω(W)). (31)
The value i0 = Imin(W) can be used as an index to refer the current set Ri0 to be examined. At the same time, i0 represents
itself the minimum index of tasks which do not belong to the set Ω .
Proposition 2. If Ω 6= N and Ri0 = ∅, then set W is infeasible.
This fact follows directly from Reduction 2 and the definition of the function Imin(W).
Each setW satisfies the constraints (11)–(13). The lower bound LB−(W) of function (17) can be defined as follows:
LB−(W) = α+max
β(W), ∑
w∈W
c(w)+ C0
z0∑
z=1
t−(Vz)
T0
+ hˆ ∣∣Ω ∣∣
 , (32)
where hˆ represents the minimum average “contribution” of one task to function (17). It can be defined as:
hˆ =
∑
i∈N
min
b∈B,i∈b
c(b)
|N (b)|
|N| . (33)
If setW additionally satisfies constraint (14), then the maximum in formula (32) is reached for the first component, i.e.
LB−(W) = LB(W).
The branch-and-bound algorithm used in this paper for solving the problem (11)–(14) and (18) is standard. It consists of
two procedures. The procedure LowerBound (see Fig. 5) executes an initialization, calls the procedure MinPartition (see Fig. 6)
or determines that the given partial solution L cannot generate a complete solution. The procedure MinPartition searches
for the lower bound. It is supposed that all blocks are rearranged into sets Ri as it is mentioned in Reduction 2. The value
hˆ is computed using formula (33). Set W∗ is the current best solution for the problem (11)–(14) and (18). LB(W∗) is the
corresponding value of function (17). Numbers i0 and ıˆ are the indexes to refer R sets. ByW ′ is denoted a new set extended
from setW . Family LS consists ofW ′ sets. SetW ′ with the minimum lower bound LB−(W ′) is supposed to be most promising
and is to be branched first. In the procedure MinPartition such a set is denoted byWmin.
The computational experiments demonstrate that the procedure LowerBound solves efficiently the problem (11)–(14)
and (18) (see Tables 4–6).
5. Preprocessing procedure
The goal of the preprocessing procedure is to improve the quality of the lower bound LBL without increasing its
complexity.
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Fig. 6. Procedure MinPartition.
The lower bound LBL depends on graph GBE. Set W induces in graph GBE a subgraph. This subgraph is divided into the
components (Vz, Ez), z = 1, 2, . . . , z0 (see Section 4.2). Neglecting other factors, the more components that are obtained the
better the lower bound. The number of components z0 depends on density den(GBE).
An edge (b′, b′′) ∈ EBE means that blocks b′, b′′ cannot be assigned to the same station. Frequently, an edge (b′, b′′) 6∈ EBE but
the blocks b′, b′′ cannot be assigned to the same station on account of other constraints. For example, precedence and cycle
time constraints. The preprocessing procedure which transforms these constraints into exclusion constraints for blocks will
be named the enrichment exclusion graph procedure.
Two procedures for enriching the block exclusion graph GBE are proposed. The first procedure is based on precedence
constraints.
Let i and j be the two tasks and j ∈ S+(i). Denote
Λ = (S+(i)⋂P+(j))⋃ {i}⋃ {j} ,
Θ− =
{
b | b ∈ B,N (b)⋂ (P+(i) ∪ {i}) 6= ∅} ,
Θ =
{
b | b ∈ B,N (b)⋂ Λ 6= ∅} ,
Θ+ =
{
b | b ∈ B,N (b)⋂ (S+(j) ∪ {j}) 6= ∅} .
(34)
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Fig. 7. Procedure MinTimePartition.
For a set Γ ⊆ Θ , the functions Ω(·),Ω(·) and Imin(·) (see formulas (30) and (31)) must be redefined as follows:
Ω(Γ) = N (Γ), Ω(Γ) = Λ \ Ω(Γ),
Imin(Γ) = min(i | i ∈ Ω(Γ), i ∈ Λ). (35)
Proposition 3. If there does not exist a set Γ of blocks satisfying the constraints:
Γ ⊆ Θ, Λ ⊆ Ω(Γ), m˜(Γ) = 1, (36)
then any pair (b′, b′′) of blocks b′ ∈ Θ− and b′′ ∈ Θ+ cannot be assigned to the same station.
The problem (36) is a problem of identification. The condition m˜(Γ) = 1 means the set Γ must be an independent
set in graph GBE. The conditions Γ ⊆ Θ,Λ ⊆ Ω(Γ) provide m˜(Γ) > 0. The problem (36) is similar but simpler to the
problem (11)–(14) and (18). The procedure MinPartition can easy be adapted to solve it. An adaptation is presented in
Fig. 7.
The procedure SaturatePred presented in Fig. 8 enriches the block exclusion graph GBE by solving the problem (36) for
given tasks i and j.
Proposition 3 considers the precedence relations between tasks and translates them into block exclusion constraints.
Similarly to Proposition 3, a condition of compatibility can be formulated for two blocks as well. Namely, if b′ and b′′ are two
blocks such thatN (b′′) ⊆ S+(b′), then set Λ can be defined as:
Λ =
(
S+(b′)
⋂
P+(b′′)
)⋃
N (b′)
⋃
N (b′′). (37)
The definitions for the set Θ and the functions Ω(Γ),Ω(Γ), Imin(Γ) are the same as were given by the formulas (34) and
(35). The problem (36) can be reformulated to:
b′, b′′ ∈ Γ , Γ ⊆ Θ, Λ ⊆ Ω(Γ), m˜(Γ) = 1. (38)
Proposition 4. If there does not exist any set Γ satisfying condition (38), then blocks b′, b′′ cannot be assigned to the same station.
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Fig. 8. Procedure SaturatePred.
Fig. 9. Procedure SaturatePair.
Proposition 4 leads to the procedure SaturatePair (see Fig. 9). It provides some additional enrichments of graph GBE.
Because problems (36) and (38) differ only by the starting condition (Γ = ∅ and Γ = {b′, b′′} respectively), then the
procedure MinTimePartition can be applied directly.
The procedures SaturatePred and SaturatePair must continue to be used until after their execution at least one edge has
been added to GBE.
6. Branch-and-bound algorithm
It is supposed that the first m − 1 stations in the current partial solution L are completely determined. Such a partial
solution (family) is associated with a node of the search tree. The node extension is a composition of a current partial solution
and a block such that a new partial solution satisfies the constraints (2)–(7) and constraint (8) for k = 1, 2, . . . ,m− 1.
Let L = (F1, F2, . . . , Fm) be a family which satisfies the constraints (2)–(7) for all of stations and constraint (8) for
k = 1, 2, . . . ,m− 1. The state of the familyL is a set ΨL (see formula (10)).
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Let FB be a set of blocks which is defined as follows:
FB = {b | N (b) ∩ ΨL = ∅,P (b) ⊆ ΨL ∪N (b)} . (39)
In other words, the set FB consists of blocks such that no task of a block has any non assigned predecessors.
Generally, for a given partial solutionL, each block b ∈ FB can generate at most three families:
1. Lc = (F1, F2, . . . , Fm−1, (Sm1 , Sm2 , . . . , Smqm−1, Smqm ∪ {b})).
2. Lt = (F1, F2, . . . , Fm−1, (Sm1 , Sm2 , . . . , Smqm , {b})).
3. Ln = (F1, F2, . . . , Fm, ({b})).
All these families must respect the constraints (2)–(7) for all of stations and constraint (8) for k = 1, 2, . . . ,m−1. If some
families do not respect these constraints, then they are infeasible and cannot be further branched.
So, the branching for the current partial solution is the generation of possibleLc,Lt,Ln families for each block b ∈ FB.
However, there may be many families which differ only by the order of blocks and tasks. The following method based on
dominance rules can be used to overcome this lack and to essentially increase the performance of the branch-and-bound
algorithm.
6.1. Dominance rules
For the families Lc,Lt,Ln if there is a lower bound for one family, then there are lower bounds for all three families.
This conclusion is based on the procedures LowerBound and MinPartition. Moreover, if there exist lower bounds, then
familiesLc,Lt,Ln are equivalent (composed of the same blocks). The definition of the familiesLc,Lt,Ln and the Bellman’s
principle of optimality leads to:
Proposition 5. If familyLc satisfies constraints (2)–(7) and constraint (8) for k = 1, 2, . . . ,m−1, then the familyLt is infeasible
or unpromising.
Proposition 6. If familyLc satisfies constraints (2)–(8), then the familiesLt,Ln are infeasible or unpromising.
Proposition 7. If familyLt satisfies constraints (2)–(8), then the familiesLn are infeasible or unpromising.
These propositions can eliminate some branches at the current node. For a given block b ∈ FB, the corresponding
algorithm is presented in Fig. 10. It should be repeated for all other blocks of the current node.
A more powerful approach for reducing the search tree is to use ΨL states throughout the search.
State ΨL divides the set of all blocks B into two subsets:
B(L) = {b | N (b) ∩ ΨL 6= ∅} , B(L) = {b | N (b) ∩ ΨL = ∅} .
If the states of two partial solutions are equal, then their B sets are equal as well.
Proposition 8. Let a partial solutionL satisfy constraints (2)–(8) and has the state ΨL. If there exists a family L̂, respecting the
same constraints, such that ΨL = ΨL̂, C(L̂) < C(L), thenLn families for any block b ∈ FB are infeasible or unpromising.
The last statement can be applied by storing (ΨL, C(L)) pairs (whereL respects constraints (2)–(8) during the search).
Let DS be an appropriate data structure (such as list, balanced tree, etc.) containing such (ΨDS, CDSΨ ) pairs, whereΨDS is a state
and CDSΨ is the best value of the objective function C(·). Three actions are applied to DS : checking, addition, and updating.
Checking consists of the search in DS for the pair with the state equal to ΨL. If DS does not contain such a pair, then the
adding procedure is executed. Otherwise, the condition C(L) < CDSΨ is tested. If it holds, then the corresponding updating
must be done by the assignment CDSΨ = C(L). Otherwise, due to Proposition 8 all Ln families for any block b ∈ FB are
eliminated from the search tree. Addition is executed when DS does not contain a pair with the state ΨL. In this case, the
pair (ΨL, C(L)) is added to the data structure DS. The implementation of checking Proposition 8 is presented in Fig. 11 (see
the dashed framebox).
The effectiveness of the proposed approach depends on the number of possible states. Unfortunately, Proposition 8 can
be applied only if a partial solutionL satisfies constraints (2)–(8).
6.2. Design of the branch-and-bound algorithm
In this paper a frontier branch-and-bound algorithm is developed. In addition to a frontier search, the aforementioned
dominance rules are used to reduce the search tree.
The proposed branch-and-bound algorithm is a standard depth search with a multi-choice tree. The main stages of the
algorithm are the following:
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Fig. 10. Dominance algorithm.
Stage I. Preprocessing and obtaining a root lower bound:
The preprocessing procedure is executed as mentioned in Section 5. The block exclusion graph is enriched by
new edges. A root lower bound forL = (∅) is computed by the procedure MinPartition and formula (33). The value
of the objective function for the current best solution is supposed to be equal to∞.
Stage II. Node extension:
For the current node, a set FB is computed using the formula (39). Each block from FB generates new descendants
of the current node with partial solutions Lc,Lt,Ln. These partial solutions are checked by the dominance rules
(see Propositions 5–8). Infeasible or unpromising nodes are pruned. For the rest of the descendants, lower bounds
are calculated by the procedure MinPartition. Descendants having the lower bound greater or equal to the current
best solution value are also pruned. If for a node the corresponding partial solution covers the set of all tasks and
its solution value is less than the current best value, then this partial solution is supposed to be the best. The
node having the minimum lower bound is supposed to be most promising and must be branched first. A detailed
algorithm of the node extension is presented in Fig. 11.
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Fig. 11. Algorithm for a node extension.
Stage III. Stop condition: If there are nodes with a lower bound or a solution value less than the current best value, then the
search is continued from the previous stage. Otherwise, an optimal solution has been found.
7. Numerical experiments
7.1. An illustrative example
In this subsection a short illustration of the key procedures developed in this paper is given via an example. For this
example, the set of all blocks is reported in Table 1. The precedence graph for the tasks and the exclusion graph for the blocks
are presented in Figs. 12 and 13, respectively. In Fig. 13, the edges represent incompatibilities between corresponding blocks.
Two blocks cannot be assigned to the same station if they are connected by an edge. We have also the following additional
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Table 1
The set of blocks for the considered example
Number Set of tasks Cost Duration
1 1, 3 220 45
2 2 211 20
3 4 210 50
4 5 240 60
5 6 210 20
6 7, 8 221 35
7 9 210 35
8 10, 11 210 60
9 12 220 40
10 2, 3, 7 210 35
11 6, 8 212 30
12 1, 4, 5 221 60
13 9, 11, 12 211 60
14 10 210 20
15 8 220 30
16 6, 9 211 30
17 4, 7, 9 210 50
18 2, 3, 10 240 20
19 7 211 35
Fig. 12. The task precedence graph.
Fig. 13. The block exclusion graph.
constraints: tasks 3 and 4 must be assigned to the same station as well as tasks 9 and 12. The parallelism constraints are:
{1, 2}, {4, 5}, and {8, 9}, where {b, g} signify that blocks b and g can be executed in parallel at the same station. The maximal
line cycle time is equal to 100 (all feasible solutions must respect this cycle time). The station cost is equal to 380 (each
additional station creates this extra cost for the line). The maximal number of blocks per station is equal to 3.
First, the procedures SaturatePred and SaturatePair are applied to this example. They produce a new exclusion graph for
the blocks presented in Fig. 14.
The partition of the set of blocks into the sets Ri (see Section 4.3 and procedure MinPartition) is given in Table 2.
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Fig. 14. The graph of block exclusion constraints after the applying the procedures SaturatePred and SaturatePair.
Table 2
The partition of the set of all the blocks into sets Ri
i Ri
1 1, 12
2 2, 10, 18
3
4 3, 17
5 4
6 5, 11, 16
7 6, 19
8 15
9 7, 13
10 8, 14
11 9
12
The search tree produced by algorithm MinPartition is presented in Fig. 15. The set of blocksW ′ and lower bound LB(W ′)
are given for each node. The numbers in circles are the node numbers. The number associated with each arc is the block
which is added to produce the corresponding child node from the parent. Other additional blocks for the child nodes are
produced by procedure AddUniqueBlock. All unfeasible nodes (which cannot produce a valid partition) are removed from
the search tree. The first valid partition is obtained in the node with number 9. Then the search continues, since there are
still undeveloped nodes. A new solution is obtained in node 16. Other nodes cannot produce valid partitions with objective
function values smaller than the value of node 16. Hence, this is the best solution. So, the root lower bound for the given
TLBP problem is equal to 1863.
A part of the search tree produced by the branch-and-bound algorithm (see Section 6) is presented in Table 3.
The first column of Table 3 gives the node numbers. The next column PN gives the parent node numbers. The column
L reports the structures of the partial solutions (see Section 3). The symbols (·) and {·} are used to represent a station and
a group of parallel blocks, respectively. The column ΨL provides the states for the partial solutions (see formula (10)). The
column LBL gives the lower bounds. The column FB gives the set of compatible blocks (see formula (39)). The search begins
from the root node and rapidly finds the first solution in node 9. The cost of the solution obtained is equal to 2873. This
solution is presented in Fig. 16. The number of stations is equal to 3 and line cycle time is 95.
As mentioned earlier, Table 3 contains only a part of the search tree, because for this illustrative example, the whole
search tree produced by the branch-and-bound algorithm consists of 153 nodes. During enumeration, 5 nodes were pruned
by dominance rules, 39 nodes were unpromising, and 76 nodes were removed due to infeasibility. The solution presented
in Fig. 16 is optimal.
7.2. Experimental study
The aim of the experimental study is to examine the impact of various parameters on the performance of the proposed
algorithm and the average effectiveness of the lower bound. The quality of the lower bound is measured by a relative distance
between the root lower bound and the optimum (gap).
Numerical experiments are reported in Tables 4–6 for different values of the density den(G) for the precedence graph
GP and the block exclusion graph GBE. The maximal size of instances was 70 tasks and 135 blocks. All instances were solved
optimally.
Test instances were generated randomly for three values of |N| , |B| and for two values of den(GP ) ∈ {0.1, 0.15} and
den(GBE) ∈ {0.05, 0.1}. Because the densities for graphs GP ,GBE,Go and GBP must be coordinated, then den(Go) and den(GBP)
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Fig. 15. The search tree for the root lower bound.
Fig. 16. Optimal solution for the example considered.
are fixed at the values 0.01. and 0.03, respectively. For other parameters, the following values are used: 500 ≤ C0 ≤
1000, n0 = 5, 120 ≤ T0 ≤ 150, 200 ≤ c(b) ≤ 280, 20 ≤ t(b) ≤ 55. All parameters are independently and uniformly
distributed.
18 test series are generated, each series is composed of 25 examples with different values for the aforementioned
parameters. The tests were carried out on Intel IV with 2.8 Ghz and the results are presented in Tables 4–6.
The performance of the branch-and-bound algorithm is measured by total running time (preprocessing and branching
times) and number of iterations.
The gap is computed with the formula 100% · (C∗− LBr)/C∗, where C∗ is the optimal solution and LBr is the corresponding
root lower bound.
The number of iterations and the total running time rapidly increases when the number of tasks and blocks increases
(Fig. 17). The density den(GP ) has a great influence as well. Namely, total running time decreases when the density den(GP )
increases. In fact, the greater the density den(GP ) the smaller the search tree. The reader can see in Fig. 17 that the calculation
time for the density 2.5 is very short. In fact, for any density greater that 2.5 this problem is relatively simple. However, for
density less than 1.0 the calculation time is prohibitive. The density den(GP ) for real life examples is about 1.5.
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Table 3
A part of the search tree generated by the branch-and-bound algorithm
n PN L ΨL LBL FB
1 – 1863 1, 2, 4
2 1 ({1}) 1, 3 2663 2, 4
3 2 ({1, 2}) 1, 2, 3 2663 3, 4
4 3 ({1, 2}, {3}) 1, 2, 3, 4 2865 4, 5
5 4 ({1, 2}, {3}), ({4}) 1, 2, 3, 4, 5 2873 5, 6, 11, 15, 19
6 5 ({1, 2}, {3}), ({4, 5}) 1, 2, 3, 4, 5, 6 2873 6, 15, 19
7 6 ({1, 2}, {3}), ({4, 5}, {6}) 1, 2, 3, 4, 5, 6, 7, 8 2873 7, 9, 13
8 7 ({1, 2}, {3}), ({4, 5}, {6}), ({13}) N \ {10} 2873 14
9 8 ({1, 2}, {3}), ({4, 5}, {6}), ({13}, {14}) N –
10 7 ({1, 2}, {3}), ({4, 5}, {6}), ({7}) N \ {10, 11, 12} 3092 8, 9, 14
11 7 ({1, 2}, {3}), ({4, 5}, {6}), ({9}) N \ {9, 10, 11} 3092 7
12 6 ({1, 2}, {3}), ({4, 5}), ({6}) 1, 2, 3, 4, 5, 6, 7, 8 3253 7, 9, 13
13 6 ({1, 2}, {3}), ({4, 5}), ({15}) 1, 2, 3, 4, 5, 6, 8 3463 7, 9, 13, 19
14 6 ({1, 2}, {3}), ({4, 5}), ({15}) 1, 2, 3, 4, 5, 6, 8 3463 7, 9, 13, 19
15 6 ({1, 2}, {3}), ({4, 5}, {19}) 1, 2, 3, 4, 5, 6, 7 3463 15
16 6 ({1, 2}, {3}), ({4, 5}), ({19}) 1, 2, 3, 4, 5, 6, 7 3463 15
17 5 ({1, 2}, {3}), ({4}, {6}) 1, 2, 3, 4, 5, 7, 8 2873 5, 7, 16
18 5 ({1, 2}, {3}), ({4}, {11}) 1, 2, 3, 4, 5, 6, 8 3245 7, 9, 13, 19
19 5 ({1, 2}, {3}), ({4}), ({11}) 1, 2, 3, 4, 5, 6, 8 3245 7, 9, 13, 19
20 5 ({1, 2}, {3}), ({4}, {19}) 1, 2, 3, 4, 5, 7 3245 5, 11, 15
21 5 ({1, 2}, {3}), ({4}), ({19}) 1, 2, 3, 4, 5, 7 3245 5, 11, 15
22 5 ({1, 2}, {3}), ({4}), ({6}) 1, 2, 3, 4, 5, 7, 8 3253 5, 7, 16
23 5 ({1, 2}, {3}), ({4}, {15}) 1, 2, 3, 4, 5, 8 3463 5, 7, 16, 19
24 5 ({1, 2}, {3}), ({4}), ({15}) 1, 2, 3, 4, 5, 8 3463 5, 7, 16, 19
25 4 ({1, 2}, {3}), ({5}) 1, 2, 3, 4, 6 2873 4
26 1 ({2}) 2 2663 1, 4
27 26 ({1, 2}) 1, 2, 3 2663 3, 4
28 1 ({4}) 5 2663 1, 2, 6, 10, 15, 19
29 28 ({4}), ({1}) 1, 3, 5 2663 2, 6, 15, 19
30 29 ({4}), ({1, 2}) 1, 2, 3, 5 2663 3, 6, 15, 19
31 28 ({4}), ({2}) 2, 5 2663 3, 6, 15, 19
32 31 ({4}), ({1, 2}) 1, 2, 3, 5 2663 3, 6, 15, 19
33 28 ({4}), ({19}) 5, 7 2865 1, 2, 15
Table 4
Computational experiments for den(GP ) = 0.1
den(GBE) = 0.05 den(GBE) = 0.1
|N| 50 60 70 50 60 70
Min |B| 92 109 124 88 105 125
Max |B| 96 117 139 96 118 135
Average |B| 94 113 133 92 111 131
Min Nb. of iterations 168 2522 6962 366 3367 12 238
Max Nb. of iterations 153 243 239 833 1199 538 315 362 864 790 726 259
Average Nb. of iterations 17 307 50 895 138 920 35 094 194 713 128 460
Min preprocessing time (s) 15 43 64 18 57 93
Max preprocessing time (s) 49 521 366 56 166 979
Average preprocessing time (s) 31 195 157 37 94 247
Min total running time (s) 35.3 74.3 220 46.4 141.6 504.6
Max total running time (s) 785.4 8685 16 722 8231 19 052.6 25 375
Average total running time (s) 147.1 1553 2731 680 4994 6416
Min root lower bound time (s) 0.01 0.03 0.11 0.02 0.10 0.47
Max root lower bound time (s) 0.67 7.53 130.93 5.46 13.38 52.48
Average root lower bound time (s) 0.16 1.79 8.77 0.58 3.08 13.38
Average lower bound time (s) 0.005 0.019 0.021 0.008 0.018 0.048
Max gap (in percents) (s) 30.8 27.0 19.5 20.3 24.8 22.6
Min gap (in percents) (s) 0.0 2.5 4.2 0.0 7.2 5.4
Average gap (in percents) (s) 10.8 11.2 10.8 11.2 14.6 14.7
In contrast, Tables 4–6 indicate that the average gap increases when den(GBE) increases as well. Because a large value of
the gap raises the number of nodes examined, then the performance of the branch-and-bound algorithm diminishes when
den(GBE) increases.
Moreover, Tables 4–6 also indicate that the average time of lower bound computing is short. The average gap for all the
tests is equal to 13.6%. Hence, the suggested approach for obtaining a lower bound is effective. For moderate sized transfer
line balancing problems (70 tasks or macro-tasks), the developed algorithm optimally solves most of them in three hours
on average.
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Table 5
Computational experiments for den(GP ) = 0.15
den(GBE) = 0.05 den(GBE) = 0.1
|N| 50 60 70 50 60 70
Min |B| 83 104 126 79 105 125
Max |B| 97 118 135 96 118 134
Average |B| 93 112 131 91 111 130
Min Nb. of iterations 202 706 1392 365 1165 3397
Max Nb. of iterations 43 306 45 191 30 023 37 648 74 002 53 926
Average Nb. of iterations 5805 7881 10 049 8370 11 421 17 050
Min preprocessing time (s) 21 43 93 31 56 72
Max preprocessing time (s) 94 261 349 76 296 569
Average preprocessing time (s) 47 119 202 50 136 238
Min total running time (s) 39 65 181 49.6 145.5 213
Max total running time (s) 590 1589 2630 1224 4087 4051
Average total running time (s) 119 432 1048 185 788 1432
Min root lower bound time (s) 0.02 0.12 0.25 0.03 0.44 1.08
Max root lower bound time (s) 21.53 81.06 102.43 8.81 93.7 275.13
Average root lower bound time (s) 1.54 14.07 26.92 1.28 17.5 54.5
Average lower bound time (s) 0.011 0.028 0.056 0.010 0.037 0.055
Max gap (in percents) 26.3 22.6 26.8 29.6 27.9 21.0
Min gap (in percents) 2.2 4.6 8.0 6.8 7.9 9.8
Average gap (in percents) 13.1 13.8 14.2 16.8 16.1 15.4
Table 6
Computational experiments for den(GP ) = 0.25
den(GBE) = 0.05 den(GBE) = 0.1
|N| 50 60 70 50 60 70
Min |B| 80 104 129 77 107 126
Max |B| 97 119 135 98 120 133
Average |B| 92 109 130 94 111 127
Min Nb. of iterations 61 214 467 115 410 1120
Max Nb. of iterations 8003 11 088 12 341 12 547 13 666 17 955
Average Nb. of iterations 1920 2627 3354 2811 3799 5659
Min preprocessing time (s) 16 45 92 33 58 68
Max preprocessing time (s) 56 261 349 77 297 568
Average preprocessing time (s) 42 118 200 53 139 236
Min total running time (s) 27.8 31.8 51.5 33.0 51.9 57.9
Max total running time (s) 196.2 398.3 541.5 407.8 1037.0 825.0
Average total running time (s) 48.8 148.8 224.9 62.4 214.0 302.9
Min root lower bound time (s) 0.03 0.27 0.15 0.04 0.44 1.13
Max root lower bound time (s) 21.0 80.6 102.1 9.1 94.2 274.7
Average root lower bound time (s) 1.9 14.5 27.6 0.5 17.8 35.3
Average lower bound time (s) 0.01 0.022 0.045 0.01 0.041 0.064
Max gap (in percents) 27.3 23.6 26.8 30.6 23.9 25.0
Min gap (in percents) 1.7 5.6 13.0 5.8 2.9 10.8
Average gap (in percents) 14.6 13.8 14.2 15.8 17.1 16.4
8. Conclusion
In this paper a new transfer line balancing problem was considered. In contrast to assembly line balancing, this problem
is more complex with many additional properties and constraints. The principal feature of the problem considered is that
tasks are grouped into blocks; all tasks of the same block are executed in parallel, and blocks are activated in a mixed
serial–parallel order. The set of all available blocks is known beforehand.
An optimization model was developed. An interesting approach to compute a lower bound was proposed. This is based on
a reduction of the transfer line balancing problem to a special set partitioning problem. Moreover, some efficient dominance
rules for reducing the search tree were suggested. Based on the lower bound and dominance rules an effective branch and
bound algorithm was developed.
Computational experiments indicate that the suggested approach is efficient to optimally solve transfer line balancing
problems of moderate size (about 70 tasks). Moreover, computational experiments show that the variation of execution time
is very high. This is typical for NP-complete problems. Hence, it is impossible to estimate the running time of an instance
beforehand. This can be done on average, however. Namely, provided computational experiments illustrate that problems
with 70 tasks can be solved in three hours on average (with one instance with a run time of seven hours).
Some other parameters of the problem were studied, such as densities of the task precedence and block exclusion graphs.
Computational experiments demonstrate the sensitivity of running time to the value of these parameters.
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Fig. 17. Average total running time (s).
The proposed algorithm is effective. However, for large-scale problems calculation time can be prohibitive. Therefore,
future research may be concerned with the design of heuristic techniques based on the suggested algorithm.
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