The forensic detection of median filtering has recently attracted the attention of the research community, mainly because of the median filtering potential uses for tampering and concealing image tampering traces in digital images. In this paper, we propose multi-scale and multi-perturbation solutions that build a highly discriminative feature space, which highlights the artifacts of median filtering by means of image quality measures. The proposed methods achieve promising results when validated with a series of real-world test cases, comprising different image compression levels, resolutions, and also a cross-dataset validation protocol.
Introduction
Recently, image doctoring has been made easier by a range of cheap and easy-to-use digital image editing software packages with effective algorithms aimed at reducing the artifacts (visible or non-visible) left behind in the manipulated images. Although image adjustments allow us to proper correct images of familiar members in an innocent party, it also can be used for negative effects such as defaming politicians (e.g., Sarah Palin's case 1 ) , showing photographs of non-existent military power to the citizens (e.g., Iranian missiles case 2 ), deceiving insurance companies by multiplying or creating damages in digital photos of properties 3 , among others [26] . Therefore, the development of reliable tools to fight misinformation is paramount.
A digital image tampering method commonly used is the image re-sampling, which can be helpful to make copy-and-move forgery operations more convincing. Copy-and-move operations allied with sophisticated re-sampling operations allow a forger to change the size of multiple copies of an object, making them closer or farther away. A way of detecting the presence of resampling is through the analysis of its artifacts left behind. Popescu and Farid [24] noted that re-sampling operations use interpolation techniques (which results in one image with pixels correlated in some way) and proposed an Expectation-Maximization technique for finding periodic samples of the image and detecting re-sampling operations. A particular problem of this technique is the assumption of a linear correlation of the pixels. As stated by Kirchner and Bohme [21] , a non-linear filter such as the median filter can destroy these re-sampling artifacts by replacing each pixel with the median-valued pixel within a neighborhood therefore rendering resampling undetectable by Popescu and Farid [24] 's technique.
Median filtering has several applications in the context of forensics. From hiding traces of resampling to enhancing image retouching, being useful to remove imperfections on images in digital editors such as Photoshop [20] . From concealing forgery artifacts to fooling detection techniques such as the ones proposed by Johnson and Farid [17] 's work and its extension by Saboia et al. [27] (which detect image manipulation by means of the eye specular highlights in images containing people) not counting hiding traces of JPEG blocking as in Stamm et al [29] .
Given the high use of median filtering operations for image tampering and hiding traces of image doctoring, several researchers have tackled the problem of detecting it over the last years [22, 5, 32, 8, 19, 7, 18] . Most of these methods assume that the median filtering has streaking artifacts and seek to detect them as means of discovering the presence of filtering. A streaking artifact, which shall be formally defined later, is a pattern of similar repetitive pixels in an image, resulting from the median operation in a neighborhood [4] .
In this paper, we propose multi-scale and multi-directional median filtering detection algorithms based on multi-perturbations in the input image. These algorithms are originated by the hypothesis that the median filtering streaking artifacts affect the Image Quality Metrics (IQMs) of median filtered images in a different way under multi-scale filterings (filtering with different regions of interest) and over progressive perturbations (henceforth perturbations are defined as cascade-wise successive image filterings). The proposed techniques are multi-scale because different filter sizes are used to perform the perturbations. The techniques proposed in this paper are also multidirectional because, for each filter size, a different neighbor pixel can be used to replace the pixel in the center of the window, so the streaking artifacts are propagated in different ways depending on the mask size, image content and the region where the sliding window is located. In our novel approaches, we evaluate several image quality metrics upon each perturbed image and build a highly discriminative feature space for classification. Experiments with complex datasets show that the proposed method outperforms state-of-the-art solutions without assuming anything about the underlying filtering process of the input images.
This work builds upon a preliminary work of ours [12] . This is a more complete work presenting: (1) justifications to the proposed methods; (2) discussing the importance of the selected features; (3) improving the validation section with cross-validation experiments, comparing the proposed method to the state-of-the-art counterparts in compressed and uncompressed scenarios; (4) working with fusion methods of the proposed classifiers for more reliable classification; and, finally, (5) a more in-depth analyses of the results.
We organized the rest of this paper in six sections. In Section 2, we discuss the use of the median filter for image tampering for hiding traces of image doctoring and also argue about the artifacts yielded by this operation. In Section 3, we present the existing state-of-the-art approaches to detecting the median filtering. In Section 4, we introduce our novel approach, based on multi-scale and multi-directional perturbations to detect median filtering operations in digital images. In Section 5, we discussed about the experimental setup used to validate the proposed methods. In Section 6, we present the experiments results used to validate the proposed methods and also to compare them with state-of-the-art counterparts. Finally, in Section 7, we conclude the paper and discuss some possible future work.
Median Filtering and Streaking Artifacts
The median filtering is a basic low-pass filter aimed at removing some undesirable high-frequencies artifacts, such as noise. Extracting the noise from images is useful for image processing applications that are focused on detecting edges, for example. One particular problem with most of the low-pass filters is the fact that they remove most of high-frequency artifacts, including the edges, which is undesirable for some applications. However, the median filter was proven to be the best to this task [1] because, for some levels of Gaussian noise, the median filter is better than other kinds of filters (such as the Gaussian filter) at removing noise and preserving edges at the same time for a given fixed window size. The median filter is a non-liner filter and does not rely on a convolution in the filtering process (a given window just slides and changes pixel values) [15] .
The operation of the median filtering in digital images is done by sliding an M mask with n × n dimensions over the two-dimensional input signal I. This mask defines the size of the neighborhood around each pixel of the image used to perform the filtering. Then, for each image pixel, its value and the ones from the neighborhood (defined by the mask) are sorted. If n is odd, the median value of pixels in the mask is used to change the pixel value located in the center of the mask. If n is even, the median can be the mean of the two center values. For multi-channel images (such as RGB images), each channel is filtered separately. Problems of lack of values in the boundaries can be solved by padding the image with zeros, using values from the opposite horizontal or vertical or simply avoiding the boundaries in the filtering process.
Because of its inherent property of removing noise while preserving edges, the median filtering can be used to tamper images in several ways. For example, it can be used for image smoothing [20] . The low pass characteristic of the median filtering removes noise and some other undesirable high-frequency imperfections in faces such as nonuniform light distribution, scratches, blackheads and pimples etc., giving the visual impression of smooth faces.
Another use of image median filtering is hiding traces of image tampering investigated by forensic techniques, working as an anti-forensic approach. This technique can be used to fool forensic techniques such as the one from Johnson and Farid [17] and its extension by Saboia et al. [27] . These techniques detect image manipulation by means of the eye specular highlights in images containing people. In a composite image with two or more people that came from different photos, these techniques identify the forgery by estimating, for each eye in the image, the direction of the light source, viewer (camera) and the normal surface based on specular highlights present on the eye. Inconsistencies of light directions are detected by these techniques. One way to fool this technique is blurring one eye with median filtering and replacing all eyes in the image with the tampered eye.
The median filtering is also used in others anti-forensic techniques such as the one proposed by Stamm et al [29] . This approach can remove blocking artifacts from a previously JPEGcompressed image. The authors found that, by lightly smoothing the image followed by adding low-power white Gaussian noise, it is possible to remove statistical traces of JPEG blocking artifacts. The smoothing is performed by median filtering.
Finally, the median filtering can also be used to hide traces of re-sampling in images detected by the forensic approach proposed by Popescu and Farid [24] . They proposed an Expectation Maximization technique which detects, in an interpolated signal, periodic samples and relations between them. As re-sampling operations use interpolation to reduce or increase the image dimensions, the proposed technique finds the re-sampling by analyzing the unique Fourier signal magnitude of a probability map, yielded by Expectation-Maximization steps. Median filter can play an interesting role here, as noted by Kirchner and Bohme [21] : as the proposed technique assumes a linear interpolation of pixels, a non-linear filter (such as the median filter) can destroy these re-sampling artifacts, making the Fourier signal magnitude of the median blurred image the same as the one from a non-blurred image.
A previous study of the median filtering effects gives interesting artifacts for forensic examiners who tries to identify it in digital images. Bovik [4] observed that the median filtering artifacts are identified as equal or nearly equal neighboring pixels, which create a visual impression with no correlation. Bovik called this effect streaking artifacts. As the image changes smoothly pixel-wise, when the n × n filter changes a value and goes to the horizontal/vertical neighbor pixel, only n new pixel values are considered in the filter mask and are used in the neighboring area of the next pixel. Hence, the probability of the previously changed pixel being the median value of the neighboring area of its neighbor pixel is high. This yields horizontal and vertical streaks in the image, and this effect is referred to streaking artifacts.
Given the high use of median filtering operations for image tampering and to anti-forensic applications, several filtering detection techniques were proposed in the literature. We shall discuss each of them in Section 3.
Existing Solutions for Median Filtering Detection
Kirchner and Fridrich [22] proposed the first method targeting the identification of median filtering in digital images. For uncompressed images such as PNG and TIFF images, they proposed a method based on a histogram of differences between an image and its version translated one pixel. In median filtered images, the streaking artifacts refer to pixels with the same value. The ratio of bin related to zero value and the adjacent bins are higher in median filtered images than this same ratio in pristine (non-filtered) images. To detect the median filtering, the authors proposed the use of an ad-hoc threshold. For compressed images, such as JPEG, the authors proposed the classification, by a machine learning classifier, of feature vectors based on Subtractive Pixel Adjacency Matrix (SPAM).
Cao et al [5] investigated the streaking artifacts in uncompressed images by analyzing pixel neighborhoods. The proposed method firstly computes pixel differences with neighbors in the top and in the right, resulting two matrices of differences. These matrices are then binarized and create the binarized neighboring differences row-wise and another with neighboring differences column-wise. As the pixels in median filtered images have similar values in a given neighborhood (due to the streaking artifacts), the variance in a squared region around each pixel is low. A map of pixel variances in a neighborhood is then built and also binarized. These three matrices are used to calculate features that, when summarized, yields a measure that is used to identify the median filtered images.
Yuan [32] noticed dependencies in overlapped neighboring blocks of pixels in median filtered images. The author states that these dependencies identify the median filtering and proposed a set of five metrics to be calculated per pixel in each s × s non-overlapped blocks, yielding s × s five dimensional vectors per block, one five dimensional vector per pixel in this block. The mean of the five metrics per corresponding pixel is calculated in all blocks, yielding s × s five final dimensional vectors. These vectors can be combined as a feature vector to train a machine learning classifier to identify the median filtering.
Chen and Ni [6] noticed that, compared with images not blurred by median filtering, the median filtered images exhibit characteristic traces around edges (neighborhood correlation, noise suppression and good edge preservation). These fingerprints are characterized through an Edge Based Prediction Matrix (EBPM) containing the estimated prediction coefficients of neighborhood among different edge regions in images. Firstly, the image is divided in B × B overlapped blocks. For each block, the horizontal and vertical gradient features are calculated and the blocks are classified according to these gradient values. Then EBPMs are calculated on the three kinds of blocks separately, yielding 3 × (B 2 − 1) prediction coefficients that are concatenated to yield a feature vector used in a machine learning classifier.
Chen et al. [8, 7] stated that median filtered images inevitably exhibit distinctive statistical artifacts in the difference domain. They explored the cumulative distribution function of the first and second order pixels differences of non-filtered, median filtered and linear filtered images as fingerprints to construct the global probability feature set (GPF). They also used the local correlations between different adjacent image difference pairs to construct the local correlation feature set (LCF) and proposed an approach, which yields 56 features used by an SVM classifier (44 based on GPF and 12 based on LCF).
Kang et al. [18, 19] used a novel approach to identify the median filtering based on the difference between a disturbed (median filtered) image and the input image, instead of just analyzing the input image. This artifact is investigated because the authors want to remove the interference from the image content, such as edge and texture. The median filter used to disturb the image uses a 3 × 3 mask and this image is called the Median Filtered Residual (MFR). This image is used as input to an autoregressive model in row and column-wise, yielding 10 coefficients used to feed an SVM classifier.
Zhang et al [33] proposed a novel local texture descriptor to detect median filtered images: the second-order local ternary pattern (LTP). The nth order LTP operator is a set of matrices (one per direction) which encode the n-order pixel differences using a 3-valued code (-1,0 and 1). They extract a feature vector based on the LTP matrices in the following steps: firstly, the LTPs are calculated for each pixel in four neighboring directions by coding the difference between eight pairs of central and neighbor pixels in a 3 × 3 area and their neighbors in that direction. Each pixel has four matrices with eight binary values, coding its neighborhood in a 3 × 3 area. The LTP is then divided in two LTP matrices, considering the positive and negative pixel difference halves. The binary values in each direction are converted to decimal and histograms per positive/negative matrices are then concatenated to form the final feature vector with 2,048 dimensions (256 bins and 4 directions for positive values, 256 bins and 4 directions for negative values are 1, 024 + 1, 024 = 2, 048 dimensions).
Differently to all of the aforementioned approaches, in this work we explore the effects of multiple and multi-scale image perturbations, using image filtering to highlight streaking artifacts and to build a highly discriminative feature space suitable for automatic decision making with image quality metrics. We shall give more details of the proposed method in Section 4.
Proposed Method
Our technique is inspired on the observation of what happens in text file compression using, for example, the Run-Length encoding algorithm [16] . When a text file is compressed for the first time, its size will decrease because there are redundancies in the text used in the compression (for example, a text file with AAAABBB will become 4A3B, in other words, a file with 7 characters is represented by 4 characters in the compressed file). However, when a second compression is applied to an already compressed file, chances are the file size will increase if compared to the previous compression (in the same example, 4A3B will become 141A131B). This happens because there are much less or no redundant elements to compress, leading to a file size increase compared to the previous compression.
Our multi-perturbation approach is also inspired by the Rocha and Goldenstein [25] steganalysis detection technique. In their work, they propose to perform progressive insertion of hidden messages (this can be also regarded as perturbations) in digital images. Then, in regions of interest, statistical descriptors are used to feed a classifier able to detect if hidden messages exist in digital images. The authors realized that pristine and stego images suffer different behavior when are disturbed (in this case, with hidden messages). We found that the same happens in median filtered images: they also show different behavior when they are disturbed. These blurred images suffer different degradation when compared to pristine images after a series of successive perturbations (median filtering operations). These perturbations will highlight the streaking artifacts and can be detected or not by measuring the degradations of the disturbed images when compared to the input image.
Hence, we propose in this paper a novel technique based on multi-directional and multi-scale multiple perturbations in the image, measuring the image degradations by means of image quality metrics. We propose the use of multi-scale median filtering masks because, when applying the multiple perturbations on multiple median mask sizes, we are able to find groups of streaking (redundant) pixels no matter which median filter mask size was used to originally blur the image. The proposed technique can be regarded as multi-directional because, for each mask size, a different neighbor pixel can be used to replace the pixel in the center of the window, so the streaking artifacts are propagated in different ways, depending on the mask, image content and the region where the sliding window is located. The multiple perturbations are done to propagate the streaking artifacts and to make them more detectable to our developed metrics.
To detect image median filtering in our proposed approach, we build a feature vector to be used by machine learning classifiers that encodes the median and non-median information present in the image. For that, we perform f progressive filterings with m median filtering masks with different n × n dimensions in the input image. We consider median filtering windows (regions of interest) of size 3 × 3, 5 × 5, 7 × 7 and 9 × 9. In other words, we define n = {3, 5, 7, 9}, 1 ≤ m ≤ 4 and 1 ≤ f ≤ 5. After each filtering, we measure how the perturbed image was degraded using the input image for comparison. Fig. 1 depicts the workflow of the proposed technique.
As Figure 1 shows, the proposed method works by progressively blurring f times a set of training images using m mask sizes, comparing each filtered image with the input image by using q = 8 IQMs. All the IQMs calculated are combined to yield a final description (feature) vector F ∈ R f ×m×q . Then, a machine learning classifier learns the behavior of the median and pristine images and, given a test image, the approach repeats the operation and the classifier labels the new images based on what is has learned during training. Algorithm 1 shows how the approach works for a given window size. Basically, for the first perturbation, the IQMs extraction happens at the first blurring of the image, using the input image as the reference image. For the second perturbation onwards, the blurred image from the previous perturbation is blurred again and the IQMs extraction takes place in a similar way. To apply Algorithm 1 to multiple scales, it is necessary to apply it to each scale individually and concatenate all vectors at the end to yield the final feature vector used to feed an SVM classifier.
IQMs [30, 11, 31] have been successfully employed in the literature and are described in terms of the visibility of the distortions, such as color shifts, blurriness, Gaussian noise and blockness [30] . The most common way of creating an image quality metric is quantifying the visibility of these distortions by comparing a distorted image to a reference one. They were already used before in digital image forensics. Avcibas et al. [2] used four different image quality metrics and a classifier to detect traces of image manipulation. The authors also used such IQMs to detect hidden messages in digital images [3] . Differently from these approaches, we explore the effects of the proposed perturbations to highlight streaking artifacts by using IQMs and then build a highly discriminative feature space suitable for detecting median filtering in digital images. Fig. 1 : Proposed technique to detect median filtering. In the training phase (top), the image quality metrics are calculated per image after f progressive perturbations using m scales of the median filter mask. All these metrics are then combined to yield a final feature vector. Feature vectors of all training images are finally used to build a machine learning classifier. In the testing step (bottom), the same procedure is done but now the feature vector is classified as pristine or median filtered image, according to the trained classification model. Measures. 2 //1. Perturbations: Perform f progressive median filterings using f filter scales
for the n − th perturbation using f − th filter scale, calculate q IQMs
To measure the streaking artifacts in our proposed technique, we use q = 8 bivariate image quality metrics per perturbation and window mask: Mean Squared Error, Peak Signal to Noise Ratio, Structural Content, Average Difference, Maximum Difference, Normalized Cross Correlation, Normalized Absolute Error and Structural Similarity. We chose these eight quality measures because they were proven to be efficient in measure image degradation in previous works [30, 11, 31] .
Mean Squared Error (MSE): this IQM measures the mean of pixel differences (hereinafter referred to as error) between an ideal image I and its distorted image K.
where
2 and M and N are the dimensions of the two images I and K.
Peak Signal to Noise Ratio (PSNR): this IQM is the ratio between the maximum possible power of the ideal image I and the power of corrupting noise that affects it in image K. PSNR is usually expressed in terms of the logarithmic decibel scale and typical values for JPEG images are between 30 and 50 dB, where higher is better. This metric is calculated as:
Structural Content (SC): this IQM calculates the ratio of squared sum of pixels in the original image I and in its distorted version, K,
Average Difference (AD): this IQM measures how the pixels change in a distorted image K when compared to its ideal image I by calculating the mean of errors (the error is not squared as in MSE) between pixels of the two images:
Maximum Difference (MD): this IQM measures the highest error found in a distorted image K related to its ideal image I:
Normalized Cross Correlation (NCC): this IQM measures the similarity between two dimensional signals I and K:
Normalized Absolute Error (NAE): this IQM calculates the normalized error between I and K, defined as the ratio of sum of pixel differences (error) between the ideal and distorted image and the sum of pixels in the ideal image I.
Structural Similarity (SSIM): this IQM measures the change of the structural information of the image, which are the inter-dependencies of close pixels. These dependencies carry important information about the structure of the objects in the visual scene. The SSIM metric is applied on various windows of the investigated images as:
where x and y are n × n (typically 8 × 8) image patches from I and K respectively, u x and u y are the mean pixel values of patches x and y, σ x and σ y are the same for variance, σ xy is the covariance of x and y and c 1 and c 2 are constants that are calculated depending on the bits per pixel of the images. The calculation can be done in just one window in both images or in a subgroup of them. When using the latter approach, the mean of SSIMs is reported as the final SSIM. The resultant SSIM is a value between -1 and 1, and the value 1 occurs when I and K are the same image.
Experimental Setup
In this section, we discuss the used benchmarks, the experimental methodology, the state-of-the art approaches used for comparison and statistics used to compare all studied methods.
Benchmarks
The experiments considered four benchmarks. The first one comprises 3,996 JPEG images from the Chinese Academy Image Tampering Database [10] . These images are compressed, have similar lighting conditions, low resolution and most of them were taken with the same camera. Here, 1,998 images are pristine and 1,998 are median filtered with a 3 × 3 Matlab median filter implementation. We use this dataset, referred to as CASIA COMP, for finding the best parameters of the proposed technique, to compare the proposed methods to the state of the art in a cross-validation scenario and to train the classifier in a cross-dataset scenario used in the experiments. The second benchmark contains 800 JPEG images from a personal image dataset. It comprises 800 JPEG images collected with very different resolutions, camera noise, lighting conditions and compressing factors. These images were taken from different dedicated cameras and smartphones. It is used to test the classifier trained with compressed images from the previous database. Here, 400 images are pristine and 400 are median-blurred images with different window masks (3 × 3, 5 × 5, 7 × 7, 9 × 9). These median blurring were performed using four different image processing tools: Matlab, OpenCv, Gimp, and Photoshop. Table 1 shows the devices used to acquire the images of this database, which is referred to as COMPLEX. Table 1 : Cameras and Smartphones used to acquire images of the COMPLEX benchmark.
The third benchmark comprises 2,773 uncompressed images from CASIA [10] (we refer to this benchmark as CASIA UNCOMP) and the fourth benchmark contains 1,338 uncompressed images from Uncompressed Image Database (we refer to this benchmark as UCID) [28] . We use the images from CASIA UNCOMP to find the best parameters of the proposed technique, to compare the proposed methods against the state of the art in a cross-validation scenario and to train the classifier in the cross-dataset scenario used in the experiments. The images from UCID are used to test the classifier in the cross-dataset scenario. A total of 8,907 images are used for validation. Three out of four benchmarks are freely available at their original websites but will also be freely available here 4 , along with the necessary materials for reproducing all the experiments upon acceptance of this paper.
Experimental Methodology
To find the best parameters of the proposed technique and also to compare it against the state of the art, we chose two experimental protocols, one is the 5 × 2 cross-validation and the other is the cross dataset.
In the 5 × 2 cross validation protocol, for each one of the five rounds, 50% of the data is used as the training set of the classifier and the other 50% of data is used for testing. Then, the process is inverted: the data used for testing is used for training and the data used for training is used for testing. This process is repeated five times (five rounds). In the end, 10 experiments of training and testing of the classifier are performed. This is regarded as an optimal benchmarking protocol for learning algorithms [9] . We used data from the CASIA COMP and CASIA UNCOMP dataset in this experiment.
The second form of validation considers the cross-dataset protocol, a more real-world situation, whereby the training data is known and come from the available database and the testing dataset come from a different and unknown dataset collected by different people, with different acquisition conditions, parameters and settings. In this scenario, we use just one training (with the known data) and one test (with the unknown data). The training data here come from CASIA COMP and CASIA UNCOMP and the testing data came from COMPEX and UCID. This setup is close to a real-world situation, whereby the data used during operation of the method may come from completely different acquisition conditions.
State-of-the Art Methods Considered
We compare the proposed methods to some state-of-the-art approaches presented in Sec. 3:
1. Kirchner and Fridrich [22] with T = 3 and second order Markov Chains as described in their work, yielding a 686-d feature vector (hereinafter referred to as SPAM); 2. Yuan [32] in 3 × 3 blocks and a 44-d feature vector (hereinafter referred to as MFF); and 3. Chen et al. [8, 7] with parameters T =10, B=3 and K=2 and 56-dimensional feature vectors as described in their work (which we hereinafter referred to as GLF).
We use these three approaches because the SPAM and MFF source were available (in [23] and [14] , respectively) and the papers that presents GLF [8, 7] were clear enough to allow a complete reproduction of the work.
Metrics and Statistical Tests
To compare the proposed method against the state of the art, we choose a set of standard metrics and conduct tests to identify if there is statistical significance in the reported results.
The first metric used is the classification accuracy. It measures the ratio of the number of correct positive (in our case, median filtered images) and negative (pristine images) classifications and the total set of testing data. It is calculated as
where TP, TN, FP and FN are true positives, true negatives, false positives and false negatives respectively. We don't use the normalized accuracy here because the positive and negative examples in our data are always balanced. The Sensitivity is the ratio of number of samples correctly classified as positive and the total number of positive samples in the testing data. It is also known as true positive rate and is calculated as
The Specificity is the ratio of number of samples correctly classified as negative and the total number of negative samples in the testing data. It is also known as true negative rate and is calculated as
The precision tells the percentage of correct positive classifications given all the positive classifications given by the classifier. It is calculated as
In the statistical significance tests, we first perform a pre-test to confirm if all techniques are statistically different. If so, a pairwise test compares one technique against another (also known as post-test). Each of these steps usually involves a statistical test and a confidence level. We consider a 95% confidence level for each test, which means that a p-value returned must be less than 0.05. The pre-test is used to determine if subjects change significantly across occasions and conditions. We consider the ANOVA test to investigate the parameters of the proposed technique and the Friedmann test to cross validation and cross dataset experiments. To compare the techniques against each other, we use the Tukey-Kramer approach (also known as Honestly Significant Difference (HSD)) in the investigation of the parameters of the proposed technique and also the McNemar's test in the cross-validation and cross-dataset experiments.
Experiments and Discussion
In this Section, we show the experiments performed to validate the proposed technique. We present the experiments for finding the best parameters of the proposed technique, study the importance of the features proposed and compare it to the state of the art in a cross-validation and cross-dataset scenarios, using compressed and uncompressed images.
Tuning of Parameters
The minimal number of perturbations n and number of windows q of the proposed technique were found after statistical tests in a series of 5×2 cross-validation experiments in the CASIA COMP [10] dataset. Here, we characterize the images as described in Sec. 4 and train an SVM classifier with an RBF kernel, whose parameters are automatically learned during training, according to the 5 × 2 cross-validation protocol used.
In this experiment, we fixed q = 8 image quality measures to be calculated at each filtering, comparing the output with the input image. The blurring is done progressively f times, where we vary f in 1 ≤ f ≤ 5. We use m different scales of the median filtering mask, where 1 ≤ m ≤ 4. With these, the total number of experiments performed to find the best parameters was 25. Table  2 shows the results of the best parameters (f, m). The ANOVA statistical test results in Table 3 shows that varying the number of windows and perturbations are statistically significant (p-value < 0.05) and these factors are correlated. Figure 2 depicts the results of Tukey-HSD tests for pairwise comparisons. 2 shows that there is no statistical difference when using three and four, three and five and four and five perturbations. However, there is significant difference when using more than one perturbation. In addition, varying the window sizes is statistically significant according to Fig. 2 . The ANOVA test in the three best algorithms yielded a p-value of 0.79, which helps us to state that the accuracy difference between these techniques is not statistically significant. Hence, we chose to use the three last configurations (namely TPOW, TPMW and FPMW) in the second part of the experiments.
Studying the Importance of Features
To justify the use of multiple scales and perturbations, we used the random forest classification technique. We used this classifier to investigate the importance of the used features after the training. We then show, in Figure 3 , the features importance after training the classifier with the proposed TPMW configuration. Figure 3 shows that, if training the classifier with pristine images and 3 × 3 median filtered images (i.e., images from database CASIA COMP), the most important dimensions (or peaks) are located in the area of the first 24 dimensions (the same dimensions from the proposed TPOW) and are in the first scale of median mask (3 × 3 filter). These 24 features comprise eight image quality metrics calculated after three perturbations. We find that the three most important dimensions are the first, sixth and the fourteenth (i.e., the Mean Squared Error of the first perturbation, the Maximum Difference of the first perturbation and the Maximum Difference of the second perturbation, respectively). The quality metrics calculated in other scales are not so important for the classification in this scenario. Hence, the use of multiple perturbations is justified here.
Scale 5 ⇥ 5 Scale 7 ⇥ 7 Scale 9 ⇥ 9 Fig. 3 : Importance of features after the training of a Random Forest classifier using the description from the cross validation compressed data. Here, the blurred images were smoothed by a 3×3 median filter window and the number of trees chosen was 150 as it yielded the best classification accuracy in the parameter search.
In another scenario, we investigate the dimensions importance when the training has pristine and blurred images with different median filtering windows scales (rather than only 3 × 3). We trained the Random Forest classifier with the proposed TPMW applied on our COMPLEX image dataset and the result of dimensionality importance analysis is shown in Figure 4 . It is clear that the multiple scales are also important. We can see other peaks in the figure rather not seen in Figure 3 . They can be found in the 39th, 55th and 90th dimensions (i.e., the Structural Similarity of the second perturbation from the 5×5 filter mask, Structural Similarity of the first perturbation of the 7 × 7 filter mask and the Normalized Cross Correlation of the third perturbation of the of the 9 × 9 filter mask, respectively). This training scenario is more diverse because it better captures the variations of the real world (different cameras to acquire images, different compression settings, different image resolutions and different median filter masks using different implementations). Hence, the multiple perturbations and scales are justified.
Scale 5 ⇥ 5 Scale 7 ⇥ 7 Scale 9 ⇥ 9 Fig. 4 : Importance of features after the training of a Random Forest classifier using the description from the cross-validation compressed data in dataset CASIA COMP. Here, the blurred images were smoothed by a 3×3, 5×5, 7×7 and 9×9 median filter windows and the number of trees chosen was 50 as it yielded the best classification accuracy in the parameter search.
Comparison with the State of the Art on a Cross-Validation Scenario
As discussed in Section 5.2, the experiments are performed considering two evaluation protocols: cross validation and cross dataset. We perform the 5×2 cross validation in the proposed techniques and in the state-of-the-art methods. Figures 5, 6 , and 7 show the classification accuracy results of the proposed techniques against the state of the art in the CASIA compressed dataset under a series of different compression settings. Here, half of the images were blurred with 3 × 3 mask. We also use two variations of the proposed technique based on classifier fusion: the first one uses voting of classifications of the three best proposed techniques (we denote this technique as VOTE) and the other technique proposed is the meta-fusion of the three best techniques. In other words, this last proposed technique uses the distance to three hyperplanes as a four-dimensional feature vector for classification (labeled here as META).
Note that although we present results here using the SVM classifier, any other classification method could be used. The reason for choosing SVM is that most of the existing methods in the literature consider this method. Therefore we decided to keep it for a fair comparison regarding this possible factor. Using random forests, for instance, yielded similar results for our methods although slightly worse than SVM. As Figures 5, 6 , and 7 show, the proposed techniques are the ones that achieve classification accuracies higher than 98% in most of the cases considered in this database. It is expected that accuracies get worse by changing the compression settings, but even in this scenario, the proposed techniques showed a very small accuracy change and were still the best ones to detect the median filtering. We performed Friedmann statistical tests and there is statistical difference in the experiments related to the compression setting 75 (p-value= 7.81 ×10 −12 ). Also, Tukey-HSD pairwise tests state that the best proposed method (VOTE) is statistically significant when compared to all state of the art (GLF, MFF, and SPAM) and also to the fusion-based META. For compression setting 55, there is also statistical difference in the experiments (p-value 1.77 ×10 −11 ) but the best proposed method is not statistically better than the state of the art GLF (the best state-of-the-art method in this scenario), although it is true to the proposed META and also the methods SPAM and MFF. Finally, for compression setting 35, there is statistical significance (p-value 6.09×10 −12 ) in the experiments, and the best proposed method (VOTE) is statistically significant when compared to GLF, MFF and SPAM and the proposed META. Figure 8 shows a case whereby the proposed techniques are outperformed by the state of the art. In this case, the same 5 × 2 cross validation scenario is used, but using the CASIA UNCOMP database. This is not a serious problem because, in a real-world scenario, uncompressed images are less common than compressed ones. Note, however, that the Tukey-HSD pairwise tests indicates that the best method in this scenario (the state of the art MFF) is not statistically significant when compared to our best proposed method (VOTE) although it is true when compared to the proposed TPOW and the proposed META (the p-value of Friedmann statistical tests is 2.7 ×10 −10 ). One interesting point to note in these experiments is the fact that, in all compressed and uncompressed scenarios, there is no trend favoring any of the proposed methods VOTE, TPMW, TPOW, and FPMW preventing us to choose and recommend one of them in all cases. However, this will change in the next section when considering a cross-dataset evaluation.
Comparison with the State-of-the-Art on a Cross Dataset Scenario
In the second round of experiments, we want to validate the proposed techniques in a real-world scenario. For that, we use only one round of training and testing of the classifier. The training data are the same used in the cross-dataset scenario (compressed and uncompressed) from CASIA COMP and CASIA UNCOMP and the testing set comes from different (compressed and uncompressed) benchmarks. The compressed unknown data come from the COMPLEX benchmark and the uncompressed come from UCID, as we previously discussed. Table 4 shows the average results for the cross-dataset scenario results when using compressed images and uncompressed images. Table 4 : Cross-dataset experiment average results. Techniques in bold are variations of the proposed method discussed in Sec. 4 and the best results by metric are highlighted in light gray.
According to Table 4 , the best technique considering the cross-dataset scenario is the proposed FPMW, with an 87.1% mean accuracy. This highlights the use of multiple and multi-scale perturbations. We find that this better captures the streaking artifacts already present in median filtering images. Although this technique does not show the best sensitivity and specificity, it showed the best accuracy because it showed specificity and sensitivity higher than 80%. Also, it showed the best precision in this experiment (91.2%).
The proposed META uses the three distances to the classifier hyperplanes (TPOW, TPMW, and FPMW) as a three dimensional vector for classification. It achieves the second best mean specificity (95%) but it has the worst accuracy in these experiments. This shows that META fusion as a combination of the three proposed methods is not necessary or worth, in general.
The proposed method TPOW yields the second worst mean sensitivity of the experiments (73.9%). Hence, the use of just one single filter scale (median filter mask size) cannot highlight the streaking artifacts and more scales are recommended. The proposed TPMW on the other hand, shows the second best mean accuracy results of the experiment (86.6%), showing that the number of perturbations influences the classification result.
The proposed VOTE method combining the three best proposed methods using majority voting correctly classified 85.7% of the test images. Although not statistically significant when compared to the best single approach here (FPMW, no fusion) in all experiments in the crossvalidation scenario, VOTE yielded the best accuracy considering the cross-validation protocol, but it is not the best in this cross-dataset setup. This is explained because the combined methods used by VOTE (FPMW, TPMW, and TPOW) performed well enough individually to boost VOTE in the cross-validation scenario. However, the same does not happen in the more strict cross-dataset evaluation protocol, as TPOW and TPMW were not good enough to help FPMW to detect more forgeries and pristine images in this setup. This highlights the high complexity of the compressed testing dataset, whereby images were taken by different cameras and smartphones, with different resolutions, noise and light conditions, illustrating what is the closest to a real-world situation.
Regarding the state of the art, the best mean sensitivity was from MFF (95.2%). This means that this approach is the best to detect forgeries, although its low mean specificity (53.3%) render this technique several problems in the forensic scenario as it would blame several innocents (false detections), which is unacceptable in a criminal scenario. The best mean specificity is from SPAM: 96%. This means that this last technique is the best to avoid blaming innocents, although its low mean sensitivity (67.5%) misses about one third of the forgeries.
In summary, multiple perturbations and multiple windows (FPMW) outperform the state-ofthe-art methods in this complex cross-dataset setup. Also, as FPMW performs well in nearly all tested scenarios, we further recommend this technique for better median filtering detection.
Conclusion
In this paper, we presented novel median filtering detection approaches based on multi-perturbations using one or multiple scales of median filtering. Our technique is different from others because we describe pristine and blurred images by means of image quality metrics, calculated after multiple filterings with different window sizes (filtering intensities), building a discriminative feature space for later decision making. We showed our methods' reliability considering cross-validation and cross-dataset scenarios, with compressed and uncompressed images.
The obtained results here further emphasise the importance of taking into account multiple perturbations in our proposed techniques as they better highlight the median filtering artifacts, namely the streaking artifacts. The analogy with text compression is clear: when a series of text compressions are done, if the file is already compressed, chances are that the file size will increase due to the redundancy already coded in previous compressions. Therefore, to find if a suspect text is compressed, one needs just to compress it again and compare the file sizes. In median filtering images, when a series of filterings are performed, if the image is already filtered, there are chances that the streaking artifacts are more propagated and highlighted than in pristine (non-filtered) images. To find if a suspect image is blurred, we can to successively blur it and compare the results to the original image using image quality metrics and analyze the behavior of such measures.
Complementing, the use of multiscale filters are also important because, once the original mask used for filtering a suspect image is unknown, the multi-scale filters can be used because some of them can propagate the streaking in a more efficient way than others. A study of the most important features corroborate our findings, showing the features from different scales and perturbations are activated during training.
Finally, observe that the fusion of the three proposed approaches is not necessary, in general, because it works only when all the proposed techniques already perform reasonably well and when they are complementary in some way. Therefore, the take-home method here is the FPMW, first, because the best approaches in the cross-validation experiments in compressed and uncompressed images (VOTE and MFF respectively) are not statistically significantly better when compared to FPMW. Also, the proposed FPMW is the best in the cross-dataset scenario, where there is only one chance to detect forgeries (there is only one test which has different acquisition conditions than the training images). We find that this situation is better than the cross-validation, because in a real-world setup, the data acquired often are in this condition. Finally, FPMW is faster than applying three approaches and combining them (as VOTE does).
For future work, some interesting research branches span out. For instance, one could focus on studying more image quality metrics to be incorporated in the description phase; including more median filtering variations in the training sets; and studying the application of the proposed technique on tiny image patches. Finally, one research branch worth pursuing would be validating the proposed method and possible enhancements under median filtering anti-forensic operations such as the one proposed by Fontani and Barni [13] .
