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LARGE DEVIATION FOR TWO-TIME-SCALE STOCHASTIC BURGERS
EQUATION
XIAOBIN SUN, RAN WANG, LIHU XU, AND XUE YANG
Abstract. We consider a system of stochastic partial differential equations with slow and
fast time-scales, where the slow component is a one-dimensional stochastic Burgers equation
with small noise and the fast component is a stochastic reaction-diffusion equation. A
Freidlin-Wentzell’s large deviation principle is obtained for the slow process, for which the
weak convergence approach is applied.
1. Introduction
In this paper, we study the large deviation principle for the following stochastic slow-fast
system on the interval [0, 1]:
∂
∂t
Xε,δt (ξ) =
∂2
∂ξ2
Xε,δt (ξ) +
1
2
∂
∂ξ
(
Xε,δt
)2
(ξ) + f
(
Xε,δt , Y
ε,δ
t
)
(ξ),
+
√
εσ1
(
Xε,δt
)
(ξ)Q
1/2
1
∂W
∂t
(t, ξ),
∂
∂t
Y ε,δt (ξ) =
1
δ
[
∂2
∂ξ2
Y ε,δt (ξ) + g
(
Xε,δt , Y
ε,δ
t
)
(ξ)
]
+ 1√
δ
σ2
(
Xε,δt , Y
ε,δ
t
)
(ξ)Q
1/2
2
∂W
∂t
(t, ξ),
Xε,δt (0) = X
ε,δ
t (1) = Y
ε,δ
t (0) = Y
ε,δ
t (1) = 0, t > 0,
Xε,δ0 = x, Y
ε,δ
0 = y,
(1.1)
where ε > 0, δ = δ(ε) > 0 are small parameters describing the ratio of time scales between
the slow component Xε,δ and fast component Y ε,δ. The coefficients f, g, σ1 and σ2 satisfy
some suitable conditions. {Wt}t>0 is a standard cylindrical Wiener process on the Hilbert
space L2(0, 1), and Q1, Q2 are trace class operators.
The motivation for the study of multi-scale processes can be founded, for example, in
stochastic mechanics (see Freidlin and Wentzell [14, 15]), where a polar change (or an appro-
priate change linked to the considered Hamiltonian) may give an amplitude evolving slowly
whereas the phase is on an accelerated time scale; or in climate models (see Kiefer [25]),
where climate-weather interactions may be studied within the averaging framework, climate
being the slow motion and weather the fast one; or in genetic switching models (see Ge et
al. [17]), which involves fast switching of DNA states between active and inactive states and
the transcriptional and translational processes with different rates depending on the DNA
states.
The study of the averaging principle has been extensively developed in both the determin-
istic (σ1 = 0) and the stochastic context: see, for example, Bogoliubov and Mitropolsky [1]
for the deterministic case; Khasminskii [26] for a finite dimesional stochastic system; Cerrai
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and Freidlin [5] for an infinite dimensional stochastic reaction-diffusion systems. We finally
refer to the recent works [2, 4, 5, 6, 8, 16, 19, 21, 22, 34] for more interesting results on this
topic.
Large deviation results for multi-scale diffusions have been studied by Freidlin andWentzell
(see [14] Chapter 7), Liptser [24], Veretennikov [33] and Puhalskii [29]. By using the Dupuis-
Ellis’ weak convergence approach [10], Dupuis and Spiliopolous [11], and Kushner [28] studied
the large deviations for two-time-scale diffusions. Kumara and Popovic [27] studied the
large deviation problems for a two-time-scale model of jump-diffusion processes by using the
viscosity methods developed by Feng et al. [12]. Large deviations for the slow-fast systems
have been studied in [18, 20, 30, 35] and so on.
The main contribution of this work is derivation of the large deviation principle for a
system of stochastic partial differential equations with slow and fast components, where
the slow component is a one-dimensional stochastic Burgers equation with small noise and
the fast component is a stochastic reaction-diffusion equation. Since the weak convergence
method, one of the most effective methods in analyzing large deviations, is applied in this
paper, the key step is to analyze the asymptotic behaviour of the controlled slow process
Xε,δ,u
ε
, which satisfies
∂
∂t
Xε,δ,u
ε
t (ξ) =
∂2
∂ξ2
Xε,δ,u
ε
t (ξ) +
1
2
∂
∂ξ
(
Xε,δ,u
ε
t
)2
(ξ) + f
(
Xε,δ,u
ε
t , Y
ε,δ,,uε
t
)
(ξ),
+σ1
(
Xε,δ,u
ε
t
)
Q
1/2
1 u
ε
t(ξ) +
√
εσ1
(
Xε,δ,u
ε
t
)
(ξ)Q
1/2
1
∂W
∂t
(t, ξ),
∂
∂t
Y ε,δ,u
ε
t (ξ) =
1
δ
[
∂2
∂ξ2
Y ε,δ,u
ε
t (ξ) + g
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
(ξ)
]
+ 1√
δε
σ2
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
Q
1/2
2 u
ε
t(ξ)
+ 1√
δ
σ2
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
(ξ)Q
1/2
2
∂W
∂t
(t, ξ), (t, ξ) ∈ [0, T ]× [0, 1]
Xε,δ,u
ε
t (0) = X
ε,δ,uε
t (1) = Y
ε,δ,uε
t (0) = Y
ε,δ,uε
t (1) = 0, t > 0,
Xε,δ,u
ε
0 = x, Y
ε,δ,uε
0 = y,
(1.2)
where uε is a kind of square integrable process, which is usually called a control in this
article.
The averaging principle asserts that, if without the control uε, the slow component Xε,δ
converges strongly to solution X¯ of the corresponding averaged equation (see [8]). When
control process uε occurs, due to the fact that Xε,δ,u
ε
depends on Y ε,δ,u
ε
, which has an
additional controlled term 1√
δε
σ2
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
Q
1/2
2 u
ε
t , the convergence of controlled X
ε,δ,uε
may not be obtained directly. To deal with this, the method of constructing “viable pair”
(ψ, P ) is applied by Hu et al. in [18] (see also [11]), where a measure P is used to characterize
the invariant measure of controlled fast component and controls u simultaneously. But in
this article, we will use a different strategy. To make sure the additional controlled term in
Y ε,δ,u
ε
is convergent, we need to assume that δ/ε→ 0, as ε→ 0, which is inspired from [18].
Then we intend to prove the controlled slow process Xε,δ,u
ε
converges to averaging controlled
slow process X¯u (see Eq. (2.4)) directly.
The main difficulties lie in the non-linear term in the stochastic Burgers’ equation in
this article. Hence, the techniques of studying averaging principle and stopping time are
applied, i.e., we have to estimate not only the controlled stochastic systems but also a pair
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of auxiliary processes
(
Xˆε,δ, Yˆ ε,δ
)
(see Eq. (4.17) and Eq. (4.18)). The auxiliary processes
play an important role in proving the weak convergence of controlled slow process. To our
knowledge, there are rarely studies to deal with highly non-linear term on this topic.
The paper is organized as follows. In the next section, we introduce some notations and
assumptions used throughout the paper, then give the main result and skeleton of the proof.
Section 3 is devoted to the study of averaged equation and skeleton equation. In section 4,
we finish the proof of large deviation principle by the weak convergence approach. In the
Appendix, we recall some well-known results about the large deviation principle and the
Burgers equation.
Please note that, C and Cp denote positive constants which may change from line to line
along this paper, where p is one or more than one parameter and Cp is used to emphasize
that constant depends on p.
2. Notations and main results
Let H := L2(0, 1) be the space of square integrable real-valued functions on [0, 1]. The
norm and the inner product on H are denoted by | · | and 〈·, ·〉, respectively. For positive
integer k, let Hk(0, 1) be the Sobolev space of all functions in H whose all derivatives up
to the order k also belong to H. H10(0, 1) is the subspace of H
1(0, 1) of all functions whose
values at 0 and 1 vanish.
Let ∂
2
∂ξ2
be the Laplace operator on H:
Ax :=
∂2
∂ξ2
x(ξ), x ∈ D(A) = H2(0, 1) ∩H10(0, 1).
It is well known that A is the infinitesimal generator of a strongly continuous semigroup
{etA}t>0. Let {ek(ξ) :=
√
2 sin(kpiξ)}k>1 be an orthnormal basis of H consisting of the
eigenvectors of A, i.e.,
Aek = −λkek with λk = k2pi2.
For any σ ∈ R, let Hσ be the domain of the fractional operator (−A)σ/2, i.e.,
D
(
(−A)σ/2
)
:= Hσ :=
x = ∑
k≥1
xkek : (xk)k≥1 ∈ R,
∑
k≥1
λσk |xk|2 <∞

with norm
‖x‖σ :=
∑
k≥1
λσk |xk|2
1/2 .
Then, for any σ > 0, Hσ is densely and compactly embedded in H. Particularly, V := H1 =
H10(0, 1), whose dual space is V
−1. The norm and the inner product on V are denoted by
‖ · ‖ and 〈·, ·〉V, respectively.
Define the bilinear operator B(x, y) : H× V→ V−1 by
B(x, y) := x · ∂ξy,
and the trilinear operator b(x, y, z) : H×V×H→ R by
b(x, y, z) :=
∫ 1
0
x(ξ)∂ξy(ξ)z(ξ)dξ.
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For convenience, set B(x) := B(x, x), for x ∈ V. The related properties about operators etA,
b and B are listed in Section 5.
With the above notations, the system (1.1) can be rewritten as:
dXε,δt =
[
AXε,δt +B
(
Xε,δt
)
+ f
(
Xε,δt , Y
ε,δ
t
)]
dt+
√
εσ1
(
Xε,δt
)
Q
1/2
1 dWt,
dY ε,δt =
1
δ
[
AY ε,δt + g
(
Xε,δt , Y
ε,δ
t
)]
dt+ 1√
δ
σ2
(
Xε,δt , Y
ε,δ
t
)
Q
1/2
2 dWt,
Xε,δ0 = x, Y
ε,δ
0 = y.
(2.1)
Here, W denotes a standard cylindrical Wiener process on H. Since Q1 and Q2 are trace
class operators, the embedding of Q
1/2
i H in H is Hilbert-Schmidt for i = 1, 2. Let L2(H;H)
denote the space of linear operators G such that G is a Hilbert-Schmidt operator from H to
H, endowed with the Hilbert-Schmidt norm ‖G‖HS =
√
Tr(GG∗) =
√∑
k |Gek|2.
Suppose that f, g : H × H → H, σ1Q1/21 : H → L2(H;H), σ2Q1/22 : H × H → L2(H;H)
satisfy the following conditions:
A1. f , g, σ1 and σ2 are Lipschitz continuous, i.e., there exist some positive constants
Lf , Lg, Lσ1 , Lσ2 and C > 0 such that for any x1, x2, y1, y2 ∈ H,
|f(x1, y1)− f(x2, y2)| 6 Lf (|x1 − x2|+ |y1 − y2|) ;
|g(x1, y1)− g(x2, y2)| 6 C|x1 − x2|+ Lg|y1 − y2|;
∥∥∥(σ1(x1)− σ1(x2))Q1/21 ∥∥∥HS 6 Lσ1 |x1 − x2|;
∥∥∥(σ2(x1, y1)− σ2(x2, y2))Q1/22 ∥∥∥HS 6 C|x1 − x2|+ Lσ2 |y1 − y2|.
A2. There exists C > 0 such that for any x ∈ H,
sup
y∈H
∥∥∥σ2(x, y)Q1/22 ∥∥∥HS 6 C(|x|+ 1).
A3. The smallest eigenvalue λ1 of −∆ and the Lipschitz constants Lg, Lσ2 satisfy
λ1 − Lg > 0 and L
2
σ2
λ1
+
Lg
λ1 − Lg < 1.
A4. limε↓0 δ(ε) = 0 and limε↓0 δε = 0.
Remark 2.1. The Condition (A3) is not a sharp condition and can be weakened by more
accurate calculus. The Condition (A4) is a very important condition to make sure that the
additional controlled term in Y ε,δ,u
ε
converges 0 (see Remark 4.5 for details).
Following the standard approach developed in [7], one can prove that under Condition
(A1), there exists a unique mild solution to the system (2.1). More specifically, for any
given initial value x, y ∈ H and T > 0, there exists a unique solution (Xε,δ, Y ε,δ) such that
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Xε,δ, Y ε,δ ∈ C([0, T ];H) ∩ L2(0, T ;V) satisfying that
Xε,δt = e
tAx+
∫ t
0
e(t−s)AB
(
Xε,δs
)
ds+
∫ t
0
e(t−s)Af
(
Xε,δs , Y
ε,δ
s
)
ds
+
√
ε
∫ t
0 e
(t−s)Aσ1
(
Xε,δs
)
Q
1/2
1 dWs,
Y ε,δt = e
tA/δy + 1
δ
∫ t
0 e
(t−s)A/δg
(
Xε,δs , Y
ε,δ
s
)
ds+ 1√
δ
∫ t
0 e
(t−s)A/δσ2
(
Xε,δs , Y
ε,δ
2
)
Q
1/2
2 dWs,
Xε,δ0 = x, Y
ε,δ
0 = y.
(2.2)
Let Γε be the functional from C([0, T ];H) into C([0, T ];H) ∩ L2(0, T ;V) satisfying that
Γε(W ) := Xε,δ. (2.3)
Consider the following skeleton equation:{
dX¯ut =
[
AX¯ut +B
(
X¯ut
)
+ f¯
(
X¯ut
)]
dt+ σ1
(
X¯ut
)
Q
1/2
1 u(t)dt,
X¯u0 = x,
(2.4)
where u ∈ L2([0, T ];H) and
f¯(x) =
∫
H
f(x, y)µx(dy), x ∈ H,
with µx(·) being the unique invariant measure for the corresponding frozen equation (see Eq.
(3.1) below). By Lemma 3.4 below, Eq. (2.4) adimts a unique solution, and we denote the
solution as follows
Γ0
(∫ ·
0
u(s)ds
)
:= X¯u. (2.5)
The main result of this paper is the following theorem.
Theorem 2.2. Under (A1)-(A4), for any x, y ∈ H, {Xε,δ}ε>0 satisfies the large deviation
principle in C([0, T ];H) with the rate function I given by
I(g) := inf
{u∈L2([0,T ];H);g=Γ0(∫ ·
0
u(s)ds)}
{
1
2
∫ T
0
|u(s)|2ds
}
, g ∈ C([0, T ];H).
Proof of Theorem 2.2: According to the weak convergence criteria in Theorem 5.3, we
just need to prove that two conditions (a) and (b) in Theorem 5.3 are fulfilled. Condition
(b) will be established in Proposition 3.5 in the following section, and the verification of
Condition (a) will be given by Propositions 4.6 and 4.7 in Section 4.
3. Frozen equation and skeleton equation
In this section we are willing to prove the Condition (b) in Theorem 5.3 to prove the large
deviation principle. Before proving the compactness of solutions {X¯u} to skeleton equations
(2.4), a frozen equation is also introduced. The unique invariant measure of frozen equation
is applied to define the coefficient f¯ in skeleton equation, and the Lipschitz continuity of f¯
is used a lot in the following discussion. Note that we assume conditions (A1)-(A3) hold in
this section.
6 XIAOBIN SUN, RAN WANG, LIHU XU, AND XUE YANG
3.1. The frozen and skeleton equations. For any fixed x ∈ H, we first consider the
following frozen equation associated with the fast component:
dYt = AYtdt+ g (x, Yt) dt+ σ2(x, Yt)Q
1/2
2 dW˜t, Y0 = y, (3.1)
where W˜t is a standard cylindrical Wiener process independent of Wt. Since g(x, ·) and
σ2(x, ·)Q1/22 are Lipshcitz continuous, it is easy to prove that for any fixed x, y ∈ H, the Eq.
(3.1) has a unique mild solution denoted by Y x,yt . For any fixed x ∈ H, Y x,yt is a homogeneous
Markov process, and let P xt be the transition semigroup of Y
x,y
t , that is, for any bounded
measurable function ϕ on H,
P xt ϕ(y) = E [ϕ (Y
x,y
t )] , y ∈ H, t > 0.
Under Condition (A3), it is easy to prove that supt>0 E
[
|Y x,yt |2
]
6 C(1 + |x|2 + |y|2) and
P xt has unique invariant measure µ
x. We here give the following asymptotic behavior of P xt
proved in [4].
Proposition 3.1. [4, (2.13) ] For any x, y ∈ H, there exist C, η > 0 such that for any
Lipschitz continuous function ϕ : H→ R,∣∣∣∣P xt ϕ(y)− ∫
H
ϕ(z)µx(dz)
∣∣∣∣ 6 C (1 + |x|+ |y|) e−ηt‖ϕ‖Lip,
where ‖ϕ‖Lip := supx,y∈H,x 6=y |ϕ(x)−ϕ(y)||x−y| .
Lemma 3.2. For any x1, x2, y ∈ H and T > 0, there exists a constant CT > 0 such that for
any t ∈ [0, T ],
E
[
|Y x1,yt − Y x2,yt |2
]
6 C|x1 − x2|2.
Proof. Since
Y x1,yt − Y x2,yt =
∫ t
0
e(t−s)A [g (x1, Y x1,ys )− g (x2, Y x2,ys )] ds
+
∫ t
0
e(t−s)A [σ2 (x1, Y x1,ys )− σ2 (x2, Y x2,ys )]Q1/22 dW˜s,
by Condition (A1), we get
E
[
|Y x1,yt − Y x2,yt |2
]
6 C
∫ t
0
(
|x1 − x2|2 + E
[
|Y x1,ys − Y x2,ys |2
])
ds
+C
∫ t
0
(
|x1 − x2|2 + E
[
|Y x1,ys − Y x2,ys |2
])
ds
6 CT |x1 − x2|2 + C
∫ t
0
E
[
|Y x1,ys − Y x2,ys |2
]
ds.
The Gronwall’s inequality implies
E
[
|Y x1,yt − Y x2,yt |2
]
6 CT |x1 − x2|2.
The proof is complete. 
Let K be a Hilbert space endowed with norm ‖·‖K. For p > 1, α ∈ (0, 1), letW α,p([0, T ];K)
be the Sobolev space of all u ∈ Lp([0, T ];K) such that∫ T
0
∫ T
0
‖u(t)− u(s)‖pK
|t− s|1+αp dtds <∞,
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endowed with the norm
‖u‖pWα,p([0,T ];K) :=
∫ T
0
‖u(t)‖pK dt+
∫ T
0
∫ T
0
‖u(t)− u(s)‖pK
|t− s|1+αp dtds.
The following result represents a variant of the criteria for compactness proved in [23,
Sect. 5, Ch. I], and [32, Sect. 13.3] .
Lemma 3.3. Let S0 ⊂ S ⊂ S1 be Banach spaces, S0 and S1 reflexive, with compact embed-
ding of S0 in S. For p ∈ (1,∞) and α ∈ (0, 1), let Λ be the space
Λ = Lp([0, T ]; S0) ∩W α,p([0, T ]; S1)
endowed with the natural norm. Then the embedding of Λ in Lp([0, T ]; S) is compact.
Let S = L2([0, T ];H), and A denotes the class of {Ft}-predictable processes taking values
in H a.s.. Let SN = {u ∈ S; ∫ T0 |u(s)|2ds ≤ N}. The set SN endowed with the weak topology
is a Polish space. Define AN = {u ∈ A; u(ω) ∈ SN ,P-a.s.}.
Recall X¯u given in skeleton equation (2.4). The existence and uniqueness of the solution
of Eq. (2.4) is given in the following lemma.
Lemma 3.4. For any x ∈ H, u ∈ S, Eq. (2.4) admits a unique mild solution X¯u ∈
C([0, T ];H)∩L2([0, T ];V). Moreover, for any N > 0 and α ∈ (0, 1/2), there exist constants
CN,T and Cα,N,T such that
sup
u∈SN
{
sup
t∈[0,T ]
∣∣∣X¯ut ∣∣∣2 + ∫ T
0
∥∥∥X¯us ∥∥∥2 ds
}
≤ CN,T (1 + |x|2), (3.2)
and
sup
u∈SN
∥∥∥X¯u∥∥∥
Wα,2([0,T ];V−1)
≤ Cα,N,T (1 + |x|2). (3.3)
Proof. Step1. (Existence and uniqueness of the solution): It is sufficient to prove
f¯ is Lipschitz continuous, then the existence and uniqueness of the solution can be proved
similarly as in the case of the Burgers equation.
For any x1, x2, y ∈ H and t > 0, by Proposition 3.1 and Lemma 3.2, we have∣∣∣f¯(x1)− f¯(x2)∣∣∣
6
∣∣∣∣∫
H
f(x1, z)µ
x1(dz)−
∫
H
f(x2, z)µ
x2(dz)
∣∣∣∣
6
∣∣∣∣∫
H
f(x1, z)µ
x1(dz)− E [f (x1, Y x1,yt )]
∣∣∣∣+ ∣∣∣∣E [f (x2, Y x2,yt )]− ∫
H
f(x2, z)µ
x2(dz)
∣∣∣∣
+ |E [f (x1, Y x1,yt )]− E [f (x2, Y x2,yt )]|
6C (1 + |x1|+ |x2|+ |y|) e−ηt + C (|x1 − x2|+ E [|Y x1,yt − Y x2,yt |])
6C (1 + |x1|+ |x2|+ |y|) e−ηt + C|x1 − x2|.
Letting t→∞, we have ∣∣∣f¯(x1)− f¯(x2)∣∣∣ ≤ C|x1 − x2|. (3.4)
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Step 2. (Proof of (3.2)): For any u ∈ SN , by (A1), (3.4) and Lemma 5.5, we have∣∣∣X¯ut ∣∣∣2 + 2 ∫ t
0
∥∥∥X¯us ∥∥∥2 ds
=|x|2 + 2
∫ t
0
〈
B
(
X¯us
)
, X¯us
〉
ds+ 2
∫ t
0
〈
f¯
(
X¯us
)
, X¯us
〉
ds+ 2
∫ t
0
〈
σ1
(
X¯us
)
Q
1/2
1 u(s), X¯
u
s
〉
ds
≤|x|2 + C
∫ t
0
(
1 +
∣∣∣X¯us ∣∣∣2) ds+ 2 ∫ t
0
|u(s)| ·
∥∥∥σ1 (X¯us )Q1/21 ∥∥∥HS ·
∣∣∣X¯us ∣∣∣ ds
≤|x|2 + C
∫ t
0
(
1 +
∣∣∣X¯us ∣∣∣2) ds+ ∫ t
0
∥∥∥σ1 (X¯us )Q1/21 ∥∥∥2HS ds+
∫ t
0
|u(s)|2 ·
∣∣∣X¯us ∣∣∣2 ds
≤|x|2 + C
∫ t
0
∣∣∣X¯us ∣∣∣2 (1 + |u(s)|2) ds+ Ct.
Since u ∈ SN , by Gronwall’s inequality, we get
sup
t∈[0,T ]
∣∣∣X¯ut ∣∣∣2 + ∫ T
0
∥∥∥X¯us ∥∥∥2 ds ≤CT (1 + |x|2) exp
{∫ T
0
C
(
1 + |u(s)|2
)
ds
}
≤
(
1 + |x|2
)
CN,T <∞,
which yields (3.2).
Step 3. (Proof of (3.3)): Notice that
X¯ut = x+
∫ t
0
AX¯us ds+
∫ t
0
B
(
X¯us
)
ds+
∫ t
0
f¯
(
X¯us
)
ds+
∫ t
0
σ1
(
X¯us
)
Q
1/2
1 u(s)ds
=: x+ I1(t) + I2(t) + I3(t) + I4(t). (3.5)
Using the same arguments as in the proof of [13, Theorem 3.1], we have
‖I1‖2Wα,2([0,T ];V−1) ≤ C. (3.6)
By Corollary 5.7 and Cauchy-Schwartz inequality, for any 0 ≤ s ≤ t ≤ T ,∥∥∥∥∫ t
s
B
(
X¯ur
)
dr
∥∥∥∥2−1 ≤
(∫ t
s
∥∥∥B (X¯ur )∥∥∥
V−1
dr
)2
≤
(∫ t
s
c
∣∣∣X¯ur ∣∣∣ · ∥∥∥X¯ur ∥∥∥ dr)2
≤C
(∫ T
0
∣∣∣X¯ur ∣∣∣2 dr
)
.
(∫ t
s
∥∥∥X¯ur ∥∥∥2 dr) .
Thus, ∫ T
0
‖I2(s)‖2−1 ds ≤CT
(∫ T
0
∣∣∣X¯ur ∣∣∣2 dr
)(∫ T
0
∥∥∥X¯ur ∥∥∥2 dr
)
< +∞, (3.7)
and
∫ T
0
∫ T
0
‖I2(t)− I2(s)‖2−1
|t− s|1+2α dsdt ≤CT
(∫ T
0
∣∣∣X¯ur ∣∣∣2 dr
)
×
∫ T
0
∫ T
0
∫ t
s
∥∥∥X¯ur ∥∥∥2
|t− s|1+2αdrdsdt. (3.8)
By Cauchy-Schwartz inequality and Fubini’s theorem, there exists Cα,T > 0 such that
∫ T
0
∫ T
0
∫ t
s
∥∥∥X¯ur ∥∥∥2
|t− s|1+2αdrdsdt ≤ Cα,T
∫ T
0
∥∥∥X¯ur ∥∥∥2 dr. (3.9)
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Combining (3.2), (3.7), (3.8) and (3.9), we have
‖I2‖2Wα,2([0,T ];V−1) ≤ Cα,T (1 + |x|2). (3.10)
Similarly, we also have
‖I3‖2Wα,2([0,T ];V−1) ≤ Cα,T (1 + |x|2). (3.11)
It remains to deal with the last term I4. Since u ∈ SN , by (A2), we have∫ T
0
∥∥∥∥∫ t
0
σ1
(
X¯us
)
Q
1/2
1 u(s)ds
∥∥∥∥2−1 dt ≤ C
∫ T
0
(∫ t
0
∥∥∥σ1 (X¯us )Q1/21 ∥∥∥HS · |u(s)| ds
)2
dt
≤ CT
∫ T
0
c
(
1 +
∣∣∣X¯us ∣∣∣2) ds · ∫ T
0
|u(s)|2 ds
≤ CN,T
and ∥∥∥∥∫ t
s
σ1
(
X¯ur
)
Q
1/2
1 u(r)dr
∥∥∥∥2−1 ≤ C
∫ t
s
∥∥∥σ1 (X¯ur )Q1/21 ∥∥∥2HS dr ·
∫ t
s
|u(r)|2 dr
≤ CN
∫ t
s
(
1 +
∣∣∣X¯ur ∣∣∣2) dr.
Similar to (3.10), the above two inequalities imply that
‖I4‖2Wα,2([0,T ];V−1) ≤ Cα,N,T (1 + |x|2). (3.12)
By (3.6), (3.10), (3.11) and (3.12), we obtain (3.3). The proof is complete. 
3.2. Compactness of solutions to skeleton equations. Recall that for u ∈ S, X¯u is the
solution of the skeleton equation (2.4) and
Γ0
(∫ ·
0
u(s)ds
)
= X¯u. (3.13)
Proposition 3.5. For any N <∞, the family
KN :=
{
Γ0
(∫ ·
0
u(s)ds
)
; u ∈ SN
}
is compact in C([0, T ];H) ∩ L2([0, T ];V).
Proof. Choose a sequence {un ∈ SN ;n > 1}, and let
{
X¯un = Γ0(
∫ ·
0 un(s)ds);n ≥ 1
}
be a
sequence of elements in C([0, T ];H) ∩ L2([0, T ];V). The estimates (3.2) and (3.3) enable us
to assert that there exist a subsequence {n′} and u ∈ SN such that
(a) un′ → u in SN weakly, as n′ →∞ ;
(b) X¯un′ → X¯u in L2([0, T ];H) strongly;
(c) supn′≥1 sup0≤t≤T
∣∣∣X¯un′ (t)∣∣∣ <∞.
Using the same argument as in the proof of [31, Theorem 3.1], we can conclude that
X¯u = Γ0(
∫ ·
0 u(s)ds). Next, we will prove that X¯
un′ → X¯u in C([0, T ];H) ∩ L2([0, T ];V).
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Using (5.8), we obtain∣∣∣X¯un′t − X¯ut ∣∣∣2 + 2 ∫ t
0
∥∥∥X¯un′s − X¯us ∥∥∥2 ds
=2
∫ t
0
〈
B
(
X¯un′s
)
− B
(
X¯us
)
, X¯un′s − X¯us
〉
ds
+ 2
∫ t
0
〈
f¯
(
X¯un′s
)
− f¯
(
X¯us
)
, X¯un′s − X¯us
〉
ds
+ 2
∫ t
0
〈
σ1
(
X¯un′s
)
Q
1/2
1 [un′(s)− u(s)] , X¯un′s − X¯us
〉
ds
+ 2
∫ t
0
〈[
σ1
(
X¯un′s
)
− σ1
(
X¯uns
)]
Q
1/2
1 u(s), X¯
un′
s − X¯us
〉
ds
=:In1 (t) + I
n
2 (t) + I
n
3 (t) + I
n
4 (t). (3.14)
For the first term, by the elementary inequality 2ab ≤ a2 + b2 for a, b > 0, we have
|In1 (t)| ≤2c
∫ t
0
∣∣∣X¯u′ns − X¯us ∣∣∣ · ∥∥∥X¯u′ns − X¯us ∥∥∥ · ∥∥∥X¯us ∥∥∥ ds
≤
∫ T
0
∥∥∥X¯u′ns − X¯us ∥∥∥2 ds+ C ∫ t
0
∣∣∣X¯u′ns − X¯us ∣∣∣2 · ∥∥∥X¯us ∥∥∥2 ds. (3.15)
For the second term, by the Lipschitz continuity of f¯ and (b), we have
sup
t∈[0,T ]
|In2 (t)| ≤ C
∫ T
0
∣∣∣X¯u′ns − X¯us ∣∣∣2 ds→ 0, (3.16)
For the third term, by the linear growth condition of σ1Q
1/2
1 , (b) and (c),
sup
t∈[0,T ]
|In3 (t)| ≤ 2
∫ T
0
∥∥∥σ1 (X¯un′s )Q1/21 ∥∥∥HS · |un′(s)− u(s)| ·
∣∣∣X¯un′s − X¯us ∣∣∣ ds
≤C
(
1 + sup
0≤s≤T
∣∣∣X¯u′ns ∣∣∣
)(∫ T
0
|un′(s)− u(s)|2 ds
)1/2
·
(∫ T
0
∣∣∣X¯u′ns − X¯us ∣∣∣2 ds
)1/2
−→ 0. (3.17)
For the last term, by condition (A1), we have
|In4 (t)| ≤ C
∫ t
0
|u(s)| ·
∣∣∣X¯u′ns − X¯us ∣∣∣2 ds. (3.18)
By (3.14)-(3.18), we have
sup
s∈[0,t]
∣∣∣X¯un′s − X¯us ∣∣∣2 + ∫ t
0
∥∥∥X¯un′s − X¯us ∥∥∥2 ds
≤C
∫ t
0
(∥∥∥X¯us ∥∥∥2 + |u(s)|) ∣∣∣X¯un′s − X¯us ∣∣∣2 ds+ sup
0≤s≤t
(In2 (s) + I
n
3 (s)) .
By Gronwall’s inequality and (a)-(c), we have
sup
t∈[0,T ]
∣∣∣X¯un′t − X¯ut ∣∣∣2 + ∫ T
0
∥∥∥X¯un′s − X¯us ∥∥∥2 ds→ 0, as n′ →∞.
This implies that KN is compact in C([0, T ];H) ∩ L2([0, T ];V). The proof is complete. 
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4. Convergence of the controlled slow process
In this section we will finish the proof of main result by verifying the Condition (a) in
Theorem 5.3. Before that, a series of auxiliary results are needed to prove the convergence
of the process Xε,δ,u
ε
. Note that we assume conditions (A1)-(A4) hold in this section.
4.1. The auxiliary controlled equation. For every fixed N ∈ N, ε > 0, δ > 0, let uε ∈ AN
and Γε be given by (2.3). By Girsanov’s theorem, we know that
Xε,δ,u
ε
:= Γε
(
W (·) + 1√
ε
∫ ·
0
uε(s)ds
)
is a part of the solution
(
Xε,δ,u
ε
, Y ε,δ,u
ε
)
of the following controlled equation:
dXε,δ,u
ε
t =
[
AXε,δ,u
ε
t +B
(
Xε,δ,u
ε
t
)
+ f
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)]
dt+ σ1
(
Xε,δ,u
ε
t
)
Q
1/2
1 u
ε(t)dt
+
√
εσ1
(
Xε,δ,u
ε
t
)
Q
1/2
1 dWt,
dY ε,δ,u
ε
t =
1
δ
[
AY ε,δ,u
ε
t + g
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)]
dt+ 1√
δε
σ2
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
Q
1/2
2 u
ε(t)dt
+ 1√
δ
σ2
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
Q
1/2
2 dWt,
Xε,δ,u
ε
0 = x, Y
ε,δ,uε
0 = y.
(4.1)
We first prove the uniform boundedness of the solutions
(
Xε,δ,u
ε
, Y ε,δ,u
ε
)
to the system
(4.1) for all ε, δ ∈ (0, 1).
Lemma 4.1. For any x, y ∈ H, T > 0 and {uε; ε > 0} ⊂ AN , there exists a constant CT > 0
such that for all ε, δ ∈ (0, 1),
E
(
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2
)
+ E
∫ T
0
∥∥∥Xε,δ,uεt ∥∥∥2 dt 6 CT (1 + |x|2 + |y|2) (4.2)
and
E
∫ T
0
∣∣∣Y ε,δ,uεt ∣∣∣2 dt 6 CT (1 + |x|2 + |y|2) . (4.3)
Proof. According to Itô’s formula, we have
E
[∣∣∣Y ε,δ,uεt ∣∣∣2] = |y|2 − 2δE
∫ t
0
∥∥∥Y ε,δ,uεs ∥∥∥2 ds+ 2δE
∣∣∣∣∫ t
0
〈
g
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
, Y ε,δ,u
ε
s
〉
ds
∣∣∣∣
+
2√
εδ
E
∣∣∣∣∫ t
0
〈
σ2
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
Q
1/2
2 u
ε(s), Y ε,δ,u
ε
s
〉
ds
∣∣∣∣
+
1
δ
E
∫ t
0
∥∥∥σ2 (Xε,δ,uεs , Y ε,δ,uεs )Q1/22 ∥∥∥2HS ds, (4.4)
where the Itô’s formula can be understood in the way that we first use Galerkin approxima-
tions to get (4.4) in the finite dimensional setting, then we take the limit to obtain (4.4) in
the infinite dimensional setting.
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By Poincaré’s inequality and conditions (A1) and (A2), it follows from (4.4) that
d
dt
E
[∣∣∣Y ε,δ,uεt ∣∣∣2] 6 −2λ1δ E
[∣∣∣Y ε,δ,uεt ∣∣∣2]+ 2δE
(
C
∣∣∣Y ε,δ,uεt ∣∣∣+ C ∣∣∣Xε,δ,uεt ∣∣∣ · ∣∣∣Y ε,δ,uεt ∣∣∣+ Lg ∣∣∣Y ε,δ,uεt ∣∣∣2)
+
C√
εδ
E
[(
1 +
∣∣∣Xε,δ,uεt ∣∣∣) |uε(t)| · ∣∣∣Y ε,δ,uεt ∣∣∣]+ Cδ E
(
1 +
∣∣∣Xε,δ,uεt ∣∣∣2) .
Using (A3) and Young’s inequality, we deduce that for some γ ∈ (0, 2(λ− Lg)),
d
dt
E
[∣∣∣Y ε,δ,uεt ∣∣∣2] 6 −γδE
[∣∣∣Y ε,δ,uεt ∣∣∣2]+ Cδ E
(∣∣∣Xε,δ,uεt ∣∣∣2 + 1)
+
C√
εδ
E
[(
1 +
∣∣∣Xε,δ,uεt ∣∣∣2) |uε(t)|2] .
By comparison theorem, we have
E
[∣∣∣Y ε,δ,uεt ∣∣∣2] 6 |y|2e− γδ t + Cδ
∫ t
0
e−
γ
δ
(t−s)
(
E
∣∣∣Xε,δ,uεs ∣∣∣2 + 1) ds
+
C√
εδ
E
∫ t
0
e−
γ
δ
(t−s)
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) |uε(s)|2 ds.
Then we have
E
∫ T
0
∣∣∣Y ε,δ,uεt ∣∣∣2 dt 6 |y|2 ∫ T
0
e−
γ
δ
tdt+
C
δ
∫ T
0
∫ t
0
e−
γ
δ
(t−s)
[
E
∣∣∣Xε,δ,uεs ∣∣∣2 + 1] dsdt
+
C√
εδ
E
{(
1 + sup
s∈[0,T ]
∣∣∣Xε,δ,uεs ∣∣∣2
) ∫ T
0
∫ t
0
e−
γ
δ
(t−s) |uε(s)|2 dsdt
}
6 C
(
1 + |y|2
)
+ C
∫ T
0
E
∣∣∣Xε,δ,uεt ∣∣∣2 dt+ CN
√
δ√
ε
E
[
sup
s∈[0,T ]
∣∣∣Xε,δ,uεs ∣∣∣2
]
.(4.5)
Applying Itô’s formula, we have∣∣∣Xε,δ,uεt ∣∣∣2 = |x|2 − ∫ t
0
2
∥∥∥Xε,δ,uεs ∥∥∥2 ds+ 2 ∫ t
0
〈
B
(
Xε,δ,u
ε
s
)
, Xε,δ,u
ε
s
〉
ds
+2
∫ t
0
〈
f
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
, Xε,δ,u
ε
s
〉
ds+ 2
√
ε
∫ t
0
〈
Xε,δ,u
ε
s , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
+2
∫ t
0
〈
Xε,δ,u
ε
s , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 u
ε(s)
〉
ds+ ε
∫ t
0
∥∥∥σ1 (Xε,δ,uεs )Q1/21 ∥∥∥2HS ds.
By Lemma 5.5, (A1) and (A2), we obtain that∣∣∣Xε,δ,uεt ∣∣∣2 + ∫ t
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds
6 C + |x|2 + C
∫ t
0
∣∣∣Xε,δ,uεs ∣∣∣2 ds+ C ∫ t
0
∣∣∣Y ε,δ,uεs ∣∣∣2 ds+ 2√ε ∫ t
0
〈
Xε,δ,u
ε
s , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
+C
∫ t
0
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣) |uε(s)| · ∣∣∣Xε,δ,uεs ∣∣∣ ds+ εC ∫ t
0
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) ds
6 C + |x|2 + C
∫ t
0
∣∣∣Xε,δ,uεs ∣∣∣2 ds+ C ∫ t
0
∣∣∣Y ε,δ,uεs ∣∣∣2 ds+ 2√ε ∫ t
0
〈
Xε,δ,u
ε
s , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
+
1
4
sup
s∈[0,t]
∣∣∣Xε,δ,uεs ∣∣∣2 .
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Then by Burkholder-Davis-Gundy’s inequality and (4.5), we have
E
(
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2
)
+ E
∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds
6 C
(
1 + |x|2
)
+ CE
∫ T
0
∣∣∣Xε,δ,uεs ∣∣∣2 ds+ CE ∫ T
0
∣∣∣Y ε,δ,uεs ∣∣∣2 ds
+C
√
εE
[
sup
t∈[0,T ]
∣∣∣∣∫ t
0
〈
Xε,δ,u
ε
s , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉∣∣∣∣
]
6 C
(
1 + |x|2 + |y|2
)
+ C
∫ T
0
∣∣∣Xε,δ,uεs ∣∣∣2 ds+ CN
√
δ√
ε
E
(
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2
)
+CE
[∫ T
0
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) · ∣∣∣Xε,δ,uεs ∣∣∣2 ds
]1/2
6 C
(
1 + |x|2 + |y|2
)
+ C
∫ T
0
E
[∣∣∣Xε,δ,uεs ∣∣∣2] ds+
(
1
4
+
CN
√
δ√
ε
)
E
(
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2
)
.
By (A4), taking ε small enough such that δ/ε ≤ 1
4
we have,
E
[
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2
]
+ E
∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds 6 C (1 + |x|2 + |y|2)+ CE ∫ T
0
∣∣∣Xε,δ,uεs ∣∣∣2 ds.
By Gronwall’s inequality, we have
E
[
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2
]
+ E
∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds 6 CT (1 + |x|2 + |y|2) . (4.6)
The inequality (4.3) follows by combining (4.5) and (4.6). The proof is complete. 
Because the approach based on time discretization will be used later, we need the following
lemma, which is inspired from [19, Lemma 3.2] and plays an important role in the proof.
Meanwhile, it will be very helpful to weaken the regularity requirement of initial value x,
i.e., we drop the regularity of initial value x ∈ Hθ with θ ∈ (1, 3/2) in [8] and only assume
x ∈ H here. To this purpose, we first construct the following stopping time, for any R, ε > 0,
τ εR := inf
{
t > 0, sup
s∈[0,t]
∣∣∣Xε,δ,uεs ∣∣∣2 > R
}
.
Lemma 4.2. For any x, y ∈ H, R, T > 0 and ε,∆ > 0 small enough, there exists a constant
CR,T > 0 such that
E
[∫ T∧τε
R
0
|Xε,δ,uεt −Xε,δ,u
ε
t(∆) |2dt
]
6 CR,T∆
1/2(1 + |x|2 + |y|2), (4.7)
where t(∆) := [ t
∆
]∆ and [s] denotes the largest integer which is not greater than s.
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Proof. By a straightforward compute,
E
[∫ T∧τεR
0
∣∣∣Xε,δ,uεt −Xε,δ,uεt(∆) ∣∣∣2 dt
]
6 E
(∫ ∆
0
∣∣∣Xε,δ,uεt − x∣∣∣2 1{t6τεR}dt
)
+ E
[∫ T
∆
∣∣∣Xε,δ,uεt −Xε,δ,uεt(∆) ∣∣∣2 1{t6τεR}dt
]
6 CR
(
1 + |x|2
)
∆+ 2E
(∫ T
∆
∣∣∣Xε,δ,uεt −Xε,δ,uεt−∆ ∣∣∣2 1{t6τεR}dt
)
+2E
(∫ T
∆
∣∣∣Xε,δ,uεt(∆) −Xε,δ,uεt−∆ ∣∣∣2 1{t6τεR}dt
)
. (4.8)
Firstly, we estimate the second term on the right-hand side of (4.8). Applying Itô’s formula
to Zu := X
ε,δ,uε
u −Xε,δ,u
ε
t−∆ , we have the increment of |Zu|2 over interval [t−∆, t] as follows,
∣∣∣Xε,δ,uεt −Xε,δ,uεt−∆ ∣∣∣2
= 2
∫ t
t−∆
〈
AXε,δ,u
ε
s +B
(
Xε,δ,u
ε
s
)
, Xε,δ,u
ε
s −Xε,δ,u
ε
t−∆
〉
ds
+2
∫ t
t−∆
〈
f
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
, Xε,δ,u
ε
s −Xε,δ,u
ε
t−∆
〉
ds
+2
∫ t
t−∆
〈
σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 u
ε
s, X
ε,δ,uε
s −Xε,δ,u
ε
t−∆
〉
ds+ ε
∫ t
t−∆
∥∥∥σ1 (Xε,δ,uεs )Q1/21 ∥∥∥2HS ds
+2
√
ε
∫ t
t−∆
〈
Xε,δ,u
ε
s −Xε,δ,u
ε
t−∆ , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
:= L1(t) + L2(t) + L3(t) + L4(t) + L5(t). (4.9)
For the first term L1(t), by Hölder’s inequality, Corollary 5.7 and the definition of stopping
time τ εR, we have
E
(∫ T
∆
|L1(t)|1{t6τε
R
}dt
)
6 CE
(∫ T
∆
∫ t
t−∆
∥∥∥AXε,δ,uεs +B (Xε,δ,uεs )∥∥∥−1
∥∥∥Xε,δ,uεs −Xε,δ,uεt−∆ ∥∥∥ ds1{t6τεR}dt
)
6 C
[
E
∫ T
∆
∫ t
t−∆
∥∥∥AXε,δ,uεs −B (Xε,δ,uεs )∥∥∥2−1 ds1{t6τεR}dt
]1/2[
E
∫ T
∆
∫ t
t−∆
∥∥∥Xε,δ,uεs −Xε,δ,uεt−∆ ∥∥∥2 ds1{t6τεR}dt
]1/2
6 C
[
∆E
∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 (1 + ∣∣∣Xε,δ,uεs ∣∣∣2) 1{s6τεR}ds
]1/2
·
[
∆E
∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds
]1/2
6 CR,T∆(1 + |x|2 + |y|2), (4.10)
where we use the Fubini theorem and (4.2) in the third and fourth inequalities respectively.
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For L2(t), by condition (A1) and (4.3), we get
E
(∫ T
∆
|L2(t)|1{t6τε
R
}dt
)
6 CE
(∫ T
∆
∫ t
t−∆
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣+ ∣∣∣Y ε,δ,uεs ∣∣∣) (∣∣∣Xε,δ,uεs ∣∣∣+ ∣∣∣Xε,δ,uεt−∆ ∣∣∣) ds1{t6τεR}dt
)
6 CR,T∆+ CRE
∫ T
∆
∫ t
t−∆
∣∣∣Y ε,δ,uεs ∣∣∣ dsdt
6 CR,T∆+ CR,T∆
[
E
∫ T
0
∣∣∣Y ε,δ,uεs ∣∣∣2 ds
]1/2
6 CR,T∆(1 + |x|2 + |y|2). (4.11)
For L3(t) and L4(t), it easy to see
E
(∫ T
∆
|L3(t)|1{t6τε
R
}dt
)
6 CE
(∫ T
∆
∫ t
t−∆
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣) |uεs| (∣∣∣Xε,δ,uεs ∣∣∣+ ∣∣∣Xε,δ,uεt−∆ ∣∣∣) ds1{t6τεR}dt
)
6 CR,T∆+ CRE
∫ T
∆
∫ t
s−∆
|uεs| dsdt
6 CR,T∆+ CR,T∆
[
E
∫ T
0
|uεs|2 ds
]1/2
6 CR,T∆, (4.12)
and
E
(∫ T
∆
|L4(t)|1{t6τε
R
}dt
)
6 CE
(∫ T
∆
∫ t
t−∆
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) 1{s6τεR}dsdt
)
6 CR,T∆. (4.13)
For L5(t), Burkholder-Davies-Gundy’s inequality implies
E
(∫ T
∆
|L5(t)|1{t6τε
R
}dt
)
6 CE
∫ T
∆
[∫ t
t−∆
∥∥∥σ1(Xε,δ,uεs )Q1/21 ∥∥∥2HS
∣∣∣Xε,δ,uεs −Xε,δ,uεt−∆ ∣∣∣2 1{s6τεR}ds
]1/2
dt
6 CT
[
E
∫ T
∆
∫ t
t−∆
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2)(∣∣∣Xε,δ,uεs ∣∣∣2 + ∣∣∣Xε,δ,uεt−∆ ∣∣∣2) 1{s6τεR}dsdt
]1/2
6 CR,T∆
1/2. (4.14)
Combining estimates (4.9)-(4.14) together, we can deduce that
E
(∫ T
∆
∣∣∣Xε,δ,uεt −Xε,δ,uεt−∆ ∣∣∣2 1{t6τεR}dt
)
6 CR,T∆
1/2(1 + |x|2 + |y|2). (4.15)
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By the similar argument above, we can also get
E
(∫ T
∆
∣∣∣Xε,δ,uεt(∆) −Xε,δ,uεt−∆ ∣∣∣2 1{t6τεR}dt
)
6 CR,T∆
1/2(1 + |x|2 + |y|2). (4.16)
Hence, (4.8), (4.15) and (4.16) implies (4.7) holds. The proof is complete. 
4.2. Some priori estimates on auxiliary process. Following the idea inspired by Khas-
minskii [26], we introduce an auxiliary process. Specifically, we split the interval [0, T ] into
some subintervals of size ∆ > 0, and we will let ∆ = δ1/2 later. With the initial value
Yˆ ε,δ0 = Y
ε
0 = y, we construct the process Yˆ
ε,δ
t as follows:
dYˆ ε,δt =
1
δ
[
AYˆ ε,δt + g
(
Xε,δ,u
ε
t(∆) , Yˆ
ε,δ
t
)]
dt+
1√
δ
σ2
(
Xε,δ,u
ε
t(∆) , Yˆ
ε,δ
t
)
Q
1/2
2 dWt,
which satisfies
Yˆ ε,δt =e
tA/δy +
1
δ
∫ t
0
e(t−s)A/δg
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)
ds
+
1√
δ
∫ t
0
e(t−s)A/δσ2
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)
Q
1/2
2 dWs, (4.17)
where t(∆) = [ t
∆
]∆ is the nearest breakpoint proceeding t. We construct the process Xˆε,δt
as follows:
d
dt
Xˆε,δt = AXˆ
ε,δ
t +B
(
Xˆε,δt
)
+ f
(
Xε,δ,u
ε
t(∆) , Yˆ
ε,δ
t
)
+ σ1
(
Xˆε,δt
)
Q
1/2
1 u
ε(t), Xˆε,δ0 = x.
Then
Xˆε,δt =e
tAx+
∫ t
0
e(t−s)AB
(
Xˆε,δs
)
ds+
∫ t
0
e(t−s)Af
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)
ds
+
∫ t
0
e(t−s)Aσ1
(
Xˆε,δs
)
Q
1/2
1 u
ε(s)ds. (4.18)
The following Lemma gives a control of the auxiliary process
(
Xˆε,δt , Yˆ
ε,δ
t
)
. Since the proof
can be carried out almost the same way as in the proof of Lemma 4.1, we omit the proof
here.
Lemma 4.3. For any x, y ∈ H and T > 0, there exists a constant CT > 0 such that for all
ε, δ ∈ (0, 1]
E
(
sup
t∈[0,T ]
∣∣∣Xˆε,δt ∣∣∣2
)
+ E
∫ T
0
∥∥∥Xˆε,δt ∥∥∥2 dt 6 CT (1 + |x|2 + |y|2) (4.19)
and
sup
t∈[0,T ]
E
∣∣∣Yˆ ε,δt ∣∣∣2 6 CT (1 + |x|2 + |y|2) . (4.20)
Lemma 4.4. For any x, y ∈ H, R, T > 0, there exists CR,T > 0 such that for all ε, δ ∈ (0, 1]
E
∫ T∧τε
R
0
∣∣∣Y ε,δ,uεs − Yˆ ε,δs ∣∣∣2 ds 6 CR,T (1 + |x|2 + |y|2)∆1/2 + CR,T
√
δ√
ε
. (4.21)
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Proof. Let ρt := Y
ε,δ,uε
t − Yˆ ε,δt and Λt := ρt − Vt −Mt, with
Vt :=
1√
δε
∫ t
0
e
(t−s)A
δ σ2
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
Q
1/2
2 u
ε(s)ds
and
Mt :=
1√
δ
∫ t
0
e
(t−s)A
δ
[
σ2
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
− σ2
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)]
Q
1/2
2 dWs.
Then it is easy to see that Λt satisfies the following equation:
dΛt =
1
δ
[
AΛt + g
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
− g
(
Xε,δ,u
ε
t(∆) , Yˆ
ε,δ
t
)]
dt, Λ0 = 0.
Thus,
d
dt
|Λt|2 = −2
δ
‖Λt‖2 + 2
δ
〈
g
(
Xε,δ,u
ε
t , Y
ε,δ,uε
t
)
− g
(
Xε,δ,u
ε
t(∆) , Yˆ
ε,δ
t
)
,Λt
〉
6 −2λ1
δ
|Λt|2 + C
δ
∣∣∣Xε,δ,uεt −Xε,δ,uεt(∆) ∣∣∣ · |Λt|+ 2Lgδ |ρt| · |Λt|
6 −2λ1
δ
|Λt|2 + C
δ
∣∣∣Xε,δ,uεt −Xε,δ,uεt(∆) ∣∣∣2 + (λ1 − Lg)δ |Λt|2 + 2Lgδ |Λt|2 + Lg2δ |ρt|2
6 −(λ1 − Lg)
δ
|Λt|2 + C
δ
∣∣∣Xε,δ,uεt −Xε,δ,uεt(∆) ∣∣∣2 + Lg2δ |ρt|2 .
By the comparison principle, we have
|Λt|2 6 C
δ
∫ t
0
e−
(λ1−Lg)(t−s)
δ
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 ds+ Lg2δ
∫ t
0
e−
(λ1−Lg)(t−s)
δ |ρs|2 ds.
Then by Fubini’s Theorem, for any T > 0,
∫ T
0
|Λt|2dt
6
C
δ
∫ T
0
∫ t
0
e−
(λ1−Lg)(t−s)
δ
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 dsdt+ Lg2δ
∫ T
0
∫ t
0
e−
(λ1−Lg)(t−s)
δ |ρs|2dsdt
=
C
δ
∫ T
0
(∫ T
s
e−
(λ1−Lg)(t−s)
δ dt
) ∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 ds+ Lg2δ
∫ T
0
(∫ T
s
e−
(λ1−Lg)(t−s)
δ dt
)
|ρs|2ds
6 C
∫ T
0
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 ds+ Lg2(λ1 − Lg)
∫ T
0
|ρs|2ds.
By Lemma 4.2, we obtain
E
∫ T∧τε
R
0
|Λt|2dt 6 Lg
2(λ1 − Lg)E
∫ T∧τε
R
0
|ρs|2ds+ CR,T
(
1 + |x|2 + |y|2
)
∆1/2.
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Now let’s estimate term Vt:
|Vt| 6 1√
εδ
∫ t
0
∣∣∣∣e−λ1(t−s)δ σ2 (Xε,δ,uεs , Y ε,δ,uεs )Q1/22 uε(s)∣∣∣∣ ds
=
1√
εδ
(∫ t
0
e−
2λ1(t−s)
δ ds
)1
2 ·
(∫ t
0
∣∣∣σ2 (Xε,δ,uεs , Y ε,δ,uεs )Q1/22 uε(s)∣∣∣2 ds)
1
2
6
C
√
δ√
ε
(∫ t
0
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) |uε(s)|2ds)
1
2
6
C
√
δ√
ε
(
1 + sup
s∈[0,t]
∣∣∣Xε,δ,uεs ∣∣∣2
) 1
2
(∫ t
0
|uε(s)|2ds
) 1
2
.
By the definition of τ εR, we have
E
∫ T∧τεR
0
|Vt|2dt 6 CR,T
√
δ√
ε
. (4.22)
For termMt, noting that
L2σ2
λ1
+ Lg
λ1−Lg < 1, there exist γ1, γ2 > 1 such that γ2
(
γ1L2σ2
λ1
+ Lg
λ1−Lg
)
<
1. Then, by Lemma 4.2,
E
∫ T∧τε
R
0
|Mt|2dt
= E
∫ T∧τε
R
0
∣∣∣∣∣ 1√δ
∫ t
0
e
(t−s)A
δ
[
σ2
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
− σ2
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)]
Q
1/2
2 dWs
∣∣∣∣∣
2
dt
6 E
∫ T
0
∣∣∣∣∣ 1√δ
∫ t∧τε
R
0
e
(t−s)A
δ
[
σ2
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
− σ2
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)]
Q
1/2
2 dWs
∣∣∣∣∣
2
dt
6
1
δ
E
∫ T
0
∫ t∧τε
R
0
e
−2(t−s)λ1
δ
(
C
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 + γ1L2σ2 |ρs|2
)
dsdt
6
1
δ
E
∫ T∧τε
R
0
(∫ T
s
e
−2(t−s)λ1
δ dt
)(
C
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 + γ1L2σ2 |ρs|2
)
ds
6 Cλ1E
[∫ T∧τεR
0
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 ds
]
+
γ1L
2
σ2
2λ1
E
∫ T∧τεR
0
|ρs|2ds
6 Cλ1,R,T
(
1 + |x|2 + |y|2
)
∆1/2 +
γ1L
2
σ2
2λ1
E
∫ T∧τε
R
0
|ρs|2ds. (4.23)
Using the following inequality,
ρ2t ≤ γ2 (Λt +Mt)2 + Cγ2V 2t ≤ 2γ2
(
Λ2t +M
2
t
)
+ Cγ2V
2
t ,
and by (4.22) and (4.23), we final obtain
E
∫ T∧τε
R
0
|ρt|2dt ≤γ2
(
γ1L
2
σ2
λ1
+
Lg
λ1 − Lg
)
E
∫ T∧τε
R
0
|ρt|2dt
+ Cλ1,R,T
(
1 + |x|2 + |y|2
)
∆1/2 +
CR,T
√
δ√
ε
,
which implies (4.21). The proof is complete. 
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Remark 4.5. By comparing the equations of Y ε,δ,u
ε
t and Yˆ
ε,δ
t , it is easy to see the additional
controlled term including uε in Y ε,δ,u
ε
t disappears in Yˆ
ε,δ
t . Lemma 4.4 implies additional
controlled term takes no effect as ε → 0, which is the main reason why we assume (A4)
holds.
Combining the following two propositions, we prove the convergence of controlled sequence
Xε,δ,u
ε
to averaged X¯u. This finally proves Condition (a) in Theorem 5.3, so that the large
derivation principle in the main result Theorem 2.2 is obtained.
Proposition 4.6. For every fixed N ∈ N, {uε}ε>0 ∈ AN ,
Xε,δ,u
ε − Xˆε,δ converges to 0 in distribution
in C([0, T ];H) ∩ L2([0, T ];V) as ε→ 0.
Proof. Define Zε,δt := X
ε,δ,uε
t − Xˆε,δt . According to Itô’s formula, we have
∣∣∣Zε,δt ∣∣∣2 = −2 ∫ t
0
∥∥∥Zε,δs ∥∥∥2 ds+ 2 ∫ t
0
〈
B
(
Xε,δ,u
ε
s
)
− B
(
Xˆε,δs
)
, Zε,δs
〉
ds
+2
∫ t
0
〈
f
(
Xε,δ,u
ε
s , Y
ε,δ,uε
s
)
− f
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)
, Zε,δs
〉
ds
+2
∫ t
0
〈[
σ1
(
Xε,δ,u
ε
s
)
− σ1
(
Xˆε,δs
)]
Q
1/2
1 u
ε(s), Zε,δs
〉
ds
+2
√
ε
∫ t
0
〈
Zε,δs , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
+ ε
∫ t
0
∥∥∥σ1 (Xε,δ,uεs )Q1/21 ∥∥∥2HS ds
6 −2
∫ t
0
∥∥∥Zε,δs ∥∥∥2 ds+ C ∫ t
0
∣∣∣Zε,δs ∣∣∣ · ∥∥∥Xε,δ,uεs ∥∥∥ · ∥∥∥Zε,δs ∥∥∥ ds+ C ∫ t
0
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣ · ∣∣∣Zε,δs ∣∣∣ ds
+C
∫ t
0
∣∣∣Y ε,δ,uεs − Yˆ ε,δs ∣∣∣ · ∣∣∣Zε,δs ∣∣∣ ds+ C ∫ t
0
|uε(s)| ·
∣∣∣Zε,δs ∣∣∣2 ds
+2
√
ε
∫ t
0
〈
Zε,δs , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
+ ε
∫ t
0
∥∥∥σ1 (Xε,δ,uεs )Q1/21 ∥∥∥2HS ds.
By the Young’s inequality,
∣∣∣Zε,δt ∣∣∣2 + ∫ t
0
∥∥∥Zε,δs ∥∥∥2 ds 6 C ∫ t
0
∣∣∣Zε,δs ∣∣∣2 (1 + |uε(s)|2 + ∥∥∥Xε,δ,uεs ∥∥∥2) ds
+C
∫ t
0
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 ds+ C ∫ t
0
∣∣∣Y ε,δ,uεs − Yˆ ε,δs ∣∣∣2 ds
+2
√
ε
∫ t
0
〈
Zε,δs , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉
+ εC
∫ t
0
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) ds.
For any ε, R > 0, we define a stopping time
τ˜ εR := inf
{
t > 0, sup
s∈[0,t]
∣∣∣Xε,δ,uεs ∣∣∣2 + ∫ t
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds > R
}
. (4.24)
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By Gronwall’s inequality,
sup
t∈[0,T∧τ˜ε
R
]
∣∣∣Zε,δt ∣∣∣2 + ∫ T∧τ˜εR
0
∥∥∥Zε,δs ∥∥∥2 ds
6
[
C
∫ T∧τ˜ε
R
0
∣∣∣Y ε,δ,uεs − Yˆ ε,δs ∣∣∣2 ds+ C ∫ T∧τ˜εR
0
∣∣∣Xε,δ,uεs −Xε,δ,uεs(∆) ∣∣∣2 ds+ εC ∫ T∧τ˜εR
0
(
1 +
∣∣∣Xε,δ,uεs ∣∣∣2) ds
+2
√
ε sup
t∈[0,T∧τ˜ε
R
]
∣∣∣∣∫ t
0
〈
Zε,δs , σ1
(
Xε,δ,u
ε
s
)
Q
1/2
1 dWs
〉∣∣∣∣
 eCR,T .
Notice that τ˜ εR 6 τ
ε
R, then by Lemmas 4.2 and 4.4, and Burkholder-Davis-Gundy’s inequality,
it follows that
E
 sup
t∈[0,T∧τ˜ε
R
]
∣∣∣Zε,δt ∣∣∣2
+ E ∫ T∧τ˜εR
0
∥∥∥Zε,δs ∥∥∥2 ds
6 CR,T (1 + |x|2 + |y|2)
(
∆1/2+
√
δ√
ε
+
√
ε
)
. (4.25)
For any r > 0, by the definition of stopping time τ˜ εR in (4.24), we have
P
(
sup
t∈[0,T ]
∣∣∣Zε,δt ∣∣∣2 + ∫ T
0
∥∥∥Zε,δs ∥∥∥2 ds > r
)
6 P (T > τ˜ εR) + P
(
sup
t∈[0,T ]
∣∣∣Zε,δt ∣∣∣2 + ∫ T
0
∥∥∥Zε,δs ∥∥∥2 ds > r, T 6 τ˜ εR
)
6 P
(
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2 + ∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds > R
)
+ P
 sup
t∈[0,T∧τ˜ε
R
]
∣∣∣Zε,δt ∣∣∣2 + ∫ T∧τ˜εR
0
∥∥∥Zε,δs ∥∥∥2 ds > r
 .
By Lemma 4.1, we can choose and fix R large enough to make the first term on the right
hand side of the above inequality small enough, and for fixed R and (4.25), the second term
can also be small enough by choosing ∆ = δ1/2 and small ε. Thus, we proved supt6T
∣∣∣Zε,δt ∣∣∣2+∫ T
0
∥∥∥Zε,δs ∥∥∥2 ds converges to 0 in probability. The proof is complete. 
Proposition 4.7. For any x, y ∈ H and fixed N ∈ N, assume that {uε}ε>0 ∈ AN satisfying
that uε converges to u in distribution, as ε→ 0. Then
Xˆε,δ − X¯u converges to 0 in distribution
in C([0, T ];H) as ε→ 0, where X¯u is the solution to skeleton equation (2.4).
Proof. By the Skorokhod representation theorem, we may assume that uε → u in L2([0, T ];H)
almost surely in the weak topology. The proof is divided into three steps.
Step 1. (Splitting into three terms): Let Z¯εt := Xˆ
ε,δ
t −X¯ut and set Λ¯εt := Z¯εt −Lεt−N εt ,
where
Lεt :=
∫ t
0
e(t−s)A
[
f
(
Xε,δ,u
ε
s(∆) , Y
ε,δ
s
)
− f¯
(
X¯us
)]
ds,
and
N εt :=
∫ t
0
e(t−s)Aσ1
(
X¯us
)
Q
1/2
1 [u
ε
s − us] ds.
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Then it is easy to see Λ¯εt satisfies the following equation
dΛ¯εt
dt
= AΛ¯εt +
[
B
(
Xˆε,δt
)
− B
(
X¯ut
)]
+
[
σ1
(
Xˆε,δt
)
− σ1
(
X¯ut
)]
Q
1/2
1 u
ε(t), Λ¯ǫ0 = 0.
By chain rule, we have
∣∣∣Λ¯εt ∣∣∣2 = −2 ∫ t
0
∥∥∥Λ¯εs∥∥∥2 ds+ 2 ∫ t
0
〈
B
(
Xˆε,δs
)
− B
(
X¯us
)
, Λ¯εs
〉
ds
+2
∫ t
0
〈[
σ1
(
Xˆε,δs
)
− σ1
(
X¯us
)]
Q
1/2
1 u
ε(s), Λ¯εs
〉
ds
6 −2
∫ t
0
∥∥∥Λ¯εs∥∥∥2 ds+ 2 ∫ t
0
∥∥∥B (Xˆε,δs )−B (X¯us )∥∥∥−1 ·
∥∥∥Λ¯εs∥∥∥ ds+ C ∫ t
0
∣∣∣Z¯εs ∣∣∣ · |uε(s)| · ∣∣∣Λ¯εs∣∣∣ ds.
Then by the Young’s and Poincaré’s inequalities, we have
∣∣∣Λ¯εt ∣∣∣2 6 −2 ∫ t
0
∥∥∥Λ¯εs∥∥∥2 ds+C ∫ t
0
∥∥∥B (Xˆε,δs )− B (X¯us )∥∥∥2−1 ds+
∫ t
0
∥∥∥Λ¯εs∥∥∥2 ds+C ∫ t
0
∣∣∣Z¯εs |2 · |uε(s)∣∣∣2 ds
6 −
∫ t
0
∥∥∥Λ¯εs∥∥∥2 ds+ C ∫ t
0
∣∣∣Z¯εs ∣∣∣2 (∥∥∥Xˆε,δs ∥∥∥2 + ∥∥∥X¯us ∥∥∥2 + |uε(s)|2) ds.
We define another stopping time
τˆ εR := inf
{
t > 0 : sup
s∈[0,t]
∣∣∣Xε,δ,uεs ∣∣∣+ ∫ t
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds+ ∫ t
0
∥∥∥Xˆε,δs ∥∥∥2 ds > R}.
Then we obtain
sup
t∈[0,T∧τˆε
R
]
∣∣∣Λ¯εt ∣∣∣2+ ∫ T∧τˆεR
0
∥∥∥Λ¯εs∥∥∥2 ds 6 C ∫ T∧τˆεR
0
∣∣∣Z¯εs ∣∣∣2(∥∥∥Xˆε,δs ∥∥∥2 + ∥∥∥X¯us ∥∥∥2 + |uε(s)|2) ds. (4.26)
Step 2. (The estimate on N ε): For term N ε, we shall prove that it converges to 0 in
C([0, T ],H) almost surely, for which we firstly prove its tightness, and then its convergence.
For any θ ∈ (0, 1), by Lemma 5.4, we have
E
[
sup
t∈[0,T ]
‖N εt ‖2θ
]
≤E
[
sup
t∈[0,T ]
∫ t
0
∥∥∥e(t−s)Aσ1 (X¯us )Q1/21 (uεs − us)∥∥∥θ ds
]2
≤E
[
sup
t∈[0,T ]
∫ t
0
(t− s)−θ/2
∣∣∣σ1 (X¯ut )Q1/21 (uεt − ut)∣∣∣ ds
]2
≤CTE
[(
1 + sup
t∈[0,T ]
∣∣∣X¯ut ∣∣∣2
)
·
∫ T
0
|uεt − ut|2 dt
]
≤CN,T (1 + |x|2 + |y|2),
where CN,T is independent of ε.
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For any 0 ≤ s ≤ t ≤ T , by Lemma 5.4, we have
E
[
|N εt −N εs |2
]
=E
[∣∣∣∣∫ t
0
e(t−r)Aσ1
(
X¯ur
)
Q
1/2
1 (u
ε
r − ur)dr −
∫ s
0
e(s−r)Aσ1
(
X¯ur
)
Q
1/2
1 (u
ε
r − ur) dr
∣∣∣∣2
]
≤2E
[∣∣∣∣∫ t
s
e(t−r)Aσ1
(
X¯ur
)
Q
1/2
1 (u
ε
r − ur) dr
∣∣∣∣2
]
+ 2E
[∣∣∣∣∫ s
0
[
e(t−r)A − e(s−r)A
]
σ1
(
X¯ur
)
Q
1/2
1 (u
ε
r − ur) dr
∣∣∣∣2
]
6CE
[(
1 + sup
r∈[0,T ]
∣∣∣X¯ur ∣∣∣2
)
·
∫ T
0
|uεr − ur|2 dr
]
|t− s|
+ C
[∫ s
0
(t− s)1/2
(s− r)1/2dr
]
E
[(
1 + sup
r∈[0,T ]
∣∣∣X¯ur ∣∣∣2
)
·
∫ T
0
|uεr − ur|2 dr
]
6CT (1 + |x|2 + |y|2)|t− s| 12 .
Applying an Arzela-Ascoli’s argument, we can show that {N ε}ε∈(0,1] is tight in C([0, T ];H).
Thus, there exist a subsequence {N εn}n≥1 being the Cauchy sequence, whose limit is denoted
by N0. By chain rule, we know that
|N εnt |2 + 2
∫ t
0
‖N εns ‖2 ds
=2
∣∣∣∣∫ t
0
〈
N εns , σ1
(
X¯us
)
Q
1/2
1 (u
εn
s − us)
〉
ds
∣∣∣∣
≤2
∣∣∣∣∫ t
0
〈
N εns −N0s , σ1
(
X¯us
)
Q
1/2
1 (u
εn
s − us)
〉
ds
∣∣∣∣+ 2 ∣∣∣∣∫ t
0
〈
N0s , σ1
(
X¯us
)
Q
1/2
1 (u
εn
s − us)
〉
ds
∣∣∣∣
≤2 sup
s∈[0,t]
∣∣∣N εns −N0s ∣∣∣ · ∫ t
0
(
1 +
∣∣∣X¯us ∣∣∣) · |uεns − us| ds+ 2 ∣∣∣∣∫ t
0
〈
Q
1/2
1 σ
∗
1
(
X¯us
)
N0s , u
εn
s − us
〉
ds
∣∣∣∣
−→ 0, a.s.,
where we have used the facts of N εn → N0 in C([0, T ],H), uεn → u in SN and Q1/21 σ∗1(X¯u)N0
belongs to L2([0, T ];H). By the uniqueness of the limit, we know that N ε → 0 in C([0, T ];H)
almost surely.
Step 3. (The estimate on Lεt): For term L
ε
t ,
Lεt =
∫ t
0
e(t−s)A
[
f
(
Xε,δ,u
ε
s(∆) , Yˆ
ε,δ
s
)
− f¯
(
Xε,δ,u
ε
s
)]
ds
+
∫ t
0
e(t−s)A
[
f¯
(
Xε,δ,u
ε
s
)
− f¯
(
Xˆε,δs
)]
ds+
∫ t
0
e(t−s)A
[
f¯
(
Xˆε,δs
)
− f¯
(
X¯us
)]
ds
=: Iε1(t) + I
ε
2(t) + I
ε
3(t).
By Lipschitz property of f¯ , we have
sup
t∈[0,T∧τˆε
R
]
|Iε2(t)|2 6 C
∫ T∧τˆεR
0
∣∣∣f¯ (Xε,δ,uεs )− f¯ (Xˆε,δs )∣∣∣2 ds 6 C ∫ T∧τˆεR
0
∣∣∣Xε,δ,uεs − Xˆε,δs ∣∣∣2 ds,
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and
sup
t∈[0,T∧τˆε
R
]
|Iε3(t)|2 ≤ C
∫ T∧τˆε
R
0
∣∣∣f¯ (Xˆε,δs )− f¯ (X¯us )∣∣∣2 ds ≤ C ∫ T∧τˆεR
0
∣∣∣Z¯εs ∣∣∣2 ds.
Then it follows that
sup
t∈[0,T∧τˆε
R
]
|Lεt |2 6 C sup
t∈[0,T∧τˆε
R
]
|Iε1(t)|2 + C
∫ T∧τˆεR
0
∣∣∣Xε,δ,uεs − Xˆε,δs ∣∣∣2 ds+ C ∫ T∧τˆεR
0
∣∣∣Z¯εs ∣∣∣2 ds.
(4.27)
By (4.26) and (4.27), we obtain
sup
t∈[0,T∧τˆε
R
]
∣∣∣Z¯εt ∣∣∣2 6 C ∫ T∧τˆεR
0
∣∣∣Z¯εs ∣∣∣2 (1 + ∥∥∥Xˆε,δs ∥∥∥2 + ∥∥∥X¯us ∥∥∥2 + |uε(s)|2) ds
+C sup
t∈[0,T∧τˆε
R
]
|Iε1(t)|2 + C sup
t∈[0,T ]
|N εt |2 + C
∫ T∧τˆε
R
0
∣∣∣Xε,δ,uεs − Xˆε,δs ∣∣∣2 ds.
By estimate (3.2) and the definition τˆ εR, the Gronwall’s inequality implies that
sup
t∈[0,T∧τˆε
R
]
∣∣∣Z¯εt ∣∣∣2 6
 sup
t∈[0,T∧τˆε
R
]
|Iε1(t)|2+ sup
t∈[0,T ]
|N εt |2+
∫ T∧τˆε
R
0
∣∣∣Xε,δ,uεs − Xˆε,δs ∣∣∣2 ds
 eCR,N,T .(4.28)
Next, we estimate Iε1(t). Let nt :=
[
t
∆
]
. Denote
Iε1(t) = J
ε
1(t) + J
ε
2(t) + J
ε
3(t),
where
Jε1(t) :=
nt−1∑
k=0
∫ (k+1)∆
k∆
e(t−s)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
s
)
− f¯
(
Xε,δ,u
ε
k∆
)]
ds,
Jε2(t) :=
nt−1∑
k=0
∫ (k+1)∆
k∆
e(t−s)A
[
f¯
(
Xε,δ,u
ε
k∆
)
− f¯
(
Xε,δ,u
ε
s
)]
ds,
Jε3(t) :=
∫ t
nt∆
e(t−s)A
[
f
(
Xε,δ,u
ε
nt∆
, Yˆ ε,δs
)
− f¯
(
Xε,δ,u
ε
s
)]
ds.
For Jε2(t), noticing that τˆ
ε
R 6 τ
ε
R, by Lemma 4.2, we have
E
 sup
t∈[0,T∧τˆε
R
]
|Jε2(t)|2
 6 CE ∫ T∧τˆεR
0
∣∣∣Xε,δ,uεs(∆) −Xε,δ,uεs ∣∣∣2 ds
6 CR,T
(
1 + |x|2 + |y|2
)
∆1/2. (4.29)
For Jε3(t), by (4.2) and (4.20), we have
E
 sup
t∈[0,T∧τˆε
R
]
|Jε3(t)|2
 6 C∆ ∫ t
nt∆
E
(
1 +
∣∣∣Xε,δ,uεnt∆ ∣∣∣2 + ∣∣∣Yˆ ε,δs ∣∣∣2 + ∣∣∣Xε,δ,uεs ∣∣∣2
)
ds
6 CT
(
1 + |x|2 + |y|2
)
∆2. (4.30)
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For Jε1(t), by the construction of Yˆ
ε,δ
t , we obtain that, for any k ∈ N∗ and s ∈ [0,∆),
Yˆ ε,δs+k∆ = Yˆ
ε,δ
k∆ +
1
δ
∫ k∆+s
k∆
AYˆ ε,δr dr +
1
δ
∫ k∆+s
k∆
g
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
r
)
dr
+
1√
δ
∫ k∆+s
k∆
σ2
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
r
)
Q
1/2
2 dWr
= Yˆ ε,δk∆ +
1
δ
∫ s
0
AYˆ ε,δr+k∆dr +
1
δ
∫ s
0
g
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
r+k∆
)
dr
+
1√
δ
∫ s
0
σ2
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
r+k∆
)
Q
1/2
2 dW¯r, (4.31)
where W¯t := Wt+k∆−Wk∆ is the shift version ofWt. Recall that W˜t is a standard cylindrical
Wiener process independent of
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
k∆
)
. Denote by Wˆt = δ
1/2W˜ t
δ
. We construct a
process Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
t by means of Y
x,y
t |(x,y)=(Xε,δ,uεk∆ ,Yˆ ε,δk∆ ), where Y
x,y is the solution to Eq.
(3.1). Specifically, that is
Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
s
δ
= Yˆ ε,δk∆ +
∫ s
δ
0
AY
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r dr +
∫ s
δ
0
g
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r
)
dr
+
∫ s
δ
0
σ2
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r
)
Q
1/2
2 dW˜r
= Yˆ ε,δk∆ +
1
δ
∫ s
0
AY
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r
δ
dr +
1
δ
∫ s
0
g
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r
δ
)
dr
+
1√
δ
∫ s
0
σ2
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r
δ
)
Q
1/2
2 dWˆr. (4.32)
The uniqueness of the solution to Eq. (4.31) and Eq. (4.32) implies that the distribution of(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
s+k∆
)
coincides with the distribution of
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
s
δ
)
.
Then we try to control |Jε1(t)|:
E
[
sup
t∈[0,T ]
|Jε1(t)|2
]
= E sup
t∈[0,T ]
∣∣∣∣ nt−1∑
k=0
e(t−(k+1)∆)A
∫ (k+1)∆
k∆
e((k+1)∆−s)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
s
)
− f¯
(
Xε,δ,u
ε
k∆
)]
ds
∣∣∣∣2
6 E sup
t∈[0,T ]
{
nt
nt−1∑
k=0
∣∣∣∣ ∫ (k+1)∆
k∆
e((k+1)∆−s)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
s
)
− f¯
(
Xε,δ,u
ε
k∆
)]
ds
∣∣∣∣2
}
6
[
T
∆
] [ T∆ ]−1∑
k=0
E
∣∣∣∣ ∫ (k+1)∆
k∆
e((k+1)∆−s)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
s
)
− f¯
(
Xε,δ,u
ε
k∆
)]
ds
∣∣∣∣2
6
CT
∆2
max
06k6[ T∆ ]−1
E
∣∣∣∣ ∫ (k+1)∆
k∆
e((k+1)∆−s)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
s
)
− f¯
(
Xε,δ,u
ε
k∆
)]
ds
∣∣∣∣2.
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Then by changing variable, we get
E
[
sup
t∈[0,T ]
|Jε1(t)|2
]
6 CT
δ2
∆2
max
06k6[ T∆ ]−1
E
∣∣∣∣ ∫ ∆δ
0
e(∆−sδ)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
sδ+k∆
)
− f¯
(
Xε,δ,u
ε
k∆
)]
ds
∣∣∣∣2
= 2CT
δ2
∆2
max
06k6[ T∆ ]−1
∫ ∆
δ
0
∫ ∆
δ
r
Ψk(s, r)dsdr,
where
Ψk(s, r)
= E
〈
e(∆−sδ)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
sδ+k∆
)
− f¯
(
Xε,δ,u
ε
k∆
) ]
, e(∆−rδ)A
[
f
(
Xε,δ,u
ε
k∆ , Yˆ
ε,δ
rδ+k∆
)
− f¯
(
Xε,δ,u
ε
k∆
) ]〉
= E
〈
e(∆−sδ)A
[
f
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
s
)
− f¯
(
Xε,δ,u
ε
k∆
)]
,
e(∆−rδ)A
[
f
(
Xε,δ,u
ε
k∆ , Y
Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆
r
)
− f¯
(
Xε,δ,u
ε
k∆
)]〉
.
Now, let’s estimate Ψk(s, r). Define F˜s := σ{Y x,yu , u 6 s}. Then for s > r, by the Markov
property and Proposition 3.1,
Ψk(s, r)
= E
{
E
〈
e(∆−sδ)A
[
f (x, Y x,ys )− f¯(x)
]
, e(∆−rδ)A
[
f (x, Y x,yr )− f¯(x)
]〉
|
(x,y)=(Xε,δ,u
ε
k∆
,Yˆ ε,δ
s+k∆)
}
= E
{
E
[ 〈
e(∆−sδ)AE
[
f (x, Y x,ys )− f¯(x) | F˜r
]
, e(∆−rδ)A
[
f (x, Y x,yr )− f¯(x)
]〉 ]
|(x,y)=(Xδk∆,Yˆ ε,δs+k∆)
}
6 CE
{
E
[∣∣∣Ef (x, Y x,zs−r)− f¯(x)∣∣∣ 1{z=Y x,yr } (1 + |x|+ |Y x,yr |)] |(x,y)=(Xε,δ,uεk∆ ,Yˆ ε,δk∆ )
}
6 CE
[
E
(
1 + |x|2 + |Y x,yr |2
)
e−(s−r)η |
(x,y)=(Xε,δ,u
ε
k∆
,Yˆ ε,δ
k∆ )
]
6 CE
(
1 +
∣∣∣Xε,δ,uεk∆ ∣∣∣2 + ∣∣∣Yˆ ε,δk∆ ∣∣∣2) e−(s−r)η
6 CT
(
1 + |x|2 + |y|2
)
e−(s−r)η,
where the last two inequalities are deduced by (4.2) and (4.20). Then we get
E
[
sup
t∈[0,T ]
‖Jε1(t)‖2
]
6 CT
δ2
∆2
(
1 + |x|2 + |y|2
) ∫ ∆
δ
0
∫ ∆
δ
r
e−
1
2
(s−r)ηdsdr
6 CT
δ
∆
(
1 + |x|2 + |y|2
)
. (4.33)
Thus, combining (4.29), (4.30) and (4.33), we get
E
 sup
t∈[0,T∧τˆε
R
]
‖Iε1(t)‖2
 6 CR,T (1 + |x|2 + |y|2)(∆1/2 + δ
∆
)
. (4.34)
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According to the estimates (4.28) and (4.34), we obtain
E
[
sup
t∈[0,T∧τˆε
R
]
∣∣∣Xˆε,δt − X¯ut ∣∣∣2 ]
6CR,N,T
(
1 + |x|2 + |y|2
)(
∆1/2 +
δ
∆
)
+ CE
∫ T∧τˆε
R
0
∣∣∣Xε,δ,uεs − Xˆε,δs ∣∣∣2 ds.
Noticing that τˆ εR 6 τ˜
ε
R, by (4.25) and choosing ∆ = δ
1/2, we have
lim
ε→0
E
[
sup
t∈[0,T∧τˆε
R
]
∣∣∣Xˆε,δt − X¯ut ∣∣∣2 ] = 0. (4.35)
For any r > 0, by the definition of stopping time τˆ εR and (4.35)
P
(
sup
t∈[0,T ]
∣∣∣Xˆε,δt − X¯ut ∣∣∣ > r
)
6 P (T > τˆ εR) + P
(
sup
t∈[0,T ]
∣∣∣Xˆε,δt − X¯ut ∣∣∣ > r, T 6 τˆ εR
)
6 P
(
sup
t∈[0,T ]
∣∣∣Xε,δ,uεt ∣∣∣2 + ∫ T
0
∥∥∥Xε,δ,uεs ∥∥∥2 ds+ ∫ T
0
∥∥∥Xˆε,δs ∥∥∥2 ds > R
)
+P
 sup
t∈[0,T∧τˆε
R
]
∣∣∣Xˆε,δt − X¯ut ∣∣∣ > r
 .
By Lemmas 4.1 and 4.3, we can choose an fixed R large enough to make the first term on the
right hand side of the above inequality small enough, and for fixed R and (4.35), the second
term can also be small enough by choosing small ε. Thus, we proved supt6T
∣∣∣Xˆε,δt − X¯ut ∣∣∣→ 0
in probability. The proof is complete. 
5. Appendix
5.1. A weak convergence criteria for large deviation principle. In this part, we will
recall the general criteria for a large deviation principle given in [3]. Let (Ω,F ,P) be a
probability space with an increasing family {Ft}0≤t≤T of the sub-σ-fields of F satisfying the
usual conditions. Let E be a Polish space with the Borel σ-field B(E).
Definition 5.1. (Rate function) A function I : E → [0,∞] is called a rate function on E ,
if for each M <∞, the level set {x ∈ E : I(x) 6M} is a compact subset of E .
Definition 5.2. (Large deviation principle) Let I be a rate function on E . A family
{Xε} of E-valued random elements is said to satisfy the large deviation principle on E with
rate function I, if the following two conditions hold.
(a) (Upper bound) For each closed subset F of E ,
lim sup
ε→0
ε logP(Xε ∈ F ) 6 − inf
x∈F
I(x).
(b) (Lower bound) For each open subset G of E ,
lim inf
ε→0 ε logP(X
ε ∈ G) > − inf
x∈G
I(x).
Let A denote the class of {Ft}-predictable processes u belonging to S a.s.. Let SN = {u ∈
L2([0, T ],H);
∫ T
0 |u(s)|2ds ≤ N}. The set SN endowed with the weak topology is a Polish
space. Define AN = {φ ∈ A; u(ω) ∈ SN ,P-a.s.}.
Recall the following result from Budhiraja and Dupuis [3].
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Theorem 5.3. ([3]) Let {Γε}ε>0 be a family of measurable mappings from C([0, T ],H) into
E . Suppose that there exists a measurable map Γ0 : C([0, T ],H)→ E such that
(a) for every N < +∞ and any family {uε; ε > 0} ⊂ AN satisfying that uε converges in
distribution as SN -valued random elements to u as ε→ 0, Γε
(
W (·) + 1√
ε
∫ ·
0 u
ε(s)ds
)
converges in distribution to Γ0(
∫ ·
0 u(s)ds) as ε→ 0;
(b) for every N < +∞, the set {Γ0 (∫ ·0 u(s)ds) ; u ∈ SN} is a compact subset of E .
Then the family {Γε(W )}ε>0 satisfies a large deviation principle in E with the rate function
I given by
I(g) := inf
{u∈S;g=Γ0(∫ ·
0
u(s)ds)}
{
1
2
∫ T
0
|u(s)|2ds
}
, g ∈ E , (5.1)
with the convention inf ∅ =∞.
5.2. Some estimates about the Burgers equation. We recall some properties of the
semigroup {etA}t≥0 and the nonlinear operates b and B, for example see [2], [9].
Lemma 5.4. For the semigroup {etA}t≥0, we have:
(1) for any θ 6 γ, x ∈ Hθ, ∥∥∥etAx∥∥∥
γ
6 Ct−
γ−θ
2 ‖x‖θ;
(2) for any σ ∈ [0, 1] there exists Cσ > 0 such that for any 0 < s < t and x ∈ H,∣∣∣etAx− esAx∣∣∣ ≤ Cσ (t− s)σ
sσ
|x|;
(3) for any σ ∈ [0, 2] there exists Cσ > 0 such that for any 0 6 s < t and x ∈ Hσ,∣∣∣etAx− esAx∣∣∣ ≤ Cσ(t− s)σ/2‖x‖σ.
Lemma 5.5. For any x, y ∈ V,
b(x, x, y) = −b(x, y, x), b(x, y, y) = 0.
Lemma 5.6. Suppose αi > 0 (i = 1, 2, 3) satisfies one of the following conditions:
(1) αi 6= 12(i = 1, 2, 3), α1 + α2 + α3 > 12 ;
(2) αi =
1
2
for some i, α1 + α2 + α3 >
1
2
,
then b is continuous from Hα1 ×Hα2+1 ×Hα3 to R, i.e.∣∣∣b(x, y, z)∣∣∣ 6 C‖x‖α1 · ‖y‖α2+1 · ‖z‖α3 .
The following inequalities can be derived by the above lemma.
Corollary 5.7. For any x ∈ V, we have:
(1) |B(x)| 6 C‖x‖2;
(2) ‖B(x)‖−1 6 C|x| · ‖x‖.
Lemma 5.8. For any x, y ∈ V, we have:
(1) |B(x)−B(y)| 6 C‖x− y‖(‖x‖+ ‖y‖);
(2) ‖B(x)− B(y)‖−1 6 C|x− y| (‖x‖+ ‖y‖);
(3) 〈B(x)− B(y), x− y〉 6 C|x− y| · ‖x− y‖ · ‖x‖.
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