In this paper, a total ordering scheme for multivariate data , based on the bit mixing paradigm, is presented. This ranking scheme is then used to extend morphological filters to the vectorial case. Results concerning the alternating sequential filtering by reconstruction of colour images are presented.
INTRODUCTION
In the early ~O ' S , Serra and Matheron introduced and developed the Mathematical Morphology theory (Serra (1) & (2)). It has now become a widely used non linear technique for image processing. Initially designed as a set theory, it was then generalized to the set of grey-level images with the help of umbras, and, more recently, to any complete lattice, which is the appropriate mathematical framework for Morphology (Ronse (3) ). This minimum necessary algebraic structure is a set T such that:
T is induced by a (partial) ordering relation < which, by definition, is -reflexive:
-transitive: X < X , V X E T 3 X < Y a n d Y < Z a X < Z , V ( X , Y , Z ) E T -anti-symmetrical:
X < Y and Y < X =$ X = Y , V ( X , Y ) E TZ for any family (finite or not) of elements in T, there exists a smallest majorant called the sup (for supremum) and a greatest minorant called the inf (for infimum). Basic morphological operators (erosion and dilation) proceed from that second property.
Concurrently, multichannel signal processing has become an important and very active field of research, with applications to colour, or, more generally, multispectral image processing. Section 2 presents different approaches found in the literature to extend Mathematical Morphology to multidimensional signals. It basically comes to the definition of an ordering relation that induces a complete lattice structure on the considered set of vectors.
Section 3 introduces the bit mixing paradigm and the corresponding total ordering induced on the vector space. Using this ordering scheme, any morphological operator can be extended to multidimensional data. Results concerning the alternating sequential filtering by reconstruction of colour images are given in section 4.
Finally, conclusions are given in the last section.
MULTIVALUED MORPHOLOGY
Since there is no universally accepted multivariate ordering scheme, the extension of Morphology to multidimensional signals is not straightforward. There are nevertheless many different strategies.
First of all, it is of course always possible to process each component of the image separately and to recombine the results afterwards. This approach is not fully satisfying since it does not take into account the correlation that exists between the different components. We will see later on that this kind of marginal processing is equivalent to the vectorial approach defined by the canonic lattice structure when only sup and inf operators and their compositions are involved.
As mentioned in the introduction, the key point to extend Morphology to a vector space is to define a well suited ordering relation. For instance, the classical lexicographic order respects the theoretical framework. It induces a totally ordered lattice with the relation:
where X(i) denotes the ith component of the M-dimensional vector X E T (we will keep these notations in the following highly depends on the a priori order used to present the different components of the vector).
The most widely used method consists in using the Cianonic lattice structure (Dougherty (4), Gu (5)): in this structure, two vectors X and Y are compared in the following way:
With this relation, the sup of a family { Xj} (resp. the inf) is the vector VX (resp. AX) where each component vX(i) is the sup of the { X,(i)} (resp. for the inf):
This approach has two major drawbacks:
-for the sup and inf operators, as for all the possible compositions (i.e. closings, openings ...), the canonic lattice structure gives the same results as the simple marginal processing of the data; and as a consequence, in the case of colour images, the appearance of false colours is quite inevitable during the processing (the output vector of an operator will seldom be one of the input vectors);
-since the induced order is just a partial one (two vectors cannot necessarily be compared), the optimized algorithms used in the mono-dimensional case, that very often implicitly assume the order is total, cannot be directly extended to the multidimensional case (Chanussot and Lambert (6)).
An other approach consists in relaxing one theoretical constraint by considering non anti-symmetrical ordering relations (pre-ordering relations), leading to what are called "morphological like" filters. It is for instance possible to process the image using only the most significative component: with a pre-determined and fixed i, we will have:
But this method gives too much emphasis to the selected component, compared with the others that are not considered at all (for instance, the intensity in the Hue Saluration Intensity representation for colour images is often used in that way). Other techniques, based on reduced ordering using different generalized distances are discussed in Vertan et al. (7). They consist in considering any distance criterion dist(X,Y) between two vectors X and Y and in ordering any family {Xj] of vectors according to the following principle:
Some good results may be provided by those metlhods that may process symmetrically all the components of the vectors, but we must emphasize that the minimum morphological theoretical background is not respected any more since a basic constraint has been relaxed.
Goutsias et al. (8) present a formal unifying apprioach
based on the use of a vector transformation from 9?.M into %Q (with Q<M a priori) followed by a marginal ordering on %Q. If Q>1, the marginal ordering step induces a partial ordering on the vectors (but we nevertheless have a complete lattice structure). Q=1 is required to obtain a total ordering:
But in the general case, proposed h are not bijective (and in particular not injective: two different vectors can have the same image by h). As a consequence, to respect the antisymmetry property of the ordering relation, a new corresponding equivalence relation "=h)' is required ; it is defined by:
This theoretical point represents a major drawback in practice: the extrema of a family { Xj) are not necessarily unique. For instance, many different vectors (that are nevertheless equal according to the "={' relation) can lead to the same result h(X) = supi(Xi}. Determining the sup or the inf of a family can then become problematic, since it is not uniquely defined.
X + h ( X )
x =hY e h(X)=h(Y)
The approach we propose is in keeping with this general pattern: as suggested in (8), we use a mapping h from the initial multidimensional data set 9lM into 5 3 to rank the vectors. That means: each vector pixel is represented (or "coded") by a single scalar value. To compare two vectors, one just has to compare their scalar representations. The key-point is that we define and use a bijective mapping, it thus induces a total order (even with the classical equivalence relation) and determines unambiguously the infimum (resp. supremum) of each set of vectors as one unique vector of the input set (the one that has the smallest (resp. the greatest) scalar representation). This presents several advantages that are discussed later on.
V{Xi},3 ! k / h(X,)=sup,{h(X,)} wethendefine : supi{X,} = X, Uniqueness of k is the direct consequence of the bijectivity of h ; if the used transformation is not revertible, this can be lost.
BIT MIXING PARADIGM
The transform h proposed here is based on the representation of each component of X in the binary mode. If the M components of X are coded with p bits each, M.p bits are available. These M.p bits are then mixed up together to build the M.p bits long scalar value h(X). Of course, there are many different ways to mix up these M.p bits (Mp! possible permutations), but we choose the one that minimizes the unavoidable dissymmetry between the different components. So, we first take the first bit of X(1), then the first bit of X(2), until the first bit of X(M), and we repeat the process with the second bit, and so on until the pfh bit. Mathematically, this can be written as follows: X E 3iM has M components X(i), each one coded on p bits X(i), E (0,l) with j E (0 ,..., p}. The considered mapping h can then be written as follows:
In the same way , we can define the reciprocal mapping h-' of an integer scalar S coded with M.p bits Sj :
by h-'(S) = X enM, where X has M components X(i), each one coded on p bits and defined by:
In the following, for the sake of clarity and simplicity, we will restrict this paper, without any loss of generality, to the case of the classical colour images, represented in the Red Green Blue base (RGB), where each component is coded with 8 bits (from 0 to 255). In other words, the mapping h that "projects" the colour pixels from their three dimensional base RGB onto 31 encodes each pixel X by mixing up the 3*8 available bits together, taking alternatively one bit from the red, the green and the blue component to build a 24 bits long integer (i.e. h(X)). This coding scheme is described more precisely on Figure 1 . We can note that the amount of information is preserved during this step (the transform is revertible). Thanks to this mapping, we now have a mono-dimensional "grey level-like" representation of our colour image, with a range going from 0 to (224-l). It is then possible to perform any classical mono-dimensional morphological filter on that mono-dimensional coded image, and to decode the result afterwards to get the colour filtered image by re-separating the 24 bits into 3 different 8 bits long component using he' (see Figure 1) . This processing synopsis is described on Figure 2 .
The choice of this ordering scheme can be justified by at least two important observations: 0 among all the possible solutions, as mentioned before, we choose the coding that minimizes the unavoidable dissymmetry inherent in this kind of coding: approximately the same weight is attached to each component of the image (all the components are processed quite symmetrically). Furthermore, no significative changes have been observed by inverting the order of the components (the remaining small dissymmetry is of no consequence). Nevertheless, if some aprion' information concerning the relative importance of the different components is available, it can be taken into account by attaching a higher weight to the most significative component (for instance by putting its 2 or 3 first bits at the head of the coding).
The order induced by the canonic lattice structure is probably the most natural and intuitive vectorial order, even if it is just a partial one. A key-point is that the order induced by our coding can be regarded as a simple extension of this order (if two vectors are comparable in the canonic structure, they will keep the same order with our relation), but we now have a total order: two vectors are always comparable. Hence, the output vector of any morphological filter will necessarily be one of the input vectors ; this output vector is unique and unambiguously defined since the coding is injective. We used this codingidecoding scheme (which is equivalent to the definition of a vectorial ordering relation) to extend morphological filters to colour images, as shown on Figure 2 . Next section presents some results.
APPLICATION
Alternating sequential filters (ASF) by reconstruction are connected filters. Connected filters play a major role in mathematical morphology: they are the filters that do not introduce any discontinuity in the image: the edge information is either totally removed or exactly preserved, but the point is that it is never moved or blurred. An ASF by reconstruction is the composition of several morphological openings and closings by reconstruction that are applied alternatively and successively with a growing structuring element size. Those filters have a good ability to reduce noise and to simplify an image and are, as a consequence, very useful in many situations (preprocessing for segmentation, coding ...). For more details, see, for instance, Crespo et al. (9) .
To illustrate the good behaviour of the filter with the ]proposed structure, we can look at the following pictures: Figure 3 shows the intensity of the original colour image (aerial view from the Canari islands), Figure 4 shows the same image filtered by the following sequence:
where 7, and (p, respectively represent the opening and the closing by reconstruction with a square flat structuring element of size n.
Figures 5 & 6 show respectively: the intensity of a real microscope colour image of an alloy (provided by U,gine Savoie Company) and the intensity of the filtered image (using the same filter as for Figure 4) . A good noise reduction can be observed with a perfect edge preservalion. Segmenting the different grains of the alloy becomes ithen easier.
In each case, the filtered image is visibly much simpler than the original one; some details have been lost, but preserved edges remain absolutely unchanged, which is the typical intended behaviour of the used filter. We also can notice the loss of contrast due to the properties of the openings and the closings (respectively i dextensivity and extensivity) leading to a kind of "'tarnished" image. This is also typical for these filters and our method preserved this property too.
CONCLUSION
The proposed ordering relation, based on the bit mixing paradigm, seems to be very promising. Concerning its application to morphological filters, it actually presents several advantages:
0 it prevents the appearance of false colours since any output vector is necessarily one of the input vectors, it is very simple to implement (coding and decoding are very simple and fast), 0 it is well suited to all already existing optimized algorithms that deal with the one dimensional case. The existing programs are used directly without any change (except for the coding and decoding steps that have to be added). We just need to check that the program can deal with integers coded on the right number of bits (for instance, 24 and not only 8).
Since it preserves their properties (both qualities and faults), this extension to the colour case of the classical mono-dimensional morphological filters can be considered as a good extension. For instance, concerning the ASF, the extension has a good ability to simplify a colour image by deleting small regions, considered as meaningless ; for example, it will thus constitute a good pre-processing step for image segmentation and image compression. provided by the Ugine Savoie Company
