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Abstract
We consider the barotropic Navier–Stokes system describing the motion of a compressible
Newtonian fluid in a bounded domain with in and out flux boundary conditions. We show
that if the boundary velocity coincides with that of a rigid motion, all solutions converge to
an equilibrium state for large times.
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1
1 Introduction
The barotropic Navier–Stokes system:
∂t̺+ divx(̺u) = 0,
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺) = divxS(Dxu) + ̺∇xG,
S(Dxu) = µ
(
∇xu+∇
t
xu−
2
d
divxuI
)
+ λdivxuI, µ > 0, λ ≥ 0,
with Dxu ≡
1
2
(
∇xu+∇
t
xu
)
,
(1.1)
is a well–established model in continuum fluid mechanics governing the time evolution of the mass
density ̺ = ̺(t, x) and the velocity u = u(t, x) of a compressible viscous fluid. In the fluid
if confined to a bounded domain Ω ⊂ Rd, d = 1, 2, 3, suitable boundary conditions must be
prescribed to obtain a well posed problem. Here we consider the realistic situation with a given
boundary velocity,
u|∂Ω = ub, (1.2)
and, decomposing the boundary as
∂Ω = Γin ∪ Γout, Γin =
{
x ∈ ∂Ω
∣∣∣ the outer normal n(x) exists, and uB(x) · n(x) < 0
}
,
we prescribe the density on the in–flow component,
̺|Γin = ̺b. (1.3)
Our goal is to describe the long–time behavior of finite energy weak solutions to the problem
(1.1)–(1.3).
Note that the long–time behavior of solutions is well understood under the no–slip boundary
conditions ub ≡ 0, see [3], [4], [9], [10] for general results if d = 2, 3 and Melinand and Zumbrun
[8] for refined arguments if d = 1. The ω–limit set of any solution trajectory t 7→ [̺(t, ·), (̺u)(t, ·)]
is contained in the set of stationary (static) solutions [̺E , 0],
∇xp(̺E) = ̺E∇xG, ̺E ≥ 0,
∫
Ω
̺E dx =
∫
Ω
̺(0, ·) dx = M0. (1.4)
If the problem (1.4) admits a unique solution, any trajectory converges to it. The same is true if
the set of solutions of (1.4) consists of isolated points. The case when (1.4) admits a continuum of
solutions remains an outstanding open problem. Note that in this case the equilibria ̺E necessarily
contain vacuum, meaning ̺E vanishes on a set of non–zero measure, see [3].
Much less is known in the case of non–trivial in/out flow velocity. Melinand and Zumbrun
[8] studied the problem in the mono–dimensional case d = 1 and with G = 0 in the framework
of strong solutions. They show (non–linear) stability of the stationary solutions with constant
2
velocity ub and their small perturbations. They also show that linear stability implies nonlinear
stability in the general case.
Motivated by [4], we study stability and convergence to the static states in the multi–dimensional
case, with the velocity uE associated to a rigid motion, meaning
DxuE = 0. (1.5)
The corresponding density ̺E satisfies
divx(̺EuE) = 0,
divx(̺EuE ⊗ uE) +∇xp(̺E) = ̺E∇xG.
(1.6)
Accordingly, we consider the problem (1.1)–(1.3) with the boundary conditions
ub = uE , ̺b = ̺E . (1.7)
Under the hypothesis (1.7), and if the stationary density ̺E is strictly positive, the problem
(1.1)–(1.3) admits a Lyapunov function, namely the relative energy
∫
Ω
E
(
̺,u
∣∣∣̺E ,uE
)
dx, E
(
̺,u
∣∣∣̺E ,uE
)
≡
[
1
2
̺|u− uE |
2 + P (̺)− P ′(̺E)(̺− ̺E)− P (̺E)
]
,
see Section 3. The situation becomes more delicate if ̺E vanishes on a non–trivial part of Ω. In
that case, the stationary problem may admit more (infinitely many) solutions even if the total
mass is prescribed.
Our main result asserts that any weak solution of the problem (1.1)–(1.3), satisfying a suitable
form of energy inequality, approaches the equilibrium solution [̺E ,uE ] as t → ∞ as long as the
stationary problem (1.6) admits a unique solution. To the best of our knowledge, this is the
first result of this kind in the multi–dimensional case under the non–zero in/out flow boundary
conditions. Note that such a result does not follow from “standard” arguments, even if ̺E > 0, as
the Lyapunov function
t 7→
∫
Ω
E
(
̺,u
∣∣∣̺E ,uE
)
(t, ·) dx
is not continuous on the trajectories generated by weak solutions. In addition, we show that the
convergence is uniform with respect to bounded energy initial data.
The paper is organized as follows. In Section 2, we recall the concept of weak solution to the
Navier–Stokes system and state our main result. Section 3 is devoted to the stationary problem
(1.6). In particular, we establish several conditions sufficient for its unique solvability. The main
convergence result is shown in Section 4.
3
2 Weak solutions, energy inequality, main results
We start by introducing the main hypotheses imposed on the structural properties of the potential
G and the pressure p. In what follows, we shall always assume that Ω ⊂ Rd is a bounded Lipschitz
domain. Keeping in mind the iconic example of the gravitational potential, we require only
G ∈ C1(Ω). (2.1)
As for the pressure, we assume
p ∈ C1[0,∞), p(0) = 0, p′(̺) > 0 for ̺ > 0, p′(̺) ≈ ̺γ−1, γ > 1 as ̺→∞. (2.2)
Here, the symbol p′(̺) ≈ ̺γ−1 as ̺→∞ means
p̺γ−1 ≤ p′(̺) ≤ p̺γ−1 for all ̺ > 1, where p > 0.
Accordingly, the pressure potential P defined as
P ′(̺)̺− P (̺) = p(̺), P (0) = 0, ⇒ P ′′(̺) =
p′(̺)
̺
for ̺ > 0,
is a strictly convex function on [0,∞). Without loss of generality, we may therefore assume
P ′(̺)→ −∞ if ̺→ 0 + or P ′(̺)→ 0 if ̺→ 0+,
adding a linear function to P in the latter case if necessary.
2.1 Weak solutions to the Navier–Stokes system
The functions [̺,u] represent a weak solution of the Navier–Stokes system (1.1)–(1.3) in [0,∞)×Ω,
with the boundary data
ub = uE|∂Ω, ̺b = ̺E |∂Ω,
if:
•
̺ ∈ Cweak,loc([0,∞);L
γ(Ω)), ̺ ≥ 0, m ≡ ̺u ∈ Cweak,loc([0,∞);L
2γ
γ+1 (Ω;Rd)),
(u− uE) ∈ L
2
loc([0,∞);W
1,2(Ω;Rd)), ̺ ∈ Lγloc([0,∞);L
γ(Γout; d|ub · n|)).
• Equation of continuity
[∫
Ω
̺ϕ dx
]t=τ
t=0
+
∫ τ
0
∫
Γout
ϕ̺uE · n d Sx +
∫ τ
0
∫
Γin
ϕ̺EuE · n d Sx
=
∫ τ
0
∫
Ω
[
̺∂tϕ+ ̺u · ∇xϕ
]
dx dt
(2.3)
4
holds for any 0 ≤ τ <∞, and any test function for any ϕ ∈ C1c ([0,∞)× Ω).
In addition, we require also the renormalized version of (2.3),[∫
Ω
b(̺)ϕ dx
]t=τ
t=0
+
∫ τ
0
∫
Γout
ϕb(̺)uE · n d Sx +
∫ τ
0
∫
Γin
ϕb(̺E)uE · n d Sx
=
∫ τ
0
∫
Ω
[
b(̺)∂tϕ+ b(̺)u · ∇xϕ−
(
b′(̺)̺− b(̺)
)
divxu
]
dx dt
(2.4)
to be satisfied for any 0 ≤ τ < ∞, any test function for any ϕ ∈ C1c ([0,∞) × Ω), and any
b ∈ C1[0,∞), b′ ∈ Cc[0,∞).
• Momentum equation[∫
Ω
̺u · ϕ dx
]t=τ
t=0
=
∫ τ
0
∫
Ω
[
̺u · ∂tϕ+ ̺u⊗ u : ∇xϕ+ p(̺)divxϕ− S(Dxu) : ∇xϕ
]
dx
+
∫ τ
0
∫
Ω
̺∇xG ·ϕ dx dt
(2.5)
holds for any 0 ≤ τ <∞, and any test function ϕ ∈ C1c ([0,∞)× Ω;R
d).
2.2 Energy balance
The energy inequality is an indispensable part of the definition of weak solution. In view of direct
calculations presented in the Appendix it takes the form
−
∫
∞
0
∂tψ
∫
Ω
[
1
2
̺|u− uE|
2 + P (̺)
]
dx dt+
∫
∞
0
ψ
∫
Ω
S(Dxu) : Dxu dx dt
+
∫
∞
0
ψ
∫
Γout
P (̺)uE · n dSx dt +
∫
∞
0
ψ
∫
Γin
P (̺E)uE · n dSx dt
≤ ψ(0)
∫
Ω
[
1
2
̺(0, ·)|u(0, ·)− uE |
2 + P (̺(0, ·))
]
dx
−
∫
∞
0
ψ
∫
Ω
[̺u⊗ u+ p(̺)I] : ∇xuE dx dt+
∫
∞
0
ψ
∫
Ω
̺u ·
1
2
∇x|uE |
2 dx dt
+
∫
∞
0
ψ
∫
Ω
S(Dxu) : DxuE dx dt +
∫
∞
0
ψ
∫
Ω
̺∇xG · (u− uE) dx dt
(2.6)
for any ψ ∈ C1c [0,∞), ψ ≥ 0.
Remark 2.1. The energy can be defined in terms of the density and momentum that are weakly
continuous quantities in time:
E
(
̺,u
∣∣∣uE
)
≡
[
1
2
̺|u− uE |
2 + P (̺)
]
=
[
1
2
|m|2
̺
−m · uE +
1
2
̺|uE |
2 + P (̺)
]
, m ≡ ̺u.
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Moreover, with the convention
E
(
̺,u
∣∣∣uE
)
=∞ if ̺ < 0 or ̺ = 0,m 6= 0, E
(
̺,u
∣∣∣uE
)
= 0 if ̺ = 0, m = 0,
E is a convex l.s.c. function of [̺,m] ∈ Rd+1.
Definition 2.2 (Finite energy weak solution). A weak solution [̺,u] specified in Section 2.1
satisfying the energy inequality (2.6) is called finite energy weak solution of the Navier–Stokes
system (1.1)–(1.3) in [0,∞)× Ω.
The existence of finite energy weak solutions for the Navier–Stokes system with in/out flux
boundary conditions has been proved in [1], [2], [7] (see also Girinon [6]) under additional assump-
tions on smoothness of the domain Ω and for γ > d
2
. At this stage the total energy∫
Ω
E
(
̺,u
∣∣∣uE
)
dx
is not necessarily a decreasing function of time. Further assumptions on uE and ̺b specified below
are necessary to convert it to a kind of Lyapunov function for the system.
2.3 Main result
We are ready to state our main result.
Theorem 2.3 (Convergence to equilibrium). Let Ω ⊂ Rd, d = 2, 3 be a bounded Lipschitz domain.
Let G and p satisfy the hypotheses (2.1), (2.2), with
γ >
d
2
.
Let uE be a given field such that
DxuE = 0, ∇xG · uE = 0. (2.7)
Let ̺E be a density field solving the stationary problem (1.6) with the given uE such that
̺E ≥ 0, the set
{
x ∈ Ω
∣∣∣ ̺E(x) > 0
}
6= ∅ is connected in Ω, ̺E |Γin > 0.
Let [̺,u] be a finite energy weak solution of the problem (1.1)–(1.3) in [0,∞) × Ω, with the
boundary conditions (1.7), and ∫
Ω
E
(
̺,u
∣∣∣ uE
)
(0, ·) dx ≤ E0,
∫
Ω
̺(0, ·) dx =M0 > 0, M0 =
∫
Ω
̺E dx if Γin = ∅.
Then for any ε > 0, there exists T = T (ε) depending only on E0 such that
‖̺(t, ·)− ̺E‖Lγ(Ω) + ‖̺(u− uE)(t, ·)‖
L
2γ
γ+1 (Ω;Rd)
< ε for all t > T (ε).
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Remark 2.4. It follows from the equation (1.6) that the pressure p(̺E) is a continuously differ-
entiable function in Ω, in particular, ̺E ∈ C(Ω).
Remark 2.5. As divxuE = 0, we have∫
∂Ω
uE · n dSx = 0.
Consequently, if Γin = ∅, then necessarily
uE · n|∂Ω = 0. (2.8)
As uE is the velocity of a rigid motion and Ω is bounded, relation (2.8) implies either Ω is
rotationally symmetric or uE = 0. In both cases, the total mass∫
Ω
̺(t, ·) dx =M0 is a constant of motion.
The following two sections are devoted to the proof of Theorem 2.3.
3 Stationary problem
The energy inequality (2.6) simplifies to
−
∫
∞
0
∂tψ
∫
Ω
[
1
2
̺|u− uE |
2 + P (̺)− ̺
(
1
2
|uE |
2 +G
)]
dx dt +
∫
∞
0
ψ
∫
Ω
S(Dxu) : Dxu dx dt
+
∫
∞
0
ψ
∫
Γout
[
P (̺)− (̺− ̺E)
(
1
2
|uE|
2 +G
)
− P (̺E)
]
uE · n dSx dt
+
∫
∞
0
ψ
∫
∂Ω
[
P (̺E)− ̺E
(
1
2
|uE |
2 +G
)]
uE · n dSx dt
≤ ψ(0)
∫
Ω
[
E
(
̺,u
∣∣∣ uE
)
+
(
1
2
|uE |
2 +G
)]
(0, ·) dx
(3.1)
for any ψ ∈ C1c [0,∞), ψ ≥ 0.
3.1 Stationary equation of continuity
Next we use the hypothesis that the boundary data for the density ̺b = ̺E |Γin are determined by
the stationary density ̺E satisfying, in particular, the equation of continuity
divx(̺EuE) = 0 in D
′(Ω). (3.2)
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It follows from (3.2) that
∫
∂Ω
̺E
(
1
2
|uE|
2 +G
)
uE · n dSx = −
∫
Ω
̺E∇x
(
1
2
|uE |
2 +G
)
· uE dx = 0,
where the last equality follows from (2.7) and
∇x|uE |
2 ·uE = −2uE ·∇xuE · = −uE ·∇xuE ·uE −uE ·∇
t
xuE ·uE = −2uE ·DxuE ·uE = 0. (3.3)
Similarly, using divxuE = 0 we get by renormalization
divx(P (̺E)uE) = 0 ⇒
∫
∂Ω
P (̺E)uE · n dSx = 0.
Consequently, the energy inequality (3.1) takes the form
−
∫
∞
0
∂tψ
∫
Ω
[
1
2
̺|u− uE |
2 + P (̺)− ̺
(
1
2
|uE |
2 +G
)]
dx dt +
∫
∞
0
ψ
∫
Ω
S(Dxu) : Dxu dx dt
+
∫
∞
0
ψ
∫
Γout
[
P (̺)− (̺− ̺E)
(
1
2
|uE|
2 +G
)
− P (̺E)
]
uE · n dSx dt
≤ ψ(0)
∫
Ω
[
E
(
̺,u
∣∣∣uE
)
− ̺
(
1
2
|uE |
2 +G
)]
(0, ·) dx
(3.4)
for any ψ ∈ C1c [0,∞), ψ ≥ 0. Note that the result holds under general assumption on ̺E , in
particular, it is enough that ̺E ∈ C(Ω), ̺E ≥ 0, not necessarily ̺E > 0.
3.2 Stationary momentum equation
In view of
uE · ∇xuE = 2uE · DxuE − uE · ∇
t
xuE = −
1
2
∇x|uE |
2, (3.5)
the stationary momentum equation can be written in the form
∇xp(̺E) = ̺E∇x
(
G+
1
2
|uE|
2
)
, (3.6)
in particular p(̺E) ∈ C
1(Ω), and ̺E ∈ C(Ω). We point out that ̺E need not be continuously
differentiable on the boundary of its domain of positivity.
If ̺E > 0, we can rewrite (3.6) as
∇xP
′(̺E) = ∇x
(
G+
1
2
|uE |
2
)
⇒ P ′(̺E) = G+
1
2
|uE|
2 − CE , (3.7)
8
where CE is a constant. In accordance with the hypotheses of Theorem 2.3, the domain of positivity
of ̺E, {
x ∈ Ω
∣∣∣ ̺E(x) > 0
}
is bounded and connected in Ω; whence ̺E is given through formula
̺E(x) = (P
′)−1
[
G(x) +
1
2
|uE(x)|
2 − CE
]+
if P ′(0+) = 0,
̺E(x) = (P
′)−1
(
G(x) +
1
2
|uE(x)|
2 − CE
)
if P ′(0+) = −∞.
(3.8)
Note that in the latter case vacuum does not occur, ̺E > 0 in Ω. The constant CE ∈ R is uniquely
determined by the boundary value ̺b = ̺E |Γin if Γin 6= ∅ or by the total mass
M0 =
∫
Ω
̺E dx
in the case Γin = ∅.
Finally, we rewrite the energy inequality (3.4) in the form
−
∫
∞
0
∂tψ
∫
Ω
[
1
2
̺|u− uE|
2 + P (̺)− (̺− ̺E)
(
G+
1
2
|uE|
2 − CE
)
− P (̺E)
]
dx dt
+
∫
∞
0
ψ
∫
Ω
S(Dxu) : Dxu dx dt
+
∫
∞
0
ψ
∫
Γout
[
P (̺)− (̺− ̺E)
(
G+
1
2
|uE |
2 − CE
)
− P (̺E)
]
uE · n dSx dt
≤ ψ(0)
∫
Ω
[
E
(
̺,u
∣∣∣uE
)
− (̺− ̺E)
(
G+
1
2
|uE |
2 − CE
)
− P (̺E)
]
(0, ·) dx
(3.9)
for any ψ ∈ C1c [0,∞), ψ ≥ 0. Here, we have
P (̺)− (̺− ̺E)
(
G+
1
2
|uE|
2 − CE
)
− P (̺E)
= P (̺)− (̺− ̺E)P
′(̺E)− P (̺E) ≥ 0 whenever ̺E > 0,
(3.10)
and
P (̺)− (̺− ̺E)
(
G +
1
2
|uE |
2 − CE
)
− P (̺E)
= P (̺)− ̺
(
G+
1
2
|uE|
2 − CE
)
≥ P (̺) ≥ 0 if ̺E = 0.
(3.11)
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In particular, the function E ,
E : t 7→
∫
Ω
[
1
2
̺|u− uE |
2 + P (̺)− (̺− ̺E)
(
G+
1
2
|uE |
2 − CE
)
− P (̺E)
]
(t, ·) dx
coincides on the set of full measure in (0,∞) with a non–increasing function and moreover
E(t)→ 0 as t→∞ ⇒ ‖̺(t, ·)− ̺E‖Lγ(Ω) + ‖̺(u− uE)(t, ·)‖
L
2γ
γ+1 (Ω;Rd)
→ 0 as t→∞. (3.12)
4 Convergence to equilibria
Our goal is to show Theorem 2.3. We start with the following auxilliary result:
Lemma 4.1. Let {̺n,un}
∞
n=1 be a sequence of finite energy weak solutions to the Navier–Stokes
system (1.1)–(1.3) on a time interval (0, 1) such that∫
Ω
E
(
̺n,un
∣∣∣ uE
)
dx ≤ E0,
∫ 1
0
∫
Ω
S(Dxun) : Dxun dx dt ≤ E0
uniformly for n =1,2,. . . ,
divxun → 0 in L
2(0, 1;L2(Ω)).
Then we have
̺n → ̺ in L
γ+α((0, 1)× Ω),
un → u weakly in L
2(0, 1;W 1,2(Ω;Rd)),
̺nun ⊗ un → ̺u⊗ u in L
1+α((0, 1)× Ω;Rd×d)
for a certain α > 0, passing to a suitable subsequence as the case may be.
The proof of Lemma 4.1 is based on nowadays standard arguments of the theory of compressible
Navier–Stokes system and may be found in [5].
4.1 Convergence to equilibria
To show convergence we introduce the sequence of time–shifts:
̺n(t, x) = ̺(t + n, x), un(t, x) = u(t + n, x), n = 1, 2, . . .
where [̺,u] is a global–in–time finite energy weak solution to the Navier–Stokes system. It follows
from the energy inequality (3.9) that
∫ 1
0
∫
Ω
S(Dxun) : (Dxun) dx dt =
∫ 1
0
∫
Ω
S(Dx(un − uE)) : (Dx(un − uE)) dx dt→ 0 as n→∞;
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whence, by virtue of Korn–Poincare´ inequality,
un → uE in L
2(0, 1;W 1,2(Ω;Rd)).
Moreover, applying Lemma 4.1 we may perform the limit in the equations (2.3), (2.5) obtaining
∫ 1
0
∫
Γout
ϕ̺uE · n d Sx +
∫ 1
0
∫
Γin
ϕ̺EuE · n d Sx
=
∫ 1
0
∫
Ω
[
̺∂tϕ+ ̺uE · ∇xϕ
]
dx dt
(4.1)
for any test function ϕ ∈ C1c ((0, 1)× Ω),
−
∫ 1
0
∫
Ω
[
̺uE · ∂tϕ+ ̺uE ⊗ uE : ∇xϕ+ p(̺)divxϕ
]
dx =
∫ 1
0
∫
Ω
̺∇xG · ϕ dx dt. (4.2)
for any test function ϕ ∈ C1c ((0, 1)× Ω;R
d).
It follows from (4.1) that
−
∫ 1
0
∫
Ω
̺uE∂tϕ dx dt =
∫ 1
0
∫
Ω
̺uE · ∇xuE ϕ dx dt +
∫ 1
0
∫
Ω
̺uE ⊗ uE : ∇xϕ dx dt (4.3)
for any ϕ ∈ C1c ((0, T )× Ω;R
d). In particular, we deduce from (4.2) using (3.5) that
−
∫ 1
0
∫
Ω
p(̺)divxϕ dx =
∫ 1
0
∫
Ω
̺∇x
(
G+
1
2
|uE |
2
)
· ϕ dx dt (4.4)
for any ϕ ∈ C1c ((0, 1)× Ω;R
d). Thus we get
∇xp(̺(t, ·)) = ̺(t, ·)∇x
(
G+
1
2
|uE |
2
)
in D′(Ω) for a.a. t ∈ (0, 1),
from which, by a simple bootstrap argument, we deduce
p(̺(t, ·)) ∈ C1(Ω), ̺(t, ·) ∈ C(Ω), and ∇xp(̺(t, ·)) = ̺(t, ·)∇x
(
G+
1
2
|uE|
2
)
for a.a. t ∈ (0, 1).
(4.5)
If Γin = ∅, then ∫
Ω
̺(t, ·) dx = M0
for any t ∈ (0, 1) and whence we deduce from (4.5), exactly as in Section 3.2, that
̺(t, ·) = ̺E for a.a. t ∈ (0, 1). (4.6)
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Similarly, as divxuE = 0 and ̺(t, ·) is continuous, we deduce from (4.4) that
̺(t, ·)|Γin = ̺E for a.a. t ∈ (0, 1),
which yields the same conclusion (4.3).
Consequently, there is a sequence tn →∞ such that
E(tn)→ 0 as tn →∞.
As E(t) is non–increasing, this yields the desired conclusion
‖̺(t, ·)− ̺E‖Lγ(Ω) + ‖̺(u− uE)(t, ·)‖
L
2γ
γ+1 (Ω;Rd)
→ 0 as t→∞. (4.7)
4.2 Uniform convergence
To show uniform convergence claimed in Theorem 2.3, it is enough to show
E(t) =
∫
Ω
[
1
2
̺|u− uE |
2 + P (̺)− (̺− ̺E)
(
G+
1
2
|uE|
2 − CE
)
− P (̺E)
]
(t, ·) dx→ 0 as t→∞
uniformly for
E(0+) ≤ E0.
Arguing by contradiction, we suppose there is δ > 0, a sequence of time tm → ∞, and a
sequence of global in time solutions {̺m,um}
∞
m=1, with the associated energies Em such that
Em(0+) ≤ E0, Em(t) ≥ δ > 0 for any t ∈ [0, tm]. (4.8)
However, as Em are non–increasing in time, Em ≥ 0 and satisfying the energy inequality (3.9), we
get ∫ tm
0
∫
Ω
S(Dxum) : Dx(um) dx dt ≤ E0 uniformly for m→∞.
Consequently, there must be another sequence τm →∞ such that
(τm, τm + 1) ⊂ [0, tm),
∫ τm+1
τm
∫
Ω
S(Dxum) : Dx(um) dx dt→ 0 as m→∞.
Thus repeating the arguments of Section 4.1 we would obtain another sequence sm →∞, sm ≤ tm
such that
E(sm)→ 0 as m→∞
in contrast with (4.8).
We have proved Theorem 2.3.
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5 Appendix
Below we present the formal derivation of energy balance (2.6).
Since uE is time independent we get from the balance of momentum
∂t(̺u) + divx(̺u⊗ u) +∇xp(̺) = divxS(Dxu) + ̺∇xG (5.1)
that
∂t̺u+ ̺∂t(u− uE) + divx(̺u⊗ u) +∇xp(̺) = divxS(Dxu) + ̺∇xG (5.2)
and consequently
∂t̺u · (u− uE) + ̺∂t(u− uE) · (u− uE) + divx(̺u⊗ u) · (u− uE) +∇xp(̺) · (u− uE)
= divxS(Dxu) · (u− uE) + ̺∇xG · (u− uE).
(5.3)
Since ∂t(
1
2
̺|u− uE |
2) = 1
2
∂t̺|u− uE |
2 + ̺(u− uE) · ∂t(u− uE) we rewrite (5.3) as
1
2
∂t̺|u− uE |
2 −
1
2
∂t̺|u− uE|
2 + ∂t̺u · (u− uE) + ̺∂t(u− uE) · (u− uE)
+divx(̺u⊗ u) · (u− uE) +∇xp(̺) · (u− uE) = divxS(Dxu) · (u− uE) + ̺∇xG · (u− uE)
(5.4)
and then simplify it to
∂t(
1
2
̺|u− uE|
2)−
1
2
∂t̺|u− uE |
2 + ∂t̺u · (u− uE)
+divx(̺u⊗ u) · (u− uE) +∇xp(̺) · (u− uE) = divxS(Dxu) · (u− uE) + ̺∇xG · (u− uE).
(5.5)
Next, we first integrate (5.5) over Ω, then multiply by ψ ∈ C1c [0,∞), ψ ≥ 0 and finally integrate
over (0,∞) to get∫
∞
0
ψ
∫
Ω
∂t(
1
2
̺|u− uE |
2) dx dt−
∫
∞
0
ψ
∫
Ω
1
2
∂t̺|u− uE|
2 dx dt +
∫
∞
0
ψ
∫
Ω
∂t̺u · (u− uE) dx dt
+
∫
∞
0
ψ
∫
Ω
divx(̺u⊗ u) · (u− uE) dx dt +
∫
∞
0
ψ
∫
Ω
∇xp(̺) · (u− uE) dx dt
=
∫
∞
0
ψ
∫
Ω
divxS(Dxu) · (u− uE) dx dt+
∫
∞
0
ψ
∫
Ω
̺∇xG · (u− uE) dx dt
(5.6)
Using integration by parts we can rewrite the first term in (5.6) as∫
∞
0
ψ
∫
Ω
∂t(
1
2
̺|u−uE |
2) dx dt = −
∫
∞
0
∂tψ
∫
Ω
1
2
̺|u−uE |
2 dx dt−ψ(0)
∫
Ω
1
2
̺(0, ·)|u(0, ·)−uE|
2 dx.
(5.7)
The rest of the terms in (5.6) can be treated as follows (below we ignore the time integration
and multiplication by ψ as it plays no role in the calculations):
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• ∫
Ω
divx(̺u⊗ u) · (u− uE) dx = −
∫
Ω
(̺u⊗ u) : ∇x(u− uE) dx+
∫
∂Ω
(̺u⊗ u) · (u− uE) · ndS
= −
∫
Ω
(̺u⊗ u) : ∇xu dx+
∫
Ω
(̺u⊗ u) : ∇xuE dx
(5.8)
where the boundary term vanishes thanks to the boundary conditions u = uE on ∂Ω.
•
−
∫
Ω
1
2
∂t̺|u− uE |
2 dx+
∫
Ω
∂t̺u · (u− uE) dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
= −
∫
Ω
1
2
∂t̺(u− uE) · (u− uE) dx+
∫
Ω
∂t̺u · (u− uE) dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
=
∫
Ω
1
2
∂t̺u · (u− uE) dx+
∫
Ω
1
2
∂t̺uE · (u− uE) dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
=
1
2
∫
Ω
∂t̺(u+ uE) · (u− uE) dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
= −
1
2
∫
Ω
divx(̺u)(|u|
2 − |uE |
2) dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
=
1
2
∫
Ω
̺u · (∇x|u|
2 −∇x|uE|
2) dx−
1
2
∫
∂Ω
̺u · n(|u|2 − |uE |
2) dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
= −
1
2
∫
Ω
̺u · ∇x|uE|
2 dx+
1
2
∫
Ω
̺u · ∇x|u|
2 dx−
∫
Ω
(̺u⊗ u) : ∇xu dx
= −
1
2
∫
Ω
̺u · ∇x|uE|
2 dx
(5.9)
• ∫
Ω
divxS(Dxu) · (u− uE) dx = −
∫
Ω
S(Dxu) : ∇x(u− uE) dx+
∫
∂Ω
S(Dxu) · (u− uE) · ndS
= −
∫
Ω
S(Dxu) : Dxu dx+
∫
Ω
S(Dxu) : DxuE dx,
(5.10)
where the boundary term vanishes thanks to the boundary conditions on u and
S(Dxu) : ∇x(u− uE) = S(Dxu) : Dx(u− uE) (5.11)
thanks to the symmetry of S(Dxu).
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• ∫
Ω
∇xp(̺) · (u− uE) dx =
∫
Ω
∇xp(̺) · u dx+
∫
Ω
p(̺)divxuE dx−
∫
∂Ω
p(̺)uE · ndS
=
∫
Ω
∇xp(̺) · u dx+
∫
Ω
p(̺)I : ∇xuE dx−
∫
∂Ω
p(̺)uE · ndS.
(5.12)
Finally, thanks to the boundary conditions on u we get
∫
Ω
∂tP (̺) dx =
∫
Ω
P ′(̺)∂t̺ dx = −
∫
Ω
P ′(̺)divx(̺u) dx
=
∫
Ω
∇xP
′(̺) · (̺u) dx−
∫
∂Ω
P ′(̺)̺u · ndS =
∫
Ω
P ′′(̺)̺∇x̺ · u dx−
∫
∂Ω
P ′(̺)̺u · ndS
=
∫
Ω
p′(̺)∇x̺ · u dx−
∫
∂Ω
P ′(̺)̺u · ndS =
∫
Ω
∇xp(̺) · u dx−
∫
∂Ω
P ′(̺)̺uE · ndS
(5.13)
and hence
−
∫
∞
0
∂tψ
∫
Ω
P (̺) dx dt− ψ(0)
∫
Ω
P (̺(0, ·)) dx =
∫
∞
0
ψ∂t
∫
Ω
P (̺) dx dt
=
∫
∞
0
ψ
∫
Ω
∇xp(̺) · u dx dt−
∫
∞
0
ψ
∫
∂Ω
P ′(̺)̺uE · ndS dt,
(5.14)
for any ψ ∈ C1c [0,∞), ψ ≥ 0.
Relations (5.7)–(5.12), (5.14) put together with (5.6) and the boundary conditions ̺ = ̺E on
Γin yield the energy inequality (2.6) for all ψ ∈ C
1
c [0,∞), ψ ≥ 0.
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