Introduction
Many problems in applied mathematics, such as those in control theory, lead to the study of second-order delay differential inclusions x" (t) ~ Ax(t) + F(t, xt) , (1) where A is the infinitesimal generator of a Co-propagator of linear operators (C(t))tER on a Banach space (E, |.|E) and F is a nonlinear multimapping, satisfying assumptions to be specified in the third section.
As particular cases of relations of the form (I) we have:
i) The second-order delay differential equation
x" (t) = Ax(t) + f (t, xt) where F(t, xt) = J(t, xt). ii) The differential inequalities (t) _ xt)|E ~ g ( t , xt) where F(t, xt) is the ball of radius g(t, xt) centered at Ax(t) + f(t, xt). iii) Control problems where the control u(t) and the trajectory x(t) are related by the second-order delay differential equation ' x" (t) = + f(t, xt~ u(t)), u(t) E U(t).
Here, the control function u(t) is a measurable function and F(t, xt) = f (t, xt, U(t)). This paper is concerned with the second-order delay differential inclusion (1) (1) . In our relaxation theorem, the assumption of integrale boundedness (condition (H4)) will be replaced by an integrability condition (condition (H3)). We also give some properties of the solution set of the inclusion (1) . 2 Preliminaries We will also need the following properties (see [13] ) which will be used later. generator (see [7] For 03C6 B, we define = {x is a mild trajectory of (3.1) with x0 = 03C6} to be the solution set of (3.1) from the point p.
Let 03C8 G L1(I, jE) and y 6 C03C9 be a mild solution of the problem (C) y"(t) = Ay(t) + g(t), t ~ I y0 = 03C8. and q are measurable on I.
is measurable, then the condition (H'3) gives (H3). Next we present a useful result on the relationships between the trajectories of (3.1) and the solutions of problem (C). is replaced by w when a = 0) , 
and then fi e L1(I; E). Set i ~~~ _ j iii) for almost all t ~ I and n > I,
It follows then from (iii) that iv) for all t ~ I and n > 1 ,
Mn t 0 2 k ( t 1 ) t10 2k(t2) . The sequence ( f an ) is integrably bounded and E is reflexive, then by the Dunford-Pettis theorem [12] , taking a subsequence and keeping the same notation, we may assume that it converges weakly in L1(I; E) to some function f E L1 (I; E). For each t ~ I, the mapping g ~ L1(I; E) ~ t0 S(t -s)(g(s))ds is a continuous linear operator from L1(I; E) into F. It remains continuous if these spaces are endowed with the weak topologies ~2~ . Therefore for each t E I, the sequence (x03BBn(t)) converges weakly to C(t)p(0) + S(t)03C6'(0) + fo S(t -s)( f (s))ds. Since by assumption converges to x(t) in E, we have
We claim that f (s) E x9) a.e. According to Mazur's theorem [6] , the weak convergence implies the existence of the double sequence of nonnegative numbers (am,n) where x (resp. xo) is the measure of noncompactness in E (resp. C) (see for example [4, 11] 
