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Resumo. Meta-análise é a análise de resultados de diversos estudos, e é realizada 
a fim de sintetizar esses resultados de uma maneira estatisticamente formal. Uma 
das aplicações da meta-análise está na validação de escalas diagramáticas para 
a avaliação de severidade de doenças em plantas. O objetivo deste trabalho foi a 
determinação de um modelo estatístico para a realização de meta-análise na 
validação da escala diagramática em diferentes alvos, usando o ambiente 
computacional R. Foi identificado um total de 69 estudos com o tema validação 
de escalas diagramáticas. Foi realizada a meta-análise com os modelos de efeito 
fixo e de efeito aleatório, a fim de se obter o menor valor através do Critério de 
Informação de Akaike, o qual determina o modelo mais adequado.  Através dos 
resultados obtidos conclui-se que para o estudo em questão o modelo a ser 
utilizado pode ser tanto o fixo quanto o aleatório, dependendo da base de dados 
de interesse. Também, ficou evidente os benefícios do uso de escalas 
diagramáticas tendo sido estabelecida uma correlação global superior a 0,97 nos 
casos em que ela foi usada. 
Palavras-chave: Pacote Metafor, Análise de heterogeneidade, Modelo de 
efeito fixo e aleatório, Meta-Análise. 
Abstract. Meta-analysis is the results analysis of several studies and is performed 
in order to synthesize these results in a formal statistic way. One of the meta-
analysis applications is the validation of diagrammatic scales for the evaluation 
of disease severity in plants. The objective of this study was to determine a 
statistical model for performing meta-analysis in validating the diagrammatic 
scale for different targets, using the software R. A total of 69 studies on the 
subject validation diagrammatic scales was identified. Meta-analysis with fixed 
effect models and random effect was performed in order to obtain the lowest 
Akaike’s Criterion Information value, which determines the most suitable model. 
From the results obtained it is concluded that for the present study the model 
being used can either be as random and fixed, depending on the database of 
interest. Also, the benefits of using diagrammatic scales became evident since a 
higher overall correlation  (0.97) have been established in cases where scale was 
used. 
Keywords: Metafor package, heterogeneity analysis, effect model, Meta-
Analysis. 
  
1. Introdução 
 Atualmente, com a disponibilidade de informação através dos meios de 
comunicação é possível encontrar um grande número de pesquisas sobre um mesmo 
tema. Apesar dos benefícios desta disponibilidade, torna-se difícil escolher o melhor 
estudo como referência em uma pesquisa, além disto, alguns estudos apresentam 
resultados divergentes, dificultando também a escolha da melhor conclusão. Uma forma 
de resolver estes problemas seria a combinação dos resultados dos diversos trabalhos 
sobre o tema em questão. 
 A combinação de pesquisas não pode ser realizada simplesmente reunindo seus 
resultados, pois desta forma não é considerada a heterogeneidade de cada, e esta 
característica é importante, pois influencia diretamente nos resultados. Esta questão 
pode ser resolvida utilizando técnicas estatísticas adequadas, como a meta-análise.  
 A meta-análise é um método estatístico que permite obter um novo resultado de 
diversos estudos via métodos estatísticos. Desta forma, é possível se conseguir 
informações adicionais através da combinação de resultados de estudos distintos 
chegando a uma conclusão geral. 
 O termo meta-análise foi utilizado pela primeira vez por Glass (1976), que a 
definiu como: “A análise estatística de uma grande coleção de resultados de estudos 
individuais com a finalidade de integrar as descobertas”. O florescimento desse conceito 
ocorreu juntamente com a sua utilização em diversas áreas do conhecimento, porém a 
meta-análise já era realizada desde 1955, através de pesquisas de intervenções 
terapêuticas. Em 1970 foi utilizada nas ciências sociais, principalmente na área da 
educação, não sendo chamada de meta-análise. 
 Segundo o Ministério de Ciência, Tecnologia e Inovação as publicações 
científicas indexadas em revistas nacionais e internacionais das universidades brasileiras 
cresceu nos últimos anos, sendo diversos os temas abordados nestas publicações, entre 
eles a agricultura, de especial interesse para o desenvolvimento do Brasil (MCTI, 2014). 
 A fitopatologia é uma área de estudo de grande importância para pesquisas na 
área agrícola. Um dos segmentos da fitopatologia são as escalas diagramáticas que são 
criadas para auxiliar na determinação do nível de doença em uma planta, folha, fruto, 
dentre outros alvos. Validar uma escala diagramática consiste em, após o seu 
desenvolvimento, realizar testes com avaliadores utilizando e não utilizando a mesma. 
A validação é uma etapa geralmente realizada para cada nova escala diagramática 
publicada, porém nem sempre os benefícios do uso da escala podem ser comprovados 
estatisticamente. Assim, uma análise geral, uma meta-análise, utilizando todos os 
trabalhos publicados conhecidos pode comprovar estatisticamente a eficiência do uso de 
escalas diagramáticas (MADDEN; PAUL, 2011). 
 Para realizar a meta-análise em estudos sobre a validação de escalas 
diagramáticas é necessário descobrir qual modelo deve ser utilizado, que pode ser o 
modelo de efeito fixo, aleatório ou misto. 
 O modelo de efeito fixo assume que todos os estudos compartilham a mesma 
medida de efeito, que é o resultado do estudo (BORENSTEIN et al., 2009). Os modelos 
de efeitos aleatórios consideram, além do erro amostral, a variabilidade entre estudos 
(BORENSTEIN et al., 2009; MADDEN; PAUL, 2011), e o modelo de efeitos mistos 
 considera que variáveis moderadoras a nível de estudo explicam a variabilidades entre 
estudos (PAUL et al., 2006). 
 Desta forma pode ser usado o Critério de Informação de Akaike (AIC), que é um 
critério que pontua o modelo de acordo com uma pontuação de adequação aos dados e 
na ordem do modelo, e leva em consideração o número de estudos. Quando se compara 
dois ou mais modelos, considera-se que o melhor ajuste é dado pelo menor valor de AIC 
(BURNHAN; ANDERSON, 2002). 
 Existem diversos métodos estatísticos na literatura que podem ser utilizados para 
realizar a meta-análise. Em estudos com efeito aleatório podemos citar a máxima 
verossimilhança, máxima verossimilhança restrita, DerSimonian-Laird, Hedges, Hunter-
Schmidt, Sidik-Jonkman e Empírico de Bayes, como métodos que podem ser usados de 
acordo com os dados.  
 Para a escolha de um modelo é necessário realizar a meta-análise através dos 
modelos de efeito fixo e aleatório para determinar o valor de AIC e na sequência 
observar o menor valor resultante, que corresponderá ao modelo a ser utilizado. Quando 
o modelo a ser escolhido é o de efeito aleatório deve-se determinar também o método 
estatístico que tratará a heterogeneidade dos dados. 
 O objetivo deste trabalho foi aplicar ferramentas computacionais para encontrar 
qual modelo estatístico deve ser utilizado na meta-análise de estudos referentes a 
validação de escalas diagramáticas com avaliadores usando escala, sem usá-las e com  
avaliadores treinados. Complementarmente, objetivou-se verificar o benefício do uso de 
escalas diagramáticas.  
 
2. Validação de Escalas Diagramáticas 
 Escalas diagramáticas são representações ilustradas de uma série de plantas ou 
parte de plantas com sintomas em diferentes níveis de severidade. Atualmente, essas 
escalas constituem-se na principal ferramenta de avaliação da severidade para muitas 
doenças. Embora algumas críticas tenham sido feitas com relação à rigidez dos níveis 
das escalas, seu uso tem sido bem sucedido, principalmente nos trabalhos de 
levantamento e avaliação do progresso de doenças, bem como na seleção de materiais 
resistentes em programas de melhoramento. A utilização de escalas diagramáticas serve 
como guia para o avaliador que vai determinar a severidade de uma doença (NUNES; 
ALVES, 2011).  
 Para uma escala diagramática ser validada é necessário que um grupo de 
avaliadores determine o grau de severidade de certo número de alvos, que podem ser 
frutos, plantas ou folhas, com determinada doença. A avaliação destes alvos é feita 
utilizando a escala proposta e sem a utilização da mesma, e em alguns estudos o alvo é 
avaliado duas vezes, sendo a primeira avaliação considerada um treinamento e a 
segunda a avaliação com o avaliador treinado. 
 Para validar uma escala diagramática que tem como alvo, por exemplo, a 
ferrugem na folha da soja, inicialmente é determinado o número de folhas a serem 
avaliadas. Na sequência é determinado computacionalmente o real grau de severidade 
da doença. Isto é necessário para avaliar o quanto os avaliadores conseguiram se 
  
aproximar do resultado correto se utilizando da escala, sem utilizar a escala e realizando 
duas vezes a avaliação, neste caso, treinados (CAMPBELL; MADDEN, 1990). 
 De acordo com os 69 artigos encontrados de 1997 à 2013, com o tema de 
pesquisa “validação de escala diagramática”, em anais de eventos, periódicos, teses e 
dissertações, o número de avaliadores que realizam a estimativa da doença pode variar 
de 4 a 20 pessoas, podendo ser separados por grupo de avaliadores experientes e 
inexperientes na validação da escala diagramática. 
 Sendo assim, as validações de escalas diagramáticas são realizadas com e sem a 
escala, e por avaliadores com e sem experiência, e ainda os treinados, que utilizaram a 
escala uma primeira vez e validaram já conhecendo a escala. 
 Sabendo que o grau de severidade real é conhecido, pode-se, através da análise 
de regressão, determinar a relação entre o grau de severidade real e o grau de severidade 
estimado com o uso e sem o uso das escalas, e se essa relação é estatisticamente 
significativa. 
 Analisando as variáveis do estudo, é possível definir qual variável é dependente 
do conjunto de variáveis existentes. Nessa relação pode-se dizer que a variável 
independente é a severidade real e a dependente a severidade estimada. Considerando-se 
que esta relação é linear é possível realizar a regressão de mínimos quadrados para 
representar tal relação (SPIEGEL, 1993). 
 Desta forma pode-se estimar a precisão e acurácia de estimativa do avaliador do 
grau de severidade da doença. A precisão do avaliador pode ser determinada pelo 
coeficiente de determinação (R²) e pela variância. 
3. Meta-Análise 
 Uma meta-análise visa extrair informação adicional de dados preexistentes 
através da união de resultados de diversos trabalhos e pela aplicação de uma ou mais 
técnicas estatísticas. É um método que permite combinar os resultados de estudos 
realizados de forma independente e sintetizar ou extrair uma nova conclusão. A meta-
análise não se constitui numa técnica específica de análise de dados, mas sim em um 
paradigma a partir do qual o pesquisador adota um novo enfoque ao reunir resultados e 
conclusões de outros trabalhos. Esses dados podem ser obtidos de registros de diversas 
instituições, ou serem uma mistura desses dois tipos com dados novos, coletados pelo 
próprio executor da meta-análise (LUIZ, 2002).  
 Existem algumas ferramentas computacionais capazes de realizar a meta-análise, 
dentre elas podemos citar o STATA (STATACORP, 2013), o ambiente R (R CORE 
TEAM, 2014),  EasyMA (EASYMA, 2001), dentre outros. 
 O software R é um software estatístico que pode ser obtido gratuitamente. Ele 
possui pacotes básicos, instalados juntamente com o programa e pacotes específicos que 
podem ser instalados posteriormente. O pacote Metafor é o pacote disponível para meta-
análise no ambiente R e possui funções pré-definidas para sua realização. 
 As etapas básicas da meta-análise são: a) seleção dos estudos primários sobre o 
assunto de interesse; b) definição da medida de efeito para cada estudo primário, ou 
seja, o resultado comum dos estudos que será avaliado; c) combinação de uma medida 
de efeito global de todos os estudos primários através de métodos estatísticos; d) 
avaliação da heterogeneidade residual; e) identificação de variáveis moderadoras. 
  Existem diversas métricas que podem ser utilizadas como medida de efeito. A 
escolha de qual métrica utilizar depende do objetivo da meta-análise e da natureza das 
variáveis-resposta dos estudos (ROSENBERG; GARRETT, 2004, MADDEN; PAUL, 
2011). 
 Em essência, o resultado da meta-análise é uma média das medidas de efeito de 
cada estudo, ponderada pela precisão do estudo (BORENSTEIN et al., 2009). Como 
precisão se entende a magnitude da variabilidade dentro do estudo e entre os estudos, 
dependendo do modelo usado. Neste sentido, estudos mais precisos, ou com menor 
variabilidade, contribuem mais com a meta-análise do que estudos menos precisos. O 
sumário meta-analítico pode ser estimado através de diversos modelos como os de 
efeito fixo, de efeitos aleatórios e de efeitos mistos.  
 O modelo de efeito fixo assume que todos os estudos compartilham a mesma 
medida de efeito (BORENSTEIN, et al., 2009). Portanto, este modelo considera que a 
diferença das medidas de efeito entre os estudos é apenas devido ao erro amostral 
inerente aos estudos independentes (BORENSTEIN, et al., 2009, MADDEN; PAUL, 
2011).  Desse modo, a ponderação para o cálculo da medida de efeito global considera 
apenas a variância amostral dentro dos estudos. 
 A maioria das meta-análises são realizadas com um conjunto de estudos 
independentes que não são exatamente idênticos (VIECHTBAUER, 2007). Isso faz com 
que a medida de efeito não seja a mesma para todos os estudos (BORENSTEIN, et al., 
2009). Nestes casos é usual considerar os modelos de efeitos aleatórios que consideram, 
além do erro amostral, a variabilidade entre estudos (BORENSTEIN, et al., 2009, 
MADDEN; PAUL, 2011).  
 A análise da variabilidade entre estudos, chamada de análise de heterogeneidade, 
auxilia na escolha do modelo estatístico adequado visto que ela avalia se a variabilidade 
encontrada entre estudos é maior do que a esperada ao acaso. OAIC é um critério para 
escolha de modelo levando em consideração a adequação do modelo aos dados bem 
como o número de estudos sendo analisados. Quando se compara dois ou mais modelos, 
considera-se que o melhor ajuste é dado pelo menor valor de AIC (BURNHAN; 
ANDERSON, 2002). 
 Escolhido o modelo, a próxima etapa para realização da meta-análise é definir o 
método a ser utilizado para se obter o sumário das medidas de efeito. A variabilidade 
entre estudos considera que o modelo de efeito aleatório pode ser estimado de diversas 
formas (VIECHTBAUER, 2011). No ambiente R, os métodos existentes para realizar o 
cálculo meta-analítico do modelo de efeito aleatório são máxima verossimilhança, 
máxima verossimilhança restrita, DerSimonian-Laird, Hedges, Hunter-Schmidt, Sidik-
Jonkman e Empírico de Bayes (R CORE TEAM , 2014). Estes métodos podem ser 
acessados pelo pacote Metafor. 
4. Metodologia 
 Para realização deste estudo foram utilizadas três bases de dados, formadas a 
partir dos dados dos artigos pesquisados com o tema "validação de escalas 
diagramáticas" em anais de eventos, teses, dissertações e periódicos, contendo as 
seguintes informações: espécie, doença, 1º autor do estudo, número de avaliadores, 
número de níveis da escala, tipo do alvo (folha, fruto, bráctea, planta), folha recortada 
(s,n), tipo de lesão (pequena, média, grande),  colorida (s,n), experiência do avaliador 
  
(s,n), coeficiente angular (com escala,sem escala,treinado),coeficiente linear(com 
escala, sem escala, treinado), coeficiente de determinação (com escala,sem escala, 
treinado), e tamanho da amostra avaliada. 
 A meta-análise foi realizada no ambiente de desenvolvimento R, utilizando-se o 
pacote Metafor, com os modelos de efeito fixo e de efeito aleatório, no qual foram 
utilizados todos os métodos disponíveis (máxima verossimilhança, máxima 
verossimilhança restrita, DerSimonian-Laird, Hedges, Hunter-Schmidt, Sidik-Jonkman 
e Empírico de Bayes), a fim de se obter o valor de AIC para determinação do melhor 
modelo a ser utilizado com os dados em questão. 
 Cada estudo, de acordo com seus dados, possui uma medida de efeito, que é a 
síntese dos resultados dos estudos. A medida de efeito da validação de escala 
diagramática é o coeficiente de correlação. Sendo assim, os dados necessários para a 
realização da meta-análise foram o número de avaliações e a correlação.  
 Após encontrado o valor de AIC do modelo de efeito fixo e do modelo aleatório 
utilizando os diferentes métodos, o menor valor absoluto de AIC foi identificado e, 
consequentemente, o modelo mais adequado para realizar a meta-análise foi 
determinado. 
  
5. Resultados 
 Os valores de AIC obtidos na base de dados onde os avaliadores realizaram a 
validação com escala, sem escala e treinados com escala, são apresentados na Tabela 1.  
Tabela 1. Valores absolutos de AIC para a validação do avaliador ao usar 
escala diagramática, sem usá-la e já treinado. 
Método Valor de AIC Com 
Escala 
Valor de AIC 
sem Escala 
Valor de AIC 
treinado com 
Escala 
Efeito Fixo "FE" 543,8735 1224,3142 506,7077 
Hedges "HE" 1589,9670 569,0126 978,5721 
Sidik-Jonkman "SJ" 1722,0141 615,3537 990,6873 
DerSimonian-Laird "DL" 1897,0757 645,5386 1020,3746 
Hunter-Schmidt "HS" 1896,1716 641,7442 1020,4660 
MáximaVerosimilhança"ML" 1900,2536 703,5109 1020,4796 
Max VerossRest "REML" 1894,7966 700,1561 1014,5311 
Empírico de Bayes "EB" 1825,9891 648,4496 1008,6056 
 De acordo com a Tabela 1 para o avaliador utilizando a escala diagramática o 
menor valor dentre os modelos testados foi o modelo de efeito fixo (543,8735) quando 
comparado aos modelos de efeito aleatórios com diversos métodos que variaram de 
1589,9670 a 1900,2536. 
 Para os resultados obtidos com o avaliador não utilizando a escala diagramática, 
o menor valor dentre os modelos testados foi obtido com o modelo de efeito aleatório 
(569,0126) através do método de Hedges. Já para os avaliadores que treinaram com a 
escala diagramática o menor valor de AIC foi obtido pelo modelo de efeito fixo, com o 
 valor absoluto de 506,7077, enquanto que no modelo de efeito aleatório com seus 
diversos métodos os valores de AIC variaram entre 978,5721 e 1020,4796. 
 Ao realizar a meta-análise utilizando o modelo mais adequado para cada base, 
foram determinados os respectivos coeficientes de correlação global (Tabela 2). 
Tabela 2. Estimativa do coeficiente de correlação global através do modelo estabelecido. 
Uso da Escala Modelo Estabelecido 
Coeficiente de Correlação 
Global 
Com escala Efeito Fixo "FE" 0,97 
Sem escala Efeito Aleatório - Hedges "HE" 0,86 
Treinado com escala Efeito Fixo "FE" 0,97 
 
 Analisando a Tabela 2 observa-se que o uso da escala apresentou melhor 
coeficiente de correlação comparado aos valores encontrados nas validações sem escala.  
6. Conclusão 
 Para a meta-análise de estudos referentes a validação de escalas diagramáticas 
com avaliadores usando escala ou já previamente treinados o modelo estatístico de 
Efeito Fixo foi o mais adequado. No caso da não utilização de escala o modelo aleatório 
foi o mais indicado. 
 Uma vez que quando a escala diagramática foi usada obteve-se uma correlação 
(0,97) maior do que a correlação sem escala (0,86) conclui-se que a escala diagramática 
trouxe benefícios na avaliação do grau de severidade de doenças em diferentes alvos. 
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