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Re´sume´
Les syste`mes de communication de l’aviation civile sont soumis a` une
demande de capacite´ toujours croissante pour re´pondre a` l’augmentation du
nombre de vols et au de´veloppement de nouveaux services. Dans ce contexte,
les re´seaux ad hoc ae´ronautiques, aussi appele´s AANET (Aeronautical Ad-
hoc NETwork), sont e´tudie´s comme une solution de communication inno-
vante et comple´mentaire des syste`mes existants. Un AANET est un re´seau
ad hoc dont les nœuds sont des avions. Il exploite les capacite´s de commu-
nication directe entre les nœuds pour transmettre des donne´es au dela` de
la porte´e radio en utilisant une chaˆıne de nœuds relais. Cette the`se a pour
objectif de proposer des solutions a` deux proble´matiques complexes dans les
re´seaux ad hoc en tenant compte des contraintes spe´cifiques aux AANET :
la gestion de l’acce`s au canal et le routage des donne´es.
La faisabilite´ de tels re´seaux a de´ja` e´te´ de´montre´e dans la litte´rature,
et une architecture de communication base´e sur le CDMA (Code Division
Multiple Access) a e´te´ propose´e afin de pouvoir discriminer des transmis-
sions concurrentes entre plusieurs utilisateurs. Cependant, aucune me´thode
d’attribution des codes d’e´talement n’a e´te´ spe´cifie´e. Pour re´soudre ce pro-
ble`me dans un re´seau a` grande e´chelle tel qu’un AANET, nous proposons
d’ame´liorer une me´thode existante : le RP-CDMA (Random Packet CDMA).
Nous pre´sentons ensuite le protocole de routage novateur que nous avons
conc¸u : NoDe-TBR (Node Density TBR). Dans le paradigme de routage
TBR (Trajectory Based Routing), les paquets sont transfe´re´s de manie`re
a` suivre un chemin ge´ographique appele´ geopath, spe´cifie´ par l’e´metteur.
Nous avons conc¸u a` travers NoDe-TBR une me´thode pour de´terminer ces
chemins dans un AANET. Dans ce protocole, les geopath sont calcule´s en
tant que ge´ode´siques qui prennent en compte la densite´ effective des avions.
Cette approche a e´te´ choisie car elle devrait pre´senter les avantages des
algorithmes de routage ge´ographique (tre`s faible signalisation ge´ne´re´e) tout
i
en e´tant robuste aux conditions spe´cifiques rencontre´es dans les AANET
(mobilite´, densite´ d’avions non uniforme).
Afin d’e´valuer les performances des solutions que nous proposons, nous
avons de´veloppe´ des mode`les avec le simulateur Omnet++. Nous avons uti-
lise´ une approche base´e sur le rejeu de trajectoires re´elles d’avions afin de
rendre compte au mieux de la diversite´ des contraintes qui s’y appliquent.
Le trafic de donne´es simule´ repre´sente des communications bidirectionnelles
entre des avions en vol et des services de controˆle au sol. Nos simulations
mettent en e´vidence que les modifications que nous avons apporte´es au RP-
CDMA ame´liorent les performances globales du syste`me. Ces simulations
montrent aussi que l’algorithme NoDe-TBR est sensiblement plus perfor-
mant que des algorithmes de routage classiques en termes de de´lai et de
joignabilite´, tout en ge´ne´rant un volume ne´gligeable de messages de signali-
sation.
ii
Abstract
The communication systems used in civil aviation are subject to an ever
increasing capacity demand because of the air traffic growth and the devel-
opment of new services. In this context, the AANETs (Aeronautical Ad-hoc
NETworks) are studied as an innovative communication solution that would
complement existing systems. An AANET is an ad hoc network in which
the nodes are aircraft. It makes use of direct inter-aircraft communications
to transmit data beyond the radio range by using a chain of relays. The
objective of this thesis is to propose a solution to two complex problematics
present in AANETs : the channel access management and the routing.
Previous studies have shown the feasibility of such networks, and a com-
munication architecture based on CDMA (Code Division Multiple Access)
has been proposed in the literature. The CDMA allows concurrent recep-
tions between users. However, no spreading code assignment method have
been specified. In order to solve this problem on large scale networks such
as AANETs, we propose to improve an existing method : the RP-CDMA
(Random Packet CDMA).
We then describe the innovative routing protocol that we have designed:
NoDe-TBR (Node Density TBR). In the TBR (Trajectory Based Routing)
paradigm, the packets are forwarded along a geographical path (geopath),
specified by the sender. We specify through NoDe-TBR a method to com-
pute these paths. In this protocol, the geopaths are computed as geodesics
which take into account the actual node density. This approach has been
selected because it should have the benefits of geographic routing (very
low overhead) while being robust to the specific conditions encountered in
AANETs (mobility, uneven aircraft density).
To assess the performances of our propositions, we have developed mod-
els for the simulator Omnet++. We have used an approach based on the
replay of actual aircraft trajectories in order to take into account the vari-
iii
ety of constraints applied to the movements of the aircraft. The simulated
data traffic represents bidirectional communications between aircraft and
ground stations. Our simulations shows that the modification we propose
for RP-CDMA improve the overall performances of the system. The simula-
tions results also shows that NoDe-TBR outperforms more classical routing
methods in terms of reachability and delay, while generating less overhead.
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Cette the`se a pour objectif de re´pondre a` deux proble´matiques associe´es aux
AANET afin de fournir un nouveau syste`me de communication pour l’aviation
civile. Dans ce chapitre d’introduction, nous de´crivons le contexte ope´rationnel
et historique des communications ae´ronautiques afin de permettre une meilleure
compre´hension du cadre d’application de nos travaux et de mettre en perspective
les atouts des AANET.
Dans la premie`re partie de ce chapitre, nous pre´sentons succinctement une clas-
sification des communications ae´ronautiques et l’e´volution de ces dernie`res. Nous
de´crivons ensuite des moyens de communication conventionnels historiques, actuels
et futurs. Enfin, nous concluons ce chapitre par la description de l’organisation de
ce me´moire
Les communications dans l’aviation civile
De la voix aux e´changes de donne´es nume´riques
Les e´changes vocaux jouent encore aujourd’hui un roˆle pre´ponde´rant dans les com-
munications ae´ronautiques. On peut citer a` titre d’exemple les communications
entre les pilotes et les controˆleurs ae´riens lorsque ces derniers assurent la se´para-
tion entre les avions en transmettant des consignes adresse´es spe´cifiquement a` un
pilote. Aujourd’hui encore, ces transmissions vocales sont ge´ne´ralement effectue´es
de manie`re analogique dans la bande ae´ronautique VHF (Very High Frequency) de
108 MHz a` 137 MHz. Cette bande de fre´quence est actuellement de´coupe´e en 2280
canaux espace´s de 8,33 kHz. Lorsque la couverture des stations VHF ne permet
pas d’utiliser ce syste`me, les transmissions se font soit dans la bande HF (High
Frequency), soit par l’interme´diaire de liaison SATCOM (SATellite Communica-
tion).
Les e´changes de donne´es nume´riques sol↔bord sont apparus dans les anne´es 70
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a` l’initiative des compagnies ae´riennes. Une des applications du premier syste`me
de´veloppe´, ACARS (Aircraft Communication Addressing and Reporting System),
concernait la gestion du temps de travail des pilotes (application OOOI (Out, Off,
On, In)). Ces communications nume´riques sont couramment appele´es“communica-
tions datalink” dans le monde de l’aviation civile, terme que nous utiliserons dans
la suite de ce me´moire (a` ne pas confondre avec la deuxie`me couche du mode`le
OSI (Open System Interconnection)).
Classification des communications sol-bord
L’annexe 10 de la convention relative a` l’aviation civile internationale [Int05] est
un texte re´glementaire qui encadre au niveau international les communications
ae´ronautiques (voix et datalink). On y trouve en particulier une classification des
communications nume´riques entre un avion et le sol dans les quatre cate´gories
suivantes :
• ATSC (Air Traffic Services Communication) : cette cate´gorie regroupe toutes
les communications entre un pilote et les services de controˆle ae´rien ATC (Air
Traffic Control) ne´cessaires pour assurer la se´curite´, la rapidite´ et l’efficacite´
du vol. Cela inclut par exemple le controˆle de la circulation ae´rienne, les
renseignements me´te´orologiques et les reports de position.
• AOC (Aeronautical Operation Control) : cette classe comprend les “com-
munications ne´cessaires a` l’exercice de l’autorite´ sur le commencement, la
continuation, le de´routement ou l’ache`vement du vol pour des raisons de
se´curite´, de re´gularite´ et d’efficacite´.” [Int05]. Certaines communications ef-
fectue´es par les compagnies ae´riennes rele`vent de cette cate´gorie, par exemple
des messages concernant la maintenance, les niveaux de carburant, l’heure
de de´part exacte, ou encore l’heure d’arrive´e estime´e.
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Classe tt95 (s)
Continuite´
(probabilite´ par
heure de vol)
Disponibilite´
(probabilite´ par
heure de vol)
Inte´grite´
(taux d’erreur par
heure de vol)
ATSC 0,78 0,99999992 0,9999999995 5.10−966
AOC 13,6 0.996 0.9995 5.10−966
Tableau 1 – Exigences les plus contraignantes de´finies par le COCR
• AAC (Aeronautical Administrative Control) : ces communications adminis-
tratives ont lieu entre l’e´quipage et la compagnie ae´rienne, et ne sont lie´es ni
a` la se´curite´ ni a` l’efficacite´ du vol. Cela inclut par exemple des informations
sur le personnel navigant (planning, logements ...) ou les passagers (liste des
passagers a` bord, correspondances ...).
• APC (Aeronautical Passenger Communication) : ces communications re-
groupent l’ensemble des services de communication directement propose´s
aux passagers. Cela inclut par exemple des communications te´le´phoniques
ou un acce`s a` internet.
Les classes ATSC et AOC sont ge´ne´ralement qualifie´es de “critiques”, et elles
doivent re´pondre a` des contraintes particulie`res en terme de qualite´ de service.
A` titre d’exemple, nous avons reporte´ dans le tableau 1 les contraintes les plus
exigeantes pour le domaine de vol “en route” fournies par le COCR [EtFAAF06],
un document d’Eurocontrol de´crivant de telles applications.
E´volution des besoins en datalink
La de´mocratisation du transport ae´rien et l’augmentation continue du nombre de
vols ont pour effet d’accroˆıtre les besoins en communications sol-bord nume´riques.
En effet, une conse´quence directe de l’accroissement du trafic ae´rien est que le
volume total de donne´es ge´ne´re´ augmente, et ce d’autant plus que de nouveaux
besoins applicatifs apparaissent dans le meˆme temps.
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Figure 1 – Exemple d’interface CPDLC
Source : SempreVolando (CC-BY) via wikimedia commons
Cette augmentation concerne a` la fois les communications datalink et les com-
munications vocales. Les syste`mes servant a` ge´rer ces dernie`res arrivant a` satu-
ration (que ce soit en terme de fre´quence disponible ou en terme de traitement
humain de ces donne´es), la tendance actuelle est a` un transfert de certains services
vers des supports nume´riques, donc a` une augmentation du volume de donne´es
ge´ne´re´es par chaque avion. L’introduction du CPDLC (Controller Pilot Data Link
Communications) dans les anne´es 2000 est une illustration de ce transfert, des
communications auparavant vocales transmises a` l’aide de radios analogiques (clai-
rances par exemple) sont maintenant effectue´es de manie`re nume´rique, l’interface
avec le pilote ou le controˆleur se faisant de manie`re textuelle (cf figure 1).
Ces deux facteurs, une augmentation du nombre de vols et une augmentation
du volume de donne´es ge´ne´re´ par avion, contribuent a` l’engorgement des syste`mes
existants. On estime que les syste`mes actuels seront sature´s aux alentours de 2020
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[SS06].
Les moyens de communication “datalink”
Historique
Le premier syste`me datalink de´ploye´ fut l’ACARS, aussi appele´ POA (Plain Old
Acars), de´veloppe´ par une initiative prive´e a` la fin des anne´es 1970. Cet acronyme
de´signe l’ensemble du re´seau, tant le lien air↔sol que l’architecture du re´seau au
sol. Bien qu’originellement destine´ a` un usage prive´ par les compagnies ae´riennes,
ce syste`me est aussi utilise´ par les services de controˆle. Il permet de transporter
certains messages de controˆle, et des communications de type AOC et AAC. C’est
un syste`me oriente´ caracte`re, non connecte´ et sans qualite´ de service. Un exemple
de message ACARS est donne´ dans la figure 2
Suite a` l’e´mergence du syste`me ACARS, l’OACI (Organisation de l’Aviation
Civile Internationale) a cre´e´ le comite´ FANS (Future Air Navigation System) en
1983 afin d’e´tudier et de de´finir les futurs syste`mes de la navigation ae´rienne. Au
niveau des communications sol-bord, ce comite´ a travaille´ sur deux aspects. En
premier lieu, plusieurs applications exploitant le concept de datalink ont e´te´ de´-
finies (par exemple le CPDLC introduit pre´ce´demment). Ces applications e´tant
critiques, l’absence de fiabilite´ dans le re´seau ACARS empeˆche de l’utiliser direc-
tement. De plus, ces applications sont oriente´es bit alors que l’ACARS est oriente´
caracte`re. Pour permettre a` ces applications d’utiliser le re´seau ACARS, le se-
cond aspect du travail du comite´ FANS a consiste´ en la de´finition d’une surcouche
au re´seau ACARS qui y ajoute de la fiabilisation (fonctionnement connecte´, ac-
quittements, de´tection d’erreur), une conversion bit/caracte`re et un adressage qui
permet aux avions de joindre les organismes de controˆle ae´rien. Ces applications
et fonctionnalite´s ont e´te´ standardise´es (document ARINC 622), et les construc-
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Figure 2 – Exemple de message transmis par ACARS
Source : Shaun (CC-BY-SA) via wikimedia commons
teurs ae´ronautiques proposent des imple´mentations certifie´es de ce standard. La
solution propose´e par Boeing est appele´e FANS-1 et celle propose´e par Airbus
FANS-A, d’ou` le nom de FANS-1/A qui est ge´ne´ralement utilise´ pour de´signer
ce standard. Des obligations d’e´quipement ont progressivement e´te´ mises en place
afin de permettre aux services de controˆle de be´ne´ficier des avantages des syste`mes
datalink.
En paralle`le du de´ploiement du FANS-1/A, l’OACI une architecture re´seau ap-
pele´e ATN (Aeronautical Telecommunication Network). Cette architecture, base´e
sur des protocoles OSI, couvre les couches 3 a` 7 du mode`le OSI (voir la figure
3). Elle inclut donc aussi des protocoles applicatifs, permet de re´pondre a` tous les
besoins de communication sol-bord, des communications ATSC aux communica-
tions APC. Les nouvelles applications apparues dans ce cadre sont regroupe´es sous
l’appellation FANS-2/B. Depuis le de´but des anne´es 2010, l’OACI travaille sur une
e´volution de l’ATN base´e sur le protocole IP (Internet Protocol), appele´e ATN/IP,
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Figure 3 – Pile protocolaire de l’ATN
afin de faciliter le de´veloppement d’un re´seau ATN ope´rationnel.
Les sous-re´seaux air↔sol
Tout re´seau utilise´ pour effectuer des transmissions sol-bord requiert ne´cessaire-
ment un sous-re´seau air↔sol. Actuellement, deux approches sont employe´es : les
syste`mes dit “cellulaires”, pour lesquels les transmissions radio se font directe-
ment entre des stations sol et les avions, et les syste`mes par satellite pour lesquels
un satellite (ou une constellation de satellites) sert de relais entre les avions et
une infrastructure au sol. Nous de´crivons les principaux sous-re´seaux conc¸us pour
l’acheminement des communications critiques (ATSC et AOC). Les performances
de ces syste`mes sont re´sume´es dans le tableau 2
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Syste`mes a` lien direct
Dans ce type de sous-re´seaux, toutes les transmissions air↔sol s’effectuent direc-
tement entre un avion et une station au sol. Ces sous-re´seaux sont parfois qualifie´s
de “cellulaires”. En effet, ils doivent cette de´nomination au fait que la position des
stations sol et leur porte´e radio de´finissent des “cellules”, zones ge´ographiques en
dehors de laquelle les communications vers la station sol sont impossibles. Un sys-
te`me cellulaire introduit diverses contraintes, concernant par exemple la gestion
des fre´quences (deux cellules adjacentes ne doivent pas utiliser la meˆme fre´quence
sous peine de brouiller leurs transmissions mutuelles) ou encore les handover entre
deux stations sol. De plus, les capacite´s annonce´es doivent eˆtre partage´es entre
tous les appareils pre´sents dans la zone couverte par une station. Nous pre´sentons
les syste`mes a` lien direct les plus remarquables, qu’ils soient de´ja` ope´rationnels ou
en de´veloppement.
L’ACARS, introduit pre´ce´demment, est le premier syste`me datalink cellulaire
de´ploye´ ope´rationnellement. Son segment air↔sol offre un de´bit binaire de 2,4 kbit/s
en utilisant des canaux de 25 kHz, re´serve´s dans la bande VHF initialement des-
tine´e aux communications vocales. Ces transmissions dans la bande VHF ont une
porte´e de l’ordre de 200 km.
La HFDL (High Frequency Data Link) a e´te´ de´veloppe´e afin de permettre aux
avions situe´s hors des zones de couverture VHF (par exemple zones oce´aniques,
de´serts) d’effectuer des transmissions datalink. Graˆce au fait que les transmissions
dans la bande HF “suivent” la courbure de la terre, ce syste`me permet de tre`s
grandes porte´es et offre une couverture globale avec un petit nombre de station
sol. La contrepartie de cette grande porte´e est que les de´bits propose´s sont tre`s
faibles (de 300 a` 1800 b/s selon le rapport signal a` bruit rec¸u). Enfin, la me´thode
de partage utilise´e, le TDMA (Time Division Multiple Access), utilise des trames
de 32 s divise´es en 13 sous-trames, ce qui conduit a` des de´lais pouvant de´passer la
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minute.
La VDL2 (VHF Data Link mode 2) est le principal syste`me de communication
datalink de´ploye´ dans les zones continentales (en particulier en Europe de l’ouest).
Elle a e´te´ spe´cifie´e en 1997 par l’OACI afin de servir de support a` l’ATN. Elle repose
sur un re´seau de stations sol offrant une porte´e d’environ 200 km pour un de´bit
binaire de 31,5 kbit/s. La VDL2 utilise le protocole AVLC (Aviation VHF Link
Control) pour sa couche de liaison, et un protocole base´ sur du CSMA (Carrier
Sense Multiple Access) pour sa sous-couche MAC (Medium Access Control).
Le LDACS (L-band Digital Aeronautical Communication System) est quant a`
lui un syste`me en cours de de´veloppement dans le cadre du projet europe´en SESAR
(Single European Sky ATM Research). Comme son nom l’indique, il fonctionnera
dans la bande L (entre 1,4 GHz et 1,5 GHz) avec des porte´es comparables a` la
VDL2 (environ 220 km). Deux technologies sont a` l’e´tude : LDACS1, base´ sur du
FDMA (Frequency Division Multiple Access) avec des modulations de type OFDM
(Orthogonal Frequency Division Multiplexing) qui fournirait un de´bit total de
2,6 Mbit/s, et LDACS2, base´ sur du TDMA avec des modulations de type GMSK
(Gaussian minimum-shift keying) qui fournirait un de´bit de l’ordre de 115 kbit/s.
Il est pre´vu que ce syste`me soit ope´rationnel en 2020.
Syste`mes par satellite
Les syste`mes de communication par satellite reposent sur l’utilisation de ces der-
niers en tant que relais dans des communications air↔sol. La position de ces sa-
tellites en orbite autour de la Terre permet a` ces syste`mes de couvrir une grande
zone ge´ographique. Nous pre´sentons les deux syste`mes certifie´s par l’OACI pour
les communications ae´ronautiques.
La socie´te´ Inmarsat propose des services appele´s “classic aero” qui reposent sur
l’utilisation de satellites ge´ostationnaires, ce qui lui permet d’assurer une couver-
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Syste`me Capacite´ Porte´e / couverture Ope´rationnel
HFDL
1,8 k/s
par station sol
2500 km oui
VDL2
31,5 kbit/s
par station sol
200 km oui
LDACS
2,6 Mbit/s
par station sol
200 km
non
(pre´vu en 2020)
InmarSat aero L
1,2 kbit/s
par avion
latitude < 75° oui
InmarSat aero H/H+
10,5 kbit/s
par avion
latitude < 75° oui
Iridium
2,4 kbit/s
par avion
globale oui
IRIS
dizaine de kbit/s
par avion
latitude < 75° non
(pre´vu en 2018)
Tableau 2 – Re´sume´ des caracte´ristiques de diffe´rents sous-re´seaux air↔sol
ture mondiale (a` l’exception des zones polaires, au dela` de 75° de latitude). Ope´rant
en bande L, ce syste`me propose des de´bits allant de 1,2 kbit/s par avion (service
aero L) jusqu’a` 10,5 kbit/s (services aero H/H+) en utilisant une antenne a` haut
gain.
Ensuite, la socie´te´ Iridium propose quant a` elle un service pour les communica-
tions critiques base´ sur une constellation de 66 satellites en orbite basse. Contraire-
ment aux satellites ge´ostationnaires, ces satellites de´filants couvrent aussi les zones
polaires. Le de´bit offert par avion est de 2,4 kbit/s.
Enfin, le syste`me de communication par satellite IRIS est de´veloppe´ dans le
cadre du projet SESAR. Il proposera des communications allant jusqu’a` plusieurs
dizaines de kbit/s en utilisant un satellite ge´ostationnaire.
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Organisation de ce me´moire
Dans ce chapitre, nous avons de´crit le contexte dans lequel s’inscrit cette the`se :
les communications ae´ronautiques. Le reste de ce me´moire est compose´ de cinq
chapitres.
Dans le premier chapitre, nous de´crivons en de´tail le concept de re´seau ad hoc
ae´ronautique et ses spe´cificite´s. Nous pre´sentons aussi des applications qui pourront
be´ne´ficier de ce type de re´seaux, ainsi qu’un exemple de trafic ae´rien dans lequel
les AANET pourront eˆtre utilise´s en comple´ment des syste`mes de communication
classiques.
Le deuxie`me chapitre est consacre´ aux communications d’avion a` avion a` travers
l’e´tude de la proble´matique d’attribution des codes dans un syste`me de commu-
nication CDMA. Apre`s avoir identifie´ une me´thode approprie´e dans la litte´rature,
nous proposons deux modifications a` cette dernie`re afin d’en ame´liorer les perfor-
mances dans les AANET. L’impact de ces ame´liorations est quantifie´ dans une
topologie en e´toile ainsi que dans une topologie re´aliste base´e sur le rejeu de tra-
jectoires d’avions re´elles.
Dans le troisie`me chapitre, nous proposons un nouvel algorithme de routage
qui utilise le concept de routage par trajectoire. En particulier, nous de´crivons
notre approche de calcul des trajectoires base´e sur des ge´ode´siques qui prennent
en compte la densite´ locale d’avions. Les performances de cet algorithme sont
compare´es a` celles d’algorithmes classiques dans une topologie re´aliste.
Les performances de l’architecture comple`te sont e´tudie´es dans le quatrie`me
chapitre a` travers deux exemples d’applications re´alistes du domaine du controˆle
ae´rien.
Nous pre´sentons nos conclusions dans le dernier chapitre de ce me´moire. Nous y
re´sumons les contributions de cette the`se, et nous pre´sentons des pistes a` explorer
pour comple´ter et e´tendre la porte´e de nos travaux.
12
Chapitre 1
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Introduction
Les re´seaux ad-hoc ae´ronautiques, appele´s AANET dans la litte´rature, forment
une classe de re´seaux a` part.
Dans ce chapitre, nous pre´sentons la de´finition des AANET par comparaison
avec d’autres types de re´seaux.
Nous de´crivons ensuite l’inte´reˆt de ce concept que nous proposons comme un
comple´ment aux moyens de communications traditionnels, ainsi que les caracte´-
ristiques spe´cifiques rencontre´es lors de l’e´tude de tels re´seaux. Nous pre´sentons
aussi quelques exemples d’utilisations possibles des re´seaux ad-hoc ae´ronautiques
qui justifient leur e´tude et leur utilisation.
Nous pre´sentons enfin le mouvement des appareils dans un AANET a` travers
l’exemple du trafic transatlantique.
1.1 Pre´sentation des re´seaux ad-hoc ae´ronautiques
1.1.1 De´finitions
Un re´seau ad-hoc est un re´seau dans lequel chaque nœud peut eˆtre une source,
une destination et un relais pour les donne´es transporte´es par le re´seau. Ainsi, ces
re´seaux ne reposent pas sur une infrastructure. Les transmissions de bout en bout
a` l’inte´rieur d’un re´seau ad hoc utilisant ge´ne´ralement un ou plusieurs relais, on
utilise aussi l’expression de“re´seau multisaut”(multihop network dans la litte´rature
anglophone). Les re´seaux ad-hoc peuvent eˆtres regroupe´s en classes qui posse`dent
des caracte´ristiques communes.
La classe des MANET (Mobile Ad hoc NETwork) regroupe tous les re´seaux
ad-hoc dont les nœuds sont mobiles. Cette mobilite´ rend la topologie du re´seau
dynamique et l’utilisation de liens “sans fil” obligatoire. Cela a conduit a` de nom-
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breux travaux visant a` adapter des protocoles existants ou a` en cre´er de nouveaux,
en particulier concernant le routage.
Un re´seau de la classe des VANET (Vehicular Ad hoc NETwork) est un re´seau
dont les nœuds sont des ve´hicules terrestres, ge´ne´ralement en mouvement. Cette
mobilite´ fait de la classe des VANET une sous-classe des MANET. Cependant,
dans un VANET, les de´placements des nœuds respectent certaines contraintes
inhe´rentes aux re`gles de la circulation routie`re. Par exemple, les mouvement des
ve´hicules sont restreints aux routes et leur vitesse est limite´e.
Figure 1.1 – Principe d’un AANET.
Par analogie avec les VANET pour les ve´hicules terrestres, les AANET sont
de´finis comme des re´seaux ad hoc dont les nœuds sont des avions en vol [SJK06]
(cf figure 1.1). Nous proposons de les utiliser comme infrastructure de communi-
cation pour les transmissions “datalink” air↔air ou air↔sol, en comple´ment des
technologies pre´sente´es dans l’introduction de ce me´moire.
Afin de permettre la communication entre un nœud d’un re´seau ad-hoc et des
services localise´s dans un autre re´seau, des nœuds passerelles vers des re´seaux au
sol (appele´es gateway dans la litte´rature) sont ne´cessaires. Dans le cas des AANET,
ce sont des stations sol qui seront conside´re´es comme les passerelles permettant
des e´changes entre les avions et un service au sol.
La figure 1.2 pre´sente de manie`re sche´matique les relations entre les classes
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pre´sente´es, ainsi que certaines proprie´te´s qui les caracte´risent.
Réseaux ad-hoc
MANET
VANET
AANET
Vitesses : 0 - 130 km/h.
Distances : plusieurs centaines de mètres.
Propagation radio : masquage par les  
bâtiments environnants.
Vitesses : 200 - 900 km/h.
Distances : plusieurs centaines de kilomètres.
Propagation radio : « line-of-sight ».
Les déplacements suivent des règles et des 
chemins particuliers (rues/routes aériennes)
Figure 1.2 – Diagramme des proprie´te´s pour diffe´rentes classes de re´seaux ad hoc.
1.1.2 Caracte´ristiques des AANET
Les AANET pre´sentent un certain nombre de caracte´ristiques qui doivent eˆtre
prises en compte pour la de´finition et la conception des diffe´rents protocoles ne´-
cessaires a` leur fonctionnement. Nous pre´sentons celles qui ont une forte influence
sur les travaux pre´sente´s dans ce me´moire.
Mobilite´
Comme dans tout MANET, les nœuds d’un AANET sont mobiles. Cela impose
l’utilisation d’algorithmes de routage dynamiques, capables de s’adapter rapide-
ment aux changements de topologie.
Les de´placements des avions sont re´gis par des re`gles de circulation complexes
(re`gles de l’air), et obe´issent a` des impe´ratifs d’ordre e´conomiques (horaires de´pen-
dant de la demande des clients, minimisation de la consommation en carburant...).
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Par conse´quent, leur mode´lisation est un proble`me complexe. Nous de´taillons ci-
apre`s la solution que nous avons adopte´e pour re´soudre ce proble`me.
Porte´e des liens
La porte´e des liens ne´cessaire pour les AANET (de 150 km[Bes13] a` 450 km[Bu¨16])
est ge´ne´ralement beaucoup plus e´leve´e que dans les autres types de re´seau ad-hoc
(par exemple 300 m pour les VANET[SL08]).
Par opposition aux VANET ou` les masquages dus a` l’environnement (baˆti-
ments...) doivent eˆtre pris en compte[BCCM13], les avions dans un AANET ont
une ligne de vue directe vers les autres nœuds du re´seau, les transmissions n’e´tant
en effet masque´es que par l’horizon de`s que l’avion est en croisie`re. Ainsi, deux
avions en vol a` 30000 pieds (9,1 kilome`tre) d’altitude sont en vision directe l’un
de l’autre de`s qu’ils sont espace´s de moins de 683 kilome`tres.
L’ordre de grandeur des porte´es a des conse´quences sur les couches d’acce`s
(couche physique et de liaison) en terme de de´lais de propagation et de puissance
de signal.
Nombre de nœuds
Le nombre des nœuds pre´sents dans un AANET est ge´ne´ralement tre`s e´leve´ par
rapport a` la taille des re´seaux MANET e´tudie´s dans la litte´rature. Par exemple,
on peut observer jusqu’a` 600 avions pre´sents simultane´ment en zone oce´anique
[VPRG14]. Cela implique que l’algorithme de routage utilise´ soit robuste a` un
passage a` l’e´chelle.
E´nergie disponible
Comme dans les VANET[SL08], nous ne conside´rons pas l’e´nergie comme un pro-
ble`me a` bord d’un avion, les moteurs de l’appareil fournissant en permanence une
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puissance e´lectrique suffisante pour tous les calculateurs de bord.
Nous faisons de plus l’hypothe`se que la puissance de calcul disponible a` bord
est e´quivalente a` celle d’un ordinateur de bureau, l’e´nergie et la place disponibles
a` bord d’un avion de ligne autorisant l’emport d’un tel e´quipement.
1.1.3 Inte´reˆts des AANET par rapport aux solutions exis-
tantes
Les AANET pre´sentent un certain nombre d’avantages par rapport aux syste`mes
cellulaires et satellitaires pre´sente´s dans l’introduction de ce me´moire.
Couverture de zones e´tendues
Graˆce a` leur capacite´ de communication multisaut, la couverture d’un AANET
est potentiellement infinie de`s lors que la densite´ d’avion est suffisante, un paquet
pouvant eˆtre relaye´ un grand nombre de fois. Si on conside`re les AANET en tant
que support pour les communications sol-bord, alors cela permet de couvrir une
zone tre`s e´tendue a` partir d’une seule station sol.
En particulier, cela permet de couvrir les zones oce´aniques, contrairement a` un
syste`me cellulaire a` un saut qui ne peut eˆtre de´ploye´ qu’en zones continentales.
Peu d’infrastructure requise
Un corollaire de la couverture de zones e´tendues est que le nombre de stations sol
requises pour offrir un acce`s aux services de controˆle est plus faible pour un AANET
que pour un re´seau cellulaire. En effet, graˆce aux communications multisaut, la
couverture d’une station sol qui fait partie d’un AANET est e´gale a` la taille de
cet AANET. Il n’est donc pas ne´cessaire de de´ployer des stations sol sur toute
la surface du territoire a` couvrir comme dans un re´seau cellulaire. Cela offre un
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avantage aux AANET en termes de couˆt d’installation et de maintenance.
Communications pair a` pair
Les transmissions multisaut dans un AANET ne sont pas restreintes aux seuls
e´changes air↔sol. Un tel re´seau permet aussi des transmissions air↔air a` plus de
un saut, ce qui permet d’envisager de nouvelles applications (cf 1.1.4).
E´quipement embarque´ simple
La solution que nous proposons dans ce me´moire ne repose que sur des trans-
missions omnidirectionnelles, qui peuvent s’effectuer a` l’aide de simples antennes
monopoˆle (quart d’onde). Ces antennes sont plus faciles a` inte´grer et produisent
une traˆıne´e ae´rodynamique plus faible que les antennes satellites a` haut gain.
1.1.4 Exemples d’applications
Nous pre´sentons dans cette sous-section des exemples d’applications qui peuvent
eˆtre mises en œuvre graˆce aux AANET.
Applications air↔air
Nous avons vu que les AANET permettent d’effectuer des communications de pair
a` pair, nous pouvons donc envisager la mise en place d’applications qui en tirent
parti.
Dans [BDLF16] et [CHL10], les auteurs proposent des me´canismes distribue´s de
re´solution automatique de conflit (au sens ae´ronautique). Les me´thodes propose´es
reposent sur l’e´change d’informations entre les avions (information sur leurs tra-
jectoires futures en particulier). Ces applications permettent de re´duire la charge
de travail des controˆleurs ae´riens ou de mettre en œuvre un controˆle autonome du
traffic ae´rien (effectue´ par les avions aux-meˆmes).
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Des applications me´te´orologiques pourraient aussi tirer parti de ces communi-
cations de pair a` pair. Par exemple, les auteurs de [RDSM14] proposent un syste`me
appele´ “wind networking”, dans lequel les avions mesurent in-situ la force et la di-
rection des vents. Ces informations sont ensuite transmises aux autres avions afin
que ces derniers puissent calculer pre´cise´ment leur heure de passage a` certains
waypoints et ame´liorer ainsi la pre´diction et la de´tection des conflits.
Applications air↔sol
Un exemple d’application air↔sol, propose´ par le BEA (Bureau d’Enqueˆte et
d’Analyse pour la se´curite´ de l’aviation civile) suite a` la perte du vol Air France
447 (Rio-Paris), consiste en une transmission automatique continue en temps re´el
des parame`tres de vol, normalement enregistre´s dans les FDR (Flight Data Recor-
der), couramment appele´s “boˆıtes noires” . Cela permettrait de pouvoir analyser
la catastrophe, meˆme si l’e´pave de l’avion n’est pas localise´e ou inaccessible. Trois
sce´narios sont de´finis dans le rapport [BEA09], chacun correspondant a` un volume
de donne´es e´change´es diffe´rent :
• 9 octets/s : uniquement les parame`tres latitude, longitude et altitude ;
• 96 octets/s : parame`tres essentiels ;
• 1536 octets/s : tous les parame`tres du FDR.
Ce rapport identifie aussi le proble`me du pointage des antennes satellitaires a` haut
gain lorsque l’avion se trouve dans des situations de vol anormales (fort roulis par
exemple). Cela rendrait impossible l’envoi des donne´es des FDR au moment ou`
cela serait le plus crucial. Un AANET e´quipe´ d’antennes omnidirectionnelles ne
souffrirait pas de ce proble`me.
Le COCR est un document produit par Eurocontrol afin d’identifier les futurs
concepts d’ATS (Air Traffic Services). En particulier, il de´finit plusieurs ensembles
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d’applications “datalink” utilise´es par les services de controˆle ae´rien et les pilotes
dans diffe´rents domaines de vol. Ces applications concernent par exemple :
• diverses clairances (autorisations donne´es aux pilotes) ;
• des services d’informations de vol ;
• des messages d’alerte ;
• des informations sur le plan de vol ;
• des informations me´te´orologiques (textuelles ou graphiques) ;
1.1.5 Les AANET dans la litte´rature
La litte´rature pre´sente plusieurs e´tudes sur les AANET, par exemple [KKAB08],
[SJK06] et [SJ06] de´finissent une architecture pour les AANET.
Les projets ATENAA (Advances Technologies for Networking in Aeronauti-
cal Applications)[ATE07] et NEWSKY (NEtWorking in the SKY)[SS06] ont aussi
aborde´ la proble´matique des AANET. Dans le cadre de ce dernier, les auteurs
de [MHAR08] ont de´montre´ la faisabilite´ d’un AANET au dessus de l’oce´an At-
lantique. Cependant, leur e´tude a e´te´ conduite en se basant sur des trajectoires
orthodromiques (plus court chemin entre le point de de´part et celui d’arrive´e), et
sans tenir compte des proble´matiques des couches physique et liaison.
Dans [Bes13], l’auteur de´montre la faisabilite´ d’un AANET en zone continentale
et en zone oce´anique a` partir de trajectoires re´elles d’avion. En particulier, il e´tudie
le pourcentage d’avions connecte´s en fonction de la porte´e des liens radio, et conclut
que les porte´es ne´cessaires pour atteindre une connexite´ (cf def. 1) moyenne de 90%
sont de 150 km en zone continentale et de 350 km en zone oce´anique. L’auteur
propose de plus une architecture de couche physique et liaison adapte´e a` ces porte´es
et base´e sur du CDMA.
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De´finition 1 (Connexite´) Soit G = (A∪S,E) le graphe repre´sentant le re´seau.
Les nœuds de A sont les avions en vol et ceux de S sont les stations sol. L’ensemble
des arreˆtes E contient tous les liens ide´aux possibles (i.e. il existe un lien entre
deux avions si la distance entre ceux-ci est infe´rieure a` la porte´e radio). Soit Np
le nombre d’avions de A pour lesquels il existe un chemin vers une station sol.
La “connexite´ du re´seau avec le sol” est de´finie par C = Np|A| .
Par souci de concision, nous utiliserons le terme “connexite´” pour de´signer C
dans la suite de ce me´moire. Il faut noter que la connexite´ est mesure´e de manie`re
ge´ome´trique, et ne de´pend pas des performances des protocoles utilise´s.
1.2 Mouvement des nœuds dans un AANET
Lors de notre e´tude, nous nous sommes inte´resse´s principalement a` des avions “en
croisie`re”, qui correspond aux domaines de vol ENR (En Route), ORP (Oceanic,
Remote, Polar), AOA (Autonomous Operation Area) de´finis dans le document
COCR. Nous de´crivons dans cette section les contraintes qui s’appliquent a` ces
appareils, ainsi qu’un cas particulier de trafic ae´rien, les NAT (North Atlantic
Tracks).
1.2.1 Re`gles de se´paration
Les avions de l’aviation civile doivent respecter des re`gles de se´paration pour des
raisons de se´curite´. Ces re`gles sont de´crites dans des textes re´glementaires tels que
le SERA (Standardised European Rules of the Air) et la RCA (Re´glementation de
la circulation ae´rienne). Les re`gles pre´sente´es ici de´crivent celles qui s’appliquent
ge´ne´ralement dans le cas de l’aviation commerciale, nous avons choisi de ne pas
eˆtre exhaustifs par souci de concision.
La se´paration verticale de´signe la diffe´rence d’altitude entre deux avions. Le
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se´paration verticale nominale pour des avions en croisie`re est ge´ne´ralement de
1000 pieds (300 me`tres) en dessous du niveau de vol 290 (8800 me`tres), et 2000 pieds
(600 me`tres) au dessus de ce niveau. Depuis 1997 et l’introduction de la re´gle-
mentation RVSM (Reduced Vertical Separation Minima), les avions disposant de
l’e´quipement ne´cessaire sont autorise´s a` ne respecter qu’un e´cart de 1000 pieds au
dela` du niveau de vol 290.
La se´paration horizontale (ou espacement) de´signe la distance “horizontale”
entre deux avions. La se´paration horizontale minimale varie en fonction de l’espace
ae´rien conside´re´. Dans les zones ou` le controˆle ae´rien est effectue´ a` l’aide de radars,
la se´paration horizontale minimale est comprise entre 3 et 8 milles nautiques (5,6 a`
14,8 kilome`tres). Elle est augmente´e en l’absence de couverture radar, par exemple
en zone oce´anique : 60 milles nautiques (111 kilome`tres) entre deux routes paralle`les
et 10 minutes de vol entre deux avions qui se suivent.
Deux avions sont dit se´pare´s s’ils respectent le crite`re de se´paration horizon-
tale ou le crite`re de se´paration verticale l’un par rapport a` l’autre. A` tout moment,
chaque avion doit eˆtre se´pare´ de tous ses voisins. Pour les avions qui volent sous le
re´gime IFR (Instrument Flight Rules), c’est-a`-dire la majorite´ de l’aviation com-
merciale, la responsabilite´ de cette se´paration est confie´e aux controˆleurs ae´riens.
Ces derniers peuvent donner des instructions aux avions et modifier leur trajectoire
afin de re´soudre des conflits futurs. Pour simplifier ce travail, les avions suivent ge´-
ne´ralement des voies ae´riennes pre´de´finies.
1.2.2 Un exemple de trafic structure´ : les NAT
Les NAT sont des voies ae´riennes utilise´es par les avions qui volent entre l’Ame´rique
du nord et l’Europe. Elles sont repre´sente´es en blanc sur les figures 1.3 et 1.4,
nume´rote´es de A a` E pour le trafic vers l’ouest et de R a` Z pour le trafic vers l’est.
La position de ces routes ae´riennes est dicte´e par le jetstream (en jaune sur la
23
figure pre´ce´dente), un vent de haute altitude qui souﬄe d’ouest en est a` des vi-
tesses de l’ordre de 160 km/h. A` cause de ce vent, les routes suivies par les avions
qui se de´placent d’est en ouest (figure 1.4) passent ge´ne´ralement plus au nord que
l’orthodromie. Les routes utilise´es vers l’est ne pre´sentent pas cette de´viation (fi-
gure 1.3). La position et l’intensite´ du jetstream e´voluant dans le temps, les routes
utilise´es dans les NAT sont recalcule´es chaque jour par les services de controˆle.
Figure 1.3 – Routes en direction de l’est
L’organisation du trafic selon ces routes a un effet tre`s “structurant” sur la
position des avions. Ce phe´nome`ne est illustre´ par la figure 1.5 ou` la densite´ d’avion
est repre´sente´e en e´chelle de gris. On y observe que la densite´ d’avions est plus
e´leve´e le long des NAT qu’en dehors.
On observe aussi une forte pe´riodicite´ du trafic des NAT a` l’e´chelle de la journe´e,
illustre´e par les figures 1.6 et 1.7. Ces figures repre´sentent respectivement l’IAC et
l’IAC normalise´ (la normalisation est effectue´e par rapport au maximum observe´
dans la journe´e). Le pic de trafic du matin (aux alentours de 4h) correspond au
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Figure 1.4 – Routes en direction de l’ouest
traffic allant vers l’Europe, le pic de l’apre`s-midi (aux alentours de 15h) correspond
au trafic a` destination de l’Ame´rique du Nord. Ces heures sont choisies par les
compagnies ae´riennes pour correspondre aux attentes de leurs clients. De la meˆme
manie`re, on peut expliquer le faible nombre de vols les 25 de´cembre pour des
raisons culturelles.
Cette double structuration temporelle et spatiale du trafic est inte´ressante pour
les AANET. En effet, cela va augmenter localement la densite´ d’avions. Plus cette
dernie`re est e´leve´e, plus la probabilite´ de partition du re´seau est faible.
Comme les NAT sont situe´es au dessus d’un oce´an, il n’est pas possible de
de´ployer une architecture de communication cellulaire pour les couvrir (exception
faite de la HFDL, dont les de´bits sont tre`s faibles). Les AANET sont donc un sys-
te`me de communication comple´mentaire aux liaisons satellitaires que l’on pourrait
employer dans cette zone.
Pour ces raisons, nous utiliserons les NAT en tant qu’exemple de trafic ae´rien
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Figure 1.5 – Densite´ du traffic sur 24 heures.
structure´ dans la suite de notre e´tude, et nous e´tudierons les performances d’un
AANET dans ce type de contexte. Ce choix de nous concentrer sur les zones
oce´aniques est aussi guide´ par le fait que des syste`mes de communication cellulaires
(VDL2) sont de´ja` en cours de de´ploiement ou ope´rationnels en zone continentale.
1.2.3 Donne´es de positions utilise´es pour nos simulations
Dans la re´alite´, un certain nombre de facteurs ale´atoires vont influencer la trajec-
toire des avions. La nature ale´atoire de ces facteurs rend leur mode´lisation difficile.
A` titre d’exemple, nous pouvons citer :
• La modification des NAT d’un jour sur l’autre en fonction de la position du
jetstream.
• Les retards ope´rationnels au de´collage.
• Le controˆle ae´rien effectue´ par un humain.
• Des phe´nome`nes me´te´orologiques, par exemple les cumulonimbus (respon-
sables de 30% des retards en route [BBM15]).
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Figure 1.6 – IAC absolu
• Des erreurs humaines (sur la navigation, l’interpre´tation des consignes du
controˆle ae´rien...).
Afin de repre´senter de manie`re re´aliste les trajectoires des avions dans nos
simulations, nous avons choisi de rejouer des traces. Cela permet de prendre en
compte tous les facteurs qui peuvent avoir une influence sur la topologie du re´seau.
Source des donne´es
Les donne´es de position que nous avons utilise´es sont mises a` disposition par EU-
ROCONTROL a` travers le de´poˆt DDR (Data Demand Repository) [EUR15]. Nous
utilisons les donne´es de trafic historiques, qui contiennent les trajectoires suivies
par tous les avions qui sont passe´s dans le domaine ae´rien controˆle´ par l’ECAC
(cf figure 1.8). Ces donne´es couvrent aussi les portions de ces trajectoires qui sont
situe´es hors de cette zone.
Les trajectoires fournies par le DDR sont constitue´es d’une suite de points
ge´ographiques associe´s a` une heure de passage. Lorsque cela est ne´cessaire, une
interpolation line´aire est utilise´e pour calculer les positions des avions entre deux
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Figure 1.7 – IAC normalise´
enregistrements.
Journe´es types se´lectionne´es
La figure 1.7 montre que la re´partition temporelle du trafic dans les NAT est tre`s
similaire d’un jour a` l’autre. La figure 1.9 donne la pe´riodicite´ annuelle du nombre
de vols observe´s par jour. Nous pouvons utiliser ces proprie´te´s pour optimiser le
nombre de journe´es rejoue´es afin de minimiser les temps de calcul : la re´partition
du trafic e´tant similaire d’une journe´e a` l’autre, il suffit de couvrir l’amplitude
annuelle du nombre total de vols pour eˆtre repre´sentatif de la re´alite´. Pour cela,
nous avons choisi de se´lectionner pour trois anne´es (de novembre 2012 a` novembre
2015) :
• La journe´e avec le nombre de vols enregistre´s minimum
• La journe´e avec le nombre de vols enregistre´s maximal
• La journe´e avec le nombre de vols enregistre´s me´dian
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Figure 1.8 – Zone ECAC e´tendue
Le choix de ces journe´es en particulier permet en outre d’inclure les deux extreˆmes :
les jours moins charge´s et les jours les plus charge´s. Ces cas sont inte´ressants car
pour les premiers la probabilite´ de partition du re´seau est e´leve´e en raison du faible
nombre de nœuds, et pour les seconds la charge totale ge´ne´re´e sera la plus e´leve´.
Les journe´es retenues sont regroupe´es dans le tableau 1.1.
Heures se´lectionne´es
Afin d’optimiser les temps de simulation, nous nous sommes concentre´s sur trois
cre´neaux horaires significatifs identifie´s graˆce a` la figure 1.7 :
• 1 heure ou` le nombre d’avions en vol est le plus e´leve´ : 4h a` 5h.
• 1 heure ou` le nombre d’avions en vol est le plus faible : 21h a` 22h.
• 1 heure ou` le nombre d’avions en vols est interme´diaire : 8h a` 9h.
Outre le fait que ces horaires permettent de couvrir l’amplitude de l’IAC sur la
journe´e, ils pre´sentent des proprie´te´s inte´ressantes. Le cre´neau 4h-5h ne contient en
effet quasiment que le trafic ouest-est, et le cre´neau 8h-9h correspond a` l’inversion
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Figure 1.9 – Nombres de vols enregistre´s par jour
des flux, lorsque le trafic en direction de l’Europe se termine et que le trafic en
direction de l’Ame´rique commence.
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Date Nombre de vols enregistre´s
2013-06-28 (max) 33721
2014-06-27 (max) 34537
2015-08-28 (max) 34734
2013-09-14 (me´diane) 27280
2014-05-02 (me´diane) 27733
2015-05-15 (me´diane) 28713
2012-12-25 (min) 10495
2013-12-25 (min) 10785
2014-12-25 (min) 11465
Tableau 1.1 – journe´es choisies
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Re´sume´ du chapitre
Dans ce chapitre, nous avons de´fini le concept d’AANET et pre´sente´ ses spe´ci-
ficite´s.
Nous avons ensuite de´crit un contexte et des applications qui pourraient
be´ne´ficier du de´ploiement des AANET.
Nous avons enfin pre´sente´ le mouvement des nœuds dans un AANET et
l’approche par re-jeu de trajectoires utilise´e dans la suite de ce me´moire.
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Chapitre 2
Attribution des codes d’e´talement
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Introduction
Pour pouvoir envisager des communications multi-saut dans un re´seau ad hoc, il
faut eˆtre capable d’effectuer des communications directes entre deux nœuds du
re´seau. Ce proble`me est traite´ par les deux couches les plus basses du mode`le OSI,
la couche “physique” et la couche “liaison”. La conception d’une me´thode d’acce`s
adapte´e aux AANET a de´ja` e´te´ traite´e dans [Bes13]. Dans cet ouvrage, l’auteur
propose une couche d’acce`s base´e sur du CDMA apre`s avoir conside´re´ les diffe´rentes
contraintes associe´es aux AANET.
Dans ce chapitre, nous commenc¸ons par exposer la proble´matique de l’attribu-
tion des codes d’e´talement dans un syste`me base´ sur du CDMA, puis nous de´crivons
diffe´rentes me´thodes d’acce`s existantes dans la litte´rature. Apre`s avoir explique´ le
choix du RP-CDMA que nous avons fait, nous de´crivons en de´tail cette me´thode de
re´partition des codes et les propositions que nous faisons pour en ame´liorer les per-
formances. Une e´valuation de notre proposition est ensuite donne´e pour conclure
ce chapitre.
2.1 L’attribution des codes d’e´talement dans un
syste`me CDMA
2.1.1 Proble´matique
Le CDMA, solution propose´e pour les AANET dans [Bes13] exploite une proprie´te´
spe´cifique aux syste`mes DSSS (Direct Sequence Spread Spectrum) qui permet de
de´coder se´pare´ment plusieurs trames rec¸ues simultane´ment. Cette capacite´ a` discri-
miner les re´ceptions multiples ne´cessite cependant que plusieurs conditions soient
re´unies, en particulier que les diffe´rentes trames soient e´tale´es avec des se´quences
diffe´rentes. Cette capacite´ permet de concevoir des re´cepteurs capables de rece-
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voir plusieurs trames simultane´ment, on parle dans ce cas de MPR (Multi-Packet
Reception) [LNH14]. Ces se´quences d’e´talement sont aussi appele´es “codes d’e´ta-
lement” ou “codes”.
Ce fonctionnement est exploite´ dans plusieurs syste`mes d’usage courant, par
exemple le GPS (Global Positionning System) ou la norme de te´le´phonie mo-
bile UMTS (’Universal Mobile Telecommunications System). Dans le premier cas,
chaque satellite e´tale son signal a` l’aide d’un code diffe´rent, ce qui permet a` l’uti-
lisateur de recevoir simultane´ment des informations en provenance de plusieurs
satellites. Dans le second cas, deux familles de codes sont utilise´es : une premie`re
pour se´parer les communications en provenance de diffe´rents utilisateurs et de dif-
fe´rentes stations, et une autre a` l’inte´rieur de ces transmissions pour cre´er des
canaux virtuels. De la meˆme manie`re, l’auteur de [BPGR11] propose d’utiliser des
se´quences diffe´rentes afin de se´parer les communications issues de diffe´rents avions
dans un AANET.
Nous constatons donc qu’il faut de´finir une strate´gie d’attribution des codes
graˆce auxquels les diffe´rents e´metteurs et re´cepteurs vont, respectivement, e´taler
et “de´se´taler” leur transmission.
2.1.2 Caracte´ristiques des AANET
Les AANET pre´sentent des caracte´ristiques qui vont avoir une influence sur les
couches d’acce`s et le syste`me d’attribution des codes :
• E´tant donne´es les porte´es des communications envisage´es, de 300 m (cf sous-
section 1.2.1) a` 350 km[Bes13], les re´ceptions concurrentes peuvent eˆtre sou-
mises a` un effet near far important (jusqu’a` 61 dB).
• Les grandes porte´es impliquent des de´lais de propagation relativement e´leve´s
(environ 1,2 ms pour 350 km). Cela pe´nalisera les me´thodes qui ne´cessitent
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une ne´gociation entre e´metteur et re´cepteur.
• L’ensemble du re´seau s’e´tendant sur plusieurs milliers de kilome`tres et com-
portant plusieurs centaines d’appareils, nous ferons l’hypothe`se de commu-
nications asynchrones.
2.1.3 Caracte´risation des me´thodes d’attribution des codes
Les me´thodes d’attribution des codes d’e´talement peuvent eˆtre cate´gorise´es se-
lon diffe´rents crite`res. Nous pre´sentons quatre crite`res pertinents dans l’e´tude des
AANET.
Utilisation du code attribue´
Une se´quence d’e´talement est utilise´e tant pour e´taler le signal que pour le de´se´ta-
ler. Par conse´quent, on peut envisager deux fac¸ons d’utiliser les codes attribue´s :
soit pour la re´ception, soit pour l’e´mission.
Dans une approche oriente´e re´ception, le code assigne´ a` un appareil est utilise´
par ce dernier pour de´se´taler les transmissions qui lui sont destine´es. L’inconve´nient
de cette approche est qu’elle concentre l’utilisation d’un meˆme code dans une petite
zone ge´ographique (dans le voisinage imme´diat du re´cepteur) et favorise ainsi les
collisions sur le code utilise´.
Dans une approche oriente´e e´mission, chaque appareil utilise le code qui lui est
assigne´ pour e´taler les trames qu’il e´met. L’avantage principal de cette approche
est qu’elle garantit l’absence de collision sur le code si ce dernier n’est pas re´utilise´
dans le voisinage imme´diat de l’e´metteur. Une variante notable de cette approche
consiste a` assigner un code a` un couple e´metteur/destinataire. Dans ce cas, l’e´met-
teur et le re´cepteur sont ge´ne´ralement associe´s dans la de´cision. L’assignation par
paire permet d’avoir les avantages d’une approche oriente´e e´mission, tout en e´vi-
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tant certains proble`mes tels que le terminal cache´ en impliquant le destinataire
dans la ne´gociation.
La probabilite´ de collision sur les codes utilise´s e´tant a priori plus faible dans
le cas de l’approche oriente´e e´mission, nous focaliserons notre e´tude sur celle-ci.
Centralise´/distribue´
L’assignation des se´quences d’e´talement peut se faire de manie`re centralise´e, a`
l’instar de ce qui est fait dans le domaine de la te´le´phonie mobile, ou bien de
manie`re distribue´e.
Dans le cas d’une attribution centralise´e, une autorite´ centrale ge`re l’attribu-
tion des codes dans l’ensemble du re´seau. Cette approche n’est pas praticable dans
le cas des AANET a` cause de l’e´tendue ge´ographique du re´seau (plusieurs milliers
de kilome`tres) et du nombre de nœuds. De plus, comme la majorite´ des avions ne
sont pas a` porte´e directe d’un nœud donne´, cela impose d’utiliser des communica-
tions multi-saut entre les nœuds, ce qui rend le fonctionnement de la couche 2 du
mode`le OSI de´pendant de celui de la couche 3. Enfin, cela rendrait les communica-
tions a` l’inte´rieur du re´seau de´pendantes d’une entite´ unique. Ce dernier point est
particulie`rement inde´sirable a` cause du risque de partitionnement du re´seau. En
effet, cela aurait pour conse´quence de rendre les communications directes d’avion
a` avion inutilisables dans une partition du re´seau isole´e du gestionnaire centralise´,
meˆme si ces appareils sont a` porte´e les uns des autres.
Dans un syste`me distribue´, les appareils ne´gocient directement entre eux, ce qui
rend le re´seau (et toute partition de ce re´seau) autonome pour les communications
directes d’avion a` avion.
E´tant donne´ qu’un des avantages des AANET re´side justement dans leur ca-
pacite´ a` permettre des communications de pair a` pair en toute autonomie, nous
n’e´tudierons pas les me´thodes base´es sur des solutions centralise´es dans ce rapport.
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Statique/dynamique
Dans le cas d’une attribution statique des codes, chaque appareil se voit assigner
un code et le conserve tout au long de sa dure´e de vie dans le re´seau. Le cas le plus
simple se pre´sente lorsqu’on dispose de plus de codes qu’il n’y a de nœuds dans le
re´seau. Dans cette situation, on peut attribuer un code unique a` chaque avion et
garantir en meˆme temps l’absence de collision sur les codes. Cette approche simple
n’est cependant pas applicable dans le cas des AANET car on dispose de moins de
codes (entre 15 et 27 selon [Bes13]) qu’il n’y a d’avions dans le re´seau a` un instant
donne´ (jusqu’a` 600 en zone oce´anique, cf sous-section 1.2.2). Pour contourner ce
proble`me on pourrait envisager que chaque avion se voit assigner un code au de´but
de son vol par les services de controˆle du traffic ae´rien, ces derniers s’assurant que
deux avions utilisant le meˆme code ne se retrouvent pas en meˆme temps dans
une meˆme zone ge´ographique. Cette approche est cependant proble´matique pour
trois raisons. Tout d’abord, il n’est pas prouve´ qu’il soit possible d’effectuer une
telle attribution en respectant une se´paration ge´ographique suffisante. Ensuite,
cela constituerait un syste`me centralise´, proprie´te´ que nous avons e´carte´ dans la
sous-section pre´ce´dente. Enfin, ce genre d’attribution, en faisant l’hypothe`se que
les avions suivent effectivement le plan de vol de´pose´ avant leur de´part, ne pourrait
pas ge´rer certains de´routements.
Dans le cas d’une attribution dynamique des codes, la se´quence d’e´talement
utilise´e par chaque appareil varie dans le temps, selon les conditions du re´seau ou
ale´atoirement.
On peut noter que, dans le cas d’une attribution statique comme dans le cas
d’une attribution dynamique, le re´cepteur et l’e´metteur doivent avoir connaissance
du code utilise´. Il est donc ne´cessaire d’utiliser une me´thode pour coordonner
l’utilisation, et cela meˆme dans le cas d’une attribution statique.
E´tant donne´ la pe´nurie de se´quences d’e´talement et l’autonomie voulue pour
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les AANET, nous ne conside´rerons que des algorithmes d’allocation dynamiques
dans la suite de ce me´moire.
Ne´gociation/contention
Pour se´lectionner le code a` utiliser, on peut envisager qu’un nœud ne´gocie avec ses
voisins afin d’e´viter que deux appareils a` porte´e l’un de l’autre n’utilisent le meˆme
code. Un inconve´nient de cette me´thode est qu’elle requiert un certain nombre de
transmissions avant la premie`re transmission de donne´es utiles, ce qui ajoute du
de´lai aux communications.
Une autre approche consiste a` se´lectionner un code ale´atoirement et l’utiliser
tel quel, en exploitant le fait que la probabilite´ que deux nœuds voisins utilisent le
meˆme code est faible. Avec une telle me´thode, la transmission se fait sans de´lai,
mais au prix de pertes e´ventuellement plus e´leve´es.
A` ce stade, nous ne pouvons exclure aucune des deux approches.
2.1.4 Me´thodes existantes dans la litte´rature
Nous pre´sentons et analysons diffe´rentes me´thodes d’attribution des codes que
nous avons trouve´es dans la litte´rature et qui correspondent aux choix que nous
avons effectue´s sur les crite`res de´finis dans la sous-section pre´ce´dente. Pour rappel,
nous cherchons un algorithme :
• Oriente´ e´mission ;
• Distribue´ ;
• Dynamique.
Ces restrictions e´liminent d’office les me´thodes qui ont e´te´ conc¸ues spe´cifiquement
pour les re´seaux cellulaires tels que l’UMTS a` cause de leur approche centralise´e.
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Nous avons regroupe´ les diffe´rentes me´thodes selon les similarite´s que nous avons
constate´es dans leur fonctionnement.
Algorithmes RTC/CTS
Plusieurs propositions d’algorithmes base´s sur un me´canisme base´ sur des messages
RTS (Ready To Send) et CTS (Clear To Send) ont e´te´ formule´es afin de tirer parti
des capacite´s de re´ception multiple du CDMA [JZ07][MS09].
Dans [JZ07] en particulier, les auteurs proposent le protocole DRCA (Dynamic-
Rate and Collision Avoidance). Dans ce protocole, diffe´rents codes d’e´talement sont
utilise´s pour de´finir des canaux virtuels, avec 3 canaux particuliers pour trans-
mettre respectivement les CTS, les RTS et les ACK. Les donne´es sont quant a`
elles transmises sur des canaux de´finis par des codes spe´cifiques. Le fonctionne-
ment simplifie´ de la sous-couche MAC est de´crit ci-apre`s :
1. L’e´metteur (nœudA ci-apre`s) estime le facteur d’e´talement adapte´ aux condi-
tions actuelles dans le re´seau (rapport signal a` bruit notamment), et choisit
un code d’e´talement adapte´ dans la liste des codes disponibles, que nous
notons Cs.
2. Il envoie une trame RTS au destinataire (nœud B) contenant l’identifiant de
Cs.
3. Si B est preˆt a` recevoir et que le code lui convient, il renvoie une trame CTS
indiquant aussi l’identifiant du code choisi
4. Le nœud A diffuse e´ventuellement un court message SM (Short Message)
indiquant que le code Cs ne doit pas eˆtre re´utilise´. Ce court message est rec¸u
par les voisins de A qui retirent Cs de leur liste de codes disponibles. Dans
tous les cas, A transmet les donne´es utiles en utilisant Cs pour les e´taler.
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5. Apre`s re´ception des donne´es, B transmet un acquittement ACK.
6. S’il avait transmis le message SM, le nœud A diffuse un nouveau SM apre`s
avoir rec¸u le message ACK. Ce SM indique aux voisins de A qu’ils peuvent
a` nouveau utiliser Cs.
L’utilisation de codes d’e´talement fixes pour la transmission des messages RTS,
CTS, ACK et SM permet aux nœuds qui ne participent pas a` la transmission
de recevoir tout de meˆme ces informations, et de maintenir a` jour leur liste de
codes disponibles. Les auteurs de [MS09] de´crivent un me´canisme similaire, mais
en y ajoutant d’autres messages de signalisation afin de re´duire la probabilite´
d’occurrence du proble`me du nœud cache´.
Cette approche base´e sur des messages RTS/CTS est une me´thode dynamique,
distribue´e et qui associe un code par paire e´metteur/re´cepteur apre`s ne´gociation
entre ces derniers.
Les protocoles reposant sur ce concept RTS/CTS sont cependant inade´quats
pour les AANET. Tout d’abord, les longs temps de propagation rencontre´s dans les
AANET sont amplifie´s par la phase de ne´gociation durant laquelle au minimum 3
e´changes sont effectue´s (un pour le RTS, un pour le CTS et un pour les donne´es).
Cela induit des silences lors de la communication. De plus, a` moins d’utiliser une
radio capable d’un ve´ritable full-duplex, il est impossible de recevoir une trame
lorsqu’une e´mission est en cours. Cela signifie qu’apre`s avoir e´mis le CTS, le re´cep-
teur ne peut plus e´mettre car il attend la trame de donne´es. Par conse´quent, il ne
peut pas re´pondre a` un second RTS avant la fin de la re´ception de la transmission
en cours. Le meˆme proble`me se pose du coˆte´ e´metteur apre`s avoir transmis le RTS.
La conse´quence directe est que les capacite´s MPR du CDMA ne peuvent pas eˆtre
pleinement exploite´es.
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Algorithmes de coloration de graphe
Une approche, utilise´e notamment dans les travaux [STSC03] et [TSC06], consiste
a` conside´rer le re´seau comme un graphe dont les sommets sont les nœuds du re´seau
et dont les arreˆtes relient deux nœuds a` porte´e l’un de l’autre. Dans cette vision
centre´e sur les graphes, le proble`me d’attribution des codes peut eˆtre vu comme
un proble`me de coloration de graphe.
La coloration de graphe consiste a` attribuer a` chaque nœud du re´seau une
couleur, en s’assurant que deux nœuds adjacents n’ont pas la meˆme couleur. Dans
notre cas, les couleurs correspondent a` des codes d’e´talement. Un exemple de
graphe colore´ est donne´ dans la figure 2.1.
Figure 2.1 – Exemple de coloration de graphe.
Dans [STSC03], les auteurs utilisent une famille de code particulie`re, les codes
OVSF (Orthogonal Variable Spreading Factor), qui permet de repre´senter les diffe´-
rentes se´quences d’e´talement sous la forme d’un arbre binaire. Cet arbre binaire est
ensuite utilise´ pour ge´rer localement l’attribution des codes. Une des particularite´s
de cet algorithme est qu’il adapte la longueur des codes utilise´s aux conditions
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observe´es localement, pour utiliser des codes plus courts dans les zones de faible
densite´ afin d’optimiser le de´bit utile.
Dans [TSC06], le protocole propose´ utilise des messages de “mise a` jour”, qui
contiennent les codes utilise´s par un nœud et ses voisins, et des messages de
“conflit” : lorsque, suite a` la re´ception d’une mise a` jour, un nœud de´tecte un
conflit entre son propre code et ceux de ses voisins a` 2 sauts, il se´lectionne un
nouveau code et en informe ses voisins. L’algorithme converge vers une attribution
globale apre`s plusieurs phases de “mise a` jour / conflit”.
Bien que ces me´thodes puissent eˆtre qualifie´es de dynamiques car le code utilise´
par un nœud va e´voluer dans le temps, leur but est d’arriver a` une attribution
des codes stable. De plus, elles n’ont e´te´ e´value´es que dans des mode`les ou` les
nœuds e´taient fixes. Par conse´quent, leur utilisation paraˆıt peu approprie´e dans
une topologie dynamique telle que celle d’un AANET.
Algorithme par contention : le RP-CDMA
Dans le RP-CDMA de´crit dans [SKK06], le code d’e´talement est choisi ale´atoire-
ment par l’e´metteur pour chaque e´mission de trame. Afin d’informer le re´cepteur
du code a` utiliser pour de´coder cette trame, cette dernie`re est pre´fixe´e par un
en-teˆte e´tale´ avec un code spe´cifique. Le protocole utilise ainsi un canal virtuel
de signalisation de´fini par cette se´quence d’e´talement spe´cifique aux en-teˆtes, et
des canaux de donne´es de´finis par les autres se´quences d’e´talement. Ce protocole
propose donc une manie`re e´le´gante d’informer le re´cepteur de la se´quence a` utiliser
pour de´coder une trame sans recourir a` une ne´gociation couˆteuse en temps a` cause
des de´lais de propagation. De plus, graˆce a` l’absence de ne´gociation, un nœud qui
n’est pas en train d’e´mettre peut recevoir plusieurs trames simultane´ment et tirer
pleinement parti de la capacite´ MPR du CDMA.
Une description plus de´taille´e de ce protocole est donne´e dans la section 2.2.
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2.1.5 Choix d’une me´thode
Nous re´capitulons dans le tableau 2.1 les analyses de la sous-section pre´ce´dente.
A` la lumie`re de ces dernie`res, nous choisissons de concentrer notre e´tude sur le
RP-CDMA.
Type Points forts Pertinence dans les AANET
RTS/CTS
Garantie d’absence de collision
sur les codes,
pleinement dynamique
Faible a` cause des de´lais et de
la faible exploitation des MPR
Coloration
de graphe
Garantie d’absence de collision Faible car peu dynamique
RP-CDMA
Pas de ne´gociation,
pleine exploitation des MPR
E´leve´e
Tableau 2.1 – Re´sume´ des caracte´ristiques des diffe´rentes me´thodes
2.2 Description de´taille´e du RP-CDMA
Dans la section pre´ce´dente, nous avons identifie´ le RP-CDMA comme me´thode
d’attribution des codes. Nous de´taillons dans cette partie le fonctionnement de ce
protocole.
2.2.1 Principe
Le RP-CDMA [KASFB06] est une me´thode d’acce`s par contention base´e sur le
CDMA. Il utilise diffe´rents codes d’e´talement pour se´parer les transmissions si-
multane´es en cre´ant des canaux virtuels. En particulier, un code unique, note´ Ch
est utilise´ pour cre´er un canal de signalisation, se´pare´ des canaux de donne´e de´finis
par d’autres codes.
Pour re´soudre le proble`me inhe´rent aux me´thodes de type CDMA de l’attri-
bution d’un code a` chaque transmission, le RP-CDMA choisit au hasard un code
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parmi l’ensemble des codes disponibles (d’ou` son nom, le Random Packet CDMA).
Ce code est ensuite transmis, pre´alablement a` l’envoi des donne´es utiles, au desti-
nataire via le canal de signalisation.
Comme le CDMA permet en principe de de´coder plusieurs messages rec¸us
simultane´ment (en particulier s’ils ont e´te´ e´tale´s avec des codes diffe´rents), l’uti-
lisation de ces canaux virtuels permet d’effectuer des re´ceptions et des e´missions
multiples. Le RP-CDMA tire parti de ce principe pour permettre plusieurs trans-
missions simultane´es. Ce principe est de´crit dans la figure 2.2 : les paquets a`
transmettre sont repre´sente´s en haut de la figure, et la re´partition multi-canal
est repre´sente´e en bas de la figure.
en-teˆte 1 donne´es 1
en-teˆte 2 donne´es 2
en-teˆte 3 donne´es 3
temps
en-teˆte 1 en-teˆte 2 en-teˆte 3
donne´es 1
donne´es 3
donne´es 2
Canal commun
Canal A
Canal B
Canal C
temps
Figure 2.2 – Principe des transmissions concurrentes en RP-CDMA.
Afin de re´duire les collisions, les auteurs de [MH12] ont dote´ le RP-CDMA
d’un acce`s au canal de type random backoff. Cette me´thode consiste, avant de
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transmettre une trame, a` sonder le canal tant qu’il est occupe´. De`s que le canal se
libe`re, un timer d’une dure´e ale´atoire est de´marre´. Si le canal est toujours libre a`
l’issue de ce timer, alors la trame est e´mise. Si le canal redevient occupe´ avant la
fin du timer, alors la proce´dure recommence.
Les auteurs de [MH12] proposent aussi un me´canisme d’acquittement et de
retransmission destine´ a` compenser les pertes dues a` l’acce`s par contention. Ce
me´canisme repose sur l’utilisation du triplet {adresse e´metteur, adresse re´cepteur,
nume´ro de se´quence} qui identifie de manie`re unique chaque trame de donne´es.
Deux e´ve´nements peuvent de´clencher la retransmission d’une trame : l’expiration
d’un timer (de´clenche´ lors de l’e´mission de cette trame) et la re´ception d’un ac-
quittement indiquant un nume´ro de se´quence plus e´leve´ que celui qui est attendu.
Afin de garantir l’ordre des trames, acquittements et retransmissions ne´cessaire
au fonctionnement de ce me´canisme, [MH12] introduit un ordonnancement avec 4
files d’attente, contenant respectivement les acquittements a` transmettre, les nou-
veaux paquets a` transmettre, les paquets a` re-transmettre et les paquets transmis
en attente d’acquittement. Les trois premie`res files sont vide´es en suivant l’ordre
de priorite´ suivant : acquittement, retransmission et nouveaux paquets.
2.2.2 Structure de la trame
Afin de re´aliser la se´paration des canaux de signalisation et de donne´es, les trames
RP-CDMA sont construites suivant le mode`le repre´sente´ dans la figure simplifie´e
2.3 (certains champs ont e´te´ omis par souci de clarte´). Ces trames contiennent un
en-teˆte, e´tale´ avec le code Ch commun a` tous les en-teˆtes, et une charge utile, e´tale´e
avec un code spe´cifique. L’en-teˆte contient au minimum un pre´ambule, commun
a` toutes les trames, qui sert a` faciliter la de´tection du de´but d’un paquet, et un
identifiant de code codeID . Cet identifiant de´finit le code spe´cifique utilise´ pour
e´taler la charge utile de cette trame, par exemple l’index de la position du code
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dans une table connue de tous les nœuds.
Une telle trame est auto-suffisante, elle contient toutes les informations ne´ces-
saires pour la de´coder.
pre´ambule code ID Charge utile . . .
En-Teˆte Donne´es
Code unique Ch Code specifique a` la trame
Figure 2.3 – Structure d’une trame RP-CDMA.
2.2.3 De´tection multipaquet
Il existe plusieurs technologies pour de´coder des donne´es rec¸ues simultane´ment
dans un syste`me CDMA. Le choix d’une technologie va de´terminer les capacite´s
du syste`me de re´ception, en particulier le nombre de trames que l’on pourra de´coder
si elles sont rec¸ues simultane´ment.
Diffe´rentes technologies ont e´te´ e´value´es dans un environnement ad hoc dans
[KASFB06] et [Kem06]. Les auteurs de ces travaux concluent que le PS (Parti-
tionned Spreading) offre les meilleures performances en termes de couverture du
re´seau et de connexite´, en particulier graˆce a` sa re´sistance au proble`me “near-far”.
Le lecteur inte´resse´ trouvera des de´tails supple´mentaires dans [Sch07] et [Kem06],
et un exemple d’imple´mentation re´elle dans [DSG13].
Dans la suite de notre e´tude, nous conside´rons que la technologie de de´tection
multi-paquet utilise´e est le PS.
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2.3 Contributions
Une des limites du RP-CDMA re´side dans la charge du canal de signalisation
de´fini par le code Ch[Kem06]. En effet, chaque trame e´mise implique l’e´mission
d’un en-teˆte sur ce canal. Nous proposons donc deux modifications du RP-CDMA
de´crit pre´ce´demment afin de re´duire la charge sur ce canal (agre´gation 2.3.1) et
d’ame´liorer le de´bit utile sur ce canal en fonction de la charge (p-persistance 2.3.2).
2.3.1 Agre´gation des paquets
Description
Dans [Kem06], l’auteur analyse le comportement du RP-CDMA et de´montre que
le taux de transmissions avec succe`s de´pend du rapport Ld
Lh
(Ld et Lh de´signent
respectivement la longueur de la partie “donne´es” et la longueur de l’en-teˆte d’une
trame RP-CDMA). En particulier, pour des valeurs faibles de ce ratio, les interfe´-
rences sont domine´es par des collisions sur les en-teˆtes des paquets. Cela s’explique
par le fait que, pour transmettre un meˆme volume de donne´es, une faible valeur de
Ld conduit a` une augmentation du nombre de trames e´mises, donc une augmenta-
tion du nombre d’en-teˆtes ge´ne´re´s. Par conse´quent, une diminution de Ld implique
une augmentation de la charge du canal de signalisation.
Pour re´soudre ce proble`me, nous proposons de modifier le format de la trame
2.3 afin de permettre d’agre´ger plusieurs charges utiles (acquittements ou paquets
du niveau supe´rieur). Comme la longueur de l’en-teˆte Lh est fixe´e, cela permettra
d’augmenter le ratio Ld
Lh
.
Dans notre proposition, la partie “donne´es” d’une trame (qui contenait origi-
nellement un paquet de la couche supe´rieur) est remplace´e par l’agre´gation de
plusieurs sous-trames. Chaque sous-trame contient 4 champs :
• L’adresse de la destination ;
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• Le nume´ro de se´quence de la sous-trame ;
• La longueur de la charge utile de cette sous-trame (0 dans le cas d’un ac-
quittement) ;
• La charge utile.
Chacune de ces sous-trames est destine´e a` un nœud en particulier, d’ou` la pre´sence
d’une adresse de destination dans ces champs. Le nume´ro de se´quence est utilise´
dans le me´canisme d’acquittement de´crit dans la sous-section 2.2.1. La figure 2.4a
de´crit la structure de la trame modifie´e (certains champs ont e´te´ omis par souci
de clarte´), et la figure 2.4b de´crit le format de la sous-trame.
pre´ambule code ID
addresse
e´metteur
sous-trame 1 sous-trame 2 . . . sous-trame n
En-teˆte
Code unique Ch Code specifique a` la trame
(a) Structure d’une trame.
adresse
destinataire
nume´ro de
se´quence
longueur
de la charge utile
Charge utile
sous-trame
(b) Format d’une sous-trame.
Figure 2.4 – Format des trames RP-CDMA avec agre´gation.
Les trames sont construites selon un algorithme tre`s simple : lorsque des don-
ne´es sont disponibles dans les files d’attente, on de´marre un timer de dure´e e´gale
a` Daggr et on commence a` “remplir” la trame, chaque paquet (ou acquittement)
e´tant encapsule´ dans une sous-trame. On continue de remplir la trame tant que
l’ajout de la sous-trame suivante ne rend pas la partie de donne´es plus grande
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qu’un maximum, note´ Ldaggr. Lorsque la limite Ldaggr est atteinte ou que le compte
a` rebours atteint ze´ro et qu’il n’y a plus de paquets dans les files d’attente, la trame
peut eˆtre transmise et on peut effectuer la premie`re tentative d’acce`s au canal en
suivant une me´thode CSMA. L’ordre de vidage des files d’attente est identique a`
celui spe´cifie´ dans [MH12]. Il est a` noter qu’une trame peut, selon cette me´thode,
contenir des informations destine´es a` diffe´rents nœuds.
Parame`tres
L’utilisation de l’agre´gation nous conduit a` introduire deux nouveaux parame`tres
dans le fonctionnement du RP-CDMA : Daggr (de´lai d’aggre´gation) et Ldaggr (lon-
gueur maximale de la partie “donne´e” de la trame).
Le premier parame`tre, Daggr, permet de faire un compromis entre la taille des
trames (pour s’approcher de la valeur optimale) et un de´lai de transmission plus
e´leve´.
Le second parame`tre, Ldaggr, est ne´cessaire car, a` partir d’un certain point,
augmenter le ratio Ld
Lh
ne change plus radicalement les performances globales du
syste`me [Kem06]. L’e´quation 2.1 illustre le compromis qui doit donc eˆtre fait sur la
valeur de Ldaggr : augmenter Ldaggr accroˆıt le volume de donne´es perdues en cas de
collision, mais diminue la probabilite´ de perte. Au-dela` d’une certaine valeur de Ld
Lh
,
il est possible que l’accroissement de la longueur des trames ne soit plus compense´
par une diminution suffisante de la probabilite´ de perte, ce qui aurait pour conse´-
quence une augmentation du volume de donne´es perdues lorsque Ldaggr augmente.
Ce compromis sera e´tudie´ plus loin dans ce manuscrit, lors de l’optimisation des
parame`tres.
E(Volume de donne´es perdu) = longueur de la trame× E(perte de la trame)
(2.1)
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2.3.2 p-persistance
Description
Dans ses travaux, l’auteur de [MH12] propose que l’acce`s au canal soit effectue´
selon les principes du random backoff. Afin d’augmenter le de´bit utile du canal de
signalisation, nous proposons d’employer une strate´gie de type CSMA p-persistant.
C’est par exemple le choix qui a e´te´ fait pour la VDL2.
Le diagramme 2.5 de´crit l’algorithme du CSMA p-persistant que nous avons
utilise´. Cet algorithme inclut une limite sur le nombre de tirages ale´atoires afin
de garantir que la trame sera e´mise au bout d’un nombre fini de tentatives (note´
Na dans ce manuscrit). Le canal est juge´ libre si aucune trame n’est en cours de
re´ception lors du test. La fonction rand() est un ge´ne´rateur de nombres pseudo-
ale´atoires produisant des nombres uniforme´ment distribue´s entre 0 et 1.
Parame`tres
Le comportement du CSMA p-persistant que nous avons mis en place est caracte´-
rise´ par les trois parame`tres suivants :
• p : la probabilite´ de transmettre ;
• Da : le de´lai entre deux tentatives d’acce`s ;
• Na : le nombre de tentatives successives avant de transmettre avec une pro-
babilite´ de 1.
Le parame`tre Na est utilise´ pour borner le temps d’e´mission de la trame. Il
est choisi tel que la probabilite´ d’e´chouer Na fois successives au test d’acce`s dans
le CSMA p-persistant soit ne´gligeable (infe´rieure a` 0,1%). Cela nous donne Na =
d −3
log(1−p)e (l’ope´rateur d.e de´signe la partie entie`re par exce`s).
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Trame à
envoyer
Canal
libre
 ?
Attente Da
Ntentatives ≥ Na
?
Ntentatives += 1
r = rand()
r < p
Émission de la
trame
non
non
non
oui
oui
oui
Figure 2.5 – Algorithme du CSMA p-persistant
Les valeurs des deux autres parame`tres feront l’objet d’une optimisation de´crite
dans la suite de ce me´moire.
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2.4 Mode´lisation et Adaptation du RP-CDMA
au cas des AANET
Afin d’en e´valuer les performances, nous avons re´alise´ un mode`le du RP-CDMA
pour le simulateur Omnet++ [OMN13]. Dans cette section, nous pre´sentons tout
d’abord les hypothe`ses que nous avons faites lors de l’e´criture de ce mode`le. Nous
de´crivons ensuite les diffe´rents parame`tres du mode`le, que nous avons regroupe´s
en deux cate´gories :
• Les parame`tres pour lesquels une valeur a pu eˆtre de´termine´e avant toute
simulation.
• Les parame`tres soumis a` une optimisation, pour lesquels la valeur a e´te´ adap-
te´e au cas spe´cifique des AANET graˆce a` des campagnes de simulation.
2.4.1 Hypothe`ses de mode´lisation
Afin de re´duire la complexite´ du mode`le, nous avons utilise´ les hypothe`ses simpli-
ficatrices suivantes :
• La porte´e radio est une limite stricte : deux nœuds n’auront aucune influence
l’un sur l’autre (ni transmission ni interfe´rence) si la distance entre eux est
supe´rieure a` cette porte´e.
• Le fonctionnement de la technologie de de´tection multipaquet est ide´alise´ :
pour un facteur d’e´talement de N , le PS est capable de de´coder N trames
concurrentes e´tale´es avec des codes diffe´rents. Si N + 1 trames sont rec¸ues
simultane´ment, alors elles sont toutes perdues [Kem06].
• Si deux blocs de donne´es e´tale´s avec le meˆme code sont rec¸us simultane´ment
alors ils sont conside´re´s tous les deux comme perdus. En particulier, si deux
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en-teˆtes se chevauchent a` la re´ception alors ils sont tous les deux conside´re´s
comme perdus.
• Si un en-teˆte est perdu, alors les donne´es qui y sont associe´es sont perdues
elles aussi.
2.4.2 Parame`tres de´termine´s a priori
Parame`tres CDMA
Dans [Bes13], l’auteur a effectue´ un bilan de puissance pour un syste`me de com-
munication inter-avion base´ sur du CDMA. Ce bilan de puissance fait l’hypothe`se
d’une puissance d’e´mission de 50 W, d’une fre´quence de 2 GHz et d’une largeur de
bande de 20 MHz. Afin de limiter les couˆts, des antennes omnidirectionnelles ont
e´te´ utilise´es.
Nous re´utilisons les re´sultats de cette e´tude pour de´finir certaines caracte´ris-
tiques de notre syste`me RP-CDMA. La porte´e choisie est de 350 km, car cette
valeur permet d’obtenir une connexite´ moyenne de 90% en zone oce´anique. Les
valeurs utilise´es sont reproduites dans la table 2.2.
De´bit binaire brut 800 Kb/s
Facteur d’e´talement 25
Porte´e radio 350 km
Tableau 2.2 – Parame`tres CDMA
En-teˆte et informations de controˆle
Dans [Mor12], l’auteur propose d’ajouter a` l’en-teˆte minimal (2.3) des informa-
tions supple´mentaires, utiles pour de´coder la charge utile. Ces donne´es pourraient
eˆtre ajoute´es dans la partie e´tale´e avec le code spe´cifique, mais cela ne´cessiterait
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de commencer a` de´coder cette partie de la trame avant d’avoir toutes les infor-
mations ne´cessaires pour mener cette ope´ration a` bien. Dans leur imple´mentation,
les auteurs ont ajoute´ les champs suivants a` l’en-teˆte : longueur du paquet, code
de´tecteur d’erreur (CRC) et le taux de codage de la partie transmise sur le canal
identifie´ par le codeID. Ces champs ne sont pas utilise´s dans nos travaux, mais
leur taille est prise en conside´ration dans le calcul de la longueur des en-teˆtes.
Nous apportons cependant quelques modifications aux valeurs propose´es par
l’auteur pour re´duire la taille des en-teˆtes tout en conservant des valeurs raison-
nables. En particulier, la longueur de la trame est code´e sur 16 bits (comme dans
les trames de´finies dans le standard IEEE 802.11[IEE16]) au lieu de 32 bits, ce
qui permet tout de meˆme de coder des longueurs de paquets jusqu’a` 65535 octets.
De meˆme, l’identifiant de code est code´ sur 16 bits. De plus, le CRC n’est pas ne´-
cessaire pour de´coder les en-teˆtes mais pour ve´rifier que le de´codage s’est effectue´
sans erreur. Ainsi, il est pre´fe´rable de ne pas placer ce champ dans l’en-teˆte afin
de diminuer la charge du canal commun.
Concernant la longueur des adresses utilise´es, l’ICAO attribue une adresse
unique sur 24 bits a` chaque avion lors son immatriculation. Cette adresse est par
exemple utilise´e dans les transpondeurs “mode S” pour distinguer les avions. Nous
faisons donc l’hypothe`se que ces adresses de 24 bits sont utilise´es pour de´signer
l’e´metteur et le destinataire de chaque trame.
Pour permettre le fonctionnement de notre me´canisme d’agre´gation, les champs
suivants sont re´pe´te´s pour chaque sous-trame : adresse du destinataire, nume´ro de
se´quence de la sous trame et longueur de la sous-trame. Les nume´ros de se´quence
sont code´s sur 12 bits a` l’instar des trames 802.11, et la taille des sous-trames est
code´e sur 12 bits (ce qui permet une taille maximale de 4096 octets).
Les tailles des diffe´rents champs sont re´sume´es dans la table 2.3
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Pre´ambule 40 b
Identifiant de code 16 b
Longueur de la trame 16 b
Taux de codage 8 b
Sous-total en-teˆte
(canal Ch)
80 b
CRC 32 b
Adresse e´metteur 24 b
Sous-total informations de controˆle fixes
(canal spe´cifique)
56 b
Adresse destinataire 24 b
Nume´ro de se´quence 12 b
Longueur de la charge utile 12 b
Sous-total pour chaque sous-trame
(canal spe´cifique)
48 b
Total pour n sous-trames 136 + n× 48 b
Tableau 2.3 – Taille en bits des diffe´rents champs d’information de controˆle
2.4.3 Optimisation des parame`tres
La valeur de plusieurs parame`tres n’a pas pu eˆtre de´termine´e a priori. Nous avons
donc choisi d’ajuster la valeur de ces parame`tres par simulation.
Parame`tres a` ajuster
Dans le cas du RP-CDMA modifie´ (avec agre´gation et p-persistance), la valeur des
parame`tres suivants doit eˆtre ajuste´e :
• Parame`tres du CSMA p-persistant :
– p : probabilite´ de transmettre si le canal est libre dans le CSMA p-
persistant.
– Da : de´lai entre deux tentatives d’acce`s dans le CSMA p-persistant.
• Parame`tres de l’agre´gation :
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– Ldaggr : Longueur maximale de la partie donne´es e´tale´e avec le code
spe´cifique d’une trame RP-CDMA (dans le cas de l’agre´gation).
– Daggr : de´lai d’agre´gation ;
• Autres parame`tres :
– Dack : de´lai avant expiration du compte a` rebours de retransmission.
– NTX,max : nombre maximal de transmissions simultane´es pour un nœud.
Dans la version du RP-CDMA propose´e dans [MH12], les parame`tres lie´s a`
l’agre´gation et a` la p-persistance ne sont pas pre´sents. En revanche, le parame`tre
Bmax doit faire l’objet d’un ajustement similaire aux parame`tres pre´ce´dents. Il
correspond a` la dure´e maximale du backoff ale´atoire exprime´e en multiple de la
dure´e d’e´mission d’un en-teˆte.
Me´thode
La me´thode que nous avons utilise´e consiste a` effectuer une succession de recherches
d’optimums locaux par simulation jusqu’a` converger vers un ensemble de valeurs
optimales. Deux me´triques sont utilise´es pour caracte´riser les performances du RP-
CDMA : le de´lai (qu’il faut minimiser) et le taux de transmission avec succe`s (qu’il
faut maximiser).
Pour chaque parame`tre, nous avons re´alise´ un ensemble de simulations en fai-
sant varier sa valeur. Les autres parame`tres sont fixes, leurs valeurs respectives
e´tant e´gales aux derniers optimums trouve´s pour ceux-ci (ou` a` une valeur arbi-
traire pour le premier passage). Cette ope´ration est effectue´e successivement pour
chaque parame`tre. Une exception a cependant e´te´ faite : p et Da ont e´te´ optimise´s
simultane´ment a` cause de leur inter-de´pendance.
Une fois que tous les parame`tres ont e´te´ traite´s de cette fac¸on, toute la proce´-
dure est re´pe´te´e afin de prendre en compte les e´ventuelles inter-de´pendances entre
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les parame`tres. Cette proce´dure est re´-ite´re´e tant que les optimums trouve´s pour
tous les parame`tres ne sont pas identiques a` ceux obtenus lors de la pre´ce´dente
ite´ration.
A` l’issue de toutes ces e´tapes, nous avons un ensemble localement optimal de
valeurs pour tous les parame`tres de´crits dans la sous-section 2.4.3.
Conditions expe´rimentales
Les simulation de´crites dans la sous-section 2.4.3 doivent eˆtre repre´sentatives des
conditions les plus exigeantes observe´es dans un AANET. Nous de´crivons ici les
conditions dans lesquelles ces simulations ont e´te´ effectue´es.
E´tant donne´ que le trafic des applications du controˆle ae´rien que nous avons
identifie´es comprend des e´changes bidirectionnels entre les avions et les stations sol
(cf sous-section 1.1.4), nous nous attendons a` ce que les zones ou` les transmissions
sont les plus denses soient a` proximite´ des stations sol. A` cause de cela, nous avons
simule´ une topologie en e´toile : une station sol est place´e au centre d’un disque, et
des avions sont re´partis ale´atoirement sur ce disque de manie`re a` eˆtre directement
a` porte´e de la station sol (un exemple de topologie est donne´ dans la figure 2.6).
Chaque avion ge´ne`re des paquets UDP (User Datagram Protocol) a` destination
de la station sol. La station sol envoie vers chaque avion un traffic ascendant
e´quivalent au traffic descendant que chaque avion e´met.
Chaque simulation comporte 53 avions statiques, ce qui correspond au nombre
maximum de voisins observe´ pour 99% des avions dans un AANET sur la base de
traces re´elles rejoue´es.
Afin de mettre en e´vidence les proble`mes du RP-CDMA avec des paquets de
petite taille, les paquets UDP ge´ne´re´s ont une taille comprise entre 100 et 120 oc-
tets. L’intervalle d’e´mission entre deux paquets suit une loi de Poisson. L’intervalle
moyen entre la ge´ne´ration de deux datagrammes UDP (note´ λ) permet de fixer
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la charge ge´ne´re´e dans tout le syste`me. Lors de la campagne d’optimisation, cette
charge a e´te´ fixe´e de manie`re a` ce que la somme des de´bits ge´ne´re´s par les couches
supe´rieures soit e´gal a` la capacite´ du canal (800 Kbit/s). La dure´e des simulations
a e´te´ fixe´e a` 500 secondes.
Figure 2.6 – Exemple de topologie utilise´e dans l’optimisation et l’e´valuation des
performances du RP-CDMA.
Re´sultat de l’optimisation
Les valeurs pre´sente´es dans le tableau 2.4 ont e´te´ obtenues en appliquant la me´-
thode de´crite ci-dessus.
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Parame`tre Valeur finale
p 0.089
Da 0.65 ms
Dack 90 ms
Ldaggr 9000 b
Daggr 0 s
NTX,max 1
Tableau 2.4 – Parame`tres du RP-CDMA apre`s optimisation.
2.5 E´valuation des performances
Dans cette section, nous comparons les performances du RP-CDMA modifie´ avec
celles du RP-CDMA original (pre´sente´ dans [MH12]) dans deux cas : tout d’abord
avec une topologie en e´toile (utilise´e pour l’optimisation des parame`tres) puis dans
une topologie AANET (issue du re-jeu de trajectoires d’avions re´elles).
Les simulations de la topologie en e´toile e´tant beaucoup plus rapides que celles
de la topologie AANET, nous avons pu en re´aliser un grand nombre afin d’explorer
le comportement du RP-CDMA sous diffe´rentes conditions de charges.
Les simulations de la topologie AANET sont quant a` elles plus complexes car
elles impliquent un grand nombre de nœuds. Elles nous permettent d’e´tudier le
comportement du RP-CDMA avec un traffic de donne´es proche de la re´alite´, qui
tienne en particulier compte de la convergence des flux de donne´es vers les stations
au sol.
2.5.1 Re´sultats avec le mode`le simplifie´
Sce´nario de simulation
Cette e´valuation des performances a e´te´ re´alise´e dans les meˆmes conditions que
l’optimisation des parame`tres (de´crites dans la sous-section 2.4.3). Afin d’e´valuer
le comportement du RP-CDMA dans diffe´rentes conditions, nous avons utilise´ dif-
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Parame`tre no agg. non-p. agg. non-p. no agg. pp. agg. pp.
p 0.089 0.089
Da 0.65 ms 0.65 ms
Dack 50 ms 50 ms 90 ms 90 ms
Ldaggr 6000 b 9000 b
Daggr 0 s 0 s
Bmax 100 100
NTX,max 1 1 1 1
Tableau 2.5 – Parame`tres des diffe´rentes versions du RP-CDMA apre`s optimisation.
fe´rentes valeurs pour le parame`tre λ afin de faire varier la charge globale ge´ne´re´e.
Dans les graphiques ci-apre`s, cette charge ge´ne´re´e par les couches supe´rieures (som-
me´e sur tous les nœuds) est normalise´e par la capacite´ du canal (800 Kbit/s) et
note´e Gu.
Afin de mesurer individuellement l’impact des modifications que nous y avons
apporte´es, nous comparons 4 versions du RP-CDMA :
• La version originale telle que de´crite dans [MH12] (appele´e no agg. non-p.).
• Une version modifie´e avec uniquement de l’agre´gation (appele´e agg. non-p.).
• Une version modifie´e avec uniquement de la p-persistance (appele´e no agg. pp.).
• La version finale, avec a` la fois de l’agre´gation et de la p-persistance (appele´e
agg. pp.).
Chacune de ces versions a fait l’objet d’une optimisation des parame`tres telle
que nous l’avons de´crite dans la sous-section 2.4.3, les valeurs utilise´es sont repor-
te´es dans le tableau 2.5.
Re´sultats
Remarque : dans tous les graphiques de ce me´moire, nous repre´sentons les inter-
valles de confiance a` 95% par barres d’erreur. Afin de faciliter la lecture des courbes,
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nous avons trace´ des aires de couleur qui relient les intervalles de confiance entre
deux points de mesure.
Comportement ge´ne´ral Nous pouvons tout d’abord observer des me´triques
ge´ne´rales, qui caracte´risent le fonctionnement du RP-CDMA vu par les couches
supe´rieures.
La premie`re de ces me´triques est le taux de paquets acquitte´s (figure 2.7).
Elle mesure le ratio de messages pour lesquels un acquittement a e´te´ rec¸u. Cette
me´trique prend en compte le comportement global du protocole, y compris les re-
transmissions. Nous nous inte´ressons en particulier a` la charge maximale utile pour
laquelle le mode`le permet d’atteindre 100% de messages acquitte´s, note´e Gu,max.
On constate que, prises individuellement, la p-persistance et l’agre´gation multi-
plient respectivement par 1,6 et 2,3 le de´bit qui peut eˆtre transfe´re´ sans pertes par
rapport au RP-CDMA original. L’utilisation conjointe de ces deux ame´liorations
permet de multiplier ce de´bit par 3,3 pour un Gu,max e´gal a` 0,5.
La seconde me´trique ge´ne´rale est le de´lai moyen mis pour transmettre un pa-
quet. On constate sur la figure 2.8 que le de´lai croˆıt significativement de`s que
la charge ge´ne´re´e de´passe la charge maximale transfe´re´e sans pertes. Dans le cas
agg. pp., ce de´lai reste infe´rieur a` 100 ms tant que Gu ≤ Gu,max.
Nous avons repre´sente´ dans les figures 2.9 les taux de transmission avec succe`s.
Un datagramme UDP est conside´re´ transmis avec succe`s s’il atteint le module UDP
auquel il est destine´, meˆme si sa transmission au niveau 2 n’a pas e´te´ acquitte´e.
Nous pouvons constater que le taux de transmission descendant (figure 2.9b) est
quasiment de 100% et ne varie pas avec la charge, alors que le taux de transmission
ascendant (figure 2.9a) s’effondre de`s qu’une certaine valeur de Gu est de´passe´e.
Cela explique que le taux de paquets acquitte´s chute tre`s fortement de`s que Gu,max
est de´passe´e : quasiment aucun acquittement ne peut eˆtre envoye´ dans le sens
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Figure 2.7 – Taux de paquets acquitte´s.
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Figure 2.8 – De´lai moyen.
ascendant. On peut expliquer cette asyme´trie par le fait que la station sol est
situe´e a` porte´e de tous les autres nœuds, alors que ces derniers, n’e´tant pas au
centre du disque, voient un canal moins charge´ et peuvent par conse´quent e´mettre
plus facilement (le CSMA empeˆche l’e´mission lorsque le canal est occupe´).
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Figure 2.9 – Taux de transmission avec succe`s en fonction de la charge.
Analyse du comportement En observant d’autres mesures, nous pouvons ob-
server en de´tail les effets de l’agre´gation et de la p-persistance.
La figure 2.10 repre´sente le nombre total de trames e´mises au cours de la si-
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mulation. On y observe clairement que l’agre´gation joue son roˆle, le nombre de
trames e´mises par les versions du RP-CDMA qui exploitent l’agre´gation e´tant en
effet plus faible que pour celles qui ne l’utilisent pas, en particulier pour des va-
leurs e´leve´e de Gu. La figure 2.11 repre´sente le nombre de tentatives ne´cessaires
pour transmettre un paquet. Son e´tude nous conforte dans l’analyse de l’effet de
l’agre´gation : on constate une forte augmentation du nombre de trames e´mises
lorsque le nombre de retransmissions augmente pour les versions du RP-CDMA
sans agre´gation (Gu = 0, 2 et Gu = 0, 35), alors que cet effet est quasiment im-
perceptible pour les versions avec agre´gation (Gu = 0, 55). Enfin, au dela` d’une
certaine charge (et d’un certain nombre de retransmissions), on peut constater que
le nombre de trames e´mises diminue pour les versions agre´ge´es (respectivement
Gu = 0, 55 et Gu = 0, 9). Cela correspond aux charges a` partir desquelles le de´lai
augmente significativement (de l’ordre de grandeur de la seconde, cf figure 2.8).
Ce phe´nome`ne peut s’expliquer par le fait que les files d’attente sont plus remplies
(ce qui se traduit par un de´lai plus e´leve´) et permettent ainsi d’agre´ger plus de
paquets par trames.
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Figure 2.10 – Nombre de trames e´mises
en fonction de la charge.
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Figure 2.11 – Nombre de tentatives en
fonction de la charge.
Les figures 2.12a et 2.12b repre´sentent la re´partition des types de pertes pour
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Gu = 0.5 (selon une e´chelle respectivement logarithmique et line´aire), normalise´e
par le nombre de trames rec¸ues au total. Les e´tiquettes correspondent aux cas
suivants :
• total : trames perdues, peu importe la cause.
• collision en-teˆte : trames perdues a` cause d’une collision sur les en-teˆtes a`
la re´ception.
• collision code : trames perdues car leur parties de donne´es ont e´te´ rec¸ues
simultane´ment et utilisaient le meˆme code.
• de´passement de capacite´ : trames perdues car la capacite´ de re´ception
multiple a e´te´ de´passe´e.
• e´mission en cours : trames perdues car le re´cepteur e´tait en train d’e´mettre
au moment de leur re´ception.
Nous pouvons tout d’abord noter que, conforme´ment a` l’analyse de [Kem06],
la figure 2.12a montre que les collisions sur les en-teˆtes constituent la majorite´ des
pertes. Les de´passements de capacite´ ne sont la cause d’aucune perte dans notre
sce´nario, et les collisions sur les codes sont ne´gligeables.
En observant la figure 2.12b, on constate que les sce´narios no agg. pp. et agg. pp.
pre´sentent des taux de pertes respectivement plus e´leve´s que no agg. non-p. et
agg. non-p. pour les cate´gories “total”, “collision en-teˆte” et “e´mission en cours”. Ce
re´sultat est surprenant car nous avons vu dans la figure 2.9 que l’utilisation de la p-
persistance augmente le taux de transmission avec succe`s. Ce paradoxe est explique´
par la figure 2.10 ou` on observe que les variantes avec p-persistance e´mettent plus
de trames que leurs homologues qui utilisent le random backoff. Cette agressivite´
rend l’utilisation de la p-persistance avantageuse malgre´ son taux de pertes plus
e´leve´.
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Figure 2.12 – Re´partition des pertes de trames pour Gu = 0.5.
2.5.2 Re´sultat avec une topologie re´elle
Sce´nario de simulation
Dans cette expe´rience, nous avons e´value´ le comportement des diffe´rentes variantes
du RP-CDMA dans une topologie Ad hoc. Pour cela, nous avons simule´ un AA-
NET transatlantique complet dans lequel les avions e´mettent un trafic sonde a`
destination des stations sol. Ces dernie`res re´pondent au trafic descendant en en-
voyant un trafic e´quivalent. Chaque paquet sonde est acquitte´ au niveau applicatif.
Le trafic sonde est constitue´ de datagrammes UDP envoye´s toutes les secondes, ce
qui est e´quivalent a` une application de transmission de parame`tres de vol propose´e
par le BEA (cf 1.1.4).
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Les positions des avions sont issues de traces re´elles en zone oce´anique (cf 1.2.3).
Nous avons rejoue´ des cre´neaux horaires qui correspondent a` 1 heure de charge
moyenne dans la journe´e. Les journe´es se´lectionne´es correspondent a` la journe´e
pour laquelle le nombre de vol est e´gal a` la me´diane des nombres de vol pour les
anne´es 2013, 2014 et 2015. Il faut noter que, contrairement au sce´nario pre´ce´dent,
les avions sont conside´re´s comme mobiles.
Les versions du RP-CDMA simule´es correspondent aux version utilise´es dans
la sous-section pre´ce´dente (cf 2.5.1).
L’algorithme de routage utilise´ est AODV (Ad-hoc On-demand Distance Vec-
tor)[PBRD03]. Cet algorithme a e´te´ choisi car il a e´te´ souvent e´tudie´ dans les
MANET, il a fait l’objet d’une standardisation, et ses performances dans les AA-
NET sont acceptables [VPR16b]. Il est a` noter que, dans ce chapitre, nous nous
inte´ressons principalement aux performances du RP-CDMA. Les performances des
algorithmes de routage seront e´tudie´es en de´tail dans le chapitre 3.
Re´sultats
Les figures 2.13 repre´sentent le ratio de paquets acquitte´s, pour tous les nœuds
(figure 2.13a) et uniquement pour les stations sol (figure 2.13b). On peut tout
d’abord constater que, dans le cas no agg. non-p., les performances des stations sol
sont significativement plus mauvaises que celles de l’ensemble des nœuds. C’est ce
qui a motive´ notre choix d’optimiser le RP-CDMA a` proximite´ des stations sol. On
voit de plus que les gains apporte´s par l’ajout de p-persistance et de l’agre´gation
sont plus visibles pour les stations sol. Cela est explique´ par le fait que, pour les
nœuds qui sont e´loigne´s des stations sol, le trafic de donne´es est moins dense car
plus e´loigne´ des “puits” de donne´es. Pour ces nœuds, le RP-CDMA ope`re sous une
charge plus faible, ou` il pre´sente un meilleur taux de messages acquitte´s (cf figure
2.7).
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Les meˆmes remarques peuvent eˆtre faites pour les figures 2.14 a` propos du de´lai.
Les performances sont de´grade´es a` proximite´ des stations sol, et les modifications
que nous avons apporte´es au RP-CDMA re´duisent grandement le de´lai moyen.
agg. pp. agg. non-p. noagg. pp. noagg. nop.
0.0
0.2
0.4
0.6
0.8
1.0
R
at
io
 d
e 
p
aq
u
et
s 
ac
q
u
it
té
s
0.99
0.95
0.92 0.90
(a) tous les nœuds.
agg. pp. agg. non-p. noagg. pp. noagg. nop.
0.0
0.2
0.4
0.6
0.8
1.0
R
at
io
 d
e 
p
aq
u
et
s 
ac
q
u
it
té
s 
(s
ta
ti
on
s 
so
l) 0.95
0.73
0.64
0.51
(b) stations sol uniquement.
Figure 2.13 – Taux de messages acquitte´s.
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Figure 2.14 – De´lai moyen.
Nous avons repre´sente´ la joignabilite´ sur la figure 2.15. La joignabilite´ est de´fi-
nie, pour un avion, par la capacite´ a` envoyer un message a` une station sol (e´ven-
tuellement via une communication multi-saut) et de recevoir un acquittement pour
ce message. La joignabilite´ normalise´e repre´sente´e sur la figure 2.15 correspond a`
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la proportion des avions joignables, normalise´e par la connexite´ (cf. def. 1). Cette
mesure est donne´e ici a` titre indicatif, pour illustrer l’impact du comportement du
RP-CDMA sur les performances de bout en bout du re´seau.
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Figure 2.15 – Joignabilite´ normalise´e.
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Re´sume´ du chapitre
Dans ce chapitre, nous avons tout d’abord pre´sente´ la proble´matique de l’attri-
bution des codes dans un re´seau base´ sur le CDMA. Nous avons ensuite de´fini
un ensemble de caracte´ristiques de´crivant diffe´rents aspects de l’attribution des
codes, et utilise´ certaines de ces proprie´te´s pour restreindre le nombre de candi-
dats dans la recherche d’une me´thode adapte´e aux AANET. Nous avons ensuite
analyse´ plusieurs me´thodes pre´sentes dans la litte´rature qui pre´sentaient des
caracte´ristiques approprie´es pour ces re´seaux et nous avons se´lectionne´ le RP-
CDMA comme me´thode d’attribution des codes.
Nous avons ensuite de´crit en de´tail ce protocole tel qu’il est pre´sente´ dans la
litte´rature. Sur la base des e´tudes pre´ce´dentes, nous avons identifie´ un facteur
limitant dans les performances du RP-CDMA : les collisions sur les en-teˆtes. Ce
facteur e´tant pe´nalisant pour les AANET, nous avons propose´ deux modifica-
tions au protocole d’origine afin d’en ame´liorer les performances : l’utilisation
d’agre´gation d’une part, et la modification de la me´thode d’acce`s par du CSMA
p-persistant d’autre part.
Les diffe´rents parame`tres du protocole modifie´ ont e´te´ ensuite optimise´s
par simulation, dans des conditions reproduisant une situation similaire a` celle
observe´e a` proximite´ des stations sol dans un AANET transatlantique.
L’impact des modifications que nous proposons a ensuite e´te´ e´value´. Dans
un premier temps, nous avons mesure´ les performances de diffe´rentes versions
du RP-CDMA (avec et sans nos ame´liorations) dans les conditions de l’op-
timisation (topologie cellulaire et avions statiques). Dans ce cas, l’agre´gation
et la p-persistance ame´liorent grandement les performances du syste`me global,
en particulier la charge ge´ne´re´e maximale pour laquelle tous les messages sont
transmis avec succe`s est multiplie´e par 3,3. Une analyse de´taille´e des effets de
nos modifications a aussi e´te´ effectue´e.
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Dans un second temps, une e´valuation similaire a e´te´ effectue´e sur des to-
pologies dynamiques, issues du rejeu de trajectoires d’avion re´elles. Des ame´lio-
rations de performances ont aussi pu eˆtre observe´es. En particulier, le ratio de
paquets acquitte´s passe de 51% a` 95% au niveau des stations sol, la` ou` le traffic
de donne´es est concentre´. Cette seconde e´valuation a aussi permis d’illustrer
l’effet be´ne´fique de nos ame´liorations sur une me´trique de plus haut niveau, la
joignabilite´, qui passe de 21% a` 83%.
L’e´tude des protocoles de routage est cependant indispensable pour com-
prendre et ame´liorer les performances du re´seau a` un plus haut niveau. Dans le
chapitre suivant, nous allons spe´cifiquement e´tudier cette question.
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Chapitre 3
Routage dans les AANET
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Introduction
Nous avons e´tudie´ dans le chapitre pre´ce´dent les moyens ne´cessaires pour trans-
mettre des donne´es d’avion a` avion. Dans celui-ci, nous nous inte´ressons a` l’ache-
minement des donne´es de bout en bout dans un AANET via un chemin multi-saut.
Dans le mode`le OSI, cela correspond au roˆle de la couche re´seau (niveau 3).
Nous commenc¸ons par exposer la proble´matique du routage, et les contraintes
spe´cifiques aux AANET dont nous devons tenir compte.
Nous de´crivons ensuite le concept de TBR (Trajectory Based Routing), ses
particularite´s et son inte´reˆt pour les AANET. Nous proposons une me´thode de
calcul des routes ge´ographiques et un algorithme de routage spe´cifiquement conc¸u
pour les AANET. Les performances offertes par notre proposition sont e´value´es a`
la fin de ce chapitre comparativement a` des me´thodes de routage pour les re´seaux
ad hoc dynamiques standardise´es.
3.1 Le routage dans les AANET
3.1.1 Proble´matique
La couche 3 du mode`le OSI a notamment pour roˆle d’acheminer des paquets de
bout en bout dans un re´seau. Cela comprend deux fonctionnalite´s :
• Trouver les chemins (i.e. des suites de relais) entre chaque e´metteur de pa-
quets et leurs destinations. Cette ope´ration est appele´e routage.
• Acheminer les paquets le long de ce chemin. Nous appellerons cette ope´ration
forwarding dans le reste de ce me´moire.
De nombreuses propositions existent pour re´soudre le proble`me du routage, y
compris dans les re´seaux ad hoc. Cependant, chaque spe´cificite´ (topologie, nombre
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de nœuds, mouvements...) du re´seau conside´re´ va pouvoir permettre certaines op-
timisations et rendre d’autres inapplicables. Ainsi, il n’existe pas d’algorithme de
routage universel, chacun va eˆtre plus ou moins adapte´ selon le cas conside´re´.
3.1.2 Contraintes spe´cifiques aux AANET
Les re´seaux ad hoc ae´ronautiques pre´sentent un certains nombre de caracte´ristiques
qui ont une influence sur le choix ou la conception de l’algorithme de routage.
Parmi ces caracte´ristiques, celles que nous pre´sentons dans cette section justifient
le fait de conside´rer les AANET dans une cate´gorie a` part. Elles vont avoir des
conse´quences sur la conception et le fonctionnement des algorithmes.
Mobilite´ Dans un re´seau ae´ronautique, les nœuds du re´seau sont majoritaire-
ment des avions de ligne en vol de croisie`re. Cela signifie qu’ils e´voluent a` des vi-
tesses de l’ordre de 900 km/h. Les trajectoires des avions obe´issent aussi a` certaines
re`gles impose´es par les organismes de controˆle ae´rien et suivent ge´ne´ralement des
routes organise´es (cf sous-section 1.2.2). Cette mobilite´ a un impact sur la stabilite´
des liens dans le re´seau, et par conse´quent sur la pe´rennite´ des routes qui utilisent
ces liens. L’algorithme de routage choisi devra eˆtre robuste a` ce phe´nome`ne.
Nombre de nœuds Un re´seau ad hoc ae´ronautique, qu’il soit utilise´ en zone
continentale ou en zone oce´anique, pre´sente un nombre tre`s e´leve´ de nœuds (jusqu’a`
600 avions simultane´ment au dessus de l’oce´an atlantique, cf 1.6). Cela implique
que notre algorithme de routage devra pouvoir passer a` l’e´chelle.
Choix de la station sol Les applications propose´es par les organismes de ges-
tion du trafic ae´rien ne´cessitent ge´ne´ralement des e´changes entres les avions et les
services de controˆle au sol. Cela cre´e la proble´matique de l’acce`s a` l’infrastructure
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au sol. Pour re´pondre a` cette proble´matique, l’utilisation de plusieurs stations sol
pre´sente un certain nombre d’avantages :
Tout d’abord, cela permet d’augmenter la probabilite´ d’e´tablir une route vers
le sol, en particulier en zone oce´anique. En effet, dans le cas des vols transatlan-
tiques, le manque de terres e´merge´es au milieu de l’oce´an atlantique restreint les
possibilite´s de placer les stations sol. Ces dernie`res se retrouvent alors cantonne´es
au pourtour oce´anique. Il faudra donc plusieurs stations a` cause du risque de par-
tition du re´seau. Un exemple de partition d’un re´seau simule´ a` partir de positions
re´elles d’avions est donne´ dans la figure 3.1.
Figure 3.1 – Exemple de partition d’un AANET
Ensuite, un second proble`me qui peut apparaˆıtre est que ces stations sont des
goulets d’e´tranglement pour rejoindre le re´seau au sol. Comme la majorite´ du trafic
a lieu entre le sol et le bord, cela pourra eˆtre un facteur limitant dans l’utilisation
d’un tel syste`me pour l’aviation civile. L’utilisation de plusieurs stations sol permet
de re´partir la charge et de contourner cette limitation.
L’existence de plusieurs stations sol a pour conse´quence que l’algorithme de
routage doit permettre de choisir parmi ces dernie`res une passerelle vers l’infra-
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structure au sol. Dans la suite de ce me´moire, nous ferons l’hypothe`se que toutes
les stations sol sont relie´es a` la meˆme infrastructure terrestre et sont e´quivalentes
du point de vue de l’acce`s a` cette dernie`re.
3.1.3 Caracte´risation des algorithmes de routage
Les algorithmes pre´sentent une grande diversite´ parce que les cas d’applications
sont nombreux. Nous proposons une classification des algorithmes de routage selon
diverses proprie´te´s, inde´pendantes les unes des autres.
Chaque proprie´te´ peut pre´senter tout un spectre de valeurs, et un algorithme
peut e´ventuellement exhiber plusieurs valeurs distinctes dans diffe´rentes phases
de son fonctionnement. Les algorithmes pre´sentant des caracte´ristiques hybrides
sont courants. Nous ne pre´sentons que les valeurs qui nous paraissent les plus
pertinentes pour les AANET afin de pre´server la lisibilite´ de notre e´tude.
E´tablissement des routes
Avant de pouvoir transmettre un paquet jusqu’a` sa destination, le re´seau doit
disposer des informations ne´cessaires pour de´finir une route et calculer cette der-
nie`re. On peut classer les algorithmes de routage en deux cate´gories, selon que la
route est calcule´e a` l’avance (algorithmes proactifs) ou a` la demande (algorithmes
re´actif).
Dans un algorithme de routage proactif, les informations ne´cessaires au calcul
de toutes les routes sont e´change´es en permanence, et ce meˆme s’il n’y en pas besoin
imme´diatement. Cela permet a` l’algorithme d’envoyer imme´diatement un paquet
de`s que celui-ci est ge´ne´re´ car le choix de la route a de´ja` e´te´ effectue´. En contrepar-
tie, l’e´change continu d’informations pour le routage consomme une partie des res-
sources du re´seau au de´triment du trafic utile. On peut citer comme exemples d’al-
gorithmes de routage proactifs BATMAN[JNA08], OLSR[TP03], DSDV[RSS11] et
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FSR[PGC00].
Les algorithmes de routage re´actifs n’e´tablissent des routes que lorsqu’il faut
effectivement transmettre un paquet et que la route vers le destinataire n’existe
pas. Cela a pour conse´quence un de´lai lors de l’envoi du premier paquet (de´lai qui
correspond a` l’e´tablissement de la route). En revanche, comme seules les routes
effectivement utiles sont calcule´es, il n’est pas ne´cessaire de mettre a` jour en per-
manence diverses informations a` travers tout le re´seau, ce qui re´duite le trafic
de signalisation ge´ne´re´ par l’algorithme de routage et libe`re des ressources pour
transmettre des donne´es utiles. AODV[PBRD03], DSR[DYD07], DYMO[CP07] et
MUDOR[XL08] sont des exemples d’algorithmes de routage re´actifs conc¸us pour
les MANET ou VANET.
Le choix entre un mode de fonctionnement proactif et un mode de fonctionne-
ment re´actif re´sulte d’un compromis entre la charge du re´seau et sa re´activite´. Un
algorithme de routage proactif est plus rapide pour effectuer sa premie`re transmis-
sion, mais il consomme ge´ne´ralement plus de ressources. Un algorithme de routage
re´actif est a priori plus e´conome en ressources mais induit plus de de´lais lors de la
premie`re transmission.
Paradigme de routage
Le paradigme de routage de´signe la repre´sentation du re´seau dans l’algorithme
de routage. Nous avons identifie´ deux principaux paradigmes de routage : node
centric et position centric.
Le routage node centric est un he´ritage des re´seaux filaires. On conside`re avant
tout l’existence des liens entre les nœuds. Dans ce paradigme de routage, on repre´-
sente un re´seau par un graphe dont les sommets sont les nœuds et dont les arreˆtes
sont les liens existant entre ces nœuds. Les routes recherche´es sont alors des che-
mins dans ce graphe. AODV[PBRD03] et BATMAN[JNA08] sont des exemples
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d’algorithmes de routage node centric
Les algorithmes node centric permettent ge´ne´ralement de re´soudre le proble`me
du choix de la station sol (3.1.2) de manie`re simple, par exemple en se´lectionnant
la station pour laquelle le nombre de saut est minimal.
Le paradigme de routage position centric est plus spe´cifique aux re´seaux mo-
biles, pour lesquels les mouvements (et donc les positions ge´ographiques) des dif-
fe´rents acteurs du re´seau jouent un roˆle important. La de´cision de routage est
effectue´e dans ce cas sur la base d’informations ge´ographiques telles que les posi-
tions de la destination et du nœud courant. Dans le routage carte´sien [HBH00] par
exemple, les paquets sont transmis vers le voisin le plus proche de la destination.
GPSR[KK00] et GLSR[MHRR12] sont deux exemples d’algorithmes de routage
de type carte´sien qui proposent respectivement une solution pour contourner les
“trous” dans la topologie et une me´thode pour re´partir la charge entre les nœuds.
On peut ge´ne´ralement opposer ces deux paradigmes de la manie`re suivante :
au moment de la cre´ation de la route, un algorithme node centric s’assure de
l’existence de relais le long d’un chemin en parcourant le graphe. De son coˆte´, un
algorithme position centric fait l’hypothe`se de la pre´sence de relais sur le trajet
vers la destination et transmet son paquet en se basant sur cette supposition. Le
parcours du graphe, sous la forme d’un paquet RREP (Route REPly) dans AODV
[PBRD03] par exemple, ne´cessite des e´changes d’informations entre les nœuds. Ces
e´changes n’e´tant pas ne´cessaires dans les algorithmes position centric, ces derniers
produisent ge´ne´ralement un trafic de signalisation plus faible que les algorithmes
node centric.
Dans un AANET, il est possible de tirer parti des e´quipements de´ja` pre´sents a`
bord des avions afin de faire fonctionner un algorithme de routage ge´ographique.
Par exemple, l’ADS-B (Automatic Dependent Surveillance - Broadcast) permet
a` chaque avion de diffuser sa position a` ses voisins a` partir de ses moyens de
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navigation et de positionnement propres (GPS par exemple). L’utilisation de ces
donne´es e´change´es “hors bande” relativement a` notre syste`me AANET permet de
re´duire le volume du trafic de signalisation transmis par le re´seau. De plus, dans
un protocole position centric, comme le chemin d’un paquet n’est pas lie´ a` des
nœuds relais particuliers, la mobilite´ des nœuds interme´diaires est tre`s facilement
prise en compte (n’importe quel nœud a` la bonne position peut servir de relais).
Un des principaux inconve´nients des algorithmes de routage ge´ographique pre´-
sents dans la litte´rature re´side dans le choix de la station sol (cf 3.1.2). La plupart
tentent de faire suivre leurs paquets en minimisant la distance ge´ographique entre
le prochain saut et la destination. Par conse´quent, l’approche intuitive consiste
a` se´lectionner la station sol qui est ge´ographiquement la plus proche de l’e´met-
teur. Nous illustrons dans les paragraphes suivants des cas issus des AANET pour
lesquels cette approche n’est pas adapte´e.
Dans les images 3.2 et 3.3, le fond de carte repre´sente un diagramme de Voro-
noi (cf de´finition 2) dont les germes sont les stations sol envisage´es pour la zone
Atlantique (repre´sente´es par des triangles bleus). Cela permet de visualiser l’ap-
proche de´crite ci-dessus : tous les avions pre´sents dans une cellule se´lectionnent
comme passerelle vers le re´seau sol la station de cette cellule. Les segments rouges
indiquent l’existence de liens entre deux avions ou entre un avion et une station
sol.
De´finition 2 (Diagramme de Voronoi) Un Diagramme de Voronoi est un pa-
vage d’un espace me´trique construit a` partir d’un ensemble de points (appele´s
germes). Il comporte autant de cellules que de germes. Chaque cellule de ce pavage
est constitue´e de l’ensemble des points qui sont plus proches d’un germe donne´ que
des autres.
L’image 3.3a repre´sente un premier type de proble`me. On constate en effet que
les stations “Kimmimirut” et “Groenland” ne sont a` porte´e d’aucun appareil et
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Figure 3.2 – Exemple de diagramme de Voronoi.
ne peuvent donc pas servir de passerelle entre l’AANET et un re´seau au sol. Par
conse´quent, tous les avions situe´s dans la cellule d’une de ces stations ne pourront
pas joindre la passerelle qu’ils ont choisie selon l’approche intuitive.
L’image 3.3b de´crit un autre type de proble`me : les chemins menant a` la station
la plus proche ne sont pas ne´cessairement les plus stables. Tous les avions dans la
zone rose vont envoyer leurs paquets vers la station “Ac¸ores”. Or la quasi-totalite´
des chemins multi-saut entre ceux-ci et la station passent par un seul nœud inter-
me´diaire. La probabilite´ de partition du re´seau au niveau de cet appareil est tre`s
e´leve´e, ce qui cre´e un risque de perte de joignabilite´ et un point d’engorgement du
trafic.
DTN
Les DTN (Delay Tolerant Network) sont des re´seaux dans lesquels les de´lais sont
e´leve´s et doivent eˆtre pris en compte dans l’algorithme de routage. Dans le cas des
MANET, ces de´lais sont le plus souvent dus a` une segmentation (disruption) du
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(a) Choix d’un relais inaccessible. (b) Choix d’un relais avec un chemin
fragile.
Figure 3.3 – Exemple de choix sous-optimaux de relais.
re´seau cause´e par la mobilite´ des nœuds. En effet, pour compenser ces disruptions,
on peut employer une me´thode dite “store and forward”. Cela consiste a` stocker
temporairement les paquets qui n’ont pas pu eˆtre transfe´re´s afin de les e´mettre
plus tard, lorsque la topologie du re´seau aura change´ et sera favorable a` leur trans-
mission. Ces de´lais incluent donc les temps d’injoignabilite´ de nœuds ou groupes
de nœuds inhe´rents aux partitionnements des re´seaux dynamiques.
Nous avons effectue´ une e´valuation du potentiel des DTN dans le cadre des
AANET. Pour cela, nous avons e´tudie´ la connexite´ dans un re´seau en zone oce´a-
nique avec la me´thode suivante : pour une porte´e donne´e, nous avons mesure´ la
connexite´ au cours du temps en conside´rant que les pertes de connexite´ d’une du-
re´e infe´rieure a` un certain seuil e´taient tole´rables. Au cours de cette expe´rience,
une porte´e maximale de 200 km a e´te´ utilise´e pour les liens radio a` la place d’une
porte´e de 350 km afin d’amplifier les pertes de connexite´ (une porte´e de 350 km
permet d’avoir une connexite´ moyenne de 90% en zone oce´anique).
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Les re´sultats sont repre´sente´s dans le tableau 3.1 et dans la figure 3.4. On
constate que cette me´thode ne permet pas de gains significatifs dans la connexite´
globale du re´seau pour des de´lais tole´re´s juge´s raisonnables au regard des appli-
cations critiques de l’aviation civile (cf tableau 1). Il faudrait tole´rer des de´lais de
l’ordre de 1000 s pour observer un gain significatif, ce qui est largement supe´rieur
aux exigences des applications envisage´es. Nous ne conside´rerons donc pas les DTN
dans la suite de notre e´tude.
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Figure 3.4 – Connexite´ au cours de la journe´e en fonction de la dure´e de de´connexion
tole´re´e (zone oce´anique, porte´e de 200 km).
Tableau 3.1 – Ame´lioration de la connexite´ en fonction du de´lai tole´re´
De´lai tole´re´ (s) Connexite´ moyenne
0 49.0%
10 49.1%
100 49.6%
1000 56.2%
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3.2 Le routage par trajectoire
Le routage par trajectoire (appele´ TBR ou trajectory-based forwarding dans la
litte´rature anglophone) est une me´thode de routage ge´ographique dans laquelle
la route des paquets est de´finie par une trajectoire ge´ographique spe´cifie´e par
l’e´metteur. Ce paradigme de routage constitue une e´volution du routage carte´sien
en introduisant une notion de routage par la source et des trajectoires arbitraires.
Remarque Dans la suite de ce me´moire, nous appellerons ces trajectoires ge´o-
graphique des geopath afin de pre´venir toute confusion avec la trajectoire (i.e.
le mouvement) des avions. Il existe dans la litte´rature des algorithmes qui uti-
lisent la de´nomination “trajectory-based” car ils exploitent le mouvement des ve´-
hicules, mais qui ne fonctionnent pas selon les principes de´crit ci-apre`s. Le TBD
(Trajectory-based Data forwarding) [JGG+11] est un exemple d’un tel algorithme.
3.2.1 Principe du TBR
Dans un algorithme de routage par trajectoire, un e´metteur spe´cifie un geopath
pour chaque paquet qu’il ge´ne`re (routage par la source) et inclut ce geopath dans
le paquet. Les nœuds relais font ensuite suivre ce paquet en assurant qu’il suive
au mieux le geopath. La figure 3.5b illustre ce principe : la source e´met un paquet
en spe´cifiant dans son en-teˆte la trajectoire repre´sente´e en pointille´s. Les nœuds
interme´diaires le relaient le long de cette trajectoire, donnant le chemin effective-
ment emprunte´e par le paquet (fle`ches noires). La figure 3.5a repre´sente quant a`
elle un routage carte´sien : le paquet est transmis a` chaque fois au nœud le plus
proche de la destination.
D’apre`s le principe de´crit ci-dessus, nous pouvons de´composer un algorithme
de routage par trajectoire en deux fonctionnalite´s comple´mentaires :
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(b) Routage par trajectoire.
Figure 3.5 – Illustration du fonctionnement d’algorithmes de routage ge´ographique.
• Le calcul du geopath ;
• Le suivi du geopath.
La litte´rature propose de nombreuses me´thodes de suivi de geopath (par exemple
dans [NN03a]), mais assez peu d’algorithmes pour calculer ces geopath.
3.2.2 Inte´reˆts du TBR
Les algorithmes de type TBR pre´sentent plusieurs inte´reˆts qui justifient la perti-
nence de leur e´tude pour les AANET.
Faible surcharge de signalisation
Comme le TBR fait parti de la famille des algorithmes de routage ge´ographique,
il ge´ne`re peu de signalisation [NN03a].
Dans le cas des AANET, la re´glementation impose que tous les avions soient
e´quipe´s de certains syste`mes, par exemple un moyen de positionnement (tel que le
GPS) et un moyen de communication destine´ a` connaitre l’environnement proche
d’un avion (ADS-B). Les informations fournies par ces syste`mes (position de
l’avion, position des voisins) peuvent eˆtre utilise´es par le protocole de routage
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que nous de´finissons. Cela permet de re´duire la signalisation ne´cessaire au fonc-
tionnement du TBR.
Toutefois, le calcul des geopath peut reque´rir d’autres informations de la part
des nœuds du re´seau.
Multipath
Graˆce au routage par la source, le TBR permet tre`s facilement d’envoyer deux
copies d’un meˆme paquet selon deux routes diffe´rentes [NN03a] [NN03b]. Il suffit
pour cela d’envoyer la deuxie`me copie en spe´cifiant un geopath diffe´rent. Cela peut
par exemple servir a` augmenter la probabilite´ de re´ception d’un paquet en envoyant
des copies de celui-ci vers deux stations sol distinctes.
Robustesse face a` la mobilite´
Comme le geopath ne spe´cifie pas explicitement des nœuds interme´diaires, le fait
que ces derniers soient mobiles importe peu [NN03b]. Le forwarding est donc fait
de manie`re opportuniste, c’est-a`-dire que c’est le noeud qui se trouvera eˆtre dans
la meilleure position par rapport au geopath au moment ou` le paquet doit eˆtre
transmis qui sera choisi en tant que prochain relais.
Diffusion intelligente de donne´es
Graˆce aux trajectoires arbitraires, il est possible de diffuser ge´ographiquement des
informations de manie`re optimise´e. On peut par exemple envisager de transmettre
un message a` tous les nœuds (avions) le long d’une trajectoire (route ae´rienne),
ou a` tous les nœuds d’une zone ge´ographique donne´e [NN03b]. Nous avons repre´-
sente´ dans les figures 3.6 deux manie`res d’effectuer une transmission broadcast en
utilisant un algorithme TBR.
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Figure 3.6 – Exemples de broadcast exploitant le trajectory-based routing
Cette diffusion intelligente des donne´es peut avantageusement eˆtre rapproche´e
du concept de routage conditionnel de´crit dans [DKS07] : les applications e´met-
trices de donne´es spe´cifient les conditions utilise´es pour transmettre ces donne´es
(trajectoire et me´thode de suivi des trajectoires par exemple) ainsi que les condi-
tions de re´ception (appartenance d’un avion a` une compagnie donne´e par exemple).
Cette approche ne´cessite cependant une e´tude des applications au cas par cas pour
trouver les strate´gies de transmissions optimales associe´es a` chacune d’entre elles.
3.2.3 Proble´matiques secondaires du TBR
Le TBR pre´sente certaines proble´matiques qui sont inhe´rentes a` son fonctionne-
ment.
Repre´sentation des trajectoires
Chaque paquet doit contenir le geopath qu’il doit suivre, qui peut eˆtre plus ou
moins complexe. Un compromis doit eˆtre fait entre la complexite´ de la repre´senta-
tion du geopath et la place ne´cessaire pour coder cette repre´sentation dans l’en-teˆte
du paquet. Diverses solutions ont e´te´ avance´es pour de´crire les geopath ou re´duire
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leur poids dans le paquet :
• Suite de segments [LAGdlF10] [CPFdlF05] : il est ne´cessaire de stocker N+1
coordonne´es pour une trajectoire compose´e de N segments
• Suite de courbes de Be´zier [YPK06] : besoin de stocker 3N + 1 coordonne´es
pour une trajectoire compose´e de N courbes de Be´zier.
• Agre´ger les parties communes des routes dans les paquets en multicast [NN03b].
• E´quations parame´triques [NN03b].
• “E´lagage” (retrait des portions de´ja` parcourues) du geopath au fur et a` me-
sure de l’avancement [NN03b].
• Routage a` 2 (ou plusieurs) niveaux [RVFM09]
Position de la destination
L’e´metteur a besoin de connaˆıtre la position de la destination dans le cas d’une
transmission point a` point (par opposition a` une transmission en broadcast).
La solution a` ce proble`me est triviale si le destinataire est immobile (station
sol par exemple), il suffit par exemple de stocker en me´moire cette position. Dans
le cas d’une destination mobile, il devient ne´cessaire d’employer une me´thode pour
diffuser les positions des nœuds.
Nombre de nœuds
Le caracte`re position centric du TBR permet de re´duire le volume de signalisation
en faisant l’hypothe`se de la pre´sence d’un nombre suffisant de relais le long du
geopath pour ne pas avoir a` ve´rifier effectivement l’existence d’un chemin.
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L’inconve´nient de cette me´thode est que, si le nombre de nœuds est trop faible,
l’hypothe`se de la pre´sence de relais devient fausse et les performances de l’algo-
rithme de routage sont de´grade´es
3.2.4 Le TBR dans la litte´rature
Le routage par trajectoire a e´te´ introduit dans [NN03b]. Cet article de´crit en
de´tail le principe du routage par trajectoire et ses diffe´rentes applications. Plusieurs
me´thodes de suivi de geopath sont propose´es dans [NN03a].
Dans [LAGdlF10] et [ALB10], les auteurs e´tudient un algorithme de routage
par trajectoire dans un contexte VANET. Leur algorithme utilise la strate´gie de
suivi des trajectoires SiFT propose´e dans [CPFdlF05]. L’approche utilise´e dans
ces e´tudes est originale car la de´cision de forwarding est prise par le re´cepteur :
tous les paquets sont envoye´s en broadcast et chaque re´cepteur “re-broadcaste”
ce paquet apre`s un certain de´lai. Ce de´lai est calcule´ localement pour chaque re-
lais potentiel, et il de´pend du rapport entre sa distance par rapport au pre´ce´dent
relais et sa distance par rapport au geopath . Plus ce rapport est faible, plus
le de´lai d’attente est faible. Ainsi, le “meilleur” nœud est le premier a` retrans-
mettre le paquet. Les autres nœuds, en de´tectant cette retransmission, sont infor-
me´s qu’il existe un meilleur relais qu’eux et abandonnent le paquet en question.
Les performances de cet algorithme de routage sont compare´s aux protocoles ge´o-
graphiques DREAM[BCSW98], GPSR[KK00] et GOSR[ZTWX09]. SiFT pre´sente
de meilleures performances que les autres algorithmes e´value´s en terme de taux
de transmission avec succe`s. Cependant, les auteurs de [LAGdlF10] et [ALB10] ne
pre´cisent pas la me´thode utilise´e pour le calcul des geopaths.
L’article [YPK06] pre´sente une imple´mentation du routage par trajectoire dans
les re´seaux ad hoc, et en particulier une repre´sentation des geopath sous la forme
de courbes de Be´zier. De plus, les auteurs proposent et e´valuent plusieurs me´thodes
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de suivi de geopaths.
A` notre connaissance, [RVFM09] est le seul article qui propose explicitement
une me´thode de calcul des geopath dans un VANET. L’algorithme qui y est de´crit,
TTBR (Two-level Trajectory-Based Routing), utilise le plan des rues pour calculer
les geopath et une repre´sentation a` deux niveaux pour les de´crire.
3.3 Proposition d’une me´thode de calcul des geo-
path
Nous avons de´crit dans la section pre´ce´dente le principe d’un algorithme TBR et
l’inte´reˆt qu’une telle approche peut avoir pour les AANET.
Cependant, la litte´rature recense peu de me´thodes pour calculer les geopath,
et nous n’en avons trouve´ aucune adapte´e aux AANET. C’est pourquoi nous pro-
posons le protocole NoDe-TBR (Node Density TBR).
Le principe du NoDe-TBR repose sur l’ide´e que la probabilite´ de trouver des
relais le long d’un geopath augmente si ce dernier traverse des zones ou` il y a
un grand nombre d’avions. Nous mettons en œuvre ce principe en calculant des
ge´ode´siques qui de´pendent de la densite´ locale d’avions.
Dans cette section, nous pre´sentons les me´thodes utilise´es pour calculer la den-
site´ d’avions et les ge´ode´siques.
3.3.1 Calcul de la densite´ d’avions
Le principe utilise´ pour calculer la densite´ d’avions est celui de l’estimation par
noyau. Cette me´thode permet de construire, a` partir d’un nombre de points discrets
(les positions des avions), un estimateur re´gulier de la densite´ de probabilite´ de
pre´sence d’un avion dans une zone de l’espace.
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Remarque E´tant donne´ la diffe´rence entre les se´parations maximales horizon-
tales (de l’ordre de plusieurs centaines de kilome`tres) et verticales (de l’ordre du
kilome`tre) entre les avions, nous ignorons volontairement l’altitude des appareils
dans notre e´tude et proposons une solution dans un espace a` deux dimensions.
De´finition
L’e´quation 3.1 de´finit la densite´ telle que nous l’utilisons. Nous de´taillons terme
par terme cette e´quation dans la suite.
Soit υ : [0; 1] → R2 la trajectoire d’un avion (fonction du temps vers l’es-
pace). L’intervalle temporel [0, 1] correspond a` une normalisation de l’intervalle
[tde´but; tfin] propre a` chaque avion. Nous utiliserons cette notation par souci de
clarte´ et sans perte de ge´ne´ralite´.
On peut estimer la densite´ d’avions en un point X (note´e d(X)) calcule´e a`
partir des trajectoires de Na avions par la formule :
d(X) =
∑Navions
i=1
∫ 1
0 K(
‖X−υi(t)‖
λ
)‖υ′i(t)‖dt∑Na
i=1 li
(3.1)
avec :
• K un noyau statistique ;
• li la longueur de la trajectoire υi ;
• υ′i(t) la vitesse de l’avion i a` l’instant t ;
• λ un facteur fixant la taille du noyau.
Le noyau : K est une fonction qui sert a` ponde´rer la contribution d’une mesure
a` la densite´ en fonction de la distance entre cette mesure et le point conside´re´. Le
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terme K(‖X−υi(t)‖
λ
) de´crit ainsi la contribution d’une position d’un avion υi(t) a` la
densite´ en un point X. Le facteur λ permet de re´gler le degre´ de lissage.
Contribution de la trajectoire d’un avion donne´ : on reconnaˆıt l’e´quation
d’une estimation par noyau :
∫ tfin
tde´but
K(‖X − υi(t)‖
λ
)dt (3.2)
Cette inte´grale de´crit la contribution a` la densite´ en X de l’avion i au cours de sa
trajectoire durant l’intervalle de temps conside´re´ [tde´but, tfin]. Le principe consiste a`
sommer les contributions en chaque point de la trajectoire pour obtenir une valeur
pour la totalite´ de la trajectoire de l’avion dans cet intervalle. Comme e´nonce´
pre´ce´demment, l’intervalle de temps est normalise´ sur [0; 1].
Correction du biais duˆ a` la vitesse : le terme ‖υ′i‖ permet de corriger une
surestimation de la densite´ due a` une diminution de l’e´cart entre les positions a` des
intervalles de temps constants lorsque les appareils se de´placent a` faible vitesse. Ce
phe´nome`ne est illustre´ par la figure 3.7 dans le cas d’un e´chantillonnage discret.
Ce terme permet d’assurer l’invariance de l’estimateur relativement a` la loi des
vitesses sur la trajectoire, ce qui nous permet de normaliser les intervalles de temps
d’inte´gration pour chaque avion sur [0; 1].
Somme sur l’ensemble des avions : comme nous e´tudions la contribution
de plusieurs avions a` la densite´, il faut sommer les contributions individuelles de
chaque avion, d’ou` le terme
∑Na
i=1.
Normalisation : afin d’obtenir une densite´ de probabilite´, la valeur obtenue est
normalise´e par
∑Navions
i=1
∫ 1
0 ‖υ′i(t)‖dt. Soit li la longueur de la trajectoire de l’avion
i. On a li =
∫ 1
0 ‖υ′i(t)‖dt. Par conse´quent,
∑Navions
i=1
∫ 1
0 ‖υ′i(t)‖dt =
∑Navions
i=1 li.
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Figure 3.7 – Contribution du noyau statistique pour deux vitesses diffe´rentes.
Imple´mentation du calcul de la densite´
Dans cette sous-section, nous pre´sentons les choix qui ont e´te´ faits au cours de
l’imple´mentation du calcul de la densite´.
Algorithme : Afin de limiter le volume de donne´es ge´ne´re´, nous utilisons une
repre´sentation en binning [Wan94] sous la forme d’une grille a` deux dimensions.
Nous avons e´crit un algorithme de binning qui effectue le calcul de la densite´ a`
partir des trajectoires des avions, tout en prenant en compte la projection des
positions sphe´riques (latitude, longitude) vers un plan. Il est de´taille´ dans l’annexe
A.
Cet algorithme prend en entre´e un ensemble de trajectoires d’avions. A` l’issue
des calculs, nous obtenons une matrice qui nous permet d’associer une densite´ a`
chaque position dans un plan. Nous appelons cette matrice une carte de densite´.
Pas de l’e´chantillonnage : le pas de l’e´chantillonnage lc doit eˆtre petit par
rapport au rayon des noyaux. Il faut faire un compromis : si les cellules sont trop
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petites alors l’empreinte me´moire et le temps d’exe´cution de notre programme
seront conse´quents, si elles sont trop grandes alors la repre´sentation e´chantillonne´e
ne sera pas assez fide`le a` la re´alite´.
La valeur finale a e´te´ de´finie expe´rimentalement, de manie`re a` eˆtre adapte´e aux
algorithmes utilise´s dans la suite (cf B.2).
Fonction de noyau statistique : nous avons utilise´ le noyau d’Epanechnikov,
couramment utilise´ en statistiques. Il pre´sente la proprie´te´ inte´ressante d’eˆtre a`
support compact, ce qui signifie que sa valeur est nulle au dela` d’une certaine
distance. Cela simplifie l’imple´mentation de l’algorithme et re´duit le temps de
calcul ne´cessaire.
L’e´quation du noyau d’Epanechnikov de rayon 1 est la suivante :
K(u) = 34(1− u
2) 1(|u|≤1) (3.3)
Avec 1(|u|≤1) une fonction qui vaut 1 si |u| ≤ 1 et 0 sinon.
Rayon du noyau Il existe des me´thodes optimales (telles que [RD06]) pour
calculer la bande passante (c’est-a`-dire le rayon du noyau) dans une estimation
par noyau. Cependant, elles exigent de connaˆıtre la de´rive´e seconde de la gran-
deur que nous cherchons a` estimer. Par conse´quent, nous avons adopte´ l’approche
expe´rimentale que nous de´crivons ci-apre`s.
Le principe de l’estimation par noyau est de“lisser” les trajectoires. Cela impose
une premie`re contrainte entre le rayon du noyau et la distance de entre les points
d’e´chantillonnage de la trajectoire. Une distance trop grande par rapport au noyau
conduirait a` une densite´ associe´e a` la trajectoire trop localise´e. Malheureusement,
95
cela ne nous fournit qu’une borne infe´rieure pour le choix de la taille du noyau :
rK ≥ de (3.4)
La borne supe´rieure est caracte´rise´e par le phe´nome`ne que nous souhaitons obser-
ver. Nous prendrons donc une valeur e´gale a` la porte´e radio de notre syste`me de
communication.
Illustration : nous avons repre´sente´ dans la figure 3.8 le re´sultat du calcul de
densite´ pour les vols transatlantiques pour un cre´neau horaire donne´. Dans cette
figure, la densite´ est repre´sente´e en e´chelle de gris : plus la densite´ est e´leve´e dans
une zone, plus la couleur de cette zone est fonce´e.
Figure 3.8 – Carte de densite´
3.3.2 Calcul des geopaths
Nous proposons de calculer les geopath en tant que ge´ode´siques entre les positions
de l’e´metteur et de la destination.
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De´finition
De´finition 3 (Ge´ode´sique) Une ge´ode´sique minimisante est une courbe de lon-
gueur minimale entre deux points dans un espace pourvu d’une me´trique.
Par exemple, dans un espace muni de la norme euclidienne, la ge´ode´sique entre
deux points A et B est le segment [AB].
Afin de prendre en compte la densite´ d’avions, nous proposons de de´finir la
longueur Lγ d’une courbe γ : [0; 1]→ R2 par la formule suivante :
Lγ =
∫ 1
0
‖γ′(t)‖ · i(γ(t))dt (3.5)
avec i : R2 → R une fonction d’indice. Ainsi, un geopath entre un e´metteur et
une destination (dont les positions respectives sont note´es E et D) est une courbe
γE,D : [0; 1]→ R2 telle que :
• γE,D(0) = E
• γE,D(1) = D
• γE,D minimise LγE,D
Fonction d’indice : afin de prendre en compte la densite´, nous proposons d’uti-
liser la fonction d’indice suivante.
i : R2 −→ R+∗
x 7−→ 1
D+d(x)α
(3.6)
avec d : R2 → R l’estimation de la densite´ de´crite pre´ce´demment, D la densite´
moyenne et α un facteur d’ajustement. Cette fonction a e´te´ choisie de manie`re a`
avoir une valeur faible dans les zones de forte densite´, et une valeur e´leve´e dans les
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zones de faible densite´. Comme les ge´ode´siques sont les courbes minimisant l’inte´-
grale 3.5, elles vont eˆtre “attire´es” par les zones ou` i(x) est faible. Par conse´quent,
les geopath vont avoir tendance a` passer par les zones ou` la densite´ d’avion est
e´leve´e.
Prise en compte de la projection : comme nous travaillons dans une pro-
jection de la sphe`re dans le plan, il faut ajouter un terme a` l’e´quation 3.5 afin de
tenir compte de la distorsion des distances. Ce terme est appele´ le module line´aire,
que nous noterons lproj. L’e´quation 3.5 devient donc :
Lγ =
∫ 1
0
‖γ′i(t)‖ · i(γ(t)) · lproj(γ(t))dt (3.7)
Cela peut eˆtre vu comme un nouvel indice iproj = i · lproj.
Calcul des ge´ode´siques
Les e´quation 3.5 et 3.7 sont tre`s similaires aux e´quations utilise´es dans le calcul
des chemins optiques (e´quation eikonale), avec c = 1
i
l’analogue de la vitesse de
la lumie`re. Pour calculer effectivement les ge´ode´siques, nous allons utiliser une
me´thode en trois temps :
• Utilisation d’un algorithme “fast marching” pour calculer les temps de pro-
pagation d’un front (obe´issant a` l’e´quation eikonale) a` partir d’une extre´mite´
de la ge´ode´sique. Nous noterons cette extre´mite´ S.
• Utilisation d’un algorithme de descente de gradient dans cet espace, depuis
l’autre extre´mite´ de la ge´ode´sique recherche´e (que nous noterons D).
• Compression de la trajectoire a` l’aide de l’algorithme de Ramer-Douglas-
Peucker.
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Algorithme “fast marching” : la me´thode dite de“fast marching”a e´te´ propo-
se´e dans [Set95] afin de calculer des ge´ode´siques. Cette me´thode fournit, a` partir de
la vitesse c et d’un ensemble de de´part Γ, les temps de passage1 d’un front en tous
les points du plan. Son principal avantages est sa faible complexite´ (O(n · log(n))
avec n le nombre de points du plan). Nous pre´sentons dans l’annexe B une des-
cription succincte de cet algorithme.
Les entre´es de cet algorithme sont la carte de densite´ obtenue pre´ce´demment et
un ensemble de points de de´part Γ (qui peut n’eˆtre qu’un singleton S). Il produit
en sortie une carte des temps de propagation. Il faut noter que, par construction,
le temps de propagation est minimum sur Γ. Nous avons repre´sente´ une carte des
temps de propagation dans la figure 3.9 avec une e´chelle de couleur (la couleur
bleue correspond a` des temps de propagation faibles). Cette carte a e´te´ ge´ne´re´e
en prenant Γ e´gal aux positions des stations sol. Cette carte correspond donc au
temps de propagation depuis la station la plus “proche”, la me´trique utilise´e ici
e´tant celle que nous avons de´finie pre´ce´demment (cf e´quation 3.5).
Descente de gradient : pour construire les ge´ode´siques a` partir de la carte des
temps de propagation, nous employons un algorithme de descente de gradient a`
partir de D (de´crit dans l’annexe C).
Les parame`tres d’entre´e de l’algorithme de descente de gradient consistent en
la carte des temps de propagation obtenue a` l’issue de l’e´tape pre´ce´dente et D. Il
fournit en sortie la ge´ode´sique entre S et D sous la forme d’une suite de points.
Nous avons illustre´ ce me´canisme dans la figure 3.10. Comme la carte des temps
de propagation utilise´e a e´te´ ge´ne´re´e a` partir des stations sol, les ge´ode´siques
repre´sente´es en blanc sur cette image relient un point a` la station sol la plus
1Nous utilisons le terme de “temps” (de passage ou de propagation) dans la me´thode de “fast
marching” car la grandeur obtenue apre`s exe´cution de l’algorithme est analogue a` un temps. Elle
ne correspond cependant pas a` un phe´nome`ne physique. En particulier, il ne faut pas la confondre
avec le temps de propagation d’un paquet dans le re´seau.
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Figure 3.9 – Carte des temps de propagation depuis les stations sol.
Figure 3.10 – Exemples de ge´ode´siques vers les stations sol.
“proche” (au sens de la me´trique de´finie pre´ce´demment).
Compression des ge´ode´siques
Afin de limiter la taille me´moire occupe´e par les ge´ode´siques, nous utilisons l’algo-
rithme de Ramer-Douglas-Peucker. Nous l’avons choisi car il pre´sente de bonnes
performances [SC06] et est relativement simple a` imple´menter. Une description de
cet algorithme est donne´e dans l’annexe D
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Les parame`tres d’entre´e de cet algorithme sont un seuil et une courbe (sous
la forme d’une suite de points). Il retourne une approximation de cette courbe.
La distance maximale entre la courbe originale et la version compresse´e est alors
infe´rieure au seuil spe´cifie´. Le re´sultat de cet algorithme est illustre´ dans la figure
3.11. La trajectoire de re´fe´rence est repre´sente´e en blanc, celle obtenue avec un
seuil de 10 km en vert , celle avec un seuil de 35 km en rouge.
Figure 3.11 – Exemples de geopath simplifie´es par l’algorithme de
Ramer-Douglas-Peucker.
3.4 Le protocole NoDe-TBR
Le protocole NoDe-TBR que nous proposons est un protocole de type TBR. A` ce
titre, il doit mettre en œuvre les deux fonctionnalite´s identifie´es pre´ce´demment :
le calcul des geopath et le forwarding associe´ a` ceux-ci.
3.4.1 Le calcul des geopath dans NoDe-TBR
Le calcul des geopath est effectue´ par les e´metteurs des paquets. Il met en œuvre
les notions de densite´ et de ge´ode´siques de´finies dans la section 3.3.
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Calcul de la densite´
Nous avons vu que, pour calculer la densite´ d’avions, il est ne´cessaire de connaˆıtre
leurs trajectoires. Afin de partager cette information entre tous les nœuds, nous
proposons que chaque avion diffuse pe´riodiquement (selon une strate´gie de type
“flooding”) une estimation de sa trajectoire future. Ainsi, chaque nœud est en
permanence en possession des donne´es ne´cessaires au calcul des cartes de densite´
et donc des geopath.
Cette diffusion des trajectoires futures re´pond aussi a` la proble´matique de la
connaissance de la position de la destination.
Afin de tenir compte de l’e´volution de la topologie, les cartes de densite´ sont
mises a` jours pe´riodiquement graˆce aux informations rec¸ues depuis les autres
avions.
Calcul des temps de propagation
Les cartes des temps de propagation sont recalcule´es de`s que la carte de densite´
est mise a` jour.
Calcul des geopath
Le calcul des geopath (en tant que ge´ode´siques) est effectue´ par chaque e´metteur
de`s que ne´cessaire. Cette e´tape ne ne´cessite pas d’e´changes de donne´es entre les
nœuds.
Conse´quence sur la nature de l’algorithme NoDe-TBR
D’apre`s le fonctionnement de´crit ci-dessus, nous pouvons dire que NoDe-TBR pre´-
sente a` la fois un comportement proactif et un comportement re´actif. La nature
des diffe´rentes e´tapes est de´crite dans la figure 3.12.
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Il faut bien noter que le trafic de signalisation e´change´ entre les nœuds (flooding
des trajectoires) est ge´ne´re´ de manie`re proactive.
Carte de densité
Carte des temps 
de propagation
Geopath
Flooding des 
trajectoires
Fast marching
Descente de 
gradient
Proactif
Réactif
Figure 3.12 – E´tapes du calcul des geopath
3.4.2 Format des paquets
Les paquets conside´re´s dans NoDe-TBR, que nous appelons PHOTONs (Packet
Handled Over Trajectory-based rOutiNgs), sont des paquets IPv4 modifie´s aux-
quels sont ajoute´s :
• Un nume´ro de se´quence ;
• Un geopath.
Le nume´ro de se´quence est utilise´ pour e´viter les boucles de routage.
Le geopath est repre´sente´ comme une suite de coordonne´es ge´ographiques.
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3.4.3 Le suivi des trajectoires
Le suivi des trajectoires (forwarding) est effectue´ en deux e´tapes :
• Se´lection des voisins admissibles ;
• Se´lection du prochain saut parmi ces voisins admissibles.
S
A
E
D
B
C
émetteur
voisin 
admissible
Voisin non 
admissible
sA
ss
sB
sC
sD
sE   
dA
dS
dB
dD
dE
geopath
Figure 3.13 – Se´lection des voisins
La se´lection d’un voisin dans la liste des admissibles peut eˆtre effectue´e sur deux
crite`res : la distance entre un nœud et le geopath (note´e dx sur la figure 3.13) et
l’abscisse curviligne de la projection du nœud sur le geopath (note´e sx ). Dans nos
travaux, nous n’avons conside´re´ que le crite`re suivant : pour qu’il soit admissible,
un voisin doit avoir une abscisse curviligne supe´rieure au nœud courant.
Plusieurs crite`res peuvent eˆtre utilise´s pour effectuer le choix du prochain saut.
Nous avons e´value´ les performances des me´thodes suivantes, issues de la litte´rature
[NN03b] [LAGdlF10] [YPK06], que nous jugeons les plus pertinentes pour des
communications de bout en bout dans un AANET :
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• De´viation minimale : LDC (Lowest Deviation from Curve), minimisation de
l’aire entre le geopath et le saut du paquet.
• Nœud le plus proche de la courbe : CTC (Closest To Curve), minimisation
de dx.
• Avancement maximal : MA (Most Advance), maximisation de Sx − Ss.
• Nœud au hasard dans l’ensemble des nœuds possibles : RND (random).
• Le nœud avec le rapport distance a` la trajectoire
distance au nœud courant
le plus faible (tire´ de l’algo-
rithme SiFT).
Nous avons notamment exclu de notre e´tude la me´thode LAC (Least Advancement
on Curve) et ses de´rive´s [YPK06] car nous nous focalisons sur le comportement de
bout en bout, et non sur une transmission “flooding” le long d’un geopath. Nous
avons aussi ignore´ les me´thodes base´es sur des crite`res non pertinents dans les
AANET tels que l’e´nergie disponible [NN03b].
Nous avons aussi e´value´ un crite`re que nous proposons :
• Le nœud avec le rapport avancement
distance a` la trajectoire
le plus e´leve´ : ADR.
L’avancement est de´fini par la diffe´rence entre l’abscisse curviligne du voisin et
celle du nœud courant, c’est-a`-dire Sx−Ss selon les notations pre´ce´dentes. Malgre´
sa ressemblance avec le crite`re issu de SiFT, ADR pre´sente des diffe´rences de
comportement. En particulier, comme nous l’avons illustre´ dans la figure 3.14,
ADR tient compte de la courbure du geopath et de l’avancement effectif le long
de ce dernier. Dans cette exemple, nous avons dA = dB et dSA > dSB. Le crite`re
SiFT choisira donc le nœud A tandis que le crite`re ADR se´lectionnera le nœud B.
Il faut noter que, a` cause du mouvement des nœuds, ces crite`res doivent eˆtres
re´e´value´s syste´matiquement pour chaque nouveau paquet et pour chaque voisin.
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SA
B
dA
dB
Ss
SA
SB
dSA
dSB
: geopath
Figure 3.14 – Comparaison entre les crite`res ADR et SiFT.
Cela implique que le calcul des crite`res soit peu gourmand en calcul. Les auteurs
de [YPK06] ont de´ja` identifie´ la charge de calcul comme un facteur de´courageant
l’utilisation de LDC dans des re´seaux denses.
Les re´sultats de l’e´valuation de ces diffe´rents crite`res sont pre´sente´s dans la
section 3.5.
3.4.4 Hypothe`ses et mode´lisation
Afin de pouvoir en e´valuer les performances, nous avons de´veloppe´ un mode`le du
NoDe-TBR dans le simulateur Omnet++. Nous de´crivons dans cette sous-section
les hypothe`ses que nous avons faites lors de cette mode´lisation.
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Repre´sentation des positions
Nous avons conside´re´ que les positions ge´ographiques (latitude/longitude) e´taient
repre´sente´es en virgule fixe sur 3 octets. Cela correspond a` une pre´cision de 164 de
degre´ pour chaque coordonne´e, ce qui conduit a` une erreur de position de moins de
1 mille nautique (1,852 km). Cette pre´cision est acceptable au regard de la porte´e
radio conside´re´e (350 km).
Paquets
Afin de limiter la taille des en-teˆtes, les PHOTON que nous avons mode´lise´s uti-
lisent des adresses OACI de 3 octets a` la place des adresses IPv4 de 4 octets. Le
nume´ro de se´quence est code´ sur 4 octets, a` l’instar d’AODV. Cela donne un hea-
der d’une taille de 22 octets. Il faut ajouter a` cela N × 3 octets pour de´crire le
geopath, avec N la longueur de ce dernier.
Diffusion des trajectoires
Afin d’optimiser les temps de simulation, notre mode`le n’imple´mente pas directe-
ment le me´canisme de diffusion des trajectoires de´crit dans la section pre´ce´dente,
mais fonctionne comme si les nœuds avaient une connaissance des trajectoires des
autres avions.
Cependant, afin d’e´valuer le traffic de signalisation qui serait ge´ne´re´ par ce
me´canisme, nous devons pre´ciser les valeurs suivantes :
E´tant donne´ une vitesse en croisie`re typique de 900 km/h, un avion met environ
20 minutes pour parcourir la moitie´ de la porte´e radio (175 km). Nous avons utilise´
cette valeur comme pe´riode de diffusion des estimations de trajectoires et comme
pe´riode de mise a` jour des cartes de densite´.
Un message de diffusion de trajectoire est constitue´ d’un timestamp t de 4 octets
et de 3 positions (a` t, t+10, t+20). Ces messages e´tant diffuse´s selon un algorithme
107
“flooding”, leur header ne comprend pas de geopath.
Par conse´quent, chaque avion ge´ne`re un paquet de 35 octets toutes les 20 mi-
nutes afin de diffuser sa position.
3.5 E´valuation des me´thodes de forwarding
Nous avons vu pre´ce´demment qu’une me´thode de forwarding devait eˆtre choisie.
Nous pre´sentons dans cette section l’e´valuation que nous avons mene´e afin de
se´lectionner la me´thode la plus adapte´e aux AANET
3.5.1 Scenario
L’e´valuation a e´te´ faite avec le simulateur Omnet++, avec le mode`le du NoDe-TBR
de´crit pre´ce´demment.
Dans ce chapitre, nous avons utilise´ un mode`le de couche d’acce`s ide´ale :
• La porte´e radio est fixe´e a` 350 km.
• La capacite´ du canal est fixe´e a` 800 Kbits/s.
• Il n’y a aucune perte de trames.
La topologie simule´e et les trafics de donne´es ge´ne´re´s sont identiques a` ceux
que nous avons de´crits dans la sous-section 2.5.2.
3.5.2 Me´triques
Dans ce chapitre, nous utilisons deux me´triques pour e´valuer les performances des
algorithmes de routage : le de´lai de bout en bout et la joignabilite´ normalise´e.
Un avion est dit “joignable” s’il est capable d’e´changer des messages avec une
station sol, tant dans le sens air→sol que dans le sens sol→air. Cette joignabilite´
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est mesure´e pour chaque avion avec l’e´mission d’un trafic sonde et la re´ception
des acquittements associe´s. Afin d’avoir une mesure caracte´risant l’algorithme de
routage inde´pendamment de la topologie, nous normalisons cette joignabilite´ par
la connexite´ du re´seau avec le sol. Nous appellerons cette me´trique “joignabilite´
normalise´e” dans la suite de ce me´moire.
3.5.3 Re´sultats
Nous avons repre´sente´ dans les figures 3.15a et 3.15b la joignabilite´ normalise´e et
le de´lai moyen pour diffe´rentes me´thodes de forwarding que nous avons mesure´s
par des campagnes de simulations.
La figure 3.15a nous montre que les me´thodes LDC, ADR et SiFT permettent
d’obtenir la meilleure joignabilite´ normalise´e (89%). Les me´thodes CTC et MA
pre´sentent quant a` elles des performances similaires au choix ale´atoire RND.
Dans la figure 3.15b, nous observons que les me´thodes LDC et CTC permettent
d’obtenir le plus faible de´lai de bout en bout (7 ms). ADR et SiFT pre´sentent des
re´sultats proches avec un de´lai moyen de 8 ms.
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Figure 3.15 – Me´triques pour le choix d’une me´thode de forwarding
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3.5.4 Discussion
Le fait que les me´thodes CTC et MA obtiennent une joignabilite´ similaire a` la
me´thode RND est duˆ au fait que le trafic ae´rien en zone oce´anique est tre`s structure´
(organise´ selon des“tracks”paralle`les, cf sous-section 1.2.2). Ainsi, choisir un nœud
au hasard parmi les voisins admissibles revient probablement a` choisir un nœud
dans la bonne direction.
La forme des geopath (cf figure 3.10) explique pourquoi ADR et SiFT pre´-
sentent des re´sultats similaires : a` l’e´chelle d’un saut, un geopath est quasiment
rectiligne donc la diffe´rence entre l’avancement (ADR) et la distance parcourue
(SiFT) est faible.
Nous choisissons d’utiliser ADR dans la suite de nos travaux car elle pre´sente
les meilleurs re´sultats en terme de joignabilite´. Nous pre´fe´rons cette me´thode a`
celle de SiFT car l’avancement effectif est plus pertinent que la distance entre les
nœuds pour e´valuer le progre`s apporte´ par un saut. Pour le mettre en e´vidence, il
serait inte´ressant d’e´tudier la diffe´rence de comportement entre ces deux me´thodes
dans des re´seaux pour lesquels les geopath pre´sentent des courbures plus fortes.
Nous pre´fe´rons aussi ADR a` LDC car la diffe´rence de de´lai entre ces deux me´thodes
est tre`s faible et ne justifie pas la complexite´ additionnelle requise pour le calcul
de l’aire dans LDC.
3.6 E´valuation des performances de NoDe-TBR
Dans cette section, nous e´valuons les performances de NoDe-TBR et les comparons
a` celles obtenues avec des algorithmes de routage standardise´s et admis comme
“classiques” dans la communaute´ MANET. Le sce´nario de simulation est identique
a` celui utilise´ pour la se´lection d’une me´thode de forwarding 3.5
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3.6.1 Choix des algorithmes de re´fe´rence
Nous avons choisi de comparer les performances de NoDe-TBR avec les algorithmes
de routage AODV[PBRD03], DYMO (DYnamic Manet On demand)[CP07] et
BATMAN (Better Approach To MAnet Networking)[JNA08].
Ces algorithmes ont e´te´ se´lectionne´s car ils sont couramment e´tudie´s dans les
VANET et ont e´te´ standardise´s. Ils suivent tous le paradigme node centric.
AODV et DYMO ont e´te´ choisis comme approches de la famille des algorithmes
de routage re´actifs.
BATMAN est quant a` lui un algorithme proactif. Il a e´te´ privile´gie´ par rapport
a` OLSR (Optimized Link State Routing) car il pre´sente de meilleures performances
en terme de de´lai et d’overhead [JNA08].
3.6.2 Me´triques
Nous comparons les performances des algorithmes de routage selon trois me´triques :
le de´lai de bout en bout, la joignabilite´ normalise´e et le volume des messages de
signalisation ge´ne´re´.
Le de´bit des messages de signalisation ge´ne´re´ a e´te´ mesure´ directement dans le
mode`le pour AODV, DYMO, BATMAN.
Comme nous n’avons pas mode´lise´ le trafic de signalisation pour NoDe-TBR,
nous utilisons dans l’e´valuation des performances une estimation base´e sur un pire
cas d’une transmission avec l’algorithme“flooding”d’apre`s le raisonnement suivant
(on note Na le nombre d’avions a` un instant donne´) :
• Un avion ge´ne`re un paquet de 35 octets toutes les 20 minutes (cf 3.4.4).
• Ce paquet est e´mis par le nœud qui l’a ge´ne´re´ et retransmis (au pire) par
les Na − 1 autres appareils, soit un total de Na transmissions toutes les
20 minutes.
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• Ce processus est identique pour les Na avions (seul l’instant d’e´mission
change), on a donc un total de N2a paquets de 35 octets e´mis par tranche de
20 minutes.
Nous utiliserons donc la formule Na(t)
2×35
1200 pour estimer le de´bit du trafic de signa-
lisation ge´ne´re´ par NoDe-TBR.
3.6.3 Re´sultats
Nous avons repre´sente´ les re´sultats des simulations dans les figure 3.16c, 3.16b et
3.16a.
La figure 3.16a nous montre que le de´bit du trafic de signalisation ge´ne´re´ par
NoDe-TBR n’est que de 2,9 Koctets/s. C’est respectivement 14, 32 et 170 fois plus
faible que les de´bits de signalisation ge´ne´re´s par DYMO, AODV etBATMAN.
La figure 3.16b nous indique que NoDe-TBR pre´sente aussi le meilleur de´lai,
avec une moyenne a` 8 ms alors que le meilleur algorithme de re´fe´rence pre´sente un
de´lai de 35 ms.
Enfin, la figure 3.16c nous montre que NoDe-TBR pre´sente la meilleure joi-
gnabilite´ et apporte une ame´lioration significative par rapport au deuxie`me du
classement, AODV.
3.6.4 Discussion
NoDe-TBR pre´sente de meilleures performances que les algorithmes de routage de
re´fe´rence pour toutes les me´triques conside´re´es.
On retrouve dans les de´bits de signalisation ge´ne´re´s les diffe´rentes classes de
protocoles. AODV et DYMO, deux protocoles node centric et re´actifs, ge´ne`rent
des de´bits du meˆme ordre de grandeur. BATMAN, qui est un protocole node
centric et proactif ge´ne`re un trafic de signalisation beaucoup plus e´leve´ que les
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Figure 3.16 – Performances des algorithmes de routage
pre´ce´dents. En comparaison, le volume du trafic de signalisation ge´ne´re´ par NoDe-
TBR nous indique que le choix d’un algorithme de type TBR est pertinent dans
le cas des AANET. Il faut en particulier souligner que la signalisation est ge´ne´re´e
par NoDe-TBR au cours d’un processus proactif, et qu’a` ce titre la comparaison
avec BATMAN est pertinente.
Le faible de´lai observe´ pour NoDe-TBR peut eˆtre explique´ par deux facteurs.
Tout d’abord il ne pre´sente pas de de´lais a` l’e´tablissement des routes. Ensuite, il
ge´ne`re une tre`s faible charge de signalisation par rapport aux autres algorithmes.
Par conse´quent, les files d’attente des nœuds interme´diaires sont moins charge´es,
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et le de´lai global s’en trouve raccourci.
Enfin, NoDe-TBR pre´sente la meilleure joignabilite´ que les algorithmes de re´-
fe´rence, mais n’atteint pas 100%. Deux e´le´ments peuvent expliquer ce re´sultat :
• Le calcul des ge´ode´siques, meˆme s’il prend en compte la densite´ des avions,
ne garantit pas l’existence de relais le long du geopath. Ce proble`me pour-
rait eˆtre minimise´ par une optimisation de la fonction d’indice (cf 3.6), en
particulier le parame`tre α.
• Le choix d’une mise a` jour pe´riodique des cartes de densite´ est peut-eˆtre
sous-optimal. On pourrait envisager d’utiliser une feneˆtre glissante pour les
calculer.
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Re´sume´ du chapitre
Dans ce chapitre, nous avons e´tudie´ la question du routage dans les AANET.
Apre`s avoir pre´sente´ les spe´cificite´s de ces derniers, nous avons analyse´ quelques
caracte´ristiques des algorithmes de routage. Nous avons ensuite de´crit le concept
de routage par trajectoire, et les inte´reˆts qu’il peut avoir pour un AANET.
Comme la litte´rature ne de´crit pas d’algorithme pour calculer des geopath
adapte´s aux AANET, nous avons propose´ notre propre me´thode. Celle-ci se base
sur une estimation de la densite´ d’avions et sur l’utilisation de ge´ode´siques. Ces
ge´ode´siques, qui sont ensuite utilise´es en tant que geopath, sont conc¸ues pour
eˆtre “attire´es” par les zones ou` la densite´ d’avions est e´leve´e. Cette me´thode
fournit aussi un crite`re pour choisir une passerelle vers un re´seau au sol lorsque
plusieurs stations sol sont disponibles.
Nous avons ensuite de´crit NoDe-TBR, notre proposition de protocole de
routage qui exploite cette me´thode de calcul de densite´ et ces ge´ode´siques. En
particulier, nous proposons que chaque avion diffuse des estimations de trajec-
toires a` tous les nœuds du re´seau, ce qui permet a` ces derniers non seulement de
construire une carte de densite´, mais aussi de connaˆıtre la position des diffe´rents
nœuds.
Pour choisir une me´thode de forwarding adapte´e aux AANET, nous avons
simule´ les performances de six d’entre elles sur des topologies issues de traces
d’avions re´elles. L’approche que nous proposons, ADR, pre´sente les meilleures
performances en terme de joignabilite´.
Enfin, nous avons compare´ les performances de NoDe-TBR avec celles de
trois algorithmes de routage de re´fe´rence. Notre algorithme de routage s’est
ave´re´ le plus performant pour les trois me´triques e´tudie´es (de´lai, joignabilite´,
de´bit du trafic de signalisation ge´ne´re´).
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Les diffe´rentes e´valuations que nous avons effectue´es dans ce chapitre ont
cependant e´te´ re´alise´es avec un mode`le de couche d’acce`s ide´ale. Dans le chapitre
suivant, nous e´valuerons simultane´ment les performances du NoDe-TBR et de
RP-CDMA pre´sente´ au chapitre pre´ce´dent.
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Chapitre 4
E´valuation des performances sur
la base d’applications re´alistes
Sommaire
4.1 Description des mode`les et sce´narios . . . . . . . . . . . 118
4.2 Sauvegarde des boˆıtes noires . . . . . . . . . . . . . . . . 119
4.2.1 Mode´lisation du trafic applicatif . . . . . . . . . . . . . 120
4.2.2 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . 120
4.2.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 124
4.3 Applications du COCR . . . . . . . . . . . . . . . . . . . 126
4.3.1 Mode´lisation du trafic . . . . . . . . . . . . . . . . . . . 126
4.3.2 Re´sultats . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 131
Re´sume´ du chapitre . . . . . . . . . . . . . . . . . . . . . . . . 133
117
Introduction
Dans les chapitres pre´ce´dents, nous avons pre´sente´ et e´value´ une me´thode d’ac-
ce`s au canal et un algorithme de routage pour les AANET. Les e´valuations des
performances de ces deux propositions ont e´te´ mene´es inde´pendamment l’une de
l’autre.
Dans ce chapitre, nous pre´sentons les re´sultats d’une e´valuation des perfor-
mances de l’architecture comple`te, c’est-a`-dire en utilisant le RP-CDMA en tant
que me´thode d’acce`s et le NoDe-TBR en tant qu’algorithme de routage.
Cette e´tude est conduite avec deux types de trafic de donne´es re´alistes : un
trafic purement air→sol (sauvegarde des boites noires) et un trafic bidirectionnel
(pool d’applications du COCR). Nous avons choisi ces deux exemples d’applica-
tions car leurs diffe´rentes caracte´ristiques (taille des messages, fre´quence d’envoi,
destinataires...) sont bien de´finies, contrairement aux applications pair a` pair que
nous e´voquons dans la section 1.1.4.
4.1 Description des mode`les et sce´narios
Les mode`les que nous utilisons dans ce chapitre re´utilisent les re´sultats des cha-
pitres pre´ce´dents.
Notre mode`le de mobilite´ rejoue des trajectoires d’avions pour simuler le de´-
placement des avions. Nous avons focalise´ notre e´tude sur le cas des NAT (de´crit
dans la section 1.2.2). Afin d’optimiser les temps de simulation, nous avons re´alise´
nos simulations dans 3 conditions diffe´rentes :
• Nombre d’avions faible : cre´neau 21h-22h des journe´es avec un nombre de
vols minimal.
• Nombre d’avions interme´diaire : cre´neau 8h-9h des journe´es avec un nombre
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Charge d’avion IAC moyen intervalle de confiance (95%)
Faible 102 ±13
Interme´diaire 315 ±30
E´leve´e 567 ±24
Tableau 4.1 – Nombre moyen d’avions pour chaque sce´nario.
de vols me´dian.
• Nombre d’avions e´leve´ : cre´neau 4h-5h des journe´es avec un nombre de vols
maximal.
Le choix de ces sce´narios nous permet de couvrir les deux extreˆmes (nombre
d’avions minimal et nombre d’avions maximal) ainsi qu’une situation interme´-
diaire. Le nombre d’avions moyen pour chacun de ces sce´narios est repre´sente´ dans
le tableau 4.1.
Le mode`le du RP-CDMA utilise´ dans ce chapitre correspond a` la version ame´-
liore´e par l’agre´gation et la p-persistance, appele´e “agg. pp.” dans la sous-section
2.5.1. Les parame`tres utilise´s dans ce mode`le sont identiques a` ceux de´crits dans
la table 2.5.
L’algorithme de routage utilise´ est le NoDe-TBR de´crit dans la section 3.4,
avec la me´thode de forwarding ADR de´finie dans la sous-section 3.4.3.
4.2 Sauvegarde des boˆıtes noires
La premie`re application pour laquelle nous avons e´value´ notre AANET consiste
en une transmission automatique pe´riodique des donne´es de vol, de´crite dans la
sous-section 1.1.4.
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4.2.1 Mode´lisation du trafic applicatif
La transmission des parame`tres de vol est mode´lise´e par l’e´mission pe´riodique
de messages applicatifs encapsule´s dans des datagrammes UDP en direction des
stations sol. Ces messages sont envoye´s toutes les secondes, leur taille e´tant de
9 octets, 96 octets ou 1536 octets selon le sce´nario. Ces messages sont acquitte´s
lors de leur re´ception par une station sol.
Pour cette application, nous avons fait le choix de ne pas retransmettre les
paquets qui n’auraient pas e´te´ acquitte´s car le timer de retransmission aurait duˆ
eˆtre supe´rieur a` la pe´riode d’envoi des paquets (cf figure 4.2b et discussion associe´e).
Nous privile´gions ainsi la transmission de donne´es a` jour.
Le me´canisme d’acquittement a e´te´ conserve´ meˆme en l’absence de retrans-
missions afin d’informer les avions du succe`s de leurs transmissions. En l’absence
d’acquittement, ces derniers peuvent de´tecter une perte de joignabilite´ et de´cider
d’utiliser d’autres me´thodes pour sauvegarder a` distance les donne´es des enregis-
treurs de vol. On peut par exemple imaginer une sauvegarde distribue´e parmi les
avions voisins, ou l’utilisation d’un lien satellite. Ces acquittements sont de plus
utilise´s pour mesurer la joignabilite´.
4.2.2 Re´sultats
Les re´sultats des simulations sont donne´s dans les figures ci-dessous. Dans tout ce
chapitre, nous ferons la distinction entre des mesures de bout en bout prises au
niveau applicatif et les mesures a` un saut (ou point a` point) prises au niveau de la
couche liaison de donne´es.
La figure 4.1 repre´sente la joignabilite´ normalise´e. On peut distinguer deux
types de comportements : pour un nombre d’avions interme´diaire a` e´leve´, la joi-
gnabilite´ normalise´e est e´leve´e lorsque la taille des messages ge´ne´re´s est faible
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(proche de 90% pour 9 et 96 octets), et diminue beaucoup lorsque la taille des
messages augmente. Pour un nombre d’avions faible, la joignabilite´ normalise´e est
plus faible pour des petits messages applicatifs (72% pour 9 et 96 octets), mais la
diminution est plus faible lorsque des paquets de grande taille sont ge´ne´re´s (52%
pour 1536 octets).
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Figure 4.1 – Joignabilite´ normalise´e
Le de´lai de bout en bout est repre´sente´ dans les figures 4.2a et 4.2b. On constate
que le de´lai augmente lorsque le nombre d’avions augmente et lorsque la taille des
messages augmente.
La figure 4.3 de´crit l’e´volution du taux de messages acquitte´s de bout en bout.
Ce taux diminue lorsque la taille des messages augmente, mais reste supe´rieur a`
95%. Il faut souligner que cette me´trique ne prend en compte que les messages qui
ont e´te´ ge´ne´re´s lorsque l’e´metteur e´tait conside´re´ joignable.
La longueur (exprime´e en nombre de sauts) des chemins effectivement utilise´s
est repre´sente´e par les figures 4.4a (valeur moyenne) et 4.4b (95e`me centile). On
retrouve ici une se´paration en deux groupes comme dans la figure 4.1 : le sce´nario
avec un nombre d’avions faible produit des chemins plus courts que les sce´narios
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Figure 4.2 – De´lai de bout en bout.
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Figure 4.3 – Taux des messages acquitte´s (de bout en bout) pour les nœuds joignables.
avec un nombre d’avions interme´diaire ou e´leve´.
La figure 4.5a repre´sente le taux de trames acquitte´es au niveau de la couche
de liaison. Il faut noter que, contrairement a` la figure 4.3, toutes les trames sont
prises en compte. Lorsque la charge ge´ne´re´e est faible (taille des messages de 9 et
96 octets), les couches d’acce`s atteignent un taux de trames acquitte´es de 100%
pour les sce´narios avec un nombre d’avions faible ou interme´diaire, et 99,6% pour
un nombre d’avions e´leve´ (fig. 4.5a). Pour des messages de 1536 octets, ce taux
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Figure 4.4 – Longueur des chemins.
chute respectivement a` 96,8%, 88,4% et 84,5%. La figure 4.5b repre´sente quant
a` elle le taux de transmission avec succe`s mesure´ uniquement pour les stations
sol, qui ne pre´sente pas une chute aussi importante pour des tailles de paquets de
1536 octets.
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Figure 4.5 – Taux de trames acquitte´es (a` un saut)
Le de´lai a` un saut est repre´sente´ dans les figures 4.6a (moyenne) et 4.6b (95e`me
centile). On constate aussi que le de´lai augmente lorsque le nombre d’avion aug-
mente et lorsque la taille des messages augmente.
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Figure 4.6 – De´lai a` un saut
4.2.3 Discussion
Deux facteurs permettent d’expliquer le comportement de la joignabilite´ normalise´e
(fig. 4.1). Tout d’abord, le taux de trames acquitte´es est quasiment de 100% pour
des tailles de messages applicatifs de 9 et 96 octets (fig. 4.5a). Dans ce cas, la
joignabilite´ de´pend principalement du comportement de l’algorithme de routage.
Le fait que le calcul des geopath ne garantit pas l’existence d’un chemin vers la
destination explique que la joignabilite´ n’atteigne pas 100%, comme nous l’avons
identifie´ dans la section 3.6.4. Le nombre de relais potentiels diminuant avec le
nombre d’avions pre´sents dans le re´seau, le fonctionnement opportuniste du NoDe-
TBR est moins efficace dans le sce´nario avec un nombre d’avions faible, qui pre´sente
par conse´quent la joignabilite´ la plus faible.
Ensuite, pour une taille de paquets de 1536 octets, la diminution du taux de
trames acquitte´es au niveau liaison (fig 4.5a) explique la diminution de la joigna-
bilite´ par rapport aux cas pre´ce´dents. Les figures 4.4a et 4.4b nous indiquent que
cette diminution impacte surtout les nœuds e´loigne´s des stations sol (nombre de
sauts plus e´leve´). En effet, chaque saut pre´sentant une probabilite´ de perte, les pa-
quets devant parcourir un nombre de sauts e´leve´ ont plus de chances d’eˆtre perdus.
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Le taux de perte plus e´leve´ observe´ pour les simulations avec un grand nombre
d’avions s’explique par le fait que le volume de donne´es ge´ne´re´ dans le re´seau est
plus grand, la charge observe´e par les couches d’acce`s est donc plus e´leve´e. On
peut noter que la taille des messages ge´ne´re´s (1536 octets, soit 12288 bits) de´passe
la longueur optimale de la partie de donne´es d’une trame RP-CDMA que nous
avons de´termine´e pre´ce´demment (9000 bits). Une solution pour contourner ce pro-
ble`me pourrait eˆtre de fragmenter les paquets avant de les encapsuler. Le taux de
transmission avec succe`s des stations sol (fig. 4.5b) reste quant a` lui tre`s e´leve´.
Cela est duˆ au fait que le trafic ge´ne´re´ par les stations sol n’est compose´ que des
acquittements de niveau applicatif de petite taille (4 octets).
Le comportement du de´lai de bout en bout (fig. 4.2a et 4.2b) peut eˆtre explique´
par deux facteurs. En premier lieu, la longueur des routes (fig 4.4a et 4.4b) a une
forte influence sur le de´lai total : chaque saut ajoute un de´lai au paquet transmis.
Ensuite, le de´lai mesure´ pour chaque saut (fig. 4.6a et 4.6b) de´pend du nombre de
nœuds dans le re´seau et de la taille des messages. Plus il y a de nœuds, plus la
charge des nœuds interme´diaires augmente et plus les de´lais dus aux files d’attente
et a` l’acce`s ale´atoire au canal augmentent. De plus, une taille de messages trop
grande par rapport a` la longueur de trame optimale diminue l’efficacite´ du RP-
CDMA et augmente le de´lai a` cause des retransmissions.
Le de´lai de bout en bout peut servir a` dimensionner le timer de retransmission
pour les messages applicatifs. En particulier, il doit eˆtre supe´rieur a` la majorite´
des de´lais aller-retour afin de pas retransmettre un message retarde´ et surcharger
ainsi le re´seau inutilement. Le tt95 est une me´trique inte´ressante pour effectuer
ce dimensionnement. La figure 4.2b nous indique ainsi que, pour des messages
applicatifs de petite taille, il faut se´lectionner un timer de retransmission de l’ordre
de 3 secondes.
Malgre´ les variations observe´es dans la joignabilite´, le taux de messages ac-
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quitte´s lorsque les avions se conside`rent joignables reste supe´rieur a` 95%. Cela
nous permet de conside´rer que la me´trique de joignabilite´, telle que nous l’avons
utilise´e, permet aux appareils de de´terminer s’ils peuvent joindre le sol avec une
bonne fiabilite´. S’ils ne se conside`rent pas joignables via le re´seau ad hoc, alors ils
peuvent utiliser un autre syste`me de communication que les AANET.
Hormis dans les cas extreˆmes (faible nombre d’avions et grande taille des mes-
sages ge´ne´re´s), les performances de notre architecture sont inte´ressantes pour cette
application : joignabilite´ normalise´e de 90% et de´lai moyen de 200 ms. La joigna-
bilite´ est un crite`re pertinent pour de´cider d’utiliser l’AANET ou un moyen com-
ple´mentaire pour transmettre les donne´es, y compris lorsque le nombre d’avions
pre´sents dans le re´seau est faible.
4.3 Applications du COCR
Nous e´tudions dans cette section un ensemble d’applications, de´finies dans le docu-
ment COCR [EtFAAF06], qui ge´ne`re du trafic sol→air ainsi que du trafic downlink
air→sol. Cela correspond a` diverses applications lie´es au controˆle ae´rien (cf 1.1.4).
4.3.1 Mode´lisation du trafic
Les messages applicatifs sont mode´lise´s par des paquets UDP ge´ne´re´s soit par les
avions a` destination d’une station sol, soit par les stations sol a` destination des
avions. L’avion utilise le NoDe-TBR pour se´lectionner la station sol qu’il utilise
comme destination. Une station sol ne ge´ne`re quant a` elle du trafic a` destination
d’un avion particulier que lorsqu’elle rec¸oit des donne´es en provenance de cet avion.
Le trafic air→sol sert ainsi a` de´tecter, au niveau des stations sol, quels avions sont
joignables. Ce mode de fonctionnement est similaire a` celui de la VDL2 dans lequel
les avions doivent s’associer avec une station sol avant d’e´changer des donne´es avec
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cette dernie`re. Cela e´vite de charger le re´seau avec des messages qui ne pourraient
pas atteindre leur destination, par exemple dans le cas d’un avion qui ne serait
pas joignable a` cause de la topologie du re´seau. Cela re´sout de plus le proble`me
du choix de la station sol dans le sens sol→air (cf sous-section 3.1.3).
Un syste`me d’acquittements et retransmissions a e´te´ mis en place afin de fiabi-
liser les transmissions. Il consiste en un simple timer, de´clenche´ lors de l’envoi d’un
message. Le message est retransmis a` l’expiration de ce timer si aucun acquitte-
ment n’a e´te´ rec¸u. Au bout d’un certain nombre de tentatives, l’envoi du message
est abandonne´. La dure´e de ce timer est fixe´e a` 3 secondes, c’est-a`-dire environ
2 fois le tt95 obtenu dans des conditions ou` la joignabilite´ est satisfaisante. Nous
avons fait le choix de ne pas utiliser de protocole de controˆle de flux e´volue´ (tels que
ceux utilise´s dans TCP) afin de ne pas ajouter une proble´matique supple´mentaire
dans l’exploitation des re´sultats de la simulation.
Les parame`tres utilise´s pour ge´ne´rer les messages (taille, pe´riode d’envoi, nombre)
sont issues de [EtFAAF06]. Dans les simulations pre´sente´es ici, nous utilisons les
parame`tres spe´cifie´s pour les applications unicast dans le domaine de vol ORP.
Nous avons utilise´ les donne´es spe´cifie´es pour la phase 2 du de´ploiement des com-
munications datalink. Dans cette phase pre´vue par le COCR, les transmissions
nume´riques deviennent le moyen de communication primaire pour le controˆle ae´-
rien devant les communications vocales analogiques.
4.3.2 Re´sultats
Les re´sultats des simulations sont donne´s dans les figures ci-dessous pour les trois
sce´narios (nombre d’avions faible, interme´diaire, e´leve´).
La figure 4.7 repre´sente la joignabilite´ normalise´e. On peut constater que, dans
le sce´nario avec un nombre d’avion faible, la joignabilite´ normalise´e est similaire
a` celle obtenue dans la section pre´ce´dente pour des messages ge´ne´re´s de petite
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taille. Nous obtenons une valeur le´ge`rement plus faible pour les autres sce´narios
par rapport a` l’application “boˆıte noire”.
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Figure 4.7 – Joignabilite´ normalise´e
Le de´lai de bout en bout est repre´sente´ dans les figures 4.8a et 4.8b. Dans le
cas peu charge´, le de´lai moyen est de 0,05 s et le tt95 de 0,10 s. Il y a un e´cart assez
significatif avec les sce´narios comportant un nombre interme´diaire et un nombre
e´leve´ d’avions, pour lesquels les de´lais moyens sont respectivement de 0,55 s et
0,75 s, et les tt95 valent respectivement 3,03 s et 3,70 s.
La figure 4.9 de´crit l’e´volution du taux de message acquitte´s de bout en bout.
Comme pre´ce´demment, cette me´trique ne prend en compte que les messages qui
ont e´te´ ge´ne´re´s lorsque l’e´metteur e´tait conside´re´ joignable.
Le taux de trames acquitte´es au niveau de la couche liaison est repre´sente´ dans
la figure 4.10a. On constate une diffe´rence significative entre le sce´nario avec peu
d’avions et les autres, en particulier sur la mesure effectue´e uniquement avec les
stations sol (fig. 4.10b). On observe la meˆme cate´gorisation dans les figures 4.11a
et 4.11b, qui repre´sentent le de´lai a` un saut.
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Figure 4.8 – De´lai de bout en bout.
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Figure 4.9 – Taux des messages acquitte´s (de bout en bout) pour les nœuds joignables.
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Figure 4.10 – Taux de trames acquitte´es (a` un saut)
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Figure 4.11 – De´lai a` un saut
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4.3.3 Discussion
La diffe´rence principale entre l’application que nous utilisons dans cette section et
celle e´tudie´e dans la section 4.2 re´side dans le fait que les stations sols ge´ne`rent un
trafic applicatif, par opposition a` de simples acquittements.
L’effet de cette diffe´rence n’est pas visible dans le cas du sce´nario avec peu
d’avions. Les performances du syste`me en terme de de´lai et joignabilite´ sont simi-
laires a` celles obtenues dans la section 4.2. Les me´triques de la couche liaison de
donne´es (taux de trames acquitte´es e´leve´, de´lai faible) nous indiquent que, dans ce
sce´nario, les couches d’acce`s ne sont pas sature´es, y compris pour les stations sol.
En revanche, pour les sce´narios avec un nombre d’avions interme´diaire et e´leve´,
on observe une diffe´rence avec l’expe´rience pre´ce´dente, en particulier au niveau des
stations sol. Comme ces dernie`res ge´ne`rent directement un trafic de donne´es, la
charge du canal dans leur voisinage direct est plus e´leve´e. Cela se traduit dans la
couche liaison de donne´es par un de´lai plus e´leve´ un taux de paquets acquitte´s
plus faible. Ceci est illustre´ dans les figures 4.10a et 4.10b : on observe que le taux
de transmission des stations avec succe`s est significativement plus faible que la
moyenne globale. Cette charge du niveau 2 a des conse´quences sur les me´triques
de niveau 3, en particulier sur le de´lai et sur la joignabilite´.
Malgre´ les diffe´rences observe´es entre les sce´narios pour les autres me´triques, le
taux de messages acquitte´s de bout en bout pour les avions joignables (fig. 4.9) est
e´leve´ dans toutes les situations e´value´es. La joignabilite´ peut donc eˆtre conside´re´e
comme un crite`re fiable pour que les avions e´valuent leur capacite´ a` joindre le sol
via le re´seau ad hoc.
De plus, les de´lais observe´s sont compatibles avec les applications se´lectionne´es.
En effet, l’exigence en terme de tt95 est supe´rieure ou e´gale a` 5,9 s pour 90% des
applications spe´cifie´es en zone ORP.
Pour les sce´narios avec un nombre interme´diaire et e´leve´ de nœuds, le facteur
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limitant semble eˆtre la capacite´ des couches d’acce`s des stations sol. Cela n’est
gue`re e´tonnant car elles sont simultane´ment la source de tout le trafic uplink et
la destination de tout le trafic downlink. Afin de diminuer l’influence ce goulet
d’e´tranglement, on peut envisager d’utiliser des technologies de liaison de don-
ne´es de type cellulaire telles que le LDACS pour le premier saut (sol↔air). Cela
permettrait d’optimiser la capacite´ des liens les plus contraints du re´seau en s’af-
franchissant des proble´matiques “ad hoc” pour ceux-ci.
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Re´sume´ du chapitre
Dans ce chapitre, nous avons e´tudie´ les performances de l’architecture RP-
CDMA + NoDe-TBR dans des conditions re´alistes, en l’appliquant a` deux types
de trafic applicatif.
La premie`re application, une sauvegarde pe´riodique des donne´es des enre-
gistreurs de vol, ge´ne`re un trafic de donne´es uniquement downlink. Nous avons
montre´ que le nombre d’avions pre´sents dans la simulation et la taille des pa-
quets ge´ne´re´s avaient une forte influence sur les performances, en particulier
sur la joignabilite´ normalise´e. Pour des tailles de messages applicatifs ge´ne´re´s
faibles, le nombre d’avions dans le re´seau est le principal facteur limitant en
termes de joignabilite´. Pour des messages de grande taille, le principal facteur
limitant devient la performance des couches d’acce`s. Dans tous les cas, la joi-
gnabilite´ mesure´e par les avions est une me´trique pertinente pour de´cider si le
re´seau AANET peut eˆtre utilise´ pour transmettre les donne´es.
La seconde expe´rience a e´te´ mene´e avec un ensemble d’applications du do-
maine du trafic ae´rien, qui est constitue´ d’e´changes uplink et downlink. Dans
les sce´narios avec un nombre d’avions interme´diaire et e´leve´, les performances
du syste`me sont limite´es par la capacite´ de la couche de liaison au niveau des
stations sol car c’est a` cet endroit que se concentre le trafic applicatif. Malgre´
cela, la joignabilite´ est supe´rieure a` 75% dans tous les avec un nombre d’avions
interme´diaire et e´leve´, et les de´lais de bout en bout sont compatibles avec les
applications envisage´es.
L’architecture que nous proposons pour les AANET permet de re´pondre aux
besoins de l’application de sauvegarde des enregistreurs de vol pour deux des
trois tailles de messages spe´cifie´es par le BEA, ainsi que pour les applications
spe´cifie´es par Eurocontrol dans le COCR pour le domaine de vol ORP qui couvre
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les zones oce´aniques. Nous avons identifie´ les principaux facteurs limitant les
performances afin que ceux-ci puissent eˆtre re´solus dans de futures e´tudes.
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Nous pre´sentons dans ce chapitre nos conclusions quant aux travaux mene´s
au cours de cette the`se. Apre`s une premie`re partie consacre´e a` un re´sume´ des
contributions que nous avons apporte´es, nous de´crivons des ide´es qui pourront
eˆtre explore´es pour prolonger les travaux accomplis dans cette the`se.
5.1 Contributions de la the`se
Apre`s une description des communications dans l’aviation civile et des syste`mes
utilise´s pour les mettre en œuvre, nous avons de´crit le concept des AANET et
les spe´cificite´s qui y sont associe´es. Nous avons aussi pre´sente´ des applications qui
peuvent be´ne´ficier de la mise en œuvre des AANET et les NAT, un espace ae´rien
oce´anique que nous avons utilise´ pour e´valuer les performances de nos contribu-
tions.
L’objectif de cette the`se e´tait de proposer des solutions aux proble´matiques de
la gestion de l’acce`s au canal et du routage dans les AANET. Nous re´sumons ici les
contributions que nous avons apporte´es a` ces deux domaines ainsi que l’e´valuation
des performances dans un contexte de trafic ae´rien oce´anique.
5.1.1 Me´thode d’acce`s au canal : RP-CDMA
La couche physique et le principe d’un acce`s CDMA ont e´te´ de´finis dans une the`se
pre´ce´dente afin de permettre des transmissions concurrentes dans les AANET.
Cependant, aucune me´thode d’attribution dynamique des codes n’a e´te´ spe´cifie´e
pour ce type de re´seaux.
Nous avons tout d’abord analyse´ l’ade´quation entre les proprie´te´s des algo-
rithmes de distribution de codes avec les spe´cificite´s des AANET. Apre`s avoir
e´tudie´ plusieurs propositions de la litte´rature, nous avons finalement identifie´ le
RP-CDMA en tant que me´thode d’attribution des codes pertinente pour les re´-
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seaux ad hoc ae´ronautiques.
Dans le RP-CDMA, le code d’e´talement utilise´ pour transmettre une trame
donne´e est choisi par l’e´metteur, au hasard parmi une liste. L’identifiant de ce
code est transmis dans un header. Ce header est e´tale´ avec un code spe´cifique,
cre´ant ainsi un canal de signalisation virtuel. Les diffe´rents codes utilise´s pour
transmettre les donne´es de´finissent autant de canaux “de donne´es” virtuels.
Afin d’ame´liorer les performances du RP-CDMA, notamment dans le contexte
conside´re´ dans cette the`se, nous avons propose´ les modifications suivantes :
• Une politique d’agre´gation des trames courtes. Le but recherche´ est de dimi-
nuer la charge du canal de signalisation du RP-CDMA, en minimisant ainsi
la proportion d’en-teˆtes de niveau 2 e´mise sur les canaux. Un compromis
doit eˆtre fait sur Ld, la taille maximale de la partie de donne´es obtenue apre`s
agre´gation.
• L’utilisation d’un CSMA p-persistant en tant que me´thode d’acce`s a` la place
d’un random backoff. L’agressivite´ du CSMA p-persistant rend cette me´thode
plus avantageuse.
Les diffe´rents parame`tres pilotant le comportement du RP-CDMA ont e´te´ opti-
mise´s par simulation dans un sce´nario reproduisant l’environnement d’une station
sol dans un AANET.
Les performances du RP-CDMA ainsi modifie´ ont ensuite e´te´ e´value´es com-
parativement a` la version pre´sente´e dans la litte´rature. Nous avons ainsi mis en
e´vidence que les modifications que nous proposons permettent de multiplier par
3,3 la charge maximale transmissible sans pertes dans le sce´nario “cellulaire” uti-
lise´ pour l’optimisation. Dans un sce´nario rejouant des trajectoires re´elles d’avions,
nous avons montre´ que le RP-CDMA modifie´ multiplie par 4 la joignabilite´ nor-
malise´e par rapport a` la version de ce protocole propose´e dans la litte´rature.
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5.1.2 Routage par trajectoire : NoDe-TBR
Apre`s avoir e´tudie´ les caracte´ristiques des AANET et leur spe´cificite´s, notamment
par rapport a` d’autres classes de MANET, nous avons se´lectionne´ le concept de
routage par trajectoire (TBR) pour concevoir un algorithme de routage innovant.
Dans le concept TBR, les paquets sont transmis en suivant des chemins ge´o-
graphiques (geopath). Nous avons de´crit en de´tail ce concept, ses avantages et les
nouveaux modes de diffusion qu’il permet. Nous avons identifie´ deux processus
indispensables au fonctionnement d’un algorithme TBR :
• Le calcul des geopath ;
• Le forwarding de nœud en nœud de manie`re a` suivre ces geopath.
La litte´rature propose un certain nombre de me´thodes de forwarding, mais nous
n’y avons trouve´ aucune me´thode de calcul de geopath adapte´e a` des MANET
pre´sentant les proprie´te´s des AANET.
Pour combler ce de´ficit, nous avons de´fini une me´thode de calcul de ces geopath.
Notre proposition repose sur le fait que, dans un re´seau ad hoc, plus la densite´ de
nœuds est e´leve´e, plus la probabilite´ de trouver des nœuds relais pour atteindre
la destination est e´leve´e. Nous avons donc de´fini les geopath en tant que ge´ode´-
siques dont le calcul prend en compte la densite´ effective d’avions dans les zones
ge´ographiques traverse´es.
Nous avons conc¸u NoDe-TBR, un algorithme de routage qui exploite cette me´-
thode pour acheminer des paquets de bout en bout dans le re´seau. En particulier,
nous avons spe´cifie´ la signalisation ne´cessaire pour le calcul des cartes de densite´
utilise´es dans la de´finition des geopath. Cette signalisation consiste en des pre´dic-
tions faites par les avions sur leur propre trajectoire et diffuse´es a` l’ensemble du
re´seau.
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Nous avons e´value´ les performances de plusieurs me´thodes de forwarding par
simulation. Dans le sce´nario de simulation utilise´ pour faire cette e´valuation, nous
avons utilise´ une me´thode d’acce`s ide´ale. La mobilite´ des nœuds a e´te´ simule´e
en rejouant des trajectoires re´elles en zone oce´anique (couloirs ae´riens transatlan-
tiques). Cette expe´rience a mis en e´vidence que la me´thode de forwarding que
nous proposons pre´sente les meilleures performances en terme de joignabilite´ tout
en e´tant peu complexe.
Nous avons ensuite e´value´, dans les meˆmes conditions, les performances de
NoDe-TBR comparativement a` trois algorithmes de routage de re´fe´rence. Ces si-
mulations nous ont permis de mettre en e´vidence que NoDe-TBR offre de meilleurs
re´sultats que les algorithmes de routage de re´fe´rence en terme de joignabilite´ nor-
malise´e et de de´lai d’acheminement. De plus, le volume du trafic de signalisation
ge´ne´re´ par NoDe-TBR est entre 14 et 170 fois plus faible que celui ge´ne´re´ par les
algorithmes de re´fe´rence.
5.1.3 E´valuation des performances avec des applications
re´alistes
Apre`s des e´valuations inde´pendantes du RP-CDMA et du NoDe-TBR, nous avons
effectue´ une e´valuation du comportement d’un AANET utilisant simultane´ment
ces deux protocoles.
Dans le premier sce´nario, nous avons simule´ un trafic applicatif correspondant
a` une sauvegarde a` distance des “boˆıtes noires”. Dans ce cas, les donne´es applica-
tives sont transmises uniquement dans le sens air→sol. Ces simulations ont montre´
l’importance du nombre d’avions dans les performances de l’algorithme de routage.
Elles nous ont permis de mettre en e´vidence que, dans des conditions ade´quates
en terme de densite´ d’avion et de taille des trames, l’architecture base´e sur le RP-
CDMA et NoDe-TBR permet d’atteindre une joignabilite´ normalise´e de 90% et
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un de´lai moyen de 200 ms.
Dans le second sce´nario, nous avons reproduit le trafic d’un ensemble d’applica-
tions du domaine du controˆle ae´rien. Les donne´es applicatives e´taient ge´ne´re´es les
deux sens air→sol et sol→air. Dans cette situation, nous avons mis en e´vidence les
limites du RP-CDMA au niveau des station sol, ces dernie`res e´tant soit la source,
soit la destination de tout le trafic applicatif ge´ne´re´.
5.2 Perspectives
Nos travaux ont permis d’apporter des solutions aux proble´matiques de couches
d’acce`s et de routage dans les AANET. Au cours de cette the`se, nous avons de
plus identifie´ ou mis en e´vidence d’autres proble´matiques et axes de recherche, que
nous de´taillons dans cette section.
5.2.1 Me´thodes d’acce`s he´te´roge`nes
L’e´valuation des performances avec un trafic applicatif bidirectionnel (section 4.3)
a mis en e´vidence le fait que les stations sol sont un goulet d’e´tranglement pour la
transmission du trafic applicatif. En particulier, leurs couches d’acce`s pre´sentent
un taux de pertes e´leve´.
Une approche pour re´soudre ce proble`me consiste a` utiliser une me´thode de
transmission particulie`re pour les communications avec les stations sol. On peut
par exemple envisager l’utilisation de deux fre´quences diffe´rentes, une pour les
liens air↔air, une autre pour les liens air↔sol. Une autre approche consiste a`
utiliser une technologie cellulaire telle que le LDACS pour les liens air↔sol et le
RP-CDMA pour les liens air↔air.
Cette he´te´roge´ne´ite´ permet aussi d’envisager l’utilisation des AANET pour des
applications air↔sol en utilisant l’infrastructure de stations sol de´ja` en place pour
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les espaces ae´riens continentaux (re´seaux cellulaires).
5.2.2 Routage par trajectoire
L’algorithme NoDe-TBR que nous avons conc¸u dans cette the`se constitue, a` notre
connaissance, la premie`re proposition de routage de type TBR pour les AANET
et d’autres MANET pre´sentant des caracte´ristiques similaires. En particulier, la
me´thode de calcul des geopath base´e sur la densite´ locale de nœuds est novatrice.
Nous pouvons cependant de´ja` envisager d’ame´liorer certains aspects du com-
portement du protocole. Par exemple, on pourrait re´partir la charge dans le re´seau
de diffe´rente manie`res :
• Au niveau de la strate´gie de forwarding, en prenant en compte la charge des
relais.
• Au niveau du calcul des geopath, en “e´talant” ale´atoirement ces derniers
autour des ge´ode´siques que nous avons de´finies dans ce me´moire. Cela permet
de re´partir le trafic issu d’un nœud sur un“ruban”ge´ographique au lieu d’une
simple courbe, et ainsi de re´partir la charge sur plus de nœuds. La largeur
de ce ruban peut eˆtre calcule´e de manie`re a` assurer un minimum de densite´
le long des geopath.
• Au niveau du calcul des ge´ode´siques, en utilisant une nouvelle me´trique qui
prend en compte simultane´ment la densite´ d’avions et la charge du re´seau.
Le TBR permet aussi de nouvelles manie`res de diffuser des informations, par
exemple un broadcast le long d’une courbe particulie`re. Cela pourra eˆtre utilise´
pour optimiser certaines applications telles que la transmission d’informations me´-
te´orologiques. Ces dernie`res e´tant mesure´es depuis un avion, on peut ainsi les
diffuser a` tous les appareils qui suivent la meˆme route ae´rienne.
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5.2.3 Couche de transport
Dans cette the`se, nous nous sommes concentre´s sur les proble´matiques des couches
de liaison et de routage. Cependant, le comportement de la couche transport est
un sujet d’e´tude important, en particulier pour les flux de donne´es devant eˆtre
fiabilise´s de bout en bout.
Diverses solutions ont e´te´ propose´es pour adapter TCP (Transmission Control
Protocol) aux re´seaux ad hoc. Par exemple, les auteurs de [CJGY13] proposent de
passer d’un controˆle de congestion de bout en bout a` un controˆle de congestion de
point a` point en utilisant des optimisations cross-layer. Une autre approche appele´e
TCP coding consiste a` ajouter de la redondance dans les segments transmis par
TCP afin de compenser les pertes dues aux transmissions sans fil.
5.2.4 Applications d’avion a` avion
Lors de notre e´valuation de l’architecture comple`te (chapitre 4), nous n’avons uti-
lise´ que des applications air↔sol car le profil de trafic des applications air↔air que
nous avons identifie´es n’est pas clairement de´fini. Il sera tre`s inte´ressant d’e´valuer
les performances d’un AANET avec ce type de trafic.
Cependant, nous pouvons de´ja` remarquer une difficulte´ qui se pre´sentera avec
les applications de gestion du trafic ae´rien. En effet, le mode`le de mobilite´ que nous
avons utilise´ repose sur le re-jeu de trajectoires d’avion re´elles. Or, ces applications
ont pour but de modifier en temps re´el ces trajectoires afin de re´soudre les conflits
futurs. Il sera donc ne´cessaire de de´velopper un nouveau mode`le de mobilite´ pour
les AANET qui permette de modifier les trajectoires des avions au cours de la
simulation. De tels mode`les de mobilite´ existent de´ja` pour les VANET, par exemple
PLEXE (the Platooning Extension for VEINS) [SJB+14] et le framework de´veloppe´
dans [SGD11].
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Annexe A
Algorithme de calcul de la densite´
A.1 Algorithme
L’e´quation 3.1 nous donne une estimation de la densite´ de probabilite´ de la pre´-
sence d’un avion a` partir d’une inte´grale d’une fonction de´finie sur un ensemble
continu. Afin de limiter la complexite´ du calcul, nous utilisons une repre´sentation
e´chantillonne´e de la densite´ dans nos simulations.
Nous repre´sentons l’espace e´chantillonne´ sous la forme d’une grille. Cette grille
constitue un ensemble E de cellules. Chaque cellule contient une valeur, qui re-
pre´sente la densite´ moyenne sur sa surface calcule´e a` l’aide d’une estimation par
noyau. Une approximation de d(X) est donne´e par la valeur contenue dans la
cellule C ∈ E qui ve´rifie X ∈ C
A` l’issue de l’algorithme 1,chaque cellule du de´coupage E de l’espace posse`de
la valeur de la densite´ en son centre. L’e´tape de normalisation consiste a` diviser la
valeur de chaque cellule par la somme des valeurs de toutes les cellules, afin que
l’inte´grale des densite´s de probabilite´ sur l’espace conside´re´ soit e´gale a` 1.
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Algorithm 1 Calcul de la densite´
for C ∈ E do
val(C)← 0
end for
for i in [1 ;Navions] do
for t in [ti,min ;ti,max] do
P ← γi(t)
for C in E do
val(C)← val(C) +K(‖centre(C)− P‖)
end for
end for
end for
normalisation
A.2 Illustration de la construction
A.2.1 Pour une seule trajectoire
Les diffe´rentes e´tapes de construction de la densite´ associe´e a` une trajectoire sont
repre´sente´es dans les figures A.1 a` A.6. La densite´ est repre´sente´e en e´chelle de
gris : plus une zone est fonce´e, plus la probabilite´ de trouver un avion dans cette
zone est e´leve´e.
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Figure A.1 – Positions successives de
l’avion.
Figure A.2 – Calcul du noyau pour la
premie`re position.
Figure A.3 – Ajout du noyau pour la
deuxie`me position.
Figure A.4 – Ajout du noyau pour la
troisie`me position.
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Figure A.5 – Ajout du noyau pour la
quatrie`me position.
Figure A.6 – Densite´ associe´e a` cette
trajectoire.
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A.2.2 Somme de plusieurs trajectoires
Pour le confort visuel, la repre´sentation du noyau a e´te´ remplace´e par une fonc-
tion “lisse” dans les figures A.7 a` A.8. Ces figures repre´sentent la somme qui sera
effectue´e sur toutes les trajectoires.
Figure A.7 – Densite´s des trajectoires a` sommer.
Figure A.8 – Somme des densite´s des
trajectoires pre´ce´dentes.
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A.3 Projection de la sphe`re au plan
Les avions conside´re´s e´voluant sur de grandes distances a` la surface d’une sphe`re
et les algorithmes utilise´s ne fonctionnant que dans un plan, il est ne´cessaire de
passer de cette sphe`re a` un plan.
Formulation de la projection
Soit S une sphe`re (que nous choisissons unitaire afin de simplifier les notations), et
P un plan. Une projection de la sphe`re dans le plan est une fonction f : S\e→ R2
avec e un ensemble de points de S (ge´ne´ralement un des poˆles). f(x) est un point
du plan P et la projection de x. f−1(y) est un point de S dont la projection dans
le plan serait y. Dans notre e´tude, nous utilisons une projection ste´re´ographique.
Normalisation des surfaces
Nos calculs seront effectue´s dans le plan, mais ils doivent refle´ter des densite´s
observe´es a` la surface de la sphe`re. Comme les projections utilise´es ne respectent
pas les aires, les densite´s calcule´es dans chaque cellule e´le´mentaire du plan doivent
eˆtre corrige´es en fonction de la position de la cellule. On appelle “module are´olaire”
le rapport entre l’aire d’une surface infinite´simale et celle de sa projection.
Dans la suite de notre e´tude, le module are´olaire est conside´re´ constant pour
tous les points situe´s a` l’inte´rieur d’une meˆme cellule. Il suffit donc de corriger la
valeur de chaque cellule par ce module.
Soit φ telle que φ−1 est une projection de la sphe`re dans le plan. La surface
situe´e au point a et ge´ne´re´e par le couple de vecteurs infinite´simaux {dx, dy}
vaut sp = ||dx ∧ dy||. La surface de sa projection sur la sphe`re par φ vaut ss =
||φ′(a)dx ∧ φ′(a)dy|| =
√
det(Tφ′(a)× φ′(a)) × sp, avec φ′ la Jacobienne de φ. On
appelle dA =
√
det(Tφ′(a)× φ′(a)) le module are´olaire (“area element”en Anglais).
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Modification de l’algorithme
L’algorithme 1 doit donc eˆtre modifie´ pour prendre en compte la projection. On
note E l’ensemble des cellules qui constituent un pavage du plan.
Algorithm 2 Calcul de la densite´ a` la surface de la sphe`re dans le plan
for C ∈ E do
val(C)← 0
end for
for i in [1 ;Navions] do
for t in [ti,min ;ti,max] do
P ← φ−1(γi(t))
for C in E do
val(C)← val(C) +K(‖centre(C)− P‖)
end for
end for
end for
for C ∈ E do
val(C)← val(C)
dA|centre(C)
end for
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Annexe B
Algorithme Fast Marching
B.1 Description de l’algorithme
Le fonctionnement de l’algorithme fast marching repose sur 3 ensembles :
accepted : note´ A, l’ensemble des points pour lesquels les temps de propagation
ont de´ja` e´te´ calcule´s.
narrow band : note´ N, l’ensemble des points en bordure de A.
far away : note´ F, le reste des points de la grille.
Avant de commencer l’algorithme, il faut initialiser les e´le´ments de A a` leur
valeur connue (0 dans notre cas), ceux de N a` d
c
(avec d la distance entre l’e´le´ment
en question et A) et ceux de F a` +∞.
Le pseudocode de l’algorithme est le suivant (on note T (x) le temps de propa-
gation du front depuis les points sources jusqu’au point x) :
La phase de mise a` jour des valeurs“Recompute T(v)”calcule la nouvelle valeur
de T (v) a` partir des valeurs des points adjacents et de la vitesse cL du front au point
conside´re´. Nous utilisons la valeur de la vitesse corrige´e par rapport a` projection
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Algorithm 3 fast marching
while N 6= ∅ do
Let nmin ∈ N so that T (nmin) <= T (n)∀n ∈ N.
Remove nmin from N.
Add nmin to A.
for w ∈ neighbors(v) do
Eventually add v to N and remove them from F.
Recompute T(v).
end for
end while
car nous utilisons l’algorithme de fast marching dans le plan pour la meˆme raison
que nous exprimons les densite´s dans le plan.
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B.2 Taille des cellules
Le proble`me de la taille des cellules apparaˆıt lors du calcul des temps de propaga-
tion avec l’algorithme de fast marching, les re´sultats fournis sont alors aberrants.
La figure B.1 illustre ce phe´nome`ne : on observe des artefacts de calcul sous la
forme de zones rectangulaires noires. Nous avons choisi de manie`re expe´rimentale
une taille de cellule (2 km) qui ne pose pas de proble`mes lors du calcul.
(a) Carte de re´fe´rence (cellules de 2
km)
(b) Carte avec des erreurs (cellules de
6 km)
Figure B.1 – Cartes des temps de propagation
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Annexe C
Algorithme de descente de
gradient
L’objectif de cet algorithme consiste a` produire, a` partir d’une carte des temps
de propagation et d’une position, une courbe qui correspond a` la ge´ode´sique entre
cette position et un point de l’ensemble de de´part.
Nota bene Contrairement a` beaucoup de proble`mes d’optimisation, nous n’uti-
lisons pas l’algorithme de descente de gradient pour trouver un minimum d’une
fonction (ceux-ci sont connus par construction) mais pour trouver le chemin qui y
me`ne en suivant la plus forte pente. C’est pourquoi d’autres me´thodes couramment
utilise´es en optimisation ont e´te´ e´carte´es (me´thode de Newton par exemple).
Repre´sentation des trajectoires : nous utilisons dans nos travaux des tra-
jectoires de´finies par une suite de coordonne´es ge´ographiques. Deux coordonne´es
ge´ographiques successives forment un segment, et notre trajectoire est donc la
courbe constitue´e de ces segments.
L’algorithme de descente de gradient consiste a` suivre la plus forte pente de
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la fonction depuis un point jusqu’a` atteindre un minimum. La fonction conside´re´e
ici est de´finie dans C.1, avec T (x, y) le temps de propagation d’un front depuis un
point source jusqu’au point de coordonne´es (x,y).
f : R2 −→ R+
(x, y) 7−→ T (x, y)
(C.1)
Le pseudocode de l’algorithme de descente de gradient est repre´sente´ dans 4.
Les variables utilise´es sont les suivantes :
Posi : Position initiale, point de de´part de notre algorithme.
Posc : Position courante.
Posn : Position pour l’ite´ration suivante.
Traj : La trajectoire recherche´e.
Step : Le pas utilise´.
Algorithm 4 gradient descent
Posc ⇐ Posi
Traj ⇐ ∅
while destination not reached do−→
d = −
−−−−−→∇T (x,y)
‖−−−−−→∇T (x,y)‖
Posc ⇐ Posc + Step ∗ −→d
Add Posc to Traj
end whilereturn Traj
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Annexe D
Algorithme
Ramer-Douglas-Peucker
D.1 Description
L’algorithme de Ramer-Douglas-Peucker est un algorithme re´cursif. Pour une sous-
partie de la courbe, il conside`re la distance entre chaque point de la courbe par
rapport au segment qui joint le de´but et la fin de cette sous-partie. Si tous les points
sont plus proches de ce segment qu’une certaine limite alors ils sont supprime´s et
toute cette portion de la courbe est assimile´e a` un segment. Sinon, on divise la sous-
partie de la courbe e´tudie´e en deux au niveau du point le plus e´loigne´ du segment
et on applique de nouveau cette ope´ration aux deux sous-parties nouvellement
cre´e´es. Le fonctionnement complet est de´crit dans l’algorithme 5.
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Algorithm 5 Fonction (re´cursive) de l’algorithme de Ramer-Douglas-Peucker
function RDP(Γ[ ], seuil)
if = len(Γ)− 1
segment = {Γ[ide´but],Γ[ifin]}
dmax ⇐ 0
imax ⇐ ide´but
for i = 1 to if − 1 do . recherche du point le plus e´loigne´ du segment
d = dΓ[i],segment
if d > dmax then
dmax = d
imax = i
end if
end for
if d >= seuil then
rec1[ ] = RDP (Γ[0..i], seuil) . Appel re´cursif
rec2[ ] = RDP (Γ[i..if], seuil) . Appel re´cursif
Γr = {rec1, rec2}
else
Γr = segment . On ne conserve que le de´but et la fin de la courbe
end if
return Γr
end function
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D.2 Performances
La convergence de l’algorithme est garantie par construction. En effet, en observant
son fonctionnement, on constate que le premier et le dernier point de la courbe
simplifie´e sont toujours e´gaux aux premiers et derniers points de la courbe d’ori-
gine. De plus, comme la coubre compresse´e est un sous-ensemble de la courbe de
re´fe´rence, nous avons l’assurance qu’il n’y a pas de divergence. L’erreur maximale
est elle aussi garantie par construction, et vaut au maximum le seuil passe´ en
argument de l’algorithme.
La taille des courbes compresse´es en fonction de l’e´cart tole´re´ a e´te´ e´tudie´e en
se basant sur un jeu de geopath obtenus a` partir de trajectoires d’avions re´elles.
est de´crite dans la figure D.1.
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Figure D.1 – Taille moyenne des courbes.
L’erreur quadratique moyenne, repre´sente´e fig. D.2, est quasiment proportion-
nelle a` l’e´cart maximal tole´re´ (facteur d’environ 13).
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Figure D.2 – Erreur quadratique moyenne par rapport aux les courbes de re´fe´rence.
Il est a` noter que nous avons montre´ qu’il est possible de repre´senter les courbes
par en moyenne moins de 4 points en tole´rant une erreur raisonnable (erreur maxi-
male 25 km, moyenne 9,5 km). Cela justifie le choix d’une repre´sentation des
courbes par une suite de segments et non par des splines, car la de´finition d’une
spline telle que pre´sente´e dans [YPK06] ne´cessite 4 points au minimum. Cela per-
met de re´duire l’overhead de chaque paquet.
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Annexe E
Liste des acronymes
AAC Aeronautical Administrative Control. 4, 6
AANET Aeronautical Ad-hoc NETwork. i–iii, xiii, xiv, 2, 12, 14–21, 25, 26, 32,
35–40, 42, 44, 45, 54, 59, 61, 67, 68, 71, 75–77, 80, 81, 83, 86, 91, 104, 105,
108, 113, 115, 118, 119, 126, 133, 136–142
ACARS Aircraft Communication Addressing and Reporting System. 3, 6, 9
ADR Advance to Distance Ratio. xv, 105, 106, 109, 110, 115, 119
ADS-B Automatic Dependent Surveillance - Broadcast. 80, 86
AOA Autonomous Operation Area. 22
AOC Aeronautical Operation Control. 3, 4, 6, 8
AODV Ad-hoc On-demand Distance Vector. 68, 79, 80, 107, 111, 112
APC Aeronautical Passenger Communication. 4, 7
ATC Air Traffic Control. 3
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ATENAA Advances Technologies for Networking in Aeronautical Applications.
21
ATN Aeronautical Telecommunication Network. 7, 8, 10
ATS Air Traffic Services. 20
ATSC Air Traffic Services Communication. 3, 4, 7, 8
AVLC Aviation VHF Link Control. 10
BATMAN Better Approach To MAnet Networking. 78, 79, 111–113
BEA Bureau d’Enqueˆte et d’Analyse pour la se´curite´ de l’aviation civile. 20, 67,
133
CDMA Code Division Multiple Access. i, iii, xiv, xvii, 12, 21, 35, 41, 42, 44–46,
48, 55, 71, 136
COCR Communications Operating Concept and Requirements for the Future
Radio System. xvii, 4, 20, 22, 118, 126, 127, 133
CPDLC Controller Pilot Data Link Communications. 5, 6
CSMA Carrier Sense Multiple Access. 10, 51, 52, 57, 64, 71, 137
CTC Closest To Curve. 105, 109, 110
CTS Clear To Send. 41, 42, 45
DDR Data Demand Repository. 27
DRCA Dynamic-Rate and Collision Avoidance. 41
DREAM Distance Routing Effect Algorithm for Mobility. 90
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DSDV Destination Sequenced Distance Vector. 78
DSR Dynamic Source Routing. 79
DSSS Direct Sequence Spread Spectrum. 35
DTN Delay Tolerant Network. 82–84
DYMO DYnamic Manet On demand. 79, 111, 112
ECAC European Civil Aviation Conference. xiii, 27, 29
ENR En Route. 22
FANS Future Air Navigation System. 6
FDMA Frequency Division Multiple Access. 10
FDR Flight Data Recorder. 20
FSR Fisheye State Routing. 79
GLSR Geographic Load Share Routing. 80
GMSK Gaussian minimum-shift keying. 10
GOSR Geographical Opportunistic Source Routing. 90
GPS Global Positionning System. 36, 80, 86
GPSR Greedy Perimeter Stateless Routing. 80, 90
HF High Frequency, 2,8 a` 22 MHz. 2, 9
HFDL High Frequency Data Link. 9, 11, 25
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IAC Instantaneous Aircraft Count. xiii, 24, 27–29, 119
IFR Instrument Flight Rules. 23
IP Internet Protocol. 7
LAC Least Advancement on Curve. 105
LDACS L-band Digital Aeronautical Communication System. 10, 11, 132, 140
LDC Lowest Deviation from Curve. 105, 106, 109, 110
MA Most Advance. 105, 109, 110
MAC Medium Access Control. 10, 41
MANET Mobile Ad hoc NETwork. 14–17, 68, 79, 82, 110, 138, 141
MPR Multi-Packet Reception. 36, 42, 44, 45
MUDOR MUltipath DOppler Routing. 79
NAT North Atlantic Tracks. 22–26, 28, 118, 136
NEWSKY NEtWorking in the SKY. 21
NoDe-TBR Node Density TBR. i–iv, 91, 101–103, 106, 108, 110–116, 118, 119,
124, 126, 133, 138, 139, 141
OACI Organisation de l’Aviation Civile Internationale. 6, 7, 10, 107
OFDM Orthogonal Frequency Division Multiplexing. 10
OLSR Optimized Link State Routing. 78, 111
OOOI Out, Off, On, In. 3
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ORP Oceanic, Remote, Polar. 22, 127, 131, 133
OSI Open System Interconnection. 3, 7, 38, 75
OVSF Orthogonal Variable Spreading Factor. 43
PHOTON Packet Handled Over Trajectory-based rOutiNg. 103, 107
PLEXE the Platooning Extension for VEINS. 142
POA Plain Old Acars. 6
PS Partitionned Spreading. 48, 54
RCA Re´glementation de la circulation ae´rienne. 22
RND random. 105, 109, 110
RP-CDMA Random Packet CDMA. i–iv, xiv, xvii, 35, 44–46, 49, 51, 54, 55,
57–63, 65, 67–71, 116, 118, 119, 125, 133, 136, 137, 139, 140
RREP Route REPly. 80
RTS Ready To Send. 41, 42, 45
RVSM Reduced Vertical Separation Minima. 23
SATCOM SATellite Communication. 2
SERA Standardised European Rules of the Air. 22
SESAR Single European Sky ATM Research. 10, 11
SiFT Simple Forwarding over Trajectory. xv, 90, 105, 106, 109, 110
SM Short Message. 41, 42
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TBD Trajectory-based Data forwarding. 85
TBR Trajectory Based Routing. i, iii, 75, 85–89, 91, 101, 113, 138, 141
TCP Transmission Control Protocol. 127, 142
TDMA Time Division Multiple Access. 9, 10
TTBR Two-level Trajectory-Based Routing. 91
UDP User Datagram Protocol. 59, 63, 67, 120, 126
UMTS ’Universal Mobile Telecommunications System. 36, 40
VANET Vehicular Ad hoc NETwork. 15, 17, 79, 90, 91, 111, 142
VDL2 VHF Data Link mode 2. 10, 11, 26, 52, 126
VHF Very High Frequency, 107,795 a` 137 MHz pour l’ae´ronautique. 2, 9
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Annexe F
Glossaire
ACK Acquittement. 41, 42
conflit Dans le domaine du controˆle de la circulation ae´rienne, deux avions se
trouvent “en conflit” si leur trajectoires futures les ame`nent a` se trouver
simultane´ment a` des positions ne respectant pas les norme de se´parations en
vigueur. 19, 142
forwarding Retransmission d’un paquet de la couche re´seau, effectue´e au regard
de l’algorithme de routage utilise´.. xv, 75, 87, 104, 108–110, 115, 138, 139
gateway Nœud d’un re´seau ad hoc permettant de faire la liaison avec un autre
re´seau. 15
geopath chemin ge´ographique suivi par un paquet dans le cadre d’un protocole
de routage de type TBR. i, iii, xiv, 85–91, 96–98, 101–105, 107, 108, 110, 114,
115, 124, 138, 141, 159
jetstream Vent puissant rencontre´ a` l’altitude de croisie`re des avions de ligne.
23, 24, 26
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near far Situation dans laquelle il y a de fortes diffe´rence entre les puissances
auxquelles sont rec¸ues les diffe´rentes trames a` cause de grandes diffe´rences
de distance entre les e´metteurs et le re´cepteur. 36
node centric “centre´ sur les nœuds” : Algorithme de routage dans lequel on consi-
de`re le re´seau comme un graphe dont les nœuds sont les appareils, et les
arreˆtes sont les liaisons possibles entre ces appareils. 79, 80, 111, 112
orthodromie Plus courte distance entre deux points a` la surface d’une sphe`re.
21, 24
position centric “centre´ sur les position” : Algorithme de routage dans lequel on
conside`re les appareils selon leur position ge´ographique.. 79–81, 89
timer compte a` rebours. 47, 120, 125, 127
timestamp horodatage. 107
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Annexe G
Liste des symboles
agg. non-p. RP-CDMA avec agre´gation, sans p-persistance.. 62, 66
agg. pp. RP-CDMA avec agre´gation et p-persistance.. 62, 63, 66, 119
Bmax Dure´e maximale de la phase d’attente ale´atoire (random backoff), exprime´e
en multiple de la dure´e d’e´mission d’un header.. 58, 62
Ch Code d’e´talement du canal de signalisation. 45, 47–50, 57
codeID Identifiant du code d’e´talement. 47
Da De´lai entre deux tentatives d’acce`s dans le CSMA p-persistant.. 52, 57, 58, 61,
62
Dack De´lai avant expiration du timer de retransmission.. 58, 61, 62
Daggr De´lai d’agre´gation.. 50, 51, 58, 61, 62
Gu Charge ge´ne´re´e par les couches IP et UDP (normalise´e par le de´bit binaire)..
xiv, 62, 63, 65–67
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Gu,max Plus forte charge ge´ne´re´e par les couches IP et UDP pour laquelle on
observe un taux de transmission avec succe`s de 100% (normalise´e par le
de´bit binaire).. 63
λ Dure´e moyenne entre deux e´missions de datagrammes UDP.. 59, 62
Ld Longueur de la partie donne´es (data) d’une trame RP-CDMA. 49, 51, 137
Ldaggr Longueur maximale de la partie donne´es (data) d’une trame RP-CDMA.
51, 58, 61, 62
Lh Longueur de l’en-teˆte (header) d’une trame RP-CDMA. 49, 51
Na Nombre de tentative d’acce`s dans le CSMA p-persistant avant de transmettre
avec une probabilite´ de 1.. 52
no agg. non-p. RP-CDMA sans agre´gation ni p-persistance.. 62, 66, 68
no agg. pp. RP-CDMA sans agre´gation, avec p-persistance.. 62, 66
NTX,max Nombre maximal de transmissions simultane´es pour un nœud.. 58, 61,
62
p Probabilite´ de transmission du CSMA p-persistant. 52, 57, 58, 61, 62
tt95 temps de transaction pour 95% des paquets. 4, 122, 125, 127–129, 131
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