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Abstract
For two given graphs F and H, the Ramsey number R(F,H) is the smallest
positive integer p such that for every graph G on p vertices the following holds:
either G contains F as a subgraph or the complement of G contains H as a
subgraph. In this paper, we study the Ramsey numbers R(Pn,Wm), where Pn
is a path on n vertices andWm is the graph obtained from a cycle on m vertices
by adding a new vertex and edges joining it to all the vertices of the cycle. We
present the exact values of R(Pn,Wm) for the following values of n and m:
n = 1, 2, 3 or 5 and m ≥ 3; n = 4 and m = 3, 4, 5 or 7; n ≥ 6 and (m is odd,
3 ≤ m ≤ 2n− 1) or (m is even, 4 ≤ m ≤ n+ 1); odd n ≥ 7 and m = 2n− 2 or
m = 2n or m ≥ (n− 3)2; odd n ≥ 9 and q · n− 2q + 1 ≤ m ≤ q · n− q + 2 with
3 ≤ q ≤ n − 5. Moreover, we give nontrivial lower bounds and upper bounds
for R(Pn,Wm) for the other values of m and n.
Keywords: path, Ramsey number, wheel
AMS Subject Classifications: 05C55, 05D10
1 Introduction
Throughout this paper, all graphs are finite and simple. Let G be such a graph. We
write V (G) or V for the vertex set of G and E(G) or E for the edge set of G. The
graph G is the complement of G, i.e., the graph obtained from the complete graph
on |V (G)| vertices by deleting the edges of G. The graph H = (V ′, E′) is a subgraph
of G = (V,E) if V ′ ⊆ V and E′ ⊆ E (implying that the edges of H have all their
end vertices in V ′).
If e = {u, v} ∈ E (in short, e = uv), then u is called adjacent to v, and u and v are
called neighbors. For x ∈ V , define N(x) = {y ∈ V |xy ∈ E} and N [x] = N(x)∪{x}.
If S ⊂ V (G), S 6= V (G), then G−S denotes the subgraph of G induced by V (G)\S.
If |S| = 1, then we also use G− z for S = {z} instead of G− {z}.
We denote by Pn, Cn and Kn the path, the cycle and the complete graph on n
vertices, respectively. A wheel Wm is the graph on m + 1 vertices obtained from a
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cycle on m vertices by adding a new vertex and edges joining it to all the vertices of
the cycle; the new vertex is called the hub and the new edges are called the spokes
of the wheel. For illustration, consider W9 in Figure 1.
Figure 1: The wheel W9
Given two graphs F and H, the Ramsey number R(F,H) is defined as the small-
est positive integer p such that every graph G on p vertices satisfies the following
condition: G contains F as a subgraph or G contains H as a subgraph.
In 1967 Gere´ncser and Gya´rfa´s [5] determined all Ramsey numbers for paths
versus paths. After that, Ramsey numbers R(Pn,H) for paths versus other graphs
H have been investigated in several papers, for example: Parsons [7] when H is
a complete graph; Faudree, Lawrence, Parsons and Schelp [3] when H is a cycle;
Parsons [8] when H is a star; Ha¨ggkvist [6] when H is a complete bipartite graph;
Faudree, Schelp and Simonovits [4] when H is a tree; Salman and Broersma [9] when
H is a fan. In 2001 Surahmat and Baskoro [10] have studied the Ramsey numbers
of paths versus W4 or W5. Their result is rewritten in Theorem 1.
Theorem 1. Let n ≥ 3. Then
R(Pn,Wm) =
{
2n− 1 for m = 4
3n− 2 for m = 5.
In 2002 Chen, Zhang and Zhang [2] have obtained the path-wheel Ramsey num-
bers for the values of m and n that are presented in Theorem 2.
Theorem 2. Let n ≥ m− 1. Then
R(Pn,Wm) =
{
2n− 1 for even m ≥ 6
3n− 2 for odd m ≥ 7.
We study the Ramsey numbers for paths versus wheels for the other cases and
generalize the results in [10] and [2].
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2 Main results
The aim of this paper is to generalize the results in Theorem 1 and Theorem 2.
The Ramsey numbers for ‘small’ paths versus wheels or the Ramsey numbers for
paths versus ‘small’ wheels will be given in Theorem 4. Meanwhile, the Ramsey
numbers for odd paths versus ‘large’ wheels will be presented in the corollary based
on Lemma 5. Moreover, we also give nontrivial lower bounds and upper bounds in
the remaining cases.
The next lemma plays a key role in our proofs of Theorem 4 and Lemma 5. The
proof of this lemma has been given in [9], but for the convenience of the readers we
also present it here.
Lemma 3. Let n ≥ 3 and G be a graph on at least n vertices containing no Pn. Let
the paths P 1, P 2, . . . , P k in G be chosen in the following way:
⋃k
j=1 V (P
j) = V (G),
P 1 is a longest path in G, and, if k > 1, P i+1 is a longest path in G−⋃ij=1 V (P j)
for 1 ≤ i ≤ k− 1. Denote by `j the numbers of vertices on the path P j. Let z be an
end vertex of P k. Then:
(i) `1 ≥ `2 ≥ . . . ≥ `k;
(ii) If `k ≥ bn/2c, then N(z) ⊂ V (P k);
(iii) If `k < bn/2c, then |N(z)| ≤ bn/2c − 1.
Proof. (i) obviously follows from the choice of the paths. From this choice we can
also deduce that for any integer x with 1 ≤ x < k, the number of neighbors of z in
V (P x) is {
≤
⌊
`x+1−2`k
2
⌋
if `x ≥ 2`k + 1
0 if `x < 2`k + 1.
(1)
This can be checked easily: First order the neighbors of z on P x according to the
order of their appearance on P x in a fixed orientation. Then observe that between
any two successive neighbors of z on P x, there is at least one nonneighbor of z,
while before the first and after the last neighbor of z on P x, there are at least `k
nonneighbors of z.
(ii) Assume `k ≥ bn/2c. Then 2`k + 1 ≥ n > `1. So by the above observation,
we conclude that there is no neighbor of z in V (G) \ V (P k).
(iii) Now assume `k < bn/2c. If z has no neighbors in V (G) \ V (P k), we are
done. If z has some neighbors in V (G)\V (P k), similar counting arguments as above
yield the desired result: Denote by h1, . . . , ht the numbers of vertices on the paths
P 1, . . . , P k that contain a neighbor of z, chosen in such a way that ht ≥ . . . ≥ h1,
and denote by d1, . . . , dt the numbers of neighbors of z on the corresponding paths.
Then, arguing as above, we obtain h1 = `k ≥ d1 + 1 and h2 ≥ 2h1 + 2d2 − 1.
Similarly, observing that z connects any two of the considered paths, and using the
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same elementary counting techniques, we get (if t ≥ 3) hj ≥ 2(hj−1−12 +2)+2dj−1 =
hj−1 + 2dj + 2 for 3 ≤ j ≤ t. This implies (for t ≥ 2) that ht ≥ 2(d1 + . . . + dt) +
2(t− 2) + 1 ≥ 2|N(z)|+1. Since ht ≤ n− 1 and |N(z)| is an integer, this yields the
desired result.
Theorem 4.
R(Pn,Wm) =

1 for n = 1 and m ≥ 3
m+ 1 for either (n = 2 and m ≥ 3)
or (n = 3 and even m ≥ 4)
m+ 2 for (n = 3 and odd m ≥ 5)
3n− 2 for either (n = 3 and m = 3)
or (n ≥ 4 and m is odd, 3 ≤ m ≤ 2n− 1)
2n− 1 for n ≥ 4 and m is even, 4 ≤ m ≤ n+ 1.
Proof. The cases for which n = 1 or n = 2 are (almost) trivial and left to the reader.
The rest of the proof we will divide into three cases.
Case 1 n = 3 and m ≥ 4.
The graph consisting of
⌊
m+1
2
⌋
disjoint copies of K2 shows that
R(P3,Wm) >
{
m for even m
m+ 1 for odd m.
Now let G be a graph that contains no P3 and has order
|V (G)| =
{
m+ 1 for even m
m+ 2 for odd m.
Since |V (G)| is odd andG contains no P3, there is a vertex z ∈ V (G) with |N(z)| = 0.
Since G− z contains no P3, the vertices of V (G) \ {z} have degree at least m− 2 in
G− z. This implies there exists a cycle Cm in G− z. Hence G contains a Wm.
Case 2 (n = 3 and m = 3) or (n ≥ 4 and m is odd, 3 ≤ m ≤ 2n− 1).
The graph 3Kn−1 shows that R(Pn,Wm) > 3n − 3. Let G be a graph on 3n − 2
vertices and assume G contains no Pn. We are going to show that G contains a Wm.
Choose the paths P 1, . . . , P k and the vertex z as in Lemma 3. Since |V (G)| = 3n−2,
`k ≤ n−2. If `k < bn/2c then by Lemma 3(iii) we obtain |N(z)| ≤ bn/2c−1 ≤ n−3.
If bn/2c ≤ `k ≤ n − 2 then by Lemma 3(ii) we obtain |N(z)| ≤ `k − 1 ≤ n − 3.
Hence, |N [z]| ≤ n − 2. We are going to show that there is a Wm in G with z as a
hub. We distinguish the following three subcases.
Subcase 2.1 n ≥ 3 and m is odd, 3 ≤ m < b(3n+ 1)/2c.
Then |V (G) \ N [z] | ≥ (3n − 2) − (n − 2) = 2n. We can apply the result from [3]
that R(Pn, Cm) = 2n − 1 for m is odd, 3 ≤ m ≤ b(3n+ 1)/2c. This implies that
G−N [z] contains a Cm. So, there is a Wm in G with z as a hub.
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Subcase 2.2 n ≥ 4 and m is odd, b(3n+ 1)/2c ≤ m ≤ 2n − 1 and |N(z)| ≤
bn/2c − 1.
Then |V (G) \ N [z] | ≥ (3n − 2) − bn/2c ≥ 2n − 1 + bn/2c − 1 ≥ m + bn/2c − 1.
We can apply the result from [3] that R(Pn, Cm) = m + bn/2c − 1 for m is odd,
m ≥ b(3n+ 1)/2c. This implies that G−N [z] contains a Cm. So, there is a Wm in
G with z as a hub.
Subcase 2.3 n ≥ 4 and m is odd, b(3n+ 1)/2c ≤ m ≤ 2n− 1 and |N(z)| ≥ bn/2c.
By Lemma 3(ii), we find N(z) ⊂ V (P k). Hence, `k ≥ bn/2c + 1. Since |V (G)| =
3n− 2 and `k ≥ bn/2c+ 1, 4 ≤ k ≤ 5.
For k = 5 and m = 3 mod 4, take the first dm/4e vertices of P 1 (in some
fixed orientation) and name them u1, . . . , udm/4e, starting at an end vertex; take the
first dm/4e vertices of P 2 (in some fixed orientation) and name them v1, . . . , vdm/4e,
starting at an end vertex; take the first dm/4e vertices of P 3 (in some fixed ori-
entation) and name them w1, . . . , wdm/4e, starting at an end vertex; take the first
bm/4c vertices of P 4 (in some fixed orientation) and name them x1, . . . , xbm/4c,
starting at an end vertex. Since P 1 is chosen as a longest path in G, it is obvi-
ous that uivi 6∈ E(G) (i = 1, . . . , dm/4e), uixi+1 6∈ E(G) (i = 1, . . . , bm/4c − 1)
and ubm/4cwdm/4e 6∈ E(G). Since P 2 is chosen as a longest path in G − V (P 1), it
is obvious that viwi 6∈ E(G) (i = 1, . . . , dm/4e). Since P 3 is chosen as a longest
path in G − (V (P 1) ∪ V (P 2)), it is obvious that wixi 6∈ E(G) (i = 1, . . . , bm/4c).
Since P 1 is chosen as a longest path in G, `4 ≥ bn/2c + 1 and m ≤ 2n − 1,
it is obvious that udm/4ex1 6∈ E(G). So we can obtain a cycle Cm in G, i.e.,
x1w1v1u1x2w2v2u2 . . . xbm/4cwbm/4cvbm/4cubm/4cwdm/4evdm/4eudm/4ex1. Hence, there
is a Wm in G with z as a hub.
For k = 5 and m = 1mod 4, take the first bm/4c vertices of P 1 (in some fixed
orientation) and name them u1, . . . , ubm/4c, starting at an end vertex; take the other
end vertex of P 1 and name it u`1 ; take the first bm/4c vertices of P 2 (in some fixed
orientation) and name them v1, . . . , vbm/4c, starting at an end vertex; take the first
bm/4c vertices of P 3 (in some fixed orientation) and name them w1, . . . , wbm/4c,
starting at an end vertex; take the first bm/4c vertices of P 4 (in some fixed orienta-
tion) and name them x1, . . . , xbm/4c, starting at an end vertex. Since P 1 is chosen as
a longest path in G, it is obvious that uivi 6∈ E(G) (i = 1, . . . , bm/4c), uixi+1 6∈ E(G)
(i = 1, . . . , bm/4c − 1), ubm/4cxbm/4c 6∈ E(G), u`1wbm/4c 6∈ E(G) and u`1x1 6∈ E(G).
Since P 2 is chosen as a longest path in G − V (P 1), it is obvious that viwi 6∈ E(G)
(i = 1, . . . , bm/4c). Since P 3 is chosen as a longest path in G− (V (P 1)∪ V (P 2)), it
is obvious that wixi 6∈ E(G) (i = 1, . . . , bm/4c− 1). So we can obtain a cycle Cm in
G, i.e., x1w1v1u1x2w2v2u2 . . . xbm/4c−1wbm/4c−1vbm/4c−1ubm/4c−1xbm/4cubm/4cvbm/4c
wbm/4cu`1x1. Hence, there is a Wm in G with z as a hub.
For k = 4, name the vertices of P 1 (in some fixed orientation, starting at an end
vertex) u1, . . . , u`1 ; name the vertices of P
2 (in some fixed orientation, starting at an
end vertex) v1, . . . , v`2 ; name the vertices of P
3 (in some fixed orientation, starting
at an end vertex) w1, . . . , w`3 . Since P
1 is chosen as a longest path in G, `1 ≤ n− 1
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and `3 ≥ bn/2c + 1, it is obvious that uivi 6∈ E(G) (i = 1, . . . , `2), uivi+1 6∈ E(G)
(i = 1, . . . , `2−1), uiwi+1 6∈ E(G) (i = 1, . . . , `3−1) and uiw1 6∈ E(G) (i = 1, . . . , `1).
Since P 2 is chosen as a longest path inG−V (P 1) and `3 ≥ bn/2c+1, it is obvious that
viwi 6∈ E(G) (i = 1, . . . , `3) and viw1 6∈ E(G) (i = 2, . . . , `2). Since `1+`2+`3+`4 =
3n−2 and `1+`4−`2 ≤ (n−1), 2`2+`3 = (`1+`2+`3+`4)−(`1+`4−`2) ≥ 2n−1.
So we can obtain a cycle Cm (m = 7, . . . , 2`2 + `3) in G, i.e.,
• if m = 3t− 2 and 3 ≤ t ≤ `3, Cm : w1v1u1w2v2u2 . . . wt−1vt−1ut−1vtw1;
• if m = 3t− 1 and 3 ≤ t ≤ `3, Cm : w1v1u1w2v2u2 . . . wt−1vt−1ut−1wtvtw1;
• if m = 3t and 3 ≤ t ≤ `3, Cm : w1v1u1w2v2u2 . . . wt−1vt−1ut−1wtvtutw1;
• if m = 3`3+2t− 1 and 1 ≤ t ≤ `2− `3, Cm : w1v1u1w2v2u2 . . . w`3v`3u`3v`3+1
u`3+1v`3+2u`3+2 . . . v`3+t−1u`3+t−1v`3+tw1;
• if m = 3`3+2t and 1 ≤ t ≤ `2−`3, Cm : w1v1u1w2v2u2 . . . w`3v`3u`3v`3+1u`3+1
v`3+2u`3+2 . . . v`3+t−1u`3+t−1v`3+tu`3+tw1.
Hence, there is a Wm in G with z as a hub.
Case 3 n ≥ 4 and m is even, 4 ≤ m ≤ n+ 1.
The graph 2Kn−1 shows that R(Pn,Wm) > 2n − 2. Let G be a graph on 2n − 1
vertices and assume G contains no Pn. We are going to show that G contains a Wm.
Choose the paths P 1, . . . , P k and the vertex z as in Lemma 3. Since |V (G)| = 2n−1
and G does not contain a Pn, k ≥ 3 and `k ≤ b(2n− 1)/3c ≤ n − 2. By similar
arguments as in the proof of Case 2, this implies |N(z)| ≤ n − 3. We are going to
show that there is a Wm in G with z as a hub. We distinguish the following two
subcases.
Subcase 3.1 |N(z)| ≤ bn/2c − 1.
Then |V (G) \ N [z] | ≥ (2n − 1) − bn/2c ≥ n +m/2 − 1. We can apply the result
from [3] that R(Pn, Cm) = n+m/2− 1 for m is even, 4 ≤ m ≤ n+ 1. This implies
that G−N [z] contains a Cm. So, there is a Wm in G with z as a hub.
Subcase 3.2 |N(z)| ≥ bn/2c.
By Lemma 3(ii), we find N(z) ⊂ V (P k). Hence, `k ≥ bn/2c + 1. Since |V (G)| =
2n − 1, k = 3. Take the first m/2 vertices of P 1 (in some fixed orientation) and
name them u1, . . . , um/2, starting at an end vertex. Also take the first m/2 vertices
of P 2 (in some fixed orientation) and name them v1, . . . , vm/2, starting at an end
vertex. Since P 1 is chosen as a longest path in G, it is obvious that uivi 6∈ E(G)
(i = 1, . . . ,m/2), uivi+1 6∈ E(G) (i = 1, . . . ,m/2− 1) and um/2v1 6∈ E(G). So there
is a Wm in G with z as a hub.
The following lemma provides upper bounds that yield several exact path-wheel
Ramsey numbers in the sequel.
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Lemma 5. If n is odd, n ≥ 5 and m ≥ 2n− 2, then
R(Pn,Wm) ≤
{
m+ n− 1 for m = 1 mod(n− 1)
m+ n− 2 for other values of m.
Proof. Let G be a graph that contains no Pn and has order
|V (G)| =
{
m+ n− 1 for m = 1 mod(n− 1)
m+ n− 2 for other values of m. (2)
Choose the paths P 1, . . . , P k and the vertex z in G as in Lemma 3. Because of (2),
not all P i can have n − 1 vertices, so `k ≤ n − 2. By similar arguments as in the
proof of Case 2 of Theorem 4, this implies |N(z)| ≤ n−3. Hence, z is not a neighbor
of (at least) (m+n− 2)− 1− (n− 3) = m vertices. We will use the following result
that has been proved in [3]: R(Pn, Cm) = m+ bn/2c − 1 for m ≥ b(3n+ 1)/2c. We
distinguish the following cases.
Case 1 |N(z)| ≤ bn/2c − 1
Since |V (G) \ N [z] | ≥ m + bn/2c − 1, we find that G−N [z] contains a Cm. So,
there is a Wm in G with z as a hub.
Case 2 Suppose that there is no choice for P k and z such that Case 1 applies. Then
|N(w)| ≥ bn/2c for any end vertex w of a path on `k vertices in G −
⋃k−1
j=1 V (P
j).
This implies all neighbors of such w are in V (P k) and `k ≥ bn/2c + 1. So for the
two end vertices z1 and z2 of P k we have that |N(zi) ∩ V (P k)| ≥ bn/2c ≥ `k/2.
Let P k : z1 = v1v2 . . . v`k = z2. Then by standard arguments in hamiltonian graph
theory, we can find an index i ∈ {2, . . . , `k − 1} such that z1vi+1 and z2vi are edges
of G. It is clear that we can find a cycle on `k vertices in G. This implies that any
vertex of V (P k) could serve as w. By the assumption of this last case, we conclude
that there are no edges in G between V (P k) and the other vertices. This also implies
that all vertices of P k have degree in G at least{
m+ 1 if |V (G)| = m+ n− 1
m if |V (G)| = m+ n− 2.
We now turn to P k−1 and consider one of its end vertices w. Since `k−1 ≥ `k ≥
bn/2c + 1, similar arguments as in the proof of Lemma 3 show that all neighbors
of w are on P k−1. If |N(w)| < bn/2c, we get a Wm in G as in Case 1. So we may
assume |N(wi) ∩ V (P k−1)| ≥ bn/2c ≥ `k−1/2 for both end vertices w1 and w2 of
P k−1. By similar arguments as before we obtain a cycle on `k−1 vertices in G. This
implies that any vertex of V (P k−1) could serve as w. By the assumption of this
last case, we conclude that there are no edges in G between V (P k−1) and the other
vertices. This also implies that all vertices of P k−1 have degree in G at least{
m if |V (G)| = m+ n− 1
m− 1 if |V (G)| = m+ n− 2. (3)
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(Note that P k−1 can have n− 1 vertices, whereas `k ≤ n− 2.)
Repeating the above arguments for P k−2, . . . , P 1 we eventually conclude that all
vertices of G have degree in G at least as in (3).
Now let H = G− V (P k). If |V (G)| = m+ n− 1, then all vertices in V (H) have
degree at least m − `k ≥ m/2 + (n − 1) − `k ≥ 12(m + 2n − 2 − `k − (n − 2)) =
1
2(m+ n− `k) = 12(|V (H)|+ 1). By a standard result in hamiltonian graph theory
this implies that H is pancyclic, i.e., it contains cycles of every length from 3 up
to |V (H)| (see e.g. [1] Corollary 4.31). In particular, H contains a Cm, hence G
contains a Wm with z as a hub. If V (G) = m+n−2, then all vertices in V (H) have
degree at least m− 1− `k ≥ m/2+ (n− 1)− 1− `k ≥ 12(m+2n− 4− `k− (n− 2)) =
1
2(m+n−2−`k) = 12 |V (H)|. This implies that H is pancyclic unless H is a complete
bipartite graph Kp,p with p = 12 |V (H)| (see e.g. [1] Corollary 4.31). In the first case
we get a Wm in G as before. In the latter case, if |V (H)| = m we also obtain a Wm
in G; if |V (H)| ≥ m + 1, then note that G ⊃ H ⊃ Kp ⊃ Pp. By our assumptions
this implies p ≤ n− 1, while on the other hand p ≥ 12(m+ 1), so 12(m+ 1) ≤ n− 1
or m ≤ 2n− 3, contradicting that m ≥ 2n− 2. This completes the proof of Lemma
5.
Corollary 6. If (n = 5 and m = 8 or m ≥ 10) or (n is odd, n ≥ 7 and m = 2n− 2
or m = 2n or m ≥ (n−3)2) or (n is odd, n ≥ 9 and q ·n−2q+1 ≤ m ≤ q ·n− q+2
with 3 ≤ q ≤ n− 5), then
R(Pn,Wm) =
{
m+ n− 1 for m = 1 mod(n− 1)
m+ n− 2 for other values of m.
Proof. Let r denote the remainder of m divided by n − 1, so m = p(n − 1) + r for
some 0 ≤ r ≤ n − 2. Then for (n = 5 and m = 8 or m ≥ 10) or (odd n ≥ 7 and
m = 2n−2 or m = 2n or m ≥ (n−3)2) or ( n ≥ 9 and q ·n−2q+1 ≤ m ≤ q ·n−q+2
with 3 ≤ q ≤ n− 5) the graphs
(p− 1)Kn−1 ∪ 2Kn−2 for r = 0
(p+ 1)Kn−1 for r = 1 or 2
(p+ r + 1− n)Kn−1 ∪ (n+ 1− r)Kn−2 for other values of r
show that
R(Pn,Wm) >
{
m+ n− 2 for m = 1 mod(n− 1)
m+ n− 3 for other values of m.
Lemma 5 completes the proof.
Corollary 7. If n is odd, n ≥ 7 and q · n − q + 3 ≤ m ≤ q · n − 2q + n − 2 with
2 ≤ q ≤ n− 5, then
m+ n− 2 ≥ R(Pn,Wm) ≥ max
{⌊
m
n− 1
⌋
(n− 1) + n, m+
⌊
m− 1
dm/(n− 1)e
⌋}
.
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Proof. Let t =
⌈
m
n−1
⌉
and s denote the remainder of m − 1 divided by t. Then for
m and n satisfying
⌊
m
n−1
⌋
(n − 1) + n ≥ m + ⌊m−1t ⌋, the graph tKn−1 shows that
R(Pn,Wm) >
⌊
m
n−1
⌋
(n− 1) + n− 1.
For other values of m and n, the graph sKd(m−1)/te ∪ (t− s+1)Kb(m−1)/tc shows
that R(Pn,Wm) > m− 1 +
⌊
m−1
dm/(n−1)e
⌋
.
The upper bound comes from Lemma 5.
Theorem 8. If (n ≥ 6 and m is even, n + 2 ≤ m ≤ 2n − 4) or (n is even, n ≥ 4
and m = 2n− 2 or m ≥ 2n), then
m+ b3n/2c − 2 ≥ R(Pn,Wm) ≥
max
{⌊
m− 1
n− 1
⌋
(n− 1) + n, m+
⌊
m− 1
d(m− 1)/(n− 1)e
⌋}
.
Proof. Let t =
⌈
m−1
n−1
⌉
and s denote the remainder of m− 1 divided by t. Then for
m and n satisfying
⌊
m−1
n−1
⌋
(n − 1) + n ≥ m + ⌊m−1t ⌋, the graph tKn−1 shows that
R(Pn,Wm) >
⌊
m−1
n−1
⌋
(n− 1) + n− 1.
For other values of m and n, the graph sKd(m−1)/te ∪ (t− s+1)Kb(m−1)/tc shows
that R(Pn,Wm) > m− 1 +
⌊
m−1
d(m−1)/(n−1)e
⌋
.
Let G be a graph on m + b3n/2c − 2 vertices, and assume G contains no Pn.
Choose the paths P 1, . . . , P k and the vertex z in G as in Lemma 3. Since `k ≤ n−1
and by similar arguments as in the proof of Case 2 of Theorem 4, |N(z)| ≤ n − 2.
Hence, |V (G) \ N [z] | ≥ m + bn/2c − 1. We can apply the result from [3] that
R(Pn, Cm) = m + bn/2c − 1 for (even m ≥ n ≥ 2) or (n ≥ 4 and m ≥ 3n/2). This
implies that G−N [z] contains a Cm. So, there is a Wm in G with z as a hub.
3 Conclusion
In this paper we determined the exact Ramsey numbers for paths versus wheels of
varying orders. The numbers are indicated in Table 1. We used different shadings
to distinguish the results in the previous section that led to these numbers. The
white elements indicate open cases. For these cases we established nontrivial lower
bounds and upper bounds for R(Pn,Wm).
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Table 1: The Ramsey numbers for paths versus wheels
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