This paper considers the initial value problems of general nonlinear stochastic fractional integrodifferential equations with weakly singular kernels under the local Lipschitz condition. First of all, the existence, uniqueness and stability results of the problems under studying are derived in detail. Second, the modified Euler-Maruyama approximation is presented for solving numerically the equation, and then its strong convergence is proven. Moreover, we investigate the convergence rate of this method to show its computational efficiency. Finally, several numerical tests are reported for verification of the theoretical findings.
Introduction
Integro-differential equations have many influential applications in scientific fields such as biological population [1, 2] , wave propagation [3] and reactor dynamics [4] . Motivated by the increasing development of fractional calculus and the deepening understanding to its non-locality, fractional integro-differential equations appear in electromagnetic wave [5] , population system [6, 7] and other areas. On the other hand, in order to capture some non-negligible noise factors in the actual situation, stochastic integro-differential equations emerge in stochastic feedback system [8] , option pricing [9, 10] and population growth [11] . Nowadays, more and more scholars focus on stochastic fractional equations because it can be applied to explore the memory, hereditary and hidden properties of some noise systems in mathematical finance [12] , ecological epidemiology [13] and vibration energy harvesters [14] , etc.
For stochastic fractional integro-differential equations (SFIDEs), Badr and El-Hoety in [15] initially discussed the well-posedness of the linear case. Then, block pulse approximation [16] , Galerkin methods [17] [18] [19] , spectral collocation method [20] , operational matrix method [21] and meshless collocation method [22] also have been studied. Both the weak singularity of fractional derivative and the low regularity of stochastic noise bring some inevitable difficulties in the concrete analysis. Absolutely, it is more challenging when the integral kernels are singular, especially for the stochastic integral.
In this paper, we consider the following initial value problem of d-dimensional nonlinear SFIDE with the Abel-type singular kernels in Itô's sense for t ∈ J := [0, T ] with y(0) = y 0 ∈ R d . Here, T > 0 is a given real number, D α is the Caputo fractional derivative of order α ∈ (0, 1], β 1 ∈ (0, 1), β 2 ∈ (0, 1 2 ); W(t) denotes an rdimensional standard Wiener process (i.e., Brownian motion) defined on the complete probability space (Ω, F , P) with a filtration {F t } t≥0 satisfying the usual conditions (i.e., it is right continuous and F 0 contains all the P-null sets), and the initial value y 0 is an F 0 -measurable random variable defined on the same probability space such that E(|y 0 | p ) < +∞, for some integer p ≥ 2. If
, 1), then the Itô integral on the right side of (1.1) can not be well defined, so that the equation (1.1) does not include the case β 2 ∈ [ 1 2 , 1). Inspired by the use of Fubini theorem in deterministic fractional integro-differential equations [23] [24] [25] , Dai, Bu and Xiao in [26] discussed well-posedness and Euler-Maruyama (EM) approximations for SFIDEs with regular kernels by establishing a connection between SFIDEs and stochastic Volterra integral equations (SVIEs) when f 0 = f 0 (t) and β 1 = β 2 = 0. For the SFIDE (1.1), we will proceed to adopt this useful strategy. However, instead of [Theorem 3.1, 26], we return to two fine estimates as described in Lemmas 3.1 and 3.2. Furthermore, the local Lipschitz condition (see, Assumption 2.3) used for these nonlinear functions f i (i = 0, 1, 2) is distinct from the non-Lipschitz condition assumed in [26] . It is worth noting that Itô formula and Doob martingale inequality, which are frequently employed in the analysis of stochastic differential equations (SDEs), cannot be applied to the SFIDE (1.1) due to their unavailability for singular SVIEs [27] . This article is devoted to two main goals:
1. Under the local Lipschitz condition, the existence, uniqueness and stability results of the exact solution to the SFIDE (1.1) are obtained to fill the well-posedness gap; 2. Investigating the strong convergence and convergence rate of the modified EM method to show its efficiency for solving the SFIDE (1.1).
The rest of the paper is organized as follows. Some notations and assumptions as well as the connection between SFIDEs and SVIEs will be introduced in Section 2. Section 3 begins to analyze the well-posedness of the problem (1.1). Section 4 aims to derive the strong convergence properties of the modified EM approximation. Several numerical test examples are given in Section 5. Section 6 affords some brief conclusions.
Mathematical preliminaries
Throughout this paper, unless otherwise specified, we use the following notations. Let E denote the expectation corresponding to P. If A is a vector or matrix, then its transpose is denoted by A T . Let | · | denote both the Euclidean norm on R d and the trace (or Frobenius) norm on R d×r . That is, if x ∈ R d , then |x| is the Euclidean norm; If A is a matrix, then |A| = trace(A T A) is its trace norm. If S is a set, then its indicator function is denoted by χ S , namely χ S (x) = 1 if x ∈ S and 0 otherwise. For two real numbers a and b, we write a ∨ b := max{a, b} and a ∧ b := min{a, b}. Moreover, C will be used to represent a generic positive real constant whose value may change when it appears in different places. We now impose four mild hypotheses that will be used later for the nonlinear functions f i (i = 0, 1, 2). Assumption 2.1. There exists a positive constant L 1 such that for all t 1 , t 2 , s ∈ J and all y ∈ R d , f 1 and f 2 satisfy the condition:
Assumption 2.2. There exists a positive constant L 2 such that for all t, s 1 , s 2 ∈ J and all y ∈ R d , f 0 , f 1 and f 2 satisfy the condition: 
Assumption 2.4. There exists a positive constant L such that for all t, s ∈ J and all y ∈ R d , f 0 , f 1 and f 2 satisfy the linear growth condition:
Remark 2.1. To reflect the generality of our results, we emphasize that the local Lipschitz condition (i.e., Assumption 2.3) is weaker than the global Lipschitz condition: for ∀t, s ∈ J, ∀y 1 , y 2 ∈ R d , there exists a positive constant K such that f 0 , f 1 and f 2 satisfy the inequality
For example, the function cos(y 2 ) satisfies the local Lipschitz condition but do not satisfy the global Lipschitz condition.
The following preliminary definitions and properties are taken from [23] . 
Proposition 2.1. The Riemann-Liouville fractional integral operator and the Caputo fractional derivative admit the following properties: 1. {y(t)} is continuous and
3. The SFIDE (1.1) almost surely holds for every t ∈ J.
A solution {y(t)} is said to be unique if any other solution {ỹ(t)} is indistinguishable from {y(t)}, that is
The rest of this section is dedicated to establishing the connection between SFIDEs and SVIEs step by step. First, taking the fractional integral operator I α on both sides of (1.1) and using the first term of Proposition 2.1 to obtain
For α ∈ (0, 1], according to the setting (2.2), one can observe the fact
which checks the sufficient condition of stochastic Fubini theorem [Theorem 4.33 or 5.10, 29]. Then, exchanging the order of the integrals yields
which can be rewritten as the SVIE
with the aid of
3. Well-posedness of SFIDE (1.1)
Through the preparation of the previous section, we initiate the existence and uniqueness theorem as well as stability results of the exact solution to the SFIDE (1.1). In particular, the existence result requires the use of the following EM approximation.
The EM scheme
For every integer N ≥ 1, the EM scheme [30, 31] can be shown as
where the simple step processŷ
Existence and uniqueness theorem
To facilitate the proof of Theorem 3.1, the following four useful lemmas will be proved first.
Finally, for a − b ∈ (−1, 0), one can read
The proof is complete.
, 1) and for any t ∈ [t n , t n+1 ), n = 0, 1, · · · , N, there exists a positive constant C independent of N such that
.
, one obtains
When a − b = 0, the result is trivial. It remains to show the case of a − b ∈ (− 1 2
, 0) ∪ (0, 1 2 ). For this case, one gets
Hereto, Lemma 3.2 has been proven. 
Proof. We first prove the case of p > 2. For every t ∈ J, there exists a unique integer n such that t ∈ [t n , t n+1 ) withŷ N (t) = y N (t n ). Using the Hölder inequality, Itô isometry, Lyapunov inequality as well as Assumption 2.4 and E|y 0 | p < +∞, one can derive from (3.1) that there is a positive constant q ∈ (0, pα), which only depends on p > 2 and α ∈ (0, 1), such that 
When p = 2, it is clear to obtain the same conclusions. The proof is completed. 
Proof. For arbitrary t ∈ J, there is a unique integer n such that t ∈ [t n , t n+1 ) andŷ N (t) = y N (t n ). It follows from (3.1) with the Hölder inequality and Itô isometry that
Using the Cauchy-Schwarz inequality and Assumptions 2.1, 2.4 as well as Lemmas 3.1-3.3 implies that
The proof is completed.
Theorem 3.1. Under the Assumptions 2.1, 2.3 and 2.4, the SFIDE (1.1) has a unique global solution y(t). Moreover, for any positive integer p ≥ 2,
Proof. For the sake of simplicity, we only prove the case of the global Lipschitz condition (i.e., Assumption 2.3 is replaced with the condition (2.1)). In fact, based on the proof under the global Lipschitz condition, by mean of the truncation functions
for each integer m ≥ 1, one can easily read the desired result for the case of the local Lipschitz condition by the similar proof procedure of [Theorem 3.4 of Chapter 2, 28]. Uniqueness. Let y(t) andỹ(t) be two solutions of the SFIDE (1.1) on the same probability space with y(0) =ỹ(0). Then, the Fubini theorem shows that y(t) andỹ(t) are also two solutions to the SVIE (2.3). Using the Hölder inequality, Itô isometry as well as the Lipschitz condition (2.1), one can obtain from (2.3) that
Then, the Gronwall inequality yields
Hence, y(t) =ỹ(t) almost surely holds for all 0 ≤ t ≤ T . The uniqueness has been proven. Existence. Let M ≥ N ≥ 1. Similar to the derivation of the estimate (3.3), one can claim from (3.1) that
where the positive constant C is independent of M and N. Then, according to the triangle inequality with Lemma 3.4 and the Gronwall inequality, one concludes that {y
Denote its limit by y(t).
Obviously, y(t) is continuous and F t -adapted. It remains to show that the limit y(t) is a solution to the SFIDE (1.1). Letting N → +∞ in (3.1) indicates that the limit y(t) is a solution to the SVIE (2.3). The Fubini theorem as well as the second and third terms of Proposition 2.1 implies that the limit y(t) is also a solution to the SFIDE (1.1). Finally, by Lemma 3.3, letting N → +∞ yields the conclusion
The proof is now complete.
Stability of solutions
The following stability definition is taken from [32] .
Definition 3.1. A solution of the SFIDE (1.1) with the initial value y 0 ∈ R d is said to be stable in mean square sense, if for any ǫ > 0, there exists a positive number ζ > 0 such that
provided that E|y 0 − z 0 | 2 < ζ and z(t) is any other solution to (1.1) with the initial value z 0 ∈ R d . Proof. Let y(t) and z(t) are two solutions to (1.1) with different initial values y 0 and z 0 , respectively. Then, y(t) and z(t) are also two solutions to (2.3) with different initial values y 0 and z 0 , respectively. For simplicity, let e(t) = y(t) − z(t),
for each integer m ≥ 1. Recall the Young inequality: for u, v > 1 with u
Then it holds that for any δ > 0,
On the one hand, Theorem 3.1 gives
here and in the rest of the proof, M stands for a positive constant independent of m and δ. On the other hand,
where we employ the estimate
and a similar estimate for P ν m ≤ T . As thus, the inequality (3.5) gives
Using a similar derivation of the inequality (3.3) yields
Applying the Gronwall inequality and then inserting the obtained result into (3.6) lead to
where the positive constant C m depends on m, but not on δ. Consequently, we can choose δ and m such that
thus there exists a positive number ζ > 0 such that
. It is to show that
The modified EM approximation
Since it is difficult to obtain the closed-form solution to the SFIDE (1.1), considering effective numerical methods becomes particularly necessary. Although in the previous section, the EM approximation (3.1) provides a numerical approximation, it will cost a lot of calculations on the stochastic integrals. To avoid simulating the stochastic integrals, we now modify the scheme (3.1) in this section.
The modified EM scheme
Under the same settings with the EM scheme (3.1), we can modify it by the left rectangle rule as
where s = t n for s ∈ [t n , t n+1 ) and the simple step processŶ(t) = N n=0 Y n χ [t n ,t n+1 ) (t). In the algorithm implementation, we adopt its discrete-time form
the increments of Brownian motion W(t).
As an advantage, we only need to simulate these increments without computing other stochastic integrals, thus the calculations will be greatly reduced.
Strong convergence
In order to explain the convergence of the modified EM scheme (4.1), we will first list the following Lemmas 4.1-4.4, which can be proved easily by Lemmas 3.1-3.4, respectively. 
, 1) and for any t ∈ [t n , t n+1 ), n = 0, 1, · · · , N, there exists a positive constant C independent of h such that
;
). 
Lemma 4.4. If the Assumptions 2.1 and 2.4 hold, then there exists a positive constant C independent of h such that for all t ∈ J,
Proof. For simplicity, let the error e(t) = Y(t) − y(t) and
where ρ m has been given in (3.4) . Similar to (3.6), it is follows from Lemma 4.3 that for any δ > 0,
here and in the rest of the proof, M represents a positive constant independent of m, δ and h. Next, we focus on estimating the first term on the right side of (4.3). According to the Hölder inequality, it follows from the formulae (2.3) and (4.1) that
Since t ∧ θ m ∈ J, there is a unique integer n such that t ∧ θ m ∈ [t n , t n+1 ). Then, using the CauchySchwarz inequality and Itô isometry as well as Assumptions 2.1, 2.2, 2.4 and Lemmas 4.1-4.3, it follows from the derivation steps of (3.2) that
By the elementary inequality (a + b) 2 ≤ 2(a 2 + b 2 ), Cauchy-Schwarz inequality, Assumption 2.3 and Itô isometry, it follows from the derivation steps of (3.3) that
Now, combining (4.4)-(4.6), and applying the Gronwall inequality and Lemma 4.4, we arrive at
where the positive constant C m depends on m, but not on h and δ. Inserting (4.7) into (4.3) yields
Therefore, for any given ǫ > 0, we can choose δ and m such that
and then h is taken sufficiently small such that C m | ln h|h 2 ∨ h 2α < ǫ 3
. As a result,
Convergence rate
The convergence rate of the numerical scheme can display its computational efficiency, so we give the following theorem. 
Proof. The desired result can be obtained directly from (4.7) because we assume the global Lipschitz condition (2.1) holds.
Remark 4.1. For the EM approximation of SDEs, [33] gains the convergence rate under the onesided Lipschitz condition and the like polynomially Lipschitz condition, instead of the global Lipschitz condition. It's a pity that we didn't get a similar conclusion for SFIDEs, mainly because the Itô formula is not available.
Numerical experiments
In this section, we verify the convergence rate of the modified EM method given in (4.2) for some SFIDEs with weakly singular kernels. In a similar way as [34] , we use sample average to approximate the expectation. More precisely, we measure the mean square error of numerical solutions by
, where ω i denotes the ith single sample path.
Example 5.1. Consider the 1-dimensional SFIDE with r = 1
for t ∈ [0, 1] and the initial value y(0) = 1. We can verify that the functions f i (i = 0, 1, 2) satisfy the hypothesis of Theorem 4.2. The results of these calculations are shown in Fig. 1 . As shown in Fig. 1 , the convergence rate is close to α, and the arguments α, β 1 and β 2 will affect the error constant. 
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The functions f i (i = 0, 1, 2) can be verified to satisfy the hypothesis of Theorem 4.2. The corresponding calculation results are displayed in Fig. 2 . As shown in Fig. 2 , the same phenomenon appears as in Example 5.1.
Conclusion
Under some relaxed conditions (e.g., the local Lipschitz condition), we obtain the existence, uniqueness and stability (in mean square sense) of the global solution to SFIDEs with weakly singular kernels. Moreover, we analyze the strong convergence of the modified EM approximation (4.1), whose computational cost on stochastic integrals can be avoided. All of the numerical results are in line with our theoretical results. It is interesting to show the numerical stability of SFIDEs with weakly singular kernels, which will be our next goal.
