We study the problem of scheduling n given jobs on m uniform processors to minimize expected makespan (maximum finishing time). Job execution times are not known in advance, but are known to be exponentially distributed, with identical rate parameters depending solely on the executing processor. For m = 2 and 3, we show that there exist optimal scheduling rules of a certain threshold type, and we show how the required thresholds can be easily determined. We conjecture that similar threshold rules suffice for m > 3 but are unable to prove this. However, for m > 3 we do obtain a general bound on problem size that permits Bellman equations to be used to construct an optimal scheduling rule for any given set of m rate parameters, with the memory required to represent that scheduling rule being independent of the number of remaining jobs.
Introduction
We study the problem of scheduling given sets of jobs on m_ 2 processors Pi, ---, P,,,, which differ only in the rates at which they operate. Job execution times are not known in advance, but on a processor with rate y they are known to be independent samples from the exponential distribution with parameter P; i.e. P[job-length > x] = exp (-ylx), x _ 0. Scheduling is to be non-preemptive, i.e. once a job is assigned to a processor, it must be executed to completion.
The rate of Pi is denoted by ~i, 1 -i -m, and we assume the ordering pl P 
'
/m > O0. We shall adopt the convenient normalization pl = 1. Agrawala et al. [1] define the expected flow time (sum of finishing times) as the objective function and derive an optimal scheduling rule that minimizes this expected value. For the case of m = 2 processors this result was generalized by Lin and Kumar [2] and Walrand [3] to systems with arrivals.
In this paper we adopt the expected makespan (maximum finishing time) as the objective function. As we shall see, the problem of finding simple, non-enumerative optimization rules under this objective function is substantially more difficult. Indeed, our results will show that an algorithm with the simplicity of that in [1] is not possible for the makespan problem. This remark will be made more concrete after the definitions of Section 2.
In Section 3 we prove a number of results that characterize optimal algorithms. From these results very efficient optimization rules for m = 2 and 3 are derived in Section 4. In Section 5 it is proved that feasible, though less efficient algorithms can be found for general m. Section 6 concludes the paper with a discussion of open problems.
Definitions
Because of our exponential assumptions, remaining execution times are independent of elapsed execution times. It follows that scheduling decisions need to be made only at job completion times, and that a system state need only specify the number of waiting jobs and which processors are currently busy (i.e. assigned jobs). This is accomplished in our state notation (a, k), A scheduling policy is defined by specifying for each state (a, k), with a 1 and k > 0, which available processors, if any, are to have waiting jobs assigned to them. Implicitly, if an assignment role decides that no assignments are to be made when the system is in state (at, k), then the system executes or performs in (a, k) until the state changes as the result of one or more job completions. States (a, k) in which the system executes will be termed stable states.
We define C(a, k) as the minimum expected makespan assuming that the system is initially in state (a, k). This of course generalizes the initial condition a = 0 that would normally apply in practice. The minimum expected makespan can be effectively defined by the Bellman equations that we now develop for C(a, k). Let I, be the set of indices i for which ai = 1 and let J, be the set of indices for which ai = 0. Define Ei as the vector of all O's except for a 1 in the ith position.
First, we have (2.1) C(, 0) = 0.
Next, the state (a, 0) with a 4#0 is obviously stable. Therefore, C(a, 0), a # 0, can be written as the expected delay, 1/i2 #i, to the first job completion plus the minimum expected makespan in the resulting state. The probability that the first completion is on PI, j EI,, is simply i1j/EEI Mi, and hence C(a, 0) = -+ C(a -E, 0), a 0O,
Since a state (1, k) with no available processors must also be stable, (2.2) also applies in this case; i.e. 
M Mi 1<im
As a final boundary condition we observe that the state (0, k) is unstable for all k -1, and an assignment must be made to at least one processor. Thus, In terms of (2.5) state (a, k) is stable if C(a, k) = (1 + -E MiC(a -Ei, k))/ E •Mi.
It will be convenient to refer to (as, k) as weakly stable if it is stable and C(a, k) = C(ar + Ei, k -1) for some i EJ,; i.e. the decision to execute in state (a, k) is not uniquely optimal. The state (a, k) is strongly stable if it is stable, but not weakly stable. Equations (2.1)-(2.5) will be referred to collectively as the Bellman equations. clearly, for any given initial state (at, k) the Bellman equations allow us to compute an optimal policy inductively from the optimal policies for all smaller states. The policy is representable as a transition function that defines a stable successor state for (a, k) and each state smaller than (a, k). However, to represent such a transition function for scheduling a set of n jobs, it may be necessary to retain a list of (state, stable successor state) pairs whose length is on the order of n2m, the number of possible states. As in [1] our objective is an optimal policy whose transition function can be represented in O(2m) space, independent of n and the initial state. For example, in [1] a policy of the following threshold type was found to be optimal: a waiting job is assigned to the fastest available processor, PI, if and only if the number, k, of waiting jobs satisfies k> +•-(j -1).
According to this rule, if ever a processor P. is allowed to remain idle while other processors are busy executing jobs, then no waiting job will be assigned to P, throughout the remainder of the schedule.
Unfortunately, a threshold rule of this simplicity is not possible for our problem, except when m = 2. The above monotonicity property does not apply in general. In particular, for m = 3 we shall illustrate in Section 4 choices for P1, t2, ~3 and k such that an optimal policy must not assign a waiting job to P2 in state (101, k), but it must do so in state (100, k), which would follow (101, k) with a job completion on P3. Moreover, there are initial states such that (101, k) is reached with positive probability.
However, in Section 5 we shall prove that there exists an integer, K, which is a function only of p,1, ? " ', m, such that the optimal decision in any state (a, k), k > K, is to assign a waiting job to every available processor in a. Thus, after a calculation using the Bellman equations, whose time complexity is bounded by a function only of pl, ... , Mim, we can obtain an optimal transition function representable in O(K2m) space.
For the cases m = 2 and 3 we shall show that substantial improvements are possible. In particular, Section 4 shows that a more general policy of threshold type can be proved optimal for m = 2 and 3. With these policies, thresholds are identified with processor states rather than processors. In particular, for each processor state a = 1 there will exist a threshold t, -0 such that a waiting job is assigned to a fastest available processor if and only if the number of waiting jobs exceeds t,.
The following notation will be helpful in the remainder of the paper. We A direct proof of this result is easily supplied. However, as we shall see, it is a special case of (3.1) below.
Properties of an optimal algorithm
Several simplifying properties of optimal algorithms will be proved in this section for general m-2. In Section 4 we shall see that these properties establish rather easily the existence of simple threshold rules for m = 2 and 3. As our first objective, Theorem 3.1 will show that an optimal policy must always keep P1 busy whenever jobs are waiting to be assigned.
It is convenient in the proof of Now let S, be the following scheduling policy with the initial state (a, k). In addition to executing the jobs initially on P,, ie I,, S, also executes a job on PI1, thus reducing the number of waiting jobs to k -1. No further assignments are made by S, until some Pi (i 0 1) finishes its job, at which point S, proceeds optimally; i.e. in any such resulting state S, is assumed to be an optimal policy. Let Ci(at, k) be the expected makespan under S1. The probability that P1 finishes before any P,, i E I,, is 1/(1 + F ti•).
Hence, From (3.6), (3.7) and Lemma 3.2 we obtain the contradiction Cl(a, k) < C(a, k). Hence, (a, k) is not stable.
Another intuitive result that we shall now prove is that if waiting jobs are assigned in any state (a, k) by an optimal policy, then they must be assigned to fastest available processors. This property follows easily from the following result. Hence the first term on the right of (3.8) is negative. The second term on the right of (3.8) is negative by assumption. We conclude from (3.8) that C'(&i + Ep, k) -C'(a + Eq, k).
With Theorem 3.2 a further simplification of the Bellman equations is possible. In (2.5) the expression min;j, C(a + Ei, k -1) can be replaced by C(ar + Ep, k -1), where p is the least index in J,.
Next, we shall identify additional sets of states for which optimal decisions have the structure of a threshold rule, i. is stable (strongly stable) when (El, k) is stable (strongly stable). Finally, if IaI = m, then we apply (3.19) to C(ca, k) = Cl(a, k) to obtain C(Q, k)= E(k).
We are now poised for our next threshold result. is (a, 2) . The proof appears to require considerable effort; however, since the result is not needed in what follows, we omit the proof.
Proof. It is convenient to consider separately the two cases &2 = 0, 1. In both cases we suppose that (ar, k) is not strongly stable, so that k -1, and show that (a, k + 1) is unstable. Case 1: (&2 = 1 and hence a; = 0, j > 2). Let S1 be a policy that executes in (ar, k + 1) and is otherwise optimal. If the expected makespan under S1 is denoted by C1('), then we can write (110) and (101) . In Section 4 we shall verify that these thresholds are bounded for fixed P3 > 0. Detailed calculations will also be discussed.
Although we conjecture that for all m every state is a threshold state, we have been unable to prove this; the methods used here appear quite inadequate for the general case. We shall return to this conjecture in the final section.
Optimal policies for m = 2, 3
We consider first the two-processor problem. From Theorem 3.1 we have too = to, = 0, so for an optimal threshold policy it remains to find t1o. This is provided by the following result, where, for simplicity, the symbol r is used in place of M2. 
Then the state (10, k) is strongly stable for k < t(r) and unstable for k > t(r). If t(r) is a positive integer then (10, t(r)) is weakly stable.
Remark. Clearly, the thresholds too= to, =0 and t1o = t(r)I define an optimal threshold rule. However, there are two optimal threshold rules when t(r) is a positive integer; it is immaterial whether or not an assignment is made in state (10, t(r)), so we can choose t1o = t(r) or t(r) -1 With t1o determined by Theorem 4.1, explicit forms for minimum expected makespans on two processors are easily found. Let X1, X2, ---be a sequence of independent exponential random variables with rate parameter 1 + r. Then the makespan for an initial state (11, k), k > t1o, is obtained from the observation that after k -t1o completions on P1 and P2, we reach the state (11, tlo) where P2 must be executing its last job. Thus, the expected makespan is 1 and (4.1),  respectively. Finally, C(00, k) and C(01, k) can be obtained from the relations  C(00, k + 1)= C(10, k) and C(01, k + 1)= C(11, k) .
We turn now to the case m = 3, where r and s will be used in place of ~2 and Y3, respectively. Before discussing how the thresholds t0oo, t1ol and t110 can be found, we shall describe an anomaly which shows that the simpler thresholdtype policy in [1] cannot be used for our problem when m = 3. First, we need the following result. Theorem 4.2. Let (101, k) be strongly stable. According to any optimal policy P3 must be executing its last job and P2 cannot be used while P3 is busy.
Proof. Suppose we start in (101, k) and P1 finishes first. By Corollary 3.1 the system transits to (101, k -1), and by Theorem 3.4 this state must be strongly stable. Thus, the system must continue executing jobs in state (101, k -1). Repeating this reasoning P2 will not be used so long as P3 is busy. When P3 finishes the state will be either (000, 0) or (100, 1) for some 0 1-5 k. In the latter case it follows from Theorems 3.2-3.4 that P3 will not be assigned another job for the remainder of the schedule. Thus, in state (101, 1) we must not use P2 and in state (100, 1), which follows (101, 1) with a completion on P3, we must use P2 or P3. To obtain the desired anomaly we can choose r = s + E = a + 2e, for it is easy to verify that for E > 0 sufficiently small we will reach the same conclusion, except that in state (100, 1) we no longer have a choice between P2 and P3; we must use the faster processor P2. Now for k sufficiently large any optimal policy will lead with positive probability from (000, k) to (101, 1) so that the anomaly can occur. To verify this we note that for k large enough the initial stable state will be (111, k -3). Thus by Theorem 4.1 state (101, 1) will be produced by k -4 consecutive completions on P1 followed by a completion on P2.
We return now to the problem of calculating thresholds. It is readily verified that t1oo = tlo and therefore t1oo can be calculated directly from Thorem 4.1. C(101, k) -C(111, k -1) . In the calculation of each expected makespan P3 is assumed to be executing its last job. Thus, the problems reduce to two processor problems when the completion on P3 occurs. We note also from Theorem 4.2 that in calculating C(101, k) no assignments to P2 need be considered while P3 is busy. Thus, if the completion on P3 is the (i + 1)th completion event after state (101, k) for i 5 k, then the expected remaining makespan is simply C(10, k -i), which is obtainable from (4.5). To complete this example, the probability of the above event is simply A similar approach to calculating C(111, k -1) must also take into account the fact that since k 5 t101 no more waiting jobs can be assigned to P2 until P3 finishes. Similarly, for t110i one finds the largest k such that C(110, k) -C(111, k -1). Note that C(110, k)= C(11, k) is immediately a two-processor problem, and that the calculation of C(111, k-1) uses the fact that P3 is executing its last job. Also, of course, the calculation must reflect the fact that while P3 is busy, waiting jobs can be assigned to P2 as it becomes available only while more than t101 waiting jobs remain.
The detailed calculations that we have outlined are routine but lengthy, and the final results from which thresholds are found numerically are quite awkward. Thus, in the interests of conserving space, we omit them.
An optimal algorithm for general m
The burden of this section is a proof that for any a * 1 the state (a, k) is unstable for sufficiently large k. This means that there exists a K such that for k > K any state (ta, k), ca * 1, is unstable and an optimal algorithm must assign waiting jobs to all processors in J, to produce the stable state (1, k -IJ'I). We begin by stating bounds on C(0, k). If our conjecture is true, it follows immediately that for any fixed {M;} the process of scheduling jobs on processors with those rates to minimize expected makespan is a relatively simple one, requiring only that one determine and store a single threshold for each processor state. However, it does not follow that the task of finding the correct thresholds is necessarily also simple. Indeed, the finite algorithm implied by the bound of the preceding section, for fixed Mi, is potentially quite laborious for m much greater than 5. Notice that the algorithm applies independently of the validity of our conjecture, although the optimal scheduling rules it finds need not be of threshold type. Clearly, it would be useful to find alternative algorithms capable of extending the range within which optimal scheduling rules can be derived in practice.
In a more mathematical vein, it is apparent from the content of this paper that there is a great need for new mathematical techniques useful for simplifying the derivation of results about expected makespan scheduling. At present even quite natural and intuitive 'facts' require non-trivial proofs, and this is further complicated by the observation that such 'facts' do not always even turn out to be true. Thus it would be a valuable contribution simply to find a more elegant way to obtain the results we have presented. It is to be hoped that such methods will lead the way towards resolving the conjecture we have mentioned and towards analyzing extensions of our model, e.g. general distributions for job execution times, job-up times, preemptive scheduling with preemption costs, etc.
