We introduce a minimal free energy describing the interaction of charged groups and counterions including both classical electrostatic and specific interactions. The predictions of the model are compared against the standard model for describing ions next to charged interfaces, consisting of Poisson-Boltzmann theory with additional constants describing ion binding, which are specific to the counterion and the interfacial charge ("chemical binding"). It is shown that the "chemical" model can be appropriately described by an underlying "physical" model over several decades in concentration, but the extracted binding constants are not uniquely defined, as they differ depending on the particular observable quantity being studied. It is also shown that electrostatic correlations for divalent (or higher valence) ions enhance the surface charge by increasing deprotonation, an effect not properly accounted within chemical models. The charged phospholipid phosphatidylserine is analyzed as a concrete example with good agreement with experimental results. We conclude with a detailed discussion on the limitations of chemical or physical models for describing the rich phenomenology of charged interfaces in aqueous media and its relevance to different systems with a particular emphasis on phospholipids.
I. INTRODUCTION
The standard model for describing charged interfaces in aqueous media discriminates between a Stern layer, where ions bind to interfacial groups, and a diffuse layer, where ions are distributed over a characteristic distance before attaining bulk values. While the diffuse layer is universally described by Poisson-Boltzmann ͑PB͒ theory 1 ͑or by more sophisticated theories for higher electrolyte concentrations [2] [3] [4] ͒, the description of the Stern layer, on the other hand, resorts to more phenomenological models. A common approach has been to describe ion binding and release as a chemical reaction with some characteristic binding constants, 1, 5, 6 which are attributed to specific chemical interactions and are assumed to be beyond the scope of classical statistical mechanics. Most commonly, the binding constants are extracted by directly fitting the experimental data. This approach has been extremely successful in describing many experiments, such as, for example, the electrostatic properties of phospholipid systems. 7 Yet, electrostatic interactions are the quintessential example of long-range interactions and binding constants appropriately describe short-range interactions only, thus raising an obvious question about the actual meaning of such binding constants. In addition, at a more practical level, in molecules with many different charged groups it is not generally possible to perform a sufficient number of independent experiments to unambiguously determine all the necessary binding constants.
Over the past years, different approaches treating Stern and diffuse layers entirely within the context of classical statistical mechanics have been proposed. [8] [9] [10] [11] In this way, as noted by Lyklema, 12, 13 the community investigating aqueous electrolytes has branched out into two, almost completely independent communities, one that uses the standard "chemical" model and its variations, and another embracing the "physical" approach. Despite some notable successes from physical models ͑see, for example, Refs. 14-16͒, the bulk of experimental data remains most commonly described by resorting to chemical models.
There are definite examples of chemical interactions at the Stern layer, the most relevant is probably proton release and binding, the mechanism by which acids or bases become charged in aqueous solution. A complete description of the proton is beyond the scope of classical statistical mechanics, so any theory that accounts for proton release and binding must include a parameter ͑such as the pK a ͒, which can only be computed from a full quantum chemistry calculation. Yet, when it comes to ions with the electronic structure of a noble gas ͑such as Na + , Cs + , Ca 2+ , etc.͒ it should be expected that in most cases, a classical electrostatics description would suffice, and that the chemical binding constants extracted from experiments provide an effective description that can be superseded by an appropriate classical statistical mechanical calculation.
The main motivation for this paper grew from the need to provide a physical model that describes the electrostatic properties of amphiphilic models, particularly phospholipids such as phosphatidic acid ͑PA͒ and phosphatidil-inositolbisphosphate ͑PIP 2 ͒ among others, which participate in almost all signaling pathways across the cell membrane by exquisitely exploiting its electrostatic properties. [17] [18] [19] Because these phospholipids include many different charged groups, the description of their electrostatic properties based on the standard chemical approach is far more complex than the one needed for zwitterionic phospholipids such as phosa͒ Electronic mail: trvsst@ameslab.gov.
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phatidylcholine ͑PC͒ or phosphatidylethanolamine or singly charged ones such as phosphatidylserine ͑PS͒. The focus of this paper will be on presenting the general framework of the model, leaving the detailed predictions and modifications needed to describe signaling phospholipids for a subsequent publication. Despite the somewhat focused motivation for this paper, the model and results presented find a general applicability to a broad range of systems, extending beyond phospholipids or amphiphilic systems. The paper aims to bridge the gap between physical and chemical descriptions. This is a recent trend in the research in this area; In Ref. 20 it was shown that the concept of Bjerrum pairing, suitably generalized for charged interfaces, provides a convenient way to estimate binding constants from a purely physical model in reasonable agreement with experiments. Reference 21 presents sophisticated Monte Carlo simulations that account for pH variations thus allowing the description of experimental results without resorting to additional parameters. Other groups have systematically accounted for precise mobility measurements by using Monte Carlo or integral equation methods without additional assumptions 22 and a considerable effort has been devoted to combine chemical and physical effects in the field of polyelectrolytes. [23] [24] [25] [26] The critical element in this paper is the role of interfacial charges. This has been a recurrent topic in the statistical mechanics of interfaces. Already in the 1970s, Nelson [29] [30] [31] [32] have revisited the problem, finding that discrete charges add to relatively minor corrections to an approximation where the interface is treated as a smooth background. The crucial aspect between the interaction of interfacial charges and ions is that it describes a strong correlation 20 ͑see also Ref. 33͒, which cannot be described as a perturbation from the uniform case. Recent numerical simulations by Madurga et al. 34 have clearly shown that distributions of ions in the diffuse layer are greatly affected by the discrete nature of interfacial charges if those are sufficiently exposed to the aqueous solution.
II. MODEL

A. The model
The system consists of a monolayer ͑with molecular area A c ͒ of amphiphilic molecules ͑ALs͒ forming a charged interface. ALs are acidic or basic and its charge is regulated by its pK a value. The monolayer is in contact with an aqueous solution of fixed pH containing counterions and coions of general valences. The model we consider builds on three assumptions ͑see Fig. 1͒ .
͑1͒ Electrostatic correlations are relevant only within the Stern layer. ͑2͒ Counterions and coions within the diffuse layer are weakly correlated and are therefore described by PB theory. ͑3͒ Nonidealities associated with mixing entropies of different species are ignored.
The justification for assumptions 1 and 2 will be elaborated further below. The last assumption, which is common in most theoretical treatments, will not be discussed any further. It is expected to induce small quantitative errors that can be corrected by introducing additional parameters into the model. The free energy ͑F S ͒ of the system consists of four contributions
where the first term is the free energy associated with building the diffuse layer of counterions, the second term is the free energy associated with proton binding and release, the third term is the entropy of mixing the different species within the monolayer and the last term accounts for the free energy associated with electrostatic correlations. In this paper, only the case of a single pK a will be considered. The AL head group can be either neutral or charged, according to
The first reaction involves proton release and binding and it is a chemical reaction with an equilibrium constant that is the natural exponential of the pK a value ͑in molar units͒. The second process is a physical process that accounts for ion binding and involves many body effects not entirely describable by a binding constant, as elaborated further below. The fraction of deprotonated ALs is defined as
while the fraction of head groups with bound counterions is
where ͓¯͔ denotes concentration ͑in molar units͒. Unless there is ambiguity, the superindex q will be dropped from f b .
Stern Layer
Diffuse Layer --- It is convenient to introduce the parameter b
with D and l B being the Debye and Bjerrum lengths and q the counterion valence. The free energy associated with the diffuse layer F diff is given by PB theory ͑assumption 2͒. The surface charge includes deprotonated ALs and counterions bound to the head group
where N AL is the total number of ALs at the interface and F PB is the PB free energy. For example, F PB ͑x͒ =2͑log͑x
2 ͒ / x͒ for both monovalent counterions and coions. For other valences it is not possible to express F PB in closed analytical form, but it is not difficult to compute numerically ͑see Appendix A͒. We recall that if f AL Ͻ qf b , the originally negative interface becomes positively charged, an effect that is known as charge inversion or charge reversal. 12, 13 The free energy expression ͑F Prot ͒ describing proton release and binding is given by
and is derived in detail in Appendix B. The free energy ͑F Mix ͒ associated with mixing the different interfacial species is
The only term left is the one describing electrostatic correlations ͑F Corr ͒ within the Stern layer. The basic strategy is to account for static correlations as if the system were frozen on a given configuration, and account for thermal fluctuations as perturbations to this configuration. The free energy is
here F Corr encodes the electrostatic correlations of the static system and is computed as a Madelung energy by placing both AL charges and bound ions on either a triangular or a square lattice. Differences in free energies between square or triangular lattices are much smaller than other approximations made, so either case provides equally acceptable results. The term F Corr accounts for the many body effects that arise from the long-range nature of electrostatic interactions, and it reduces to the leading term of the free energy of a one component plasma 35 if the interface is approximated as a uniform charge. Further details are discussed in Appendix B. Despite the calculation placing the charges in a twodimensional crystalline state, the expression is assumed to describe the liquid state also. Justification is provided in the context of the one component plasma. 35 The second term is the favorable entropy of releasing counterions into the bulk solution and the last term F v is the thermal free energy associated with counterions bound to the head group. The difference between the last two terms is basically the entropy loss of counterions upon binding. We recall that v 0 defines an arbitrary reference volume, so only the sum of the last two terms defines a term free from arbitrary quantities. The final expression, whose detailed derivation is given in Appendix B, is
ͪ.
͑11͒
The quantity r 0 is the equilibrium separation between counterion and AL charges, a L is the average distance between nearest neighbor ALs and ␥͑f b ͒ is a function that encodes electrostatic correlations and whose explicit expression for the relevant cases discussed in this paper is given in Eq. ͑B7͒ and Table I . Generalization to systems with both monovalent and divalent salts is straightforward, except for the ␥-function in F Corr , which requires a minor adjustment, discussed in Appendix B, see Eq. ͑B8͒. I. Coefficients for the electrostatic correlation energy ͓see Eq. ͑B7͔͒, computed as described in the text for different counterion valences ͑q͒. The top value is computed for a triangular lattice, while the bottom one is for the square. 
where ͑0͒ is the contact potential and K m ϵ 2 ͱ 2r 0 / 11l B r 0
. Despite appearances, This equation is
quite involved as F corr depends both on f AL and f b ͑q͒ , and the contact value potential ͑0͒ must be obtained selfconsistently from the PB equation for a surface charge density =−e͑f AL − qf b ͑q͒ ͒ / A c . In this paper, the minimum solution was obtained by directly minimizing the free energy by using the MATLAB optimization package.
C. The chemical or LPB model
The standard model ͑or chemical model͒ will be revisited within the context of the previous formalism. The correlation term Eq. ͑11͒ can be rewritten as
The quantity K B eff ͑f b , f AL ͒ is not a binding constant as it depends on the variables f b , f AL , as well as surface density. However, if it is replaced by some mean value K B ͑q͒ that interpolates between the range of f b , f AL appropriate for each system, then the equations that minimize the free energy simplify to
These equations define the chemical model, which consists of a Langmuir absorption isotherm ͑with binding constant K B ͑j͒ ͒ coupled to the PB equation and will be referred to as the LPB model herein. In this way, the LPB model, which has been the standard model to analyze experimental results, for example, in phospholipid systems, [36] [37] [38] [39] [40] appears as an approximate effective description for the underlying physical model.
III. RESULTS
A preliminary comparison with simulation results on simple models is provided in Appendix C and its implications are further discussed in the conclusions. This section will be entirely focused on comparison with experiments.
A. A note on coarse-graining phospholipid systems
Glycerol based phospholipids contain two hydrophobic acyl chains and a phosphate group attached to its glycerol backbone. The phosphate group is charged and has an additional group attached to it. If the additional group is serine, the phospholipid is PS. It should be noted that there are two acidic ͑carboxyl and phosphate͒ and one basic ͑the amino͒ groups in PS, see Fig. 2 . There are therefore 3 pK a for PS. The carboxylic and amino groups pK a have been measured to be 3.6 and 9.8, respectively, 37 while the one in the phosphate group is probably low ͑1 or less͒. Thus, at physiological conditions, the overall Ϫ1 charge of PS results from two negative and one positive charges. In this paper, the overall PS will be coarse-grained as a Ϫ1 charge with pK a = 3.6, as shown in Fig. 2 . This approximation has been adopted in all descriptions of experimental data and its limitations are further discussed in the conclusions.
B. PS as an example
Unless specified otherwise, it will be assumed that the area per molecule is A c Ϸ 70 Å 2 and the equilibrium counterion PS-head group distance r 0 = 2.8 Å ͓see Eq. ͑11͒ and Table I͔ . This distance is the minimum separation between an oxygen atom ͑ϳ1.4 Å͒ and a counterion such as K + . These distances correspond to crystallographic radius, as both MD simulations [41] [42] [43] and experimental results 44 show that counterions dehydrate upon binding. Figure 3 shows f AL and f b for PS in contact with a monovalent salt solution at neutral pH. PS becomes fully deprotonated at about 10 −3 M and at this point about 40% of the PS head groups bind counterions. An attempt to fit the theoretical results within LPB ͑see Sec. II C͒ shows that the binding constant extracted from Fig. 3 More concretely, this dispersion reflects the inherent inaccuracy of describing the Stern layer with short-range forces only.
We can estimate the range of expected values for the binding constants that would be extracted from an experiment by analyzing the minimum free energy equations Eq. ͑12͒. For fully deprotonated PS with f b ranging between 0.1 and 1 ͑as a significant amount of binding is required͒ at the molecular area A c =70 Å 2 it is
where a 1 , a 2 are defined in Eq. ͑B7͒ and explicit values are given in Table I . Reported binding constants for ions such as K + are within this range, while slightly higher values have been quoted for Na + . Obvious to say that the previous formula has systematic errors arising from the approximations involved in the free energy, but it is difficult to provide a rigorous estimate of these errors.
Divalent counterions at neutral pH fully deprotonate PS ͑f AL =1͒, even at trace concentrations Ͻ10 
in excellent agreement with experimental results K B ϳ 10M −1 , 36 as well as with other, less sophisticated theoretical estimates. 20 In Fig. 4 the comparison between the free energy of this model and LPB ͑K B ͑1͒ =10͒ clearly shows the equivalence between both models. Above 0.1M the interface is slightly positively charged, thus exhibiting the phenomenon of charge inversion. 12, 33 In order to provide a better illustration on the effect of divalent ions on PS and the inequivalence of the present model with LPB, results at pH= 5.2 are shown in Fig. 5 . Here again, the theoretical curve is well described by LPB with K B ͑2͒ = 10, but only for concentrations ͓c͔ Ͼ 10 −3 , while at low concentrations LPB predicts a partially protonated PS. Results for lower pH values show more dramatic differences. This figure also illustrates how the free energy gain from electrostatic correlations forces higher deprotonation than predicted by LPB. It is also noticeably that although the onset of charge inversion is the same, its magnitude is enhanced ͑as compared with LPB͒ at large concentrations, as correlations grow for increasing f b . Figure 6 analyzes a system with both monovalent and divalent salts. The monovalent salt concentration was taken as ͓c ͑1͒ ͔ = 0.1M, which is the limit of applicability for PB. As divalent salt concentration is increased, divalent ions replace the monovalent ones at the Stern layer. It is remarkable that the effect of divalent salt is already significant for ͓c ͑2͒ ͔ Ͼ 10 −5 M, four orders of magnitude lower than the monovalent salt concentration in the system. This particular system ͑PS with divalent ions at fixed ͓NaCl͔ = 0.1M͒ was extensively studied in Ref. 36 
IV. CONCLUSIONS
A. Summary of results
This paper has presented a minimal model that describes both the Stern and diffuse layer by classical electrostatics, except for protons ͑hydronium ions͒, which require the introduction of a chemical binding constant ͑the pK a ͒. The model leads to a set of equations that can be solved self-consistently by numerical minimization. Despite its relative simplicity, the model successfully describes experimental results on PS without resorting to fitting parameters.
The model compares well with available MD simulation results as shown in Appendix C, thus extending a previous model based on Bjerrum pairing. 20 In particular, the potential of mean force clearly reveals the fundamental role played by discrete interfacial charges as opposed to a smooth charge distribution. A more systematic comparison between theory and MD simulations will be discussed elsewhere.
Our results provide a clear explanation on the success of chemical models to describe experimental data, allows to highlight its limitations and points out effects that cannot accurately be accounted for by those. Measurable quantities computed from the model can be described with reasonable accuracy by the standard chemical model ͑or LPB, see Sec. III͒ over several decades in salt concentration. Yet, the actual values of the binding constants extracted by fitting the model by LPB show an inherent dispersion, depending on the particular observable studied. Rather interestingly, this dispersion is within the range of experimentally reported values for binding constants and does reflect the limitations of describing the long-range electrostatic force by binding constants that can only account for short-range interactions.
The effect of long-range electrostatics at the Stern layer becomes more dramatic for ions of higher valency. The enhanced ͑as compared with monovalent ions͒ electrostatic correlation free energy makes it more favorable to increase the interfacial charge via deprotonation and replace the Stern layer with divalent ͑or higher valency͒ counterions, as shown in Fig. 5 . This effect is expected to become more dramatic [c (2) ], [c
B =10) LPB (K for AL with many charged groups and is not accurately described by the LPB model as shown in Fig. 5 . The same effect has been theoretically discussed in Ref. 43 , and there is experimental evidence on monolayers of PA and PIP 2 at the air-water interface. [44] [45] [46] [47] Despite its limitations, unless high precision data is obtained on a simple system where parameters such as molecular area and charge can be precisely controlled over a wide range of values, chemical models generally provide a reasonably effective description of experimental results.
B. Chemical versus physical effects
Except for the proton, which requires the specification of the pK a , the remaining ions have been assumed to interact with the charged interface via classical electrostatics. Due to its inherent stability, ions with the electronic structure of a noble gas, such as the alkali Some support for this hypothesis can be given by the analysis of stability constants, 48 which account for the binding constants of ions to certain ligands. Sticking to the example of carboxylic groups, a look at the entries for simple carboxylic acids ͑formic, acetic, and propanoic͒, shows binding constants within the range ͑with some dispersion͒ K B ͑1͒ ϳ 0.5, K B ͑2͒ ϳ 10M −1 , the typical values obtained from our model, and thus supporting the idea of a classical electrostatic interaction between those ions and carboxylic groups. Entries for the transition metal ions, however, are between 5 to 10 times larger, thus providing strong evidence for some degree of covalency or chemical specificity. Another source for specific ionic effects is related to explicit solvent effects. Ions have hydration sheaths, and those are distorted or eliminated upon binding. Generally, it should not be a dominant effect as most commonly, cations bind to interfacial oxygens, so upon binding, they trade one oxygen ͑from the water molecule at its hydration sheath͒ to another with basically no change in enthalpy, and if anything, a gain in entropy for the water molecules that leave the hydration sheath. Yet, even for those cases where these free energies need to be included, the dehydration involves shortrange interactions and therefore, there are describable by binding constants, which can be computed, for example, from more detailed atomistic simulations.
A general model applicable to all situations requires the inclusion of specific interactions related to the ions and the charged or uncharged groups at the interface. The critical quantity that needs to be known is the ionic-specific free energy ⌬G Spec , defined as the free energy gain once the universal electrostatic interaction has been subtracted. Once this quantity is known, an unambiguous binding constant can be defined and a term such as Eq. ͑14͒ is added in addition to the free energy Eq. ͑1͒. The next issue is how to determine ⌬G Spec . A rough estimate is probably obtained by subtracting from the binding free energy the reference free energy of an interfacial-counterion pair, which can be calculated within the present theory. For example, taking 10M −1 as the reference binding constant for a purely electrostatic interaction, and given that K B ͑2͒ =40M −1 for binding of Ni 2+ to PS − , this gives ⌬G Spec PS = −3.40k B T for PS −1 -Ni 2+ . Of course this number is specific for that particular system. First principle calculations, without resorting to experimental data, would certainly require sophisticated quantum chemistry calculations.
C. Implications for phospholipid systems
Concrete application to a simple coarse-grained model of PS shows good agreement with experimental results, 36 despite the questionable approximation of modeling PS as consisting of a single negative charge, as discussed in Sec. III A. The large values of ion binding constants in zwitterionic phospholipids such as PC ͑Ref. 36͒ ͑ϳ3M −1 ͒ show that the positively charged amino group is sufficiently far apart to preempt the negatively charged oxygen within the phosphate group to bind counterions, which could be relevant for PS also. These considerations demand a more detailed modeling of the phospholipid head group, where all charges are included. In fact, Ref. 36 reports that the binding constant for Ca 2+ with PS is enhanced by a factor of almost 3 at low monovalent salt concentration, a result that is not reproduced by our model ͑data not shown͒. This is a large enhancement, not observed in other molecules for decreasing ionic strength, 48 but a more detailed analysis is needed. These considerations become even more relevant for investigating complex phospholipids such as PA ͑Ref. 44͒ or PIP 2 . 40 It is not difficult to incorporate the nuances required to describe those phospholipids, and they will be fully addressed in a subsequent publication. Those effects are key for a proper understanding of electrostatic induced phase separation in lipid mixtures, as discussed, for example, in Ref. 50.
D. Outlook
As for the question posed in the title of this paper on whether electrostatic correlations near charged interfaces are described by physics ͑universal͒ or chemistry ͑specific͒, the answer seems clear: any model that aims to be complete and realistic must incorporate both. 
APPENDIX A: GENERAL EXPRESSION FOR PB WITH BOTH MONOVALENT AND DIVALENT SALTS
Here we just quote the main formulas for the free energy of a planar charged interface in contact with a solution con-
where N B is the number of charges ͑of valence Ϫ1͒ at the interface and b has been defined in Eq. ͑6͒ ͑and used here with q =1͒. The Debye length is D =1/ ͱ 8l B ͑3c
͑2͒ + c ͑1͒ ͒ and the function Y͑x , a͒ is defined as
͑A2͒
The relation between the surface charge and the contact potential ͑0͒ is obtained from the PB equation, and can only be solved analytically for the case of monovalent salts. For the other cases it is solved numerically and the result is inserted into Eq. ͑A1͒, thus providing the free energy.
APPENDIX B: DERIVATION AND DETAILS OF THE DIFFERENT TERMS FORMING THE FREE ENERGY
Derivation of F Prot
The free energy of a charged interface consisting of N B charges is given within PB by
where b is the ratio of the Debye and the Guoy-Chapman length. The last term, which is the same for other counterion and coion valences, is the bulk entropy of the ionic species. Because the interface gets charged by releasing protons, there are N prot 1 = N B protons in bulk whose origin are the interfacial groups, so the last term in Eq. ͑B1͒ is dependent on N prot 1 . It will be assumed that the number of protons in bulk N prot 0 largely exceeds the ones released by charging the interface ͑N prot 1 / N prot 0 Ӷ 1͒. The free energy is computed from a reference state where all the interfacial groups are deprotonated N B = N AL ͑or N prot = N AL ͒, thus the second term in Eq. ͑B1͒ becomes
where Generally, protons have a favorable free energy ͑ A ͒ to remain bound to the AL head group. This is taken into account as
The energy A is related to the binding constant K a between AL groups and protons according to K a =1/ v 0 exp͑− A / k B T͒. If v 0 =1M, then pK a = log 10 ͑K a ͒ and A = k B T log͑10͒pK a . Consistently using the reference volume v 0 =1M, the two terms ͑B2͒ and ͑B3͒ become
which is the result quoted in Eq. ͑8͒.
Derivation of F Corr "1 pK a case…
This term contains three contributions. The first term is the static electrostatic energy, where both interfacial charges and counterions are at fixed positions, and is the equivalent of the Madelung energy for ionic crystals. The remaining two terms have a thermal origin and will be considered further below. The static electrostatic energy is computed by placing the AL charges on a planar lattice. It is assumed that counterions are contained on the same plane defined by the lattice, and that the free energy is expressed as a function of the lattice constant a L , which is related to the molecular area where the prime indicates that the term with i = j is not included in the summation. Because this summation runs over the entire lattice, it requires the use of Ewald summation techniques for systems with two-dimensional periodicity. 51 The result is 
Evaluation of the Ewald sum for intermediate values of f b
did not show any significant improvement by considering a higher order polynomial or by optimizing its coefficients by a best fit. It should be pointed out that the function ␥͑f b ͒ involves an approximation, as the coefficients a i are computed at f AL = 1, so the expression for the correlation energy is expected to become somewhat inaccurate for f AL Ӷ 1. The function ␥͑f b ͒ is dependent on the relative position of the counterions with respect to the AL charges. Numerical minimization shows that the minimum electrostatic energy in Eq. ͑B6͒ occurs when the counterions are as close as possible to the AL charged groups. The ␥-function was therefore computed for given molecular area and typical AL-counterion distance of r 0 , as shown in Fig. 7 . Reasonable variation on the positions of the counterions typically change Madelung energies by less than 10%. The a i coefficients for the different cases relevant to this paper are shown in Table I . If both monovalent and divalent ions are involved, the ␥-function is dependent on the two variables f b ͑1͒ and f b
where only the a 2 ͑1,2͒ coefficient is unknown as the others have already been determined in Table I . This coefficient was computed by evaluating the Ewald sum for f b ͑1͒ =1/ 4 and f b ͑2͒ =1/ 4 and obtaining the unknown coefficient from Eq. ͑B8͒ and the actual results in Table I . The result for a triangular lattice with A c =70 Å 2 and r 0 = 2.8 Å is a 2 ͑1,2͒ = 4.93.
Similarly as for protons, counterion binding and release involves changes in bulk entropy. Adapting the same derivation ͑see Appendix B 1͒ leads to the second term in F Corr
where v 0 is an arbitrary volume. Bound counterions are not immobile, as assumed in the calculation of the first term Eq. ͑B6͒, but do fluctuate from their equilibrium positions, and this is the origin of the third contribution to F Corr in Eq. ͑11͒. The fluctuation free energy of counterions bound to the head group requires a repulsive short-range potential between counterions and AL charges, which is assumed to be of the form V͑r͒ =4⑀͑ / r͒ 12 . It is also assumed that the dominant electric field relevant for counterion fluctuations is the one from its nearest AL charge. In this way, the attractive electrostatic and the repulsive short-range potential lead to an equilibrium distance r 0 with quadratic fluctuations at leading order where r 0 2 / k B T =11qe 2 / K B Tr 0 w =11ql B / r 0 ӷ 1 has been used to simplify the above expression. It is assumed that the AL charge is anchored to the head group and therefore the available solid angle is 2, 20 as opposed to 4 ͑if the AL charge was in solution͒. The free energy is
͑B12͒
The physical interpretation is that counterions fluctuate over a distance ϳr 0 ͱ r 0 / l B ͉q C ͉ along the direction of the AL-counterion axis. The three terms ͑B7͒, ͑B9͒, and ͑B12͒ provide the explicit expressions for the electrostatic correlation free energy Eq. ͑11͒.
APPENDIX C: COMPARISON WITH NUMERICAL SIMULATIONS
Recent molecular dynamics ͑MD͒ simulations by Calero and Faraudo 52 have explored in detail the role of interfacial charges by performing numerical simulations of an electrolyte primitive model of 2:1 salt near discrete interfacial negative charges on a plane and arranged in a square lattice. by placing a divalent and a monovalent charge on every site. Empty circles do not belong to the unit cell and are obtained from lattice translations.
Although the paper is mainly focused on high electrolyte concentrations, where the role of electrostatic correlations becomes significant beyond the Stern layer, it is possible to provide some comparison with the present theory. A more systematic comparison will be provided in the future. We will first consider the density of charge, =−e1 −2f b ͑q͒ / A c ͑note that f AL = 1 and only divalent ions are considered͒. The comparison MD simulation versus theory for , shown in Table II show good agreement for the lowest concentrations and diverge slightly at the largest concentration. Most likely, this divergence is due to the neglect of screening effects at the Stern layer, which would decrease the correlations and with it, the number of counterions bound to head groups. These effects can easily be incorporated into the sum defining the gamma coefficients Eq. ͑B6͒. Although relevant for comparing with simulation results, the effect of screening at the Stern layer may not need be included in some experiments. In order to extent the results to even higher concentrations Ͼ0.1M, activity coefficients that depart from unity need to be considered, a result not included by the present theory, as PB theory is assumed. We point out that it is possible to account for activity coefficients by including Bjerrum pairing in bulk. 53, 54 Another important quantity is the potential of mean force. This quantity elucidates the role of discrete charges and provides a clear insight on the consequences of the present theory. Results for the potential of mean force V MF are shown in Fig. 8 for the same simulations described previously, where it is shown that the potential of mean force has a simple analytical form of the type
where Z eff is close but smaller than 1. The second term of the potential ͑with Z eff =1͒ is the prediction from Bjerrum theory, 20 while ŵ encodes additional correlations among counterions as well counterions and interfacial charges. Those predictions are in excellent agreement with the numerical simulations by Calero and Faraudo 52 and clearly show the distinct role played by interfacial charges: In a smooth distribution, the potential of mean force could never display a 1 / r decay, as its origin is the direct ͑Bjerrum͒ interaction between the counterion and the interfacial charge closest to it.
APPENDIX D: CONNECTION WITH BJERRUM PAIRING THEORY
Bjerrum pairing theory 20 is the LPB theory 
͑D2͒
This expression is closely related to the effective K B eff defined in Eq. ͑13͒. This is more clearly seen in the limit ql B / r 0 ӷ 1, where the Bjerrum constant above becomes The term in the exponential is the electrostatic energy when particles are frozen in their positions ͓Eq. ͑B6͔͒, while the prefactor contains the free energy of the fluctuations Eq. ͑B12͒. Compared with more rigorous expressions such as Eq. ͑16͒ the simple expression above does not depend on f AL , f b , molecular area A c , etc., but it nevertheless provides a reasonable semiquantitative estimate for binding constants. 20 Bjerrum pairing assumes a hard core potential and the formulas used in this paper are for softer 1 / r 12 -potentials, which explains the different analytical prefactors. Finally, the expansion Eq. ͑D3͒ is significantly inaccurate for q C l B / r 0 Շ 20 as in that case, fluctuations from r 0 are not small. 
