Abstract This paper deals with the solutions of fuzzy Fredholm integral equations using neural networks. Based on the parametric form of a fuzzy number, a Fredholm fuzzy integral equation converts to two systems of integral equations of the second kind in the crisp case. This method employs a growing neural network as the approximate solution of the integral equations, for which the activation functions are log-sigmoid and linear functions. The parameters of the approximate solution are adjusted by using an unconstrained optimization problem. In order to show this capability and robustness, some fuzzy Fredholm integral equations are solved in detail as numerical examples.
Introduction
Zadeh introduced the concept of a fuzzy set [1] . The topic of fuzzy integral equations (FIE) and particularly fuzzy control, has been rapidly developed in recent years. Prior to discussing fuzzy differential and integral equations and their associated numerical algorithms, it is necessary to present an appropriate brief introduction to preliminary topics such as fuzzy numbers and fuzzy calculus. The basic arithmetic structure for fuzzy numbers was later developed by Mizumoto and Tanaka [2] , Nahmias [3] , Dubois and Prade [4] . All of them observed fuzzy numbers as a collection of alevels, 0 6 a 1. Alternative approaches were later suggested by Goetschel and Voxman [5] , Kaleva [6] , Matloka [7] and others.
Goetschel and Vaxman [5] suggested a new approach, they represented a fuzzy number as a parameterized triple and then embedded the set of fuzzy numbers into a topological vector space. This enabled them to design the basics of a fuzzy calculus. The subject of embedding fuzzy numbers in either a topological or a Banach space was investigated also by Puri and Ralescu [8, 9] , Kaleva [6] . The establishment of the embedding Banach space and its induced metric over its subset of fuzzy numbers led to immediate applications such as fuzzy least squares [10, 11] , fuzzy linear systems [12] . Further applications such as solving integral equations required appropriate and applicable definitions of a fuzzy function and a fuzzy integral. The fuzzy mapping function was introduced by Chang and Zadeh [13] . Later, the concept of integration of fuzzy functions was introduced by Dubios and Prade [14] . Balachandran and Dauer [15] established the existence of solutions of perturbed fuzzy integral equations.
One of the first applications of fuzzy integration was given by Wu and Ma who investigated the Fredholm fuzzy integral equation of the second kind. Effati and Pakdaman used artificial neural network approach for solving fuzzy differential equations [16] . They used multilayer perceptron to estimate the solution of fuzzy differential equations. Their neural network model was trained over an interval (over which the fuzzy differential equation must be solved), so the inputs of the neural network model were the training points.
The ability of neural networks in function approximation is our main objective. In this paper, we will construct a new model with the use of neural networks to obtain a solution for FFIE.
1 In this new model, the inputs of the neural network are the training points as well as a parameter r which shows the domain of uncertainty.
Preliminaries
In this section, the basic notations used in the fuzzy operations are introduced. We start by defining the fuzzy number. The set of all fuzzy numbers is denoted by E 1 . An alternative definition or parametric form of a fuzzy number which yields the same E 1 is given by Kaleva [6] . is the distance between u and v. This metric is equivalent to the one used by Kaleva [6] and Puri and Ralescu [8] . It is shown in [17] that ðE 1 ; DÞ is a complete metric space. We now follow Goetschel and Voxman in [5] and define the integral of a fuzzy function using the Riemann integral concept. Definition 2.4. Let f : ½a; b ! E 1 . For each partition P ¼ ft 0 ; t 1 ; . . . ; t n g of ½a; b with h ¼ max 16i6n jt i À t iÀ1 j and for arbitrary n i : t iÀ1 6 n i 6 t i ; 1 6 i 6 n let It should be noted that the fuzzy integral can be also defined using the Lebesgue-type approach [6] . More details about the properties of the fuzzy integral are given in [5, 6] .
Fuzzy integral equations
Prior to introducing fuzzy integral equations, it should be noted that the fuzzy integration discussed in this section is not related to the ''fuzzy integral'' introduced by Sugeno [18] and further investigated by Kandel [19] and computed by Friedman [20] . The integral equations that are discussed in this section are the Fredholm equations of the second kind. The Fredholm integral equation of the second kind (see [14] ) is as follows:
Kðs; tÞuðsÞds;
ð3:1Þ where k > 0; Kðs; tÞ is an arbitrary kernel function over the square a 6 s; t 6 b and fðtÞ is a function of t, a 6 t 6 b. If fðtÞ is a crisp function then the solutions of Eq. (3.1) are crisp as well. However, if fðtÞ is a fuzzy function these equations may only possess fuzzy solutions. Sufficient conditions for the existence of a unique solution to the Fredholm fuzzy integral equation of the second kind, i.e. to Eq. (3.1) where fðtÞ is a fuzzy function are given in [21] . Now, we introduce parametric form of a FFIE-2 with respect to Definition 2.1. Let ðfðt; rÞ; fðt; rÞÞ and ðuðt; rÞ; uðt; rÞÞ; 0 6 r 6 1 and t 2 ½a; b are parametric form of fðtÞ and uðtÞ, respectively then, parametric form of FFIE-2 is as follows: for each 0 6 r 6 1 and a 6 t 6 b. We can see that (3.2) is a system of linear Fredholm integral equations in the crisp case for each 0 6 r 6 1 and a 6 t 6 b. In the next section, we explain neural networks approach for approximating solution of this system of linear integral equations in crisp case then we find approximate solutions for uðt; rÞ (lower uðt; rÞ) and uðt; rÞ (upper uðt; rÞ) for each 0 6 r 6 1 and a 6 t 6 b.
Function approximation
The use of neural networks provides solutions with very good generalizability (such as differentiability). On the other hand, an important feature of multi-layer perceptrons is their utility to approximate functions, which leads to a wide applicability in most problems. Multi-layer perceptron networks with activation functions for the hidden layer are log-sigmoid function and the linear function which for the output layer can be represented in the form: where superscript 1 denotes hidden layer and superscript 2 denotes output layer. A ¼ ðt; rÞ T is the input vector and S 1 illustrate the numbers of the hidden unites. Also w 1 and w 1 are the weights of input layers, b 1 and b 1 are the bias vectors of input units and w 2 and w 2 are the weight vectors of output units.
According Fig. 1 , the total input of jth hidden neuron is calculated by:
The output of the jth hidden node is as follows: where p; p contains all adjustable parameters (weights of input and output layers and the bias vectors).
Description of the method
Consider the Fredholm fuzzy integral equation of (3.2). If u a ðt; r; pÞ is the approximate solution with the adjustable parameters (weights and biases) for the first equation in system (3.2) and also u a ðt; r; pÞ is the approximate solution with the adjustable parameters (weights and biases) for the second equation in system (3.2), then the problem (3.2) with a discretization can be transformed to the following sum squared error minimization problem respect to the network parameters (w ¼ ðw; wÞ and b ¼ ðb; bÞ):
ðu a ðt l ; r; pÞ À ½fðt l ; rÞ þ Gðt l ; r; pÞÞ 2 þ ðu a ðt l ; r;pÞ À ½fðt l ; rÞ þ Gðt l ; r;pÞÞ Here p ! ¼ ðp; pÞ contains all the adjustable parameters of two networks Fig. 1 .
For each iteration, t is fixed so we can solve the problem for an arbitrary r 2 ½a; b. There are a lot of optimization techniques available to solve the problem, such as steepest decent methods, conjugate gradient methods or quasi-Newton methods or other techniques. Quasi-Newton methods were originally proposed by Davidon in 1959 [22] and were later developed by Fletcher and Powell (1963) [23] . The most fundamental idea in quasi-Newton methods is that an approximation of the Hessian matrix is calculated. Here the quasi-Newton Broyden-Fletcher-Goldfarb-Shanno (BFGS) method is used. This method is quadratically convergent [24] .
After the optimization step, optimal values of the weights are obtained, so by replacing the optimal parameters p and p in (4.3), the trial solution u a ¼ ðu a ; u a Þ will be the approximated solution of FFIE-2 (3.2).
Numerical results
In this section, we present three examples of Fredholm fuzzy integral equations and the results will be compared with the Figure 1 Multi-layer perceptron network.
Solving linear Fredholm fuzzy integral equationsexact solutions. To minimize the objective function in (5.1) the Matlab 7 optimization toolbox was employed using the quasi-Newton BFGS method. Note that, for three examples, a two-layer perceptron network consisting of one hidden layer with ten hidden units and log-sigmoid activation function and one output neuron with the linear activation function is used. In order to obtain better results (especially in the nonlinear cases), more hidden layers or training points can be used. The weights computed using this method are convergent. For each example, the computed values of the weights are plotted over a number of iterations. where t 2 ½0; 2p. The solution to this problem can be found in [25] , by comparing Tables 3 and 4 with the numerical solutions in Table 5 , it is noticed that the current new method is more Solving linear Fredholm fuzzy integral equationsaccurate (however we can use more training points or more neurons in hidden layer to obtain better results). Now we replace (5.1) by (6.2), so the unconstrained optimization problem can be solved with the quasi Newton BFGS method. Fig. 9 , shows the exact solution and the approximated solution for t ¼ p, and the numerical results can be seen in Tables 3 and 4 Figure 9 Comparison of the exact and approximate solutions for Example 6.2 ðt ¼ pÞ. 
Þ.
Solving linear Fredholm fuzzy integral equationswhere t 2 ½0; 1. Now we replace (5.1) by (6.3), so the unconstrained optimization problem can be solved with the quasi Newton BFGS method. Fig. 16 , shows the exact solution and the approximated solution for t ¼ 1 2 , and the numerical results can be seen in Tables 6 and 7 , also Figs. 17-22, show the convergence behaviors for computed values of the weight parameters w 1 ; w 1 , bias b 1 ; b 1 and the weights of output layer w 2 ; w 2 for different numbers of iterations.
Conclusion
In this study, we have presented a new method based on feedforward neural networks for solving Fredholm fuzzy integral equations of the second kind. In fact, the original fuzzy integral equation is replaced by two parametric linear Fredholm integral equations which are then solved numerically using neural networks. The main reason for using neural networks was their applicability in function approximation. The analyzed examples illustrate the ability and reliability of the presented method. Solving linear Fredholm fuzzy integral equations
