We revisit the derivation of Knizhnik-Zamolodchikov equations in the case of nonsemisimple categories of modules of a superalgebra in the case of the generic affine level and representations parameters. A proof of existence of asymptotic solutions and their properties for the superalgebra gl(1|1) gives a basis for the proof of existence associator which satisfy braided tensor categories requirements. Braided tensor category structure of U h (gl(1|1)) quantum algebra calculated, and the tensor product ring is shown to be isomorphic to gl(1|1) ring, for the same generic relations between the level and parameters of modules. We review the proof of Drinfeld-Kohno theorem for nonsemisimple category of modules suggested by Geer [12] and show that it remains valid for the superalgebra gl(1|1). Examples of logarithmic solutions of KZ equations are also presented.
Introduction
Drinfeld -Kohno (DK) theorem [1] - [4] states braided tensor equivalence between categories of modules of, on the one hand quasitriangular quasi-Hopf universal enveloping algebra associated to a simple Lie algebra g with associator and braiding defined through Knizhnik-Zamolodchikov (KZ) equation with quantum deformation parameter h, and on the other hand of quasitriangular Hopf h-quantized universal enveloping algebra associated to g. In a sense, the quantization parameter h in the latter algebra is moved by equivalence from quantum deformation of universal enveloping algebra to the deformation of associator arising as monodromies of KZ equation solutions associated with the representations from the category, in the former. This theorem was proved by Drinfeld using series expansion in h around zero, and is valid for generic values of this parameter. The equivalence of categories for all values of h including the non-generic ones was proved by Kazhdan and Lusztig in the seminal series of papers [5] for negative values of h, and extended after that to positive ones by Finkelberg [6] The interest to this equivalence of representation categories was renewed in the context of attempts to understand representation theory of logarithmic conformal field theories [7] , [8] or of logarithmic vertex operator algebras (VOA) -their mathematically rigorous incarnation (see e.g. [9] and references therein in for mathematically oriented, and [10] for physically oriented reviews). One of the main ingredients which differ logarithmic VOA from rational ones is essential role played by reducible but indecomposable modules. The current understanding of representation theory of logarithmic VOA is far from being complete. Since set of intertwiner operators of VOA satisfy KZ equations, analogs of DK theorem, and especially its extension to all the values of deformation parameter, can add to understanding of the representation theory of logarithmic VOAs. The VOA related to the affine Lie superalgebra gl(1|1) ∨ is one of the archetypical examples of logarithmic VOAs [11] . This motivates to start from DK theorem for this algebra for suitable category of representations, for generic values of the affine level, with a hope to extend analysis of this example beyond the scope of generic values, with further extension to logarithmic VOAs. The description of the category of modules we consider and restrictions on their parameters corresponding to situation of generic level (deformation parameter) will be given below.
Of course, the question about DK theorem for superalgebras was addressed before. It turns out that direct copy of Drinfeld's proof of DK theorem for Lie superalgebras is impossible because of the obstacles explained in particular in [12] . Nevertheless the author succeeded to prove DK theorem for the classical superalgebras applying Etingof-Kazhdan approach to quantization [13] - [15] as a bridge for tensor equivalence. We refer to [12] and references therein for details, which will be reviewed below.
The main object which makes the equivalence of categories explicit is the twist F . Its explicit, non perturbative in h construction in the case of simple Lie algebras is difficult. Some attempt of such explicit construction for simple Lie algebras known to us, without proofs that the constructions indeed implement full braided tensor equivalence, is [16] . It is based on basis dependent fundamental representations projectors of simple Lie algebras. Our way of rigorous proof of tensor equivalence is a repeat of the proof of Geer with a trivial argumentation why it works for the case of non semisimple Lie superalgebra gl(1|1), which formally not in the list of superalgebras he considered.
The main result of the paper is the Theorem 5. It claims that for the superalgebra gl(1|1) two non-semisimple categories of modules are braided tensor equivalent. The first one is the Drinfeld category D generated by the typical T e,n , atypical A n , and projective P n modules, such that the parameters e i satisfy e i /κ / ∈ Z and (e i + e j )/κ / ∈ Z\{0} for any i, j, and the second is the tensor category C κ of corresponding modules T κ e,n , A κ n , P κ n of quantum group. The paper is organized as follows. In the next Section 2 we review the main steps of derivation of KZ equations, first in operator form for intertwining operators, then -for correlation functions of intertwiners. There is almost no difference in it compared to Lie algebra case when non-semisimple finite dimensional modules are included. In the Section 3 we define Drinfeld category D for any Lie (super)algebra, and its tensor ring structure in the gl(1|1) case for three types of gl(1|1)-modules. The main part of this section is the proof of existence of associator in the gl(1|1) case with its standard properties, as well as the braiding. The Section 4 defines the category C κ of corresponding U h (gl(1|1)) quantum group modules with its tensor product ring and other braided tensor category structures. The Section 5 reviews different aspects of proof of equivalence of the two categories of modules. Some perspectives of continuation of this research is summarized in the Section 6. Many technical details, such as bases of the representations, solutions of KZ equations, their asymptotic needed for the proof of associator existence are collected in the Appendix A 7. Similar technical information about the quantum group side, including the proof of the tensor product ring structure of the modules in specified bases one can find in the Appendix B 8.
For the rest of the paper we make an important remark:
The proofs of statements and theorems cited below as known do not use the fact of algebra semisimplicity or semisimplicity of the category of its modules under consideration. The cases where it requires different proofs or leads to different results (like as in analysis of asymptotic solutions of KZ equations) are considered in details. Modifications of proofs related to the fact that we deal with superalgebra are trivial and do not change the cited statements of known theorems. The only needed modifications is in definition of Z 2 graded commutator
and the manipulations with tensor products
where p(x) is the parity of the object x. An exception from this general rule appears in tensor product decomposition of Z 2 graded modules which sometimes involve parity reverse operator. (It will be explained in the proper cases below)
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Generic κ KZ equation
Below we recall standard derivation of operator KZ equation for intertwiners of any affine algebra g with some remarks specifying the super case, for affinization of any category of finite dimensional g-modules (possibly indecomposable) at generic κ. By κ we denote the inverse quantization parameter discussed above κ = h −1 = h ∨ + k, h ∨ is dual Coxeter number and k is the level of affine (super)algebra g. We also recall standard derivation of KZ equations for correlation functions. The fact that some of modules are indecomposable doesn't hamper to repeat the standard steps of derivation for generic κ (see [17] chapter 3 for a review). In the case of gl(1|1) we have h ∨ = 0 and generic means generic values of k which will be specified below.
Intertwining operators
Let g be a simple Lie (super)algebra. Let M p be a finite dimensional indecomposable (possibly reducible) g-module, p -some set of parameters which characterise the module. The module is weight: ∀u ∈ M p , hu = λ u u for some λ u ∈ C. We assume that Casimir element Ω of U(g) can act non diagonally and we decompose Ω = C d + C nil where C d acts diagonally with the same eigenvalue λ p on all the vectors of the module, and C nil is a nilpotent part of non-diagonal action: (C nil ) n = 0 for some n. In the case of non super algebras Lie M p is assumed to be a highest weight module and C nil = 0.
In what follows all commutations and tensor products are understood as Z 2 graded for the case of superalgebras. We consider induced modules M p,k = Ind g g ≥0 M p , for generic k , where the action of g >0 = g ⊗ tC[t] is trivial, and the action of g 0 = g⊕kC is such that it is isomorphic to the action of g for the first summand, and is multiplication by k -for the second. By generic κ = k + h ∨ we can take for example k / ∈ Q for simple Lie algebras, or some other suitable choice that depends on the module parameters p, for simple Lie superalgebras g. A general statement then is that M p,k remains indecomposable after the induction.
Assume we can classify all g-homomorphisms of the form g :
We want to lift them to g-intertwiners. Our consideration will be restricted to the special class of intertwiners. Recall that in the case simple non-super algebras, for the picture of complete braided tensor category (BTC) structure, it is enough to consider affinization of finite dimensional highest weight g-modules (sometimes called Weyl modules), and evaluation modules. We will do the same for superalgebras relaxing the condition that we affinize and build evaluation modules over highest weight irreducible modules: the g-modules are not necessarily highest weight, and may be reducible indecomposable. Almost all the steps of intertwiners construction can be copied from the non-super case. Namely as in the non-super case, we consider intertwiners Φ :
is evaluation module, and ⊗ denotes completed tensor product which consists of all infinite expressions of the form
and v i ∈ M p (z). The intertwining property means
We require that this intertwiner will be a lift of non affine intertwiner g :
One can prove that such lift exists and unique: using the fact that because of annihilation condition of
The last, for generic k, is isomorphic to M p 0 ⊗ M p . Therefore Φ g (z)w is uniquely defined by its zero grade component. Then we define the homomorphic action of Φ g (z) on any x∈g,n
It defines an g-intertwiner. More general intertwiners usually considered in VOA framework, where they are (in the logarithmic VOA V case) of the form
where W i are some V -modules. The relation of our category of intertwiners of affine Lie superalgebras modules to corresponding VOA modules is a separate VOA problem which is not addressed here.
The next standard step is to extend this g-homomorphism to g-homomorphism, where g is the standard extension of g by affine derivation d = −L 0 , with L m defined by Sugawara construction.
where h ∨ is a dual Coxeter number of (super)algebra 2 , and Bg-invariant (super)symmetric non-degenerated bilinear form. If we want to extend the intertwining homomorphism Φ g (z) to g-homomorphism we have to twist it. We define two twisted intertwiners:
They remain intertwiners with image in
respectively. In the case of irreducible highest weight modules M p i with highest weight p i these twists reduce to the standard scalar factors twists Φ g (z) = n Φ g (n)z −n−∆ , ∆ = ∆(p 1 ) − ∆(p 0 ) − ∆(p), and the same for Φ g with ∆(p 1 ) − ∆(p 0 ), where ∆ i = p i ,p i +2ρ 2(k+h ∨ ) . (The factor z ∆(p 0 )+∆(p) is moved to the definition of Φ g (z) by the first and the last parenthesis factors.)
For the restricted dual M * p and its evaluation module M * p (z) ∼ = (M p (z)) * which are assumed to be well defined, we can take any vector u ∈ M * p , define Φ g u (z)w = 1 ⊗ u, Φ g (z)w , w ∈ M p 1 ,k and regard it as an operator Φ g u (z) : M p 1 ,k → M p 0 ,k . Then the proof of the theorem [18] , [19] about the operator form of KZ equation which says that
(summation is over the basis B of g) generalizes to the case of indecomposable modules M p i actually without changes. Recall the proof. Obviously the intertwining relation (2.2) is satisfied for Φ g (z) as well. Applying contravariant bilinear form in the space M p this relation can be written as
then in terms of these currents the last intertwining property takes the form
(plus sign corresponds to |ζ| < |z|, and minus sign -to |ζ| > |z|). Now we write the d-invariance property of Φ g u (z):
which is the same as
We can continue by Sugawara construction
The last two terms cancel because they can be written as
is a Casimir element of the algebra g. This completes the proof. Note that this modification compared to semisimple case automatically leads to logarithms after the Taylor expansion of matrix exponent:
where n is the order of nilpotency of C nil . But we will use the operator form z αΩ in what follows.
KZ equation for correlation functions
The way from operator KZ equation to the KZ equation for correlation functions is now completely the same as for simple modules case. Recall the main steps. In order to define correlation function consider the modules M q i ,k , i = 1, ..., N, and
i ] be an intertwiner as explained above, where M q i (z i ) is evaluation module. We consider the homomorphism
This formula for homomorphism makes sense at least being understood as formal power series in z 1 , z 2 , ..., z N and their logarithms.
If we take λ N = λ 0 then we get the g invariant subspace V g . This sort of projection of Ψ on such a subspace, with some chosen
(the vector u 0 | ∈ M * p 0 ,k [0] ) Taking into account the remark (2.8) we can say that ψ here is defined as a formal power series: it belongs to
]. Equivalently one can define correlation function as C-valued if choosing u i ∈ M q i , i = 1, ..., N, we define
In particular one can take M p 0 ,k = M p N ,k to be the scalar representation M 0 , i.e. M p 0 ,k , M p N ,k -induced vacuum modules with the zero grade vector u 0 , and define V -valued correlation function.
The main theorem proved in [19] for simple highest weight modules of (non super) algebra, claims the KZ equation on (2.10) in the form 
Here we denote tensor Casimir
(the lower indices i, j indicate the spaces of the tensor product in V where the generators x a act.) and z N +1 = 0. Recall that the vectors
Here we use the super tensor product which for two matrices A αγ and B βδ is defined as
where the indices lifted to exponential of (−1) are parities of corresponding indices in Z 2 graded vector spaces. The main difference compared to the usual non superalgebras and irreducible finite dimensional highest weight modules is that Ω ij can act now non diagonally on the modules. In this sense they are not eigenvalue numbers but operators. With the assumption that u N +1 is the vector of scalar representation (at least in the sense described in the footnote) the last term in (2.13) disappears, and the equation we will deal with in what follows
The proof of the theorem claiming (2.16) for correlation functions for superalgebras with non-semisimple modules is a copy of the proof in the case of simple modules over usual Lie algebras. The proof uses commutation relations (2.7) and the fact that u 0 , u N +1 are zero grade states.
Looking for solutions for ψ ∈ V g is not the only option. One can get a set of solutions when ψ is projected onto some weight subspace ψ ∈ V λ of weight λ. Usually, when the spaces M p i are highest weight ones µ i , the solutions with values in the space (V n + ) λ are considered. 4 . Usually level one solutions for N = 3 already give solutions with a basis of hypergeometric functions. But in order to see such hypergeometric solutions in V g , one has to take at least N = 4 correlation functions.
Important particular case of KZ equation when it becomes an ordinary differential equation, is the N = 3 case. As one can show (see e.g. [17] ), in this case any solution of KZ equation can be written as
where f (z) ∈ V satisfies the differential equation
For the irreducible modules M q 1 , ..., M q N of highest/lowest weight there is a classification and explicit form of solutions of KZ equation for specified level of weights in root lattice grading. Level zero solution is always of the form
Solutions of higher levels of KZ equations in the case of highest or lowest weight modules M λ i at generic κ one can obtain by the following procedure. (We consider highest weight modules). Define multi-valued function
and fix a closed contour C in t complex plane not containing any of z i , and having a continuous branch along C. Example of such contour is Pochhammer contour for two z a , z b . Existence and classification of such contours is known for semisimple case, but is a non trivial question for non semisimple case. Then a general level one solution Ψ 1 (z 1 , ...z N ) can be obtained as
is the highest weights tensor product, and the step operator f r acts on the rth component of tensor product. The proof is by direct calculations. Explicit realization of this solution gives rise to integral representations of hypergeometric functions 2 F 1 . Level l solution can be similarly generated by integration of operator valued differential l-forms. The answer in this case is much more involved [20] . For the case of semisimple categories of finite dimensional g-modules at generic level κ the most important statement says that the monodromy of KZ equations gives rise to braided tensor categories, and that they equivalent to the categories of specific quantum group representation. One of the ways to see it for generic level case was worked out by Schechtman and Varchenko [21] using the integral formulas of the KZ solutions by analysis of geometry of integration cycles. Can the same be done in the case of non-semisimple categories of g-modules when solutions involve logarithms? We are going to address this question elsewhere.
All the construction above treats z i as formal variables. There is a theorem proved for KZ equations in semisimple case that ψ is an analytic function of z i in the region |z 1 | > |z 2 | > ... > 0. This analyticity should be modified in the non semisimple case because of presence of logarithms in intertwiners mode expansions.
Consistency and g-invariance of KZ equation, as in semisimple case, follows from g-invariance of Casimir operator. It has an important practical application: in order to find the full set of independent KZ equations for a given correlation function one should find the basis of invariants of the space V -the set of tensor product vectors annihilated by all the generators of g, and then project the equations on these vectors. One can find some examples of such calculations in Appendix 7.3. Explicit construction of tensor category structures of solutions of KZ equations requires calculations up to N = 4 -four point correlation functions.
The final goal is investigation of monodromy properties of solutions of KZ equation. By this we mean the following. The system of KZ equations being consistent can be interpreted as a flat connection in the trivial vector bundle with the fiber V over the configuration space
For any path γ : [0, 1] → X N we denote by M γ the operator of holonomy along γ. It can be considered as an operator in V and it depends only on homotopy class of γ, or as operator of analytic continuation along γ. From g-invariance of Ω follows that for any γ M γ : V → V is a g-homomorphism. If V is completely reducible, then it means that M γ preserves subspace of singular vectors in V and is uniquely defined by its action on this subspace.
Drinfeld category of gl(1|1) modules
In this section we consider the KZ equation as an equation on functions
and show the explicit structure of non semisimple Drinfeld category D of gl(1|1) modules. The objects of D are typical T e,n , and atypical P n , A n modules, with restrictions on the parameter e of typical representations which will be specified below. P n will be called projective, because they are projective covers for A n . The structure of braided tensor category (D, ×, 1, λ, ρ, σ) is defined as follows. The bifunctor D × D → D is the tensor product of the modules and is well known:
Here and below M ′ for a module M means its Grassmann parity reversal. The normal parity for the modules are chosen in the following way. We see that one should include in the category the modules obtained by the parity change functor Π. It means the above tensor rules should be completed by the copy of them with the obvious action of Π, which we omit for brevity. All the statements below will be proved for the part of tensor ring (3.1), and is identical for it parity change completion. We assume the highest weight of the two dimensional typical module T e,n (e = 0) to be grassmann even, as well as the one dimensional atypical module A n , and the top vector of the projective module P n to be also even.The unit object of D is 1 = A 0 is simple, and as follows from (3.1) the functorial isomorphisms λ :
. This isomorphism is defined using asymptotic solutions of KZ equations. The braiding σ : X ⊗ Y → Y ⊗ X of any two objects is defined by σ = P e iπΩ 12 /κ where P is graded permutation. The prove of coherence theorem for associator, i.e. pentagon and triangle relations for monoidal structure becomes standard after the explicit construction of associator, as well as the proof of hexagon relation for braiding. First we briefly recall the monodromy structure and asymptotic solutions of KZ equations for semisimple category of modules. The system of KZ equations can be interpreted as a flat connection in a trivial vector bundle with a fiber
is called the monodromy operator. We have such M γ as a monodromy representation of the fundamental group π 1 (X N , z 0 ) in V . The dependence on the base point z 0 can be eliminated by conjugation, because X N is connected. But the fundamental group 
. For example, for the γ which exchanges z 0 i and z 0 i+1 we will haveM ± i (z 0 ) =M ±1 γ i . The fact that the operatorš M ± i called half monodromy operators satisfy the equationš
The (half)monodromy operators being independent on the choice of base point, can be calculated with a specific choice of it. One of the convenient choices of the base point is z 0 :
We will need also another choice of the base point for N = 3 correlation function below. We fix the region D ⊂ X N ,
There is an isomorphism between the space of V -valued solutions Γ f (D, V KZ ) of the KZ equation in the region D and V : for any z ∈ D the solution ψ(z) is this isomorphism. It is useful to make the following change of variables.
All u i are positive on D. One can see that z → u is one to one map with inverse polynomial map, therefore any analytic function f (z) on D can be considered as analytic function of u on some subset D u ⊂ C N containing the origin. If we have a curve z(t) such that z(t) → 0 when
We define the asymptotic of a function f (z) in the region D 1 (z) :
where o(z) considered as a V -valued function of u in some neighborood of the origin is regular and o(u = 0) = 0. We will sometimes put z N = 0. If f is translation invariant then
The special case important for the proof of associator existence is N = 3. The KZ equation takes the form of ordinary differential equation in one variable. In terms of the variables (3.2)
We introduce the function f defined by 5
Using the fact that all Ω ij commute with Ω 12 + Ω 13 + Ω 23 one can see by direct calculation that f = u −(Ω 12 +Ω 13 +Ω 23 )/κ 1 ψ depends only on x = 1 u 2 +1 and is u 1 , u 3 independent. Thus we get one ODE for the V -valued function f (x)
The asymptotic regions D 0 (z), D 1 (z) correspond to x → 0 and x → 1 respectively. The existence of asymptotic solutions of KZ equation as they are defined above is the main tool for the proof of existence of associator.
where {V i } -any combination from the set {A, P, T }. If 2e i / ∈ Z and e 1 + e 2 / ∈ Z\{0} in the case V i = T , i = 1, 2 in V , then for every eigenvector v ∈ V of Ω 12 there exists unique asymptotic solution of (3.5) around 0 corresponding to v and this correspondence gives isomorphism φ 0 :
Proof. We apply Lemma 1 or 2 , considering all possible 6 combinations (up to a permutation) of V 1 , V 2 : T e 1 ,n 1 ⊗ T e 2 ,n 2 , T e 1 ,n 1 ⊗ P n 2 , P n 1 ⊗ P n 2 , T e 1 ,n 1 ⊗ A n 2 , P e 1 ,n 1 ⊗ A n 2 , A n 1 ⊗ A n 2 . The explicit form of the function solution φ(x) is not important at this point, but one can find it in the Appendix A. All we have to do is to check, case by case, the applicability of Lemmas 1,2. Isomorphism to the space Γ f (D, V KZ ) of KZ solution follows by linearity. The following data is obtained by direct diagonalization of Ω 12 on the basis of V 1 ⊗ V 2 .
1. T e 1 ,n 1 ⊗ T e 2 ,n 2 . When e 2 + e 1 / ∈ Z there are no Jordan blocks and the eigenvalues are λ 1 = δ ++ 12 , λ 2 = δ −− 12 , with two eigenvectors for each of them. Here and below δ αβ ij = e i e j + e i (n j + β/2) + e j (n i + α/2). The difference λ 1 − λ 2 = e 1 + e 2 / ∈ N and by the Lemma 1 there are four asymptotic solutions for four different eigenvectors.
When e 2 + e 1 = 0 there is one eigenvalue e 1 (n 2 − n 1 ) − e 2 1 with two eigenvectors without Jordan block and two other ones with Jordan block of size 2. By the Lemma 2 there are four asymptotic solutions.
We cannot prove existence of asymptotic solutions using Lemma 1 in the case e 2 + e 1 ∈ Z\{0}, but this case, from the perspective of affine Lie superalgebra, exactly corresponds to what we call non generic case of representations [10] .
2. T e 1 ,n 1 ⊗ P n 2
The set of eigenvalues are λ 1 = e 1 (n 2 − 1) and λ 2 = e 1 (n 2 + 1) with the difference 2e 1 / ∈ N. Each of them correspond to two eigenvectors without Jordan block and one Jordan block of size 2. By the Lemmas 1,2 there are asymptotic solutions for each eigenvector.
3. P n 1 ⊗ P n 2 There is one eigenvalue λ = 0 with the following structure of eigenvectors: there are 3 Jordan blocks of rank 2, one Jordan block of rank 3 and 7 eigenvectors without Jordan block structure. Again the condition λ + N is not an eigenvalue is satisfied, therefore by Lemmas 1,2 there are asymptotic solutions corresponding to each eigenvector. 4 . T e 1 ,n 1 ⊗ A n 2 There is one eigenvalue λ = e 1 n 2 with two different eigenvectors without a Jordan block. Lemma 1 is applicable. 5. P ,n 1 ⊗ A n 2 There is one eigenvalue λ = 0 with four different eigenvectors without a Jordan block. Lemma 1 is applicable. 6. A ,n 1 ⊗ A n 2 There is one eigenvalue λ = 0 with one eigenvector. Lemma 1 is applicable. Proof. The proof is based on the Lemma 3 that replases the Lemmas 1,2 in the proof of Theorem 1.
As we see, there are specific cases 2e i ∈ Z and e 1 + e 2 ∈ Z\{0} for parameters of typical representations when we are not able to guarantee the existence and uniqueness of asymptotic solutions by Lemmas 1,2,3. We notice that for affine gl(1|1) (where the we always can put κ = k = 1) these cases correspond to reducibility of the induced affine modules, and as we said above, we exclude these cases in the process of derivation of KZ equation.
Proposition 1.
With the restrictions on the parameters of typical modules as in the Theorem 1 there is an isomorphisms of the spaces
which will serve the associator in the Drinfeld tensor category.
Proof. The first isomorphism φ 0 :
is defined by the correspondence between the eigenvectors of Ω 12 in V and asymptotic solutions of KZ equation (3.5) around x = 0 established by the Theorem 1. The second isomorphism φ −1
is the inverce of the isomorphism φ 1 established by the Theorem 2.
Remark 1. One can easily see that the associator (3.6) is trivial (equal to 1) when one of the spaces V i , i = 1, 2, 3 is one dimensional, as for example in the cases 4,5,6 of the proof of the Theorem 1.
Theorem 3. For any quadruple of objects V i , i = 1, ..., 4 in the gl(1|1) Drinfeld category D, with the restrictions on the parameters of typical modules 2e i / ∈ Z, e i + e j / ∈ Z\{0} for any pair T e i ,n i , T e j ,n j , the isomorphism α 1,2,3 (3.6) satisfies pentagon equation 3, 4 (3.7)
The proof is based on decomposition of pentagon diagram into triangle ones, and each triangle is a commutative diagram which includes as a part the isomorphism (3.6). The proof uses only the fact of existence and uniqueness of invertible associator irrespectively of details of its construction from asymptotic solutions. We refer to the books [22] , p.25, or [23] , p.545 for details of the proof, which is independent on concrete form of asymptotic solutions but only on the fact of their existence.
Recall the standard derivation of braiding σ X,Y from half monodromy of KZ solutions. Since the solution of KZ equations for N = 2 is a function of difference z 2 − z 1 , one can represent the braid group B 2 generator σ 1,2 by the loop z(s) = (z 1 (s), z 2 (s)), As before the exponent is understood here as classical series
n! , which converges on Aut(V 1 ⊗ V 2 ) because of the nilpotency of non diagonal part of Ω 12 acting in any tensor product of vectors. Therefore if we put s = 1 in the last equation we get the monodromy representation of braid group
It is straight forward now to generalize this representation of braiding through half-monodromy of KZ solution to N > 2.
Theorem 4. For any triple of objects V 1 , V 2 , V 3 in the Drinfeld category D with the restrictions on parameters of V i = T e i ,n i as above, associator α 1,2,3 and braiding σ 1,2 :
Moreover the half monodromy operatorsM 1 acting on V 1 ⊗ (V 2 ⊗ V 3 ) defined above coincide with α −1 1,2,3 σ 12 α 1,2,3 .
The existence of the universal form of the representation of braiding (3.10), (3.11) allows to apply the same proof as in the case of semisimple categories. We refer to [23] , p.547 for details of the proof.
There is an interesting explicit representation of the associator written in terms of Pexponential. It was suggested by Drinfeld and a proof that this is indeed an associator can be found in [24] 
Unfortunately even in the case of gl(1|1) superalgebra an explicit calculation of this expression is hard and leads to a complicated series and interesting algebraic structure [25] which we will not discuss here.
Braided tensor structure of this category is standard for modules category of quasitriangular Hopf algebra: trivial unit object, trivial associator and unit morphisms, and braiding morphisms σ V,W = P R V,W where P is super permutation. The proof is standard, and doesn't refer to any particular data and we refer to textbooks, for example to [23] . For the correspondence with the Drinfeld category we mention the functorial isomorphism β ± X,Y,Z :
It satisfies
Then the functorial isomorphisms
satisfy the relation
We can summarise the construction of Drinfeld category by the following proposition based on the Theorems 1,2,3,4.
Proposition 2. The category D of typical, atypical and projective gl(1|1)-modules with the restrictions on typicals 2e i /κ / ∈ Z and (e i + e j )/κ / ∈ Z\{0} is braided tensor category with the structures as described above.
With these structures category D of gl(1|1)-modules will be considered as category of modules of the algebra denoted by A g,Ω , (g = gl(1|1)).
Category C κ of U h (gl(1|1))-modules
We denote iπκ −1 = h. The structure of quasitriangular h-adic Hopf superalgebra A = U h (gl(1|1)), κ ∈ R × , is defined by the following commutation relations of its generators ψ ± , N, E
where exp(±Eh) is understood as its Taylor series around h = 0 (κ = ∞). The Hopf algebra structure is defined as follows. Coproduct
and antipode
The algebra U h (gl(1|1)) is quasitriangular. One can choose the universal R-matrix R : A⊗A → A ⊗ A in the form
It satisfies the standard quasitriangular Hopf algebra relations
As any quasitriangular Hopf superalgebra U h (gl(1|1)) induces braided tensor category structure on the category of finite dimensional modules provided the latter is closed under the tensor product functor. Proposition 3. Restrictions on κ and parameters e of typical modules 2e i / ∈ Z, e i + e j / ∈ Z\{0} is enough for the category C κ of (equivalence classes of ) the modules T κ e,n , P κ n , A κ n to form a tensor product ring isomorphic to the tensor product ring (3.1) of the modules T e,n , P n , A n . (See Appendix B 8 for definition of the tensor category C κ in a specified basis.)
We check this by direct calculation in Appendix B 8 using explicit basis of three types of representations. It is shown that with the restrictions on parameters mentioned in the theorem the same tensor product decomposition works in the quantum case, and the tensor rings are isomorphic.
Proof of braided tensor equivalence
The main result of this paper is the following theorem.
Theorem 5. The categories of modules D and C κ are braided tensor equivalent categories.
In stead of detailed proof of this theorem we describe why the standard proof one can find in Drinfeld's paper [3] is in general not applicable in the case of superalgebras, and argue why a different proof found by Geer for classical superalgebras of types A − G [12] works also for gl(1|1) case. We sketch the details of the Geer's proof.
In the previous sections we considered KZ equation for the intertwiners of modules. In a similar way one can define the KZ g equation for the algebra itself. Then one defines quasi-Hopf algebra A g,Ω with the elements from U(g), standard comultiplication ∆, non trivial coassociator Φ and braiding defined by monodromy of KZ g solutions. We recall a proof of braided tensor equivalence of U ih (g) and A g,Ω for g -non-super Lie algebra. This proof is based on the proof of existence of the invertible element F h ∈ (U(g) ⊗ U(g)) [ 
If one requires that ∆ h = ∆(modh) where ∆ is the usual comultiplication in U(g), then using the fact that H 1 (g, U(g) ⊗ U(g)) = 0 for simple Lie algebras, one gets that there must exist We would like them to be the same as of the algebra A g,Ω , i.e ∆ -the trivial coproduct of U(g).
The standard properties of quasitriangular quasi-Hopf algebras are used to prove that all three structures can fit to the required ones of A g,Ω using the existing twist element F h . Explicitly the twist equations are
Therefore the braiding equivalence prove is equivalent to a proof of existence of invertible F h which satisfies the equations (5.3) -(5.5). The equation (5.5) is the most important one. However explicit solution of the equations (5.3) -(5.5) is a very hard problem, which requires an explicit form of associator for the category of considered modules. All we are able to do in this context is to prove its existence, in a way described above. One of the problems to repeat these arguments of twist F h existence for a superalgebra case, is that the vanishing of the first cohomology H 1 (g, U(g) ⊗ U(g)) = 0 used above doesn't not hold in general for superalgebras, in particular for g = gl(1|1), (see for example [26] ). We recall the way which avoids to use this cohomology fact for superalgebras suggested by Geer [12] .
The tensor equivalence is proved using another way of U(g) quantization worked out by Etingof and Kazhdan (EK) [13] -[15] 6 . A bit cumbersome way of the proof of braided tensor equivalence of representations categories for superalgebras of the types A − G for generic κ was suggested by Geer [12] . We briefly sketch it, and argue that it works also for gl(1|1) case, which is formally not in the A − G series. The main idea is to use an intermediate step of equivalence with category of another algebra representations, obtained by EK quantization.
First one defines the superalgebra A Ω,κ which is topologically free quasitriangular quasi-Hopf superalgebra built from g, and the Drinfeld category of modules D g is braided tensor category of its modules with the structures described above. On the first way of quantization one constructs the forgetful functor F : D g → A, from Drinfeld category to the category of topologically free C[[h]]-modules A:
It is a tensor functor, i.e. there exists a family of isomorphisms F V,W , V, W ∈ M g such that
where i ± is a coproduct defined on the highest (lowest) weights of the typical modules as i ± (v ± ) = v ± ⊗ v ± , and β is the morphism given by τ e Ωκ/2 . The proof that this F satisfies the requirements on tensor functor is the same as in [13] . Moreover, the functor F can be thought of as a forgetful functor F (V ) : V → Hom Dg (U(g), V ). Being tensor functor, it induces the bialgebra structure on the target. Therefore it induces superbialgebra structure on U(g) [[h] ]. In addition it is proved in [12] that F defines H -quasitriangular Hopf superalgebra structure on U(g)[[h]] with the R-matrix R = (F op ) −1 e κΩ/2 F . This R is polarized, i.e. R ∈ U h (g + ) ⊗ U h (g − ). This is a quantization of superbialgebras g ± -Hopf sub-superbialgebra of H. Two important features of this construction is that U h (g ± ) are closed under coproduct, and that this quantization commutes with taking the double:
Next steps of the EK-quantization is to equip all elements of the previous construction with the h-adic topological space structure given by C[[h]]. We omit the details and refer the reader to [12] , section 7. As a result one has topological space objects induced by the previous construction: the tensorfunctor F , with the set of twists F V,W , topological Hopf superalgebra H which is a quantization of Lie superbialgebra g, U h (g + ) which is a quantization of Lie superbialgebra g + and is closed under multiplication and coproduct in H. The summary of this topological equipment is that adding these h-adic topology doesn't change the structures and one gets the isomorphism U h (g + ) ∼ = U h (g + ).
As it was proved in [14] , this situation guarantees functoriality of EK quantization: there exists a functor from the category of quasitriangular Lie superbialgebra over C to h-adic quasitriangular quantum universal enveloping (QUE) superalgebra over C [[h] ]. Moreover, copying again the theorem proved in [13] based on this functoriality, one can prove isomorphism of these quantisation as Hopf algebras. Now the fact that quantization commutes with taking the double can be extended : the EK quantization of finite dimensional Lie superbialgebra g + satisfies D(U h (g + )) ∼ = U h (D(g + )).
Next step is a proof that the described EK quantization is isomorphic to Drinfeld-Jimbo (DJ) one. It practically means that it is enough to show that EK quantization is given by DJ generators and relations. Here the proof mainly follows the analogous assertion in [15] . The author [12] considers the A−G superalgebras in their distinguished Dynkin diagram realisation. The main subtlety of this step is the presence of additional Serre relations for U q (g) compared to g, and the solution is to check that these additional relations lie in the kernel Ker(B) of bilinear form defined on U q (g) (q = e h ). Fortunately U q (gl(1|1)) does not have additional Serre relations and has unique Dynkin diagram. Up to this subtlety the claim is that QUE superalgebra U h (b + ) (b + is Borel subalgebra) is isomorphic to quantized enveloping algebra over C [[h] ] generated by the standard elements e i , f i , H i (ψ ± , N, E in the gl(1|1) case) with standard commutation and coproduct relations, where the coproduct for e i is ∆(e i ) = e i ⊗ q γ i + 1 ⊗ e i , and suitable γ i ∈ H i [[h]]. The proof again can be copied from [15] . Let U + be U(b + )[[h]] (in general, up to the Ker(B) generated by quantum Serre relations, which are absent in gl(1|1) case). Finally it means (Theorem 46 in [12] ) that QUE superalgebra U h (g) is isomorphic to the quotient of the double D(U + ) by the ideal generated by the identification of H ⊂ U + and H * ⊂ U * + , i.e. to the EK quantization. This completes the proof of DJ and EK quantizations. Now proof of DK theorem is elementary: it is to show that the twist (gauge transformation) of the Drinfeld algebra A Ω,κ by the element F h defined above ( [?]) gives an equivalence of categories of their modules. Given a quasitriangular quasi-superbialgebra A an element F h ∈ A ⊗ A is a gauge transformation if they satisfy equations (5.2) -(5.5). Such transformation generates a new quasitriangular quasi-superbialgebra A F with modified structure described by these formulas. Classical general result for categories of modules says that gauge transformation of quasitriangular quasi-superbialgebras induces equivalence between the braided tensor categories of their modules of finite rank. By definition of the coproduct and R-matrix of the EK quantized superbialgebra U h (g) and its construction described above we have that it is isomorphic to the gauge transformed Drinfeld algebra A Ω,κ . The isomorphism cited above as the Theorem 46 [12] gives the desired equivalence of braided tensor equivalence of categories of modules of U DJ q (g) and of A Ω,κ . Summarizing, we have checked that all the steps of the proof of braided tensor equivalence in [12] can be applied to the superalgebra gl(1|1). It is based on the twist (5.8), which exists and is unique, atleast on the categories of the solutions of KZ equations we consider. Unfortunately the formula (5.8) for twist is not practically useful in explicit calculations because it requires in particular to know the explicit form of associator.
Outlook
The proved braided tensor equivalence of non semisimple categories of A Ω,κ and U h (g) modules at generic values of κ is a preliminary step towards an understanding of relation between corre-sponding modules for non generic values of κ. In this case the problem actually becomes about a correspondence between the categories of modules of logarithmic vertex operator superalgebra V (gl(1|1), κ) and quantum group U q (gl(1|1)). Despite a big progress done in understanding of this correspondence in the last years for non-superalgebraic case, the situation with superalgebras remains, to our knowledge, unclear. Recall that in the known cases of such correspondence for non superalgebras the relevant second partner of the correspondence is restricted quantum group, or in the case of logarithmic VOA, unrolled restricted quantum group [27] , [28] . It would be interesting to understand what is the quantum group partner for V (gl(1|1), κ) -modules category for non-generic values of κ. On a VOA part of the correspondence a rigorous construction of intertwining operators for vertex operator superalgebras at non-generic κ is an important first step (for non-superalgebras it was recently done in [29] ). Another hard problem is to understand practical applicability of vertex tensor categories structures (see [9] and references therein) in concrete cases of superalgebras [30] .
Another interesting problem is a logarithmic generalization of the way to construct all the solutions of KZ equations for corrtelation function including non-semisimple finitely generated modules, by an integration operator as in (2.18) from some minimal set of basic solutions. It is natural to expect as a result logarithmic deformations of hypergeometric functions structures discovered in [21] .
Appendix A
In this Appendix we collect some data about gl(1|1) and details of solutions of its KZ equations. Proof. By not generalized eigenvector we mean that v is not a member of a Jordan block. We check existence and uniqueness of asymptotic solution of the form
Asymptotic solutions of KZ equation
x n v n (7.1)
with some perhaps infinite set of vectors v n . After the substitution of it into the left hand side of the equation (3.5) we get
The right hand side we rewrite in the vicinity of x = 0 as
and now we act by it onto (7.1):
Now we compare the multipliers of the same powers of x in (7.2) and (7.3) and get the infinite set of equations
They can be solved one after another. Indeed, the right hand side of the first equation is a known vector. det[Ω 12 − (λ + κ)Id] = 0 because λ + κ is not an eigenvalue of Ω 12 . Therefore the first equation has a unique solution v 1 . The same arguments can now be applied to the second equation : Ω 23 v 1 is now a known vector. We can solve the second equation for v 2 , which is possible because det[Ω 12 − (λ + 2κ)Id] = 0, for λ + 2κ is not an eigenvalue of Ω 12 . And so on. Thus we find uniquely each vector v i by this recurrent procedure, which proves the statement. We don't discuss the convergency question of the infinite sum of vectors in o(v) because we prove only the existence of asymptotic expansion.
The case of a Jordan block requires more general ansatz. The operator x Ω 12 /κ is a well defined operator on any finite dimensional representation space on which Ω 12 acts nilpotently. In this case the operator
where n is the degree of nilpotency of Ω 12 . Then we can reformulate the lemma in the following way.
Lemma 2. If there is a Jordan block of Ω 12 with eigenvalue λ with the set of eigenvectors v (i) , i = 0, ..., n − 1, Ω 12 v (i) = λv (i) + v (i−1) , (v (−1) = 0) and there are no eigenvalues of Ω 12 such that λ + nκ, n ∈ N, then there exist n asymptotic solutions around x = 0 of the form
Proof. To make the presentation more clear we put κ = 1 and prove the statement for the case of rank n = 2 Jordan block. With a more lengthy formulas the same proof can be repeated for n > 2. The claim of the lemma for f 0 (x) becomes identical to the claim of the Lemma 1, with the same proof and the same form of the vector o (0) (x) = xv 1 + x 2 v 2 + .... Now we prove the lemma for f 1 (x). We show existence and uniqueness of v j , u j , j = 1, 2, ... such that
First we prove existence of the vectors v j . We substitute this ansatz for o (1) (x) into the KZ equation (3.5) . We see that the terms proportional to ln x/x and 1/x cancel. Using the same expansion in powers of x of the term Ω 23 /(x − 1) in before and extracting the terms containing ln x we get the equations
........
As before we can solve these equations for v 1 , v 2 , ... sequentially because λ + n, n ≥ 1 is not an eigenvalue of Ω 12 and the right hand side of these equations are known vectors. After we found v i s we do the same extracting on both hand side of KZ equation the terms which are not proportional to ln x. We get
x : (Ω 12 − (λ + 1)Id)u 1 = Ω 23 v (1) + v 1 , (7.9) x 2 : (Ω 12 − (λ + 2)Id)u 2 = Ω 23 v (1) + v 2 + Ω 23 u 1 , ........
By the same reasons as before the equations can be uniquely solved sequentially for u i . This completes the proof.
In the same way we can prove similar statements about existence of unique asymptotic solutions of the 3.5 equation around x = 1, x < 1.
Lemma 3.
If there is an eigenvector v of Ω 23 with eigenvalue λ, and there are no eigenvalues of Ω 23 such that λ + nκ, n ∈ N, then there exists unique asymptotic solution around x = 1 of the form
in the case this eigenvector is not a member of a Jordan block. For the case of Jordan block of the size n the n asymptotic solutions are of the form
Proof is the same as for Lemmas 1,2. Corollary 1. If the above restriction conditions on the parameters of typical modules are satisfied an equivalent form of asymptotic solutions of (3.5) around x = 0 is
where v t is the same as v in the case when there are no Jordan block structure for the action of Ω 12 , and v b is the bottom vector v (n−1) when there is a Jordan block of size n for the action of Ω 12 .
Proof. In the case without Jordan block this is just change of notations. In the case when there is Jordan block of size n we split Ω 12 = Ω d 12 + Ω nil 12 into diagonal and nilpotent parts and write x Ω 12 /κ = x Ω d This corollary enables to use without changes the standard proofs of BTC structure of category of gl(1|1)-modules with associator and braiding defined through the KZ solutions and their monodromies. The basis for weights of module T e,n is u =↑= 1 0 (even highest weight), and v =↓= 0 1 (odd), and for dual module T * e,n -u * = 0 1 (odd lowest weight), and v * = −1 0 (even). For one dimensional atypical representation A n there is one vector v 0 with the action of the algebra generators ψ + v 0 = ψ − v 0 = Ev 0 = 0, Nv 0 = nv 0 . The algebra action on it explicitly: 
Basis for gl(1|1) and its modules
And the weights of the module
the even vectors are u 1,2 , the odd v 1,2 . This module is self dual. The algebra action on it N · t = nt, N · r = (n + 1)r, N · l = (n − 1)l, N · b = nb,
We will use the following choice of Casimir element
and its tensor analog
where the lower indeces denote the spaces where the generator acts. One can rescale generators in such a way that k will become 1 (if it is not 0), but we will keep it. The generic k will mean e/k / ∈ Z for all the modules involved into correlation function, as well as for all the modules appearing in tensor product decomposition. A remark: the structure of all modules for non generic k for gl(1|1) and their tensor product decomposition is of course well known, but the KZ for this case and its solutions is another (next...) problem.
Conformal dimension of Virasoro primary field h = e n + e 2 . We are going to find basis for invariants of level zero KZ equations for N = 2, 3, 4. Recall that level zero equations in the case of gl(1|1) means that e i = 0, if typical reps are involved in cor. function. In addition the invariants can be classified according to the N-grading of the space of states V of correlation function.
Examples of solutions of KZ equation for correlation functions
In this section we collect examples of explicit form of KZ N = 2, 3 solutions on the space of gl(1|1) invariant functions. This class of solutions is the most interesting in the context of KZ equations for correlation functions of intertwining operators of affine Lie superalgebra gl(1|1) ∨ . Similar calculations has been done in the paper [31] .
There is one invariant for T T correlation function in the basis described above I T T 0 =↑↓ + ↓↑,and the list of invariants for PP correlation function is
The first subindex denotes the value of n 1 + n 2 . (Recall that it is not an eigenvalue of N acting on the tensor product state. The latter is 0 for g-invariant correlation function.) Projection of KZ N = 2 equation onto this basis gives an ODE with solutions f (z 1 , z 2 ) = [A(z 1 − z 2 ) δ 12 /k ]I T T 0 , δ ij = n i e j + n j e i + e i e j (7.21)
for T e 1 ,n 1 T −e 1 ,n 2 correlation function (A is a constant), and solutions f (z 1 , z 2 ) = const × I PP ±1 , for n 1 + n 2 = ±1 (7.22) f (z 1 , z 2 ) = AI PP 0,2 + (2Aκ −1 ln(z 1 − z 2 ) + B)I PP 0,1 for n 1 + n 2 = 0
where A, B are constants. This is an example of logarithms in correlation functions of logarithmic vertex operator algebras. where A ∈ C is a constant, and α, β are eigenvalues of Ω 12 , Ω 23 acting on I respectively.
In the T T P case with n 1 + n 2 + n 3 = 0 solution contains logarithms:
f (x) = Ax δ 12 /κ (1 − x) δ 23 /κ [I T T P 0,1 + (B + e 1 κ (ln(1 − x) − ln x))I T T P 0,2 ] (7.27)
In the PPP case with n 1 + n 2 + n 3 = 0 the solution is trivial f (x) = AI PPP 0,1 + BI PPP 0,2 , A, B ∈ C (7.28)
But in the case n 1 + n 2 + n 3 = ±1 there are logarithms in the solutions:
where A ± , B ± , C ± 3,4 are constants. Another interesting problem is structure of solutions of KZ equations on a wider N-graded spaces, not necessarily invariants of gl(1|1). We will address this problem elsewhere.
Appendix B
Here we will describe the basis and tensor product decomposition of U h (gl(1|1))-modules and will prove the Proposition 3.
We will choose iπκ −1 = h and consider real κ. We use the following matrix basis for the three types of U h (gl(1|1))-modules T κ e,n , A κ n , P κ n included into C κ , as the basis for construction of tensor ring. For The coordinates of the vectors of the four dimensional vector space of this representation are graded as in (7.15) . Let us note that there are many other matrix presentations of P κ n module which can contain some more free numerical parameters.
Proof of Proposition 3. With these basis we can consider decomposition of tensor product of this set of three types of modules using the coproduct (4.1) and show that under some suitable assumptions on parameters of modules they form a ring. The cases A κ n ⊗ A κ n ′ = A κ n+n ′ , A κ n ⊗ T κ e,n ′ = T κ e,n+n ′ , A κ n ⊗ P κ e,n ′ = P κ e,n+n ′ are obvious. More interesting are the remaining three cases. Consider T κ e,n ⊗ T κ e ′ ,n ′ . The calculations of tensor product decomposition of two U ih (gl(1|1))modules T κ e 1 ,n 1 ⊗ T κ e 2 ,n 2 is completely parallel to the same calculations for gl(1|1)-modules. T κ e,n has two states -the highest weight v 1 = | ↑ Grassmann even and v 2 = ψ − v 1 = | ↓ -Grassmann odd. We can start from two vectors w 2 = α 2 | ↑ ⊗ | ↓ + β 2 | ↓ ⊗ | ↑ and u 1 = α 1 | ↑ ⊗ | ↓ + β 1 | ↓ ⊗ | ↑ with constraint α 2 = −β 1 β 2 /α 1 which guarantees their orthogonality. We consider w 2 as highest weight of a grading reversed module, i.e. ∆(ψ + )w 2 = 0. It gives β 2 = −2α 2 e −he 1 sinh(e 2 h). And we consider u 1 as lowest weight module, with Grassmann even highest weight. It means ∆(ψ − )u 1 = 0, which gives β 1 = α 1 e he 2 . Then one can easily check that corresponding lowest weight module of the first (grading reversed) module is 2α 1 sinh((e 1 +e 2 )h)| ↓ ⊗| ↓ , and highest weight of the second module is α 2 sinh((e 1 + e 2 )h)/ sinh(e 1 h)| ↑ ⊗ | ↑ . We see that conditions sinh((e 1 + e 2 )h) = 0, sinh(e 1 h) = 0, which mean e 1 /κ / ∈ Z, (e 1 + e 2 )/κ / ∈ Z\{0} are sufficient for decomposition T κ e 1 ,n 1 ⊗ T κ e 2 ,n 2 = T κ e 1 +e 2 ,,n 1 +n 2 +1/2 ⊕ T κ′ e 1 +e 2 ,,n 1 +n 2 −1/2
In the case e 1 + e 2 = 0 one can check that any vector of the form |t = α| ↑ ⊗ | ↓ + β| ↓ ⊗ | ↑ with α = e he 1 β serves as the |t -vector in the basis of the P κ n 1 +n 2 module of four vectors of the tensor product T κ e 1 ,n 1 ⊗ T κ −e 1 ,n 2 . We see that the tensor product ring composed of the U h (gl(1|1))-modules A κ n , T κ e,n , P κ n is the same as the tensor product ring of the category C κ composed of A n , T e,n , P n for restriction on parameters the same as in the Proposition 3.
