Deep Neural Networks (DNNs) are usually overparameterized, causing excessive memory and interconnection cost on the hardware platform. Existing pruning approaches remove secondary parameters at the end of training to reduce the model size; but without exploiting the intrinsic network property, they still require the full interconnection to prepare the network. Inspired by the observation that brain networks follow the Small-World model, we propose a novel structural pruning scheme, which includes (1) hierarchically trimming the network into a Small-World model before training, (2) training the network for a given dataset, and (3) optimizing the network for accuracy. The new scheme effectively reduces both the model size and the interconnection needed before training, achieving a locally clustered and globally sparse model. We demonstrate our approach on LeNet-5 for MNIST and VGG-16 for CIFAR-10, decreasing the number of parameters to 2.3% and 9.02% of the baseline model, respectively.
I. INTRODUCTION
Recent developments in Deep Neural Networks (DNNs) have made them an integral part of modern day data processing which enable applications such as image recognition [1] , object detection [2] , speech recognition [3] and other applications. To achieve better accuracy, DNNs are increasingly deeper and wider, resulting in higher cost of memory, interconnect and computation. Such a trend poses a significant challenge to deploy DNNs on a hardware platform.
To reduce the model size, network pruning, either threshold based [4] - [6] or loss function based [7] , removes secondary weights from a pre-trained model, which is usually overparameterized. While these methods effectively compress the model, the pruning step does not incorporate the structural property of the network and thus, they cannot control the exact location to be trimmed. Because of that, they still need a redundant network to support all possible connections, when deployed on hardware [8] - [10] .
In this work we aim to address both over-parameterization and the structural redundancy in network reduction. Our inspiration comes from the structural property of the brain model, a complex network both in spatial and time scales [12] . It is believed that the brain network follows a semi-random structure called the Small-World Network [11] . The Small-World model can be characterized by two properties, namely, Clustering Coefficient (C) and Characteristic Path Length (L). The Clustering Coefficient gives the cliquishness of a network, Fig. 1 . The classical LC curve to illustrate the structural property [11] . The Small-World region exhibits high Clustering Coefficient C and low Characteristic Path Length L.
i.e., how clustered a network is, and the Characteristic Path Length gives information on the average shortest path length between two nodes in the network. The amount of rewiring that the network is subjected to is based on the random probability p and follows the binomial distribution. Figure. 1 shows L and C under various randomness in connection, (p). In the region of a Small-World network, the unique property is that C still stays at a high value close to that of a full network, but L significantly decreases. In DNN, such a property implies high accuracy (i.e., high clustering) with sparse connectivity (i.e., low L).
Leveraging such a structural property, we propose to train from a sparse Small-World neural network model and enforce the structural constraint throughout the training, instead of training an over-parameterized network from scratch. We demonstrate our approach in image classification tasks, where we evaluate the algorithm for image datasets MNIST [13] and CIFAR-10 [14] with networks LeNet-5 [13] and VGG-16 [15] respectively. At the same accuracy, we demonstrate a significant reduction in the number of parameters and computations. For example, on our implementation of LeNet-5 for MNIST, the Small-World Model reduces the parameters to 2.3%, lower than [4] ; on VGG-16 [15] for CIFAR-10, the model achieves a reduction in parameters to 9.02%. To summarize, the key contributions of our work are the following:
(1) A structural pruning method based on the Small-World model before training, which prevents the model from moving to a local minimum due to over-parameterization and saves the interconnection cost on hardware;
(2) The combination of both structural properties of a neural network and the importance of parameters to enhance the effectiveness of model reduction;
(3) A scalable, clustered DNN model which provides the ground for efficient hardware implementation with lower memory cost and sparse interconnection.
II. RELATED WORK
DNNs comprise of deep and wide convolutional and fully connected layers that introduce high memory and computation cost on hardware platforms. Reduction of model size to address the hardware cost has been an area of active research for quite some time. We limit the discussion of this section to pruning of networks and Small-World networks.
Pruning: [4] performs pruning by removing unimportant connections from a trained model based on weight importance resulting in a network with large number of zeros. Another work [16] introduces gate variables to impose a constraint on the structure to compress it further. [5] proposes a method to prune channels based on the absolute value of the weights as the metric and retrains the model to regain accuracy. Similar pruning approaches include [6] , [17] . Loss function based reduction methods have been explored in [18] .
Small-World: Prior work has been done in looking at networks as a Small-World model [19] , [20] . But the existing works focus only on feed forward networks and not DNNs. Their approaches focus on rewiring the network for efficient information transfer rather than model compression.
In contrast our work focuses on achieving the goal of a sparse network by using structural properties of a Small-World network to create a sparse structure for DNNs before training and enforcing the structural constraint throughout the process to achieve the final compact and clustered model. The work focuses on achieving high clustering; a property of a regular network; and low shortest path length; a property of a random network. The pruning mechanism is guided and prevents overparameterization of the model. Additionally, it gives insight into the interconnect reduction achieved layer-wise due to knowledge about the sparsity introduced before training, thus helping reduce hardware cost.
III. OUR APPROACH
In this section, we describe the Small-World neural network model proposed to generate the final sparse model for training. We first look into the background on Small-World networks and introduce the terms we use for this work, followed by the implementation of such a model for a neural network structure. 
A. Small-World Neural Network
Small-World Networks: Networks that are neither regular nor random are classified as Small-World networks. They exhibit the following properties; (a) high Clustering Coefficient C and (b) low Characteristic Path Length L. Small-World Networks are formed by introducing randomness into a regular network. The randomness is a measure of rewiring performed in the network based on a rewiring probability p. Rewiring is the process of removing regular connections and adding long range shortcuts from one node to another as shown in Figure. 1. This process increases the efficiency of information transfer within the network. The human brain is a classic example of a Small-World Network [12] .
The classical Small-World paper [11] introduces L and C through the example of friendship networks, where L is the average number of friendships in the shortest chain connecting two people and C reflects the extent to which friends of one are also friends of each other. We take cue from this to define L and C for Small-World Neural Networks as:
(1) Friendship is defined as a weighted connection between two neurons/feature maps in a class and each class as a friendship network.
(2) For fully connected layers Characteristic Path Length L is the number neurons connected to the class (friendships per class), averaged over all the classes. Clustering Coefficient C is the number of classes each neuron is contributing to (friends who are also friends of each other), averaged over all neurons.
(3) For convolutional layers Characteristic Path Length L is the number output features contributing to the class (friendships per class), averaged over all the classes. Clustering Coefficient C is the number of classes each output feature contributes to, averaged over all output features. TABLE I  TERMINOLOGY AND NOTATIONS USED IN THE SMALL-WORLD BASED PRUNING APPROACH FOR DEEP NEURAL NETWORKS. introduce with the definitions for our work. We calculate the defined terms L and C of a neural network based on the above methodology as shown in Figure. 2. We show two output classes which are connected to a cluster of neurons. The L value is calculated as the number of neurons connected to the class, averaged over the total number of possible connections. Hence for the first FC layer L is 7/13 and 8/13. The C value is calculated per neuron basis, if a neuron contributes to n classes then C = n. Hence for the first neuron in Figure. 2, it contributes to 2 classes, thus C = 2.
A similar approach is adopted for convolutional layers with a difference that the output activations of feature maps are taken to evaluate the contribution to a output feature map. A threshold is chosen based on the mean µ and standard deviation σ of the sum of the absolute values of the activations. Feature maps with activations outside the window µ − σ to µ + σ are dropped. In this manner we quantify the properties of the neural network to enable the final goal of a Small-World neural network model.
L class = number of connections/total possible connections (1) L = ΣL class i /Σnumber of classes
C neuron = number of classes contributed to/total classes (3) C = ΣC neuron i /Σnumber of neurons (4)
B. Algorithm
The methodology adopted to convert a regular structure into a Small-World model involves two steps, extraction of the network structure parameters and enforcing the Small-World structure onto the network. The algorithm deals with Fig. 3 . LC Curve for different sparsity using existing pruning methods [4] . A regular network can be pruned till the limit when the clustering property disappears.
the network layer-wise, modeling each layer as a Small-World model.
Extraction Phase: This phase deals with the extraction of network structure properties and the addition of randomness into the structure. We define the algebraic model based on [21] work for regular graph structures.
Consider a layer L in the regular neural network. Small-World model requires three main parameters for the network, namely, randomness probability, degree of the network and number of nodes in the network. We modify the definition of degree and number of nodes to accommodate the structural nature of a neural network.
Let the number of neurons in a particular layer l be N l and adjacent layer l + 1 be M l+1 . The number of nodes from l to l + 1 is N l + M l+1 . The degree of the layer is defined as M l+1 , which gives the number of interconnections in a regular layer of a neural network. The random probability p is user defined and adds randomness to the network. The randomness is calculated through the generation of a binomial random variable based on the random probability p and degree M l+1 . The number of connections to be rewired is calculated as, pa connections to be removed and pb connections to be added, given by
Two random variables are generated, randvar a and randvar b by drawing samples from the binomial distribution function given by,
where p is the number of removed/added connections, n is the degree and k the number of successes. On increasing p, the binomial distribution approximates to be a normal distribution (Gaussian) at high n thus making the randomness more prominent and resulting in reduction of accuracy as shown in Fig. 8 . The base matrix is split into three sections based on a divide factor derived from the degree and the number of nodes as,
to create two matrices ∆a and ∆b. The random matrix is generated as, randvar = ∆a × randvar a + ∆b × randvar b Finally a randomizer matrix Γ is created using the weight matrix W l i,j and randvar as,
Structuring Phase In this phase the neural network is modeled as a Small-World network by introducing randomness into the weight matrix using the randomizer Γ. The obtained randomizer matrix Γ is then multiplied with the weight matrix W l i,j of layer l to obtain the final Small-World model parameters of layer l of the neural network.
where W lsw is the Small-World weight matrix. The sparse structure is obtained by further pruning this matrix for a particular sparsity level θ. The Small-World model allows the removal of more connections due to structuring of the parameter matrix W l i,j resulting in a more sparse structure to start with. This is performed for other layers in a similar manner. For convolutional layers the degree is calculated as the size of the output feature map op l × a l × a l , where op l is output channel depth and a l the width and height of the feature map. The number of nodes for the Small-World structure is taken as op l × ip l × a l × a l , where ip l is the input channel depth. 
IV. EXPERIMENTS
This section deals with the experiments performed to validate the Small-World based pruning for Neural Network. Experiments are performed on standard image classification datasets MNIST and CIFAR-10 on DNN architectures LeNet-5 and VGG-16 respectively. The experiments are done using Tensorflow [22] platform on NVIDIA GeForce TITAN X.
A. Flow of Small-World based Pruning
This section deals with the process of converting a regular Neural network into a Small-World neural network. Figure. 4 gives the flow diagram for traditional pruning and our proposed Small-World methodology. In traditional methods an over-parameterized model is used to start training. Pruning and retraining is done on the trained model to achieve the corresponding final compact sparse model. We perform pruning in such a manner on regular networks and plot the corresponding L and C values for various sparsity metric θ as shown in Figure. 3. We infer that a sparse model exhibits properties L and C similar to a Small-World network, with high C and low L. We propose a new methodology inspired from this observation where we first model the regular network into a sparse Small-World model and then let it train while imposing the structural constraint on it as shown in Figure. 4(b) . This produces an accurate and sparse model with sparsity comparable or better than existing methods. We argue that an over-parametrized network is not a necessity to start training a neural network so as to achieve an optimum model. 
B. Randomness and Sparsity
Figure. 5 shows the variation of L and C with increase in sparsity for a random probability value p = 0.0001. The curve is shown for both FC and convolutional layers of the VGG-16 network. On training a Small-World modeled sparse network we achieve a model with high C and a low L for both type of layers. We argue that for higher layers the clustering is lower due to feature independence while for lower layers all features are mixed and hence all the feature maps contribute to the classes. Figure. 5 denotes the Small-world region in the graph where C is high and L is low showing that our approach produces a well clustered model with high local density and global sparsity as shown in Figure. 6 . The heat map for the FC layer of Small-World modeled VGG-16 network shows local density for the parameters with global sparsity across the locally dense areas. This provides a platform for hardware efficiency with a cross-bar structure depicting the locally dense connections and long range connections cross them depicting the globally sparse connections. We argue that with a sparse Small-World structure having high clustering and low connection density, the number of parameters can be reduced dramatically. This helps in the reduction of the number of interconnections on hardware. Figure. 7 shows the normalized distribution of the interconnect density for VGG-16 network. We find that for higher layers the density of interconnections is ¡20% of baseline model while for the lower layers it is of the order of 40-60%. We argue that this is due to the similarity between Small-World property and interconnection distribution where for lower layers the features are more correlated resulting in higher clustering (C) and connection density (L) as compared to higher layers, resulting in higher hardware cost.
V. RESULTS
In this section we present the results that summarize the advantages of the Small-World based pruning approach.
A. Random Probability Estimation
Small-World Neural network model is defined by the randomness injected into the network based on the network
Small-World Small-World Baseline Baseline
Small-World Baseline Fig. 7 . Layer-wise parameter distribution of the sparse Small-World based VGG-16 model compared to the baseline. Significant reduction in parameters is achieved, reducing both memory and interconnection cost. structure properties. Figure. 8 gives the variation of accuracy with increase in randomness for the network at θ=50%. We choose an optimum p based on the accuracy metric for the network. For LeNet-5 on MNIST we choose p=0.001 due to better accuracy as compared to p=0.01. The sudden drop in accuracy at p=0.01 depicts the increase in randomness causing the network clustering property to fail similar to Figure. 3. A similar approach is adopted for VGG-16 on CIFAR-10.
B. Accuracy and Model Compactness
The final model accuracy for LeNet-5 on MNIST and VGG-16 on CIFAR-10 are shown in Figure. 9 . The accuracy is comparable to the baseline accuracy with a significant reduction in parameters. This provides a compact and accurate model through the Small-World pruning approach. Table. II summarizes the overall result of the Small-World based prun- ing approach. Our approach achieves a model compression of 97.7% for LeNet-5 on MNIST, higher than existing methods. The number of parameters achieved for the Small-world model of LeNet-5 is lesser than that of [4] for a similar accuracy. For Modified VGG-16 [24] on CIFAR-10 we obtain lower number of parameters for a near baseline accuracy as compared to [5] . For regular VGG-16 on CIFAR-10 we achieve a 90.8% reduction in number of parameters for 93.24% accuracy. A locally dense, globally sparse structure provides a promising platform for efficient hardware implementation of Deep Neural Networks. In this work, we propose a novel method based on the Small-World networks to produce such a compact, clustered and accurate model. The efficiency of this method is derived from the randomθ = 86.4% p = 0.01 θ = 86.4% p = 0.01 θ = 72% p = 0.0001 θ = 72% p = 0.0001 ness induced into the network before training, which in turn improves the sparsity and clustering. The pre-defined sparse structure aids the deign of efficient hardware by reducing memory and interconnect cost. This approach produces clustered sparse models which provide structured sparsity to the final network which can model efficient hardware architectures in image recognition applications. We achieve a clustered locally dense globally sparse accurate model with 97.7% reduction in parameters for LeNet-5 on MNIST and 90.8% for VGG-16 on CIFAR-10 datasets.
VI. ACKNOWLEDGEMENT
This work was supported by C-BRIC, one of six centers in JUMP, a Semiconductor Research Corporation (SRC) program sponsored by DARPA.
