Abstract. This paper studies the so-called bi-quadratic optimization over unit spheres min x∈R n ,y∈R m 1≤i,k≤n, 1≤j,l≤m
Introduction
Consider the bi-quadratic polynomial optimization of the form . I stands for the identity matrix in an appropriate dimension. Problem (1.1) arises from the strong ellipticity condition problem in solid mechanics (for n = m = 3) [18, 19, 32, 34, 39] and the entanglement problem in quantum physics. The entanglement problem is to determine whether a quantum state is separable or inseparable (entangled), or to check whether an mn × mn symmetric matrix A 0 can be decomposed as a convex combination of tensor products of n and m dimensional vectors [6] . It has fundamental importance in quantum science and has attracted much attention since the pioneer work of Einstein, Podolsky and Rosen [10] and Schrödinger [33] . The entanglement problem was proved to be NP-hard by Gurvits [15] .
Bi-quadratic optimization (1.1) also has another application. Suppose that (x * , y * ) is a global minimizer and p min is the minimum objective value of (1.1). Let p max be the maximum objective value of (1. is the best rank-one approximation to A; see [30] for details. The best rank-one approximation problem has wide applications in signal and image processing, wireless communication systems, data analysis, higher-order statistics, as well as independent component analysis [3, 5, 7, 8, 14, 20, 27, 40] .
If we fix x ∈ R n in (1.1), then we have a quadratic optimization problem Contributions In Section 2, we show the problem (1.1) is NP-hard. Thus, it is not expected to find a polynomial time algorithm to solve (1.1) for general bi-quadratic form b(x, y). Actually, we have proved a stronger result: there does not exist any polynomial time approximation algorithm that returns an upper bound having the same sign as the optimal value, unless P=NP. In Section 3, we propose various approximation methods to solve (1.1) using semidefinite programming (SDP) and analyze their approximation qualities. For general biquadratic forms b(x, y), we give a . In case that min{n, m} is a constant, we give two polynomial time approximation schemes (PTASs); one is based on sum of squares (SOS) relaxation hierarchy, and the other is based on grid sampling of the standard simplex originally used by Bomze and de Klerk [1] .
In Section 4, for practical computational purposes, we propose the first order SOS relaxation, a convex quadratic SDP relaxation, a simple minimum eigenvalue relaxation method; and give the quality analyses of the three methods with certain rounding procedures.
Some illustrative numerical examples are given in Section 5. We conclude and list a few open problems in the final section.
Complexity analysis: hardness results
Since b(x, y) is a continuous function and the feasible set of (1.1) is compact, the problem (1.1) has a global minimizer (x * , y * ). When either x or y is fixed, the problem is then reduced to an eigenvalue problem and hence can be solved in polynomial time. However, when x and y are both variables, (1.1) is a non-convex optimization problem, since its objective is bi-quadratic and nonconvex. How difficult is to solve (1.1) globally? In this section, we show that the problem (1.1) is NP-hard to solve. We can even prove a stronger result: there does not exist any polynomial time approximation algorithm that returns an upper bound having the same sign as the optimal value, unless P=NP.
We first define a quality measure of approximation ratio:
Definition 2.1. Let A be a polynomial time (in n and m) approximation algorithm to solve (1.1) . For an instance of (1.1), we say A has a relative approximation bound
where p min is the optimal value of (1.1).
In this definition, the closer C to 1, the better the approximation algorithm will be.
Hardness of bi-quadratic optimization
Our main result in this section is the following: 
Proof.
(i) We show the NP-hardness when the bi-quadratic forms are restricted to be square-free and that n = m. To see this point, let G = (V, E) be a graph with V being the set of n vertices and E being its edge set. Then define a square-free bi-quadratic form associated with G as
Let ∆ n = {x ∈ R n + : x 1 + · · · + x n = 1} be the standard simplex. Then we have that
due to a theorem of Motzkin and Straus [24] . Here, α(G) is the stability number of the graph G, i.e., the cardinality of the maximum independent set of G. Therefore, to compute the minimum of b G (x, y) over the bi-sphere is NP-hard, since it is known to be NP-hard to compute α(G).
(ii) We prove this is impossible when n = m. Given any integer vector a, define bi-quadratic form
In the rest of the proof, we restrict (x, y) to be in S n,m . Then we have
In the above, all the inequalities become equalities if and only if x = ±y has the form
and the inequality becomes an equality if and only if at least one of a T x and a T y is equal to zero. So we can see that p min ≥ 0 and the equality holds if and only if the integer vector a can be partitioned into two parts of equal sum, which is known to be NP-hard. Now we prove (ii) by contradiction. Assume such an algorithm A exists. Then for every integer vector a, we apply the algorithm A to the bi-quadratic form b a (x, y) defined in (2.2) and would get a bound p and 0 < C = C(A, a) ≤ 1 such that
Then we can see p min = 0 if and only if p = 0. This implies we can decide whether an arbitrary integer vector would be partitioned into two parts of equal sums in polynomial time, which is impossible unless P=NP.
The proof of item (i) of Theorem 2.2 indicates a stronger result: the problem (1.1) remains to be NP-hard when the bi-quadratic forms are restricted to be square-free and n = m. The item (ii) of Theorem 2.2 says that there exists no problem-data dependent or independent positive relative approximation quality bound (the relation (2.1)) for (1.1). However, there is a problem-data independent positive relative approximation quality bound when the bi-quadratic forms are restricted to be square-free. This will be shown in Theorem 3.3.
Hardness of bi-linear SDP relaxation
Now we propose a natural bi-linear SDP relaxation for (1.1) and discuss its quality. It is easy to see that problem (1.1) can be written as 
Thus, a bi-linear SDP relaxation of (1.1) is
We denote by p sdp the optimal value of (2. 
There must exist an index, say 1, such that (AX *
. Then we must have
Continue this process on X * . There must be an index, say 1, such that
That is, (x * , y * ) is a feasible solution pair for the original problem (1.1) so that
We complete the proof.
Theorem 2.4 shows that we can obtain a solution of (1.1) in polynomial time from a solution of (2.5). Therefore, (2.5) must be still hard to solve.
Corollary 2.5. It is NP-hard to solve the bi-linear SDP relaxation (2.5).
Proof.
Theorem 2.4 shows that the bi-quadratic optimization (1.1) and its bi-linear SDP relaxation (2.5) have the same optimal value. From Theorem 2.2, we know (1.1) is NP-hard, which immediately implies the relaxation (2.5) is also NP-hard.
Our result is in contrast to the bi-linear optimization over two vector simplexes:
The above problem is solvable in polynomial time by simply choosing the minimum element in the matrix A.
Approximation quality bounds
Theorem 2.2 shows that the bi-quadratic optimization (1.1) is NP-hard, and finding an approximate solution with positive relative approximation bound is also NP-hard. But this does not exclude the approximatability when the bi-quadratic form b(x, y) in (1.1) has special structures. This section will give various approximation results when b(x, y) is general or has special features. SDP relaxation methods are important on approximating quadratic optimization problems and has received much attention recently, e.g., [11] , [13] , [16] , [22] , [36] and [38] . Our approximation results are also based on SDP relaxations.
To present our results, we begin with another quality measure of approximation ratio: 
Recall that p min (resp. p max ) is the minimum (resp. maximum) value of the objective in (1.1). We say (1.1) has a polynomial time approximation scheme (PTAS) if for every
One can see that Definition 3.1 is weaker than Definition 2.1 but standard. If p max = 0, then the two definitions coincide each other with C = 1 − .
We will consider the general bi-quadratic form b(x, y) first and give a 1 2max{m,n} 2 -approximation algorithm for (1.1). When b(x, y) has only squared terms in x or y, we will show (1.1) can be solved in polynomial time. When b(x, y) is square-free, we will show (1.1) has an SDP relaxation with a relative approximation bound 1 nm under Definition 2.1. When min{n, m} is a constant, we present two PTASs for (1.1).
SDP approximation bounds based on ellipsoids
Let p min and p max be the minimum and the maximum objective values of (1.1) under the unit ball conditions. Let A be the fourth order partially symmetric tensor defined in Introduction. A bi-linear SDP relaxation of (1.1) is (2.5). Theorem 2.4 actually indicates that this relaxation is tight, namely, given any (X, Y ) feasible for (2.5), one can in polynomial time find feasible solution pairs (x , y ), (x , y ) of (1.1) such that
The bi-linear SDP relaxation (2.5) can be rewritten as 
is the objective value of (2.5) for the feasible pair (
Note that the following relation holds for matrices in S n :
X :
For any scalars λ > 0 and µ > 0, denote Ω(λ, µ) for the optimization problem:
This is a non-homogeneous quadratic optimization over two ellipsoidal constraints. It can be viewed as using an ellipsoidal set to approximate the affine conic feasible set of (2.5), which was first used in Ye [37] and by Fu et al. [13] for polyhedral constrained non-convex quadratic optimization, and more recently by Luo and Zhang [23] for homogeneous quartic polynomial optimization. Note again the relationship between the optimal values
For any optimal pair (X * , Y * ) of (3.3), the linear sum
) to get a smaller objective value. Hence, we have the relation
Thus, if one can compute a feasible pair (X,Ȳ ) for Ω
From the proof of Theorem 2.4, one can, in polynomial time, compute a solution (x , y ) feasible to (1.1) such that
In other words, we are able to get a 
Proof.
From the above discussion, we know it suffices to show that Ω( . To see this, note that (3.3) can be equivalently formulated as the quadratic optimization problem [n(n + 1) + m(m + 1)] − 2 and Q is symmetric. Denote its minimal value by q min . Then q min ≤ 0 as z = 0 is a feasible solution of (3.4). A standard SDP relaxation for the above problem is
This SDP has three constraints, so that an optimal
can be computed in polynomial time such that its rank equals 2 (e.g., see [38] 
Adding these two, together with c
That is, either z * or w * is a solution of relative approximation bound α = 
(
ii) The bi-quadratic optimization (1.1) can be solved in polynomial time if b(x, y) has only squared terms in x, or has only squared terms in y.
(i) When b(x, y) is square-free,p = 0 and φ(X, Y ) is homogeneous, so that p(
) immediately implies the inequalities in (i). On the other hand, when b(x, y) is square-free, we point out that problem (3.3) is polynomial time solvable, since by eliminating variables it can be reduced to maximizing a quadratic form over two homogeneous quadratic inequalities. The latter problem can be solved by the S-lemma; see Ye and Zhang [38] .
(ii) Now we consider the special case that b(x, y) in (1.1) has only squared terms in x or has only squared terms in y. Assume the latter case. Then (1.1) has the form min x∈R n ,y∈R m 1≤i,k≤n, 1≤j≤m
Since we may find the smallest eigenvalue of a symmetric n × n matrix in polynomial time, this case can be solved in polynomial time. Similarly one can solve the case that b ijkl = 0 whenever i = k in polynomial time.
A partial PTAS for (1.1) based on sum of squares
Let B(x) be the symmetric matrix in (1.2). Then the original bi-quadratic optimization (1.1) can be equivalently formulated as
A sequence of SDP relaxations based on sum of squares (SOS) can be applied to solve the problem (3.5). Recently SOS techniques have received much attention in solving nonconvex polynomial optimization problems [9, 17, 21, 28, 25] . Usually a hierarchy of SDP relaxations based on SOS can be applied to obtain a sequence of lower bounds converge to the optimal value of polynomial optimization problems. A general convergence rate was given by Nie and Schweighofer [26] . Let N ≥ 0 be an integer. Consider the following N -th order SOS relaxation
For a symmetric matrix polynomial F (x), we say F (x) is SOS if there exists some matrix polynomial
Obviously, for any integer N , p N is a lower bound of p min . When N = 0, the dual of the relaxation (3.6) is the problem (4.2) of the next section. The convergence result is as follows. 
where p max is the maximum of b(x, y) over the bi-sphere S n,m .
SOS methods have been applied to minimize forms (homogeneous scalar polynomials) over unit spheres. Faybusovich [11] proved a quality bound like in Theorem 3.4 for minimizing general even forms over unit spheres, using a result of Reznick [31] on degree bounds of representing positive definite forms by using sum of squares. To prove Theorem 3.4, we need generalize that result of degree bounds to positive definite matrix forms (homogeneous matrix polynomials). That is the following lemma. 
Then for any integer N such that
N ≥ nd(2d − 1) (2 log 2) c(F ) − n + 2d 2 , the matrix polynomial ( i x 2 i ) N F (x) is SOS.
Proof.
We generalize the proof in Section 7 of Reznick [31] for scalar forms to matrix forms. Write 
)). The above two identity implies that
.
If we choose
Therefore, it holds
For any polynomial p, Φ −1
Obviously, it holds lim
When F (x) 0, we can choose N big enough such that i
By the Theorem in Section 7 in [31] , when
Proof of Theorem 3.4. Note that we have the inequality
and hence
n − 2, and choose
Then we can verify that
By Lemma 3.5, we know (x Let C(y) be the symmetric quadratic matrix defined in (1.3). Then the equivalent formulation (1.3) of (1.1) can be formulated as
Similarly, a sequence of convergent SDP relaxations using sum of squares can be applied to solve the problem (3.8), as we have done for (3.5) . Let N ≥ 0 be an integer. The N -th order SOS relaxation for (3.8) is
Obviously, for any integer N ,p N is a lower bound of p min . When N = 0, the dual of the relaxation (3.9) is also the same as (4.2). A similar convergence result is as follows. 
Note that when min{n, m} and N are fixed, either the SOS relaxation (3.6) or (3.9) can be solved in polynomial time. Thus Theorems 3.4 and 3.6 imply the following corollary:
Corollary 3.7. If min{n, m} is fixed, there exists a PTAS based on SOS relaxations (3.6) or (3.9) for solving (1.1) .
Another partial PTAS for (1.1) based on grid sampling on simplex
Now consider the bi-quadratic optimization of the special form
The difference of (3.10) from the original bi-quadratic optimization (1.1) is that (3.10) requires y ≥ 0. In this case, one can choose y ∈ R m + to be from grid points 0, b ijkl x iŷj x kŷl subject to x = 1.
The above problem can be solved in polynomial time for each fixedŷ. Then, one can chooseŷ among these grid points such that pŷ is the smallest, which gives a (1 −
)-approximation solution to (3.10) (see Bomze and de Klerk [1]). Thus we have:

Theorem 3.8. There is a PTAS for solving problem (3.10).
Similarly, if in problem (3.10) the constraint y ∈ R 
Some practical semidefinite relaxations
Section 2 proved the NP-hardness of the bi-quadratic optimization (1.1). Section 3 presented some approximation results. The methods provided there are more for the purpose of theoretical analysis and might not be quite efficient for practical problems. In this section, we give some more practical semidefinite relaxation methods. They are based on the first order SOS relaxation and a convex quadratic SDP relaxation.
First order SOS relaxation and the minimum eigenvalue method
Note that the bi-linear SDP (2.5) can be equivalently formulated as
Here ⊗ denotes the standard Kronecker product. In (4.1), define m×m matrices B 
Obviously, the optimal value p sos of (4.2) is a lower bound for the minimum value p min of (1.1). The dual of the SDP relaxation (4.2) can be shown to have the form 
Proof. (i) Let (γ, W ) be a feasible pair for (4.3). Then we have the relation
Hence we get the polynomial identity
Here K is the rank of W . For every k = 1, . . . , K, let A k be a matrix such that the vectorization of A k equals the k-th column of L. Thus the first part of (i) is proved.
Since the feasible set of (4.2) has nonempty interior, the optimal value of the dual (4.3) is attainable and must equal p sos . Hence there exists some W * such that (p sos , W * ) is feasible for (4.3). So the second part of (i) can be implied by the first part of (i).
(ii) The second inequality is obvious. In SDP relaxation (4.2), if we do not require any off-diagonal block of Z to be symmetric, then it can be further relaxed to 
From the set of all pairs (v
The performance of the above pair selection process is as follows: 
Proof. 
where the first inequality comes from (4.5), and the second inequality comes from λ max (B)I nm − B 0. From
) is an approximate solution to the original problem (1.1) such that
where the second inequality comes from p sos ≤ p min . From the selection of the pair (x * , y * ), we immediately get the claim of the theorem.
Note that the approximation result here depends only on min{m, n}, which is probably why the first-order SOS relaxation (4.2) is more effective than other SDP relaxation methods like (4.7) in practice.
One may solve the linear SDP (4.2) without the block symmetry constraints, that is, solve (4.4) instead by computing a minimum-eigenvalue eigenvector of B and proceed with the SVD rounding. Then a similar analysis gives the approximation result:
A convex quadratic SDP Relaxation
In this subsection, we present another method for estimating the optimal value p min of (1.1). This method generates a lower bound of p min from the solution pair (X,Ȳ ) of a convex SDP relaxation of (1.1). At the same time, we obtain also an approximate solution of (1.1). Note that the bi-quadratic optimization (1.1) is equivalent to
for any constant α > 0. Thus, we consider the natural quadratic SDP relaxation
where α > 0 is large enough such that (4.7) is convex. Denoted byb(X, Y ) the objective function in (4.7). In fact,b(X, Y ) can be written aŝ
where the operator "vec" and F (A) is defined as
Here, A is a 
We mention that (4.8) is relatively easier to solve than (4.2), because the numbers of equality constraints in (4.8) and (4. ) respectively. This is also observed in the numerical results.
Once the convex quadratic SDP (4.7) is solved, we can extract an approximate solution pair (x,ȳ) of (1.1) as follows. Let (X,Ȳ ) be an optimal solution pair of (4.7) with α. By eigenvalue decomposition, one knows that
Here,x 
A 2 and (x,ȳ) generated above, b(x,ȳ) is an upper bound for p min . A lower bound for (1.1) is readily given by p csdp := p csdp (α) − 2α, since (4.7) is an SDP relaxation of (4.6) which is equivalent to the original problem (1.1) but its optimal value is larger than that of (1.1) by 2α.
The quality of convex SDP relaxation (4.7) and the extraction process described above is given below. 
where α is a number satisfying α ≥ 1 2
Proof. Since (X,Ȳ ) is an optimal solution of (4.7), there existζ,η ∈ R such that the following system holds
(4.10)
Since Tr(X) = 1 and Tr(Ȳ ) = 1, from the third and the fourth equations of (4.10), we haveζ
(4.11) Moreover, it is readily to see that
By this, we have
From the definition of (x,ȳ), it is clear that 14) which implies, together with p min ≤ b(x,ȳ) and
By this and the fact thatλ 1 ≥ 1/s ≥ 1/n andμ 1 ≥ 1/r ≥ 1/m, we obtain the desired result and complete the proof.
We should point out, for the convex quadratic SDP (4.7) to approximate the biquadratic optimization (1.1) efficiently, the constant α > 0 in (4.7) cannot be too large. This will be shown in Theorem 4.4. In general, the obtained lower bound for (1.1) by solving (4.7) is better when α near Consequently,
On the other hand, from the second expression in (4.17), we have that Tr(Ȳ A) + 2αTr(X) −ηTr(I) ≥ 0, which implies 19) since Tr(Ȳ A) ≤ A F Ȳ F ≤ A F . Moreover, we have that for every k, 20) where the first inequality comes from the assumption that Y A is positive semidefinite for any Y ∈ S m + , and the second inequality comes from the fact that xx
Now we prove the conclusion forX by contradiction. Suppose that rank(X) = r < n.
Then, it is readily to see that 1 r
, which implies, together with (4.19) , that
where the final inequality comes from (4.15). which contradicts (4.18). Therefore, it holds that rank(X) = n. The conclusion forȲ can be proved similarly. The proof of theorem is completed.
Illustrative numerical results
This section reports some numerical results on the computational performances of the first order SOS relaxation (4.2), the convex SDP relaxation (4.7), and the minimum eigenvalue method (4.4). For the first order SOS method, we solve the SDP (4.2) to find a lower bound p sos and an optimal solution Z * , and then apply the SVD rounding procedure described in front of Theorem 4.2 to get an approximate solution pair (x * , y * ) of (1.1). For the convex quadratic SDP method, we choose α = 1 2 A 2 and solve the SDP (4.8) to get the optimal solution pair (X,Ȳ ). Then, follow the rounding procedure described in front of Theorem 4.3 to get an approximate solution pair (x,ȳ) of (1.1) and a lower bound p csdp := p csdp (α) − 2α. For the minimum eigenvalue method, we first compute the minimal eigenvalue λ min (B) and the corresponding eigenvectorẑ by solving (4.4). Then we apply the same SVD rounding decomposition on the matrixÛ = mat(ẑ) to obtain an approximate solution (x,ŷ) of (1.1).
All the numerical computations here were done by using a Intel Core 2 Duo 2.4GHz computer with 2GB of RAM, and all the SDP problems were solved by the SDP software SDPA-M (Version 6.2.0) [12] . Finally we test some dense and sparse random examples for relatively larger dimension (n, m). The coefficients of the bi-quadratic form b(x, y) in (1.1) are generated randomly by normal distribution. For (n, m) with (6, 7) − (20, 20) , the coefficients of the bi-quadratic form b(x, y) are dense, while for (n, m) beyond 50, they are sparse. Again, the first order SOS relaxation (4.2), the convex quadratic SDP relaxation (4.7) and the minimum eigenvalue method (4.4) are applied to solving these randomly generated biquadratic optimization problems. The computational results are summarized in Table 1 , where "Dim" stands for the dimension pair (n, m), "Low.B." denotes the computed lower bound p sos , p csdp or λ min (B), and "Cpu" the consumed CPU time in seconds.
From Table 1 , we see that the first order SOS relaxation (4.2) provides a better lower bound than both the convex quadratic SDP relaxation (4.7) and the minimum eigenvalue method (4.4), while the latter two consume less CPU time, especially for large-scale problems. This is because (4.2) has O(m ) equality constraints, and (4.4) is just a problem of finding the minimum eigenvalue and the corresponding eigenvector of B. For (n, m) = (13, 13), (14, 14) and (20, 20) , we obtain a lower bound and an approximate solution (x,ȳ) from solving (4.7). For (n, m) = (50, 50) and beyond, we are only able to obtain the eigenvectorẑ corresponding to λ min (B) and an approximate solution (x,ŷ) from solving (4.4), due to the memory limit when solving the SDP problems. It seems that there is a trade-off on choosing among the relaxation methods: the first order SOS relaxation (4.2), the convex quadratic SDP relaxation (4.7), and the minimum eigenvalue method (4.4).
Conclusion and open problems
This paper discusses minimizing bi-quadratic forms over unit spheres. We proved this problem is NP-hard. Based on semidefinite programming relaxation, we developed several approximation algorithms with guaranteed approximation bounds. When min{m, n} is a constant, we established two PTASs for (1.1). We also proposed three practical computational methods: first order SOS relaxation, the minimum eigenvalue method and convex quadratic SDP relaxation. Preliminary computational results indicate that they are all promising. It seems that the minimum eigenvalue method with the SVD rounding procedure is the most time efficient and still generates good quality solutions. Here b(x, y) is still a bi-quadratic form and A i , B j are constant symmetric matrices. We can see that (1.1) is a special case of (6.1). Hence problem (6.1) is also NP-hard. Are our approximation results in Section 3 applicable to approximating (6.1)?
