Many formal models for in nite-state concurrent systems are equivalent to special classes of rewrite systems. We classify these models by their expressiveness and de ne a hierarchy of classes of rewrite systems. We show that this hierarchy is strict with respect to bisimulation equivalence.
Introduction
Petri nets and process algebras are two kinds of formalisms used to build abstract models of concurrent systems. These abstract models are used for veri cation, because they are normally smaller and more easily handled than full programs. Formal models should be simple enough to allow automated veri cation, or at least computer-assisted veri cation. On the other hand they should be as expressive as possible, so that most aspects of real programs can be modeled. Many di erent formalisms have been proposed for the description of in nitestate concurrent systems. Among the most common are Petri nets, Basic Parallel Processes (BPP), context-free processes (BPA) and pushdown processes. BPP are equivalent to communication-free nets, the subclass of Petri nets where every transition has exactly one place in its preset. PA-Processes BK85, Kuc, May97b] are the smallest common generalization of BPP and BPA. PA-processes, pushdown processes and Petri nets are mutually incomparable. We present a uni ed view of all these formalisms by showing that they can be seen as special subclasses of rewrite systems. Such uni ed representations have already been used by Stirling, Caucal and Moller Cau92, Mol96] , but only for purely sequential or purely parallel systems. Here we generalize this to systems with both sequential and parallel composition. Basically, the rewriting formalism is rst order pre x-rewrite systems on process terms without substitution and modulo commutativity and associativity of parallel composition and associativity of sequential composition. The most general class of these systems will be called Process Rewrite Systems (PRS). All the previously mentioned formalisms can be seen as special cases of PRS, and PRS is strictly more general (see Theorem 4.14). Intuitively, PRS can be seen as an extension of Petri nets by subroutines that can return a value to their caller. As PRS is a very expressive model, model checking with any temporal logic (except Hennessy-Milner logic) is undecidable for it (see Section 7). However, we show that the reachability problem is decidable for PRS. The interesting point here is that PRS is strictly more general than Petri nets, but still not Turing-powerful. The rest of the paper is structured as follows. In Section 2 we de ne process terms and the rewriting formalism. We describe a hierarchy of subclasses of it, which we call the PRS-hierarchy. Section 3 explains the intuition for the various classes in the PRS-hierarchy. In Section 4 we show that the PRShierarchy is strict with respect to bisimulation. In Section 5 we show that the reachability problem is decidable for PRS. Section 6 generalizes this result to reachability of certain classes of states that are described by state formulae. The paper closes with a section that summarizes the results.
Terms and Rewrite Systems
Many classes of concurrent systems can be described by a (possibly in nite) set of process terms, representing the states, and a nite set of rewrite rules describing the dynamics of the system.
De nition 2.1 Let Act = fa; b; : : :g be a countably in nite set of atomic actions and Const = f ; X; Y; Z; : : :g a countably in nite set of process constants. The process terms that describe the states of the system have the following form:
t ::= j X j t 1 :t 2 j t 1 kt 2 where is the empty term, X 2 Const is a process constant (used as an atomic process in this context), \k" means parallel composition and \:" means sequential composition. Parallel composition is associative and commutative. Sequential composition is associative. Let T be the set of process terms.
Convention 1: We always work with equivalence classes of terms modulo commutativity and associativity of parallel composition and modulo associativity of sequential composition. Also we de ne that :t = t = t: and tk = t.
Convention 2: We de ned that sequential composition is associative. However, when we look at terms we think of it as left-associative. So when we say that a term t has the form t 1 :t 2 , then we mean that t 2 is either a single constant or a parallel composition of process terms. The size of a process term is de ned as the number of occurrences of constants in it plus the number of occurrences of operators in it.
size( ) := 0 size(X) := 1 size(t 1 :t 2 ) := size(t 1 ) + size(t 2 ) + 1 size(t 1 kt 2 ) := size(t 1 ) + size(t 2 ) + 1 For a term t the set Const(t) is the set of constants that occur in t.
Const( ) := ; Const(X) := fXg Const(t 1 :t 2 ) := Const(t 1 ) Const(t 2 ) Const(t 1 kt 2 ) := Const(t 1 ) Const(t 2 )
The dynamics of the system is described by a nite set of rules of the form (t 1 a ! t 2 ) where t 1 and t 2 are process terms and a 2 Act is an atomic action. Remark 2.2 There is no operator \+" for nondeterministic choice in the process terms, because this is encoded in the set of rules ! There can be several rules with the same term on the left hand side. It is also possible that several rules are applicable at di erent places in a term. The rule that is applied and the position where it is applied are chosen nondeterministically.
Also there is no such thing as action pre xes in the process terms. The atomic actions are introduced by the rules.
Many common models of systems t into this scheme. In the following we characterize subclasses of rewrite systems. The expressiveness of a class depends on what kind of terms are allowed on the left hand side and right hand side of the rewrite rules in .
De nition 2.3 (Classes of process terms)
We distinguish four classes of process terms:
1 Terms consisting of a single process constant like X. S Terms consisting of a single constant or a sequential composition of process constants like X:Y:Z.
P Terms consisting of a single constant or a parallel composition of process constants like XkY kZ. G General process terms with arbitrary sequential and parallel composition like (X:(Y kZ))kW. Also let 2 S; P; G, but = 2 1. It is easy to see the relations between these classes of process terms: 1 S, 1 P, S G and P G. S and P are incomparable and S \ P = 1 f g.
We characterize classes of process rewrite systems (PRS) by the classes of terms allowed on the left hand sides and the right hand sides of rewrite rules.
De nition 2.4 (PRS) Let ; 2 f1; S; P; Gg. A ( ; )-PRS is a nite set of rules where for every rewrite rule (l a ! r) 2 the term l is in the class and l 6 = and the term r is in the class (and can be ). The initial state is given as a term t 0 2 . ( ; )-PRS where is more general than or incomparable to (for example = G and = S) do not make any sense. This is because the terms that are introduced by the right side of rules must later be matched by the left sides of other rules. So in a (G; S)-PRS the rules that contain parallel composition on the left hand side will never be used (assuming that the initial state is a single constant). Thus one may as well use a (S; S)-PRS. So we restrict our attention to ( ; )-PRS with . Figure 1 shows a graphical description of the hierarchy of ( ; )-PRS. Many of these ( ; )-PRS correspond to widely known models like Petri nets, pushdown processes, context-free processes and others. It is easy to see that pushdown automata can be encoded as a subclass of (S; S)-PRS (with at most two constants on the left side of rules). Caucal Cau92] showed that any unrestricted (S; S)-PRS can be presented as a pushdown automaton (PDA), in the sense that the transition systems are isomorphic up to the labeling of states. Thus (S; S)-PRS are equivalent to pushdown processes, the processes described by pushdown automata. 4. (P; P)-PRS are equivalent to Petri nets. Every constant corresponds to a place in the net and the number of occurrences of a constant in a term corresponds to the number of tokens in this place. This is because we work with classes of terms modulo commutativity of parallel composition. Every rule in corresponds to a transition in the net. The subroutine may in its computation reach a state t 0 1 or t 00 1 . Now one of these rules is applicable. This means that the result of the computation of the subroutine a ects the behavior of the caller when it becomes active again, since the caller can become t 0 or t 00 . The interpretation is that the subroutine returns a value to the caller when it terminates. If arbitrary sequential and parallel composition is allowed on the left hand sides of rules then both synchronization and returning of values by subroutines are possible. It will be shown in Section 5 that rules with nested sequential and parallel composition (on the left side or the right side) do not increase the expressiveness. It su ces to have systems of rules where every single rules only contains either sequential or parallel composition.
The PRS-Hierarchy is Strict
The question arises if this hierarchy of ( ; )-PRS is strict. For the description of languages this is not the case, because for example context-free processes (BPA) and pushdown processes (PDA) both describe exactly the Chomsky-2 languages. However, the hierarchy is strict with respect to bisimulation equivalence. 1. A \c", the sequence in reverse and nally a \e". 2. A \d", the sequence in reverse and nally a \f". Now we show that this pushdown system is not bisimilar to any PAN-process. First we need several de nitions and lemmas.
De nition 4.4 Let t be an arbitrary process and a sequence of actions. Proof We assume the contrary and derive a contradiction. Assume that there is a PAN with initial state t 0 s.t. t 0 U:X. Let be the sequence from Lemma 4.7. (Note that depends on .) The process U:X can reach the state U: :X. Thus t 0 must be able to reach a state t s.t. t U: :X. By Lemma 4.7 such a term t does not exist, a contradiction.
It follows directly that the pushdown system from Def. 4.3 is not bisimilar to any PA-process either. However, as PAD and PRS subsume pushdown processes, it is a PAD and PRS-process. Thus PAD is strictly more general then PA and PRS is strictly more general than PAN. PAD subsumes BPP and BPP is incomparable to pushdown systems. Thus PAD is also more general than pushdown processes. Now we show that there is a Petri net that is not bisimilar to any PAD-process.
De nition 4.9 Consider the following Petri net (given as a (P; P)-PRS). Thus we get a new system 0 that is equivalent to up to bisimulation, but 0 does not contain parallel composition. Thus, if the preconditions are satis ed, the (S; S)-PRS 0 with initial state Q is bisimilar to XkAkB. This is the pushdown process that we are looking for.
De nition 4.11 Let be a ( ; )-PRS for ; 2 f1; S; P; Gg and t 0 the initial state. The language generated by this system is the set of all sequences s.t. 9t: t 0 ! t and t is deadlocked. Lemma 4.12 If a process t is bisimilar to a pushdown process then the language generated by t is a context-free language.
Proof Directly from Def. 4.1 and the de nition of pushdown processes. Lemma 4.13 The Petri net of Def. 4.9 is not bisimilar to any PAD-process. Proof We assume the contrary and derive a contradiction. If there is a PADprocess that is bisimilar to the Petri net of Def. 4.9, then by Lemma 4.10 there is a pushdown process that is bisimilar to this Petri net. Then by Lemma 4.12 the Petri net of Def. 4.9 generates a context-free language L. It follows that PAD and PAN are incomparable and PRS is strictly more general than PAD. By combining these results with the other results above we get the following theorem.
Theorem 4.14 The PRS-hierarchy is strict with respect to bisimulation.
The Reachability Problem
In this section we show that the reachability problem is decidable for PRS. We prove the decidability of reachability in two steps. First we show that it su ces to decide the problem for a special class of PRS, the PRS in transitive normal form (see below). Then we solve the problem for this subclass of PRS.
De nition 5. Proof For any rule (u 1 ! u 2 ) in let norm(u 1 ! u 2 ) := size(u 1 ) + size(u 2 ) Let k i be the number of rules (u 1 ! u 2 ) in that are not in normal form and norm(u 1 ! u 2 ) = i. Let n be the maximal i s.t. k i 6 = 0. (n exists because is nite). We de ne Norm( ) := (k n ; k n?1 ; : : : ; k 1 ). These norms are ordered lexicographically. is in normal form i Norm( ) = (0; : : : ; 0). Now we describe a procedure that transforms into a new PRS 0 and terms t 1 The following lemma will be used to prove the correctness of the algorithm in Lemma 5.5. Theorem 5.6 The reachability problem is decidable for PRS. The complexity is polynomially equivalent to reachability for Petri nets.
Proof Let be a PRS and t 1 ; t 2 2 T . The question is if t 1 t 2 .
We construct a new PRS 0 by adding new constants X 1 and X 2 and rules X 1 ! t 1 and t 2 ! X 2 . It follows that t 1 t 2 , X 1 0 X 2 . Then we use Lemma 5.3 and transform 0 into a PRS 00 in normal form. Normally the terms X 1 ; X 2 would also change in this transformation, but since they are single constants they stay the same. This procedure adds at most 2k new rules, where k is the number of non-constant strict subterms of rules in . Thus k = O(n 2 ) and size( 0 ) is polynomial in size( ). We get t 1 t 2 , X 1 00 X 2 . Then we use Lemma 5.5 to transform 00 into a PRS 000 in transitive normal form. It follows that t 1 t 2 , X 1 000 X 2 .
Since jConst( )j = O(n) there are O(n 2 ) pairs of constants. Thus the algorithm of Lemma 5.5 uses O(n 2 ) instances of the reachability problem for Petri nets and for pushdown processes in every instance of the loop. The loop is done at most O(n 2 ) times. Thus it uses at most O(n 4 ) instances of the reachability problem for Petri nets and pushdown processes. Since 000 is in transitive normal form we have t 1 t 2 , X 1 000 X 2 , (X 1 ! X 2 ) 2 000 The condition (X 1 ! X 2 ) 2 000 is trivial to check.
The reachability problem for pushdown processes is polynomial BEM97]. The algorithm for PRS uses only polynomially many instances of Petri net reachability. Since PRS are more general than Petri nets, it follows that reachability for PRS is polynomially equivalent to Petri net reachability.
The Reachable Property Problem
In the previous section the problem was if one given state is reachable. Here we consider the question if there is a reachable state that has certain properties. We call this problem the reachable property problem. Unlike for reachability, the atomic actions are important for this problem. Properties are described by state formulae that have the following syntax: := a j : j 1^ 2 j 1 _ 2
The denotation ] ] of a state formula is a (possibly in nite) set of process terms. We consider the question if there is a reachable state that satis es a given state formula. To express this problem, we de ne another operator.
Lemma 6.1 Let be a PRS that uses only constants from the nite set Const( ) Const, and let t 0 2 T be a process term.
Then a PRS 0 in normal form and a term t 0 0 can be e ectively constructed s.t. for every state formula , t 0 j = 3 with respect to i t 0 0 j = 3 with respect to 0 .
Proof We use the same algorithm to transform and t as in Lemma 5.3.
The new rules that are added are labeled with the new (silent) action , that doesn't occur in . The only problem that remains is that if a subterm t is replaced by a new constant X, then X does not enable the same actions as t. Thus De nition 6.6 Let C Const and t 2 P. Let h be a function s.t. h(C; t) is true i t contains only constants from C and false otherwise.
Let be a PRS in transitive normal form, X 2 Const and let A; A 0 ; B be nite sets of actions. Let j be a mapping j : 2 A 7 ! 2 Const . check(X; j; A 0 ; B) i there exists a t 2 P s.t. X par t and (t = t 0 kk (C22 A ) t c )^t 0 j = (A 0^? B)^Ĉ The function reachseq is only de ned for arguments n 1. Step: In the function reach we split the set of actions A into subsets. The special subset A 0 are the actions that should become enabled after applying only par-rules to X. The Now we show that it su ces to consider terms with bounded nesting-depth of sequential composition.
Lemma 6.11 Let be a PRS in transitive normal form, X 2 Const( ) and A; B Act( ). Then X j = 3(A^?B) i there is a term t s.t. X t, t j = (A^?B) and snd(t) jAj jConst( )j. Proof X is transformed into t by applying rewrite rules from . The nesting-depth of sequential composition is only increased when a seq-rule of the form Z ! Z 0 :Z 00 is applied to some constant Z which is a subterm of an intermediate term. In the end Z should be rewritten to a subterm t 0 of of t that satis es a part of the formula (A^?B). Thus this subterm Z is required to satisfy 3(A 0^? B) for some A 0 A. Let a chain be a sequence of applications of rewrite rules s.t. every rule rewrites at least part of the term which was introduced by the previous one. Consider a chain and the sequence of constants Z i in it to which seq-rules are applied and the sequence of formulae 3(A 0 i^? B) that the Z i are required to satisfy.
These subsets A 0 i can never get bigger in a chain. Furthermore, if they get smaller they must be subsets of previous ones. Therefore in any chain at most jAj di erent formulae 3(A 0 i^? B) must be satis ed by constants Z i to which seq-rules are applied. We can assume that in any chain no constant (to which a seq-rule is applied) appears twice with the same formula, because this means that a constant has been rewritten to a term containing this constant without making any progress in the formula. It follows that any chain contains at most jAj jConst( )j applications of seq-rules, because there are only jConst( )j di erent constants. Thus we get snd(t) jAj jConst( )j.
Theorem 6.12 The reachable property problem is decidable for PRS. Proof An instance is given by a PRS , an initial state t 0 and a stateformula . The question is if t 0 j = 3 . Without restriction we can assume that t 0 is a single constant X. (Otherwise just add a rule X ! t 0 .) By Remark 6.13 This result can also be used to decide deadlock-freedom. Let be a PRS with initial state t 0 and Act( ) the ( nite!) set of actions used in . A deadlock is reachable i t 0 j = 3(?Act( )). Thus the system is deadlock-free i t 0 6 j = 3(?Act( )).
Conclusion
The algorithms for the reachability problem and the reachable property problem for PRS rely on the reachability problem for Petri nets, which has a high complexity (EXPSPACE-hard May84, Lip76]). So it might seem that they are not applicable in practice because of their very high complexity. However, there are three arguments in their favor:
1. In many examples the system is not very large and the structure of the Petri nets that are contained in them is often simple. 2. In a large PRS there may be many Petri nets as substructures, but often each of these Petri nets is quite small. These Petri nets are either not connected with each other at all, or their in uence on each other is very limited. Thus they yield small subproblems that can be solved in acceptable time. 3. Finally, the reachability problem for Petri nets has been studied for many years and ways of dealing with it have been developed. There are semi-decision procedures that give yes/no/don't know answers in acceptable time CH78, Mur89, ME96]. These algorithms mostly use constraints to represent sets of states and approximate the behavior of the system. Therefore the algorithms of Section 5 and Section 6 can still be useful in practice to verify systems that are modeled with PRS. Process Rewrite Systems (PRS) is a very expressive model of in nite-state concurrent systems that subsumes PAN, PAD, Petri nets, PA-processes, pushdown processes, BPP and BPA. PRS extends Petri nets by introducing an operator for sequential composition. This can be seen as the possibility to call subroutines. The calling of subroutines is already possible in PANprocesses. However, there is a major di erence: In PAN subroutines that terminate have no e ect on their caller, while in PRS subroutines can return a value to the caller when they terminate. This is an important aspect in modeling real programs. Thus PRS-processes can be used to model systems that exceed the bounds of the expressiveness of Petri nets and PAN. PRS is a very general model for concurrent systems. Thus model checking with many temporal logics (EF, CTL, LTL, linear time -calculus, modal -calculus) is undecidable for it. This is because EF is undecidable for Petri nets Esp97, BE97], CTL is undecidable for BPP EK95] and LTL and the linear time -calculus are undecidable for PA-processes BH96]. However, PRS is not Turing powerful, since reachability is still decidable. Finally, it should be noted that PRS are (roughly) equivalent to ground AC rewrite systems (i.e. rewrite systems without substitution, but with an associative and commutative operator). The general idea is that e.g. a ground AC term Z(X + Y ) (where`+' is the associative and commutative operator) corresponds to a PRS-term (XkY ):Z and vice versa.
