Abstract
Introduction

21
In the last decade, the automated recognition of human actions from video 22 sequences has become an essential field of research in computer vision. Not only
23
On the other hand, the human brain seems to have perfected the ability to recognise 48 human actions despite their high variability. This capability relies not only on 49 acquired knowledge, but also on the aptitude of extracting information relevant to a 50 given context and logical reasoning. In contrast, machine learning based action 51 recognition methodologies tend to learn isolated actions from a set of examples.
52
Although only a few and limited attempts to introduce contextual information have 
57
In this paper, we propose a novel method relying on common sense reasoning and unfeasible when dealing with unconstrained and realistic scenarios (Kuipers, 1994) .
143
On the other hand, qualitative reasoning has the ability of considering causality and 144 expected behaviour based on logics, i.e. reasoning can provide explanations rationalising or motivating a given action, whereas probabilistic reason can only 146 support decisions according to probability associated to actions.
147
As a consequence, common sense reasoning (McCarthy, 1968 (McCarthy, , 1979 Minsky, 1986;  148 Lenat, 1989 Lenat, , 1990 
DSK.
238
A second level of reasoning is introduced by exploiting the concept of activity 239 recognition. This is modelled in our system through the expectation knowledge, EXP. introduced only when, in addition to validation, a unique activity is recognised, i.e.
248
when there is no doubt regarding the type of the expected action.
250
Through the previously described process, the AIRS gives priority to the most likely 251 action estimates in their allocations to the first stories. As a consequence, the AIRS output is an ordered set of stories, where S 1 is the story which is the most likely to describe accurately the video of interest. localisation of the individual of interest which is unrealistic in many applications.
431
Similarly, the good performance of a SOM based approach using motion history 
463
In order to recognise the action performed in a video, Figure 3 b 
489
In our framework, the algorithm described in section 3b was implemented using 
529
(new-is-a {punching ball} {bouncing element})
530
(new-indv-role {punching ball location} {punching ball} {location})
531
(new-statement {punching ball} {is in} {test room})
532
(new-statement {punching ball} {rests upon} {test room floor})
534
3. Expectations, EXP, consist in sequences of actions that are expected to 535 happen one after the other. It encapsulates logical concepts such as causality, 536 motivation and rationality, which are expected in human action recognition. 
541
(new-indv {picking up a book for reading it} {expectations})
542
(the-x-of-y-is-z {has expectation} {picking up a book for reading it} {walk 
544
(the-x-of-y-is-z {has expectation} {picking up a book for reading it} {pick 545 up})
546
(the-x-of-y-is-z {has expectation} {picking up a book for reading it} {turn suitable training set must be available, i.e. it must be able to cover a variety of 559 camera views so that recognition is view-independent and the set should include a 560 sufficiently large amount of instances of the actions of interest. These instances must 561 be not only annotated but perfectly segmented and organised to simplify the training.
562
The only suitable training sets which fulfil these requirements are IXMAS (Weinland we make available to the scientific community. In addition, using very different 579 datasets for training and testing allows us to show the generality of our framework,
580
its capabilities for real-world applications and its performance under a challenging 581 situation.
582
Since the "WaRo11" dataset has been designed for being representative of the 583 variability existing in a real life scenario, but also for integrating most of the actions 584 trained for the CVS, a specific setup was configured to simulate a waiting room. In the room and wait for 5 minutes and feel free to enjoy the facilities while you wait".
598
The resulting variability in the actions performed is depicted in Table 1 . displayed by the ACR -40% and 57%-shows that the complete reasoning system is 672 quite efficient at selecting an action among the N best estimates (see Figure 4 , red).
673
Finally, when more estimates are considered, it seems that the added noise prevents 674 the reasoning system to further improve accuracy, i.e. 51% for N=7. known by the DSK. Consequently, the rule imposing that a second object could be 698 picked only after releasing the first one proved invalid.
699
Conclusions
701
We present a novel approach for action recognition based on the combination of 
