This paper presents a Matlab model of an auto-synchronizing variable-resolution laser scanner. The model simulates the optical path of the laser through the scanner to the target surface and the image path from the target surface to the CCD array. The environment and the position of the scanner at any point in time in the environment are also modeled. Results obtained after calibrating the system to an actual laser scanner prototype closely match the data collected using that scanner.
Introduction
The National Research Council of Canada (NRC) developed a laser range scanner (LRS) to perform object detection and tracking at ranges between OS-metres and 2-kilometres [l] . The system can obtain range and intensity information using either a raster scan pattern or a Lissajous scan pattern. When in imaging mode the scanner uses a raster scan pattern to obtain dense range or intensity maps of the scene or object. In real-time tracking mode the system uses one or more Lissajous scanning patterns to obtain sparse range or intensity maps [4].
Figure 1: LRS unit
Development work using the LRS has been limited due to the small number of LRS units available and the expense of building each unit. The ability to test algorithms for motion distortion is limited to availability and cases in which the LRS unit is not at risk of being damaged. The LRS has been integrated with the Space Vision System (SVS) that is being developed by Neptec Design Group (NDG) for the Canadian Space Agency (CSA) but testing under space conditions, such as in Figure 2 , is difficult to perform on earth [7] . An accurate model of the scanner in a customizable environment would allow NRC and NDG to evaluate scanner performance without the cost of transportation and testing in space.
Figure 2: LRS on Space Shuttle mission STS-105 (photo
In the current study we are interested in performing a comprehensive evaluation of the robustness of various edge detection algorithms applied to sparse range data. This development work would require extensive use of an existing LRS unit so it was decided to develop an accurate model so that much of this work could be performed off-line. 
Model development
A model was developed using optical ray propagation to detennine the point of intersection of a laser beam with an object surface in the environment. An inverting camera pinhole model was used to correlate the intersection point in the camera frame of reference to the position on the CCD array.
The first stage in the development of a useful model was the examination of the optical path through the auto-synchronized triangulation system. Figure 3 shows a representation of a LRS unit. Model development was restricted to the simulation of short (0.5 to 2 metres) and medium (2 to 10 metres) range data collection. The simulation was further simplified by only considering the principal optical path. Range data was found as the position of the theoretical signal peak on a simulated linear CCD array. The model was developed using Matlah and the simulation environment consisted of a series of modular scripts. The modular structure provided a logical framework to verify each component.
The system was designed such that it could be tailored to a range of test conditions and could be calibrated to any LRS unit.
The simulation environment consisted of three components, the output LRS model (OLM), the environmental interaction model (EIM), and the input LRS model (ILM).
Output LRS Model
The OLM generated a ray corresponding to the laser output along the z-axis of the LRS frame of reference. The orientation of the ray depended upon the deflection angles of the x-axis and y-axis mirrors as seen in Figure 3 . The mirror angles were controlled by entering a value between -1 and 1 corresponding to the nonnalized minimum and maximum mirror angles. According to [3] the prototype of Figure 4 of the LRS has a maximum field of view (FOV) of 30" by 30". The prototype of Figure 2 has a larger FOV. Here we defined the maximum and minimum angular deviations as 15" and -1 5" respectively. The galvanometers controlling each mirror are driven by 16-bit D/A converters [3] so the -1 to 1 value was quantized [8] and converted to an integer value between -32768 and 32767.
Input LRS Model
The ILM was provided the location in the LRS frame of reference of the intersection of the output ray with a surface in the environment. This information was used to determine the image path to the intersection point with a plane representing the surface of a linear CCD array. The distance to this intersection point was used to calculate the expected location of the signal peak. The peak location was normalized to a value between 0 and I. The CCD array and its peak detector produce a 16-bit value corresponding to 1/64 of a pixel [3] so the peak value was quantized [8] and converted to an integer between 0 and 32767. If the intersection point and the output ray origin are the same point then a peak value of 0 is returned to indicate no peak location.
Environmental interaction Model
The environmental model consisted of the position and orientation of the LRS in the environment and planar surfaces representing objects in the environment. The path of the ray generated by the OLM was translated into the environmental frame of reference using the YPRT (Yaw, Pitch, Roll, Translate) convention. The shortest path to intersection of all possible planar surfaces was detennined and used to calculate the point of intersection of the ray with a surface in the environment. If no surface was intersected then the intersection point was defined to be the origin of the ray. This provided a way to alert the ILM that no return signal would be detected. The model currently does not consider shadow effects nor does it simulate the intensity of the return signal. 
Model calibration
The LRS model can be calibrated to simulate the results of any LRS unit. In this study we calibrated the mode1 to match the results that would be generated using the LRS unit called Space 40 [4] . The calibration process involved matching the results generated by the galvanometers and the peak detector.
3.1
Galvanometer Calibration A 256-point Lissajous scan was obtained at each of the galvanometer extents for each galvanometer. The maximum and minimum galvanometer values were obtained and used to map the LRS model galvanometer results to the observed galvanometer results obtained with the prototype of Figure 1 . The direction of the mapping was confirmed by obtaining the corresponding x and y Cartesian coordinates of the points corresponding to the maximum and minimum galvanometer values. The galvanometers were considered to be linear devices so no further fitting was performed. Table 1 shows typical measured and simulated results 
Peak Calibration
Peak values were obtained using the system of Figure 1 at distances between 1 -metre and 9-metres. Linear regression was used to obtain a best-fit line to predict the observed peak values based on model-generated peak and galvanometer values.
Simulated peak values and x-galvanometer values were found to significantly predict the observed peak values. Figure 6 shows the error associated with the corrected peak values. Even though all the optical aberrations of the system are not completely simulated, the observed peak errors are small enough to provide useful results. The current fit has a standard error of the estimate of 16.7, or % of a pixel of the CCD, so is accurate to within an acceptable error margin. Note that a peak location noise of 1/8 of a pixel is typical of such a system. The tit has coefficient of determination (R2) of almost 1 indicating an acceptable linear fit assuming the data is almost linear.
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Figure 6: Expected minus Observed peak values after correction for samples between I-metre to 10-metres.
UV to Cartesian conversion
The UV coordinates system used throughout this study is a variation of the spherical coordinate system. U corresponds to the deflection along the (y-z) plane and V. corresponds to the a deflection along the (x,z)-plane. The axis of the U deflection is almost the same as the origin of the camera frame of reference. However, the V deflection axis is offset from the origin by an amount h, corresponding to the separation between the x-axis and y-axis mirrors. Blais et a1 examined the relationship between the 3 Cartesian coordinate system and the UV coordinate system [6] . Another way to convert UV to Cartesian coordinates involves a more comprehensive knowledge of the LRS intrinsic parameters. These intrinsic parameters are the CCD length &CO, the fixed mirror angles Bo,, and Bin, the movable mirror angles at zero deflection 0 , and 6. ". the separations between the fixed and movable mirror centres and the LRS origin h,, h, and h,, and the focal lengthf: 
( 5 )
Two corrections are required to include the unwrapped length of the projection from u3 to the collecting lens axis A . These are defined by The system is generally designed such that Uo,,,= U,,,.. This is accomplished by making Of,,, Bo,, and Ox, as close to n/4 as possible. Future equations can therefore be simplified by defining an estimator U =: Ui, =: U,,, where U = 28.
The intersection pointh of the laser with the y-axis mirror in the LRS frame of reference can now be estimated. It can be seen in Figure 3 that the intersection of the laser with the y-axis mirror is in the (x,y)-plane so we definehz as zero. We then calculate (14) The corrected distance can now be calculated using where B = d4 and
where D, is the distance from the lens to the x-axis mirror. A further correction is needed to translate Z into a distance R from the LRS origin to the point of intersection Y. The projection of Z, is first calculated using
The angle U, between the z-axis and the imaging axis is estimated by first calculating the coordinates of a theoretical point 1-metre from the camera. This is found by This is used to calculate the Cartesian coordinates of the point Y using where V=2@ is an estimate for the deflection of the y-axis mirror resulting from a galvanometer deflection @. From Figure 7 it can be see that if Z and N are known then U, can be found. The coordinates of Y as the intersection of the laser with a surface in the environment are not known but an estimate of the distance to a point 1-metre from the LRS can be calculated. We define
The distance from the origin to the point of intersection can then be calculated using and the projection onto the z-axis It can be seen in Figure 8 that the calculated range method provides a more accurate range measurement in the 1 to 10-metre range than calculating the range using calibration-based linear fitting.
The calculated and actual range values are indistinguishable on the graph. The discrepancy between the calibration-based linear fit and calculated range values exists because the peak value is not linearly related to the range. In practice the linear fit method is used to quickly obtain range estimates within predefined range limits when speed is preferred
We can now find U. using 
Results
The position of a box, seen in Figure 9 , with respect to the scanner of Figure 1 and their relative orientation were carefully measured and recorded. Three Lissajous scans of 256 data points each were performed with each scan repeated 10 times. The position of the box and orientation of the scanner were modeled using the Matlab simulation environment. Figure 10 shows a simple scan of the upper edge of the box in UV coordinates and Figure 13 shows the same scan in Cartesian coordinates. Figure 11 shows the results in UV coordinates obtained using the simulation and Figure 14 shows the same scan in Cartesian coordinates. Figure 12 compares the unwrapped Lissajous scans. It can be seen that the results obtained using the simulated system closely resemble the results obtained using the real scanner. The discrepancy between simulated and peak values is approximately 0.3 percent of the peak value in Figure 12 . A discrepancy can be noted at each peak representing the difference between an ideal flat surface (convex peak) obtained using the simulation and a real surface curved slightly away the scanner. 
Conclusions
The LRS model environment appears to produce results that accurately represent real data that could be obtained from a corresponding LRS unit for range values between I-metre and 9-metres. The LRS model can be configured for any LRS unit so results obtained from development work using the LRS model can be validated using the corresponding LRS unit. Simple objects in the environment can be simulated and the results obtained from an interaction between the LRS model and the simulated environment closely approximate results obtained from similar real-world interactions. The LRS model can be used to accurately examine scanner performance under adverse conditions without posing a risk to an actual LRS unit. The LRS model uses Matlab scripts so it is easily ported to other systems running Matlab of a similar or higher version. Development work can now be performed using the LRS model without the researcher requiring continuous access to an LRS unit.
