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Abstract
There is considerable controversy regarding the nature of the relationship between
the superconducting and pseudogap states of high-temperature superconductors.
Although there exist a large number of theories regarding their relationship, the theories
fall into one of two broad classes. The first class views the superconducting state as
intrinsically tied to the pseudogap state. The second class views the pseudogap state as
unrelated to or possibly competing with superconductivity.
To address this controversy, we utilize a custom, home-built scanning tunneling
microscope (STM) with the ability to follow the same atomically resolved location as a
function of temperature to study the high-temperature superconductor Bi 2Sr2CuO 6s+. In
our studies we are able to track the spatial evolution of the local density of states as the
temperature is raised through the superconducting transition temperature, Tc, and in
doing so, understand how the density of states evolves from the superconducting to
pseudogap states.
This thesis contains three complementary studies, all of which give some insight
into the two states. The main study of this thesis focuses on the spatial evolution of the
gap in the density of states, from below to above Tc in overdoped Bi2Sr2CuO6+8 (Tc = 15
K). Initially we find a spatially inhomogeneous gap which smoothly evolves with
temperature through Tc. However, from the temperature and spatial dependence of the
spectra, we are able to employ a normalization scheme which leads us to uncover a small,
spatially homogeneous gap which coexists with the larger gap throughout the sample and
disappears at Tc. From a study of the doping dependence of the two gaps, we determine
that the large gap is the pseudogap, that the small gap is the superconducting gap, and
that they appear to be two independent gaps indicating that they are associated with two
apparently separate phases.
The second study focuses on the evolution of native impurity states in overdoped
Bi2Sr2 CuO6+6 (Tc = 15 K) through Tc. We find that the impurity states persevere
virtually unchanged with temperature, save for the effects of thermal broadening,
indicating an interaction of impurities with the pseudogap state both above and below Tc.
The existence of a satellite peak in the impurity spectrum below TC shows an interaction
of impurities with the superconducting state. This study provides confirmation that the
pseudogap state exists below Tc and coexists with superconductivity.
Our final study is of the doping and temperature dependence of the electronic
checkerboard pattern observed in underdoped and optimally doped Bi2Sr2CuO 6+8. We
find the pattern exists both above and below Tc, and, with the support of other
experimental evidence, believe this pattern represents the ordering of the pseudogap state.
Our doping-dependence measurements show a pattern with a wavelength periodicity
which increases with doping, which is consistent with a charge-density-wave origin for
the checkerboard ordering and hence the pseudogap state.
Taken together our studies show that the superconducting and pseudogap states
appear to be separate states that coexist at the same spatial locations below Tc. And, we
find evidence for charge density waves as the likely origin for the pseudogap state.
Thesis Supervisor: Eric W. Hudson
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I dedicate this thesis to my wife, Shannon, and daughter, Elyse.
You both are my inspiration.
Acknowledgments
I want to thank a number of people who have been instrumental in the completion
of this thesis. First, I want to thank my thesis advisor, Eric, who not only holds a wealth
of experimental and theoretical knowledge, but who is also the eternal optimist. Despite
various setbacks during the lab and instrument construction, Eric never showed an ounce
of frustration knowing that one day all the pieces would fall together and our anticipated
studies would follow. And, throughout my time at MIT, he has been instrumental in
discussing and helping me to achieve a variety of research and professional goals. I must
also thank Doug and Kamalesh for their efforts in instrument construction, data
acquisition and analysis, and general life conversations. The work in our lab is a true
collaborative effort. I would like also to thank Vidya and Yayu for their research and
professional advice.
Some of the best help in the lab has been from the small distractions which come
from the outside. I want to thank Sami, Iuliana, Ian, and Eric L. for numerous
conversations about sports, life, lab work, and of course the liquefier. And Matt, our
monthly meetings at Whiskey's were always a necessity for making sure I took some
time out of the lab to recharge and to step back and look at the larger picture in life.
Finally, I want to thank my family. I want to thank my parents for their constant
love and support. To Shannon: Thanks for putting up with me for the past six years. I
could never have done this without your love and constant encouragement. And to Elyse:
I want to thank you for your listening ear as I wrote and corrected this thesis. You
arrived into this world just after I completed the second chapter. My hope is that one day
you will read and comprehend at least those two chapters. Until then, I will just enjoy
watching you grow.
Contents
1 Introduction for the Non-Physicist 11
1.1 Introduction ................................................... 11
1.2 Conventional Superconductivity .................................. 11
1.3 Applications of Superconductivity ................................ 15
1.4 High-Temperature Superconductivity .............................. 16
1.5 Scanning Tunneling Microscopy .................................. 17
2 Introduction for Physicists 21
2.1 Introduction .................................................. 21
2.2 High-Temperature Superconductivity ........................... 21
2.2.1 Historical Background ..................................... 21
2.2.2 Macroscopic Properties .................................... 21
2.2.3 Microscopic Properties: CuO2 Planes ..................... 23
2.2.4 The Superconducting State ................................ 26
2.2.5 The Pseudogap State ................................... 28
2.3 Scanning Tunneling Microscopy .................................. 30
2.3.1 Tunneling Current...................................... 30
2.3.2 Topographic Imaging ................................... 32
2.3.3 Spectroscopic Measurements ............................... 34
2.3.4 Tunneling Into Superconductors ............................ 37
2.4 Bi 2Sr2CuO6+.......................................... .. 38
3 Imaging Two Gaps in (Bil.yPby) 2Sr2CuO6+8  41
3.1 M otivation ................................................... 41
3.2 Gap Inhomogeneity in Overdoped (Bil.yPby)2Sr2CuO 6+6 (Tc = 15 K) ...... 42
3.3 Temperature Dependence of the Gap Inhomogeneity ................... 45
3.4 A Second Gap ................................................. 46
3.5 Temperature Dependence of the Second Gap ........................ 50
3.6 Doping Dependence of the Two Gaps .............................. 55
3.6.1 Overdoped 15 K.. ................................ 56
3.6.2 Optimally Doped 35 K ............. .................... 58
3.6.3 Underdoped32K ....................................... 59
3.6.4 Underdoped 25 K........................... ........... 59
3.6.5 Combined Doping Dependence ............................ 61
3.7 Discussion of Results .......................................... 61
3.7.1 Identifying the Two Gaps ................................. 61
3.7.2 Inhomogeneity Resolved .................................. 63
3.7.3 Other Experimental Evidence for Two Gaps .................. 63
3.7.4 Summary............................................. 66
4 Temperature Dependence of Impurity States 69
4.1 Motivation ........................................ 69
4.2 STM of Impurities: Background ................................. 70
4.3 Native Impurities in OD (Bil-yPby) 2Sr2CuO6s8 (Tc = 15 K) ............. 73
4.4 Temperature Dependence of Native Impurities ...................... 76
4.5 Discussion ........................................ 80
5 Checkerboard Studies in Bi-2201 ................................... 83
5.1 Background and Motivation ..................................... 83
5.2 Checkerboard in Bi-2201 ....................................... 86
5.3 Discussion ........................................ 89
Thesis Conclusions and Thoughts for the Future 92
Bibliography 95
List of Figures
Figure
Figure
Figure
Figure
Figure
Figure
Figure
1.2.1
1.2.2
1.2.3
1.2.4
1.5.1
1.5.2
1.5.3
Figure 2.2.1
Figure 2.2.2
Figure 2.2.3
Figure 2.2.4
Figure 2.2.5
Figure 2.2.6
Figure 2.2.7
Figure 2.2.8
Figure 2.2.9
Figure 2.2.10
Figure 2.3.1
Figure 2.3.2
Figure 2.3.3
Figure 2.3.4
Figure 2.3.5
Figure 2.3.6
Figure 2.3.7
Figure 2.3.8
Figure 2.3.9
Figure 2.3.10
Peg Board Resistance Analogy ...........................
Resistivity in Hg .......................................
Meissner Effect Schematic ..............................
Levitation ..... ....................................
STM Schematic .......................................
NbSe2 Topography ....................................
Nb Spectroscopy .....................................
Resistivity Measurements in La2_-SrxCuO4 .
. . . . . . . . . . . . . . .
...
Magnetic Susceptibility Measurements in YBaCuO ...........
Bi-2201 Unit Cell ......................................
Resistivity Measurements in YBa2CU307-y .. . . . . . . . . . . . . . . ...
CuO 2 Plane ..........................................
Doping with a Hole ...................................
High-Tc Phase Diagram ..................................
ARPES D-Wave Gap ...................................
STM S-Wave and D-Wave Gaps .........................
Bi-2212 Gap Temperature Dependence .....................
Tunneling Junction .....................................
Tip - Sample Tunneling Schematic ................... . ....
STM Feedback Control Diagram .........................
Eu doped Bi2Sr2CuO6+ 8  ..... . . . . . . . . . . . . . . . . . . . . . . . . . . .
Measuring Density of States Schematic .....................
Bi-2212 STM Spectrum .................................
Layers of Conductance Maps .............................
No Tunneling to or from a Superconductor ..................
Tunneling to and from a Superconductor ....................
Effect of Pb-doping .....................................
24
24
25
26
27
28
29
30
32
33
34
35
36
36
37
38
39
Figure 3.2.1
Figure 3.2.2
Figure 3.2.3
Figure 3.2.4
Figure 3.3.1
Figure 3.3.2
Figure 3.4.1
Figure 3.4.2
Figure 3.4.3
Figure 3.4.4
Figure 3.5.1
Figure 3.5.2
Figure 3.5.3
Figure 3.5.4
Figure 3.5.5
Figure 3.5.6
Figure 3.5.7
Figure 3.6.1
Figure 3.6.2
Figure 3.6.3
Figure 3.6.4
Figure 3.6.5
Figure 3.6.6
Figure 3.6.7
Figure 3.7.1
Figure 3.7.2
Figure 3.7.3
Figure 3.7.4
Figure 3.7.5
Figure 4.1.1
Topography of OD 15 K (BijlyPby)2Sr2CuO 6+8 .................
OD 15 K Bi-2201 Spectra ...................................
OD 15 K GapMap .....................................
Distribution of Gap Widths in OD 15 K .....................
Temperature Dependence of Gap Inhomogeneity .............
Temperature Dependence of Spatially Averaged Spectrum ......
Charge Density Wave and Superconductivity Coexist in NbSe2 ..
One Homogeneous Gap after Normalization Grouped Spectra ...
One Homogeneous Gap after Normalization Gap Map .........
Normalization Procedure ................................
Kinked Spectra below Tc ................................
Small Gap Temperature Dependence .......................
Thermally Broadened Gap ................................
Thermally Broadened OD 15 K below Tc Kinked Spectra .......
Insensitivity of Normalization Temperature ..................
BCS Gap Temperature Dependence ........................
Thermal Broadening of STM Spectra for Nb .................
OD 15 K Positive Gap Map ..............................
OD 15 K Spectral Grouping Based on Positive Gap Widths .....
OPT 35 K Positive Gap Map and Spectral Grouping ...........
UD 32 K Positive Gap Map and Spectral Grouping ............
UD 25 K Average Gap Map ..............................
UD 25 K Spectral Grouping Based on Positive Gap Widths .....
Two Gap Doping Dependence ............................
Fitted Two Gap Doping Dependence ......................
Other STM Two Gap Evidence ..........................
ARPES Gap Size Doping Dependence: Nodal vs. Antinodal ....
Raman Spectroscopy Gap Doping Depend.: Nodal vs. Antinodal .
ARPES: BCS Nodal Gap Temperature Dependence ...........
Zn and Ni Doping Effects on Tc .......................... 69
42
43
43
44
45
46
47
48
49
50
51
52
52
53
54
54
55
57
57
58
59
60
60
61
62
63
64
65
65
Figure 4.2.1
Figure 4.2.2
Figure 4.3.1
Figure 4.3.2
Figure 4.3.3
Figure 4.4.1
Figure 4.4.2
Figure 4.4.3
Figure 4.4.4
Figure 4.4.5
Figure 5.1.1
Figure 5.1.2
Figure 5.1.3
Figure 5.2.1
Figure 5.2.2
Figure 5.2.3
Figure 5.2.4
Figure 5.2.5
Figure 5.3.1
Figure 5.3.2
Impurity State Schematic ................ ...............
Zn Impurities in Bi-2212 ................................
Native Impurity in OD 15 K Bi-2201 ......................
Spatial Distribution of Impurity State in CuO 2 Plane ..........
Spectra at Different Spatial Locations around Impurity State ....
Temperature Evolution of Impurity Spatial Extent ............
Impurity Center Spectral Temperature Evolution .............
Second Nearest Neighbor Spectral Temperature Evolution ......
Nearest Neighbor Spectral Temperature Evolution ............
Nearest Neighbor 5.2 K Spectrum Temperature Normalized .....
Checkerboard Pattern in Ca2-xNaxCuO 2C12 and Bi-2212 ...........
FFT Images of Checkerboard in Ca2-xNaxCuO 2C1 2 and Bi-2212 ....
Intensity Slices in FFT Images ............................
Checkerboard Pattern in OPT 35 K Bi-2201 .................
FFT and Intensity Slice of Checkerboard in OPT 35 K .........
Doping Dependence of Checkerboard Pattern in Bi-2201 .......
Wavevector Doping Dependence of Checkerboard Pattern ......
Temperature Dependence of Checkerboard in UD 23 K ........
Bi-2201 Fermi Surfaces ................................
Spatially Averaged OPT 35 K Spectrum .................. ..
71
72
73
74
75
76
77
78
79
79
83
84
85
86
87
88
88
89
90
91
Chapter 1: Introduction for the Non-Physicist
1.1 Introduction
This first chapter is an introduction to my thesis aimed at the non-physicist. My
thesis advisor first suggested this idea, and I think it a good one because it allows me to
provide to my friends and family at least a partial understanding as to how I have spent
the past six years of my life.
If I had to sum up six years of research in one sentence, I would do so by stating: I
have applied a technique known as scanning tunneling microscopy to the study of high-
temperature superconductors in order to gain understanding of these materials on an
atomic level. The next sections will provide an elementary introduction to four subjects
related to this research: conventional superconductors, applications of superconductors,
high-temperature superconductors, and scanning tunneling microscopy. My hope is that
you, my non-physicist friend, will understand virtually all that is contained here.
1.2 Conventional Superconductivity
Applying a voltage across a wire leads to an electric current in the wire. This
electrical current has an analogy with a disk sliding down a board of organized pegs
(Figure 1.2.1) made famous in the popular game "Plinko" seen on the game show The
Price-is-Right. The moving disk is analogous to an electron moving through a lattice of
ions (the pegs). The gravitational pull on the disk when the board is tilted (which leads to
the disk falling through the array of pegs) is analogous to applying a voltage difference to
move electrons through a material.
As the disk falls through the array, the disk scatters off the pegs and slows down,
in analogy with the way that electrons scatter off the ions in a material. The electron
scattering events lead to a resistivity - an intrinsic property of the material related to the
frequency of these scattering events which resist the flow of the electrons.
Now, if we remove all the pegs, the disk will fall unimpeded. This unimpeded
flow is exactly analogous to what happens when a material becomes superconducting -
electrons no longer scatter. Some materials become superconducting below a critical
temperature Tc, which is different for each material. A material which becomes
superconducting below a certain temperature Tc has a resistivity which goes to zero
below Tc, and electrons flow unimpeded.
Figure 1.2.1: A vertical peg board with stationary pegs (black circles). A
blue disk falls through the lattice of pegs. This situation provides a nice analogy
to electric current moving through a wire. By setting the board vertically, we
create a gravitational potential across the peg board which allows the disk to fall
and scatter off the board pegs. In an analogous fashion, the current flows when a
potential difference is applied across a wire. In a wire, current is carried by
electrons which move and scatter off stationary ions. This scattering leads to an
intrinsic resistivity.
Zero resistivity below Tc is the hallmark of superconductivity which was first
discovered in 1911 by Kamerlingh Onnes for the element mercury below 4.2 K (Onnes
191 1).(Figure 1.2.2) Not surprisingly, this discovery occurred three years after Onnes
first liquefied helium in 1908 (Kittel 1996). The majority of conventional
superconductors have critical transition temperatures Tc below 10 K, and hence before
the liquefaction of helium (boiling point of 4.2 K), there was no way to cool materials to
cold enough temperatures to observe the superconducting phenomenon.******
cold enough temperatures to observe the superconducting phenomenon.
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Figure 1.2.2: The initial data from Onnes's resistance measurements on
mercury showing a precipitous fall in resistance around 4.2 K.1
1 This image was taken from http://openlearn.open.ac.uk/file.php/2397/SMT359 1 002i.jpg andis a copy of the original data taken by Onnes.
A second salient feature of superconductivity involves magnetic behavior known
as the Meissner effect. When a magnetic field is applied over a superconductor at
temperatures above Tc, magnetic field lines penetrate directly through the material just as
magnetic fields penetrate through any standard material such as paper or copper.
However, when the material is cooled through Tc and enters the superconducting state,
magnetic field lines are expelled from the superconducting material (assuming a small
enough magnetic field strength).(Figure 1.2.3) This is what is known as the Meissner
effect. Although the initial resistive properties of superconductors were discovered in
1911, the Meissner effect was not discovered until years later in 1933 by Meissner and
Oschenfeld (Meissner et al. 1933).
a) D)
Figure 1.2.3: a) Magnetic field lines penetrate through a superconductor at a
temperature above its critical superconducting transition temperature (T > Tc).
b) When the superconductor is cooled below its critical transition temperature (T
< Tc), magnetic field lines are expelled from the interior of the superconductor
due to the Meissner Effect.
The Meissner effect corresponds to perfect diamagnetism for small enough
magnetic fields. Diamagnetism is a property of many materials; when an external
magnetic field is applied to a diamagnetic material, the diamagnetic material sets up its
own internal magnetic field to partially cancel the externally applied field. The
diamagnetic properties of water have been shown through impressive demonstrations
where strawberries and frogs have been levitated in air above strong magnets.(Figure
1.2.4)
1,
d)
Figure 1.2.4: a) A strawberry levitating in air in a strong magnetic field. The
diamagnetic property of the water comprising the strawberry allows for this
levitation. b) Similar to the strawberry, the frog contains enough water in its
tissues to allow for its levitation in a strong magnetic field. c) Unlike the
strawberry and the frog, the sumo wrestler is not levitated due to his composition
of water. Instead, the sumo wrestler stands on a platform which is a strong
permanent magnet disk. The cloth beneath the disk hides a superconductor
cooled below its critical transition temperature. The sumo wrestler levitates due
to the diamagnetic properties of the superconductor in the applied magnetic field
of the disk platform. d) A conceptual way to visualize levitation and
diamagnetism. If the one bar magnet represents the external field, the other
magnet represents the diamagnetic response of a material where that material sets
up a field in the opposite direction. We know there is a repulsive force between
two bar magnets in this configuration. If the repulsive magnetic force is large
enough to overcome the downwards gravitational pull on an object, then that
object can levitate in air.2
2 Images from Figure 1.4 a) and b) are captured video frames from:
http://www.hfml.ru.nl/levitation-movies.html c) is an image from: http://ffden-
2.phys.uaf.edu/212_fa112003.web.dir/Rodney_Guritz%20Folder/images/sumo.jpg
·\
1.3 Applications of Superconductivity
The macroscopic properties of superconductors have led to a number of
applications - some in present use and some being developed for future use.
Levitating strawberries and frogs are impressive but not particularly useful.
However, superconductors are being used in the development of magnetic levitating
trains, such as in the Yamanashi Maglev Test Line in Japan. The expectation is that
trains will be able to reach higher speeds and utilize less energy if the trains move
without friction - thus providing efficiency in travel time and energy usage.
Utilizing superconducting wires with no resistance allows for the creation of
"free" electromagnets. These magnets are free of the expense of supplying electrical
power to the magnet, which power is now required for all large magnets made of resistive
wire. Indeed, if one were to take a loop of superconducting wire and were to set a current
flowing in this wire, it would continue to flow virtually forever. A study conducted in
1962 found that the time for dissipation was well over 100,000 years (File et al. 1962).
This means is that, unlike for a copper wire, one would not have to have a battery
continuously connected to the wire to maintain the flow of current. Combining several of
these superconducting wire loops on top of one another, one can create an electromagnet.
Today superconducting wire is used in the electromagnets of medical MRI (Magnetic
Resonance Imaging) machines.
Utilizing a property of superconductors we have not yet mentioned and will not
touch in the rest of this thesis, superconductors can also be used to create very sensitive
magnetometers with the ability to measure very small magnetic fields (of order 10-15
Tesla). To illustrate the impressive nature of this measurement, these small fields are 20
billion times smaller than the earth's magnetic field. These magnetometers have been
used in Magneto encephalography (MEG) which studies the magnetic fields generated by
the human brain.
Finally, superconductors can be used to store energy efficiently. The demand on
power stations varies significantly during the course of a day with the smallest demand
during the late evening and early morning hours. If during the times when demand is
smallest, power stations could generate and then store energy without any dissipation,
this would lead to increased efficiency and significant savings. General Electric and
other companies are currently studying and developing small versions of this energy
storage known as Distributed Superconducting Magnetic Energy Storage (D-SMES). A
few of these systems are used at present as the technology continues to be developed. It
seems that further progress will be needed because there is still a high cost associated
with cooling the present superconducting systems. The hope is eventually to create better
superconductors which do not need to be cooled to very low temperatures.
Superconducting technology would then become widely applicable.
1.4 High-Temperature Superconductivity
So far we have mentioned the salient macroscopic features of superconductivity
(zero resistivity and the Meissner effect) as well as how those features can be used in
technological applications. Both phenomenological and microscopic theories have
provided insight into superconductivity. In 1957, Bardeen, Cooper, and Schrieffer
formulated a microscopic theory of superconductivity (now known as BCS Theory)
(Bardeen et al. 1957a; Bardeen et al. 1957b) which could derive the macroscopic
properties of superconductors starting from pairing of electrons below Tc. Due to the
successes of this theory, the scientific community generally viewed superconductivity as
a well-understood phenomenon.
However, in 1986, this all changed due to a new discovery. BCS theory had
predicted a general restriction on the maximum possible critical temperature, TCMax ~ 28
K (McMillan 1968). However, in 1986, Bednorz and Muller discovered a material
(LaBaCuO) which enters the superconducting state below Tc= 35 K (Bednorz et al.
1986), a temperature above the BCS-restricted maximum. This was the first of a new
class of superconductors known as "high-temperature" superconductors. A critical
temperature Tc above the maximum Tc set by BCS theory indicates that something
different occurs on the microscopic level. To this date, the microscopic mechanism for
these superconductors is not known. The purpose of this thesis is to garner additional
insight into these high-temperature superconductors on a microscopic level with the
ultimate aim that this research will lead to a microscopic theory for high temperature
superconductors.
Understanding high-temperature superconductors has important technological
implications, both because of the higher transition temperatures as well as the ability to
carry larger currents than wires of comparable size made out of copper. The higher
transition temperatures mean that these superconductors can be cooled below their
transition temperatures more easily than conventional superconductors. Liquid helium is
the standard way to cool conventional superconductors below Tc. Liquid helium is both
expensive and not widely available. More recent high-temperature superconductors have
Tcs which are above 77 K, the boiling point of liquid nitrogen which is both widely
available (for example in our breathable air) and inexpensive. The ability to push larger
currents through high-temperature superconductors also has an advantage in terms of
creating smaller wires as well as more powerful magnets.
1.5 Scanning Tunneling Microscopy
Scanning tunneling microscopy (STM) is a powerful technique invented in 1981
by Binnig and Rohrer (Binnig et al. 1982). Because STM can probe materials on the
atomic level, this technique naturally lends itself to the search for how high-temperature
superconductors work on the microscopic level. The entirety of this thesis focuses on the
application of STM to high-temperature superconductors and the insight this brings. This
section is intended to give the non-physicist a glimpse of how STM works and the
information it can provide.
In STM, we bring an atomically sharp tip a few angstroms from an atomically flat
surface. An angstrom (A) is 10-10 meters, roughly the diameter of an atom. Applying a
voltage between the tip and sample leads to a tunneling current flowing between the
two.(Figure 1.5.1) This current is very sensitive to the tip-sample distance. A larger
distance between the tip and sample leads to a smaller current. A tip - sample distance
change of about 1 A leads to almost an order of magnitude change in the current,
meaning that an STM is highly sensitive to very small changes in surface contours
(Stroscio et al. 1993). Hence, as we scan the tip over a surface, the rises and falls in the
surface topography (the rises and falls as we go over atoms) are easily captured.(Figure
1.5.2)
N
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Figure 1.5.1: A schematic for the setup for an STM. When a tip is brought
several angstroms away from a sample and a voltage is applied between the tip
and sample, a very small current flows - of order 10-00 amperes - between the
last atom of the tip and the sample. For comparison, a typical light bulb usually
has a flowing current of order 1 ampere. Our tunneling current is roughly 10
billion times smaller. As we scan the tip over the surface, the rise and fall of the
atomic landscape comprising the sample surface leads to changes in the current
and hence to the STM's ability to image the surface (see Figure 1.5.2).
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Figure 1.5.2: A 70 A-square scan taken by our custom-built STM over a
material known as NbSe 2. Here we see the triangular lattice composed of
selenium atoms. NbSe2 is a superconductor below -7.5 K and also exhibits
another phenomenon known as charge density waves which we will discuss later
in the thesis.
Besides topographic imaging, an STM also has the ability to do spectroscopic
measurements. These spectroscopic measurements provide information related to the
occupation of electrons at each energy in a study system known as the density of states.
Superconductors have a characteristic gap in their spectra when cooled below Tc.
(Figure 1.5.3)
- -6 -4 -2 0 2 4 6 8
Sample Bias (mV)
Figure 1.5.3: A spectrum taken on the conventional superconductor Nb (Pan
et al. 1998). The density of states is a measurement of how many electrons can
reside at a specific energy level. In the figure, there are regions where no
electrons can reside from - -1.5 mV to 1.5 mV. This is region is the
#
.40 4W
41 46
superconducting energy gap. On either sides of this gap there are peaks in the
density of states where large numbers of electrons can occupy the energy levels.
We are interested in studying this gap in the density of states of high-temperature
superconductors, both as a function of position as well as of temperature. Because STM
has atomic resolution, we can study how this gap changes from one atom to the next.
Our STM has the ability to vary temperatures, and hence we can study how the density of
states evolves with temperature both below Tc and through Tc. With the information
from these studies, we gain insight into the superconducting state of high-temperature
superconductors. The rest of this thesis will detail the experiments, results, and
interpretations of these position- and temperature-dependent studies.

Chapter 2: Introduction for Physicists
2.1 Introduction
There is considerable debate regarding the relationship between the superconducting and
pseudogap phases of high-temperature superconductors. Is the pseudogap phase a precursor
state which smoothly evolves into superconductivity as temperature is lowered through Tc? Or,
is the pseudogap phase some sort of competing phase which wins above Tc and loses below?
Can the pseudogap coexist with superconductivity below Tc? The goal of this thesis is to give
insight into these questions.
To do this, we utilize a custom-designed, home-built scanning tunneling microscope to
probe the high-temperature superconductors on the atomic scale as a function of temperature
through Tc while following the same spatial location. This powerful technique allows us to
determine the temperature evolution of the local density of states in the locale of individual
atoms as the sample goes from the superconducting state to the pseudogap state.
Before delving into our studies and the specific insights they bring into the nature of the
superconducting and pseudogap states, we begin with an introduction to high-temperature
superconductors, scanning tunneling microscopy, and the samples we study.
2.2 High-Temperature Superconductivity
2.2.1 Historical Background
High-temperature superconductivity was first discovered in 1986 by Bednorz and Muller
in LaBaCuO, which has a Tc of 35 K (Bednorz and Muller 1986). This discovery was the first in
a series of discoveries of new superconducting compounds. All of these new compounds have a
CuO 2 plane in the crystal structure, and so the group of superconductors is also known as the
"cuprates." The relatively high Tc of these materials led to their designation as "high-
temperature" superconductors. Based on the microscopic BCS model for conventional
superconductivity, McMillan calculated that Tc -28 K represented a maximum above which
stable materials should no longer have phonons which could couple electrons into their paired
state (McMillan 1968). Bednorz and Muller's discovery was outside of this limit and indicated
that something fundamentally different happens on the microscopic level in these new
superconductors. Since the initial discovery, cuprates with ever higher transition temperatures
have been discovered, including mercury cuprates (HgBaCaCuO) which currently have the
highest transition temperatures of 135 K at one atmosphere and, under elevated pressures,
considerably higher transition temperatures (Chu 1993).
2.2.2 Macroscopic Properties
Like conventional superconductors, high-temperature superconductors also exhibit a
precipitous drop in resistivity (Figure 2.2.1) and the Meissner effect in the presence of magnetic
fields (Figure 2.2.2) below Tc. Thus high-temperature superconductors exhibit the same two
quintessential macroscopic superconducting properties found in conventional superconductors.
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Figure 2.2.1: Resistivity measurements in the a-b plane of La2.-SrxCuO 4 for various
dopings. A precipitous drop in resistivity at temperatures above 0 K is obvious in a
number of these dopings indicating the onset of superconductivity at that temperature
(Takagi et al. 1992). This abrupt drop in resistivity near Tc is similar to what is observed
in for the conventional superconductors such as mercury seen in Figure 1.2.2.
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Figure 2.2.2: Magnetic susceptibility measurements taken in YBaCuO (left) and
LSCO (right). The Meissner effect begins as the samples are cooled below their Tcs;
-85 K and -39 K for YBCO and LSCO respectively (Allgeier et al. 1987).
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2.2.3 Microscopic Properties: CuO 2 Planes
Although high-temperature superconductors display the macroscopic properties of
conventional superconductors, something different occurs on a microscopic level in the cuprates.
This difference is evident in the high values of Tc which lie above the constraints of BCS theory.
Microscopic differences are obvious even in just the crystal structure of the cuprates. Unlike the
simple crystal structures of conventional superconductors (typically elements or simple
compounds), the cuprates involve complicated layered structures as seen in Figure 2.2.3.
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Figure 2.2.3: The unit cell for Bi2Sr2CuO 6+8 is similar to that of other cuprates. The
structural parameters for the unit cell of Bi2Sr2CuO 6+8 are a - b = 5.4 A and c = 24.4 A(Rajagopal et al. 1993). All cuprates have CuO 2 planes where it is believed that the
charges involved in conductivity and superconductivity reside.
The layered structure of the cuprates gives rise to quasi-two-dimensional systems, as is
evidenced by differences in resistivity measurements taken in plane (the plane defined by the a
and b crystal axes - e.g. along the CuO2 planes) or along the c-axis (perpendicular to the CuO2planes).(Figure 2.2.4)
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Figure 2.2.4: Resistivity measurements made in YBa 2Cu307-y along the a-b plane and
separately along the c-axis (Tozer et al. 1987). Note the differing scales for each. There
are obvious differences in the two directional resistivities as a function of temperature,
indicating a quasi-two-dimensional system. Similar resistivity measurements were made
for other dopings by Ito et al. also in YBa 2CU307_,, observing similar anisotropy (Ito et
al. 1991).
Theorists treat the materials as quasi-two-dimensional systems where the planes involved
in charge transport are the CuO 2 planes, as was first suggested by Philip Anderson (Anderson
1987). Such a two-dimensional treatment focusing on the CuO2 planes is useful in explaining
anisotropic resistivity measurements seen in Figure 2.2.4 (Anderson et al. 1988).
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Figure 2.2.5: Left: The CuO 2 plane. Blue circles represent the Cu atoms while the
smaller pink circles represent the O atoms. Right: Focusing only on the Cu atoms. The
free electrons which reside on the Cu atoms order antiferromagnetically. In the parent
state of the cuprates, there is one free electron per Cu site. Due to strong on site repulsion
between electrons, no two electrons reside on the same Cu site, leading to an insulating
parent state.
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Focusing on the CuO 2 plane, the parent state of a high-temperature superconductor is an
antiferromagnetic insulator where there is one free electron per copper lattice site in the CuO2plane. In this antiferromagnetic state, each electron on a copper lattice site has a spin opposite to
that of the electrons on the nearest-neighbor lattice sites.(Figure 2.2.5) Due to strong on site
repulsion between electrons, two electrons do not occupy the same lattice cite, hence preventing
electrons from moving in the parent state, and so producing the insulating state (Lee et al. 2006).
The cuprates can be doped from their stoichiometric parent state. Due to doping,
electrons are removed from some Cu sites (holes are added) allowing for motion of the
remaining electrons (or, equivalently, for motion of the added holes) (Lee et al. 2006). When a
parent material is doped, the doping element is added to layers neighboring the CuO 2 planes.Due to the doping element's ionization state, there are holes added to the CuO 2 plane. Theplanes where the dopant elements reside (and from which the holes are donated) are sometimes
referred to as "charge reservoirs" (Cava 1990; Damascelli et al. 2003).
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Figure 2.2.6: Doping with a hole (removing an electron) opens a spot to which
another electron can move. Doping with enough holes allows for sufficient charge flow
that the doped cuprate can leave the insulating parent state and become non-insulating,
and even superconducting.
Doping an antiferromagnetic insulator from its parent state leads to a series of non-insulating states including the superconducting state. A phase diagram showing the differentphases as a function of doping and temperature is seen in Figure 2.2.7. Of particular interest for
this thesis are the superconducting and pseudogap phases.
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Figure 2.2.7: A generic phase diagram for the cuprates. The x-axis starts at the left with zero
doping (zero holes) and an antiferromagnetic (AF) parent state. As holes are added, charges
begin to move, leading to a pseudogap phase, and to a superconducting phase (SC).
2.2.4 The Superconducting State
The superconducting state occurs in a dome-shaped region of the phase diagram. We
have already mentioned the macroscopic properties of the resistivity and magnetic susceptibility
in the superconducting state, with sample measurements appearing in Figures 2.2.1 and 2.2.2. In
the conventional theory of superconductivity, Cooper pairs form below Tc leading to the
observed macroscopic properties (Bardeen et al. 1957b). Cooper pairs also form in the cuprates
as was initially confirmed by magnetic flux measurements through a YBa 2CU30 7-y ring showing
h
a quantized flux depending on twice the charge of the electron: (o = e- (Gough et al. 1987).
The details of the formation of Cooper pairs in the cuprates are a mystery at present. A full
understanding of the interactions leading to superconductivity remains the ultimate goal of
current research regarding high-temperature superconductors.
The anisotropy of resistivity between the a-b plane and c-axis above Tc is clearly
exhibited in Figure 2.2.4. However, despite the seemingly two-dimensional nature of the
material, superconductivity (as seen in resistivity measurements) is evident along all crystal axes;
both directional resistivities fall precipitously at Tc. Hence, an obvious question arises: How do
charges (and specifically Cooper pairs thought to lie in the CuO 2 planes) travel along the c axis
of the crystal? They do so through Josephson tunneling between CuO2 layers (Kleiner et al.
1994). Even though the superconductivity seems to be fairly three dimensional, the two
dimensional behavior again reveals itself in the form of a shorter coherence length along the c-
axis compared with that in the a-b plane (Chien et al. 1994).
Aside from a different pairing mechanism, there is another difference in the Cooper pairs
formed in high-temperature superconductors; this involves the pairing (or order parameter)
symmetry. Conventional superconductors are isotropic (s-wave) superconductors (Bardeen et al.
1957b). On the other hand, Cooper pairs in the cuprates reflect an anisotropic dx2_y symmetry
of the order parameter (Sun et al. 1994; Shen et al. 1995). This leads to an anisotropic pairing
gap, A , in k (reciprocal space), where the gap is largest along the branches of the dx_y2 orbitals
and zero along the nodes. Angle Resolved Photo Emission Spectroscopy (ARPES) is an
experimental technique which can measure the superconducting gap for different k values.
Figure 2.2.8 shows the angular dependence of the gap in the cuprate Bi 2Sr2CaCu 2Os+x (Bi-
2212). Agreement of the measurements with the fitting curve confirms the d-wave nature.
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Figure 2.2.8: The measured gap in Bi2Sr2CaCu20s+x (Bi-2212) taken at 13 K (Tc =87
K). The angular gap-magnitude dependence is fitted by cos(kx)-cos(ky) illustrating its d-
wave nature. The inset is a k-space diagram representing the direction of gap
measurement along the normal-state Fermi surface. The Fermi-surface angle (x-axis of
main plot) is defined as 0 along the vertical Y-M direction and 90 degrees along the
horizontal Y-M direction (Ding et al. 1996). A standard s-wave superconductor has a
constant gap magnitude for all k directions.
Though standard STM spectral measurements are not momentum sensitive (they sum
over all k for a given energy), there is evidence of the d-wave nature of the Cooper pairing by
the presence of states very close to the Fermi energy. Figure 2.2.9 shows the difference between
a conventional s-wave superconductor with no states in the gap and a spectrum taken in Bi-2212
showing the d-wave nature of the gap in agreement with theoretical calculations for a d-wave
density of states based on the BCS model (Won et al. 1994).
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Figure 2.2.9: The density of states as measured by scanning tunneling microscopy
measures a gap that is twice the pairing energy (2A). Left: A s-wave spectrum taken in a
conventional superconductor (Nb) (Pan et al. 1998). There are no states inside of the
main gap energy. Right: A spectrum taken on the high-temperature superconductor Bi-
2212 showing states all the way to zero energy. States inside the gap come from angles
in k-space close to the gap's nodal direction. The dashed line shows a poor s-wave fit to
the spectrum while the dotted and solid line represent d-wave fits for two different
assumed Fermi surfaces (Mallet et al. 1996). Both of the d-wave fits are considerably
better than the s-wave fit.
2.2.5 The Pseudogap State
In the phase diagram of Figure 2.2.7, the pseudogap state above the Tc dome surrounds
most of the superconducting state below the Tc dome. Thus when the temperature of a high-
temperature superconductor is increased beyond Tc, the superconducting state typically evolves
into the pseudogap state which exists up to a temperature T*. There is much which is not known
about this pseudogap state. Although the pseudogap state is not superconducting, the pseudogap
state is named for (and characterized by) the gap appearing in the density of states which is
reminiscent of the gap in the density of states for the superconducting state.(Figure 2.2.10) The
origin and significance of this gap are not known. There are a large number of theories for the
origin of the pseudogap state. Very generally, these theories can be grouped into two classes: 1)
theories which view the pseudogap state as a separate order from the superconducting state
including d-density-wave, stripes, charge density waves, spin density waves and 2) theories
which view the pseudogap as closely related to the superconducting state and focus on pair
formation in the pseudogap state (Millis 2006; Fischer et al. 2007).
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Figure 2.2.10: Temperature dependent STM measurements of the density of states in
Bi-2212 (Tc = 90 K) (Matsuda et al. 1999). The density of states above 90 K still shows
a gap which is associated with being in the pseudogap state. The smooth evolution of the
gap in the superconducting state to the gap of the pseudogap state seems to indicate a
possible connection between the two gaps and their origin.
According to conventional BCS theory, the superconducting state falls out of the normal
Fermi liquid state. Does the high-temperature superconducting state fall out of the pseudogap
state? This is something we will investigate in this thesis. If the superconducting state does
evolve directly from the pseudogap state, it does so in a different way from what happens for a
conventional superconductor. Namely, the pseudogap state is not a Fermi liquid state as can be
seen in the linear (rather than T2) resistivity measurements along the a-b plane in this state, as
seen in Figure 2.2.1 and Figure 2.2.4. We will have much more to say about the pseudogap
later in this thesis.
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2.3 Scanning Tunneling Microscopy
In this section, we introduce the technique used in our studies of high-temperature
superconductivity - scanning tunneling microscopy (STM). This section focuses on fundamental
aspects of STM, from tunneling current to the specific measurements we make using our STM.
2.3.1 Tunneling Current
In STM, we bring an atomically sharp tip a few angstroms from a sample and apply an
electric potential across the gap. Because the tip is separated from the sample by a region of
vacuum, classical theory suggests that no current will flow. However, quantum theory predicts a
tunneling current given by Fermi's Golden Rule,
WpSamle = (Sample H,,u Tip)l 8samle (E) (Eqn. 2.1)
Evaluation of this equation gives the predicted tunneling current and its dependences.3
Fermi's Golden Rule gives the probability per unit time that an electron beginning in the
tip will transition (or in this case tunnel) to a state in the sample. A schematic of the tip - sample
tunneling is seen in Figure 2.3.1.
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Figure 2.3.1: A schematic of tunneling in STM. Here we apply a positive voltage to
the tip causing a current to flow from the tip to the sample. Due to Fermi's Golden Rule
there are actually two currents because there is a nonzero probability that an electron will
tunnel from the sample to the tip and vice versa. The full tunneling current takes into
account both possibilities.
The tunneling matrix element (Sample lH,, Tip) characterizes the properties of the
barrier (vacuum) through which an electron will tunnel. We know from quantum theory that
wave functions which penetrate into a barrier decay exponentially. Hence, it is exactly this
3 The general framework for the tunneling current derivation comes from (Poole et al. 1995).
tunneling matrix squared which gives the exponential dependence of the tunneling current on the
tip - sample separation distance,
IHTj 2  e Z (Eqn. 2.2)
The function sae, (E) appearing in Eqn. (2.1) represents the number of available empty states
in the sample to which an electron from the tip can tunnel and is a product of the density of states
in the sample times the thermal distribution of holes (one minus the Fermi function) as seen in
Eqn. 2.3.
8saIe(E)= Dsampe(E)[1- f(E)] (Eqn. 2.3)
From Eqn. 1 and Eqn. 3 we can write an expression for the tunneling current density from
the tip into the sample assuming we apply a voltage +V to the tip (lowering the energies of
electrons in the tip by -eV) and hold the sample at ground
Jr-s = -e WrTip--•,s•eDTi,(E +eV)ff(E +eV)dE (Eqn.2.4)
where the integral is over all energies. Thus the tunneling current density from tip to sample
depends on the probability per unit time that an electron can tunnel from the tip to the sample
times the number of filled states (tip density of states times the distribution for electrons).
Energies of tip electrons appearing in Eqn. 2.4 are offset by eV due to the bias applied to the tip.
The energy dependence in Wr•psampve is not offset since the sample is held at ground.
We can write the analogous expression for the tunneling current density from the sample
to the tip, In this case the energies in the Wsa,le•rip are offset (E+eV) due to the bias applied to
the tip.
Js-r = e WsampleripDsampe (E) f(E)dE (Eqn. 2.5)
This is the dominant term in the total tunneling current: when the a bias of +V is applied
to the tip, the electrons states in the tip have their energies lowered by -eV. Filled states of the
sample align with the empty states of the tip. Tunneling from the tip to sample (Eqn. 2.4) occurs
only due to thermal distribution of the Fermi function.
Putting Eqn. 2.1, Eqn. 2.4,and Eqn. 2.5 together, and multiplying by the area 'A" of the
tunneling junction, we obtain an expression for the full tunneling current,
A -2ffe AH ( 2
I= (Js-r -- Jr-s)A =  2A DTip(E+eV)Dsample(E)[f(E)- f(E+eV)]dE (Eqn.2.6)
Eqn. 2.6 is further simplified when we work at low temperatures, which is often but not
always the case. Later in this thesis we will discuss the effect of temperature on our tunneling
measurements, but for now we will assume that we are working very close to 0 K and hence the
Fermi functions can be approximated as step functions.
f(E)- f(E + eV) = e(E + eV)- O(E) (Eqn. 2.7)
This approximation collapses the integral over all energies and simplifies Eqn. 2.6 to:
-2elH 1 2A D, (E + e V)Dsmple(E)dE (Eqn. 2.8)
In STM measurements, we typically use a metallic tip (Pt-Ir) which has a flat density of
states near the Fermi energy: DTp
, (E + eV) = Const. We use such a tip so that the unknown
contribution to the tunneling current is dominated by the density of states of the sample we are
measuring. Inserting the exponential dependence of the tunneling matrix element on the
separation distance (given in Eqn. (2.2)), we finally have a form for our tunneling current as
I e " Dsampte(E)dE (Eqn. 2.9)
There are two important aspects to the above equation: 1) the exponential dependence of
the current on the tip - sample separation and 2) the direct dependence of the current upon the
integral of the density of states of the sample. These dependences correspond to the two main
measurements we make with our STM, topographic and spectroscopic measurements.
A clear way of picturing the results of Eqn. 2.9 is seen in Figure 2.3.2. In this figure,
instead of applying the bias to the tip, we apply the bias to the sample. This lowers the electron
energy states of the system by -eV. Then the electrons in the filled tip states tunnel into the
empty states of the sample.
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Figure 2.3.2: a) The tip and sample density of states (DOS) when no bias is applied.
Because the tip and sample states are each filled to the Fermi energy, no electrons can
tunnel from one to the other (if we ignore thermally excited electrons). The tip material
is chosen such that the tip DOS is flat; we use Pt-Ir tips. b) When a positive bias of +V is
applied to the sample, the energies of the sample system electrons decrease by -eV. Tip
electrons can now tunnel from the filled tip states into the empty sample states. The
tunneling current I for an applied voltage of +V to the sample is the integral over the
sample DOS from the sample's EF to EF + eV.
2.3.2 Topographic Imaging
The exponential dependence of the tunneling current on the tip - sample separation is
what makes STM a powerful tool. For changes of 1 A in tip - sample distance, there is roughly
an order of magnitude change in the tunneling current (Stroscio and Kaiser 1993). Though
tunneling currents are small (typically on the order of 100 pA), this exponential distance-
sensitivity is what allows for the imaging of atoms; the STM can detect sub-angstrom rises andfalls as a tip scans over a sample surface.
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Figure 2.3.3: A schematic of the feedback control for an STM (Hudson 1999). The
topographic image shown is of NbSe2 and was taken using our STM.
The tunneling current is the essential aspect of an STM which is amplified and then both
recorded and used for control. Figure 2.3.3 is a schematic diagram showing the components
needed for scanning, current amplification, feedback and data recording. All these aspects are
needed to image a sample surface. In this figure, as throughout the rest of the thesis, the bias is
applied to the sample while the tip is held at ground. The bias used in our experiments is
typically of order 100 mV. The resulting tunneling current which flows is of the order of 100 pA
and is amplified using a current preamplifier.
In our STM setup, as in Figure 2.3.3, we scan a sample surface at a constant current. We
use feedback control to adjust the tip - sample distance to keep the current constant.
Specifically, a voltage is applied to the Z piezo of the tip scanner and adjusted as the sample
surface rises and falls to preserve the tip - sample distance. By recording changes in this
voltage, we create a topographic image of the sample surface.
A second way of creating an image would be to turn off feedback and scan the sample
surface at a constant height. In this case, any topographic sample-surface modulations will lead
to changes in the tip - sample distance and hence to changes in the measured current. By
plotting the current as a function of position, we create a topographic image of the surface.
Scanning without feedback means any large sample height modulations (for example lattice
steps) or possible thermal drift may cause the tip to crash into the sample, thus ruining both.
It is important to note that although we typically associate the topographic image to
changes in the sample surface (for example the tip going up and down over atoms) the signal is
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more complex, as is indicated in Eqn. 2.9. Not only do tip - sample distances play a role in the
tunneling current, but electronic modulations affect the image as well. Thus spatial variation in
the sample density of states will change the tunneling current and hence will also affect the
image obtained from the STM. Figure 2.3.4 shows a combination of topographic and electronic
effects on the image obtained by the STM.
Figure 2.3.4: A 125 A-square topographic image taken with our STM of Eu
doped Bi 2Sr2CuO 6+8 taken at 6.5 K. The dark patches seen scattered throughout the
image represent regions where there are fewer electrons in the underlying local electronic
structure. This image brightness variation is one manifestation of the electronic
inhomogeneity evident in high-temperature superconductors and will be a significant
focus of this thesis. This image was taken with a sample bias of 100 mV and a tunneling
current of 400 pA.
2.3.3 Spectroscopic Measurements
Although the STM image of the tunneling current taken over a spatial region involves a
combination of topographic and electronic effects, a separate STM measurement can be used to
probe the underlying electronic aspects. These measurements can provide fundamental insights
into the physics of the materials we study.
An STM can measure the local density of states (LDOS) of a sample. This ability
follows directly from Eqn. 2.9. If we assume that the tip-sample distance z is fixed, then Eqn.
2.9 becomes
I ••C Dsal'E (, E)dE (Eqn. 2.10)4
where a local spatial dependence on the sample surface position F has been indicated in the
density of states. Taking the derivative of Eqn. 2.10 with respect to the bias voltage (energy)
gives
G(, V) =- oc Dsa,nple(,eV) (Eqn. 2.11)
dV V
4 The integral limits in this equation assume a positive voltage V is applied to the sample. The formulation
for equations 1-9 assumed a positive voltage V was applied to the tip.
G(i,V) is called the differential conductance and is experimentally measured using a
lock-in technique. The lock-in adds a small AC modulation (dV) to the sample bias. The
tunneling current is now given by I(V + dV sin at). Taylor-expanding this expression gives
dlI(V + dV sin ao)= I(V) +- dV sin at (Eqn. 2.12)dV v
dlThe differential conductance G(V) = - is picked out by the lock-in which extracts the AC
dV ,
component of the current which has the same frequency as the applied AC bias modulation.
Figure 2.3.5 gives a way to visualize the measurement of the density of states at a specific
voltage.
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Figure 2.3.5: Here a voltage of +V is applied to the sample lowering the energy
states of the electrons relative to the tip energy states. On top of this bias offset, a small
voltage offset dV is applied. In this diagram we directly see that an additional small bias
offset dV leads to a small change in current dI given by dl = DOS(eV)dV.
Experimentally we make this measurement with a lock-in amplifier; we apply a small AC
modulation to our sample bias and measure the resulting AC component of the tunneling
current modulation around that sample bias proportional to the DOS at that bias.
To make a full measurement of the density of states of the sample near the Fermi energy,
it is necessary to measure the differential conductance over a number of values for the energy. In
such a measurement, the tip - sample distance is first set by feedback parameters (using a current
set point for a given bias), and then feedback is switched off. The bias voltage is then ramped to
the first voltage (energy) of interest and the differential conductance is measured for that bias.
Then, with feedback still off, the voltage is ramped to the next voltage and the differential
conductance is again measured. By repeated measurements for a range of voltages, the
differential conductance and hence density of states is measured for that voltage range. Figure
2.3.6 shows a spectrum taken with our STM over a bias range of -100 mV to +100 mV (energies
of -100 meV to + 100 meV).
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Figure 2.3.6: A spectrum taken with our STM on near optimally doped Bi-2212 (92
K). Here we see the standard d-wave nature of the superconducting gap. (Compare with
Figure 2.2.9.)
One final aspect of spectroscopy measurements is the ability to obtain the differential
conductance at each location of an extended spatial region. Here the differential conductance for
a fixed energy (bias voltage) is plotted in real space (see Figure 2.3.7). The spatial variations in
differential conductance allow energy-related effects to be detected, including the observation of
impurity states (Hudson et al. 2001), checkerboard patterning (Vershinin et al. 2004), and
quasiparticle interference patterns (Hoffman et al. 2002).
Figure 2.3.7: Three real-space images taken from differential conductance maps.
Here the measured differential conductance for a given energy is shown as a function of
position on the sample surface. All three images were taken using our STM. a) A 0 mV
layer, 70 A-square conductance map showing impurities in near optimally doped Bi-2212
(Tc = 91 K). Impurity states in Bi-2201 will be the focus of the 4 th chapter of this thesis.
b) A -10 mV layer, 200 A-square conductance map showing a checkerboard pattern in
optimally doped Bi-2201 (Tc = 35 K). This is a static pattern as a function of energy and
is the focus of the 5 th chapter of this thesis. c) A -14 mV layer, 500 A-square conductance
map showing a pattern associated with quasiparticle interference (QPI).
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2.3.4 Tunneling Into Superconductors
We have shown how STM measures the density of states of a general sample. This
section will focus on the specifics of tunneling into a superconductor. Figure 2.3.8 shows a
sample in the superconducting state, specifically a BCS ground state separated from the excited
quasiparticle states by the gap energy A (pairing energy per quasiparticle in a Cooper pair).
When no bias is applied to the sample, the Fermi energies of the tip and sample align. No
tunneling occurs because single electrons from the tip cannot tunnel into the paired-electron (or
rather paired-quasiparticle) ground state of the superconductor. Likewise, individual
quasiparticles in Cooper pairs within the BCS ground state cannot tunnel into the tip states
without first breaking from their partner.
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Figure 2.3.8: A diagram taken from (Hudson 1999) showing the Fermi energies of
the tip and sample aligned when no bias is applied between tip and sample. No tunneling
occurs in this situation.
When a positive bias (+V) is applied to the sample, the energies of the electrons in the
sample drop by eV relative to the energy states in the tip.(Figure 2.3.9a) Assuming this energy
drop is larger than the gap energy (eV > A), the filled tip states now align with the empty excited
quasiparticle states of the sample allowing for tunneling from the tip to the sample.
Tunneling from sample to tip occurs when a negative bias (-V) is applied to the sample
raising the energies of the electrons by eV. If this energy increase is larger than the gap energy
(eV > A), then electrons can tunnel from the superconducting sample to the tip. However, to do
this, an electron which tunnels comes from a Cooper pair. This means, that the other member of
the Cooper pair must be excited to an empty quasiparticle state. Starting from the elevated BCS
ground state (+eV compared to the tip Fermi energy), one member of the broken Cooper pair
gains eV and the other loses eV hence conserving energy during the tunneling process.(Figure
2.3.9b)
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Figure 2.3.9: A diagram (Hudson 1999) showing the two tunneling processes. a)
When a positive voltage is applied to the sample, electrons in the tip tunnel to the sample.
b) When a negative voltage is applied to the sample, electrons tunnel from the sample to
the tip.
When we measure the differential conductance for a tip and sample at both positive and
negative sample biases, then we investigate both of the tunneling processes. The measured
density of states shows a gap of 2A, as seen in Figure 2.3.9.
2.4 Bi2Sr2CuO 6, 8
The samples studied in this thesis are from the parent compound Bi 2Sr 2CuO6+8 (Bi-2201),
the single-layer relative to the well-studied Bi 2Sr 2CalCuO 8+s (Bi-2212). The structure and
crystal axes were given in Figure 2.2.3. There are several reasons why we choose to study Bi-
2201. First, though Bi-2212 is well-studied, Bi-2201 is not. Hence, we can gain new insights
into the cuprates by studying and comparing results from a one-layer versus two-layer related
system. Second, Bi-2201 also allows access to the overdoped regime of the superconducting
dome of the phase diagram, which is not accessible to Bi-2212 (Takeuchi et al. 2001). Thus our
studies may allow new insights into the cuprate phase diagram. Third, the Tcs for Bi-2201 are
considerably lower (Tcuax = 35 K for our optimally doped samples) than those in Bi-2212 (TCMax
= 95 K). This means that using our variable-temperature STM, we can easily go from below to
above Tc without involving the strong effects of thermal broadening (effects we will discuss
later) as well as working in a temperature regime where our microscope is more stable. Finally,
our crystals, which are grown by Takeshi Kondo, Hiroshi Ikuta, and Tsunehiro Takeuchi, are
available in an a wide range of dopings (underdoped 25 K to overdoped 7K) allowing for studies
across the superconducting dome of the phase diagram.
The samples used in the studies detailed in this thesis are all Pb-doped. A large part of
this thesis will focus on 15 K overdoped Bi2-yPbySr 2CuO6+ where y = 0.38 (Kondo et al. 2005).
Pb is typically added to the samples supplanting Bi atoms to remove the supermodulation which
is intrinsic to the non-Pb-doped crystals (Takeuchi et al. 2001; Mashima et al. 2006; Meevasana
et al. 2006). Removing the supermodulation is not important to our studies, but is important for
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experimentalists using scattering techniques. Extra reflections due to the periodic
supermodulation lead to increased complications in interpreting scattering data. Figure 2.4.1
shows the removal of the supermodulation due to Pb-doping.
Figure 2.4.1: The Bi - O plane of a non-Pb-doped Bi-2201 (left) and Pb-doped Bi-
2201 (right). Both images are 125 AS x 125 A. The periodic supermodulation seen in the
non Pb doped Bi-2201 is removed by addition of Pb. Bright white spots in the right
image indicate the location of the Pb atoms as has been confirmed by bright atom
counting comprising roughly 20% of the sample surface (consistent with y = 0.38). Pb
atoms appear brighter than the Bi atoms, likely due a slightly larger ionic radius than the
Bi atoms. Our spectroscopic STM studies show no significant spectral features
associated with being in the locale of a Pb atom.
Aside from removing the supermodulation (indicating Pb has a structural effect) Pb-
doping also leads to an increase in TC (Rajagopal et al. 1993). The underdoped and optimally-
doped crystals used in this thesis are also doped with La which allows access to those regimes by
acting as a type of "charge reservoir" (Kondo et al. 2005; Okada et al. 2006).

Chapter 3: Imaging Two Gaps in (Bil.,Pby) 2Sr 2CuO 6+s
3.1 Motivation
The nature of the relationship between the superconducting state and the
pseudogap state in the cuprate phase diagram is unclear. Theories aimed at explaining
this relationship fall generally into two broad classes. The first set of theories comprise a
class typically known as the "phase fluctuation scenario" (Anderson 1987; Randeria et al.
1992; Geshkenbein et al. 1997; Franz et al. 1998; Franz et al. 2001; Anderson et al.
2004). These theories generally stem in some way from Anderson's initial RVB
(resonating valence bond) paper which proposes that the essential physics of the cuprate
phase diagram is rooted in the undoped antiferromagnetic parent state. Hence, because
the pseudogap and superconducting states can occur at the same sample dopings,
intrinsically there is a close relationship between the two states. In the simplest terms,
the pseudogap state is composed of pair fluctuations indicative of the Cooper pairing of
the superconducting state, with the main difference between the states being the onset of
phase coherence below Tc. In these theories, the gap in the density of states of both the
pseudogap and superconducting states would be expected to be the same (Millis 2006).
The second set of theories views the pseudogap and superconducting states as
separate entities which possibly compete with one another. Candidates for the pseudogap
included in these theories are Peierls' charge density waves (Vojta et al. 1999), charge
and spin stripe ordering (Kivelson et al. 2003), d-density wave ordering related to a
"hidden symmetry of dx.y2 type" (Chakravarty et al. 2001), as well as a circulating
current phase (Varma 1997). In these theories, two separate states would be expected to
produce two separate gaps in the density of states (Millis 2006).
We believe the key to understanding the nature of the relationship between the
superconducting state and the pseudogap state of the cuprates lies in understanding the
temperature evolution of the spatial variation in the density of states as one state
transitions to the other. The results of such a study should indicate whether or not the
gaps in the density of states of the two phases are indeed the same, and hence whether or
not the states are closely related. Previous studies have examined the temperature
evolution of the density of states in the cuprates (Miyakawa et al. 1998; Renner et al.
1998; Matsuda et al. 1999; Kugler et al. 2001), but they involved spatial averages. Such
averages lose information regarding spatial variations, and have the potential to wash out
subtle spectroscopic effects. The goals of the studies presented in this chapter are to
preserve the spatial detail while examining changes in the density of states at each
location in a region of interest as we warm through Tc.
3.2 Gap Inhomogeneity in Overdoped (Bil.,Pby) 2Sr2CuO 6+, (Tc = 15 K)
Although the pseudogap phase is most often associated with the underdoped and
optimally doped regions of the phase diagram, there is experimental evidence for the
pseudogap state extending well into the overdoped region of the Bi-2201 phase diagram
(Kugler et al. 2001; Zheng et al. 2005; Mashima et al. 2006). Hence, we begin by
examining an overdoped (OD) sample with a Tc of 15 K. This sample is an ideal starting
point for our studies because the base temperature of our instrument (- 4 K) is well below
the sample TC and, with only a small increase in temperature, we can pass through Tc and
above Tc while minimizing the effects of thermal broadening.
Figure 3.2.1 shows a 180 A-square topography of a 15 K sample. The bright
atoms are due to Pb doping which, as was discussed earlier, removes the supermodulation
which is present in the non-Pb-doped Bi-2201 compounds. The dark patches seen in the
image do not represent missing atoms or regions of missing atoms, but rather reflect
variations in the underlying electronic structure of this region.
Figure 3.2.1: A 180 A-square topography of (Bil-yPby) 2Sr2CuO6+6 with a Tc
of 15 K taken at 6 K where the sample is in the superconducting state. STM
settings for this image were: Vsample = -100 mV, I = 100 pA.
We directly probe the underlying electronic structure by taking a spectral map
over the region shown in Figure 3.2.1: we measure the density of states at each point in
grid pattern over the region of interest. Figure 3.2.2 shows two spectra taken at different
spatial locations indicative of how the density of states can vary from one location to the
next.
Variations between spectra can take several forms including differences in the
peak energy locations on either side of a gap, differences in the sharpness of those peaks,
and energy-dependent slope differences. Our main spectral focus will be on the locations
of the peaks on either side of the Fermi energy, which we use to define twice the spectral
energy gap (2A). This spectral gap, A, has often been interpreted as defining the
superconducting pairing gap (Barbiellini et al. 1994; McElroy et al. 2005a; Nunner et al.
2005; Gomes et al. 2007; Alldredge et al. 2008).
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Figure 3.2.2: Two spectra taken at separate spatial locations showing
differences in peak energies and hence the measured gap size (2A). A - 22 meV
and 7 meV for the left and right plots respectively.
Vsample = -100 mV, I = 100 pA, Vmod,rms = 1.6 mV.
0 meV 40 meV
Figure 3.2.3: A 128 pixel gap map A(r) taken at 6 K over the 180 A-square
region of Figure 3.2.1 indicating nanoscale inhomogeneity in the gap size. The
mean gap size is 16 meV with a standard deviation of 8 meV. The color scale
associated with the gap size is indicated as well as a histogram illustrating the
distribution of gap sizes.
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In Figure 3.2.3 we plot the variation in the spectral gap size, A(r), as it varies
over the region pictured in Figure 3.2.2. As is obvious in the figure, the gap size in Bi-
2201 can vary over very small lengths scales (-20 - 30 A) sometimes varying by a factor
of 4 over that distance. In short, there is nanoscale inhomogeneity in the gap size. A
similar variation on the nanometer scale has been noted previously in the well-studied Bi-
2212 system (Cren et al. 2001; Howald et al. 2001; Pan et al. 2001; Lang et al. 2002;
McElroy et al. 2005a). However, inhomogeneity in the Bi-2201 system appears to be
even more pronounced than in Bi-2212. The mean gap size for the OD 15 K sample is 16
meV with a standard deviation of 8 meV.5 For comparison, in an underdoped (UD)
sample of Bi-2212 with a Tc of 74 K, the mean gap size is 50 meV with a standard
deviation of 8.6 meV (Lang et al. 2002).
Figure 3.2.4 shows the variation of spectra associated with the gap
inhomogeneity seen in Figure 3.2.3. Each of the plotted spectra is an average of all the
spectra in the spectral map with the same gap width (within 2 meV).
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Figure 3.2.4: Group-averaged spectra showing the distribution in gap widths.
Spectra from the spectral map taken over the region corresponding to Figure
3.2.1 were grouped by gap size based on the gap map of Figure 3.2.3. Spectra
were taken with settings of Vsample = -100 mV, I = 100 pA, Vmod, rms = 1.6 mV and
are offset for clarity.
5 We note that the standard deviation may not be the best method of illustrating the large distribution of gap
energies as the histogram in Figure 3.2.3 illustrates a non-Gaussian distribution. However, for lack of a
better way to represent the distribution, we decide to quote the standard deviation.
3.3 Temperature Dependence of the Gap Inhomogeneity
Using the ability of our STM to follow the same spatial location as a function of
temperature, we next examine the temperature evolution of the gap in the OD 15 K
sample, starting in the superconducting state at 5 K (well below TC) and then warming
through Tc to enter the pseudogap state.(Figure 3.3.1)
0 meV 40 meV
Figure 3.3.1: The temperature evolution in the gap of the density of states
over a 175 A-square region as the temperature approaches and then passes
through Tc. The inhomogeneity of the gap size is independent of temperature.
The red regions represent impurity-affected regions where no gap was measured.
Chapter 4 will focus on the temperature evolution of impurity states through Tc.
Neither the spatial variations nor the individual gap sizes (as indicated by the
color scale) change as the sample transitions from the superconducting to the pseudogap
state. There appears to be virtually no temperature dependence in A(r) as the
temperature is raised through Tc. Hence, it is not surprising that the temperature
evolution of a spatially-averaged density of states shows a very smooth transition from
the superconducting state to the pseudogap state.(Figure 3.3.2)
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Figure 3.3.2: A spatial averaging of the density of states as a function of
temperature. Similar to the gap map evolution with temperature, these spectra
evolve smoothly from the superconducting state to the pseudogap state. This
result is in good agreement with previously reported temperature-dependent STM
measurements of the density of states in Bi-2201 (Kugler et al. 2001).
Spectra were taken with settings of VSample = -100 mV, I = 100 pA, Vmod, rms = 1.6
mV and are offset for clarity.
3.4 A Second Gap
The previous section focused on the temperature independence of the gap in the
density of states as the temperature was raised through Tc. The next logical question to
ask is, what (if anything), does change through Tc? To examine this question we employ
a normalization scheme where a spectrum taken below Tc is normalized (divided) by a
spectrum taken at the same location at TN for TN > Tc:
GN (E, 7, T) = G(E,,T) (Eqn. 3.1)
G(E, ,TN)
If we plot GN (E, 7, T) for all measured energies in Eqn. 3.1 then we have a
normalized spectral density of states.
The rationale for the normalization is through its analogy to the BCS framework.
In BCS theory, the superconducting density of states is the normal density of states times
a multiplicative factor indicating a gap opened as the material was cooled through
Tc.(Eqn. 3.2)(Tinkham 1996)
Ns = IEI (Eqn. 3.2)
Eqn. 3.1 states the same thing, where G(E, J, T) is the density of states of the
superconducting state (analogous to Ns in Eqn. 3.2), G(E, T, TN) is the pseudogap
density of states (analogous to the normal, above Tc, density of states, No , in Eqn. 3.2)
and the resultant GN(E, T, T) represents the change between the two states.
One example of such a superposition of two gaps as described in Eqn. 3.2 is in
the case of NbSe2. When cooled below -33 K there is a charge density wave (CDW) in
the system, as is obvious from the pattern in a topographic image of the sample surface
(Figure 3.4.1) as well as from the opening of a bowl-shaped gap in the density of states
seen in the same figure. When cooled below, -7.4 K NbSe 2 transitions into a
superconducting state, and a small superconducting gap with sharp coherence peaks is
superimposed directly on top of the bowl shape CDW gap, as seen in Figure 3.4.1.
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Figure 3.4.1: Left: 70 A-square topographic image of NbSe 2. The
appearance of a triangular pattern of bright atoms (every three atoms) is due to a
charge density wave which involves a real lattice distortion (a Peierls charge
density wave) and hence a rearrangement and partial localization of conduction
electrons. In the case of NbSe2, the CDW can be seen directly in the topographic
image. Right: Charge density waves create a gap in the density of states, as is
evidenced by the large bowl-shaped gap indicated by the arrows. When the
temperature is lowered below 7.4 K, a superconducting gap is superimposed
directly on top of the CDW gap.6
We first use the normalization procedure on the grouped spectra of Figure 3.2.4.
The individual spectra used in each of the spectral averages of Figure 3.2.4 were initially
6 The topographic image was taken using our STM. The differential conductance spectrum was taken by
Eric Hudson while in the J.C. Davis group at Berkeley and is currently unpublished.
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normalized by spectra taken at the same spatial locations at TN = 16 K, and then were
averaged again to produce Figure 3.4.2. Remarkably, regardless of the initial gap size
(whether 7 meV or over 40 meV), after normalization, there results one small, much-
more-homogeneous gap.
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Figure 3.4.2: Left: The unnormalized 6 K spectra of Figure 3.2.4. Right:
The group-averaged spectra from Figure 3.2.4 which have been normalized
using the normalization procedure of Eqn. 3.1 with TN = 16 K. What is evident is
that regardless of the initial gap size of the unnormalized spectrum, after
normalization what results is a small more-homogeneous gap with A - 7 meV.
The 16 K spectra used in normalization were taken using the same parameters as
the 6 K spectra.
Next, this normalization procedure is used for every spectrum associated with the
gap map in Figure 3.2.3, which includes over 15,000 spectra. The resulting gap map is
shown in Figure 3.4.3. Similar to the grouped spectra of Figure 3.4.2, after
normalization, there remains one, considerably more homogeneous gap with an average
size of AN = 6.7 meV and a standard deviation of 1.6 meV, compared to the before-
normalization gap size of 16 meV with a standard deviation of 8 meV. In short, the
initial gross inhomogeneity observed the spectral gap is significantly reduced after
normalization.
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Figure 3.4.3: The gap map from normalized spectra taken in the region
shown in Figure 3.2.1 where TN = 16 K. Here AN = 6.7 meV ±1.6 meV,
compared to the gap size for the unnormalized spectra of Figure 3.2.3, A = 16
meV ± 8 meV. There is increased homogeneity after normalization. The color
scale associated with the gap size is indicated as well as a histogram illustrating
the distribution of gap sizes.
To illustrate the normalization procedure, Figure 3.4.4 shows a spectrum taken in
the superconducting state at 6 K, then at the same exact location above Tc at 16 K, and
the resulting normalized spectrumG N = G(6K)/G(16K). The spectrum taken at 6 K
(well below Tc = 15 K) and the spectrum taken at 16 K (just above Tc) show the same
basic spectral characteristics - gap size and background-energy dependence. After
normalization, one small gap remains.
Our data shows that below Tc a small, homogeneous gap is evident after
normalization. Is there any evidence for the small gap in the unnormalized data?
Looking at Figure 3.2.4, there is an evident kink which uniformly occurs in all spectra at
approximately at the energy of the smallest gap size. This kink is the evidence for the
second, smaller gap.
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Figure 3.4.4: Top Left: An individual spectrum taken at 6 K. Top Right: A
spectrum taken at the same spatial location at T = 16 K (above Tc = 15 K). This
spectrum shows the same basic spectral behavior as seen in the 6 K spectrum.
Bottom: The 6 K spectrum normalized by the 16 K spectrum. One small gap
remains. The spectra were taken with settings of Vbias = -100 mV, I = 100 pA,
Vmod, rms = 1.6 mV.
3.5 Temperature Dependence of the Second Gap
Figures 3.3.1 and 3.3.2 show temperature insensitivity for the unnormalized
spectra through Tc. These spectra evolve smoothly with no special behavior at Tc. We
next consider the temperature dependence of the small gap which appears from the
normalization procedure. Figure 3.5.1 compares spectra taken at 6 K to those taken at 16
K each using grouped averages based on the 6 K gap map (identical to the Figure 3.2.4
grouping, but with more included gap sizes). Whereas there is a uniform kink in all of
the 6 K spectra of Figure 3.4.5 at ~ 7 meV, there is no comparable kink evident in the 16
K spectra taken at the same locations. In short, regardless of the initial gap size below
Tc, there is no kink and hence no evidence for the small gap when the temperature is
raised only 1 K above Tc. Is the small gap really gone above Tc? If so, at what
temperature does the small gap disappear? Does the small gap only seem to disappear
because of the effects of thermal broadening?
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Figure 3.5.1: Left: Group-averaged spectra taken at 6 K shown with
increasing gap width from top to bottom. Spectra from the spectral map taken
over Figure 3.2.1 were grouped by gap size based on the gap map of Figure
3.2.3. The sample bias scale was cropped at ±30 meV to emphasize the kink
evident in all of the spectra at ~ 7 meV. This plot is the same as Figure 3.2.4,
but shows finer energy resolution in gap-width grouping. Right: Curves taken at
16 K and grouped in the same manner as for the 6 K curves. The 16 K curves
were grouped based on the 6 K gap map which ensures each group average is
taken at the same spatial location for each gap width (e.g. the green curve at top
seen at left and the green curve seen at top at right are averaged spectra taken at
the same exact spatial locations determined by the gap width of the 6 K gap
map). There are no evident kinks for any gap size in the 16 K data. Figure 3.5.4
shows that if thermal evolution were due just to thermal broadening, that there
would indeed be kinks present in the 16 K spectra.
Spectra at the bottom of the Left and Right plots are noisier than the other curves
because they represent the largest gaps in the region resulting in fewer curves
used in the averages. Spectra were taken with settings of Vbias = -100 mV, I =
100 pA, Vmod, rms = 1.6 mV and are offset for clarity.
Figure 3.5.2 shows the temperature evolution of the extracted small gap due to
the normalization procedure as the temperature is raised toward Tc. Contrary to the
temperature-independent unnormalized spectrum, the small gap is highly temperature
dependent and disappears as the temperature approaches Tc = 15 K.
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Figure 3.5.2: Temperature evolution of the small gap as we approach Tc.
Data is spatially averaged over the region of Figure 3.3.1. The small gap
disappears as the temperature approaches Tc. TN = 17 K.
Next, we investigate whether the small gap temperature evolution and vanishing
towards Tc is driven by the effects of thermal broadening. Figure 3.5.3 shows the effect
of thermal broadening: the measured 5 K (unnormalized) spectrum used in Figure 3.5.2
was deconvolved and then convolved with the derivative of the Fermi function to 13 K,
and then normalized, giving the dotted red curve. The resulting gap is much larger than
the measured and then normalized 13 K spectrum shown in black. In short, thermal
broadening can not account for the gap closing as the temperature approaches Tc.
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Figure 3.5.3: The 5 K and 13 K curves are measured and normalized spectra.
The dotted red line represents the 5 K unnormalized spatially averaged spectrum
which was artificially thermally broadened by being deconvolved (to 0 K) and
convolved (to 13 K) with the derivative of the Fermi function and then
normalized by spatially averaged spectra taken over the same location at TN = 17
K. Clearly thermal broadening does not lead to the small and barely-present gap
seen in the measured and normalized 13 K curve.
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Returning to the unnormalized 6 K grouped spectra of Figure 3.5.1, if we
thermally broaden the kinked curves to 16 K, we see that the kink that exists in the 6 K
spectra would persist at 16 K if the only spectral evolution were due to thermal
broadening. Figure 3.5.4 shows 6 K spectra from Figure 3.5.1 with obvious kinks for
three different gap sizes, and the resulting spectra from thermal broadening to 16 K. The
kinks obvious at 6 K are still obvious when thermally broadened to 16 K. That no kinks
appear in the 16 K-grouped curves of Figure 3.5.1 again indicates a small gap
temperature evolution whose disappearance is not driven by thermal broadening and is
consistent with the small gap disappearing as T-4 Tc.
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Figure 3.5.4: Shown on the left are three 6 K curves from Figure 3.5.1
with obvious kinks on both sides of the gap center. When these three curves are
thermally broadened to 16 K, the kinks remain, as shown on the right. No kinks
are visible in the 16 K spectra of Figure 3.5.1 which provides further evidence
that the small-gap evolution is not driven by thermal broadening.
Another question which can be asked is whether the gap disappearance as Tc is
approached is due to the chosen normalization temperature, TN. Figure 3.5.5 shows that
the disappearance of the gap is insensitive to the normalization temperature. However,
this is said with a small caveat: obviously if TN is chosen too high above Tc the effects of
thermal broadening or a separate possibly higher-temperature phase transition (e.g. if Tpasses through T*) will indeed affect normalization.
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Figure 3.5.5: Different normalization scenarios showing normalization is
insensitive to TN for TN above Tc: the same normalized spectrum is seen for a 13
K curve normalized to a spectrum taken at the same location at 16 K (bottom
curve) or 19 K (middle curve). A 16 K curve normalized to a 19 K curve shows
a flat curve indicating consistency between curves taken at the two temperatures
and insignificance of thermal broadening for that temperature range.
It is clear that the small gap vanishes as the temperature approaches Tc. But, how
does the small gap vanish? Does it close (A(T -- Tc ) = 0) or does it fill (A(T) = A0 ,
GN(JEI < A 0,T - Tc) --- 1))? In conventional superconductivity, the coherence peaks
and hence superconducting gap close as the temperature approaches Tc according to
Figure 3.5.6.
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Figure 3.5.6: BCS temperature dependence of the superconducting gap
(Bardeen et al. 1957b). The y-axis represents the ratio of the superconducting
gap size at temperature T compared to the zero temperature gap size. The x-axis
gives the temperature normalized to Tc. The coherence peaks move closer in
energy as the temperature is raised until the gap disappears at Tc.
Figure 3.5.2 shows a gap with coherence peaks which do not change energy as
the temperature is raised. There is no evidence that the gap closes but rather it seems that
the small gap fills as the temperature approaches Tc. However, drawing conclusions
from this may prove erroneous. Figure 3.5.7 shows STM spectra on Nb, a conventional
ANl'
superconductor where the superconducting gap is known to close, not fill. However, the
STM spectra show a gap that appears not to close but rather fill as the temperature is
raised toward Tc. The appearance of a filling rather than closing gap in STM spectra is
due to effect of thermal broadening (Hudson 2008).
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Figure 3.5.7: The temperature evolution of the superconducting gap in Nb.
At 380 mK the spectrum is characteristic of a typical s-wave superconductor.
The temperature evolution show the gap appears not to close, but rather opens
slightly as the temperature approaches Tc (-9 K). The dashes are indicators of
what the actual gap size is according to a BCS temperature dependence of the
gap. This plot is taken from (Hudson 2008), but first appeared in (Pan et al.
1998).
Ultimately, no conclusion can be made regarding whether the gap closes or fills.
ARPES measurements provide evidence that the gap may indeed be closing (Lee et al.
2007), but details of this study will be given later in this chapter.
3.6 Doping Dependence of the Two Gaps
This next section focuses on the doping dependence of the two gaps using data
which was not taken for the explicit purpose of studying two gaps. Specifically, in
dopings other than OD 15 K, we have not taken spectral maps which follow the same
location through Tc which would allow us to use the normalization procedure to
accurately extract the associated small gap. However, we use the available data to outline
a rough doping dependence for the two gaps as the hole doping is lowered from the
overdoped 15 K sample. Specifically this section will utilize data taken at 6 K (well
below Tc) for evidence for the two gaps in optimally doped (OPT) 35 K and slightly
underdoped (UD) 32 K as well as an approximate size determination for the small gap
which appears in underdoped 25 K.
In the previous sections, we showed that the presence of a kink in unnormalized
spectra is evidence for the small gap. Hence, in determining the doping dependence of
the two gaps without the normalization procedure, we rely on information related to the
presence of spectral kinks to gain information regarding the small gap.
For consistency, we will adopt a uniform method to extract the large and small
gap for all dopings including the OD 15 K where we have already extracted the true small
gap. The methodology is dictated by the data which is available at the aforementioned
dopings. It is clear from Figure 3.2.4 that the negative and positive sides of the spectra
are not always symmetric. And, this asymmetry is most pronounced in the larger-gapped
spectra where the peak at negative biases is typically larger than what is seen at positive
biases (in other words the left side of the gap is larger than the right side of the gap).
Previously we quoted gap values which were the average of the positive and negative gap
sizes. However, in the OPT 35 K and UD 32 K data, the negative bias gap size often
occurs at energies higher than the energy range of the data. Hence, to minimize the
amount of information which is lost, for this doping-dependent section we will only look
at gaps as designated by peaks in the spectra at positive biases.
In order to determine the small gap, we first group the spectra based on the
positive gap size using gap maps based on spectral maps taken well below Tc (-6 K) at
each doping. Then, the positive gap size of the group-averaged spectrum before the
spectrum with the first obvious kink serves as a cutoff below which we assume the
spectra have two gaps which are approximately the same size, hence leading to no
pronounced spectral kink. For example, in Figure 3.2.4, the top spectrum with a gap size
of 7 meV represented approximately the size of the small gap in all spectra after
normalization and was the energy at which the larger gapped spectra had a kink. We
should note that after normalization, that smallest gap still remained, indicating the
presence of two gaps in that spectrum.
Because of the presence of impurities which introduce low lying electronic states,
a low-energy cutoff is utilized, such that the minimum gap energy above impurity-
affected spectral averages serves as the low-energy cutoff.
Given the two cutoffs, statistics on the remaining spectra are taken (utilizing the
gap map) and an approximate small-gap size is determined. We note that this small-gap
value represents an upper limit because small-gapped spectra which are larger than the
true small-gap energy (what would be determined through proper normalization) are
counted in the statistics because they do not have a pronounced kink. However, the
general doping-dependent trend of the two gaps should be adequately determined since
the data for each doping should be affected similarly.
3.6.1 Overdoped 15 K
We begin with OD 15 K data utilizing the same spectral map which was used to
generate Figure 3.2.3 and Figure 3.2.4 and apply the new methodology which focuses
on the positive-bias gap and spectral groupings based on the positive-bias gap size.
Figure 3.6.1 shows the gap map based on the positive-gap size. The mean gap size is
12.4 ± 5.7 meV, considerably smaller than the 16 + 8 meV when including the negative
gap size.
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Figure 3.6.1: 128 pixel positive-gap map A (r) taken at 6 K over the 180
A-square region of Figure 3.2.1, indicating nanoscale inhomogeneity in the gap
size for an OD 15 K sample. The mean gap size is 12.3 meV with a standard
deviation of 5.7 meV. The color scale associated with the gap size is indicated.
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Figure 3.6.2: Group averaged spectra showing the distribution in gap widths
based on A, (positive gap size). Spectra from the spectral map taken over
Figure 3.2.1 were grouped by gap size based on the gap map of Figure 3.6.1.
An arrow points to the approximate kink location which is obvious in spectra
with A+ > 12 meV. Spectra were taken with settings of Vbias = -100 mV, I = 100
pA, Vmod, rms = 1.6 mV and are offset for clarity.
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Based on the positive-gap map, spectra from the spectral map over that region
were grouped and averaged based on gap size. Figure 3.6.2 shows a plot of spectra
sorted based on gap size - smallest at top to largest at bottom. Based on this grouping,
the last spectrum without a pronounced kink occurred at 12 meV. Statistics for pixels in
the range of 4.0meV < A+ < 12.0meV were taken to determine a small gap size of: 8.6 ±
1.8 meV. Note that this is larger than the AN = 6.7 meV ±1.6 meV obtained by the more
accurate normalization scheme.
3.6.2 Optimally Doped 35 K
Using a procedure analogous to what was done for OD 15 K, we determine the
large gap size to be 33 ± 16 meV based on the 6 K gap map of Figure 3.6.3. The
nanoscale inhomogeneity in the large gap, which was evident in the OD 15 K data, is also
obvious in the gap map of OPT 35 K and seems to be a fundamental characteristic of Bi-
2201 (as well as of Bi-2212). Grouped spectra show a kink for A+ > 25 meV and statistics
for pixels in the range of 5.0meV < A_ • 25.0meV determine a small gap size of 19.8 _
3.6 meV.
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Figure 3.6.3: Left: A 127 pixel positive-gap map A+ (r) taken at 6 K over a
200 A-square region for an OPT 35 K sample. The mean gap size is 33 meV
with a standard deviation of 16 meV. Right: Group-averaged spectra showing
the distribution in gap widths based on A, (positive gap size). A kink is obvious
in spectra with A+ > 25 meV. Spectra were taken with settings of Vbias = -125
mV, I = 450 pA, Vmod, rms = 5 mV and are offset for clarity.
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3.6.3 Underdoped 32 K
Based on the 6 K gap map of Figure 3.6.4, the large gap size is 40 ± 14 meV.
Grouped spectra show a kink for A, > 25 meV and statistics for pixels in the range of
5.0meV < A+ < 25.0meV determine a small gap size of 19.7 ± 4.3 meV.
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Figure 3.6.4: Left: A 405 pixel positive-gap map A ,(r) taken at 6 K over a
670 A-square region. The mean gap size is 40 meV with a standard deviation of
14 meV for an UD 32 K sample. Right: Group averaged spectra showing the
distribution in gap widths based on A, (positive-gap size). A kink is obvious in
spectra with A, > 25 meV. Spectra were taken with settings of Vbias = -200 mV,
I = 400 pA, Vmod, ns = 5 mV and are offset for clarity.
3.6.4 Underdoped 25 K
The available data for UD 25 K does not go to high enough energies to capture
the large gap for either negative or positive biases. However, due to the large width of
the large gap, the peaks of the small gap are often obvious in the larger gapped spectra
(often not just as kinks) which allows for an estimation of the small gap size for this
sample doping. To capture the small gap, a gap map which utilizes an average gap size is
used and is shown in Figure 3.6.5.
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Figure 3.6.5: A 200 pixel gap map taken at 6 K over a 400 A-square region
for an UD 25 K sample.
Then, grouping and averaging spectra based on the gap map of Figure 3.6.5,
spectra are sorted to determine when a sharp peak turns into a kink indicated by plateau
rather than a peak in the spectrum. Figure 3.6.6 shows the spectral distribution.
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Figure 3.6.6: Group averaged spectra showing the distribution in gap widths
based on average gap size. Only small gaps are ever seen as the energy range of
the data do not extend to high enough energies to catch the majority of large gap
sizes. An arrow points to the approximate kink location which is obvious in
spectra with Aave > 12 meV. Spectra were taken with settings of Vbias = -100
mV, I = 400 pA, Vmod, rms = 1 mV and are offset for clarity.
Grouped spectra show a kink for Aave > 12 meV and statistics for pixels in the
range of 5.0meV < AAve < 12.0meV determine a small gap size of 9.1 ± 1.9 meV.
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3.6.5 Combined Doping Dependence
Combining the information on the large and small gaps, we produce Figure 3.6.7.
Hole doping was determined utilizing the Presland formula seen in Eqn. 3.3 (Presland et
al. 1991).
Tc =1-82.6(x 
-0.16)2 (Eqn. 3.3)
TCM.
It is unclear whether this formula is relevant for Bi-2201, but it is the standard
method for obtaining hole doping for such plots, and we follow this convention. Further
discussion of this plot will occur in the following sections.
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Figure 3.6.7: The gap sizes plotted as a function of doping where the hole
doping concentration is determined using the Presland formula of Eqn. 3.3: UD
25 K = 0.101; UD 32 K = 0.128; OPT 35 K = 0.16; OD 15 K = 0.243.
3.7 Discussion of Results
3.7.1 Identifying the Two Gaps
The data and subsequent detailed analysis of the data for OD 15 K show that there
are two gaps in that sample. One gap is large, inhomogeneous (Figure 3.2.3), and exists
both above and below Tc (Figures 3.3.1, 3.3.2, 3.4.4). The second gap is small, more
homogeneous (Figure 3.4.3), exists only below Tc, and vanishes as the temperature
approaches Tc (Figure 3.5.2).
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Doping-dependent data analysis confirms the presence of two gaps in spectra
taken below Tc for other dopings. Figure 3.7.1 replicates Figure 3.6.7 but with added
fits to the gaps and is juxtaposed next to the generic phase diagram for the cuprates. The
doping dependence of the large gap is linear and follows T*, the onset temperature for the
pseudogap phase. The small gap is consistent with the Tc dependence of the
superconducting dome of the phase diagram.
In short, the temperature dependence (exists above Tc) and doping dependence
(follows T*) of the large gap is consistent with identifying the large gap as the gap of the
pseudogap state. The temperature dependence (exists only below Tc and disappears as T
-4 Tc) and doping dependence (follows Tc) of the small gap is consistent with
identifying the small gap as the superconducting gap. Both gaps coexist at the same
spatial locations below Tc (Figures 3.2.3 and 3.4.3) indicating the pseudogap state is not
a pure precursor state to superconductivity but rather coexists with superconductivity and
the two states are apparently unrelated phenomena. Along these lines, chapter 5 will
focus on a possible candidate for the pseudogap state - charge density waves.
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Figure 3.7.1: Left: Replication of Figure 3.6.7. The large gap is fit with a
straight line and the small gap is fit by: A = AMax[1 - 82 .6 (p - 0.16)2] which is
an analogous form to the Presland formula with gap size in place of Tc. Here
AMax was set to 20.5 meV which provides a slightly better fit than the determined
A35K = 19.8 meV. Right: The generic phase diagram for the cuprates provided
for comparison. The large gap follows the doping trend of T* and the small gap
follows the doping trend of Tc.
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3.7.2 Inhomogeneity Resolved
As mentioned previously, inhomogeneity in the spectral gap has been noted in the
well-studied Bi-2212 system. However, despite the inhomogeneity of the gap size, the
low-energy behavior of the spectra has been observed to be remarkably homogeneous
(Howald et al. 2001; McElroy et al. 2005b). These observations are consistent with the
two gaps observed here in Bi-2201 where the large gap dominating high energies is
inhomogeneous, and the small gap at low energies of the spectra is more homogeneous.
Furthermore, the low-energy homogeneity due to the superconducting state is in
agreement with NMR linewidths and heat capacity measurements which previously
determined "that STM measurements considerably overstate the inhomogeneity in bulk
Bi-2212" (Loram et al. 2004). Though the gap of the pseudogap state is very
inhomogeneous, the superconducting gap as seen in Figure 3.4.3 is not.
3.7.3 Other Experimental Evidence for Two Gaps
Deutcher's 1999 paper indicated a dichotomy in the gap-size doping dependence
as measured by STM and ARPES (following T*) as compared to gap-size doping
dependence as determined by Andreev reflection, penetration depth measurements, and
Raman spectroscopy (following the Tc dome) (Deutscher 1999). The data in this chapter
bridges the dichotomy as STM measurements which previously observed one gap (the
pseudogap), can now see the second, smaller, superconducting gap. There is evidence for
two gaps in previous STM measurements on Bi-2212 in the form of kinks in the spectra
of larger gap spectra (Howald et al. 2001; McElroy et al. 2005b), as is shown in Figure
3.7.2. However, without temperature dependence at the same spatial location and
spectral normalization, there was no way to identify the kink as a separate, second gap.
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Figure 3.7.2: Replication of spectra sorted by gap size in UD 79 K Bi-2212
taken from (McElroy et al. 2005b). An obvious kink at approximately the energy
of the smallest gap (seen in red) is seen in the larger gapped spectrum. We point
to this as evidence in STM data for two gaps in Bi-2212.
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Recently, other techniques see evidence for two gaps in the cuprates. ARPES and
Raman spectroscopy measurements observe two gaps, specifically through the differing
doping and temperature dependence of the gap size when probing energies near the nodal
and anti-nodal regions of the Fermi surface in reciprocal space. In ARPES studies of UD
Bi-2212, Tanaka et al. see two gaps with differing doping dependence where the anti-
nodal gap is large and decreases with hole doping, consistent with following a T* doping
dependence (Tanaka et al. 2006). The nodal gap is smaller and increases with hole
doping roughly following the Tc dome.(Figure 3.7.3) This data provides evidence for
two gaps - one which dominates the nodal region and one which dominates the anti-
nodal region. Based on the doping dependence, the data has been interpreted as
indicating that a superconducting gap dominates the nodal region whereas the pseudogap
dominates the anti-nodal region for energies near the normal-state Fermi surface.
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Figure 3.7.3: The doping dependence of the nodal and anti-nodal regions
determined by ARPES (Tanaka et al. 2006). The small inset is color coded and
shows the location of the data taken with respect to the normal-state Fermi
surface. The black curve represents the gap size for the anti-nodal region which
decreases with increasing doping. The blue and purple curves represent the gap
size for regions near the nodal region, and increases with doping. The
measurements were made for three UD dopings of Bi-2212. These
measurements indicate two distinct gaps - one which dominates the node and one
which dominates the antinode.
Raman spectroscopy studies also see a similar two-energy-scale doping
dependence in the underdoped cuprates of Hg-1201, Bi-2212, Y-123, and LSCO (Le
Tacon et al. 2006). These results are reproduced in Figure 3.7.4. Again the doping
dependence provides evidence that the nodal region is associated with superconductivity
and the antinodal region is dominated by the pseudogap state.
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Figure 3.7.4: A compilation of Raman spectroscopy data showing two
distinct Raman-response doping dependencies for the anti-nodal and nodal
regions (Le Tacon et al. 2006).
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Figure 3.7.5: Temperature dependence of the near-nodal gap sizes in UD 92
K Bi-2212 as the temperature is raised toward Tc (Lee et al. 2007). The dotted
lines represent a BCS fit to the data indicating a very near BCS temperature
dependence in the nodal gap.
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Temperature-dependent ARPES measurements have also provided evidence for
two gaps due to the differing temperature dependence of the nodal and anti-nodal gaps.
Namely, the nodal gap disappears as the temperature is raised above Tc whereas the anti-
nodal gap persists virtually unchanged above Tc (Kondo et al. 2007). A subsequent
ARPES study shows similar results, determining that the nodal gap closes by T = Tc and
does so in an approximate BCS fashion (Lee et al. 2007). Figure 3.7.5 shows the closing
of the nodal gap in UD 92 K Bi-2212 for two near-nodal regions.
3.7.4 Summary
Our results show evidence for two separate and apparently unrelated gaps in Bi-
2201. The large gap is spatially inhomogeneous, exists both above and below Tc, and
decreases in size with increasing hole doping in the same manner as T*. We identify this
gap as the pseudogap. A second, smaller gap is more spatially homogeneous, exists only
below Tc, and in size generally follows the Tc -doping-dependence dome of the phase
diagram. We identify this gap as the superconducting gap. ARPES and Raman
spectroscopy provide additional evidence for two gaps in the cuprates, based on doping
and temperature-dependent measurements which indicate the superconducting gap
dominates the nodal region and the pseudogap dominates the anti-nodal region. ARPES
and Raman spectroscopy results point toward coexistence of both states below Tc. Our
STM results go one step further and show that both phases coexist at the same spatial
locations below Tc. From these studies, the pseudogap state appears unrelated to
superconductivity. What, then, is the pseudogap state? We will shed some light on one
possible candidate in the 5t chapter of this thesis.
Despite mounting evidence for two gaps from several studies and differing
techniques, the debate over the existence, meaning, and temperature dependence of two
gaps continues even within the STM community. Recently Alldredge et al. indicated that
though there are two energy scales in STM spectra of Bi-2212 with two different doping
dependences, one associated with a spectral gap and one with a kink, there is only one
true gap which is the superconducting gap (Alldredge et al. 2008). Their conclusion is
based on their fits of STM spectra using a fitting function which takes into account
inelastic scattering of quasiparticles, an adaptation from a model for s-wave
superconductivity. Though the fits well describe the large spectral gap, they differ most
when there is an obvious spectral kink which they acknowledge. From our studies, the
mismatch between the spectra and the spectral fit when there is an obvious spectral kink
is expected since Alldredge et al. are fitting one gap when our results indicate they should
be fitting two. In short, their fit works best when the superconducting gap and pseudogap
are of the same scale and there appears to be only one gap in the spectrum.7
A second STM study indicates a spatially-varying temperature dependence to the
superconducting gap in optimally and overdoped Bi-2212 where the superconducting gap
in large-gap regions disappears at higher temperatures than smaller-sized gapped regions
(Gomes et al. 2007). This is in opposition to the temperature dependence of the extracted
OD 15 K small gap in Bi-2201 seen in Figure 3.5.2 which indicates the superconducting
7 We interpret Alldredge et al.'s fits in light of our results, data analysis, and resulting interpretation of two
gaps in the cuprates. Jacob Alldredge mentioned at the 2008 APS March Meeting that he will next attempt
to fit the spectral kink in the Bi-2212 spectra presumably assuming a one gap model.
gap disappears by Tc. In short, the small gap disappearing at Tc indicates that
superconductivity is a global property and does not exist in patches above Tc. The
apparent contradiction between results may actually lie in the initial assumption on which
Gomes et al.'s study is based: that any gapped spectra in OPT and OD Bi-2212 are
superconducting gaps because the pseudogap state does not exist in these regions of the
Bi-2212 phase diagram. This assumption is based on measurements using techniques
which do not probe the sample's electronic structure with such high resolution and as
completely as STM measurements (Timusk et al. 1999; Tallon et al. 2001). Hence, it
seems equally possible that inhomogeneity in the gap is linked to local doping variations
and so there may indeed be small island-like regions in which the pseudogap state does
exist even in the OD regime of Bi-2212. In such a scenario one would expect the gap in
the density of states associated with the pseudogap regions to persevere above Tc.
Indeed in Gomes et al.'s study of OD 65 K Bi-2212 sample indicates roughly 80% of the
gaps in the region are gone for T just above Tc. This is consistent with the majority of
spectra being of the superconducting type with the remaining gaps above Tc due to the
less frequent appearance of pseudogap regions. In a subsequent paper, the same group
indicates that their "measurements show that structural and chemical inhomogeneity
affects both the excitations of the normal state and the superconducting gap" of Bi-2212
(Pasupathy et al. 2008) hence giving credence to the possibility of local doping
dependencies. We detail one possible experiment to examine whether this
inhomogeneity can indeed be linked to the presence of the pseudogap in OPT and OD Bi-
2212 in the section "Thesis Conclusion and Thoughts for the Future" at the end of the
thesis.

Chapter 4: Temperature Dependence of Impurity States
4.1 Motivation
The insertion of impurities into high-temperature superconductors represents
another effort to explore these materials. By doping with impurities, researchers intend
to disrupt the superconducting state (at least locally near the impurity site) and in doing
so, hope to better understand the mechanism which allows for superconductivity. The
effects of both non-magnetic (e.g. Zn) and magnetic (e.g. Ni) impurities have been
studied. In each case, doping with impurities which substitute for Cu atoms is found to
lower the superconducting transition temperature as determined from resistivity and
magnetic susceptibility measurements (Maeda et al. 1990; Kuo et al. 1997; Williams et
al. 1998). The doping effects on Tc are seen in Figure 4.1.1.
sr, OSCaoA)3 (u. M,)2 0 v80 I. 'M ,L '
L~U
70 " 0
50 O *
40 a M-li 0SM=ZnfAnt
Impurity Concentration 0 2 4 6 8 10Non,• x (%)
Figure 4.1.1: Left: A plot of the transition temperatures for various impurity
concentrations of Zn (denoted by A) and Ni (denoted by V ) in
YBa 2Cu4-z(Zn or Ni)nOs (Williams and Tallon 1998). In each case, doping with
impurities decreases the transition temperature. Right: A similar plot which
shows Tc versus doping for Bi2(Sro.6Cao.4)3(Cu1-xMx)20 where M represents a Cu
vacancy (0 ) or an element substituting for Cu such as Fe, Co, Ni, or Zn (Maeda
et al. 1990). For low doping (x < 2%), Zn doping leads to a larger Tc
suppression than Ni doping with the same doping concentration.
Other measurements indicate differing material effects from nonmagnetic and
magnetic impurities. Specifically, Zn and Ni have differing effects on nuclear magnetic
resonance (NMR) 1/Ti relaxation-time measurements; Zn more strongly perturbs the
underlying CuO 2 antiferromagnetic state in the vicinity of the Zn impurity atom than Ni
does (Tokunaga et al. 1997). In addition, inelastic neutron scattering experiments
indicate differing Zn and Ni impurity effects on the magnetic resonance peak above and
below Tc (Sidis et al. 2000). Each of these results points to magnetic impurities being
less detrimental to the superconducting state than nonmagnetic impurities, and imply a
possible magnetic mechanism for high-temperature superconductivity.
STM measurements in the locale of impurity sites have provided additional
insight into the effects of nonmagnetic and magnetic impurities on the superconducting
state. STM studies on both Zn and Ni impurities in Bi-2212 show a four-fold spatial
symmetry confirming the underlying d-wave symmetry for the superconducting state
(Pan et al. 2000; Hudson et al. 2001). However, differential conductance measurements
in the vicinity of the two types of impurities show differing effects. In the case of Zn
impurities, the impurity-affected region around the Zn site shows density-of-states
spectra with reduced "coherence" peaks which have been interpreted as evidence for the
local disruption of superconductivity by the Zn atom.(Figure 4.2.2)(Pan et al. 2000) On
the other hand, spectra surrounding a Ni impurity show preserved particle-hole symmetry
in the coherence peaks, leading to interpretations that superconductivity is minimally
effected by the presence of the Ni impurity (Hudson et al. 2001).
To date, STM studies of impurities have focused on gaining understanding of
their interaction with the superconducting state (Hudson et al. 1999; Yazdani et al. 1999;
Pan et al. 2000; Hudson et al. 2001). However, since there is strong evidence that the
superconducting and pseudogap phases coexist with one another below Tc (see last
chapter), studying their temperature evolution through Tc should provide insight into how
impurity states interact with one or both of these phases. Specifically, if an impurity state
disappears as the temperature increases toward Tc, this indicates the impurity state is
dominated by its interaction with the superconducting state. However, if the impurity
state exists above Tc, this is an indication that it interacts with the pseudogap state. Thus
how the impurity-affected spectra change with temperature should help to disentangle the
effects of the impurity interaction with superconducting and pseudogap states
respectively. Hence, this chapter focuses on extending the STM studies of impurities by
following nonmagnetic impurity states as a function of temperature through Tc.
4.2 STM of Impurities: Background
STM studies of impurities states in the cuprates have included studies of surface
defects (Yazdani et al. 1999), purposeful and known nonmagnetic and magnetic
elemental substitutions (Pan et al. 2000; Hudson et al. 2001), as well as native impurities
which are either unknown elemental substitutions or atomic vacancies (Hudson et al.
1999; Hudson et al. 2003). Other than the case of surface defects, the impurity states in
the above-mentioned studies occur at the Cu site in the CuO 2 plane; the elemental
replacements substitute for Cu and the studied vacancies occur at missing Cu atoms
(Kampf et al. 1997; Williams and Tallon 1998; Martin et al. 2002).
Since these impurity sites occur in the CuO 2 plane (which dominates the
electronic behavior of the cuprates), it is not surprising that there is a noticeable change in
the measured density of states in the vicinity of an impurity atom. The electronic effect
of impurity states is akin that of doping a semiconductor; in each case, electronic states
are introduced inside of the energy gap leading to a peak in the density of states. Figure
4.2.1 shows a conceptual schematic of an impurity state introduced into the density of
states.
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Figure 4.2.1: A conceptual schematic of what happens to the density of states
in the locale of an impurity. Impurities introduce low-lying states below the gap
energy, similar to what occurs in the case of doped semiconductors. Figure 4.2.2
shows actual spectra taken for a Zn impurity atom in Bi-2212.
Because impurity states introduce low-lying quasiparticle states near the Fermi
energy (in a superconductor this means in an impurity-affected region), we expect (and
observe) a peak in the measured density states at energies which are very close to the gap
minimum (e.g. near the Fermi energy) in non-impurity affected regions.(Figure 4.2.2)
This makes the process for identifying impurity-affected regions simple; by measuring
the differential conductance at energies close to the Fermi energy, it is easy to pick out an
impurity-affected region by its high differential conductance related to the impurity peak,
in contrast with the otherwise low differential conductance related to being within a
spectral gap. Figure 4.2.2 shows a one-layer differential conductance map taken at 0
meV (EF) over a 500 A-square region in Zn-doped Bi-2212 (Bi 2Sr2Ca(CUl-xZnx) 208+8
with a Tc = 84 K). The impurity-affected regions with a peak in the density of states at
low energies stand out as bright regions compared to the surrounding regions which have
a local density of states minimum at EF.
As indicated in the bottom-right frame of Figure 4.2.2, there is no topographic
anomaly associated with the impurity state in the imaged Bi-O plane consistent with the
impurity existing in a layer below the Bi-O layer. Since the center of the impurity state
occurs directly at an imaged Bi atom, and since Bi atoms are located directly above Cu
atoms in the Bi-2212 unit cell (Figure 2.2.3 shows the analogous situation for Bi-2201),
the impurity center is indeed consistent with being directly at the Cu site.
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Figure 4.2.2: Top Left: A map of the differential conductance over a 500 A-
square region in Bi 2212 (Tc = 84 K). The bright regions represent impurity-
affected regions and appear bright due to the low-lying impurity states near the
Fermi energy in their spectra. Top Right: A spectrum representing an impurity
state (large peak at a sample bias near 0 mV) superimposed on top of a typical
non-impurity related spectrum with sharp peaks defining the spectral gap energy.
The peak in the impurity-affected spectrum occurs near the gap minimum of the
typical spectrum. Bottom Left: A 60 A-square region with higher spatial
resolution differential-conductance map taken at the peak energy of the impurity
state (-1.5 meV). The spatial extent of the impurity state shows a four fold
symmetrical structure of the impurity region. Bottom Right: Location of the
center of the impurity state is indicated on a simultaneously-acquired topography
indicating the impurity center occurs at a Bi atom (corresponding to a Cu site
below). All images of this figure were taken from Pan et al. (Pan et al. 2000).
- s I a Ip Ibja l dmV
5amp[:le tbia'• (mV)
--
4.3 Native Impurities in OD (Bil.yPby) 2Sr 2CuO6+8 (Tc = 15 K)
Utilizing methodology similar that of Pan et al. (Pan et al. 2000), we identify
impurity states in overdoped (Bij.yPby) 2 Sr2CuO 6+8 (TC = 15 K). Figure 4.3.1 shows the
topography associated with an impurity-affected region and the -2 meV layer from a
spectral map which indicates regions of high differential conductance near the impurity
center.
Figure 4.3.1: Left: A 30 A-square topography of the impurity-affected
region. The red 'X' marks the center of the impurity and occurs directly on top
of a Bi atom. There is no topographic evidence for the presence of an impurity
and hence the impurity is consistent with occurring at a Cu site of a lower layer.
Right: The spatial extent associated with the impurity as seen from a -2 meV
layer differential conductance map. The four fold symmetry and alternating
bright and dark regions around the impurity center are consistent with the Zn
impurity seen in Figure 4.2.2.
By matching the impurity structure from the differential conductance map, it is
determined that the impurity center occurs directly at a Bi atom. Since Bi atoms lie
directly above Cu atoms in the layered structure of Bi-2201 (Figure 2.2.3) and because
there is no topographic evidence for an impurity imbedded in the Bi-O plane, the
impurity is consistent with being located at a Cu site, possibly as either an atomic (Cu)
vacancy or an elemental substitution for Cu. The OD 15 K samples of this study are not
intentionally doped with impurities; hence we refer to the observed impurities as "native"
impurities.
Figure 4.3.2 shows the impurity spatial structure from Figure 4.3.1 superimposed
on the underlying CuO 2 plane. The impurity center occurs on a Cu atom. The next-
brightest regions from the spectral map occur on top of the second-nearest neighbor Cu
atoms.
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Figure 4.3.2: The CuO2 plane with the Cu atoms represented as blue circles
and the oxygen atoms as smaller pink circles. The locations of the bright regions
of Figure 4.3.1 are indicated by green circles. The impurity center is indicated
with the thickest, dark green circle. The nearest neighbor (NN) Cu atoms are
dark regions in Figure 4.3.1. The second nearest neighbor (2NN) Cu atoms are
again bright regions.
Figure 4.3.3 shows the measured density of states associated with different
regions around the impurity. The spectrum taken at the center of the impurity region has
a large resonance peak at -2.75 meV. A smaller peak at opposite bias (+2.75 meV) is a
"satellite" peak and likely indicative of the particle-hole symmetry of Bogoliubov
quasiparticles (Kruis et al. 2001; Balatsky et al. 2006). The second nearest neighbor has
an impurity peak and associated satellite peak at the same energies as the central impurity
site, but is smaller in magnitude. The nearest-neighbor Cu atom sites (which occur in the
dark regions of the differential-conductance map Figure 4.3.1) not surprisingly do not
have a peak at the impurity resonance energy of -2.75 meV, but rather seem to have
smaller peaks at slightly larger energies. The details and significance of these peaks will
be discussed in more detail in the temperature-dependent section of this chapter.
Spectra taken far from the impurity-affected region show a typical gap in the
density of states. By noting the typical gap size in the spectra taken far from the impurity
region, it is reasonable to infer that the small peaks in the central and second-nearest-
neighbor spectra (which occur at very similar energies) indicate the local value of the
pseudogap in the impurity region.
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Figure 4.3.3: Spectra taken at the different locations of Figure 43.2:
impurity center, second-nearest-neighbor Cu atom, nearest-neighbor Cu atom,
and far from the impurity site. The impurity center and second-nearest-neighbor
Cu sites have a large impurity resonance peak at -2.75 meV and an associated
satellite peak at +2.75 meV. The spectrum at the nearest-neighbor Cu site has
peaks at slightly larger energies which have separate significance. This will be
discussed in more detail in the temperature-dependent section of this chapter.
Spectra taken far from the impurity-affected region ("outside") show a typical
gap in the density of states. All spectra in this figure and those which appear
later in this chapter were taken with the same settings: Vsample = -100 mV, I = 400
pA, Vmod,rms = 780[tV and are vertically offset for clarity.
The native impurities of OD 15 K Bi-2201 are qualitatively similar to the Zn
impurities observed in Bi-2212. In both cases there is an observed four-fold symmetry.
In each case the spatial patterning shows alternating bright and dark regions away from
the central impurity Cu site (Pan et al. 2000). And in each case, there is a large impurity
resonance peak slightly below the Fermi energy of the spectrum: 0 = -1.5 meV for Zn in
Bi-2212 and 0 = -2.75 meV for the native impurity in Bi-2201. The energy at which the
impurity resonance lies relative to the local-gap energy indicates the strength of the
impurity scatterer and is interpreted in terms of a scattering phase shift where the stronger
the scatter, the closer the phase shift is to xr/2 (Balatsky et al. 2006). Eqn. 4.1 indicates
how to determine the scattering phase shift, So (Salkola et al. 1996).
0n -1
.. N = -1 8 and &0 = tan-'(ZrNFU) (Eqn. 4.1)AO 2NUln 8NUI
In this scenario, o = 0.48n for Zn in Bi-2212 (Pan et al. 2000) and 0 = 0.361t for
native impurities in OD 15 K Bi-2201 (using the A - 11 meV for the local pseudogap)
indicating that Zn is a stronger potential scatterer in Bi-2212 than these native impurities
are in Bi-2201. In addition, whereas the native impurities in Bi-2201 have a satellite
peak at opposite bias to the impurity resonance, the Zn impurity spectra show no
comparable satellite peaks. This may be due to the differing strengths of the impurities;
because Zn impurities are stronger, they may lead to a suppression of the Bogoliubov
quasiparticle satellite peak.
4.4 Temperature Dependence of Native Impurities
Similar to the two-gap study of Chapter 3, we follow the same spatial location as
a function of temperature, following the same impurities to study their temperature
evolution specifically as the temperature is raised through Tc. Figure 4.4.1 shows the
evolution in the spatial extent of the impurity state as the temperature passes through Tc.
These spatial images show that the impurity state exists both below and above Tc and
that virtually nothing changes as a function of temperature at energies close to the peak
resonance energy.
Figure 4.4.1: The -2 meV layer from differential-conductance maps taken
over the same impurity region as the temperature is changed from below Tc (5.2
K and 11 K) to above Tc (17 K and 22 K). Spatially there is no evident change
in the impurity as the temperature passes through Tc = 15 K.
Figure 4.4.2 Left shows the temperature evolution in the density of states at the
central impurity location for the same temperatures. The central impurity peak at -2.75
meV exists at each temperature and its only evolution seems to be that it broadens with
temperature. To compare the broadening to the effect of thermal broadening, the 5.2 K
spectrum was theoretically thermally broadened to 11 K, 17 K, and 22 K respectively as
shown in red in Figure 4.4.3 Right. The temperature evolution of the central impurity
through Tc is well matched by the effects of thermal broadening.
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Figure 4.4.2: Left: The temperature evolution of the impurity-center
spectrum through Tc = 15 K. As was evidenced in the spatial extent of the
impurity region, the spectra show the impurity resonance exists below and above
Tc. The central impurity peak energy appears at -2.75 meV for all temperatures.
The impurity peak shape broadens with temperature. The impurity spectra in the
plot are offset for clarity. Right: The black circles represent the measured
temperature evolution of the impurity center spectrum through Tc = 15 K. The
overlaid red curves represent the 5.2 K spectrum thermally broadened to 11 K, 17
K, and 22 K respectively. Broadening was done by convolving the 5.2 K data
with the derivative of the Fermi function. The close match of the measured
spectra with the thermally broadened 5.2 K spectra indicates that the temperature
evolution of the impurity state through Tc is accounted for by thermal
broadening. The impurity spectra in the plot are offset for clarity.
The satellite peak which is evident in the 5.2 K data is not apparent in any of the
spectra taken at other temperatures. However, as is evidenced by the thermally
broadened 5.2 K spectra, the satellite peak quickly merges with the main impurity peak
when thermally broadened.
The temperature evolution of the spectra taken at second nearest neighbor Cu
atom site mimics the temperature evolution of the central impurity. The impurity peak
energy at -2.75 meV remains unchanged with temperature with the only spectral
temperature evolution being the broadening of the impurity peak which is accounted for
by the effects of thermal broadening.(Figure 4.4.3)
rn
4
-8
0c0C-
O
0
-40 -20 0 20 40
Sample Bias (mV)
Figure 4.4.3: The black circles represent the measured temperature evolution
of the impurity spectrum taken at the second-nearest-neighbor Cu-atom site as
the temperature is raised through Tc = 15 K. The overlaid red curves represent
the 5.2 K spectrum thermally broadened to 17 K and 22 K respectively. The
close match of the measured spectra with the thermally-broadened 5.2 K spectra
indicates that the temperature evolution of the impurity state through Tc is
accounted for by thermal broadening. The impurity spectra in the plot are offset
for clarity.
Finally, the temperature evolution of the spectrum taken at the nearest-neighbor
Cu-atom site is shown in Figure 4.4.4 along with the thermally-broadened 5.2 K
spectrum. Unlike the spectra taken at the impurity center and at the second nearest
neighbor, the spectra taken at the nearest-neighbor Cu atom shows a temperature
evolution which is not well fit by thermally-broadened 5.2 K curves. What is clear is that
the two smaller peaks in the spectra are not evident above Tc. Obviously something
different occurs in these nearest-neighbor dark regions of the spectral map of Figure
4.4.1.
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Figure 4.4.4: The black circles represent the measured temperature evolution
of the spectra taken at the nearest-neighbor Cu sites. The thermally-broadened
5.2 K curve does not fit the measured 17 K or 22 K curves.
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Figure 4.4.5: The solid blue curve is the 5.2 K spectrum normalized to the 17
K spectrum. There is an obvious small gap after normalization, which is not
present in the 17 K curve normalized to a 22 K spectrum (dotted red curve). The
extracted small gap of the 5.2 K spectrum is consistent with the small gap from
the two-gap study of the same sample doping detailed in the previous chapter.
In fact, the 5.2 K curve in Figure 4.4.4 is reminiscent of some of the two-gap
spectra seen in Chapter 3. To test whether there are indeed two gaps, we employ the
same normalization scheme of Eqn. 3.1; we take the 5.2 K spectra and normalize it by the
17 K spectrum. Figure 4.4.5 shows the resulting division, which is consistent with a
small gap. Indeed it is consistent with the normalized small gap found in the previous
chapter. Hence, it is not surprising that thermal broadening can not account for the
spectral temperature evolution found for the nearest-neighbor Cu atoms since the small
gap which exists in the 5.2 K spectrum is not present above Tc in the 17 K or 22 K
spectra.
4.5 Discussion
Figure 4.4.2 shows that the temperature evolution of the impurity peak in the
density of states at the central impurity site is consistent with thermal broadening. In
essence, the impurity state does not see Tc. The impurity state exists after the
superconducting state disappears. This continued existence above Tc indicates that the
impurity interacts with the pseudogap state. This interaction with the pseudogap state
determines the peak resonance energy of -2.75 meV as well as the spatial distribution;
neither change as the temperature passes through Tc.
On the other hand, at 5.2 K there is a satellite peak at the opposite bias from the
central impurity peak indicating that particle-hole symmetry, and perhaps
superconductivity, is not completely destroyed even at the center of the impurity affected
region. The presence of the satellite peak gives evidence that the impurity interacts with
the superconducting state below Tc. In addition, Figure 4.4.5 shows the existence of a
small gap in the 5.2 K spectra in the dark regions of the differential conductance map
which do not exist in the above-Tc spectra taken at the same locations. Thus in addition
to the presence of a satellite peak, there is evidence for preserved superconductivity by
the presence of a small gap even in the nearest-neighbor Cu atoms directly next to the
central impurity site.
In short, our temperature-dependent impurity studies provide further confirmation
of the coexistence of the pseudogap and superconducting states below Tc at the same
spatial location. Above Tc, the impurity interacts with the pseudogap state which gives
rise to the main impurity peak at -2.75 meV and the associated spatial pattern. The
impurity's continued interaction with the pseudogap state below Tc is seen in the
unchanging peak energy and spatial distribution. The impurity's interaction with
superconductivity gives rise to a satellite peak.
It is not entirely surprising to observe that impurity states exist above Tc as there
is some previous experimental evidence for an impurity interaction with the pseudogap
state, including both NMR measurements (Ouazi et al. 2004; Ouazi et al. 2006) and
ellipsometry measurements (Pimenov et al. 2005). In addition, theorists have made
predictions that impurity states can exist above Tc. Studies of the temperature
dependence of these impurity states can be used to refine theories of the relationship
between the superconducting and pseudogap phases.
We mentioned earlier the two broad classes of theories for the relationship
between superconductivity and the pseudogap phases, mentioning that one class regards
the superconducting and pseudogap phases as closely related (phase fluctuations) and the
other as independent. Wang et al. predict that, in the case of phase fluctuations, impurity
peaks will exist above Tc; however as the temperature rises through Tc, there will be a
sudden broadening of the main impurity peak due to "vortex fluctuations" (Wang 2002).
In the case where there is no direct relationship between the two phases, Wang et al.
predict that the main impurity peak should persevere virtually unchanged through Tc,
with the only changes to the peak being due to the effects of thermal broadening. Our
STM results are certainly consistent with thermal broadening, providing further support
for the view that the superconducting and pseudogap phases are two separate states.
Another theory looks to the temperature evolution of the satellite peak which is
observed at 5.2 K as an indicator of the relationship between the superconducting and
pseudogap states (Kruis et al. 2001). If the satellite peak exists above Tc, this indicates
that particle-hole symmetry is preserved in the locale of the impurity and would be in
accordance with what is expected in the case of phase fluctuations. However, if the
satellite peak disappears as the temperature is raised through Tc, this would be evidence
that the pseudogap is a separate phase bereft of phase fluctuations. Unfortunately the
results of our temperature-dependence impurity studies are inconclusive regarding
evidence for a satellite peak above Tc. As is evident in Figure 4.4.2, even at 11 K the
effect of thermally broadening is strong enough that an obvious peak at +2.75 meV in the
5.2 K data is only a subtle kink. However, the fact that the spectral small gap in the
regions of the nearest-neighbor Cu atoms seen at 5.2 K is not present above Tc may be an
indicator that a satellite peak may not exist above Tc.
The results of Chapter 3 point to two separate gaps and hence to
superconductivity and the pseudogap state as separate entities. The temperature-
dependent impurity studies of this chapter bolster this conclusion. We find that not only
do the two states coexist with one another below Tc at the same location, but that the
temperature evolution is consistent with thermal broadening and hence with theoretical
predictions for two separate states. We plan a future temperature-dependent study of
weaker impurity states (where resonance and hence satellite peaks will appear further
from the Fermi energy and thus mix less upon warming) in hopes of determining the
temperature dependence of the satellite peak. These properties may overcome the strong
effect that thermal broadening had in the present study on the two peaks close in energy.
Hence, studying a weak impurity state through Tc should ultimately allow for a firm
determination of whether or not the satellite peak does exist above Tc, along with the
resulting theoretical implications.

Chapter 5: Checkerboard Studies in Bi-2201
5.1 Background and Motivation
Electronic checkerboard patterns have been observed in the differential
conductance maps of the cuprate compounds Bi-2212 and Ca 2-xNaxCuO 2C12. In Bi-2212,
these checkerboard patterns occur inside of vortices (Hoffman et al. 2003), below Tc
(Howald et al. 2003), above Tc (Vershinin et al. 2004), and in large-gap regions
(McElroy et al. 2005b). In Ca2_xNaxCuO 2Cl 2, the checkerboard patterns are observed in
both superconducting and non-superconducting dopings (Hanaguri et al. 2004). The
observed checkerboard ordering in the differential-conductance-map layers indicate a
four-fold charge-ordering pattern with a periodic wavelength which is non-dispersive
with energy.(Figure 5.1.1) This non-dispersive behavior with energy is different from
the highly energy-dispersive quasiparticle interference patterns associated with low-
energy quasiparticles (Hoffman et al. 2002; McElroy et al. 2003).
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Figure 5.1.1: a,b,c) Different energy layers of a spectral map taken over a
-200 A-square region of underdoped Ca2_xNaxCuO 2Cl 2 (Hanaguri et al. 2004).
The obvious checkerboard pattern remains virtually unchanged with energy (bias
voltage). d,e,f) The checkerboard ordering in slightly underdoped Bi-2212 taken
at 100 K (above the sample Tc of 80 K) showing the checkerboard pattern, again
non-dispersive with energy, over a 450 A x 195 A region (Vershinin et al. 2004).
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The electronic checkerboard pattern in Ca2-xNaxCuO 2C12 seen in Figure 5.1.1 is
obvious, and extracting a periodicity associated with the pattern seems simple once one
knows the image length scale. However, extracting an associated wavelength for the
checkerboard pattern in the above-Tc spectral maps of Bi-2212 (Figure 5.1.1) does not
seem as straightforward. This is in part due to the incomplete spatial checkerboard
patterning (more on this in the thesis conclusion) as well as some waviness of the pattern
due to an underlying lattice supermodulation in the studied Bi-2212 sample which is not
present in Ca2-xNaxCuO 2C12.
For these reasons, analysis of the patterning in the spectral layers begins with
taking the FFT of the individual energy layers of the spectral map. This allows for any(even partial) periodicities present in the layers to be observed as regions of high intensity
in momentum space. In this reciprocal-space representation, points further from the
center of the image represent larger wavevectors, and hence smaller wavelengths
associated with the periodicity of the original pattern. Figure 5.1.2 shows the results of
taking the FFT of a spectral layer for both the case of Ca2_-NaxCuO 2Cl 2 and Bi-2212.
Figure 5.1.2: a) The FFT of the 8 mV layer of the spectral map of Ca2.
xNaxCuO 2C12 (Hanaguri et al. 2004). The four-fold symmetry of the
checkerboard pattern is obvious by the square arrangement of high intensity spots
around the image center. The extracted wavevectors associated with the charge
ordering are ¼, 3/4, and 1 in units of 2n/ao. 1(21t/ao) is the patterning wavelength
associated with underlying periodicity of the lattice (Cl to Cl atom or
equivalently Cu - Cu atom spacing). The higher energy layers all show the same
patterning and wavevectors associated with the checkerboard ordering. b) The
FFT of the 15 mV layer of a spectral map on Bi-2212 (Vershinin et al. 2004). An
illustration to the right of the FFT is included to illustrate the higher intensity
spots in the FFT associated with the periodicity of the atoms (A), the
unidirectional periodicity associated with the supermodulation (S), and the
periodicity of the checkerboard ordering (Q).
From the FFTs of the individual spectral-map layers, it is possible to extract the
wavevectors (and hence wavelengths) associated with the charge patterns by taking a
slice along the atomic direction of the FFT and plotting the FFT intensity versus
wavevector as seen in Figure 5.1.3. The wavelength associated with the periodicities of
the checkerboard patterns are 4ao (main patterning with a shorter patterning of 4/3 ao) for
Ca2-xNaxCuO 2Cl 2 and 4.7ao for the Bi-2212 sample.
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Figure 5.1.3: Left: Intensity slices taken along the black and red lines of the
FFT of a spectral map layer from Ca2.xNaxCuO 2C12 as indicated in Figure 5.1.2a
(Hanaguri et al. 2004). The intensity is largest for wavevectors of 1/4, ¾, and 1
2n/ao indicating the presence of those periodicities in the spectral layers. This
static checkerboard pattern is evident in the spectral layers up to energies of
-100 meV. Right: An intensity slice taken along the dotted line seen in the FFT
of a spectral map layer from Bi-2212 as indicated in Figure 5.1.2b (Vershinin et
al. 2004). Here slices for three energy layers are shown, but the peak locations in
the intensity versus wavevector plot remain unchanged up to - 40 meV.
The associated wavevectors of the checkerboard patterns are static with energy
and exist up to the energies associated with the large gap in the density of states which
each of the authors associate with the pseudogap (-100 meV for Ca2-xNaxCuO 2Cl 2 and
-40 meV for Bi-2212) (Hanaguri et al. 2004; Vershinin et al. 2004). Similarly, McElroy
et al. observe the checkerboard patterns in the largest gap regions of Bi-2212 below Tc
which they associate with zero temperature pseudogap regions (McElroy et al. 2005b).
In essence, there is preliminary evidence that this checkerboard ordering is associated
with the ordering of the pseudogap state.
In this chapter we investigate the temperature and doping dependence of the
checkerboard ordering in optimally-doped and underdoped Bi-2201. Of specific interest
is the doping dependence of the wavelength associated with the checkerboard pattern,
since virtually all theories regarding the origin of the pattern expect the wavelength either
to grow or shrink with doping (Chen et al. 2002; Franz et al. 2002; Zhang et al. 2002;
Kivelson et al. 2003; Chen et al. 2004; Tesanovic 2004; Li et al. 2006). Ultimately, from
the temperature and doping dependence of the checkerboard pattern, we hope to gain
insight into a possible origin for the checkerboard order as well as its relationship to the
superconducting and/or the pseudogap states.
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5.2 Checkerboard in Bi-2201
Similar to the checkerboard patterns discussed above, we observe a checkerboard
pattern throughout a -800 A-square region of optimally doped Bi-2201 (Tc = 35 K), as
shown in Figure 5.2.1.
Figure 5.2.1: The 10 meV layer from a 785 A square spectral map showing a
checkerboard pattern throughout the region taken at 6 K. The inset zooms into a
(110 A) region with the yellow circles emphasizing the bright regions of the
checkerboard pattern. The nine red circles represent the underlying atomic
structure and illustrates that the checkerboard pattern is larger than the Bi-Bi
atomic spacing.
To extract accurately the wavelength associated with the above pattern, we take
the FFT of the image in Figure 5.2.1. From the FFT, periodicities in any charge
modulation are obvious, as is seen in Figure 5.2.2. The dark spots furthest from the
center of the FFT image represent the smallest possible charge periodicity which is the
four-fold symmetrical periodicity associated with the square atomic lattice. These points
can be verified to be due to the atomic lattice by taking the FFT of the topographic image.
The inner dark spots represent a shorter wavevector (longer wavelength) pattern. This is
the pattern associated with the checkerboard patterning.
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Figure 5.2.2: Left: The FFT of the 10 meV spectral-map layer seen in
Figure 5.2.1. The two obvious periodicities seen in the FFT are due to the
atomic periodicity (furthest four points representing the longest
wavevector/shortest wavelength periodicity) and the four slightly broader points
near the FFT center with a longer wavelength periodicity. Right: The extracted
wave vector associated with the periodicities taken along the dotted line seen in
the FFT.
By taking a slice in the FFT, it is possible to determine the wavevector of the
checkerboard pattern (Figure 5.2.2). For OPT 35 K, the checkerboard pattern has a peak
at a wave vector of 2r/6.2ao indicating a real-space periodicity of 6.2ao + 0.2ao. The
atomic periodicity (Bi atom to Bi atom) is noted by a peak at 27t/ao. Taking the FFT of
other energy levels of the conductance map shows that the periodicity of the charge
modulation is indeed static as a function of energy, and hence consistent with being
associated with the checkerboard ordering as opposed to the dispersing quasiparticle
interference.
Using an identical analysis, we treat the individual energy layers of the spectral
maps taken on other sample dopings, including slightly underdoped 32 K and underdoped
25 K. In each of those doping there is also an obvious checkerboard pattern as is seen in
Figure 5.2.3.
Optimally Doped Slightly Underdoped Further Underdoped
Tc = 35 K Tc = 32 K Tc = 25 K
Figure 5.2.3: The 10 meV layer of spectral maps for three different dopings
of Bi-2201. Each image is a 400 A-square taken at 6 K. The further underdoped
the sample, the denser the observed checkerboard pattern.
Even just by eye, it is obvious that the checkerboard pattern becomes denser as
the doping is lowered. Taking the FFTF of the images and determining the peak
wavevector associated with the checkerboard pattern we determine specific values for the
wavelengths associated with the checkerboard pattern: 6.2ao ± 0.2ao for OPT 35 K, 5.1ao
± 0.2 ao for UD 32 K, and 4.5ao ± 0.2ao for UD 25 K.(Figure 5.2.4) In short, we find the
wavelength of the checkerboard pattern increases with increasing doping.
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Figure 5.2.4: Taking the FFT of the images in Figure 5.2.3 and taking a line
cut along one of the atomic directions for OPT 35 K, UD 32 K, and UD 25 K
samples. The wavevector associated with the checkerboard pattern increases
with doping.
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Finally, we examine the evolution of the checkerboard pattern as a function of
temperature through Tc for the UD 32 K sample. The periodicity of the pattern remains
unchanged with temperature and is fixed at 5.1ao ± 0.2ao as seen in Figure 5.2.5.
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Figure 5.2.5: Left: The observed checkerboard pattern above Tc. The 10
meV layer of a differential conductance map over a 300 A-square region taken at
T = 35 K for an UD 32 K sample. Right: The wavevector associated with the
checkerboard pattern remains unchanged with temperature even as the
temperature is raised through Tc, indicating a temperature-independent
checkerboard wavelength of 5.1 ao + 0.2ao.
5.3 Discussion
The checkerboard pattern is a spatial charge modulation obvious in the electronic
spectral measurements made by STM. There are a number of theoretical explanations for
the checkerboard charge modulation. These theoretical ideas include a charge
modulation associated with a spin density wave (Chen and Ting 2002; Franz et al. 2002;
Zhang et al. 2002), stripes (Kivelson et al. 2003), Cooper pair formation of Wigner
crystals (Chen et al. 2004), and a charge density wave of Cooper pairs (Tesanovic 2004).
In each of these explanations, the wavelength of the charge modulation is expected to
decrease with doping, because with increased doping there are a larger number of charges
leading to either a tighter concentration of stripe patterning or real-space ordering of
Cooper pairs. Such a doping dependence is contrary to what is observed in Figure 5.2.3
and 5.2.4.
However, one characteristic change which is consistent with the observed doping
trend is the evolution of the Fermi nesting vector shown in Figure 5.3.1. Fermi surface
nesting vectors can lead to the formation of charge density waves (Gruner 1994). As the
hole pockets get larger with doping, the nesting vector coupling the adjacent straight
sections of the Fermi surface shrinks. Hence, as the doping is increased, the resulting
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wavelength associated with the charge modulation also increases due to a shrinking
Fermi surface nesting vector, which is in accordance to the observed doping dependence.
Figure 5.3.1: A schematic of the doping dependence of the nesting
wavevector which connects straight portions of the Fermi surface. The OPT 35
K curve is a calculated Fermi surface based on a tight-binding fit (Markiewicz et
al. 2005) to ARPES measurements (Meevasana et al. 2006).
Thus, we assert that the checkerboard pattern is of charge density wave (CDW)
origin. From Figure 5.2.5 we see evidence that the checkerboard exists both below and
above Tc, and we know charge density waves lead to a gap in the density of states
(Peierls 1964). Taken together, these ideas are consistent with a possible connection to
the pseudogap state, or, said in another way, charge density waves are a possible origin
for the pseudogap state, a notion supported by the theoretical work of Li et al. (Li et al.
2006).
NbSe 2 is a well known to have a charge density wave ordering below T ~ 33 K,
leading to the bowl-shape spectrum seen in Figure 3.4.1. Below -7.4 K, NbSe 2
becomes superconducting. The superconducting and CDW ordering are seen to coexist,
as is evidenced by the small superconducting gap superimposed on the CDW gap in that
figure. Similarly, we have seen that the superconducting and pseudogap phases coexist
with one another below Tc (Chapters 3 and 4). In Figure 5.3.2 we see a spatially
averaged spectrum for OPT 35 K where, analogous to NbSe 2, a small superconducting
gap coexists with a larger (even somewhat bowl shaped) asymmetric pseudogap. Not
surprisingly, a recent ARPES study notes a similarity between what is observed in TaSe 2
(a CDW and spectroscopic anisotropy) and what is seen in the cuprates, leading the
authors to a suggest a possible charge-density-wave origin for the pseudogap state in the
cuprates (Borisenko et al. 2008).
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Figure 5.3.2: A spatially-averaged spectrum for OPT 35 K Bi-2201. The
sharp coherence peaks associated with superconductivity exist inside the larger
asymmetric pseudogap. The pseudogap is similar in shape to the CDW gap seen
in NbSe2 (Figure 3.4.1).
There is experimental evidence which links the observed checkerboard patterns in
Bi-2212, Ca2.-NaxCuO2Cl2, and now Bi-2201 to the pseudogap state. The checkerboard
pattern has been observed above Tc in Bi-2212, providing evidence that the checkerboard
ordering is associated with the pseudogap, as was concluded by that study's authors
(Vershinin et al. 2004). In Ca2-xNaxCuO 2Cl2, the checkerboard is observed in samples
with hole doping in the pseudogap phase to the left of the superconducting dome of the
phase diagram, as well as in superconducting samples (Hanaguri et al. 2004), again
indicating that the checkerboard pattern is associated with a separate, non-
superconducting order which can coexist with superconductivity. And, in each of the
studies, the checkerboard ordering is observed up to energies associated with the largest
gap (largest pseudogap) energies.
Finally, in this study, we find evidence for the checkerboard order in Bi-2201
both below and above Tc indicating that this order coexists with superconductivity and is
preserved above Tc, consistent with the known presence of the pseudogap in these
temperature ranges. The doping-dependence studies suggest that a charge density wave
is a possible source of the checkerboard ordering, which is associated with the pseudogap
state. Accordingly, we advocate charge density waves as a likely origin for the
pseudogap state in the cuprates.
Thesis Conclusions and Thoughts for the Future
I end this thesis with a brief discussion of the conclusions made in the individual
chapters of the thesis8, along with a few ideas for future experiments. The suggestions
for future experiments either build upon the studies of the thesis or seek to solidify the
conclusions.
From our temperature-dependence studies which followed the same atomically-
resolved spatial locations through Tc in OD 15 K Bi-2201 and utilizing a normalization
procedure (chapter 3), we find that there are two gaps in the measured density of states
throughout the sample. One gap is large, spatially inhomogeneous, and exists both below
and above Tc. The other gap is smaller, considerably more homogeneous, and disappears
as the temperature is raised toward Tc. Both gaps coexist at the same spatial locations
throughout the sample. We are able to analyze the unnormalized data taken below Tc for
other dopings so as to determine a general doping dependence for the two gaps which
exist. The large gap has a doping dependence which follows the doping dependence of
T* while the small gap has a doping dependence which is consistent with the Tc doping
dependence.
All of the two-gap results taken together support the conclusion that the large gap
is the pseudogap, that the small gap is the superconducting gap, that both states exist
below Tc, and that both states are independent and coexist at the same spatial locations
below Tc in Bi-2201. In other cuprates, ARPES and Raman studies provide evidence for
two gaps with temperature and doping dependence similar to what we have found. All
these results suggest a universal feature of the cuprate phase diagram; the pseudogap state
extends into the superconducting regions of the phase diagram as a separate and possibly
competing order.
For future STM experiments, a natural extension of the two-gap studies in chapter
3 would be the investigation of the temperature evolution of spectra taken at the same
spatial locations through Tc in the underdoped and optimally doped Bi-2201 samples
which would allow for spectral normalization so as to extract the true superconducting
gap value, as was done in the case of OD 15 K. Data from such experiments would likely
lead to a nicer fit of the scaling of the superconducting gap size with doping.
The temperature-dependence studies on impurity states show the coexistence of
the pseudogap and superconducting phases at the same spatial location near an impurity
site. The impurity peak resonance energy, along with the impurity's spatial extent, is
determined by its interaction with the pseudogap, as was evidenced by its presence above
Tc. The disappearance of the small gap at the nearest neighbor sites above Tc confirms
that superconductivity was actually destroyed above Tc. Below Tc, the impurity state
hinted at the local presence of superconductivity, through the presence of a satellite peak
at opposite bias to the main resonance peak, indicating at least a partial preservation of
particle-hole symmetry.
8 We also note that many of the results in this thesis also appear in published papers (Boyer et al. 2007;
Chatterjee et al. 2008; Wise et al. 2008).
Clearly, future studies should determine whether the satellite peak is gone above
Tc, as we expect from our studies showing the superconducting gap disappearing above
Tc. Unfortunately in the present study, thermal broadening causes the satellite peak to
blend with the main peak even below Tc, so determining its presence above Tc is
impossible. Hence, a future experiment where the main peak and the satellite peak
appear at a larger energy separation (the case for a weaker impurity) or are equal in
magnitude (the case for particle-hole symmetry around a magnetic impurity) in a
reasonably low Tc material (e.g. Bi-2201), might provide the ideal environment to make
such a determination.
Finally, our observation of the checkerboard pattern in Bi-2201 along with several
other STM and ARPES studies suggest a link been the checkerboard ordering and the
pseudogap state. The doping dependence of the checkerboard ordering in Bi-2201 is
incompatible with several theories for the checkerboard ordering, but is consistent with a
charge density wave ordering. Hence, we assert that the ordering associated with the
pseudogap state is that of a charge density wave.
There is one clear experiment which would test, almost unequivocally, whether
the checkerboard ordering indeed represents the ordering of the pseudogap phase; this
experiment involves tracking the temperature evolution of the ordering as the temperature
is raised through T*, the onset temperature for the pseudogap state, to see if the
checkerboard order disappears. A logical sample candidate would be Bi-2201, which
would go hand-in-hand with the previously-mentioned studies.
A separate obvious experiment would examine the optimally and overdoped
regimes of Bi-2212 studied by Gomes et al. where they found different gaps in the
density of states disappearing at different temperatures (Gomes et al. 2007). They
interpret all observed gaps to be associated with superconductivity because of other
experiments which suggest the absence of the pseudogap state in the optimally doped and
overdoped regions of the Bi-2212 phase diagram. However, if the gapped regions which
exist above Tc exhibit a checkerboard ordering, then indeed this would provide evidence
for doping inhomogeneity, leading to the existence of patches of the pseudogap phase
even in samples where the phase is thought to be absent. If this is the case, then the
different temperatures above Tc associated with the gaps disappearing would be linked to
a local T*. In fact, Figure 5.1.1 shows layers from a spectral map taken at 100 K in
"slightly underdoped" Zn-doped Bi-2212 which has a Tc of 80 K (Vershinin et al. 2004).
And, the observed checkerboard in this figure is incomplete; there are several regions
where there seem to be no checkerboard patterns at all. In essence, spectral
measurements above Tc show regions where the checkerboard ordering seems to be
suppressed, which may possibly be due to local doping effects where T* may have
already been crossed. Without an associated gap map, we cannot reach this conclusion,
and hence this gives us an idea for an experiment.
Ultimately, there is significant work still to be done in understanding the
underlying orders of the cuprates. We believe that it is clear that the superconducting and
pseudogap states are separate and that the pseudogap state is likely due to a charge
density wave ordering. However, the main attraction for studies of the cuprates still
exists because the mechanism for Cooper pairing in these materials is still unknown.
Until this mechanism is uncovered, there will be plenty of work to do.
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