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Asymptotic expansions of the distributions of two test criteria concerning 
a covariance matrix are derived under local alternatives in terms of noncentral 
x2 variates, and under the fixed alternative in terms of standard normal distribu- 
tion function and its derivatives, respectively. Some numerical comparisons 
with the likelihood ratio criteria are made with these test criteria. 
I. INTRODUCTION 
This paper is concerned with problems of testing the hypotheses (i) for the 
equality of covariance matrix to a given matrix and (ii) for sphericity. In a 
previous paper [6], the author proposed new test criteria for testing the above 
two hypotheses and derived the asymptotic expansions of their null distributions. 
Their exact distributions for small sample appear to be extremely complicated 
for practical use. The purpose of this paper is, therefore, to derive asymptotic 
expansions of the distributions of the test criteria under local alternatives and 
the fixed alternative by using natural extensions of the normal approximations 
to log ~‘a and x2 distribution to the muItivariate case [8,9] and [5], which deais 
with another problem. The first terms of asymptotic expansions are noncentral 
x2 variates under local alternatives and normal variates under the fixed alternative. 
Krishnaiah and Waikar [3, 41 proposed certain test criteria corresponding to 
the problem (ii), and investigated the associated distributions. Furthermore 
Krishnaiah and Schuurmann [2] have recently given the percentage points of 
two criteria proposed in [3,4]. Though the comparison of the power function 
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of the author’s test with the above tests is interesting, in this paper we only give 
the comparison on numerical powers of the proposed test criteria, with the 
likelihood ratio criteria in the above two problems. 
2. ASYMPTOTIC EXPANSIONS OF THE DISTRIBUTIONS UNDER 
LOCAL ALTERNATIVES 
Let thep x 1 vectors XI, Xs ,..., X,,+r be a random sample from a $-variate 
normal distribution with mean p and covariance matrix 2. For testing the 
hypothesis Hl : .Z = Z. g a ainst the alternatives KI : .Z # Z,, for some given 
positive definite matrix .ZO , the author [6] proposed the following test criterion. 
Tl = (n/2) tr(S.Z~‘/n - I)‘, (2-l) 
where S = xI:i (Xa - X)(X= - .X)’ with X = (n + l)-1xELi XE . Let us 
consider the characteristic function C(t) of Tl under a sequence of 
alternatives Kn : Z = Z,, + n-l120. Since Tl = n/2 tr(,Z;1’2SZ;1’2/n - I)2, and 
W = Z-1’2SZ;1’2 has a Wishart distribution W(Y; n), where !P = I + n-lPA 
with A ‘= (Aij) = Z;1f20Z;1’z, we have 
w = CP*?l 1 
exp[(it)(n/2) tr(S/n - I)2] 1 S ]o+p-1)j2 
. 1 !I’ j-nj2 etr[-~?PS] dS, cw 
where 
(2.3) 
Let Y = (n/2)l12 (log S/n - log Y) as L emma 2.1 in [8]. Then we can express 
the statistic Tl = (n/2) tr(S/n - I)2 in terms of Y as follows: 
Tl = q&Y) + +‘2q#‘) + n-$(Y) + Op(n-3’2), (2.4) 
where 
‘h(Y)= ~~tr(Y+-&A)/(Y+-&A)2-~A2/, P-5) 
q2(Y)=itr(Y+-&A4 1 -itrAs(Y +LA)’ IL2 
+$trA3(Y+-$A) +itrAh. 
DISTRIBUTIONS OF TBST CRITBRIA FOR A COVARIANCE MATRIX 411 
Hence we have 
C(t) = E[exp(itq,Jl’)){l + ny1’2Cit) qU1 + ~-WI dJ’1 + WI2 M921H 
+ o(n+). GW 
To explain the method of the calculation of each expectation in (2.6), at first 
we rewrite (2.5) with 2 = (Q) = (n/2)1/2 log S/n. Then we have 
qo’(z) = tr Z* + 92-l” - tr L12Z + 71-l 
42 t 
- 7 tr ~l3.Z + i tr ~l4) + qn-3i2), 
ql’(Z) = $0 tr Z3 - -L tr L12Z + n-1/2 (i tr f12Z2 - i tr L14) + 0(*-r), 
42 
q2’(.Z) = itr Z4 - i tr AsZs + q tr A3Z + i tr A4 + 0(&P) 
(2.7) 
Then using the distribution of Z in [8] and 
~~2po~‘~Z = I +.. qz n-l/2Z + n- lZ2 + y n-3/2Z3 + ; n-2Z4 + 0(7+/2), 
P.8) 
arrange the resulting expression according to the power of &la and combine 
the term (it) q,,‘(Z). Then the first term is given by 
vdm-e d = (zll, z22 ,..., zDv, xl2 ,..., q,+J, 7’ = (l/v’2Ml, A22 ,... , ADa, 
A I2 ,..., AD-&(1 - 229-l and covariance matrix V = (~~~,~r) with Q~~,~~ = 
(&& + ~&)(l - 223)-l/2. The symbol Sij stands for the Kronecker delta. 
Modifying a constant factor we may regard the variable z as having a J$ p + 1)/2 
dimensional normal distribution with mean E(Z) = (l/ d2) A( 1 - 2ir)-l and 
covariance matrix V. Thus we can obtain 
C(t) = (1 - 2it)-f/2exp [ 2(li22it)][l + @I2 [ka3(t)3 +i(p + l)ur(t)a 
(2.10) 
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where f = @( fl + l), (t)E = (I - 2~?)-~, Us = tr(LZ’;r~ and the coefficients 
hzW are given by 
h12 = (1172) ~~2, 40 = U/4) a4 + (~P)CP + 11 w3, 
h = (l/24){--2a3’ - 3a4 - 2(p + 1) ala3 -t- 3(p2 + 2p + 3) al2 
+ 6(3P + 4) a2h 
ho = (1/36){2~~~ - 18a4 -- 9(p + I) azaS - 9( pz + 2p + 2) es 
- 9(4P + -%a2 + 3p(4pz + 9p i- 7)), (2.1 
4 = (W4){3az2 + lO( P -I I) ala3 + 3(p -t 1)2 al2 - 6(p + 1) % 
-3P(Q2 + 13p + 9% 
h2 = (l/12){-2u3s - 2(p + 1) aI% + 9a4 + ~CP + 1) a2 + WJ + l)2h 
ho = (I /72){4aS2 - 27a* - 3p(2p2 + 3p - I)}. 
Inverting this characteristic function, we have the following theorem. 
where the symbol P,$j2) stands for the distribution fmction of the noncentral x2 
variate with f = +p(p + 1) degrees of freedom and ~onc~traZity parameter 
S2 = i tr(&Z’;1)2. The coe~c~~ts with a= = tr(&Z’;*~ ure g&err !ry (2.11). 
We remark that when 0 = 0, this formula (2.12) agrees with the expansion 
of the null distribution obtained previously by the author [6]. 
Similarly using the same notation as above, for testing the sphericity hypothesis 
H2 : .Z = u21 against the alternatives K2 : .Z .# u21, where u2 is unspecified, 
the author [6] proposed the test criterion, 
T2 = ( p2n/2) tr{,S(tr Q-l - $B-~I}~. (2.13) 
From a different standpoint, the above criterion T2 was shown to be the 1ocalIy 
best invariant test by John [l] and Sugiura [I 11. AppIying the above method to 
Tz , the asymptotic distribution of T2 can be obtained. The final rest& is given 
in the following theorem. 
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THEOREM 2.2. Under the sequence of alternatives K,, : Z = uzI + r1i213, 
the distribution of the test criterion Tz given by (2.13) can be expanded asymp- 
totically for large n as 
Pr(T2 < X) = E’&S2) + n-l/2{i(bX - 3p-lb1b2 + 2pw2b13) Pf+&jz) 
+ 4(-& + WV2 - p-2h3) Pf+&j2) 
+ &(2b3 - 3p-lb1b2 + p-2b13) P&S2)} 
(2.14) 
where the symbol P&Cj2) stands for the distribution function of the noncentral $ 
variate with f = $p(p + 1) - 1 degrees of freedom and noncentrality parameter 
S2 = $(bz - p-lb12). The coeficients g2E with bE = u-2= tr t@ aye given b3 
glz = (1 /72)(b32 + 9p-2b12b22 + 4pp4b16 - 6p-lb1b2b3 +- 4p-zb13bS - 1 2p-3b14bJ, 
glo = (1 /4)(b4 - 4p-lb1b3 + 8p-2b12b2 - 4pp3b14 - p-lbz2), 
ga = ( l/24){-2b32 + lop-lb1b2b3 - 6p-2b13b3 - 1 2p-2b12b22 + 14p-3b14b2 
- 4p-4b16 3b4 + 12p-lb1b3 18pp2b12b2 + 9pp3b14 - - 
+ 6(~ + 2 - 8P)(h - @12)}, 
g,j = (1 /36){2b32 - 9p-lb1b2b3 + 5p-2b13b3 + 9p-2b12b22 - 9p-3b14b2 
+ 2p-4b16 - 18b4 + 54p-lb1b3 - 90p-2b12b2 + 18p-lb22 + 36p-3b14 
- 9(2~ + 3 6P)(bz p-lb12) + 3(p3 + 3p2 8p 12 - - - - - 2OOp+)}, 
g4 = (1 /16){2b32 - 8p-lb1b2b3 + 8p-2b12b22 + 4p-2b13b3 + 2p-4b16 - 8p-3b14b2 
- 8p-2b12b2 + 4p-1b22 + 4p-3b14 + 4(p + l)(b2 - p-lb12) (2.15) 
+ 2( -2~~ - 5p2 + 7~ + 12 + 420~~l)}, 
g2 = ( l/24){-4b32 + 14p-lb1b2bS - 6p-2b13b3 - 12p-2b12b22 + lop-3b14b2 
- 2pp4b16 + 1 8b4 1 8p-1b22 36p-lb1b3 + 54p-2b12b2 1 - - - 8p-3b14 
+ 12P(bz - p-lb12) + 6(p3 + 2p2 - p - 2 - 216~~l)}, 
go = (1 /144){8b32 + 18p-2b12b22 - 12p-3b14b2 + 2p-4b16 - 24pplb1b2b3 
+ 8p-2b13b3 + 72p-lb1b3 - 72p-2b12bz + 18p-3b14 - 54b4 + 36p-1b22 
+ 6(-2p3 - 3p2 + p + 436~~l)). 
We remark that when 0 = 0, this formula (2.14) agrees with the expansion 
of the null distribution obtained previously by the author [6]. 
6831414-s 
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3. ASYMFTOTIC EXPANSIONS OF THE DISTRIBUTIONS UNDER THE 
Frxxn ALTERNATIVJZ 
In this section we consider the asymptotic distributions of the test criteria 
under the fixed alternative. Since the method of their derivations is similar to 
that in the author [5], we mention the outline of the derivation. Since the statistic 
Y = (Z-1~2S2-1~2 - nI)/&F n is asymptotically normal distribution, the 
statistic TI is expressed in terms of Y. Then 
where 
Tl = (n/2) tr(J?z;’ - I)2 + n1’2q0(Y) + qr(Y), (3.1) 
qo(Y) = 42 tr{(P’2&1P’2)2 - ,P’2LC;1P’2}Y, 
ql( Y) = tr(Z1’22~1Z1’2Y)2. 
(3.2) 
Now putting Tl’ = Tl - (n/2) tr(E$’ - I)2 in (3.1), since Tl’/(n)li2 - q,,(Y) = 
OP(n-r/s), Tl’/(n)l/2 converges in law to the normal distribution with mean zero 
and variance ~~~ = 2 tr(D;1)2 (,E;r - I)2. Further the characteristic function 
of Tl’/(n)112Tl (TV > 0) is given by 
C(t) = E[ap((+J qo( WI + nm1’2Gt) T&(Y) + (~72)(~l)~ 7T2ql( YJ2}] 
+ O(n-s/2). (3.3) 
After some modification, the calculation of the first term and the second term 
is given by obtaining the moments of the Wishart distribution. Also the third 
term can be obtained by regarding that the variable Y = (JJ~,) has a &J + 1)/2 
variate normal distribution with mean zero and COV(JJ~~ , JQ = uij,kr = 
(& ?+r + &r &J/2. Thus we have 
C(t) = exp[(ir)2/2][l + ne1’2{&(it) Ty’[tr /I2 + (tr f!l)2J 
+ $(it)3 ~;~[3 tr k14(kI - I)2 + 2 tr P(kl - Z)‘]} 
+ n-l m$l hzJit/71~~~] + O(n-3/2), (3.4) 
where the coefficients h2a with A = EC;’ are given by 
h2 = 2 tr A3(A - I) + 2 tr A tr A2(A - I) + (1/8)(tr A)4 + (l/2) tr A4 
+ (5/8)(tr A2)2 + (1/4)(tr A)2 tr A2, 
h4 = 2 tr A4(A - I)4 + 8 tr A5(A - Z)3 + (1/3){tr A2 + (tr A)2} (3.5) 
x {2 tr Aa(A - I)s + 3 tr A4(A - 1)2} + 4 tr Aa(A - 1)2, 
h6 = (2/9){2 tr A3(A - Qs + 3 tr A4(A - 1)2}2. 
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Hence by inverting this characteristic function, we have the following 
theorem. 
THEOREM 3.1. Under the$xed alternative ICI , the distribution of the statistic 
TI can be expanded asymptotically for large n as 
Pr({TI - (n/2) tr(A - I)2j/(n)1i2 7I < 2) 
= a(x) - n-li2{&[tr A2 + (tr .A)2] @(l)(zc)/~~ 
+ (2/3)[3 tr A4(A - I)2 + 2 tr .@A - I)3] @@)(x),‘T~~} 
+ n-l ‘& h2m@‘za’(x)/Tp + O(n-3’2), (3.6) 
where ~~2 = 2 tr(A2 - A)2 with A = ZZ;l and W)(x) means the ath derivative 
of the standard normal distribution function Q(x). The coe#icients h2= are given by 
(3.5). 
By the same argument, we have the following theorem. 
THEORBM 3.2. Under the jxed alternative K2 , the distribution of the stat&k 
T2 can be expanded asymptotically for kwge n as 
Pr ( IT2 - q tr (-& - p-1~)2//(n)1~2P2~2 < x) 
- 64b23b3 + 18b25] @(3J(x)/~33} + n-l 
a=1 
where ~~~ = 2(b4 - 2bzb3 + b23) with bm = tr P/(tr ,?Ip and 
& = 4 + & - B3 + &(2W4 + 17b22) - 2(3b2bs + 16bJ 
+ Hl24M + 80b32 + 7bz3) - 108b22b3 + (75/2) bs4, 
g4 = (5/3) ba - 4Cbzbs + bab4) + H42be + 5b2ba + 21b22b4 + 21b2b32) 
- W2Obzb, + 12bz2bb + 32bZbs + 96b4bh + 160b3be + 1 2b2ba4) 
+ (90bz2bs + 7b:b4 + 64bzbh2 + 176b2b&, + 104b:b4 + 7b22b32 + 3b2s) 
- H456bs3bs + 32Wbs + 1296b22bsb4 + 528b2b33) + &(684bz4b4 
+ 1474b23b3z + 9bz6) - 352Qb3 + 70bz’, (3.8) 
gu = W%% - W&c, + &) + 21(bz2b4 + b2b32) - 32b23b3 + 9b25}2. 
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4. NUMERICAL EXAMPLES 
In this section, we shall give the comparison on numerical powers with the 
likelihood ratio criteria Ai and the proposed test criteria Ti . The approximate 
5 yO points are used as the critical points. 
EXAMPLE 4.1. When p = 2 and n = 100, specify the alternatives K as 
z = (1 + A) zs. 
Formulas 
P&T1 > 7.848) 
PK( - 2 log A* 
> 7.8717) 
(3.6) 
- 
(2.12) 
(2.16) in [IO] 
(2.12) in [12] 
A 
0.5 
0.4 
0.3 
-0.3 
-0.4 
0.2 
0.1 
-0.1 
-0.2 
0.5* 
0.4 
0.3 
-0.3 
-0.4 
0.2 
0.1* 
-0.1 
-0.2 
- 
- 
First Second Third Approx. 
term term term power 
0.8735 0.1051 -0.0116 0.967 
0.7667 0.1307 -0.0083 0.889 
0.5587 0.1600 - 0.0026 0.716 
0.6081 0.1049 0.0024 0.715 
0.9553 0.0286 0.0014 0.985 
0.3561 0.083 1 -0.0194 0.420 
0.1144 0.0590 -0.0029 0.171 
0.1144 -0.0590 - 0.0029 0.053 
0.3561 -0.083 1 -0.0194 0.254 
-~ 
0.8651 
0.7272 
0.4771 
0.7181 
0.9623 
0.3544 
0.1134 
0.1134 
0.3544 
0.07 14 
0.0912 
0.1198 
0.1388 
0.0466 
- 0.0462 
- 0.0033 
0.0033 
0.0462 
-- --- 
0.0052 0.942 
0.0057 0.824 
-0.0007 0.594 
-0.0077 0.849 
-0.0143 0.995 
0.0097 0.318 
0.0018 0.112 
0.0018 0.119 
0.0097 0.410 
The numerical values of the symbol * were given by Sugiura [ 121. By this 
example we can not say that the likelihood ratio test Ai is better than Tl test. 
EXAMPLE 4.2. When p = 2, we can prove that the T2 test is equivalent to 
the AZ test. Hence the two powers should be equal within the accuracy 
of the percent points. When n = 200, specify the alternatives K as 
Z = diag(A, A(1 + A)), where A and A are unknown valuables. 
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Formulas A 
(2.14) 
PK(TS > 6.066) 
pK( - 2,’ h? AS 
> 5.9915) 
(3.7) 
(4.9) in [7] 
(4.20) in [IO] 
First 
term 
Second 
term 
0.05 0.0574 -0.0005 
0.1 0.0869 -0.0041 
0.2 0.2207 - 0.0377 
0.8 0.9166 0.0464 
0.9 0.9519 0.0338 
0.05 0.0595 - 0.0005 
0.1 0.0894 -0.0041 
0.2 0.2246 -0.0380 
0.8 0.9129 0.0530 
0.9 0.9472 0.0414 
- 
-- 
- 
Third Approx. 
term power 
-- 
0.0014 0.058 
o.cw7 0.084 
0.0032 0.186 
-0.0371 0.926 
-0.0269 0.959 
- 0.0001 0.059 
0.0000 0.085 
0.0060 0.193 
0.0018 0.968 
- 0.0006 0.988 
- 
This example shows that the powers of the T2 test seem to be underestimated. 
That reason appears to be due that the 5 yO point of the likelihood ratio test is 
exact, whereas that of T2 is approximate value calculated by the asymptotic 
distribution up to order n-r for which the convergence is late in this case. See 
numerical example in [6]. 
EXAMPLE 4.3. When p = 3 and n = 200, specify the alternatives K as 
Z = diag(A, A(1 + AI), A(i + da)), where A, AI and Ai are unknown. 
PK(Tz > 11.016) 
pK( - 2P 1% ‘h 
> 11.071) 
Formulas 
(2.14) 
-~ 
(3.7) 
4.9) in [7: 
-- 
(4.20) in 
DOI 
0.1, 0.1 
0.1,0.05 
0.1, -0.05 
-0.1, -0.1 
-0.3, -0.3 
-0.35, -0.35 
-0.4, -0.4 
0.1,O.l 
0.1,0.05 
0.1, -0.05 
-0.1, -0.1 
-0.3, -0.3 
-0.35, -0.35 
-0.4, -0.4 
First Second Third Ipprox. 
term term term power 
0.0827 -0.0053 -0.0013 0.076 
0.0743 - 0.0025 -0.0015 0.070 
0.1095 -0.0014 -0.0026 0.106 
0.0827 0.0053 -0.0013 0.087 
0.4032 0.2139 0.0381 0.655 
0.6365 0.1679 - 0.0354 0.769 
0.8126 0.1193 - 0.0484 0.884 
0.0809 - 0.0040 
0.0727 - 0.0024 
0.1073 -0.0028 
0.0809 .0.0040 
0.3505 0.2472 
0.5925 0.2067 
0.7864 0.1490 
---- 
0.0002 
0.0000 
- 0.0002 
0.0002 
0.0132 
-0.0051 
-0.0125 
0.077 
0.070 
0.104 
0.085 
0.611 
0.794 
0.923 
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This example shows to us that the likelihood ratio test A2 is not always better 
than the T2 test. 
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