Introduction and Summary
In medicine, biology, and other areas of scientific inquiry one is often faced with the problem of comparing two binomial success probabilities The computer intensive methods described in this paper complement the previous work on large-sample intervals for . For example, Beal (1987) compares five large-sample intervals with respect to their coverage probabilities. Of course, even the best large-sample interval is anticonservative for sufficiently small . The JP interval's coverage probability is particularly affected for extreme
The iteratively computed Mee (1984) intervals described in Beal are similarly anticonservative. Santner and Snell (1980) and more recently Coe and Tamhane (1991) have considered the problem of determining small-sample (and c ) confidence intervals. Santner and Snell (1980) constructed two computationally feasible intervals (a 'conditional' interval and a 'tail' interval) and, in principle, a third interval which is too complex to be computationally competitive. For later comparison, the end of this section describes tail (T) intervals, the superior of the two computationally feasible intervals. Some comparisons with Coe and Tamhane (1991) intervals will be given.
The iteratively computed interval proposed in Section 2 is computationally feasible and generally less conservative than the Santner and Snell T intervals. Section 3 establishes the invariance properties of the proposed intervals and compares them with those of T intervals. Section 4 compares the expected length of the proposed and T intervals in a specific example and discusses our computational experience with a FORTRAN 77 program which implements the Section 2 algorithm. The remainder of this section reviews briefly aspects of the one-dimensional Crow (1956) algorithm for determining a confidence interval for a single binomial ; these ideas will be required in our analysis of the two-dimensional problem.
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The algorithm refers to a generic method, "rule R", of choosing subsets of Í and
in Steps 0.2, 2.1, and 3.1. Several choices are considered in Section 2.3 and the properties of the resulting intervals are studied in Section 3. Throughout the remainder of the paper let
Statement of the Algorithm
Step 0.
[Initialization]
by rule R and set i = 1.
Go to
Step 1.
[Induction]
If i = m+1, then go to
Step 4. Otherwise assume
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Step 2, otherwise go to Step 3.
Step 2.
[Elimination]
Set
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and go to Step 1.
Step 3.
[Addition]
is defined by Rule R and modifying Ø ¦ and Ñ Ð to satisfy (6)-(7).
Step 2; otherwise go to Step 3.
Step 4. [Completion and Inversion] 4.1 For
Several aspects of the algorithm deserve comment. First, in the Crow-Blyth-Still spirit, it tries to form small acceptance regions and thereby short confidence intervals by deleting (adding) points from (to) A( D ) with small (large) probabilities consistent with (8)- (9).
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Third, we claim that the algorithm must terminate; this requires a technical analysis which is given in the Appendix. It is proven by showing that in Step 3 there always exists a set C to augment
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Construction of A(0), Elimination and Addition Sets
A rule for constructing
and addition-deletion, the invariant rule, is proposed. A computationally simpler alternative, the naive rule, will be mentioned at the end of the subsection; however, the naive rule generates wider intervals.
Invariant Rule
The idea of this rule is to delete points which decrease Case 1:
: Choose
and of the form (6)- (7) satisfying: (a)
contains as few additional points as possible, and (c)
Elimination:
of form (6)- (7) satisfying
Case 2:
contains as few additional points as possible, and
Break ties in the selection of x using criteria (11)- (16) by choosing the value of x with the smallest lexicographic order in
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. In this case add
until (10) holds. Note that Í is not empty in the elimination steps (11) and (14) The set
consists of either 1, 2, or 4 distinct points. For example,
consists of 2 points. The set
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, the entire set
Unless the nominal coverage is very low, 
Naive Rule
: Use the minimal set of the form 
Invariance Properties
We first study the invariance of T and CI intervals under the relabeling of the outcomes success and failure. Intuitively, since the difference of the two success probabilities changes sign when success and failure are switched, one would hope the confidence interval would exhibit the same property.
Theorem 3.1 T and CI intervals satisfy
where the first equality is by definition of , the second is by Step 4.1, the third is by (19), the fourth is by algebra, and the last is by definition of and the fact that and Coe and Tamhane intervals will be stated.
Comparison of Tail and Invariant Intervals
This section compares the operating characteristics of the T and CI intervals. Both achieve at least their nominal level for any n and p, and Section 3.1 proved both possess intuitive invariance properties. For two specific problems, one balanced and one unbalanced, the achieved coverage probability and lengths (expected and outcome-by-outcome) will be compared. Then some general considerations will be discussed.
Figures 2 and 3 plot the difference of the achieved coverage probabilities
, respectively, for the grid
. Both systems of intervals achieve at least 95% coverage for all 
Intervals when
probabilities. Figures 4 and 5 plot
for the cases
, respectively, at the same In all cases CI intervals are superior to T intervals. In the balanced case CI intervals have the greatest improvement over T intervals at the edges of p space and the least improvement in the center of p space. The situation is qualitatively different for the unbalanced case with the least improvement at the edges and overall a more nearly constant difference in expected lengths.
The two cases discussed above are typical of those examined in detail by the authors.
While both CI and T intervals have identical invariance properties, CI intervals are superior (for each ) which can be performed by determining the zeroes of the derivative polynomial.
The latter is not a practical technique for constructing CI intervals. A third feature of T intervals not necessarily possessed by CI intervals is their monotonicity in . Suppose
interval at x for for ' I 1 and that $ ) "
. Then one expects the intervals with large coverage should contain those with low coverage for all outcomes; i.e.,
Tail intervals satisfy (24) because of the monotonicity of L(E, ) for tail sets E. Intervals when for Nominal Coe and Tamhane (1991) propose an algorithm for constructing a system of intervals (which we will denote CT intervals) for problem. They conjecture the difference will increase exponentially. Our conclusion is that CT intervals fall between the partition method intervals of Santner and Snell (1980) and are not feasible for practical work.
Discussion and a Worked Example
First some comments are made regarding the use and running time of the FORTRAN subroutine for computing CI intervals available from the authors. Then an example is given and concluding remarks presented about possible modifications to the basic algorithm presented in Section 2.
Remarks about the FORTRAN Program
A FORTRAN subroutine available from the authors implements the Algorithm of Section 2 for Fisher (1935) studies the effect of genetics on criminal tendencies by recording the numbers of twins who are also criminals for 17 criminals who have dizygotic twins and 13 criminals who have monozygotic twins. The proportions of twins in the dizygotic and monozygotic groups who are also criminals are 2/17 = .12 and 10/13 = .77, respectively, with an estimated difference of (2, 10)= -.65 for the two groups. Table 2 lists the 95% T and CI intervals for the true . The CI interval is interior to the T interval with the CI interval having length .51 and the T interval length .57. 
An Example

Concluding Remarks
The algorithm presented in Section 2 does not perform substitution (checking for the existence of equal sized acceptance regions meeting the probability requirement and choosing among them based on a criteria such as balance of the 'tails'). Blyth and Still (1983) found that, for testing . In this case it is reasonable to require confidence intervals to satisfy 
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