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Abstract
The difference between the CP asymmetries in the decays Λ+c → pK−K+ and
Λ+c → ppi−pi+ is presented. Proton-proton collision data taken at centre-of-mass
energies of 7 and 8 TeV collected by the LHCb detector in 2011 and 2012 are
used, corresponding to an integrated luminosity of 3 fb−1. The Λ+c candidates are
reconstructed as part of the Λ0b → Λ+c µ−X decay chain. In order to maximize
the cancellation of production and detection asymmetries in the difference, the
final-state kinematic distributions of the two samples are aligned by applying phase-
space-dependent weights to the Λ+c → ppi−pi+ sample. This alters the definition
of the integrated CP asymmetry to AwgtCP (ppi
−pi+). Both samples are corrected for
reconstruction and selection efficiencies across the five-dimensional Λ+c decay phase
space. The difference in CP asymmetries is found to be
∆AwgtCP = ACP (pK
−K+)−AwgtCP (ppi−pi+)
= (0.30± 0.91± 0.61) %,
where the first uncertainty is statistical and the second is systematic.
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1 Introduction
The Standard Model (SM) does not provide a source of charge-parity (CP ) symmetry
violation large enough to explain the matter-antimatter asymmetry observed in the
universe [1]. The ongoing experimental effort in searching for CP violation in particle
decays aims to find effects that are not expected in the SM, such that new dynamics
are required. Whilst the existence of CP violation in kaon and beauty meson decays is
well established [2,3], no observation has been made in the analyses of beauty baryons
or charm hadrons, although evidence of CP violation has recently been claimed for the
former [4]. The most precise searches for CP violation in the charm sector have been
made using self-conjugate, singly Cabibbo-suppressed (SCS) decays of the neutral D0
meson to K−K+ and pi−pi+ final states [5, 6]. Such SCS decays can include significant
contributions from loop-level amplitudes, within which new dynamics can enter.
This article reports a search for CP violation in the decays of the Λ+c charm baryon
to the SCS pK−K+ and ppi−pi+ final states (generically referred to as ph−h+).1 The
difference in CP asymmetry between the two decays, ∆ACP , is measured in a manner
similar to previous measurements using D0 decays [5, 6]. There is little theoretical
understanding of the dynamics of Λ+c → ph−h+ decays [7], partly due to the unknown
resonant structure of the five-dimensional (5D) phase space and partly due to the historical
lack of large experimental datasets, and so no predictions for the magnitude of CP violation
in Λ+c → ph−h+ decays are currently available. As CP violation may be dependent on the
position in phase space, leading to locally significant effects, a multidimensional analysis
would be required to be maximally sensitive to such behaviour, requiring assumptions
on the as-yet unknown amplitude model and Λ+c polarisation. The work presented here
instead integrates over the phase space as a search for global CP -violating effects.
The presented analysis uses proton-proton collision data taken at centre-of-mass
energies of
√
s = 7 TeV and 8 TeV, collected by the LHCb experiment at the Large Hadron
Collider (LHC) in 2011 and 2012, corresponding to an integrated luminosity of 3 fb−1.
To reduce the level of backgrounds, candidate Λ+c → ph−h+ decays are reconstructed as
part of the Λ0b→ Λ+c µ−X decay chain, where X represents any number of additional,
unreconstructed particles. The long lifetime of the Λ0b baryon [2], in comparison with that
of the Λ+c baryon, allows for the suppression of backgrounds through the requirement of
a Λ+c µ
− vertex that is displaced with respect to the primary pp interaction. The total
dataset contains of the order of 104 and 105 reconstructed pK−K+ and ppi−pi+ signal
candidates, respectively.
The observed charge asymmetry Araw(f) for each Λ
+
c final state f , reconstructed
in association with a muon, is measured as the difference in Λ+c and Λ
−
c signal yields
divided by their sum. The quantity Araw includes contributions from the CP asymmetry
in the Λ+c decay, as well as asymmetries due to experimental effects such as the Λ
0
b
production asymmetry and the muon and hadron detection asymmetries. These effects
have been measured at LHCb [5, 8–10], but with large uncertainties. Using them directly,
to correct for the experimental asymmetries in Araw, would then result in large systematic
uncertainties on the correction factors. Instead, assuming that the asymmetries are, or can
be made to be, mode independent, the difference ∆ACP = Araw(pK
−K+)− Araw(ppi−pi+)
is equal to the difference in the Λ+c decay asymmetries, as all other asymmetries cancel.
1 Charge conjugation is implied throughout this article, except in the definition of asymmetry terms.
1
A weighting technique is used to equalise the pK−K+ and ppi−pi+ sample kinematics,
thereby improving the level of cancellation of the various production, reconstruction, and
selection asymmetries in ∆ACP , the formalism for which is presented in Section 2. A
description of the LHCb detector and the analysis dataset is given in Section 3, followed
by a description of the statistical models used to determine the signal yields from the data
in Section 4. The weighting method used for correcting the measurement for experimental
asymmetries and the evaluation of the efficiency variation across the 5D ph−h+ phase
space are presented in Section 5. Systematic effects are considered and quantified in
Section 6. The results of the analysis are given in Section 7, and finally a summary is
made in Section 8.
2 Formalism
The CP asymmetry in the decays of the Λ+c baryon to a given final state f is
ACP (f) =
Γ(f)− Γ(f¯)
Γ(f) + Γ(f¯)
, (1)
where Γ(f) is the decay rate of the Λ+c → f process, and Γ(f¯) is the decay rate of the
charge conjugate decay Λ
−
c → f¯ . Rather than measure the individual decay rates, it is
simpler to count the number of reconstructed decays, and so the asymmetry in the yields
is defined as
Araw(f) =
N(fµ−)−N(f¯µ+)
N(fµ−) +N(f¯µ+)
, (2)
where N is the number of signal candidates reconstructed in association with a muon.
This is labelled as the raw asymmetry of the decay because the measurement of the
physics observable of interest, ACP , is contaminated by several experimental asymmetries.
Assuming that each contributing factor is small, the raw asymmetry can be expressed to
first order as the sum
Araw(f) = ACP (f) + A
Λ0b
P (fµ) + A
µ
D(µ) + A
f
D(f), (3)
where A
Λ0b
P , A
µ
D, and A
f
D are the Λ
0
b production asymmetry, muon detection asymmetry,
and Λ+c final-state detection asymmetry, respectively. A nonzero Λ
0
b production asymmetry
may arise for several reasons, such as the relative abundance of matter quarks in the pp
collision region. A dependence on the reconstructed Λ0b final state is introduced by the
detector acceptance and the reconstruction and selection applied to that state, which
alters the observed Λ0b production phase space. The two detection asymmetries may be
nonzero due to the different interaction cross-sections of the matter and antimatter states
with the LHCb detector. There may also be charge-dependent reconstruction and selection
effects. In all cases, an experimental asymmetry is assumed to be fully parameterised by
the kinematics of the objects involved. The asymmetry of interest, ACP , is assumed to
be dependent on f but independent of Λ+c kinematics. This motivates a measurement of
the difference between raw asymmetries of two distinct Λ+c decay modes, chosen to be
pK−K+ and ppi−pi+ in this analysis,
∆ACP = ACP (pK
−K+)− ACP (ppi−pi+) (4)
≈ Araw(pK−K+)− Araw(ppi−pi+), (5)
2
where the approximation tends to an equality as the kinematics between the final states
become indistinguishable.
The observed kinematics of the pK−K+µ− and ppi−pi+µ− final states are not expected
to be equal given the different energy release and resonant structure of the two Λ+c decays.
To ensure similarity, the kinematic spectra of one state can be matched to that of another.
As around six times as many ppi−pi+ signal candidates are found than pK−K+ signal
candidates, as described in Section 4, the ppi−pi+µ− data are weighted to match the
pK−K+µ− data, given that the statistical uncertainty on the Araw(pK−K+) measurement
will be the dominant contribution to that on ∆AwgtCP . Details of the weighting procedure
are given in Section 5. The kinematic weighting may alter the physics asymmetry, as the
ppi−pi+ phase space can be distorted, and so it is a weighted asymmetry, AwgtCP , that enters
the measurement
∆AwgtCP = ACP (pK
−K+)− AwgtCP (ppi−pi+) (6)
≈ Araw(pK−K+)− Awgtraw(ppi−pi+). (7)
To allow for comparisons with theoretical models, a weighting function is provided in the
supplementary material of this article which provides a weight for a given coordinate in
the five-dimensional Λ+c → ppi−pi+ phase space and mimics the transformation imposed
by the kinematic weighting applied here. The five dimensions are defined similarly to
those in Ref. [11], with the only difference being that the ‘beam axis’ is replaced by the
displacement vector pointing from the pp collision vertex, the primary vertex (PV), to the
Λ+c µ
− vertex.
3 Detector and dataset
The LHCb detector [12, 13] is a single-arm forward spectrometer covering the
pseudorapidity range 2 < η < 5, designed for the study of particles containing b or
c quarks. The detector includes a high-precision tracking system consisting of a silicon-
strip vertex detector surrounding the pp interaction region, a large-area silicon-strip
detector located upstream of a dipole magnet with a bending power of about 4 T m, and
three stations of silicon-strip detectors and straw drift tubes placed downstream of the
magnet. The tracking system provides a measurement of the momentum of charged
particles with a relative uncertainty that varies from 0.5 % at low momentum to 1.5 % at
200 GeV/c. The minimum distance of a track to a PV, the impact parameter, is measured
with a resolution of (15 + 29/pT) µm, where pT is the component of the momentum trans-
verse to the beam, in GeV/c. Different types of charged hadrons are distinguished using
information from two ring-imaging Cherenkov detectors. Photons, electrons, and hadrons
are identified by a calorimeter system consisting of scintillating-pad and preshower detec-
tors, an electromagnetic calorimeter, and a hadronic calorimeter. Muons are identified
by a system composed of alternating layers of iron and multiwire proportional chambers.
To control possible left-right interaction asymmetries, the polarity of the dipole magnet
is reversed periodically throughout data-taking. The configuration with the magnetic
field vertically upwards (downwards) bends positively (negatively) charged particles in
the horizontal plane towards the centre of the LHC.
The online event selection is performed by a trigger, which consists of a hardware stage,
based on information from the calorimeter and muon systems, followed by a two-stage
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software trigger, which applies first a simplified and then a full event reconstruction. For
the dataset used for the present analysis, at the hardware trigger stage the presence of
a high-pT muon candidate is required. In the first stage of the software trigger, this
candidate must be matched to a good-quality track which is inconsistent with originating
directly from any PV and has a pT above 1 GeV/c. The second stage requires a two-,
three-, or four-track secondary vertex with a significant displacement from all PVs, where
at least one of the tracks is consistent with being a muon. At least one charged particle
must have pT > 1.6 GeV/c and must be inconsistent with originating from any PV. A
multivariate algorithm [14] is used for the identification of secondary vertices consistent
with the decays of beauty hadrons.
In the oﬄine selection, tracks are selected on the criteria that they have a significant
impact parameter with respect to all PVs, and also on the particle identification information
being consistent with one of the proton, kaon, or pion hypotheses. Sets of three tracks
with
∑
pT > 1.8 GeV/c are combined to form Λ
+
c candidates. Each candidate is required
to be displaced significantly from all PVs, to have a good quality vertex, and to have an
invariant mass between 2230 and 2350 MeV/c2. The Λ+c candidate is combined with a
displaced muon to form the Λ0b candidate, which must have a good quality vertex and
also satisfy the invariant mass requirement 2.5 < m(Λ+c µ
−) < 6 GeV/c2. The oﬄine Λ0b
candidate is required to be matched to the candidate formed in the second stage of the
software trigger.
Contributions from the Cabibbo-favoured decays Λ+c → pK0 and Λ+c → Λpi+, and their
charge conjugates, are observed in the background-subtracted m(pi−pi+) and m(ppi−)
spectra. These are removed by applying a veto in the two-pion invariant mass spectrum
485 < m(pi−pi+) < 510 MeV/c2 to remove K0S meson contributions, and in the proton-
pion invariant mass spectrum 1110 < m(ppi−) < 1120 MeV/c2 to remove Λ baryons.
Contributions from misidentified charm meson and background Λ+c decays are removed by
applying a 16 MeV/c2 wide veto centred on the world average mass value [2] for the charm
hadron in question. Such vetoes are applied in the misidentified mass distributions for the
following backgrounds: D+→ K−K+pi+, D+s → K−K+pi+, and Λ+c → pK−pi+ for pK−K+
candidates; and D+→ K−pi+pi+, D+→ K−K+pi+, D+s → K−K+pi+, and D+s → pi−K+pi+
for ppi−pi+ candidates.
After the selection, less than 2 % of the events contain more than one Λ0b candidate. All
candidates are kept for the rest of the analysis, as other techniques of dealing with multiple
candidates per event have been shown to be biased for asymmetry measurements [15].
The data were taken at two centre-of-mass energies,
√
s = 7 TeV in 2011 and 8 TeV
in 2012, and with two configurations of the dipole magnet polarity. As the experimental
efficiencies vary with these conditions, due to different momentum production spectra
and the left-right asymmetries in the detector construction, the data are split into four
independent subsamples by centre-of-mass-energy and magnet polarity. Each stage of the
analysis is carried out on each subsample independently, and then the individual results
are combined in an average as described in Section 7.
Simulated pp collisions are used to determine experimental efficiencies and are generated
using Pythia [16] with a specific LHCb configuration [17]. Particle decays are described
by EvtGen [18], in which final-state radiation is generated using Photos [19]. The
interaction of the generated particles with the detector, and its response, are implemented
using the Geant4 toolkit [20] as described in Ref. [21].
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Figure 1: The ph−h+ invariant mass spectra from the fully selected Λ+c → pK−K+ (left) and
Λ+c → ppi−pi+ (right) datasets summed over all data-taking conditions. The results of the fit to
each dataset are shown for illustration. The widths of the signal distributions differ due to the
different Q-value between the two decays, where the larger value for the Λ+c → ppi−pi+ mode
results in a broader shape.
4 Mass spectrum parameterisation
The ph−h+ invariant mass is used as a discriminating variable between signal and combi-
natorial background. Fits to the mass spectrum, shown in Fig. 1, are used to measure
the ph−h+ signal yields in order to compute Araw, as defined in Eq. (2). The sPlot proce-
dure [22] is employed to statistically subtract the combinatorial background component
in the data, as required for the kinematic weighting procedure, and takes the fitted model
as input.
The chosen fit model is the sum of a signal component and a background component,
each weighted by a corresponding yield parameter. The signal is modelled as the sum
of two Gaussian distributions which share a common mean but have separate width
parameters, and the combinatorial background is modelled as a first-order polynomial.
A cost function is defined as Neyman’s χ2,
χ2 =
B∑
i=1
(Ni −NfTot(mi; ξ))2
Ni
, (8)
where i is the bin index over the number of bins B in the m(ph−h+) spectrum, Ni is the
observed number of entries in the ith bin, N is the expected number of entries in the
dataset as the sum of the fitted signal and background yield parameters, and fTot(mi; ξ)
represents the integral of the total model in the mi bin with parameter vector ξ. The
binning is set as 120 bins of width 1 MeV/c2 in the range 2230 < m(ph−h+) < 2350 MeV/c2.
Fits to the pK−K+ and ppi−pi+ data, summed over all conditions, are shown in Fig. 1.
A good description of the data by the model is seen in all fits to the data subsamples.
The pK−K+ and ppi−pi+ signal yields, separated by data-taking conditions, are given in
Table 1.
To measure Araw as in Eq. (2), each data subsample is split by proton charge into Λ
+
c
and Λ
−
c subsets. The model used in the previously described fit is used to define charge-
dependent models, where the parameter vectors of each model, ξ+ and ξ−, are independent.
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Table 1: Signal yields measured in the fit for each of the four subsets of the pK−K+ and ppi−pi+
data (two centre-of-mass energies, 7 and 8 TeV, and two polarities of the dipole magnet, up and
down). The corresponding integrated luminosity of each subset is also given.
√
s Polarity Int. lumi. [pb−1] pK−K+ yield ppi−pi+ yield
7 TeV Up 422± 7 2880± 70 18 450± 190
7 TeV Down 563± 9 3940± 80 25 130± 230
8 TeV Up 1000± 11 9040± 120 57 730± 350
8 TeV Down 992± 11 9330± 120 60 080± 360
Rather than fitting charge-dependent signal and background yields directly, however, they
are parameterised using the total number of signal and background candidates, NSig and
NBkg, and the signal and background asymmetries, Araw and A
Bkg
raw ,
N±Sig =
1
2
NSig(1± Araw), (9)
N±Bkg =
1
2
NBkg(1± ABkgraw ). (10)
The addition of per-candidate weights, which are described in the following section,
requires a cost function that uses the sum of weights in each bin, rather than the count as
in Eq. (8), defined as
χ2 =
B∑
i=1
[
(W+i −N+f+Tot(mi; ξ+))2
(δW+i )
2
+
(W−i −N−f−Tot(mi; ξ−))2
(δW−i )2
]
, (11)
where W±i is the sum of the weights of candidates in the ith bin in the Λ
±
c sample, and
δW±i is the uncertainty on that sum.
5 Kinematic and efficiency corrections
The experimental asymmetries listed in Eq. (3) are specific to the production environment
at the LHC and the construction of the LHCb detector, and so their cancellation in ∆AwgtCP
is crucial in providing an unbiased measurement. This section presents the statistical
methods used to compute the kinematic and efficiency corrections, which are evaluated as
per-candidate weights to be used in the simultaneous χ2 fit previously described.
5.1 Kinematic weighting
The production and detection asymmetries depend on the kinematics of the particles
involved. If the Λ0b , muon, and proton kinematic spectra are the same between the pK
−K+
and ppi−pi+ data, then the Λ0b production asymmetry and muon and proton detection
asymmetries will cancel in ∆AwgtCP . If the h
− and h+ kinematics are equal within each
separate pK−K+ and ppi−pi+ sample, then the kaon (f = pK−K+) or pion (f = ppi−pi+)
detection asymmetries will cancel in Araw(f). The h
− kinematics agree well with the
h+ spectra in the data, but the Λ0b , muon, and proton kinematics do not, and so a
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per-candidate weighting technique is employed to match the kinematic spectra of the
ppi−pi+µ− state to those of the pK−K+µ− state.
To compute the per-candidate weights, a forest of shallow decision trees with gradient
boosting (a GBDT) is used [23–25]. This method recursively bins the pK−K+ and ppi−pi+
input data such that regions with larger differences between the two samples are more
finely partitioned. After fitting, each ppi−pi+ candidate is assigned a weight d. To reduce
biases that may result from overfitting, where the GBDT model becomes sensitive to
the statistical fluctuations in the input data, the data are split in two, and independent
GBDTs are fitted to each subset. The GBDT built with one half of the data is used to
evaluate weights for the other half, and vice versa.
The Λ+c and proton pT and pseudorapidity for each pK
−K+ and ppi−pi+ candidate are
used as input to the GBDT. The Λ+c kinematics are chosen since the large boost in the
laboratory frame induces a large correlation with Λ0b and muon kinematics. An agreement
in the Λ+c kinematics therefore results in an agreement in the Λ
0
b and muon spectra. The
proton kinematics are chosen as the different Q values of the decays will a priori result in
different proton spectra.
The Λ0b , muon, proton, and h
−/h+ kinematics agree well after weighting, as demon-
strated for a subset of kinematic variables in Fig. 2. Any remaining differences will result
in residual asymmetries in ∆AwgtCP , and the presence of these differences is studied in the
context of systematic effects as described in Section 6.
5.2 Efficiency corrections
The acceptance, reconstruction, and selection efficiencies as a function of the 5D ph−h+
phase space are also modelled using GBDTs. Simulated events are generated with a
uniform Λ+c → ph−h+ matrix element and used as input to the training, sampled before
and after the detector acceptance and data processing steps. One- and two-dimensional
efficiency estimates are made as histogram ratios of the before and after data, and
projections of the efficiency model obtained using the simulation agrees well with these.
The model is then used to predict per-candidate efficiencies in the data.
5.3 Use in determining Araw
The cost function in Eq. (11) uses the sum of per-candidate weights in each bin and its
uncertainty. The weights are defined using the kinematic weight dj, equal to unity for
Λ+c → pK−K+ candidates, and the efficiency correction εj of the jth candidate in the ith
m(ph−h+) bin,
Wi = W
Ni∑
j=1
dj
εj
, δW 2i = Wi, (12)
where the normalisation factor W is defined as
W =
∑Ni
j=1
dj
εj∑Ni
j=1
(
dj
εj
)2 . (13)
The term Wi can be called the number of ‘effective’ entries in the bin, as it encodes the
size of an unweighted data sample with the same statistical power as the weighted sample.
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Figure 2: Background-subtracted distributions of the Λ0b candidate transverse momentum
(top row), the muon candidate transverse momentum (middle row), and the proton candidate
pseudorapidity (bottom row) both before (left column) and after (right column) weighting the
ppi−pi+ sample (blue points) to match the pK−K+ sample (black points). The data are summed
across all data-taking conditions.
For the ppi−pi+ data, which is weighted to match the pK−K+ kinematics, the effective
sample size is around 80 % that of the unweighted ppi−pi+ sample. The weighted data are
shown in the m2(ph−)–m2(h−h+) plane in Fig. 3.
The statistical treatment of the weights in the fit is validated by randomly sorting
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Figure 3: Background-subtracted and efficiency-corrected Λ+c → pK−K+ (left) and Λ+c → ppi−pi+
(right) data in the m2(ph−)–m2(h−h+) plane, integrated across all data-taking subsamples.
The pK−K+ data feature a prominent φ→ K−K+ component, whilst the ppi−pi+ data exhibit
ρ(770)/ω(782)→ pi−pi+ and f0(980)→ pi−pi+ components.
candidates into Λ+c and Λ
−
c datasets and fitting the model 500 times, where it is seen that
the distribution of Araw(f) divided by its uncertainty is centred around zero, the expected
value, and has a standard deviation of 1, indicating that the error estimate is correct.
6 Systematic effects
To evaluate possible biases on the measurement of ∆AwgtCP due to systematic effects, several
studies are performed and deviations from the nominal results are computed. Statistically
significant deviations are assigned to the measurement as systematic uncertainties.
The model used in the simultaneous χ2 fit, described in Section 4, is derived empirically,
and there may be other models which described the data similarly well. Variations of the
choice of background model are found to have a negligible effect on the measurement of
∆AwgtCP , however different signal models can change the results significantly. To assess an
associated systematic uncertainty based on the choice of signal model, the signal Λ+c and
Λ
−
c yields are determined using the method of sideband subtraction. Here, data from the
regions on either side of the Λ±c signal peak are assumed to be linearly distributed and are
used to approximate the background yield in the peak region. Given that the data used
for sideband subtraction are the same as for the nominal χ2 fit, the measurements using
the two techniques are assumed to be fully correlated, such that even small differences
between them are statistically significant. On the average of ∆AwgtCP , taken across all
data-taking conditions, a difference of 0.2 % is seen with respect to the average of the
results using the full fit, and this difference is assigned as a systematic uncertainty.
The kinematic weighting procedure defined in Section 5 can only equalise the
pK−K+µ− and ppi−pi+µ− kinematics approximately, and so residual differences will
remain. These differences can cause a bias on ∆AwgtCP , with a size depending on the size of
the relevant asymmetry. Measurements of the Λ0b production asymmetry and the muon,
kaon, and pion detection asymmetries using LHCb data exist [5, 8–10], and estimates of
the proton detection asymmetry using simulated events have been used previously [8],
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Table 2: Systematic uncertainties on ∆AwgtCP and their magnitudes. The dash indicates that the
uncertainty is assessed to be negligible.
Source Uncertainty [%]
Fit signal model 0.20
Fit background model —
Residual asymmetries 0.10
Limited simulated sample size 0.57
Prompt Λ+c —
Total 0.61
and so the measurement of ∆AwgtCP can be corrected for directly. The correction is found
to be less than one per mille, but with a relative uncertainty of 20 %, and so a systematic
uncertainty of 0.1 % is assigned to ∆AwgtCP .
The limited size of the simulated sample results in a statistical uncertainty on the
efficiencies taken from the phase space efficiency model. The size of this uncertainty is
evaluated by resampling the simulated data 500 times, each time building a new model
and computing the efficiencies of the data using that model. The simultaneous χ2 fit to
measure Araw(f) is then performed for each set of efficiencies, resulting in a spread of
values of ∆AwgtCP with a standard deviation of 0.57 %, which is taken as the systematic
uncertainty due to the limited simulated sample size.
Due to the presence of Λ+c decays originating from sources other than Λ
0
b→ Λ+c µ−X
decays, such as directly from the PV or from other b-hadron decays, the measurement may
be biased, as such sources can carry different experimental asymmetries. The composition
of the data sample is inferred from the reconstructed Λ0b mass and from the impact
parameter distribution of the Λ+c vertex. The latter is seen to be consistent with that
for Λ+c produced exclusively in b-hadron decays, whilst the former is consistent between
pK−K+ and ppi−pi+ samples, such that asymmetries from other sources will cancel in
∆AwgtCP . Any associated systematic uncertainty is assumed to be negligible.
The total systematic uncertainty is found to be 0.61 %, computed as the sum in
quadrature of the individual uncertainties. These are assumed to be uncorrelated and are
summarised in Table 2.
7 Results
The value of Araw(f) is found for each final state and data-taking condition separately,
and for a given centre-of-mass energy is taken as the arithematic average of the polarity-
dependent measurements. The average across
√
s = 7 TeV and 8 TeV is made by weighting
the measurements by their variances. The asymmetries for pK−K+ and ppi−pi+ are
measured to be
Araw(pK
−K+) = (3.72± 0.78) %,
Awgtraw(ppi
−pi+) = (3.42± 0.47) %.
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Figure 4: Values of and statistical uncertainties on the asymmetries Araw(pK
−K+) (top left),
Awgtraw(ppi−pi+) (top right), and ∆AwgtCP (bottom centre), for the four data subsamples (two centre-
of-mass energies, 7 and 8 TeV, and two polarities of the dipole magnet, up and down). For each
asymmetry, the average of the four data points, as described in the text, is also shown, where
the band indicates the uncertainty.
where the uncertainties are statistical and take into account the reduction in statistical
power due to the weighting. The difference is
∆AwgtCP = (0.30± 0.91± 0.61)%,
where the first uncertainty is statistical and the second is systematic. The measurements
of Araw(pK
−K+), Awgtraw(ppi
−pi+), and ∆AwgtCP as a function of data-taking conditions are
presented in Fig. 4.
8 Summary
The raw CP asymmetries in the decays Λ+c → pK−K+ and ppi−pi+ are measured using
Λ0b→ Λ+c µ−X decays. Kinematics in the ppi−pi+ data are weighted to match those in the
pK−K+ data, such that the effect of experimental asymmetries on the CP asymmetry
11
parameter ∆AwgtCP is negligible. Acceptance, reconstruction, and selection efficiencies across
the five-dimensional ph−h+ phase space are corrected for. Systematic effects arising from
the mass distribution modelling, imperfect kinematic weighting, finite simulated sample
size, and the inclusion of Λ+c decays from sources other than Λ
0
b→ Λ+c µ−X decays are
considered. The total systematic uncertainty assigned to these effects is smaller than the
statistical uncertainty on ∆AwgtCP , whose central value is measured to be consistent with
zero.
This analysis constitutes the first measurement of a CP violation parameter in three-
body Λ+c decays, but more data is required to match the sensitivity of similar measurements
using charm mesons. Further studies into the structure of the ph−h+ phase space, across
which CP -violating effects may strongly vary, would be beneficial as input to theoretical
calculations.
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