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Neurons in the brain behave as a network of coupled nonlinear oscillators processing information
by rhythmic activity and interaction. Several technological approaches have been proposed that
might enable mimicking the complex information processing of neuromorphic computing, some of
them relying on nanoscale oscillators. For example, spin torque oscillators are promising building
blocks for the realization of artificial high-density, low-power oscillatory networks (ON) for neuromor-
phic computing. The local external control and synchronization of the phase relation of oscillatory
networks are among the key challenges for implementation with nanotechnologies. Here we propose
a new method of phase programming in ONs by manipulation of the saturation magnetization, and
consequently the resonance frequency of a single oscillator via Joule heating by a simple DC voltage
input. We experimentally demonstrate this method in a pair of stray field coupled magnetic vortex
oscillators. Since this method only relies on the oscillatory behavior of coupled oscillators, and the
temperature dependence of the saturation magnetization, it allows for variable phase programming
in a wide range of geometries and applications that can help advance the efforts of high frequency
neuromorphic spintronics up to the GHz regime.
Neuromorphic computing describes the use of very-
large scale integrated logic (VLSI) systems to mimic
neurobiological architectures [1] promising advances in
computation density and energy efficiency in the post
Moore’s law age of computing [2–6]. Oscillatory neu-
ral networks (ONNs) mimicking the human brain [7] are
promising building blocks for VLSIs, harnessing either
the frequency or phase as state variable for logic opera-
tions [6, 8, 9]. A major challenge in their fabrication is
building high-density networks out of complex process-
ing units linked by tunable connections to mimic biolog-
ical counterparts. Recently, spintronic based oscillators
have been proposed as an essential technology for the ad-
vancement of bioinspired computing. In [10] spin torque
oscillators have been used as promising building blocks
for the realization of artificial high-density, low-power
ONNs for neuromorphic computing and first experimen-
tal results demonstrate low energy parallel on-chip com-
putation en par with state-of-the-art neural networks [2].
Phase manipulation in a controlled manner and phase
contrast in ONNs are critical and promise a wide range
of applications mimicking rhythmic motive patterns in
robotics [11, 12] or neuromorphic image recognition [13].
In many cases parallel processing of ”grey-scale” data fa-
vors ”fine-grain” phase manipulation, allowing variable
phase programming in arbitrarily small steps compared
to discrete values [14, 15]. In ONNs consisting of compact
electronic oscillators phase manipulation has been a key
challenge [16] and despite promising progress made with
spin torque oscillators [17] and oxide electronics based
oscillators [18, 19] so far mainly binary phase contrast
has been achieved. Fine-grain phase contrast has only
recently been demonstrated in resistive random access
memory type oxide oscillators [20] at relatively low fre-
quencies.
Here, the building block for a network - two magnetic
vortex oscillators, coupled via their stray fields [21] - is
investigated (see fig. 1). The coupled oscillators are ex-
cited via the spin transfer torque effect [22] by application
of an AC current to the left driven disk (diskd). The sec-
ond disk (diskh) is subjected to static Joule heating by
applying a DC voltage. Throughout the paper we will
use the index ”d” for the driven disk and the index ”h”
for the heated disk. The increased temperature reduces
the saturation magnetization in diskh causing a shift of
its resonance frequency. As shown here by a simple ana-
lytic model based on coupled Thiele equations [23, 24] a
shift of the relative phase relation between the two oscil-
lators is induced depending upon the ratio of the satura-
tion magnetizations of the two otherwise identical disks.
We first determine the resonance spectra of the coupled
system without heating using Lorentz Transmission Elec-
tron Microscopy (LTEM). In a second step a fixed con-
tinuous wave (cw) excitation at the ”in-phase” resonance
is applied to diskd, while phase control is achieved by
heating diskh by varying the applied DC heating volt-
age Uheat. The phase relation is investigated by time re-
solved Scanning Transmission X-ray Microscopy (STXM)
and fine-grain phase programming from 16◦ to 167◦ is
demonstrated.
The magnetic vortex structure [25, 26] is characterized
by an in-plane curling magnetization; its sense of rota-
tion defines the chirality c = ±1. Additionally, the mag-
netization direction of the perpendicularly magnetized
vortex core (up or down) defines the polarity p = ±1.
For disk shaped soft magnetic elements this magnetiza-
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Figure 1: Lorentz Transmission electron
microscopy images of the excited double disk
structure. LTEM image of the pair of magnetic vortex
oscillators with a radius of r = 0.9 µm. The vortex
gyration modes are driven by a cw excitation at
239 MHz applied to the right disk (diskd). The
trajectories of the vortex core motion recorded in the
DC mode of the LTEM can be observed as bright
ellipses at the centers of both disks. A DC voltage Uheat
can be applied to the left ”heated” disk (diskh). Uheat
is varied between 0 V to 0.4 V to manipulate the phase.
In addition, the contour lines of the temperature
distribution at Uheat = 0.4 V are plotted as can be seen,
the driven disk (diskd) remains at ambient temperature.
tion structure causes flux closure of the in-plane mag-
netization with only the out-of-plane core with a size of
10 nm to 30 nm generating a small stray field [21]. How-
ever, in the low frequency excitation state - called the gy-
ration mode [21, 25] - surface magnetic charges appear.
In case of a pair of vortices in close vicinity, this leads to
a mutual dynamic dipolar interaction [27, 28]. Here, we
investigate a system of two nominally identical Permalloy
disks (radius r = 0.9 µm, thickness d = 50 nm ) placed
next to each other on a thin 30 nm SiN-membrane re-
quired to perform LTEM and STXM measurements. The
DC mode of LTEM is used to image the trajectories of
the vortex cores [29] in order to determine their radius
and eccentricity as a function of the frequency of the ap-
plied rf current. In addition, STXM is used to obtain
time resolved images [30] of the vortex core motion in
order to be able to determine the phase relation between
the two coupled vortex core oscillators.
Eigenmodes of the coupled oscillator system
The oscillators are excited by a cw excitation in the
range of several hundred MHz applied to the right driven
disk (diskd) harnessing the Spin Transfer Torque effect
(STT) [22], see fig.1. To manipulate the phase a DC
voltage Uheat can be applied to the left ”heated” disk
(diskh) to change its temperature via Joule heating and
thereby reducing its saturation magnetization MS . The
temperature of the heated disk can be estimated by
Th = T0 +
Rthermal
Rd+Rc
U2heat with T0 = 293 K being ambi-
ent temperature, Rd = 90 Ω the electrical resistance of
the disk, and Rc the resistance of the electrical contacts.
Rthermal = 63300
K
W is the thermal resistance calculated
using 3D finite elements methods (FEM). The right diskd
stays close to ambient temperature as shown by the 3D
FEM simulations (see fig. 1), which can be explained by
the low thermal conductivity through the thin SiN mem-
brane.
The dynamics of this system can be modeled using two
coupled Thiele equations [23, 24], which describe the dy-
namics of the vortex core positions for the driven (index
d) and the heated (index h) disk. For diskd a spin polar-
ized current density has been included [31, 32]:
−→
Gd × (−→V d + bj−→j ) + Dˆd(α−→V d + ξbj−→j ) = ∇−→RdW (
−→
Rd,
−→
Rh)
−→
Gh ×−→V h + Dˆhα−→V h = ∇−→RhW (
−→
Rd,
−→
Rh),
where
−→
R i = (xi, yi), i ∈ {d, h} is the vortex core dis-
placement vector from the center of the disk i and−→
V i = d
−→
R i/dt is the corresponding velocity vector. bj =
PµB/[eMS,d(1 + ξ
2)] is the coupling constant between
the applied current density
−→
j and the magnetization,
where P is the spin polarization of the conduction elec-
trons, and ξ the degree of nonadiabaticity [33]. The cor-
responding gyro-vectors,
−→
G i = −2piMS,iµ0tpi/γêz, in-
dicate the axes of precession perpendicular to the film
plane. Here MSi is the saturation magnetization, pi the
polarity of the corresponding vortex, µ0 the vacuum per-
meability, t the sample thickness, and γ the gyromag-
netic ratio. The two diagonal dissipation tensors are in-
dicated by Dˆd and Dˆh. In the coupled system the to-
tal potential energy can be written as W (
−→
Rd,
−→
Rh) =
W0 + κ/2(
−→
R 2d +
−→
R 2h) + cdch(ηxxdxh − ηyydyh). The first
constant term represents the potential energy for a cen-
tral core position, i.e.
−→
R i = (0, 0). The second term
represents the stray field energy and for small deflections
can be modeled as a parabolic potential [26] with stiffness
coefficient κ. The third term reflects the magnetostatic
energy between the side surfaces of the two disks [34],
where ηx and ηy express the coupling strength along the
x and y direction and ci being the chirality of the corre-
sponding vortex.
To experimentally determine the two resonance fre-
quencies of the coupled resonators and match the cal-
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Figure 2: Resonance frequencies and time
resolved imaging. a) Radius of both vortex core
trajectories retrieved from LTEM measurement as a
function of driving frequency. For each disk two
resonances are observed corresponding to the in-phase
and out-of-phase resonances of the coupled system. b)
STXM measurements at fin (upper panels) and fout
(lower panels) with respective phase shifts of 16.4 MHz
and 176.3 MHz between the positions of the two vortex
cores. The white circles represent the positions of the
vortex cores as determined from the full image series.
The red dots mark the positions of the vortex cores for
the four images shown here.
culated data to the experiment, frequency swept LTEM
measurements were performed. A cw excitation of 0.15 V
was applied to diskd and the frequency was varied from
f = 200 MHz to 300 MHz in steps of 0.5 MHz. For each
frequency an image similar to fig. 1 was taken and the
radius of gyration of both vortex cores was determined.
When plotted against the applied frequency two reso-
nance frequencies can be resolved as expected for the sys-
tem of two coupled oscillators, see fig. 2. For the subse-
quent experiments described below we use fin = 238 MHz
and fout = 270 MHz as the in-phase and out-of-phase
resonances, respectively. As shown in the supplementary
information the method of phase manipulation presented
here is robust against small deviations of the driving fre-
quency from the resonant condition (see fig S1).
Determination of the phase relation between the
two coupled oscillators
To further investigate the phase relation between the
two oscillators time-resolved STXM measurements at
the MAXYMUS Beamline at Bessy II in Berlin were
performed. First diskd was excited by a 0.15 V cw
excitation at the two previously determined resonance
frequencies (fin = 238 MHz and fout = 270 MHz). The
gyration was resolved with a time resolution of 66 ps
leading to a series of 62 images. The bright spot on the
dark background is a direct image of the z-component
of the magnetization Mz and allows to determine the
polarities pd = ph = 1. The sense of rotation for both
disks is counter clockwise (ccw) and hence, the chirality
can be determined to be cd = ch = 1 [35], which serves
as an input for the simulations. The positions of the
vortex cores were tracked by the Laplacian of Gaussian
method [22] and are overlaid on the image as white
spots for all 62 measurements, with the position of the
shown image colored in red. This data can be plotted
against time and fitted by a least squares sinusoidal fit
with a fixed frequency equal to the excitation frequency.
From the fit the phase between the two disks is retrieved
together with the error from the covariance matrix.
The error for the vortex core position is estimated by
∆x,y = ±50 nm. Further the eccentricity e = Ax/Ay of
the elliptical trajectory is calculated.
Phase [ ◦] Eccentricity
Uheat[V ] f[MHz] ϕexp ϕth eh,exp ed,exp eh,th ed,th
0 238 16.4± 7 15 0.80 0.88 0.95 096
0 270 176.3± 8 176 1.12 1.02 1.05 1.04
0.43 238 167.1± 12 169.5 1.11 0.95 > 1 < 1
Table I: Experimentally retrieved phase and
eccentricity compared to calculated values determined
by the extended Thiele equation model.
The measured phases (see table I) are in excellent
agreement with the results from the calculations. The
change of the eccentricity from e < 1 to e > 1 from the
in-phase resonance to the out-of-phase resonance is typ-
ical [35].
4Phase manipulation
Now, to manipulate the phase relation between the
vortex core trajectories, a voltage Uheat is applied to
diskh. The increase of temperature causes a decrease of
the saturation magnetization MS,h of diskh while MS,d
remains constant. Uheat is increased stepwise from 0 V
to 0.43 V while the frequency of the excitation is kept
constant at 239 MHz. For each heating voltage a se-
ries of images with the same time resolution is captured
(see fig. 3 a)) and the phase is determined from the
image series. The results are summarized in fig. 3
b) with Uheat being the upper axis. The series starts
again at a phase of 16.4◦ for Uheat = 0 V and as can
be seen the phase shifts up to a maximum of 167◦ for
Uheat = 0.4 V caused by a temperature increase of diskd
of up to 85 K. At the highest applied voltage the vor-
tices are almost on the opposite side of the elliptical tra-
jectory in contrast to the small phase shift observed for
Uheat = 0 V (see fig. 3 a) and b)). In the simulation
the largest observed phase shift corresponds to a ratio of
MS,h/MS,d = 0.85, see lower axis of fig. 3 b). To match
the experimentally retrieved phase data for different tem-
peratures to the analytically calculated phase values de-
pending on the ratio MS,h/MS,d, the temperature depen-
dence of MS,h(T )/MS,d can be estimated via Bloch’s law
[36]: MS,h(T ) = M0(1− ( TTc )
3
2 ) = M0(1− (T0+βU
2
heat
Tc
)
3
2 ).
By doing so, the Curie temperature Tc can be used as a
parameter in a least square fit of the calculated phase to
the experimentally retrieved values. Obviously, this is a
very indirect method of determining Tc, however, the ob-
tained value of Tc = 885 K± 200 K is in good agreement
with literature values [37] and serves merely as a sanity
check for the analytic modeling. The resulting depen-
dence of the phase as a function of MS,h/MS,d (fig. 3 b))
is in good agreement with theory. When going from the
”in-phase” to the ”out-of-phase” mode via manipulation
of MS,h the eccentricity of diskd crosses from e < 1 to
e > 1; the values change from 0.8 to 1.11. For diskd the
eccentricity stays below 1 and changes from 0.88 to 0.95.
Both observations are in good agreement with the simu-
lations (see table I). The complete transition is shown in
fig. S2.
Conclusions
In summary, we have successfully shown fine-grain
phase manipulation of a pair of magnetic vortex oscil-
lators in a controlled manner with high resolution (basi-
cally only limited by the measurement time) by a simple
DC voltage input. The measurements were carried out at
239 MHz but vortex dynamics are easily scalable from the
kHz to the GHz regime [38]. The power needed to con-
trol the phase is significant at 1.7 mW but scales down or-
ders of magnitudes when going to nano-oscillators. More-
over, we have developed a method of analog phase pro-
gramming over a wide range from 16.4◦ of up to 167◦.
The used method for phase programming relies solely
on the oscillatory behavior of coupled oscillators, and
the temperature dependence of the saturation magneti-
zation. Hence, it allows for variable phase programming
by a simple DC voltage input in a wide range of geome-
tries and applications that can help advance the efforts of
high frequency neuromorphic spintronics up to the GHz
regime.
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Figure 3: Phase control of the coupled oscillators. a) STXM image series for fex = 239 MHz and Uheat = 0 V
(top) as well as Uheat = 0.43 V (bottom). For Uheat = 0 V the phase difference between both oscillators is 16.4
◦ ± 7◦
. For Uheat = 0.43 V the phase is increased to 167.1
◦ ± 12◦, and the cores are almost on the opposite side of the
trajectory. Only 5 out of the 62 frames are plotted. All vortex core positions are overlaid in white. b) The phase ϕex
retrieved from STXM data is plotted against Uheat and the corresponding ratio of
MSh
MSd
. It agrees with the
calculated phase change ϕth.
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1Supplemental Materials: Phase programming in coupled spintronic oscillators
PHASE PROGRAMMING IN SLIGHT OFF RESONANT EXCITATION
To study the influence of slight deviations ∆f of the driving frequency from the first resonant frequency fin to
the first peak in the frequency spectra further analytically simulations using the coupled Thiele equation model have
been carried out. Here diskd is driven by an AC current which has an amplitude of 5×109 A/m2 at a fixed frequency
fin+∆f . The heating of diskh is included by changing the saturation magnetization Msh of diskh, while the saturation
magnetization Msd of the driven disk is kept constant. As a result one can analyze the resulting phase shift between
the gyrotropic motion of the coupled vortices as a function of the ratio of the saturation magnetizations Msh/Msd
in combination with different values for ∆f (see fig. S1). The overall behavior of the phase shift is independent on
the size of ∆f , as is the final phase shift at small ratios of Msh/Msd (high heating powers). However, within the
transition zone the phase shift dependends sensitively on the size of ∆f .
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Figure S1: Phase manipulation for slightly off-resonant excitation. Calculated phase difference for the two
vortex gyrations as a function of the saturation magnetization ratio MshMsd of the heated disk and the driven disk for
excitation frequencies shifted by ∆f from the first resonance of the coupled system shown for (∆f = −5 MHz,
−3 MHz, 0 MHz, 3 MHz and 5 MHz). Data derived from a model of coupled Thiele equations.
2DEPENDENCE OF THE ECCENTRICITY ON PHASE DIFFERENCE
As shown in table I in the main text the transition from the in-phase to the out of-phase-state by heating diskh
is combined by a change of the eccentricity from eh < 1 to eh > 1 for diskh while the eccentricity of the excitation
in diskd does not. The change of the eccentricity from e > 1 to e < 1 indicates a change in the overall elongation of
the ellipse. If e > 1 the ellipse is elongated along the x-axis, and if e < 1 the ellipse is elongated along the y-axis.
This behavior is also reproduced by the simulation derived from the coupled Thiele equation model (see solid lines
in fig. S2). During the shift from the in-phase excitation to the out-of-phase sate the eccentricity of the driven disk
only exhibits a value greater than 1 over a limited phase range. For larger phase shifts the excitation again becomes
elongated along the y-axis. The eccentricity of the vortex core gyration in the heated changes from values below 1
to values above 1. The change from values below 1 to values above 1 takes place around a phase difference of 90◦.
The eccentricity as well as the phase difference are two experimentally accessible values and can be directly compared
with the experimental results (see crosses in fig. S2). The error for the phase is the same as in fig. 3 b). The error of
the eccentricity follows from the error of the recorded values for the two axes Ax and Ay of the elliptical excitation
by error-propagation. As can be seen ed,exp stays below a value of 1 (green line) for the described transition between
the two states. The eccentricity eh,exp of the heated disk diskh on the other hand changes from eh,exp < 1 for phase
shifts below 90◦ to eh,exp > 1 for phase shifts above 90◦. This agrees with the prediction from the simulations. Due to
the nature of the sharp phase transition depending on the applied heating power (see fig. 3 b). The exact transition
is experimentally hard to resolve.
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Figure S2: Eccentricity of the elliptical vortex gyration. Eccentricity e for the elliptical trajectory of the
two vortex gyrations as a function of phase difference. The solid lines are the results derived from the simulations
(cyan for diskd and magenta for diskh). The eccentricity for the experimentally resolved elliptical trajectory of the
two vortex gyrations together with the derived errors is shown as crosses. The eccentricity ed,exp for the driven disk
diskd is shown in blue. For the heated disk diskh the eccentricity eh,exp is shown in red. To exemplify the change of
eh,exp < 1 to eh,exp > the green line at e = 1 is shown.
