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1. INTRODUCTION 
Let fl be a bounded domain in Wn. Consider the elliptic boundary problem 
where .z : R -+ RN, cp : R x RN x Bm -+ RN, u : Q -+ lP, and II, : Xl -+ IRN; m,n,N 2 1. 
It is well known that this equation models many natural and technical phenomena; for example, 
see [1,2]. 
In our paper, we consider a particular case of (1). M ore specifically, we are interested in the 
existence and the stability of solutions to the system 
Aa(x) = PI (2, a(x), z2(5), 4x1) > 
Aza(x) = 972 b, XI(X), zz(z), u(x)), 
21(x) = 0, z&T) = 0, for x E aq 
(2) 
where zr : R --+ lW*l, zs : R -+ RNz, and u : s1 -+ Km. We assume that there exists a function 
F = F(x,zl,z2,u) : CIxlIg N1 x RN2 x ll%” -+ E% such that cpr = F& and cp2 = -FL,. This condition 
means that (~1 : R x RN’ x RN2 x Rm -+ RN’ and cp2 : R x RN1 x RN2 x R” --+ RN2 
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are potential fields. Under this assumption, system (2) takes on the form 
h(x) = F;, t~,at~),~2t~),4~)), 
Az2(3) = -FL, @,a (z),zz(z),~z)), (3) 
q(x) = 0, .4x) = 0, forxEan. 
We look for weak solutions in H;(R), which is the class of all W112(R)-functions with zero 
trace. First, we address ourselves to the problem of stability for system (3). It must be stressed 
that, in the present article, “stability” means “‘the continuous dependence of solutions on the 
parameter”. To deal with this problem, we analyze the functional 
.f~ (zi, Z2) = 
lb(412 /Vz2(412 
2 - 2 + F(z,zl(z),z2(x>,'ll(~)) (4) 
It is easy to see that system (3) is the Euler-Lagrange equation for this functional. Provided fiL 
is convex in the first variable and concave in the second one, every solution to the system will 
be a saddle point of the functional and every saddle point of the functional will satisfy the 
system. Thus, it suffices to study if the saddle points of the functional depend continuously on 
the parameter. 
If iVz = 0, i.e., the function F does not depend on 22, then the problem of stability for 
system (3) is reduced to the one studied in paper [3]. That article focuses on the situation where 
the functional of action is coercive and has critical points which minimize its value. In our paper, 
we explore the problem in the more general setting where Ni 2 0 and Nz 2 0. Under suitable 
assumptions, we prove that the functional of action in (4) has minimax-type critical points, which 
depend continuously on the parameter u. The proof of this statement invokes Fan’s min-max 
theorem (see [4]). We formulate this theorem at the beginning of Section 3. If Nz = 0, then the 
critical points of the functional of action are minimizers and, in this special case, the main results 
of our article coincide with the results of [3]. 
Only a few authors have dealt with such a problem for analogous (elliptic) ordinary and partial 
differential equations. Within the context of stability, the boundary value problem was studied 
by Oleinik [5], Ingram [6], Lepin and Ponomarev [7], and Kok and Penning [8]. In [6] and [7], a 
nonlinear ordinary differential equation with a two-point boundary condition is considered. Using 
direct methods, the authors obtain sufficient conditions for the stability of scalar systems only. 
In [5] and [8], similar results are presented for linear (scalar) elliptic partial differential equations. 
The continuous dependence of solutions to the multidimensional Dirichlet problem described by 
ordinary differential equations was examined in [9-111. 
The importance of stability is emphasized by Courant and Hilbert in [12]: 
A mathematical problem which is to correspond to physical reality should satisfy the 
following basic requirements: 
(1) The solution must exist. 
(2) The solution should be uniquely determined. 
(3) The solution should depend continuously on the data (requirement of stability). 
[ . . . ] The third requirement, particularly incisive, is necessary if the mathematical 
formulation is to describe observable natural phenomena. Data in the nature cannot 
possibly be conceived as rigidly fixed: the mere process of measuring them involves 
small errors. 
Second, we concern ourselves with the existence of an optimal process for a particular case of 
system (3) with the performance index 
Jhrz2,u) = 
J 
~(x,zr(x),z&),V~r(x),V~z(~),u(x)) dx. 
cl 
The existence result is readily derived using continuous dependence. 
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Another, very common way of approaching the optimization of systems governed by elliptic 
differential equations is the relaxation method. Related results may be found, for example. 
in [13-151. Various conditions for the existence of an optimal process in case of systems governed 
by linear scalar elliptic equations are given in [16,17]. Many theorems and methods concerning 
general optimization problems for elliptic systems are considered in [18]. 
2. STATEMENT OF THE PROBLEM 
We now give a detailed formulation of the problem which we shall be discussing. 
Let R be a bounded Lipschitz domain in lP, n > 2, and H,‘(R; RN) denote the class of 
W1)2(R)-functions with zero trace. We can make H,$(R; RN) into a Hilbert space by defining 
lbll = (s, IW~)12 q2. 
The space I$ (Q; RN) is compactly embedded in LS (Q RN) with s E (1,2*), where 2’ : = 2n/ (n - 
2) for n > 2 and 2* := +oo for 72 = 2 (see [19]). 
Let 
Up := {u E Lp (a; IV) : u(x) E M for a.e. z E a}, 
where M C Rm is a fixed set and p E [l; co]. The set UP will be termed the set of admissible 
controls. 
We consider the system of partial differential equations 
Azl(x) = F& (x> a(x), z2b), 4x)), 
Az2b) = -FL2 (x, 21(x), ~a@), u(x)) , 
Zl E HO (0; lRN1) , z2 E H,1 (n; RN”) ) 
where F : $2 x IkIN 1 x RN2 x M + W, ~1 E Hi(R;RNl), 22 E HJ((R; WN2), and ‘1~ E UP. 
For convenience, we shall sometimes write (zr, z2) as Z. Let H denote the space I$(R; RNl) x 
Hi(52; rWN2) with the norm 
IIZIIH = II(Zl,Z2)II := Jilz1/12 + b2112. 
We require that the function F meet the following assumptions. 
(A) F and Fi are measurable in z for each (z, U) E R N1+N2 x M and continuous in (z, U) for 
a.e. x E R. 
(B) For some p E [l; foe) and some s E (1,2*), there exists a constant C > 0 such that 
I@, 2, u)l I C (I+ 14’ + 1~1”) 
and 
(F;(z, z,u)I 5 C (1 + ]z]‘-~ + ]u]P(~-~)~‘) 
for a.e. x E Q z E RNl+Nz, and u E M. 
(C) For each zz E H,j(R; WN2), there exist functions ,& E L2(Q; RN1), yr E L1(R; R), and a 
constant or E (0; X1/2) (Xl denotes the first eigenvalue of the operator -A on Hi(R)) 
such that 
F(~z1,~2(2),~) 2 --(yllz~l~ + (Pl(x),zd +n(x) 
fora.e.~Efl,zrEB~~,anduEM. 
(D) For each tr E Hi((R;IRNl), there exist functions p2 E L2(fl;RN~), y2 E L’(R;IR), and a 
constant (~2 E (0; X1/2) such that 
F(v1(~),~2,~) I a2 1~21~ + (Pz(x)rz2) +YZ(Z) 
fora.e.xER,~zER~l,anduEM. 
(E) The functional fU(., 22) is convex for each z2 E Hd(R; WN2). 
(F) The functional fU(zr, .) is concave for each z1 E H,‘(R; RN1). 
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REMARK 1. Under Assumptions (A) and (B), the functional of action is well defined and con- 
tinuously differentiable (see [ZO]). 
REMARK 2. The smallest Dirichlet eigenvalue Xi of Assumptions (C) and (D) is related to the 
sharp PoincarC inequality 
XI n W)12 dx I s, IV~(x)12 dx, 
J 
which holds for each u E Ho(O). In general, the constant is hard to compute, and even rough 
estimates of it may come in useful; for instance, Xr 2 l/d2 where d denotes the diameter of 0. 
This estimate narrows the interval of (~1 and ~2 down to (0; 1/(2d2)). 
3. PRELIMINARY RESULTS 
Throughout the section, we assume the functional of action to fulfill Assumptions (A)-(F). 
To prove the lemma on the existence of saddle points, we apply Fan’s min-max theorem (see [4]). 
We adapt the formulation of this theorem to suit our particular needs. 
THEOREM 1. FAN’S MIN-MAX THEOREM. Let X and Y be Hausdorff topological vector spaces, 
A c X and B c Y be convex sets, and f : A x B + E% be a function which satisfies the following 
conditions: 
(i) for each zz E B, the function f (., ~2) is convex and lower semicontinuous on A; 
(ii) for each zi E A, the function f (zi, .) is concave and upper semicontinuous on B; 
(iii) for some z’i E B and some 
the set {zz E B : f(ti, zz) 1 60) is compact. 
Then 
sup inf f (21, 22) = i:f sup f (zr , zz) . 
22 *1 J2 
LEMMA 1. EXISTENCE OF SADDLE POINTS. Under the assumptionsmade, 
(I) for each u E UP, there exists a saddle point z, = (zy, z$) E H for functional (4); 
(II) there exist balls 
BI (T-I) := {ZI E H,1 (R; II@) : I/z111 I T-I} 
and 
B2 (7.2) := (~2 E H; (“;I@) : llz2II L 7-z) 
such that z, E Bl(rl) x Bz(r2) for all u E UP. 
REMARK 2. If we make the extra assumption that the functional fzL(., zz) is strictly convex for 
each zz E H,‘(R; ll@) and the functional fu(zr, .) is strictly concave for each zr E Hi(!I; RN’), 
then the saddle point is unique. 
PROOF. By Assumption (C), for each zz E H,j(n;RN2), there exist functions ,L$ E L2(fl;RN1), 
yi E L1(sl; W), and a constant 1y1 E (0; X1/2) such that 
fu (a, z2) 2 IVz1(x)12 IVz2(x)12 2 - 2 - ~1 la (412 + @I(x~),z~(x)) + n(x) > 
dx. 
Combining the Poincare and the Schwarz inequalities, we obtain the estimate 
fu (Zlr z2) 1 1 a1 ( > 5 - x 11412 + P IlZlII + T’, 
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where p and 7 are constants depending on ~2. Since l/2 - crl/Xl > 0, the functional fU(., ~2) is 
coercive. It is also convex and lower semicontinuous so fU(., ~2) attains its infimum for each 22 
and each u E UP. Let us put 
f; (~2) := minf, (~1~~2). z1 
Of course, f; is upper semicontinuous and concave. From Assumption (D), it follows that 
-‘vz22(2)‘2 + ~2 Izz(~)~~ + (Pz(z),zz(z)) + m(z) dx 
for a constant ~2 E (0; X1/2) and functions p2 E L2(R; lRN2), yz E L1(R; R). Again, from the 
PoincarC and the Schwarz inequalities, we have 
f,- (22) 5 fu (OJZ) 5 ( ; i-3 l/z2112+PII~211+Y=:~(~2~ -- (6) 
where b and ;V are constants. The constant -l/2 +ay~/Xl is negative so f; attains its supremum 
at a point .z$ for each u E UP. By Assumption (C), for each point zz which satisfies the equality 
f; (4) = yx.f; (~2)) (7) 
the following estimate holds .t&e: 
f; (~2”) 2 f;(O) = minf, (a, 0) 
Zl 
al$((;-$ ) llzll/2 + P IlZlll + r =: 6 > -00, 
where ,8 and ;U are constants and 6 does not depend on u. It is easy to check that there exists a 
nonnegative constant 1-2 such that, for each maximizer z; which satisfies (7), 
z; E (22 : f,- (22) 2 s} c {z2 : g (z2) 2 a> c B2 (r2) 
Thus far, we have proven that for each u E UP, there exists a point z?j such that 
and zz E &(Q) for all u E UP. 
We can similarly show that for each u E UP, there exists a point ~1” E HA (0; RNl) such that 
f,’ (2;“) = ?F f,’ (~1) = n$ mz;x fu (21,~~) , 
where f,’ (~1) := max,, f,, (~1, z2 ). Moreover, there exists a ball Bl(rl), 0 5 ~1 < +03, such that 
zy E Bl(rl) for all u E UP. 
We have arrived at the conclusion that for each z1 E Hi (0; RNl), there exists max,, fU (zl, x2) = 
f$(~l) and for each z2 E Hi(52; RNZ), there exists min,, fU(zl, ~2) = f; (~2). Hence, for some 
60 > -03, 
Furthermore, by (6) 
(22 : fu (O,zz) 1 60) c {z2 : 9 (22) 2 60) 
The set on the right side of the inclusiQn sign is bounded so the set (~2 : fU(O, ~2) > SO} is weakly 
compact. By Assumptions (E) and (F), the functional f(., 22) is convex for each ~2 E Hi(0; RNz) 
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and the functional f(zl, .) is concave for each z1 E Hi(R; RN’). The assumptions of Fan’s min- 
max theorem are, therefore, fulfilled with 21 = 0, A := Hi(O;lRN1), and B := Hi((R; lRNz); to 
apply this theorem we endow the spaces with the weak topology. Thus, minz, max,, fu(zl, ~2) = 
max,, min,, J”~(z~, ~2) for all ‘1~ E UP. Using this fact, we obtain 
for all z1 E H~(Cl;RNl). 
In a similar manner, it can be demonstrated that 
for all z2 E Hi((52; I@). 
To sum up, 
for all z1 E Hi(Q; ll@) and z2 E Hi((R; Jl@). This means that (zy, z$) is a saddle point of the 
functional fu. Moreover, there exist balls &(rl) and &(Q) such that for all 21 E UP, the set of 
saddle points of the functional j’% is a subset of Bl(rl) x &(7-z). This concludes the proof. 1 
LEMMA 2. The set of saddle points of the functionitl f,, is compact in H. 
PROOF. Let Vu be the set of saddle points of the functional fu. By Lemma 1 this set is nonempty 
and bounded. It is obviously closed in H and convex. Consequently, Vu is weakly compact. 
Take a sequence {zZ”}f” with the terms in Vu. Passing to a subsequence if necessary, assume 
that zk 2 z” E Vu. The space H is compactly embedded in Ls so that zk 2 z”. Now prove 
that zk 3 z”, which guarantees the compactness of the set Vu. Since fL(z”) = 0, k = 0, 1,2,. . , 
therefore, 
0 = (f; (z”) - f; (z”) ,Zk - z”) 
= llzk - ~“11; + s, (F; (x, zk(x), u(x)) - F; (x, z”(x),u(x)) , z”(x) - z”(x)) dx. 
The integral tends to 0 as k --f +oo. Indeed, founding it on Hiilder’s inequality and Assump- 
tion (B), obtain 
I (S IF; (x, zk(x), u(x)) - F; (x, z’(x), u(x)) Is’(s-l) dx)‘s-l)‘d (1 [z”(x) - z”(x)Is dx)l/’ 
5 c ;,zk,,s + ((z”((s + llul(p + &-q-l”’ ((Zk - Z0(lLS . 
n 
Hence, llzk - z’~[H + 0. I 
In the remainder of this section, the set Bl(rl) x &(Q) of Lemma 1 will be denoted by B. 
L&J {u k +O” be a sequence of admissible controls. Put lo 
fk := f&, k=0,1,2 ,..., 
and 
vk := 
{ 
ZE H: fk(E) =mZy2pfk(zl,z2) 
1 
By Lemma 1, these sets are nonempty and contained in B. They do not always consist of 
one point, so it is necessary to broaden the definition of convergence. It seems that the right 
approach is to use the Painlev&Kuratowski convergence of sets (see [21]). 
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DEFINITION 1. Let (A, T) be a Hausdorff space and {Ak};fM & 2A. The set of cluster points of 
the sequences {uk}:” where ak E Ak for k = 1,2, . . is called the upper IimiC’ of {&}:” and 
denoted by T-lim sup Ak. 
Let w and s denote the weak and the strong topology of H. 
LEMMA 3. If fk tends to f0 uniformly on the set B, then 
8 # w-limsupvk c vo. 
PROOF. Put 
Let E be a positive number. By assumption, fk(z) 2 fo(z) + E for a sufficiently large Ic and for 
all z E B. This implies that 
y? fk (a, 22) F- min f0 ( 21, z2) + E 
21 
and, consequently, 
Thus, ak - a0 5 E. In virtually the same way, it can be demonstrated that --E 5 ak - ao. This 
proves that ak tends to a~. 
Let {zk}~Oo be a sequence such that zk E vk, k = 1,2,. . . . This sequence is bounded so the 
set of its weak cluster points is nonempty; i.e., w-lim sup Vk # 0. Let z” E B be a cluster point 
of the sequence {z k } T”. Without loss of generality, assume that zk 3 z”. 
Prove that z” E VO, which shows that w-limsup vk 2 Vo. Suppose for contradiction that 
z” # Vi. Let E E VO. This implies that fo(Z) # fo(zO). C onsider the case in which fo(Z) -fo(zO) = 
Q < 0. Obtain 
ak - a0 = fk (2”) - f0 (2") = fk (& $) - f0 (z:, z2") < fk (?I, z2”) - f0 ($,Z;) 
=(fk(~lr~Zk)-fO(~1:ZZk))+(fO(~1,~~)-fO(~1,~2))+(fO(~1,~2)-fO(~~,~:')). 
Leaning on the assumption of the lemma and the upper semicontinuity of the functional fiL(zl, .), 
infer that 
,;I=, (fk (%,&) - f0 (.%zt)) = O, 
,liym (fo (&Jzk) - fo (W2)) 50. 
By the above, i&k ++oo(ak - UO) 5 q < 0 and, therefore, a contradiction results. Similarly, a 
contradiction is obtained in the case where 77 > 0. I 
REMARK 3. Under the assumption of Lemma 3, the following inclusion relations hold: 
s- lim sup vk c w- lim sup vk g vo. 
LEMMA 4. If fk and f; tend to f0 and f; uniformly on the set B, then 
S- lim sup vk # 8. 
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PROOF. Let {t }1 k +m be a sequence such that zk E vk, Ic = 1,2, . . . . The sequence is bounded so 
we may assume that z kH 0 2 z E H. By Lemma 3, z” E VO. We now verify that this convergence 
is actually strong, which is the desired result. By direct calculation 
($I (2”) - f; (2”) , Zk - 2”) 
= llzk - z”ll’H + j (F; (x, z’(x), u(x)) - F; (x, z’(x); u(x)) , zk(x) - z”(x)) dx. 
n 
The uniform convergence of the sequence {fi};‘ca implies that $(zk) + 0. Reasoning as in the 
proof of Lemma 2, we obtain the claim. I 
REMARK 4. Under the assumption of Lemma 4, the following equality holds: 
s- lim SUP vk = W- lim SUP vk. 
4. CONTINUOUS DEPENDENCE ON CONTROLS 
We compile information on the saddle points of functional (4) and derive sufficient conditions 
that they depend continuously on the parameter u. 
THEOREM 2. If 
(i) Assumptions (A)-(F) are satisfied, and 
(ii) {u”};‘~ & UP converges to u” E UP in LP, 
then 
(I) the sets Vk are nonempty and compact, k = 0, 1,2,. . . , 
(II) there exist balls Bl(rl) and &(rz) such that vk C &(?-I) x &(rz) for k = 0, 1,2,. . , and 
(III) 0 # s-lim sup vk 2 VO. 
REMARK 5. If each set vk consists of one point, i.e., vk = {Vk} for k = 0, 1,2, . . , then 
s-limk++oo ‘uk = 2)O. 
REMARK 6. If the set M is bounded, then Assumption (ii) can be replaced by the assumption 
that {uk}~Oo converges in measure to u”. 
PROOF. Grounded on Lemmas 2 and 1, Claims (I) and (II) appear. Owing to Lemma 4 and 
Remark 3, it suffices to establish the uniform convergence of {fk}fo3 and {fL}.)f” to fo and fh 
on the set Bl(rl) x E&(Q), which contains all the sets vk. 
We now prove the uniform convergence of the sequence {f~}~O”. Suppose that {fk}:>;‘” does 
not converge to fi uniformly on the set Bl(rl) x E&(Q). ‘This means that there exists a sequence 
{z I1 - h(n) x B ( ) d k +a c 2 ~2 an a positive constant E such that 
((fi (2”) - fh (z”)II,* 2 E, for infinitely many ks. 
Passing to a subsequence if necessary, assume that zk 3 z” E Bl(rl) x Bz(r2). It is easy to see 
that 
llfi (z”) - 6 (z”) llfp = 
= ,,eaxl Is, (F; (v”(+“(~,) -F; (~~(4,‘1~~ (xc>> 9 h(x)) dj H 
5 
(S 
IF; (x, zk (x) , u”(x)) - F; (x, z’(x), u”(x)) Is’(s-1) dx (‘-l)” 
n > 
+ 
(S 
n IF; (x,zk(x),uo(x)) -F; (x,z”(x),uo(x))~3’(S-1) dx)‘S-l”s 
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for each k. The integrals tend to zero. To see this, apply Krasnoselskii’s theorem on the continuity 
of the superposition operator to the operators Ls x LP 3 (2,~) ++ Fi(,,z(.),u(.)) E L”‘(“-‘1 
and L” 3 z - Fi(.,z(.),u(.)) E Ls/(-+l) (see [22-241). The theorem may be used because the 
following estimates hold: 
and 
IFi (x,z,u(x))l I qq-l + c (1 + l,(x)lp(s-l)‘s) 
(see Assumption (B)). 
The same argument applies to the uniform convergence of the sequence {fk}:“. 
The validity of Remark 5 follows from Lemma 1 and the proof of Lemma 4. I 
To achieve a stronger result, which may be useful in the optimization theory, it is necessary to 
narrow down the class of systems under consideration. More precisely, assume that the function F 
is linear in the control U, i.e., 
where the functions Fl : fl x IWN1+N2 -+ R and F2 : s1 x IWNl+N2 + Iw” satisfy the following 
assumptions: 
(Al) Fl, F;,,, Fz, and Filz are measurable in x for each z E IWNl+N2 and continuous in z for 
a.e. 2 E 0; 
(Bl) for some s E (1,2*), there exists a constant C > 0 such that 
for a.e. x E R and z E lWN1+N2. 
Suppose that the set M is bounded, which implies that the admissible controls are essentially 
bounded, and that F meets Assumptions (C)-(F). Then, Assumptions (Al) and (Bl) cause the 
function F to satisfy Assumptions (A) and (B). System (3) takes on the form 
b(x) = F:,zl (x, a(x), z2(x)) + ( F;,zl (2, a(x), z2(x)), 44) , 
Az2(x) = -F& ( x,zI(x)~z~(x)) - (%,,, hzl(x),z2 (x)) :4x,>, 
Zl E H,1 (f&RN’), z2 E H, (In;RN2) 
(8) 
For this system, the theorem on continuous dependence can be strengthened. To draw the 
same conclusion, it suffices to assume the weak convergence of a sequence of admissable controls 
only. 
THEOREM 3. If a sequence of admissible controls {uk}rw 2 U” converges to u” E U” in the 
weak topology of L*(R, M) for some q > 2n/(2n - s(n - 2)); then 
(I) the sets vk are nonempty and compact, k = 0, 1,2,. , 
(II) there exist baUs Bl(rl) and B 2 r2 such that vk C Bl(rl) x Bz(r2) for k = 0, 1,2,. and ( ) 
(III) 0 # dim sup vk c VO. 
REMARK 7. If each set vk consists of one point, i.e., vk = {?J,+}, for k = 0, 1,2,. , then 
s-limk++m wk = wo. 
REMARK 8. If the sequence {u”}:~ 2 Uo3 converges to U’ E U” weakly or *-weakly in 
L”(S1, M), then the conclusion of Theorem 3 remains valid, because the *-weak topology of Lw 
is stronger than the weak topology of L*, 1 5 q < 00. 
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PROOF. It is enough to demonstrate the uniform convergence of {fk}:” and {fi}:” to fc 
and f; on the set Bi(ri) x &(~a). 
First, we indirectly prove the uniform convergence of the sequence {fk}foo. Suppose that fk 
does not tend to #c uniformly on the set Br(rr) x Bs(rs). This means that there exists a sequence 
{zk}+=’ C B ( ) B ( > d 1 r ~1 x 2 ~2 an a positive constant E such that 
Ifk (z”) - fs (z”) 1 2 &, for infinitely many ks. 
Assume that zk tends to z” E Bl(rl) x Bz(r2) in the weak topology of H. It is readily inferred 
that 
fk (2”) - fo (z”) = J, (& (x, Z”(x)) ,u’(x) - u”(x)) dx. 
Set S := sq/(q - 1). Of course, zk tends to z” in L’ because s E (1,2*). Moreover, due to the 
mean value theorem, it can be deduced from Assumption (Bi) that 
IF2(5,z)I I c(l+ Iz13) = Cl4 39-1)/q + c. 
According to Krasnoselskii’s theorem, Fs(., zk(.)) 5 LQ/(Q-‘) for Ic = 0, 1,2,. . . and 
F2 (., ~“(9) “‘:--‘) F2 (., z”(.)) , 
so the integral tends to 0. This is a contradiction. 
Second, we verify the uniform convergence of the sequence {f~}~O”. Suppose that fk does 
not tend to fh uniformly on the set Bl(rl) x By. This means that there exist sequences 
{zk}~m,{hk)~m C Bl(n) x B ( ) d P t 2 73 an a osi ive constant E such that 
I( fi (z”) - f; (z”) , hk)l 2: E, for infinitely many ks. (9) 
Assume that zk 2 to, h” 3 ho. It is easy to see that 
(fi (z”) - f; (z”) , h”) = 1 (F;,, (z, z”(x)) hk(4,~“(x) - ~‘(4) dx 
n 
for each k. Moreover, 
Indeed, 
F& (., z”(.)) h” “‘2-l) F;,= (a, z”(.)) ho. 
II ( R F;,z (x:, z”(4) hk(4 - G,zx, to(x)) h”(x)lq’(q-l) dx 
< 21/(4-l) - 
III ( n 
F;,z (5, z”(x)> - Ci,z x,zO(x))] hk(x)/p’(q-l) dx 
+21/(9-l) II cl F;,, (x, z”(x)) [hk(x) - ho(x)] Iq”q-l) dx., 
Define IE := 2n(q - l)/((n - 2)(s - 1)q) f or n > 2 and IE := foe for n = 2. Take some 
(11) 
w-4 
Sl E ( 
2n(q - 1) 
nq - 2n + 2q t&) n (g+y) 
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and set sg := sl(s - l)q/(q - 1). Somewhat tedious manipulations show that s1 > 1. Consider 
the integral in (ll), 
/I[ ( n G,, (xc, z”(x)> - G,zx, z”(x))] hk(x)lq”q-l) da 
< - 
Sl 
( 
R 
F;,z (~1 z”(x)> - F;,z x, z”(x)) /q’(q-l) !hk(x)lq’(q-l) dx 
(11 
l/s1 
I ( 
n 
F;,z (XI z”(x)) - F;,z x, z”(x)) Is1 “(‘-‘) dx) 
> 
(sl-l)/sl 
X 
(Sld((Sl--1)(9--l)) dx 
Since (slq/((sl - l)(q - 1)) E (1; 2*), therefore, h” -+ ho in L(slQ/((“l-l)(q-l)) and the last factor 
is bounded. Furthermore, s2 E (1; 2*) so zk -+ z” in L”*. Recall the estimate 
IF&(x,z)/ 5 C (1 + jzI’-‘) = C~Z~~~(~-~)‘(“~~) + C 
and apply Krasnoselskii’s theorem to the operator L”2 3 z - Filz (., z(.)) E LS1 ‘J/(q-1)j thereby 
obtaining 
J’l G,z (xc, zk (4) - $,z 
( 
n 
x, z”(x)) Islq’(y-l) dx k+;m 0. 
This implies that the integral in (11) tends to 0. The same goes for the integral in (12). With 
these two facts available, (10) is immediate, which gives 
Thus, there is a contradiction to (9). I 
5. OPTIMAL CONTROL PROBLEM 
Basing ourselves on the results of the previous section, we consider system (8) with the integral 
cost functional 
J(z, u) := 
J 
n 6, (x, z(x), 02(x), U(X)) dx, (13) 
where Qi : s1 x IF%N1+N2 x IW(N1+N~)n x M + R. 
From now on, the set M is supposed to be convex and compact. 
In our further considerations, we impose the following assumptions on @. 
(a) The function Cp = Q(x, z, g, U) is C @ B-measurable, lower semicontinuous in (z, g, U) E 
IWN1+N2 x IW(N1+NZ)” x M, and convex in u; C is the algebra of all Lebesgue measurable 
subsets of Wn and 23 is the algebra of all Bore1 subsets of WNl+Nz x IW(Nl+N2)” x IWm. 
(P) There exist constants C > 0, p > 1, (T E cl(1; 2*), and an L: 8 B-measurable mapping 
q/ : 0 x RNI+NZ x RWI+NZ)~ ---) jqyn such that for some b E Ll(R,R) the inequalities 
PW, z,g), 4 - C (1~1~ + M”) - b(x) I Q(x, z, g, u) I C (1~1” + 191”) + b(x) 
and 
pqx, z,g)p- I C (H” + lg12) + b(x) 
hold a.e. on R x WNl+N2 x R(Nl+N 2 ) n x M; here cl denotes the closure operation on the 
real line and B is the algebra of all Bore1 subsets of IWN1+N2 x IW(Nl+N2)“. 
We can now state the following existence theorem for the elliptic optimal control problem 
described by (8) and (13). 
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THEOREM 4. Suppose that 
(i) the functions Fl and Fz satisfy Assumptions (Al) and (Bl), 
(ii) the function F satisfies Assumptions (C)-(F), and 
(iii) the function @ satisfies Assumptions (a) and (/3); 
then there exists an optimal control for the system of (8) and (13). 
PROOF. Let & denote the set of weak solutions to system (8) with u := uk, k = 0, 1,2,. . 
By Lemma 1, for each uk E U” there exists a saddle point zk E H .for the functional of 
action of system (8) and, as we know, zk E &. Let {(zk,uk)}foo, zk E vk, uk E Urn, be a 
minimizing sequence for the optimal control problem given by (8) and (13). Since the set M is 
convex and compact, therefore; U” is weakly compact in LP and weakly compact in Lq for some 
q > 2n/(2n. - s(n - 2)), so we may assume that u k Lp - u” E Woo and u k Lq 2 u”. By Theorem 3, the 
sequence {z"};'" (or one of its subsequences) converges in H to some z” E VO. Assumptions (a) 
and (p) lea< to the conclusion that the functional J defined in (13) is lower semicontinuous in H 
and weakly lower semicontinuous in LP jointly (see [25]). Hence, we have 
inf J(.z, u) = ,:r=, J ( zk,uk) 2 J(z”,uo) > infJ(z,u); 
i.e., J(z”, u”) = inf J(z, u). 
The next two examples serve to illustrate Theorem 4. 
EXAMPLE 1. Consider the control system 
Az~(x) = Z;(Z) + sinzl(2) + z2(2)u(2) + cl(x), 
AZ,(Z) = Z;(Z)+ sinzz(z)- ZI(S)U(Z) +cz(z), 
21~2 E H;(f-W), 
(14 
with the performance index 
J(z, 4 := s, (lW412 + 4412) dx, (15) 
where R C R3 is a bounded Lipschitz domain. Assume that u : R -+ [-1, l] is measurable and 
cl,c2 E C(&R). It can be checked that the system is a particular case of (8) with 
4 4 F~(x,z~,z2)=T-Q-cosz~+cosz2+c~(5)-zrc2(5)~z2 
and 
F2 (x,zl,z2) = ~1~2. 
It is clear that the system of (14) and (15) satisfies the assumptions of Theorem 4. Thus, for this 
system, there exists an optimal process (z’, u’). 
EXAMPLE 2. Take the control system 
Azl(z) = al Iz&)~~-~ Zl(X) + b(x)(z2(x),u(s)) + Q(5), 
Azz(x) = a2 1~2(2)1”-~ zz(x)-~(x)(z1(x),u(x)) +c2(xL (16) 
z1,z2 E H,1(f4WN), 
with the performance index 
J(z, u) := J, (AI Izb)I” + A2 IVW2 + (rl(x), z(x)) + (r2(2), 't7.4~)) + (r3(2), 44,) dx, 
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where R C KP, n > 2, is a bounded Lipschitz domain. Assume that 
k E cl (2,2*), al,az,A~,Az > 0, t E cl (1,2*), 
b,cl,cz E Lm, r1,r2 E L”, I?3 E L’, with T > 1, and 
u : R -+ A4 C RN is measurable, 
where M is convex and compact. If k = 2, then system (16) is linear and the assumptions 
imposed on al and a2 can be weakened; for example, it can be assumed that al, a2 > -lld2. 
The system of (16) and (17) satisfies the assumptions of Theorem 4 with 
FI (z, z1, ~2) = 2 laIk - 7 Iz21k + (cl(x), ~1) - (ca(z), ~2) 
and 
F2(2,~1,~2) =b(z)h,z2). 
Hence, there exists an optimal process (z’, u’) for this system 
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