Abstract. In this article, under suitable assumptions, it is proved that inf
coincide, where g * is the Legendre transform of g. Furthermore, the extremum is attained in both problems (see [10] ). An important class of nonconvex functions that occur in nonlinear elasticity theory is the class of polyconvex functions. There is no available theory of duality for that class. Recall that a real-valued function W of R where W represents the Helmholtz free energy density. In the framework of the continuum theory proposed by Ericksen [11] and [12] , which has stimulated a growing body of work (see [23] , [22] , [21] , [20] , [25] , [29] , [28] , [27] , [26] ), W belongs to a class of energy density functions that are invariant under change of lattice basis and frame:
W (M ) = W (QM H) (1) for all M ∈ R d×d , all Q ∈ R d×d such that Q T Q = I, det Q > 0, and all H ∈ Z d×d , |det H| = 1. The class of the energy densities suggested by Ericksen contains those of the form
where h is a convex function. In fact, it was shown by Chipot and Kinderlehrer [7] and Fonseca [15] that if W is of the form (1), then its quasi-convex envelope QW is of the form (2) . Let us point out that the class of functions in (1) does not fall in the updated class of energy density functions of solid crystals. However, for purely mathematical interest, in what follows we choose to study the case where W satisfies (1) , QW = W, and we still interpret the functional E as a solid crystal energy functional.
Following previous works (see, for instance, [17] ) we assume that h ∈ C 2 (0, +∞) is strictly convex, (3)
h(t) → +∞ as t → 0 + and h(t)/t → +∞ as t → +∞. (4)
We extend h to R by setting h(t) := +∞ if t ≤ 0. (5) Requirements (4) and (5) are imposed to make it energically impossible to compress part of the body of the crystal to zero volume, to extend part of the body excessively, or to change orientation. A typical example of body force is the gravity F = −g e d , which can be written as the L 1 -limit of a sequence of diffeomorphisms. Here we have set e d := (0, . . . , 0, 1).
If the crystal undergoes a deformationū under the action of the body force F, then − div (σū) = F in Ω, (6) where σū is the stress tensor ∂W ∂M (Dū). Solutions of (6) could be interpreted as critical points of the functional E.
A problem of great interest in nonlinear elasticity is the so-called pure displacement boundary value problem: given a diffeomorphism u o fromΩ ontoΛ, where Λ ⊂ R
d is an open, bounded set, findū stable solution of (6) such that the restrictions ofū and u o on ∂Ω coincide. Stability means that not only isū a critical point of E, butū minimizes E over U o , the set of all maps u fromΩ ontoΛ that are in C 1 (Ω) d , det Du > 0, and such that the restrictions of u and u o on ∂Ω coincide. Since M → h(det M ) is not coercive, and U o is not closed under the weak topology on L p spaces, the problem of minimizing E over U o escapes the classical methods of the calculus of variations, and there is currently a wide literature on the subject. When u o is the identity map and F = −g e d is the gravity force, Fonseca and Tartar [17] showed that E has infinitely many minimizers in the set of displacements that are in W 1,∞ (Ω) d . Also, Chipot and Kinderlehrer [7] proved for E existence of parametrized measure minimizers by enlarging the set U o to a set of Radon measures. We show that if F ∈ C 1 (Ω) d is a homeomorphism, such that det DF ∈ C 1 (Ω) d , det DF > 0, if Λ and F(Ω) are convex, then the infimum inf Uo E (7) coincides with the infimum inf UΛ E (8) and (8) admits a unique minimizer. Here, U Λ is the set of all orientation-preserving maps u ∈ C 1 (Ω) d that are homeomorphisms fromΩ ontoΛ. One can interpret (8) as findingū stable solution of the equations
Uniqueness of a minimizer in (8) clearly implies that, in general, (7) does not admit a minimizer. In fact, sharper conclusions hold for a relaxation of (8): we substitute U Λ by a bigger set U Λ containing maps which may not be smooth. We define U Λ to be the set of all maps u from Ω onto Λ that are one-to-one almost everywhere and such that |det Du| = 0 almost everywhere in the weak sense. Since it is delicate to define determinants of maps u ∈ U Λ we define absolute values of determinants of these maps in the weak sense (see Definition 1.3). We denote by I the extension of −E to U Λ . In this new setting, under the assumptions that Ω, Λ, are bounded sets and
is one-to-one, (d − 1)-nondegenerate (see Definition 1.2), we prove that the following problem admits a unique maximizer
where
Ifū is the unique maximizer in (10), even if we drop the assumption that F is (d − 1)-nondegenerate, then there exists a convex function
Here
and ψ * o is for the Legendre transform of ψ o . One can readily check that H is decreasing and H(0, +∞) = R, (12) and so, if H −1 is of class C 1 , smoothness of |det Dū| is a straightforward consequence of (11) . To understand the relation F = Dψ the supremum in (10) into two steps. First, for each function α > 0, we maximize u → Ω F · udx over the set of all u such that u(Ω) = Λ and |det Du| = α. Note that this intermediary variational problem is a Monge problem (see [3] and [18] in the case where α ≡ χ Ω dx ), and so the supremum is obtained for a map u α of the form Dψ α •F, where ψ α is a convex function. A sufficient condition for ψ α to be differentiable at F(x) and thus for Dψ α • F to be well defined at x is that
)dx over the set of all α > 0, thenū = Dψ α∞ • F is a maximizer in (10). Uniqueness of minimizers of E over U Λ and U o may clearly fail if we don't assume that F is (d − 1)-nondegenerate. For instance, let u o be the identity map, F ≡ 0, and h(t) = t 2 /2 + 1/(2t 2 ). Since h attains it minimum for t = 1, any map u ∈ U o such that det Du = 1 is a minimizer of E over U o and U Λ where Λ = Ω. Hence, E admits infinitely many minimizers over both sets U o and U Λ . As shown in [17] it is necessary to have that det DF(x) ≥ 0 for E to admit a minimizer over U o .
Our primary and new contribution is to show that (10) is dual to the minimization problem (13) :
and A is the set of all pairs (ψ, φ) such that ψ : R d → R ∪ {+∞} and φ : conv(Λ) → R ∪ {+∞} are lower semicontinuous, not identically +∞, and
, and all α > 0. To obtain the above duality result we first show that if µ is a finite positive measure on R d of finite moments M o (µ) and M 1 (µ) (see (20) ), then
Here, Γ[µ] is the set of all Borel measures on C :
In fact, one can view Γ(µ) as a set containing W, the set that consists of all Borel maps w : R d → Λ such that the push forward of µ by w is absolutely continuous with respect to Lebesgue measure, say, w µ = dy/β(y) for some Borel function β : Λ → (0, +∞). The inclusion W ⊂ Γ(µ) means that we identify w ∈ W to γ w ∈ Γ(µ), defined by
This definition makes sense provided that w is defined almost everywhere with respect to µ.
The plan is to first establish (15) and prove that the variational problems involved admit extremums under the general assumptions that h satisfies (3), (4) , and (5) and that µ is a finite positive measure on R d whose moments of order one are finite. Next we show thatĪ admits a unique maximizer γ o over Γ(µ). That maximizer can be parametrized over Λ: there is a map m :
where F is oneto-one and (d − 1)-nondegenerate, then every γ o maximizingĪ over Γ(µ) is of the form γ w (see (16) ). Roughly speaking, µ[R d \ m(Λ)] = 0, m has an inverse w defined µ-almost everywhere. We combine (15) and (17) to deduce that w • F maximizes I, and that (10) is dual to (13) . Simple examples such as F(x) ≡ c and h(t) = t 2 + 1/t 2 show that uniqueness of maximizer ofĪ over Γ(µ) does not imply uniqueness of maximizer of I over U Λ unless the body force F is one-to-one and (d − 1)-nondegenerate.
The remainder of the paper is organized as follows. In section 2 we prove existence of a minimizer (ψ o , φ o ) of J µ over A under the assumptions that h satisfies (3), (4) , and (5) and that µ is a finite positive measure on R d of finite moments M o (µ) and M 1 (µ). We write the Euler-Lagrange equations corresponding to the variational problem inf A J µ and deduce that if in addition µ vanishes on (d − 1)-rectifiable subsets of R d , then there exist a convex function ψ and a positive Borel function β such that Dψ µ = dy/β(y) and γ o = γ Dψ maximizesĪ over Γ(µ). It is well known that a convex function is differentiable everywhere except on a (d − 1)-rectifiable set (see [1] ), and so the assumption that µ vanishes on (d − 1)-rectifiable subsets of R d is necessary to guarantee that Dψ exists almost everywhere with respect to µ, so that the measure γ o = γ Dψ be well-defined. Here, the analytical arguments used to write the EulerLagrange equations corresponding to inf A J µ are similar to the one independently introduced by Caffarelli-Varadhan [5] and the first author [18] . Having γ o of the form γ Dψ readily yields that the duality (15) holds. By an approximation argument we extend (15) In section 4, using Caffarelli's regularity results on smoothness of convex potentials [4] , [5] , [6] , we prove that if F and det DF are of class C 1 , if Λ and F(Ω) are convex sets, thenū is of class C 1 and is the unique minimizer of E over U Λ . A corollary of this result is that given a diffeomorphism u o ofΩ ontoΛ, the infima inf UΛ E and inf Uo E coincide.
Four appendices are also provided. In Appendix A, we review basic facts about convex functions and study needed properties of the transformations introduced in Definition 1.6, φ → φ , ψ → ψ from the set of real-valued functions to the set of convex functions. In Appendix C, we state that every one-to-one map u ∈ U Λ of class
detDu is bounded is a pointwise limit of a sequence of one-to-one maps (
This approximation result is used in section 4 to prove that the infima inf UΛ E and inf Uo E coincide. In Appendix D we recall facts on existence and smoothness of optimal maps in the Monge problem.
We next summarize the main results of the paper. 
(
ii) Uniqueness of a minimizer. If in addition F is one-to-one almost everywhere with respect to the d-dimensional Lebesgue measure and |F
−1 (N )| = 0 whenever N is (d − 1)-rectifiable, then I admits a unique maximizerū over U Λ ; we also have that u = Dψ o • F, and H(|det Dū|) = ψ * o •ū, where (ψ o , φ o ) minimizes J over A. (
iii) Smoothness of the minimizer. Assume in addition that Ω is connected, its boundary ∂Ω is Lipschitz, and Λ, F(Ω) are convex. If F and det
Proof. Parts (i) and (ii) follow from Theorem 3.1, and (iii) is a consequence of Theorem 4.1.
Simple calculations show that the duality result obtained in Theorem 0.1 is
where the supremum is performed over the set of all upper semicontinuous functions
Notations and definitions.
For the convenience of the reader we collect together some of the notation introduced throughout the text.
• If Ω ⊂ R d , then Ω denotes the closure of Ω.
• B R is the closed ball of center 0 and radius R > 0.
• |A| stands for the d-dimensional Lebesgue measure of the set A ⊂ R d , and
• If µ is a Borel measure on R d , then we denote by spt µ the support of µ, which refers to the smallest closed set
If µ is absolutely continuous with respect to the d-dimensional Lebesgue measure and
• The subdifferential of a convex function ψ :
If (x, y) ∈ ∂ψ, we may also write y ∈ ∂ψ(x). Recall x ∈ ∂ψ * (y) whenever y ∈ ∂ψ(x), while the converse also holds true if ψ is convex lower semicontinuous. In that case ∂ψ is a closed set. In general, the set ∂ψ(x) ⊂ R d is closed and convex.
• id stands for the identity map id(x) = x.
• We denote the set of all d × d matrices whose entries are real numbers by R d×d .
• We denote the set of all homeomorphism from
• We define U o to be the set of all continuous maps u fromΩ ontoΛ that are in C 1 (Ω) d , such that det Du > 0, u, and u o coincide on ∂Ω. U Λ is the set of all orientation-preserving maps u ∈ C 1 (Ω) d that are homeomorphisms fromΩ ontoΛ. U Λ is the set of all maps u from Ω onto Λ that are one-to-one almost everywhere and such that |det Du| = 0 almost everywhere in the weak sense.
• We define A to be the set of all pairs of functions (ψ, φ) such that ψ :
, and all α > 0. We recall definitions needed in that which follows. 
α .
An auxiliary variational problem: Duality. Throughout this section we assume that Λ ⊂ R
d is an open bounded set whose closure is contained in the closed ball B Ro of center 0 and radius R o . We assume that h satisfies (3), (4), (5) and µ is a finite positive measure on R d of finite moments M o (µ) and M 1 (µ), where
We define
Observe that for every (ψ, φ) ∈ A and every γ ∈ Γ(µ) we have that
and so
We establish the reverse inequality in this section.
Remark 2.1. Note that if (ψ, φ) ∈ A, then we have that
for all z ∈ R d and
Combining (20), (22), and (23) we deduce that both (25) for all α > 0 and all (25) and using (24) we have that
Step (27) for all α > 0 and all y o ∈ Λ. Choosing α and y o appropriately in (27) we have that
where c 2 is a constant depending only on h, Λ, M o [µ] . Combining (26) and (28) we deduce that there exists a constant c 3 depending only on h, Λ, and
Step 3. Assume that (ψ, φ) ∈ A, φ is convex on conv(Λ), ψ is convex on R d , and
or inf conv(Λ) φ + = 0, in which case (22) and (29) imply that there exists a constant c 4 depending only on h, Λ, and
which, combined with (31), yields
for all y ∈ conv(Λ). Using (32) and (33) we deduce that in any case, there exists a constant c 5 depending only on h, Λ, and
for all y ∈ conv(Λ). In light of (29) and (34) we have that there exists a constant c 6 depending only on h, Λ, and
Since φ is convex, (35) implies that for each K ⊂ Λ compact set, there exists a constant c K depending only on h, Λ, M o [µ], and K such that (see [13, p. 236 
Now, (22) and (36) imply that there exists a constant c 7 depending only on h, Λ, and
By (29) and (37) we have that there exists a constant c 8 depending only on h, Λ, and
This concludes the proof of (ii).
Step 4. By (38), 
Step 1. We shall show in Step 5 that (i) is a direct consequence of the following statement:
.). (39)
To proceed, let R 1 > 0 be such that
Note that since (µ n ) converges weak * to µ, in light of (40) we may assume without loss of generality that (see [13, p. 59 
By Lemma A.1 (ii)-(iii) ψ n and φ n are convex functions, ψ n ≤ f n , φ n ≤ g n , and 
Using (45) we deduce that the sequence (ψ n ) is bounded in W 1,∞ (B R ) for every R > 0. Since ψ n is convex, we may find a subsequence of (ψ n ) that we still label
One can readily check the following claims.
Step 2. Claim. We have that lim sup
for all R > 2.
Step 3. Claim. We have that lim n→+∞ R d |ψ n − ψ µ |dµ n = 0. We next prove the following.
Step 4. Claim. We have that lim inf n→+∞
We have that
Because (µ n ) converges weak * to µ and (M 1 [µ n ]) converges to M 1 [µ], using (45) and (47) we have that
Letting R go to +∞ in (48) we conclude the proof of Claim 4. Now, combining Claims 3 and 4 we have that
Similarly, since φ n is convex (44) implies that there exists a convex function φ µ : conv(Λ) → R ∪ {+∞} such that up to a subsequence, (φ n ) converges pointwise to φ µ in Λ and
Because (ψ n , φ n ) ∈ A, we obtain that (ψ µ , φ µ ) ∈ A. Thanks to (43), (49), and (50) we have that
which proves (39).
Step 5. Taking µ n ≡ µ for all n in (51) we have that there exists (ψ µ , φ µ ) ∈ A minimizing J µ over A. Next, assuming (f n , g n ) minimizes J µn over A, (51) implies that inf A J µ ≤ lim inf n→+∞ (inf A J µn ) which completes the proof of (i).
If lim sup n→+∞ (sup Γ(µn) )Ī = −∞, then (ii) is straightforward to obtain.
Step 6. Now we prove (ii). If lim sup n→+∞ (sup Γ(µn) )Ī = −∞, then (ii) is straightforward to obtain. Therefore we may assume without loss of generality that lim sup Choose e 1 a real number independent of j, smaller than sup Γ(µn j )Ī for all j ∈ N and let γ nj ∈ Γ(µ nj ) be such that
One can readily check that C h(α)dγ nj is less than or equal to R o M 1 [µ nj ] + 1 − e 1 , and so there exists a constant e 2 independent of j such that
for all j ∈ N. By Proposition B.1, (52) implies that there exists a subsequence of (n j ) that we still label (n j ) and a Borel measure γ ∈ Γ(µ) such that (γ nj ) converges weak * to γ. Because h satisfies (4),Λ is contained in B Ro and γ nj [(0, +∞) × Λ c × R d ] = 0 we deduce that there exists a constant e 3 such that m R : (α, y, z) → h(α)−y·z−e 3 +R o |z| is nonnegative for γ nj -almost every (α, y, z) ∈ C. Hence, if we define k R : (α, y, z)
Letting R go to +∞ in (54), using that (
and conclude the proof of (ii).
Step 7. Setting µ n = µ for all n ∈ N in (55) we obtain (iii).
Theorem 2.1 (duality). Suppose that h satisfies (3), (4), (5) and that µ satisfies (20). Then the following hold:
(i) There exists a pair (ψ µ , φ µ ) of convex functions minimizing J µ over A such that (ψ µ ) = φ µ and (φ µ ) = ψ µ and Lip(ψ µ ) ≤ R o .
(ii) The duality relation sup Γ(µ)Ī = inf A J µ holds. Defining on C the measure γ by
we have that γ is the unique maximizer ofĪ over Γ(µ).
Proof. By Proposition 2.3 there exists a pair (ψ µ , φ µ ) minimizing J over A. By Lemma A.1 (iii)-(iv) the pairs (ψ µ , (ψ µ ) ) and (((ψ µ ) ) , (ψ µ ) ) minimize J over A and (((ψ µ ) ) ) = (ψ µ ) . Hence, we may assume without loss of generality that ψ µ , φ µ are convex, (ψ µ ) = φ µ , and (φ µ ) = ψ µ , and so
(see Lemma A.1 ). This concludes the proof of (i).
Step 1. We first give the proof of (ii) in the special case when there exists R > 0 such that the support of µ is contained in B R and µ[N ] = 0 for every
and φ r := (ψ r ) . for all y ∈ Λ and for some constant c > 0 independent of r. Observe that (57) implies
We have that ψ
for all y ∈ Λ. This, together with (58), yields
for all y ∈ Λ.
Step 3. Claim. Whenever S o (y) exists we have that (φ r (y) − φ o (y))/r tends to −G(S o (y))/β o (y) as r tends to 0.
Proof. Fix y such that S o (y) exists and assume that (r j ) ⊂ (0, +∞) is a sequence converging to 0,
as j tends to +∞. Since (ψ r ) converges uniformly to ψ o on B R and by (60) (φ r ) converges uniformly to φ o on Λ, (57) implies that (62) and Lemma A.1 imply
Because (r j ) ⊂ (0, +∞) is arbitrary we deduce that (S r (y)) converges to S o (y) and (β r (y)) converges to β o (y) as r tends to 0. This together with (59) yields Claim 3.
Step 4. Claim. S o pushes dy/β o (y) forward to µ. 
Since G is arbitrary in (63), we conclude Claim 4.
Step 5. Using (57) and Claim 4 we have that
where we have defined the measure γ µ by
Combining (21) and (64) we deduce that
Step 6. We complete the proof of (ii). Assume now that µ satisfies only (20) . Let (µ n ) be a sequence of Borel measures on 
Combining (21) and (66) we deduce that
This proves that duality persists under the sole assumption that µ satisfies only (20) . In light of Proposition 2.3 and the above duality result, if γ maximizesĪ over Γ(µ), we have that 
, and so γ is uniquely determined. This concludes the proof of (ii).
Step 7. We complete the proof of (iii). Assume that µ satisfies (20) and
in (68) we obtain that Dψ * µ is the optimal map in the Monge problem that pushes dy/β µ (y) forward to µ, and so Dψ * µ is one-to-one with respect to Lebesgue measure, its inverse is Dψ µ and is one-to-one with respect to µ (see Proposition D.1). This together with the representation formula of γ given in (ii) proves (iii).
Remark 2.4. Note that if h satisfies (3), (4), (5) and µ is a measure whose support is contained in B R for some R > 0, then by Step 1 of the proof of Theorem 2.1 we obtain that ψ * µ can be extended to a convex, lower semicontinuous function which is finite on y) ) for almost every y ∈ Λ, and ψ µ is convex, lower semicontinuous, since H • β µ = ψ * µ , we then deduce that there exists a constant c > 0 such that c ≤ β µ ≤ 1/c. 
and J is defined as in (14) by
We also show that if in addition F is one-to-one almost everywhere and |F −1 (N )| = 0 whenever N is (d−1)-rectifiable, then (70) admits a unique minimizer. The inequality
is straightforward. Indeed, if u ∈ U Λ and (ψ, φ) ∈ A, then 
The task in this section is to establish the reverse inequality.
Lemma 3.1. Suppose that (3), (4) , and (5) hold and that * are differentiable atū(x) for almost every x ∈ Ω. By Lemma A.1, for these x ∈ Ω we may define α(x) > 0 and z(x) ∈ ∂ψ * o (ū(x)) such that
for almost every y ∈ Λ. Note that in light of Remark 2.4, if in addition F ∈ L ∞ (Ω) d , then we may assume without loss of generality that ψ * µ is Lipschitz on conv(Λ). We have that Dψ µ is one-to-one on R d up to a set of zero measure with respect to µ and Dψ µ maps R d onto Λ. We deduce that u is one-to-one up to a set of zero measure with respect to χ Ω dx.
Recall that in light of Theorem 2.1 (iii) the measure γ µ defined on C by
Using (78), (79), and the fact that β µ > 0 we obtain that
, and so using (79) we obtain that
By Lemma 3.1, (77), (80), and (81) we obtain thatū maximizes I over U Λ and
. Therefore, we have proved (i) under the assumption that F is one-to-one almost everywhere, (d − 1)-nondegenerate.
Step 2. We prove thatū is the unique maximizer of I over U Λ . Indeed, if u is another maximizer of I over U Λ , the duality relation between (10) and (13) implies
for all almost every x ∈ Ω, and so, by Lemma A.1 (i),
for these x. Since ψ µ is differentiable everywhere in B R except on a (d − 1)-rectifiable set and F is (d − 1)-nondegenerate, (82) implies u(x) = Dψ µ (F(x)) =ū(x) for all almost every x ∈ Ω. This concludes the proof of (ii).
Step 3. If F satisfies the assumptions in (ii) and in addition F ∈ L ∞ (Ω) d , then there exists R > 0 such that the support of µ is contained in B R . Using Remark 2.4 and (79) we obtain (iii).
Step 4. We now prove (i) under the sole assumption that
d that is one-to-one almost everywhere, (d − 1)-nondegenerate, and such that
as n tends to +∞. Define
and using that u(Ω) ⊂ Λ ⊂ B Ro for all u ∈ U Λ we deduce that
Combining (83), (84), and (85) we obtain (i). 
for almost every x ∈ Ω. Since ψ * o is differentiable at almost everyū(x), using (86) and Lemma A.1 we deduce that
Step 2. The converse implication is given by Lemma 3.1, and we conclude the proof of the lemma. (
Furthermore,ū satisfies the partial differential equations (9) in the weak sense and (11) pointwise.
Proof.
Step 1. To show (i), it suffices to check that the mapū maximizing I over U Λ belongs to U Λ . By Theorem 3.1 there exists a lower semicontinuous, convex function
and Dψ o pushes f o dz forward to dy/β o (y), where
and
. By Lemma A.1 we have that
Since F is bounded we may assume without loss of generality that ψ 
implies that u r is one-to-one fromΩ ontoū(Ω) and u r ∈ U Λ . Using thatū maximizes I over U Λ we have that
Since (Du r ) converges uniformly to Dū on Ω, {AdjDu r } r and AdjDū are uniformly bounded by a constant c 1 > 0. Now note that DW is bounded on {M ∈ R d×d : c/2 ≤ det M ≤ 2/c, |AdjM | < c 1 }, and so (92) and (93) yield
Since v is arbitrary in (94) we read off
in Ω in the weak sense. This concludes the proof of Theorem 4.1.
is one-to-one on Ω, det Du o is positive, and u o (Ω) := Λ, then by the invariance of domain theorem the set Λ is open (see [16] ). If
where deg(u, Ω, y) stands for the topological degree of u at y on Ω. If in addition det Du > 0 in Ω, then (95) implies u is one-to-one and u(Ω) = Λ. Hence u ∈ U Λ . In particular, U o is a subset of U Λ (see, for instance, [16] for properties of the topological degree theory). (
Step 1. We first prove (i). Note that in light of (4) 
Step
. This concludes the proof of (i). Since Λ ⊂ B R we conclude (ii).
Step 3. The proof of (iii) is straightforward.
Step 4. We now prove (iv). We have that (φ , (φ ) ) ∈ A and because (φ ,φ) ∈ A, (iii) implies that (φ ) ≤φ on conv(Λ). Using the fact that the operator ϕ → ϕ is nonincreasing we deduce that
This concludes the proof of Lemma A. Proof.
Using (12) and Lemma A.1 (i) we conclude the lemma with c := max{H Letting first j go to +∞ and then R go to +∞ in (100) we deduce that By (107) and (108) we deduce that (u n ) satisfies the conclusions of Proposition C.1.
