Abstract: An equilibrium model is used to assess the quantitative importance of monetary policy for the post-1984 decline in U.S. inflation and output volatility. The principal finding is that monetary policy played a substantial role in reducing inflation volatility, but a small role in reducing real output volatility. The model attributes much of the decline in real output volatility to smaller TFP shocks. We also investigate the pattern of output and inflation volatility under an optimal monetary policy counterfactual. We find that real output volatility would have been somewhat lower, and inflation volatility substantially lower, had monetary policy been set optimally.
Introduction
The volatility of the U.S. economy since the mid-1980s is much lower than it was during the prior 20-year period. The proximate causes of the increased stability and their relative importance remain unsettled, but the sharpness of the volatility decline and its timing has led authors such as Taylor (2000) to argue that a sudden shift in monetary policy is a prime candidate. Many studies in the economic volatility literature date the break in real output growth volatility around 1984, some four years after the beginning of the Volcker chairmanship of the FOMC.
1 A growing body of research indicates that systematic monetary policy changed significantly with the onset of the Volcker chairmanship. For example, Galí et al. (2003) examine the Fed's systematic response to technology shocks and its implication for hours, output, and inflation. They find significant differences in the Fed's response pre-1979 and post-1979, and that post-1979 policy is close to optimal.
Has monetary policy played a quantitatively significant role in the volatility decline? Recent work by Boivin and Giannoni (2003) argues yes: their estimated structural models imply a reduced effect of monetary policy shocks in the post-1980 period that is almost entirely explained by an increase in the Fed's responsiveness to inflation and output. Their estimates suggest that the monetary transmission mechanism was different pre-1979 compared to post-1979, with most of the difference traced to a change in the monetary policy rule rather than to a change in private-sector behavior. On the other hand, the VAR analysis in Stock and Watson (2002) , Stock and Watson (2003) , Ahmed et al. (2004) , and Primiceri (2003) indicates that monetary policy played little role in the moderation of output volatility, though it perhaps played a role in lowering the volatility of inflation.
2 These studies tend to indicate that smaller shocks hitting the economy are the principal cause of 1 See Kim and Nelson (1999) , McConnell and Perez-Quiros (2000) , and Stock and Watson (2002) 2 Stock and Watson (2003) investigate counterfactuals in four small macroeconomic models and find that improved monetary policy accounts for less than 10 percent of the decline in output volatility post-1984. The models do suggest, though, that improved policy helps bring down the variance of inflation. Primiceri (2003) estimates a timevarying structural VAR and finds that though the systematic component of monetary policy changed post-1980, the change had a negligible effect on inflation and unemployment 1 the moderation in U.S. volatility. 3 Standard models suggest that, aside from monetary policy, a change in the volatility of TFP may have played a significant role in the increased stability of the U.S. economy. Indeed, recent work by Arias et al. (2006) supports this view. Another plausible candidate for the less-volatile economy is a change in the magnitude and frequency of oil shocks. To assess the relative contributions of shocks and monetary policy to the decline in U.S. economic volatility we build a standard, sticky-price monetary model of the business cycle. The model is simulated over the high-volatility period 1956-1979 and the low-volatility period 1984-1999 . The simulations use measured historical TFP, oil shocks, and monetary policy rules. Counterfactual analysis is used to quantify the relative contributions of TFP and oil shocks as well as monetary policy to the decline in output and inflation volatility since 1984.
Our principal finding is that while the change in monetary policy played a role in the postwar moderation of output volatility, most of the decline can be attributed to a reduction in the volatility of TFP and oil shocks. Our benchmark specification suggests that the change in monetary policy accounted for about 17 percent of the fall in output volatility, which is in line with the VAR evidence in Stock and Watson (2002) . In contrast, we do find that monetary policy played a relatively more important role in stabilizing inflation, accounting for about 30 percent of the decline in its volatility.
A natural question that arises in our analysis is how the post-war pattern of volatility might have differed had monetary policy been set optimally. This paper is one of the first to investigate the implications of optimal monetary policy in a sticky-price model with endogenous capital accumulation. 4 In the counterfactual optimal monetary policy specification, real output volatility would have been significantly lower, and inflation volatility dramatically lower, than what was observed in the postwar data. We find that output volatility would have been 20 to 30 percent lower over the postwar period and inflation volatility would have been nil, had policy been set according to the Ramsey plan.
3 Blanchard and Simon (2001) also argue that the principal reason for a less volatile economy is that it has been hit by smaller shocks.
4 Schmitt-Grohé and Uribe (2004) and Kollman (2003) examine welfare-maximizing monetary policies in a class of simple, implementable rules in models with endogenous capital accumulation. Our optimal policy analysis does not restrict monetary policy to follow simple Taylor-type rules. Erceg et al. (2000) solve for optimal monetary policy in a model with a fixed aggregate capital stock.
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The paper is organized as follows. Section 2 describes some facts about the recent volatility decline for the U.S. economy. Section 3 presents the model; section 4 describes the optimal monetary policy problem; and sections 5 and 6 discuss calibration and simulation results. Section 7 concludes.
Volatility Facts
The facts we wish to account for are the volatility patterns of output and inflation for the postwar U.S. economy. Table 1 shows the standard deviations of quarterly real GDP growth and GDP deflator inflation by decades, as well as for samples with breakpoints in 1979Q4 and 1984Q1.
What stands out for both output growth and inflation volatility are the low values of the 1990s, both of which are about half the level achieved in the 1970s and 1980s. Several studies have identified a breakpoint in real output growth volatility around 1984Q1. The table shows, using that break date, output growth volatility dropped by about half in the post-1984Q1 sample. For the standard deviation of inflation, the 1984 break date implies a dramatic decline on the order of 0.45 percentage points. If the sample is split at 1979Q3, corresponding to a commonly determined monetary policy break date, inflation volatility is seen to decline a more modest 0.13 percentage points. Clearly though, inflation volatility in the 1990s was a good bit lower than over the preceding decades.
As an alternative way of looking at the data, we show time-series plots for rolling standard deviations of HP-filtered real GDP and HP-filtered GDP deflator inflation in Figures 1 and 2 . For real GDP, a large drop in volatility occurs in the early 1980s. A similar drop in volatility occurs for inflation, though inflation volatility was also low prior to its run-up in the 1970s.
The volatility of real GDP growth dropped almost 50 percent, and inflation volatility dropped about 30 percent. The way in which the early 1980s recessions are included in the subsamples has implications for the magnitude of calculated volatility. In the analysis below, we follow the literature that puts the volatility break date at the first quarter of 1984, which occurs about four years after the shift in monetary policy regime.
Model
The baseline model framework is a standard sticky-price business-cycle model similar to that in Ireland (2001) . To investigate the contribution of oil shocks to economic volatility, we append an energy sector to the model so that energy use is tied to capital utilization as in Finn (1995) .
The economy consists of a representative household, representative finishedgoods-producing firm, a continuum of intermediate goods-producing firms indexed by i ∈ [0,1], and a central bank. Time is discrete and is indexed by t = 0,1, 2. . . Each producer of intermediate goods produces a distinct good, indexed by i. The structure is symmetric, so the intermediate goods sector can be modeled as a representative firm that produces a generic intermediate good i.
To generate interest-elastic money demand, we assume a cash-good creditgood economy as in Lucas and Stokey (1987) . The representative household has preferences over consumption sequences of cash goods c 1,t , and credit goods c 2,t , and hours worked h t :
where we allow for the possibility of habit persistence. Households must use cash held in advance to finance cash-good purchases. Consequently, they face the cash-in-advance constraint:
The household earns labor income W t h t , invests in capital K t that it rents to intermediate-goods-producing firms at rental rate R k t , and receives a nominal dividend D t from the firms that it owns. It also gets a lump-sum transfer T t from the central bank. The household's budget constraint is:
The household chooses c 1,t , c 2,t , K t+1 , M t+1 and h t to maximize equation (3.1) subject to the cash-in-advance constraint, equation (3.2) and the budget constraint equation (3.3).
5 Let λ be the multiplier on the household's budget constraint and λ m be the multiplier on the cash-in-advance constraint. Define w t = W t /P t , and r k t = R k t /P t . The first-order conditions for the household optimization problem are:
Equation ( The representative finished-goods producing firm produces output y t using as inputs the output y t (i) of each intermediate goods producing firm. Each input is purchased at price P t (i). The technology for producing the final good is given by:
(3.9)
Profit maximization implies the demand for each input (3.10) and the zero profit condition in the final goods sector implies the aggregate price index:
Intermediate goods producing firms face a common technology shock z t . They combine capital K t (i), capital utilization u t (i), and labor h t (i) to produce good of type (i):
We assume that the intermediate goods producing firms' production function takes the Cobb-Douglas form:
The quantity of energy (oil) used by the firm to produce its good is specified as a function of the rate of capital utilization:
Thus, the firm uses more energy the more intensively it uses its capital. Capital accumulation is given by
The intermediate goods producing firm also faces a quadratic cost of adjusting its price:
Note that our specification of the adjustment cost function allows for the possibility that firms pay a cost of adjusting price in steady state, so that in steady state the Friedman rule may not be optimal. Firms choose labor, capital, and utilization to maximize the present discounted value of cash flow: 3.17) subject to the constraints equation (3.10), equation (3.12, and equation (3.14) . Let λ f t be the multiplier on constraint equation (3.12) and p e t be the relative price of energy P e t /P t . The first-order conditions for the firm's opti-mization problem are then given by:
Equation (3.18) characterizes the firm's capital rental decision, while equation (3.19) is the optimality condition for its labor input. Equation (3.20) is the optimality condition for utilization, and equation (3.21) describes the firm's optimal pricing decision.
The supply of oil (energy) available to the economy is assumed exogenous. We interpret this as oil being supplied from a cartel outside the economy, such as OPEC. In equilibrium, the price of oil adjusts to equate demand and supply. We examine symmetric equilibria in which all firms charge the same price and produce the same quantity of output. Henceforth, we drop the (i) notation and consider the representative firm.
Finally, our benchmark model specification is one for which historical monetary policy is assumed to have followed a forward-looking Taylor rule. The central bank sets the nominal interest rate R t as a function of expected inflation and output:
where π * is an inflation target and y * t is a measure of potential output. We take potential output to be the level of output given by a nonmonetary economy (see Woodford (2003) ). In the robustness section of the paper, we also consider a Taylor rule that is a function of contemporaneous inflation.
In addition to the Taylor rule specifications, the model is also solved and simulated assuming the monetary policymaker is able to commit to an optimal policy. We will then compare the volatility of the economy under optimal policy to the volatility obtained under the historical Taylor rules.
4 Optimal Monetary Policy
Optimal monetary policy is calculated by choosing a money growth rate that maximizes agents' welfare subject to the first-order conditions for the household and the firm and the economy-wide resource constraint. We follow an approach similar to that in Khan et al. (2003) and consider an optimal policy that has been in place for a long enough time that initial conditions do not matter. We use household and firm FOCs' to characterize wages and prices:
Assume that the cash-in-advance constraint is binding. That, and the fact that in equilibrium, P t (i) = P t allows gross inflation to be written as
, and x −1 = x t−1 .Combine the equilibrium conditions to get the following system of equations:
Finally, utilization can be expressed as a function of the supply of energy,
so that utilization can be expressed as the function u t = q(e s t , K t ).
Optimal Policy Lagrangian
Using the lagged multiplier approach as in, for example, Khan et al. (2003) , we use equations (23)- (28) to set up a Lagrangian that characterizes the optimal policy problem :
The policymaker chooses c 1 , c 2 , h, K 0 , g, λ f , ψ 1 , ψ 2 , ψ 3 , ψ 4 , ψ 5 to maximize the value of L. The first-order conditions from the maximization problem are linearized around steady state, and the decision rule for optimal monetary policy is solved for using a linear system of equations. 7 In the simulation exercises, we verify that the model's outcome does not violate the zero bound on the nominal interest rate. Because of the assumed form of the adjustment cost equation, steady state inflation is sufficiently far from the Friedman rule so that the simulated nominal interest remains above zero following historical TFP and oil shocks.
Calibration
We explore several versions of the model: with and without habit persistence, high and low steady-state markups, forward-looking and contemporaneous policy rules, and an optimal monetary policy specification. Utility is specified as in equation (3.1). We chose the parameter α 1 by running a regression of the consumption velocity of M2 (consumption measured as nondurables + services) on the 3-month Treasury bill rate. It is well-known that over the full post-war sample money demand regressions suffer from parameter instability. We used sample estimates from a regression estimated over [1964] [1965] [1966] [1967] [1968] [1969] [1970] [1971] [1972] [1973] [1974] [1975] [1976] [1977] [1978] [1979] , which corresponds to the first subsample of our simulation analysis) to get an implied value of α 1 = 0.42. We then set α 2 = 1 − α 1 .The parameter α on leisure is chosen so that steady-state hours worked are one-fourth of the time endowment.
On the firm side, we use estimates on markups from Basu and Fernald (1997) to pin down the elasticity of substitution between goods, θ. Basu and Fernald estimate a markup of about 4 percent for the U.S. private economy. Our benchmark assumes a steady-state markup of 4 percent -though our robustness section explores the consequences of assuming a higher markup of 15 percent. Model parameter values are reported in Table 2 .
TFP Shocks
Variable capital utilization appears to be an empirically important element in calculating an exogenous measure of TFP (see, e.g., Paquet and Robidoux (2001) ). To compute TFP we follow Burnside and Eichenbaum (1996) and use equation (3.20) to solve for utilization as a function of capital, hours, the real price of oil, and the steady-state markup. We then substitute this expression for utilization into the intermediate goods producing firm's production function. Series on the capital stock, the real price of oil, hours worked, and output are then used to derive an historical measure of TFP.
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The capital stock series is measured as the net stock of nonfarm, nonresidential fixed assets and consumer durables. The aggregate hours series is constructed as average total nonfarm employment per quarter less employment in the gas and oil industries times average quarterly hours. The output measure is real quarterly GDP less farm and housing and ex domestic oil production. The real oil price series is the price of West Texas Intermediate divided by the GDP deflator. The oil quantity series used to calculate GDP ex oil is U.S. crude oil field production. When solving the model, we assume TFP follows an AR(1) process with correlation coefficient ρ = 0.95.
Price Adjustment
A quadratic price-adjustment specification that has zero cost of adjusting price in steady-state implies a reduced form for inflation
where λ = (θ − 1)/(φπ 2 ), mc is the marginal cost of production, and π is steady-state inflation. This is the same reduced form as that of the Calvo (1983) price-setting model, though in the Calvo specification λ = ((1−η)(1− βη))/η with η the fixed probability that a firm must keep its price unchanged in any given period (see Galí and Gertler (1999) ). We calibrated the priceadjustment cost parameter φ so that, given θ and π (where π is chosen to match average GDP deflator inflation), the implied frequency of price adjustment is four quarters using the mapping implied by equation (5.1). This led to our setting the price-adjustment cost parameter φ = 267.2, which implies that in steady state, price adjustment costs are about 3 percent of output. To the extent that the price adjustment cost is high, our model will overpredict the contribution of monetary policy to the decline in volatility.
9
Note though that our specification of the adjustment cost function (equation 3.15) implies a positive cost associated with price adjustment in steady state, so that the reduced form for inflation differs somewhat from that in equation (5.1).
10 Our results are largely insensitive to these alternative specifications of the price-adjustment cost function. We opted for the cost function 9 While our specification of annual price adjustment is common in the literature and close to the findings in Sbordone (2002) , it is somewhat longer than the median frequency of price adjustment of 4.3 months reported in Bils and Klenow (2002) . We chose the longer duration in part because it allowed us to solve the model under our pre-79 policy rule, in which the coefficient on expected inflation takes a value less than one. 10 The implied reduced form for inflation takes the form
(3.15) because it simplifies the comparison of the results with those under optimal monetary policy.
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Monetary Policy
To characterize historical monetary policy, we assume that systematic policy follows a Taylor rule that sets the short-term nominal interest rate as a function of the output gap and expected inflation (see equation 3.22). We parameterize the policy rule using the estimates in Clarida et al. (2000) for the pre-1979 and the post-1982 periods (see Table 4 ). 12 Clarida et al. estimate a forward-looking rule on GDP deflator inflation and the CBO output gap. Their estimates suggest the Fed increased the nominal funds rate less than one-for-one with expected inflation in the pre-1979 sample which, in their model, leads to indeterminacy. Their post-1982 estimates show that the Fed raised the funds rate more than one-for-one with expected inflation.
13
When solving the model using Clarida et al. pre-1979 policy rule estimates, we are able to find a determinate equilibrium even though the Fed responds "passively" to expected inflation. This result is in line with Dupor (2001) who shows that an interest-rate rule for which the monetary authority lowers the real interest rate following a rise in inflation can bring about a unique equilibrium in models with capital accumulation. 14 with λ * = (
(2π−μ) (λ t+1 −λ t + y t+1 −ŷ t ) andˆdenotes percent deviation from steady state.
11 An absence of price-adjustment costs in steady state implies that the Friedman rule is optimal. Since we use a linear algorithm to solve for the optimal monetary policy around the steady state, it would likely be the case that model simulations under optimal policy would violate the zero bound on nominal interest rates. We avoid this problem by assuming a positive price-adjustment cost in steady state. 12 We use CGG's post-1982 estimates of the policy rule rather than those for the post-1979 period since it lines up more closely with our post-1984 sample.
13 Orphanides (2004) estimates, using real-time data, that the principal difference between the pre-and post-1979 policy rules is the weight placed on output stabilization, and not the weight placed on inflation. Misperceptions of the size of the output gap coupled with an activist monetary policy would have led to high inflation in the 1970s. See Bullard and Eusepi (2003) for a dynamic, general equilibrium assessment of this view.
14 Consequently, we do not examine the benefits that accrue from a monetary policy change that eliminates non-fundamental (sunspot) sources of volatility (however, see Boivin and Giannoni (2003) and Lubik and Schorfheide (2004) for investigations along such lines). Although this may be an interesting avenue to explore, it is not clear how to select a particular equilibrium when the equilibrium of the model is locally indeterminate.
Oil Sector
Oil supply is treated as exogenous in our simulations, and price is allowed to adjust to changes in supply. To measure exogenous supply, we use the Hamilton (2003) quantitative oil dummy variable that identifies historical episodes in which military conflict led to disruptions in world oil supply. The identified episodes are listed in Table 3 .
We treat quantity, rather than price, as exogenous because of the sharp change in the oil market over the postwar period. While Hamilton (1983 Hamilton ( , 1985 convincingly argues that the price of oil can be taken as exogenous during the period 1948-1972, since the end of the 1970s, the time series properties of the price of oil are much different, and the price appears to be much more affected in the short run by world demand conditions. These facts pose a challenge for a model that assumes exogenous oil prices when accounting for the change in economic volatility over the postwar era. Our solution of treating quantity as exogenous is not without problems thoughthe method allows domestic TFP to affect the price of oil prior to 1973. We are assuming that treating quantity, rather than price, as exogenous leads to more consistent treatment of the oil market pre-1973 and post-1973. In the model simulations it is assumed that the quantity of oil used in the economy is constant except for the disruptions identified by Hamilton (2003) . The quantity disruptions are assumed to last for one quarter, after which time the oil quantity series returns to its baseline level. When solving the model, the oil quantity disruption series is assumed to be i.i.d. 15 We set the steady state supply of oil so that, conditional on the other parameter values, the model matches as closely as possible the decline in real output and inflation volatility between our two subsamples. 16 Finally, the parameter ζ, which governs the elasticity of the energy-capital ratio with respect to utilization, is set so that the average share of oil in the model economy matches that in the U.S. data, which is about 3.3 percent. Figure 3 shows the response of output, inflation, and interest rates to a 10 percent decrease in the supply of oil. 17 The negative oil shock leads to a transitory drop in real output that lasts about one quarter (recall that the oil quantity shock is i.i.d and so has no persistence). The real interest rises as credit good consumption drops on impact and then increases monotonically back to the steady state. The drop in output puts upward pressure on prices and inflation, which the monetary authority partially offsets by raising the nominal interest rate. Overall, a negative oil shock in our model has similar effects to a temporary drop in TFP.
Benchmark Model Results
Our benchmark model is one for which there are no habits in preferences, monetary policy follows a forward-looking rule as in equation (3.22), and the steady-state markup is 4 percent. The model is simulated over two subsamples : 1964Q1 to 1979Q2 and 1984Q2 to 1999Q3 . We chose to end the sample in 1999Q3 so that the subsamples are of equal length. The 1979Q3 to 1984Q4 period is dropped from the analysis for two reasons. First, many studies date a break in monetary policy at the beginning of the Volcker regime in October 1979. At the same time, statistical evidence puts the break in real output volatility around 1984Q1, and as seen in Table 1 , whether or not the 1980-1983 data are included in the volatility calculations has a significant effect on the resulting statistics. Second, Sims and Zha (2002) argue that the episode from 1980 to 1982 appears to be different in terms of monetary policy, and that it is not the case that there was a dramatic shift in policy between the 1960-78 period and the 1983-2000 period.
The models for which monetary policy is assumed to follow a Taylor rule are linearized and solved using the method described in King and Watson (1998) . Solutions are found for the pre-1979 and post-1984 calibrations. The models are then simulated assuming the pre-1979 and post-1984 economies are independent.
18 Thus, we implicitly assume that households in the pre-1979 subsample thought the monetary policy rule would forever stay at its pre-1979 calibration. Transition dynamics between the regimes are not mod-eled. The form of the monetary policy rule requires a measure of potential output. When calculating the level of potential output, we use the state variables that evolve under the assumption that the economy is always in a nonmonetary, flexible-price equilibrium.
Contributions to the Decline in Volatility
Consider now the model's implications for output and inflation volatility in the pre-1979 and post-1984 periods. Panel A of Table 5 shows that the benchmark model predicts a decline in real output volatility of nearly the same magnitude as the data. Empirically, the standard deviation of real output falls 45 percent, from 2.11 percent to 1.16 percent. The benchmark model implies a fall in real output volatility of 41 percent, from 2.27 percent to 1.35 percent. The model slightly overpredicts the volatility of output in the two subperiods.
Panel B of Table 5 shows that the benchmark specification is close to matching the decline in the standard deviation of inflation from the pre-1979 to the post-1984 period, predicting a decline in inflation volatility of about 51 percent, compared to 54 percent in the data. The model underpredicts the levels of inflation volatility in both sub-periods: the benchmark specification accounts for only 20 percent of the standard deviation of inflation. Table 6 shows the contribution of monetary policy, oil shocks, and TFP shocks to the decline in real output volatility. These contributions are measured as follows: represents, for example, the standard deviation of hp-filtered output from a model simulation that has a policy rule parameterized for the pre-1979 specification and where the post-1984 exogenous oil and TFP shock series are fed in. Thus, the monetary policy contribution measures the fraction of the decline in output volatility that would occur if the pre-1979 monetary policy rule had been in place in the post-1984 shock environment. Our contribution measures isolate the effect of changing a single policy or shock sequence, holding everything else constant. We did not separately calculate the contribution of oil shocks and TFP shocks using this decomposition because there are only 3 oil shocks (by our measure) that occurred over the sample -two in the pre-1979 period and one in post-1984 period. For the counterfactual exercises, we found the results were sensitive to where the oil shocks were placed in time: ie. whether they fell in an expansion or a recession period. Table 6 shows that under the benchmark calibration the change in systematic monetary policy accounted for about 17 percent of the decline in real output volatility, implying that the change in the behavior of TFP shocks and oil shocks accounted for 83 percent of the real output volatility drop. For inflation volatility, the change in systematic policy has a bigger effect, accounting for about 29 percent of the drop in the standard deviation of inflation.
Although we did not calculate the direct contribution of oil shocks to the decline in volatility, Table 7 provides evidence on the importance of oil shocks for business cycle volatility in the two sub-periods. To measure that contribution, we compare the volatility predictions of a model that has both TFP and oil shocks to one that has TFP shocks only. In the pre-1979 specification, oil shocks account for about 3 percent of the standard deviation of output and about 4 percent of the standard deviation of inflation. In the post-1984 period, the contribution is larger: 9 percent of the standard deviation of output and 19 percent of the standard deviation of inflation. Thus, our simulations suggest that oil shocks play a substantially larger role in accounting for the business-cycle volatility of output and inflation volatility in the post-1984 period. This occurs not because of an increase in oil shocks in the post-1984 period (in fact, there are fewer), but rather because of the general reduction in volatility due to other shocks.
Optimal Monetary Policy
Consider now the behavior of the model economy under our calculated optimal policy with commitment. Table 8 shows the volatilities of output and inflation as implied by the model's structure when monetary policy is set optimally. Panel B indicates that under the Ramsey plan, the planner attempts to keep inflation constant. This complements Khan et al. (2003) , who find a similar result in a framework without capital. As noted in Khan et al. (2003) , there is a tension between eliminating the distortion that arises from price rigidity and eliminating the distortion that arises from a positive nominal interest rate. In our framework, as in theirs, the planner sets the variance of inflation to almost zero, so that the economy's sticky-price distortion is eliminated. Consequently, the Friedman rule is not optimal.
The model predicts that real output volatility would have been lower than what was observed in the historical data had policy been set according to the Ramsey plan. When the planner keeps inflation roughly constant, the decline in real output volatility between the pre-1979 and the post-1984 eras is 41 percent versus the 45-percent decline measured from the U.S. data. Real output volatility in the pre-1979 period drops by about 25 percent under optimal policy compared to the data. By reducing the volatility of inflation, the planner reduces the effects of the inflation tax, which lowers the fluctuations in labor and capital inputs, and ultimately in output.
Figures 4 plots the response of the economy to a negative 1 percent TFP shock under optimal monetary policy, as well as under the benchmark calibration. 19 The drop in TFP lowers output below the steady state and puts upward pressure on the rate of inflation. To offset the expected upward pressure on prices, the monetary authority lowers the growth rate of money, which in equilibrium lowers the rate of inflation on impact. Since the post-1984 interest-rate rule places relatively more weight on expected inflation compared to the pre-1979 policy rule, the movement in the inflation rate is more stable in the post-1984 period than in the pre-1979 one. Along the inflation dimension, the post-1984 monetary authority's response to a TFP shock is relatively closer to the optimal response, which keeps the inflation rate constant.
The output and real interest rate responses to the TFP shock are similar across the two non-optimal policy regimes, which bears out the finding that the change in systematic policy plays a relatively small role in accounting for the real output volatility decline. Under optimal monetary policy, the decline in TFP still leads to a drop in output and the real interest rate, but the output response is both muted and smoother than under the benchmark specification.
An important difference between the model under optimal policy and under the pre-1979 or post-1984 Taylor rules is the behavior of markups. King and Goodfriend (1997) argue that markups act like distortionary taxes and that optimal policy should therefore attempt to keep them constant.
Indeed, we find that under optimal monetary policy, markup variability is largely eliminated. Output volatility is reduced under optimal monetary policy in part because reducing the volatility of the markup lowers the variation in labor and capital inputs, which ultimately results in more stable real output Model simulations suggest that markup volatility is about 5 percent lower under the post-84 monetary policy rule when compared to the pre-79 policy rule. Hence, the post-84 rule appears to be closer to optimal.
Sensitivity Analysis
The robustness of the results is checked by analyzing different model specifications. We chose first to vary the type of interest-rate rule that characterizes monetary policy, switching from a forward-looking rule to a contemporaneous rule:
t ) The parameters of the alternative rule are the same as under the benchmark (see Table 4 ).
Since habit formation has been shown to help explain the impact of monetary shocks on variables, as well as explain several asset-pricing puzzles, we also examine the sensitivity of the results to a specification that introduces internal habits. Accordingly, the utility function is:
We set the weight on lagged consumption b = 0.65, the value estimated by Christiano et al. (2005) .
In addition, we also examine a specification that calibrates the steadystate markup at 15 percent, which could potentially lead to a higher contribution of monetary policy.
The performance of the alternative specifications and the implied contributions of monetary policy and exogenous shocks under the alternatives are reported in Tables 5 and 6. Table 5 , Panel A, shows that the contemporaneous Taylor rule results in an output volatility drop that underpredicts that in the data, while the model with habit persistence generates a slightly larger decline in real output volatility relative to the benchmark and the data. The high markup model shows the smallest drop in real output volatility, since it makes the post-1984 period too volatile.
The implications of the alternative specifications for inflation volatility are reported in Table 5 , panel B. All of the specifications continue to underpredict the level of inflation volatility. The high markup specification comes closest to matching inflation volatility in the pre-1979 period, though it overpredicts the decline. The contemporaneous policy rule and habit persistence specifications predict a decline in inflation volatility that is similar to that of the benchmark model. Overall, Table 6 indicates that the alternative model specifications lead to reasonably similar contributions of monetary policy to the decline in real output and inflation volatility. Though the model with habit persistence predicts that monetary policy's contribution to the decline in output volatility was somewhat higher than the other specifications, reaching 26 percent. For the case of the drop in inflation volatility, the high-markup specification suggests a much larger role for policy as 61 percent of the decline in inflation volatility can be attributed to change in systematic monetary policy.
Finally, Table 8 shows that the introduction of habit formation does not change the benchmark optimal monetary policy results in any significant way.
We conclude that alternative specifications of our model are largely in line with our benchmark findings. Although the change in monetary policy played a role in the postwar moderation of output volatility, most of the decline can be attributed to a reduction in the volatility of TFP and oil shocks. The robustness analysis suggests that the change in monetary policy accounted for 15-25 percent of the fall in output volatility, which is in line with the VAR evidence in Stock and Watson (2002) . In contrast, we do find that monetary policy played a relatively more important role in stabilizing inflation, in most cases around 30 percent, but up to 60 percent under higher markups.
Conclusion
We used a structural model to assess the relative contributions of monetary policy, TFP shocks, and oil shocks to the decline in volatility of U.S. real output and inflation. In line with the empirical results in Stock and Watson (2002) , our benchmark model predicts that monetary policy played a relatively small role in the decline in volatility of real output, accounting for about 17 percent of the drop. On the other hand, it suggests that monetary policy accounted for about 30 percent of the decline in inflation volatility.
The model suggests that smaller TFP shocks and oil shocks are the principal cause of the more stable real economy post-1984. An important component of the analysis is the calculation of optimal monetary policy in a model with endogenous capital accumulation. Relative to the estimated historical Taylor rules, optimal policy would have virtually eliminated inflation variability and significantly lowered real output volatility. Table 4 : Monetary policy rule parameterization R t = ρR t−1 + ψ(1 − ρ)E t (π t+1 − π * ) + γ(1 − ρ)(y t − y * t )
Rule ρ ψ γ CGG: 69Q2-79Q2 0.68 0.83 0.27 CGG: 83Q1-96Q4 0.91 1.58 0.15 
RR
NR
The response of the economy were generated under our benchmark calibration, with the post-84 interest rate rule. See Table 4 for details. The impulse-responses are plotted for 25 quarters. Y=output, π=inflation, RR=real interest rate, and NR=nominal interest rate. 
