The performance of large distributed systems crucially depends on efficiently balancing their load. This has motivated a large amount of theoretical research how an imbalanced load vector can be smoothed with local algorithms. For technical reasons, the vast majority of previous work focuses on regular (or almost regular) graphs including symmetric topologies such as grids and hypercubes, and ignores the fact that large networks are often highly heterogenous.
Introduction
Load Balancing. Complex computational problems are typically solved on large parallel networks. An important prerequisite for their efficient usage is to balance the work load efficiently. Load balancing is also known to have applications to scheduling [17] , routing [6] , numerical computation such as solving partial differential equations [16, 19] , and finite element computations [13] . In the standard abstract formulation of load balancing, processors are represented by nodes of a graph, while links are represented by edges. The objective is to balance the load by allowing nodes to exchange loads with their neighbors via the incident edges. Particularly popular are decentralized, round-based iterative algorithms where a processor knows only its current load and that of the neighboring processors. We focus on diffusive load balancing strategies, where each processor decides how many jobs should be sent and balances its load with its neighbors in each round. As the degrees of the topologies of many networks follow heavy tailed statistics, our main interest lies on scale-free networks.
Diffusion. On networks with n nodes, our balancing model works as follows: At the beginning, each node i has some work load x (0) i . The goal is to obtain (a good approximation of) the balanced work load x := n i=1 x (0) i /n on all nodes. On heterogenous graphs with largely varying node degrees it is natural to consider a multiplicative quality measure: We want to find an algorithm which achieves max i x (t) i = O(x) at the earliest time t possible. Load-balancing is typically considered fast if this can be achieved in time logarithmic in the number of nodes. We aim at double-logarithmic time, which we call ultra-fast (following the common use of the superlative "ultra" for double-logarithmic bounds [4, 10, 18] ).
The diffusion model was first studied by Cybenko [6] and, independently, Boillat [1] . The standard implementation is the first order scheme (FOS), where the load vector is multiplied with a diffusion matrix P in each step. For regular graphs with degree d, a common choice is P ij = 1/(d + 1) if {i, j} ∈ E. Already Cybenko [6] in 1989 shows for regular graphs a tight connection between the convergence rate of the diffusion algorithm and the absolute value of the second largest eigenvalue λ max of the diffusion matrix P. While FOS can be defined for non-regular graphs, its convergence is significantly affected by the loops which are induced by the degree discrepancies. Regardless of how the damping factor is chosen, FOS requires Ω(log n) rounds on a broad class of non-regular graphs. For a proof and discussion of this statement we refer to the full version of this paper. Scale-free Networks. Many real-world graphs have a power law degree distribution, meaning that the number of vertices with degree k is proportional to k −β , where β is a constant intrinsic to the network. Such networks are synonymously called scale-free networks and have been widely studied. As a model for large scale-free networks we use the Chung-Lu random graph model with a power-law degree distribution with exponent β ∈ (2, 3). (See Section 2 for a formal definition.) This range of β's is typically studied as many scale-free networks (e.g. co-actors, protein interactions, internet, peer-to-peer [15] ) have a power law exponent with 2 < β < 3. It is known that the diameter of this graph model is Θ(log n) while the average distance between two vertices is Θ(log log n) [3] . Results. Scale-free networks are omnipresent, but surprisingly few rigorous insights are known about their ability to efficiently balance load. Most results and developed techniques for theoretically studying load balancing only apply to regular (or almost-regular) graphs. In fact, we cannot hope for ultra-fast balancing on almost-regular graphs: Even for expander graphs of maximum degree d, there is a general lower bound of Ω(log n/ log d) iterations for any distributed load balancing algorithms (for a proof of this statement we refer to the full version of this paper). Our main result (cf. Theorem 2.1) shows that within O((log log n) 2 ) steps, our simple local balancing algorithm (cf. Algorithm 1) can balance the load on a scale-free graph with high probability. The algorithm assumes that the initial load is only distributed on nodes with degree Ω(polylog n) (cf. Theorem 2.2), which appears to be a natural assumption in typical load balancing applications. As the diameter of the graph is Θ(log n), ultra-fast balancing is impossible if the initial load is allowed on arbitrary vertices. As standard FOS requires Ω(log n) rounds, our algorithm uses a different, novel approach to overcome these restrictions.
Algorithm. The protocol proceeds in waves, and each wave (roughly) proceeds as follows. First, the remaining load is balanced within a core of high-degree nodes. These nodes are known to compose a structure very similar to a dense Erdős-Rényi random graph and thereby allow very fast balancing. Afterwards, the load is disseminated into the network from high-to low-degree nodes. Each node absorbs some load and forwards the remaining to lower-degree neighbors. If there are no such neighbors, the excess load is routed back to nodes it was received from. In this way, the load moves like a wave over the graph in decreasing order of degree and then swaps back into the core. We will show that each wave needs O(log log n) rounds. The algorithm keeps initiating waves until all load is absorbed, and we will show that only O(log log n) waves are necessary.
Techniques. There are a number of technical challenges in our analysis, mostly coming from the random graph model, and we have to develop new techniques to cope with them. For example, in scale-free random graphs there exist large sparse areas with many nodes of small degree that result in a high diameter.
A challenge is to avoid that waves get lost by pushing too much load deep into these periphery areas. This is done by a partition of nodes into layers with significantly different degrees and waves that proceed only to neighboring layers. To derive the layer structure, we classify nodes based on their realized degrees. However, this degree might be different from the expected degree corresponding to the weights w i of the network model, which is unknown to the algorithm. This implies that nodes might not play their intended role in the graph and the analysis (cf. Definition 4.2). This can lead to poor spread and the emersion of a few, large single loads during every wave. Here we show that several types of "wrong-degree" events causing this problem are sufficiently rare, or, more precisely, they tend to happen frequently only in parts of the graph that turn out not to be critical for the result. At the core, our analysis adjusts and applies fundamental probabilistic tools to derive concentration bounds, such as a variant of the method of bounded variances (cf. Theorem 4.1).
Model, Algorithms, and Formal Result
Chung-Lu Random Graph Model. We consider random graphs G = (V, E) as defined by Chung and Lu [3] .
This creates a random graph where the expected degrees follow a power-law distribution with exponent β ∈ (2, 3), the maximum expected node degree is β−2 β−1 dn 1/(β−1) and d influences the average expected node degree Chung and Lu [3] . The graph has a core of densely connected nodes which we define as C := i ∈ V : deg i n 1/2 − n 1/2 · (c + 1) ln n . Algorithm 1. Balance load in waves from core to all other nodes repeat for phase t ← 1 to log log n do for 32 3−β rounds do // 1. diffusion on the core
downward propagation
Every node absorbs at most m/nt 2 load. All remaining load is forwarded in equal shares to neighbors on the next lower layer. for L rounds do // 3. upward propagation All nodes send their load back to the the next higher layer over the edges they received it from. The distribution of load amongst these edges can be arbitrary.
until terminated ;
Distributing the Load in Waves. Our main algorithm is presented in Algorithm 1. It assumes that an initial total load of m resides exclusively on the core C of the network. The first rounds are spend on simple diffusion on the core with diffusion matrix P = D −1 A, where A is the adjacency matrix and D is the degree matrix. Afterwards, the algorithm pushes the load to all other nodes in waves from the large to the small degree nodes and the other way around. To define the direction of the waves, the algorithm partitions the nodes into layers, where on layer k we have all nodes v of degree
For every layer k we have ω k > 2 1 ε(β−1) . The last layer is the first, for which ω 2 1 ε(β−1) holds. In this case, we define the interval simply to include all nodes with degree less than ω −1 . Note that in total we obtain at most L :
To choose an appropriate ε, we have to know lower and upper bounds on β. These bounds are either known or can be chosen as constants arbitrarily close to 2 and 3. The algorithm therefore does not need to know the precise β. Our main result is then as follows.
Theorem 2.1. Let G = (V, E) be a Chung-Lu random graph as defined above. For any load vector x (0) ∈ R n 0 with support only on the core C of the graph, there is a τ = O((log log n) 2 ) such that for all steps t τ of Algorithm 1, the resulting load vector
Reaching the Core. Algorithm 1 and Theorem 2.1 above require that the initial total load resides exclusively on the core C of the network. As the diameter of the network is Θ(log n) [3] , we cannot hope to achieve a double-logarithmic balancing time if all the initial load starts at an arbitrary small and remote vertex. However, we can allow initial load on all nodes with at least some polylogarithmic degree by adding an initial phase in which all nodes send all their load to an arbitrary neighbor on the next-highest layer. This initial local routing phase succeeds if all nodes with at least this polylogarithmic degree have at least one neighbor on the next-highest layer. The following theorem, the proof of which can be found in the full version of this paper, formalizes this result, while the rest of the paper proves Theorem 2.1.
Chung-Lu random graph as defined above. For any load vector x (0) ∈ R n 0 with support only on nodes with degree Ω((log n) max(3,2/(3−β)) , the initial phase reaches after L = Θ(log log n) steps a load vector x (L) such that x (L) u has support only on the core C w. h. p.
Analysis of Load Balancing on the Core
We start our analysis of Algorithm 1 with its first step, the diffusion on the core. Recall the definition of the core C of the network and consider the core subgraph G = ( V , E) induced by C. The proof of Lemma 3.1 is based on Theorem 2 from [12] and can be found in the full version of this paper. The following lemma states that after only a constant number of diffusion rounds in G, the load of node v ∈ C is more or less equal to m · w v /W 0 .
The proof of Lemma 3.2 uses eq. 12.11 from [14] and can be found in the full version, too. An implication of the lemma is, that there is a constant ε 0 > 0 such that each node v ∈ C has a load of at most (1 + ε 0 ) wv W0 m after the first phase of Algorithm 1.
Analysis of Top-Down Propagation
We continue our analysis of Algorithm 1. This section studies the downward/upward propagation.
Many of the proofs in this section are based on the following variant of the method of bounded variances [8] , which might be useful in its own respect. Theorem 4.1. Let X 1 , . . . , X n be independent random variables taking values in {0, 1}, and set μ :
and consider an error event B such that for every X n ∈ B
for every X n that differs in only one position X i from X n , and for some c > 0.
Then for any 0 t cμ we have
The proof of this theorem closely follows the one of the method of bounded variances as can be found in [8] . For the sake of brevity, however, all proofs are omitted in this version of the paper and interested readers are referred to the full version.
First note that our algorithm deals with a random graph and therefore it might happen that some of the nodes' neighborhood look significantly different from what one would expect by looking at the expected values. We call these nodes dead-ends as they can not be utilized to effectively forward load. This definition will be made precise in Definition 4.2 below.
Only for the sake of analysis we assume that dead-ends do not push load to neighbors on the next lowest layer, but instead keep all of it. In reality the algorithm does not differentiate between nodes which are dead-ends and nodes which are no dead-ends. We also assume in this section that nodes do not consume any load during the top-down distribution.
The main goal of this section is twofold. We first show that no node which is not a dead-end, gets too much load. Then we show that the total load on all dead-ends from the core down to a layer with nodes of a certain constant degree is at most a constant fraction of the total load. The converse means that at least a constant fraction of load reaches the nodes of the last layer we are considering.
We . From the given weight sequence and the requirements ω k > 2 1 ε(β−1) and ω k < n 1/(β−1) , we can easily derive the following bounds. For all 0 k < it holds that γ
n the expected average degree. For a node v ∈ V k we consider two partial degrees. Let D h v be the number of edges to nodes in the higher layer k − 1, and D v is the number of edges to nodes in the lower layer k + 1. Note that D h v and D v are random variables, composed of sums of independent Bernoulli trials:
In our proofs we will apply several well-known Chernoff bounds which use the fact that partial degrees are sums of independent Bernoulli trials. We now define four properties which will be used throughout the analysis.
Definition 4.2.
A node v ∈ V is a dead-end if one of the following holds: The next lemma shows that for a non-dead-end node v ∈ V k the received load x v in phase k is almost proportional to the "layer-average load" m·w v /W k . For deadends, the received load can be higher, but the probability to receive significantly higher load is small.
D2 Wrong layer:

Lemma 4.3.
For v k ∈ V k and the received load x v in phase k the following holds. If v is not a dead-end,
where for every layer k the error term ε k is given by
Now we want to show that on each layer with sufficiently large constant weight at most a small fraction of the total load remains on dead-ends. To do so, we show that for each property D1 -D4 the nodes with these properties only contribute a small enough fraction to the total dead-end load of each layer. We begin by bounding the contribution of D1 -nodes to the total dead-end load. . An implication of the former lemma is that there are no D1 -nodes on layers with weight at least polylog(n). Now that we have an understanding of which layers actually contain D1 -nodes, we can start to derive high probability upper bounds on the total load that is left on these nodes throughout the top-down phase.
Now we use the tail bound from Lemma 4.5 and overestimate the load distribution of D1 -nodes with an exponential distribution. In particular, for each node v ∈ V k we introduce the variable X v that measures the " D1 -load" of this node, i.e. the load that each D1 -node keeps. We can now show that for each node v ∈ V k the following random variable stochastically dominates the D1 -load X v .
is an upper bound for the probability that v is a
and v = 2(1 + ε k )m wv W k . Note that our D1 -load overestimates the contribution of v to the total load left on D1 -nodes during the top-down phase. In particular, if v is not a D1node, then no D1 -load is left on v and consequently the contribution is 0. Otherwise, we use the tail bound from Lemma 4.5 as follows. We overestimate the load by assuming that at least twice the layer-average load is present on v. For the additional load, we can apply the tail bound under the condition α 2, which implies that this excess load is upper bounded by an exponentially distributed random variable with a parameter λ v = 1 4 E D h v . We first obtain a high probability bound on the total load left on D1 -nodes in each layer k during the top-down phase. 
with probability at least 1 − n −c . Now we take a closer look at nodes with property D2 . We can employ a Chernoff Bound to show that nodes with polylogarithmically large weights do not deviate by w 2/3 v from their expected degree with high probability. This means that none of these nodes fulfills property D2 with high probability. In the following analysis we can therefore concentrate on nodes with weight at most polylog(n). This observation is crucial for the proof of Lemma 4.8. 
to the total dead-end load of all layers with probability at most 1 − 3 n C , for a constant C > 1 + (β − 2) 1 + 1 1−ε .
After successfully bounding the contribution of nodes with properties D1 and D2 to dead-end load, we will now turn to the border nodes with property D3 . We already know that these nodes cannot deviate too much from their expected degrees, because they do not fulfill property D2 by definition. Therefore they can only be on one of two layers. We still have to differ between nodes in the upper half of a border and those in the lower half. The following lemma bounds the contribution of nodes in the upper half of a border. The following lemma about the contribution of nodes in the lower half of a border uses the smoothness of the weight distribution. 
to the total dead-end load of layer k w. h. p.
At last we have to show that the dead-end load of nodes with property D4 is properly bounded. We already know, that each of these nodes obeys the upper bound from Lemma 4.3. Therefore it is sufficient to bound the number of these nodes. To bound the number of these nodes in V k , we simply have to bound the total number of edges lost between nodes from V k and nodes with properties D2 or D3 from V k+1 . This idea helps us to proof the following lemma. . Then the following statements hold:
(1) For all k > 0 the total load of nodes v ∈ V k with property D4 is at most
(2) For k = 0 there are no D4 -nodes w. h. p.
Finally, we bound the total load left on dead-ends during the top-down phase. The last lemma implies that with high probability, for a suitably chosen key layer at most half of the load is left on dead-ends during the top-down phase on this and the above layers. In particular, our upper bound on the load of non-dead-end nodes in Lemma 4.3 implies that on this layer, every such node gets at most a load of (1 + ε k ) · m · w v /W k . On the other hand, a load of m/2 passes through this layer w.h.p. In the worst case all non-dead-ends get the maximum load of (1 + ε k ) · m · w v /W k . This results in at least n γ 4(1+ε k ) ω k 
Analysis of Iterative Absorption
Algorithm 1 sends all unassigned load back to the top, balances it within the top layer, and restarts the top-down distribution step. Observe that all the arguments made for the analysis of the downward propagation can be applied for any value of m. The absorption of load during these iterations is adjusted according to the following scheme. We let each of the nodes absorb at most a load of m/(n · t 2 ) in round t. This scheme is executed for t = log log n rounds and then repeated in chunks of log log n rounds until all load is assigned. We will show that with high probability after a constant number of repetitions, all load is assigned. In addition, as ∞ t=1 1/t 2 = Π 2 /6, each node receives a load of (1 + O(1)) · m/n. In particular, our aim is to show that using this scheme we need only O(log log n) top-down distribution steps to reduce the total unassigned load in the system to m = m/ log c n, for any constant c. This is shown in the lemma below. Given this result, we run the protocol long enough such that c becomes a sufficiently large constant. We want to show that, if this is the case, each node on a layer with polylogarithmic degree gets a load of at most m/n, resulting in all remaining load being absorbed. As each non-dead-end on this layer gets a share of at most w v W k W m = polylog(n) n m = m/n they fulfill the requirement. The same bound holds for D4 -nodes by definition. As D1 -and D2 -nodes do not appear on layers of at least polylogarithmic degree, we can ignore them as well. All we need to care about now are D3 -nodes. We can derive upper bounds on their load similar to the ones for non-dead-ends using results on the expected number of edges between these nodes and both their possible next-highest layers. This is a simple corollary from the proof of Theorem 2.2 which we defer to the full version of the paper. It now remains to show the following lemma, the proof of which can be found in the full version of this paper. 
Discussion
To the best of our knowledge, we have presented the first double-logarithmic load balancing protocol for a realistic network model. Our algorithm reaches a balanced state in time less than the diameter of the graph, which is a common lower bound for other protocols (e.g. [9] ). Note that our Theorem 2.1 can be interpreted outside of the intended domain: It reproves (without using the fact) that the giant component is of size Θ(n) (known from [3] ) and that rumor spreading to most vertices can be done in O(log log n) (known from [10] ).
Our algorithm works fully distributed, and nodes decide how many tokens should be sent or received based only on their current load (and those of its neighbors). We expect our wave algorithm to perform very robust against node and edge failures as it does not require global information on distances [9] or the computation of a balancing flow [7] .
Our Theorem 2.2 allows initial load on nodes with degree Ω(polylog n). Future work includes a further relaxation of this assumption, for instance, by employing results about greedy local-search based algorithms to find high degree nodes [2, 5] . Another interesting direction is to translate our load balancing protocol into an algorithm which samples a random node using the analogy between load and probability distributions. Such sampling algorithms are crucial for crawling large-scale networks such as online social networks like Facebook, where direct sampling is not supported [11] .
