Essentially Algebraic Descriptions of Locally Presentable Categories by Dzierzon, Christian
Essentially Algebraic Descriptions
of Locally Presentable Categories
Christian Dzierzon
Dissertation
zur Erlangung des Grades eines Doktors
der Naturwissenschaften
– Dr. rer. nat. –
Vorgelegt im Fachbereich 3 (Mathematik & Informatik)
der Universita¨t Bremen
im August 2005
Datum des Promotionskolloquiums: 6. September 2005
Gutachter: Prof. Dr. Hans-Eberhard Porst (Universita¨t Bremen)
Prof. Dr. Horst Herrlich (Universita¨t Bremen)
Preface
This dissertation has developed during my triennial activity as research associate at the
University of Bremen, dealing mainly with topics from category theory, in conjunction with
universal algebra. In order to answer the question for the main purpose of this text, it is
useful to have a brief look at its chronological development. Primarily, I was concerned
with the study of coalgebras, particularly with finding an algebraic description of Σ-
coalgebras. Having done this, the more general question for a description of categories of
F -coalgebras as presheaf categories kept me busy. The results of this occupation constitute
second half of the text. Subsequently, I worked on an essentially algebraic description of
locally presentable categories, resulting in – as the title indicates – the main part of this
dissertation, and forming first half of the text. Thus, the aim of this thesis is not only to
give an intuitive construction of an essentially algebraic description of locally presentable
categories, but also to give an extensive disquisition on algebraic descriptions of categories
of coalgebras. Here application of the former, general theory to the latter one acts as an
interface between both topics.
Bremen, August 2005 Christian Dzierzon
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Chapter 1
Introduction
The aim of the following introduction is to explain the structure of the text, including
references and classifications of the contained results. This dissertation is divided into
four chapters, each of them being subdivided into several sections, and most of these
sections are structured by subsections. In addition to that, each section starts with a
more detailed, technical introduction to the respective topic, explaining the role of their
respective subsections. Although the reader should be familiar with fundamental concepts
of category theory and universal algebra, a few basics can be found in the appendix, in
order to equalize possible differences in previous knowledge. Furthermore, an index of
symbols helps to look up notational definitions, and important notions are listed up in an
alphabetical index.
Preliminaries
Chapter two collects several definitions and facts, concerning rather special topics from
category theory and universal algebra. Readers being familiar with these concepts are
invited to skip this chapter, and to continue with chapter three.
The first section gives a short survey of the general notation being used in this thesis.
Further notation is explained throughout the text, where each chapter is self-contained.
The concept of local presentability is due to [GU71], and an excellent introduction
and survey is given by [AR94]. The second preliminary section contains some fundamen-
tal facts and notions, in order to give an appropriate description of locally presentable
categories. In fact, each locally λ-presentable category C is equivalent to the category
of all λ-continuous presheaves (PresλC)
op −→ Set, where PresλC is any small subcat-
egory of C representing all λ-presentables in C. Further, given a strong generator G
of λ-presentables in C, PresλC can be constructed as a small closure of G in C under
λ-small colimits. An idea how to construct such a closure in countably many steps can
be found in [GU71]. Regrettably, the authors just give a construction without proof. In
case of λ = ℵ0, we are able to prove that this construction provides a small closure under
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finite limits. But the arguments necessary for the proof do not apply in general. Indeed,
for arbitrary λ we have to make additional assumptions, like the existence of a regular
generator, but then this construction even stops after two steps.
In the third section, we introduce basic notions from universal algebra like many-sorted
signatures, partial algebras, homomorphisms, terms and their interpretations, etc. with
intent to define essentially algebraic theories and their models, according to [AR94]. In
the one-sorted cased, this coincides with Freyd´s concept, see [Fre72]. Further, results
in [AHR88] and also in [BM90] show that essentially algebraic categories in the sense of
[Fre72] are as well essentially algebraic in the sense of [Her86], where a different approach
was given, defining essentially algebraic, concrete categories externally. In particular, we
demand that the set of operation symbols is well-ordered, in such a way that the domain of
each partial operation is defined by equations only involving preceding operation symbols.
This means that our theories are “hierarchical” in the sense of [Rei87]. For more detailed
information about equationally defined classes of many-sorted, partial algebras, we refer
to [Bur86] and [Rei84], or to [Rei87].
The last section of chapter two focusses on categories of F -coalgebras for an endofunc-
tor F : C −→ C. For a detailed introduction to the field we refer to [Rut00] and [Por01].
The special case of polynomial functors HΣ on Set corresponding to some signature Σ has
been studied in [AP04], for example. In particular, the authors illuminated the powerful
concept of tree coalgebras in the resulting category CoalgΣ of Σ-coalgebras, being fun-
damental for the last chapter. Here we give an introduction to this special case, including
the main result of [DS04], which is a simple, direct proof of the following, well-known
fact (cp. [AK95]): The set of all tree coalgebras, together with an appropriate dynamic,
forms a terminal object TΣ in CoalgΣ, and for any coalgebra C, the unique morphism
C −→ TΣ maps each element to the tree it generates in C.
Essentially algebraic theories of locally presentable categories
The fact, that a category is locally λ-presentable iff it is equivalent to the category of
models of an essentially algebraic, λ-ary theory, is widely known, and a proof can be
found in [AHtR99] for example. Unfortunately, this proof uses limit theories, and the
theory corresponding via this description to a locally λ-presentable category C needs
as many sorts as C has λ-presentable objects. A different proof of the fact in [AR94]
turned out to be incorrect, as the authors themselves remarked in [AHtR99]. Also, for
locally finitely presentable categories, a different approach can be found in [Mos02], using
methods from logic. Now the aim of the third chapter is to give an intuitive proof of the
statement in case of λ = ℵ0, where the number of sorts necessary to describe a locally
finitely presentable category C is considerably smaller than the cardinality of Presℵ0C,
as explained below. In addition to that, we indicate how this could be generalized to
arbitrary λ.
The first section presents for any locally finitely presentable category C a construction
3of an essentially algebraic, finitary theory ΓC, which will be sufficient for our ambitions.
The main idea is the following: By the results of Section 2.2, C is equivalent to the
category Contℵ0A of all finitely continuous functors A −→ Set, where A can be chosen
as the dual of any subcategory Presℵ0C of representatives of all finitely presentables in
C. Further, A can be constructed as a small closure of any strong generator G in Cop
under finite limits. Now the structure of A allows to construct ΓC: G = S gives the set
of sorts, and the partial operation symbols of ΓC are indexed by equalizer diagrams in A,
where each morphism in A from an equalizer object of such a diagram to some G-object
induces an operation symbol. The particular arity of those symbols is given by so called
standard representations of the equalizer objects: According to the construction of A, for
each A-object A there is a finite sequence of regular monomorphisms A −→ . . . −→ Π(α)
ending in some finite product Π(α) of G objects, giving the arity. If this sequence is just
an identity, then the operation symbol induced is total. The advantage of this description
is obvious: For example, in Pos and Cat respectively one may choose a strong generator
with only one element, hence will obtain a one-sorted description. In contrast to this, the
corresponding description in [AHtR99] would be S-sorted with card(S) = ℵ0. At the end
of the section, we derive some useful equations in ΓC.
In the third part of this chapter, we construct an equivalence between the category
Mod(ΓC) of models of ΓC and Contℵ0A . In particular, we show how finitely continuous
functors define models ΓC, and vice versa. This equivalence is the main result of the third
chapter, proving C 'Mod(ΓC) for each locally finitely presentable category C.
Finally, the last section covers three different aspects. First of all, we discuss to what
extend the main result of this chapter can be generalized, giving a positive answer for
locally λ-presentable categories with a regular generator of λ-presentables. In fact, in this
case the essentially algebraic description emerges from the finitary case, simply by passing
from finitary operations to λ-ary ones. Secondly, we apply our general construction to
the categories Pos and Cat, where simple, well-known essentially algebraic descriptions
already exist, and compare both descriptions. It turns out that we are able to recover
the known descriptions. In general, given a locally finitely presentable category C with
essentially algebraic descriptionMod(∆), we construct a forgetful functorMod(ΓC) −→
Mod(∆), which is a concrete equivalence over SetS. Therefore, ΓC can be regarded as a
kind of clone. In the end, we show that additional properties of the generator lead to a
simplification of ΓC.
Coalgebras as presheaves
Generally speaking, the fourth chapter of this thesis deals with descriptions of categories
of coalgebras as presheaf categories.
The first section starts with results published in [DP04], giving an algebraic descrip-
tion of CoalgΣ, i.e. an equivalence CoalgΣ ' AlgΩΣ. This is done in two different
ways: First, we present a description via some presheaf category SetA
op
, using abstract,
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categorical arguments. Subsequently, we give a direct proof, by explicitly constructing
two appropriate functors. The equivalence CoalgΣ ' SetAop is even concrete, in the
sense of [Por94]. As a corollary we obtain, according to [AP04], that CoalgΣ is locally
finitely presentable. That gives a connection to the preceding chapter, whose construction
we may apply to CoalgΣ. Again, it turns out that the resulting theory ΓCoalgΣ covers
the direct description. The question whether Coalg(F), for a given functor F : C −→ C,
is equivalent to some presheaf category, and hence to a variety1, has also been discussed in
[Wor02], where the author presents a positive answer in case of C a presheaf category, and
F wide-pullback preserving. Since polynomial endofunctors on the very special presheaf
category Set preserve wide-pullbacks, this result is more general. Nevertheless, both re-
sults developed independently and almost at the same time, approaching the problem
completely different. It is the very concept of tree coalgebras which is fundamental for the
approach in [DP04], so it is rather based on the results in [AP04]. This has the advantage
that we also obtain information about the structure of the describing presheaf category
SetA
op
. Furthermore, by [CJ95], wide-pullback preserving functors on Set are precisely
the polynomial functors on Set. Finally, we conclude this section with the converse to
the result above, given by [Ada05]. In fact, we show that the category Coalg(H) of coal-
gebras, for H an endofunctor on Set, is concretely equivalent to a presheaf category iff H
is a reduced polynomial functor.
The final section of this chapter gives a generalization of the results in [DP04], which
has not been published yet, and again is based on the fundamental concepts of [AP04]. For
an endofunctor F : C −→ C we introduce the concept of Σ-polynomiality w.r.t. a func-
tor C −→ Set, covering usual polynomiality, and consider several requirements related
to C such that Coalg(F) is locally presentable or equivalent to some presheaf category
SetD
op
respectively. This entails the result in [Wor02] for (Σ)-polynomial functors as a
special instance. Again, our approach reveals additional information about the structure
of D. First, we show that under certain assumptions well-known constructions in CoalgΣ
like tree-coalgebras, terminal objects, and cofree objects2 can be lifted along (families of)
functors C −→ Set to Coalg(F). This is done by lifting a functor U : C −→ Set and
its left adjoint to a functor U ′ : Coalg(F) −→ CoalgΣ and its lifted adjunction. Here
the lifted tree-coalgebras inherit several properties from the original ones, like forming a
strong and absolute generator, and being multifree on an object. Finally, we lift proper-
ties of CoalgΣ, like being locally λ-presentable, or equivalent to a presheaf category, to
the category Coalg(F), depending on the assumptions we make. Throughout this final
section, several examples and also counter-examples are discussed.
1See appendix.
2See e.g. [Abe01], [Por01], or [Rut00].
Chapter 2
Preliminaries
2.1 Notation
We will use a standard notation, being familiar to most of the category theorist, but we
reserve the right to deviate from this:
Categories, no matter if small or large, are denoted by capital, boldface letters like
A,B,C etc. and special categories by their boldface abbreviations like Set, CoalgΣ, for
example. (Large) sets or classes (of objects, e.g.) are denoted by letters of type A,B, and
so on. For A a small category, and B a category, we denote by BA the functor category
of all functors A −→ B, particularly by SetAop the presheaf category of all presheaves
Aop −→ Set. Functors are denoted by (Greek) capital letters, and Hom-functors like
hom(A, −) or hom(−, A) are displayed without indexing the category, as far as confusion
is unlikely. Equivalence of categories is denoted by ', and in general isomorphism and
equality by ∼= and = respectively.
As usual, having an adjoint situation
G
η
ε
Â
U : C −→ A
(or shortly G
η
ε
Â
U ) means that U : C −→ A and G : A −→ C are functors such that
G is left adjoint to U , with unit η and co-unit ε. Also, for a diagram D : I −→ C in a
category, its limit and colimit respectively is denoted by limD and colimD respectively,
sometimes indexed to avoid confusion.
In general, we denote objects in a category by capital letters A,B,C, and so on,
and morphisms by lower case letters a, b, c, . . . , f, g, h, and so on. For an object A in
some category 1A : A −→ A is the identity morphism on A. Given a family (fi)i∈I of
morphisms, a product and coproduct respectively induced morphism is indicated by 〈fi〉
and [fi] respectively. Special objects like coalgebras and (partial) algebras are indicated
by letters of type A,B,C, . . . ,X,Y,Z.
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Moreover, we will use familiar categorical operators like dom, cod, ob, mor, (−)op,
but also some special operators like def, Def , dom, being explained throughout the text.
For cardinal numbers we often use κ, ν, λ, whereby for a set A, card(A) designates its
cardinality, and ℵ0 := card(N) (N the natural numbers). Partial maps are denoted by
f : A Y−→ B, inducing a map f : D −→ B in Set, where D ⊂ A contains all a ∈ A with
f(a) defined. For each pair f, g : A −→ B of maps in Set denote by
eq(f, g) := {a ∈ A | f(a) = g(a)} ↪→ A,
the canonical equalizer of f, g in Set. We identify each natural number n ∈ N with the
set
n := {1, . . . , n}, (2.1)
and each (partial) function f : 1 −→M with its only value f(1) ∈M .
2.2 Locally presentable categories
The first subsection of this section introduces the concept of λ-presentable objects and
locally λ-presentable categories according to [AR94]. Here the most important fact is
that each locally λ-presentable category C is equivalent to the category ContλA of all
λ-continuous functors A −→ Set, where A can be chosen as the dual of PresλC, the full
subcategory of C spanned by all λ-presentable objects. As remarked in [GU71], PresλC
can be constructed as a small closure under λ-small colimits of a strong generator G in C.
An outline of such a construction in countably many steps can be found in [GU71], which in
case of λ = ℵ0 is shown to be the desired closure Ĝ. This is done in the second subsection.
Moreover, assuming a regular generator G in C, the closure construction stops at step
two. Under these stronger assumptions the restriction λ = ℵ0 is no longer necessary, so
we obtain a closure construction for arbitrary λ. Finally, the last subsection summarizes
this, giving different descriptions C ' ContλA, depending on the assumptions on C.
2.2.A Characterization and properties
Throughout the current chapter let λ be a regular cardinal1.
2.2.1 Definition Let C be a category.
(1) An object A ∈ ob(C) is called λ-presentable provided that hom(A, −) : C −→ Set
preserves λ-directed colimits. An object is called presentable if it is λ-presentable for
some regular cardinal λ.
1See appendix.
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(2) A category is called locally λ-presentable provided that it is cocomplete, and has a set
A of λ-presentable objects such that every object is a λ-directed colimit of objects
from A. A category is called locally presentable if there is some regular cardinal λ
such that it is locally λ-presentable.
In case of λ = ℵ0 the corresponding terminology is (locally) finitely presentable.
In the definition above, the condition on A says that for each object C ∈ ob(C)
there is a λ-directed diagram D : I −→ C such that D(ob(I)) ⊂ A, and colimD = C
(object part). In the following, some properties of locally λ-presentable categories will be
collected.
2.2.2 Notation For any subset S ⊂ ob(C), the set S will be considered as a discrete
subcategory of C, whereas S denotes the full subcategory of C spanned by S.
In particular, if G ⊂ ob(C) is a generator 2 in C, then the subcategories G and G
respectively also are assumed to be skeletal , i.e. any two G-objects, isomorphic in G,
coincide.
2.2.3 Facts 3
(1) In a locally λ-presentable category C there exists, up to isomorphism, only a set
of λ-presentable objects. Therefore one may choose a set of representatives for all
λ-presentable objects. Any such set is denoted by
PresλC
and is considered as a full subcategory of C.
(2) A category C is locally λ-presentable iff it is cocomplete and has a strong generator
of λ-presentable objects.
(3) Every locally presentable category is complete and co-wellpowered.
In the sequel, the characterization of locally λ-presentable categories given in (2) above
is the one we will work with.
2.2.4 Notation For any small category A denote by
ContλA
the full subcategory of SetA spanned by all λ-continuous4 functors A −→ Set.
2A short note on generators can be found in the appendix.
3Cf. [AR94, 1.19/1.20/1.28/1.58].
4See appendix.
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2.2.5 Facts 5
(1) For each λ-small colimit of λ-presentable objects, the colimit object is again λ-
presentable.
(2) Let C be a locally λ-presentable category, and A = (PresλC)
op. Then C is equivalent
to ContλA, by means of the restricted Yoneda embedding
6
Yon: C −→ ContλA, X 7−→ hom(−, X)|A.
The equivalence C −→ ContλA, given in (2), will be of fundamental importance later
on. In fact, we will be able to construct an essentially algebraic description of Contℵ0A.
In order to do so, it is necessary to regard A = (Presℵ0C)
op as a certain type of closure.
2.2.6 Definition Let B be a subcategory of the λ-cocomplete category C.
(1) The full closure C(λ,B) of B in C under λ-small colimits is the smallest full, λ-
cocomplete subcategory ofC, which is closed under λ-small colimits and isomorphisms
in C and contains B. Dually, C(λ,B)op is the full closure of Bop in Cop under λ-small
limits.
(2) A (small) skeleton A of C(λ,B) is called a (small) closure of B in C under λ-small
colimits. Dually, Aop is a (small) closure of Bop in Cop under λ-small limits.
2.2.7 Remark Note that a (small) closure under λ-small (co-)limits of some subcate-
gory of C needs not to be closed under λ-small (co-)limits in C. Nevertheless, it is
λ-(co-)complete, since it is a full subcategory of C and contains representatives for each
isomorphism-class of objects in the full closure. The existence of such closures under
certain conditions will be discussed in the next section.
Given a locally presentable category, the relation between closures and dense7 subcat-
egories is the following:
2.2.8 Proposition ([GU71, 7.4]) Let C be locally λ-presentable, and G a strong gen-
erator of λ-presentable objects in C. Then any closure A of G in C under λ-small colimits
is a dense subcategory of C, whose objects are λ-presentable.
By means of this proposition, the λ-presentable objects in a locally λ-presentable
category can be represented by a small colimit closure of any strong generator in this
category:
5Cf. [AR94, 1.16/1.46].
6See also appendix.
7Cf. A.1.4.
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2.2.9 Proposition 8 Let C be locally λ-presentable, and G a strong generator of λ-
presentable objects in C. Let A be a small closure of G in C under λ-small colimits. Then
every λ-presentable object in C is isomorphic to some object in A, and A = PresλC.
Proof: By 2.2.8 A is dense and each object of A is λ-presentable. It remains to show
that each λ-presentable C-object L is isomorphic to some object in A.
(i) Since A is dense, ((A
a−→ L)a∈ob(A↓L), L) is a colimit of the canonical diagram
A ↓ L −→ C of L w.r.t. A. Observe that this diagram is λ-filtered, i.e. every subcategory
of A ↓ L with less than λ morphisms has a compatible sink in A ↓ L: Let B be a
subcategory of A ↓ L with card(morB) < λ. Since A is λ-cocomplete, a colimit of the
inclusion functor B ↪→ A ↓ L exists in A ↓ L and gives a compatible sink.
(ii) By [AR94], (1.21) a functor preserves λ-directed colimits iff it preserves λ-filtered
colimits of diagrams with small schemes.
(iii) Since A ↓ L is small and L λ-presentable, hom(L, −) preserves the canonical
colimit in (i) and therefore there exists some A
a−→ L in A ↓ L such that the identity 1L
factors through A:
A
a // L
L
g
__?
?
?
?
1L
OO
That is, L is a retract of A: a · g = 1L. In other words, (a, L) is a coequalizer of
(1A, g · a), which is a pair of A-morphisms. The closure property of A provides (c, C) in
A, being a coequalizer of (1A, g · a) in C. But then C and L have to be isomorphic, hence
L ∼= C ∈ ob(A). ¤
If C even has a regular generator 9 of λ-presentable objects, PresλC can be character-
ized as follows:
2.2.10 Proposition ([GU71, 7.6]) Let C be locally λ-presentable, and G a regular gen-
erator of λ-presentable objects in C. Then a C-object A is λ-presentable iff it is a retract
C −→ A of some coequalizer ∐
I Gi
s //
t
//
∐
J Gj
c // C
with Gi, Gj ∈ G, and card(I), card(J) < λ. If regular epimorphisms in C are stable under
composition, then A is λ-presentable iff A is a coequalizer of such a pair (s, t).
2.2.B Construction of small closures
The definition of the closure of a subcategory B in C under λ-small (co)-limits leads to
the question whether small subcategories have small closures. In this subsection, a small
8Cp. with [GU71, 7.7(a)].
9See appendix.
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closure of a small, skeletal subcategory under finite limits will be constructed10. The
reason for making explicit a construction of limit closures instead of colimit closures will
become clear in 2.2.15. The following lemma, concerning interchange of products and
equalizers in a complete category, will be useful for this construction.
2.2.11 Lemma ([HS79, 18.17]) Let I be a set, and for each i ∈ I let (Ei, ei) be an
equalizer of some pair Ai
si //
ti
// Bi . Let (A, (ai)i∈I) and (B, (bi)i∈I) be a product of the
family (Ai)i∈I and (Bi)i∈I respectively, and (E, e) be an equalizer of the pair (Πsi,Πti) =:
(s, t). Then for each i ∈ I there is a unique pi : E −→ Ei with ei · pi = ai · e such that
(E, (pi)i∈I) is a product of the family (Ei)i∈I .
2.2.12 Definition For each small subcategory B of a λ-complete category C, let
• U0 be the full subcategory of C spanned by ob(B) and a set of representatives for
all λ-small products of B-objects;
• Uk+1 be the full subcategory of C spanned by Uk and a set of representatives for
all equalizers of pairs of distinct Uk-morphisms;
and define
B̂ :=
⋃
k∈N
Uk.
2.2.13 Proposition Let B be a small, skeletal subcategory of the finitely complete cat-
egory C. Then B̂ is a small closure of B in C under finite limits.
Proof: Clearly, B̂ is small and skeletal. Therefore it remains to show that the isomor-
phism-closure A of B̂ in C is a full closure of B in C.
Firstly, observe that A is closed under equalizers in C: Let u, v : C −→ D be a pair
of A-morphisms with equalizer (E, e) in C. Then there are objects A ∼= C , B ∼= D, and
morphisms s, t : A −→ B in B̂ such that the following two squares commute:
A
s //
o
B
o
C
u // D
A
t //
o
B
o
C
v // D
Obviously, an equalizer of (s, t) in C is isomorphic to (E, e). Since Uk ⊂ Uk+1 for all
k ∈ N, there is some i ∈ N such that the pair (s, t) is contained in Ui. Now if s = t,
then (A, 1A) is an equalizer of (s, t) and A ∼= E. Otherwise, Ui+1 contains an object U ,
representing an equalizer of (s, t), and U ∼= E. Thus, E belongs to A.
10Cp. [GU71, p. 73].
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Furthermore, A is closed under finite products in C: At first, U0 contains an object
T , representing a product of the empty family (of B-objects), i.e. some terminal object
T of C is contained in the subcategories B̂ ⊂ A of C, clearly remaining terminal there.
For every finite family (Ci)i∈n, n 6= ∅, in A there exists a family (Ei)i∈n of B̂-objects
such that Ei ∼= Ci for every i ∈ n. Then the products
∏
Ei and
∏
Ci exist in C and are
isomorphic. Again there is some k ∈ N such that Uk contains the finitely many objects
Ei. By induction on k, it follows that a product of the family (Ei)i∈n exists in B̂: Clearly,
if k = 0, each Ei is a finite product of a family (Bi,j)j∈ni of B-objects. Associativity of
products shows that in C∏
i∈n
Ei =
∏
i∈n
(
∏
j∈ni
Bi,j) ∼=
∏
i∈n,j∈ni
Bi,j =
∏
(i,j)∈I
Bi,j with I :=
∐
i∈n
ni
holds, where the latter product has an isomorphic representative in U0 ⊂ B̂, hence
∏
Ei
is in A. For k > 0, each Ei is an equalizer (object) of some pair si, ti : Ai
// // Bi in
Uk−1. By induction hypothesis, representatives of the products
∏
Ai and
∏
Bi exist in
Uk−1, as well as product-induced morphisms Πsi and Πti. Now Uk ⊂ B̂ contains an
object E, representing an equalizer (object) of the pair (Πsi,Πti). By Lemma 2.2.11, E
as well represents a product of the family (Ei)i∈n, i.e. E ∼=
∏
Ei in C and E ∈ ob(B̂).
Thus, E ∼= ∏Ci, and therefore ∏Ci ∈ ob(A).
This proves that A is closed under finite limits in C, and consequently it is finitely
complete as well. Clearly, A is a full subcategory of C, closed under isomorphisms, and
satisfies B ⊂ B̂ ⊂ A. If there is another full subcategory D of C, which contains B, and is
closed under finite limits and isomorphisms in C, then it must contain U0. Furthermore,
with Uk it has to contain Uk+1 as well. Hence, by induction B̂ is contained in D, implying
that its isomorphism-closure A is contained in D, too. That is, A is the smallest such
subcategory of C. ¤
2.2.14 Remark The construction described above is defined in [GU71], but not discussed
in detail there. For arbitrary λ, it is clear by construction that each Uk is closed under
λ-small products. But this argument does not apply to the union B̂ of all those Uk: Given
a countable family (Ak)k∈N with Ak ∈ ob(Uk) \ ob(Uk−1) for each k ∈ N, then there is
no Un containing all these objects, and in general no way to construct their product in
any of the Uk. Nevertheless, the authors of [GU71] claim that this construction provides
a small closure under λ-small limits. However, in the last section of this chapter we will
give a construction of a small closure under λ-small limits, extending the construction of
B̂ by transfinite steps.
2.2.C Some special descriptions
This subsection collects several descriptions C ' ContλĜ of locally λ-presentable cat-
egories. Depending on additional properties of a strong generator G in C, we obtain
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different closures Ĝ.
2.2.15 Corollary Let G be a strong generator of finitely presentable objects in a locally
finitely presentable category C. Let Ĝ be a small closure of G in Cop under finite limits,
as defined in 2.2.12. Then C is equivalent to Contℵ0Ĝ.
Proof: By definition Cop is finitely complete and therefore Ĝ exists, since G is a small,
skeletal subcategory of Cop. Dually, (Ĝ)op is a small closure of G in C under finite colimits,
hence (Ĝ)op = Presℵ0C by 2.2.9. Now the assertion follows from 2.2.5. ¤
2.2.16 Corollary Let G be a regular generator of λ-presentable objects in a locally λ-
presentable category C. Let U2 be defined as in 2.2.12 with B = G in Cop. Then
PresλC = U
op
2 = (Ĝ)op. In particular, C is equivalent to ContλU2.
Proof: Clearly, by 2.2.5(1), each object in Uop2 is λ-presentable. Conversely, by Proposi-
tion 2.2.10 each λ-presentable object A is a retract C
r−→ A of some object C in Uop1 , i.e.
a coequalizer of (1C , s · r), where A s−→ C with r · s = 1A. Hence A ∼= A′ ∈ Uop2 , and Uop2
can be chosen as representing set PresλC. Now the equivalence follows with 2.2.5(2).
Furthermore, Uop2 ⊃ G is skeletal, and by 2.2.5(1) the isomorphism-closure of Uop2 =
PresλC is closed in C under λ-small colimits. Any other full, isomorphism-closed sub-
category B of C, closed under λ-small colimits and containing G, has to contain Uop2 as
well, and therefore its isomorphism-closure. Hence Uop2 is a small closure of G in C under
λ-small colimits, i.e. Uop2 = (Ĝ)op. ¤
2.2.17 Corollary Let G be a regular generator of λ-presentable objects in a locally λ-
presentable category C, in which regular epimorphisms are stable under composition.
Let U1 be defined as in 2.2.12 with B = G in Cop. Then PresλC = Uop1 = (Ĝ)op. In
particular, C is equivalent to ContλU1.
Proof: By Proposition 2.2.10, Uop1 can be chosen as representing set PresλC, and with
2.2.5(2) the equivalence follows. The proof of Uop1 = (Ĝ)op is exactly the same as in 2.2.16.
¤
Given a regular generator, consisting of regular projective objects, we are able to prove
that regular epimorphisms are composition-stable. Recall that an object P is (regular)
projective iff hom(P, −) preserves (regular) epimorphisms.11
2.2.18 Lemma In a category C with a regular generator of regular projective objects,
the class of regular epimorphisms is closed under composition.
Proof: Let G be a regular generator of regular projectives, and A e−→ B, B d−→ C a
pair of regular epimorphisms in C. In Set, the regular epimorphisms are precisely the
11See appendix.
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surjective functions. Then by projectivity, for each G ∈ G the maps hom(G, e), hom(G, d)
are surjective. Therefore each hom(G, d ·e) is surjective, hence d ·e a regular epimorphism,
since G is regular. ¤
Remember that a λ-ary quasivariety is a class of Σ-algebras for a λ-ary, many-sorted
signature Σ, presented by a set of implications∧
i∈I
(τi = υi) =⇒ (τ = υ),
where τi, τ, υi, υ are Σ-terms, and card(I) < λ.
12 By [AP98, Thm.2], a category C is equiv-
alent to a many-sorted, λ-ary quasivariety iff C is cocomplete and has a regular generator
G, consisting of regular projective, λ-presentable objects. In particular, these conditions
imply that λ-ary quasivarieties are locally λ-presentable. This gives the following
2.2.19 Corollary Let C be equivalent to a many-sorted, λ-ary quasivariety, with G a
regular generator of regular projective, λ-presentable objects. Let U1 be defined as in
2.2.12 with B = G in Cop. Then PresλC = Uop1 = (Ĝ)op. In particular, C is equivalent
to ContλU1.
Now the explicit construction of Ĝ in 2.2.13 reveals information about the structure
of Contℵ0Ĝ, making possible an essentially algebraic description of any locally finitely
presentable category C via the equivalences stated above. This will be done in the next
chapter, where also some generalizations to locally λ-presentable categories will be given.
If C ' 1, an essentially algebraic description can easily be found:
2.2.20 Proposition Each category C ' 1 is equivalent to the category Mod(Γ0) of
models of the empty theory Γ0 = ∅.
Proof: In case of C ' 1, we may choose G = ∅ as a minimal strong generator in
C ' Contℵ0Ĝ ' 1, which can be considered as category of models of the empty theory
Γ0 = ∅ with an empty set of sorts S = ∅ (see next section). ¤
For further reference, we note:
2.2.21 Lemma Let G be a strong generator in a category C, and let ⊥ be an initial
C-object. If C 6' 1, then H := G \ {⊥} is not empty and still a strong generator in C.
Proof: (i) Note that for every pair of C-morphisms f, g : A −→ B
hom(⊥, f) = hom(⊥, g) : hom(⊥, A) = {!A} // hom(⊥, B) = {!B} ,
and hom(⊥, f) is obviously bijective.
12For more details confer the appendix.
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(ii) H 6= ∅: If G = {⊥}, then ⊥ is a strong generator in C. Then by (i) for any pair
(A,B) of C-objects either hom(A,B) = ∅ or hom(A,B) ∼= 1 and A ∼= B. Furthermore,
since each hom(⊥, A) 6= ∅, this would lead to A ∼= ⊥ for any C-object A, hence C ' 1, in
contradiction to the assumption. Similarly, G = ∅ leads to C ' 1.
(iii) H is a strong generator:
• If hom(G, f) = hom(G, g) holds for each G ∈ H, then by (i) this holds as well for
each G ∈ G, hence f = g follows.
• If hom(G, f) is bijective for each G ∈ H, then by (i) it is as well bijective for each
G ∈ G, hence f is an isomorphism.
¤
2.3 Essentially algebraic theories and their models
Let S be a set, called set of sorts , and Σ an S-sorted, finitary signature, i.e. a set Σ of
operation symbols together with an arity function ar : Σ −→ S∗, where S∗ denotes the set
of all finite sequences of elements of S, and the empty sequence is not contained in the
image of ar. As usual, for each σ ∈ Σ we write
σ : s1 × · · · × sn −→ s iff ar(σ) = s1 . . . sns.
If n = 0, σ : −→ s is a nullary operation symbol, i.e. a constant , of sort s. A partial
algebra A of signature Σ consists of an S-sorted underlying set |A| = (As)s∈S, and a family
(σA)σ∈Σ of partial operations , where for each operation symbol σ of arity s1×· · ·×sn −→ s,
σA : As1 × · · · × Asn Y−→ As
is a partial map (for n = 0 this is σA : 1 Y−→ As, with 1 = {1} ∈ ob(Set)). For each
partial algebra A, the domain of definition of such σA is the subset
dom(σA) ⊂ As1 × · · · × Asn
of all n-tuples (a1, . . . , an) with σ
A(a1, . . . , an) being defined. Note that for n = 0 one has
dom(σA) ⊂ 1. Clearly, σA : dom(σA) −→ As is a function. If dom(σA) = As1 × · · · × Asn ,
then σA is called a total operation.
A homomorphism f : A −→ B between partial algebras A,B is an S-sorted map
(fs)s∈S : |A| −→ |B| satisfying, for each operation symbol σ : s1 × · · · × sn → s in Σ,
(a) (a1, . . . , an) ∈ dom(σA) =⇒ (fs1(a1), . . . , fsn(an)) ∈ dom(σB);
(b) fs
(
σA(a1, . . . , an)
)
= σB (fs1(a1), . . . , fsn(an)), for all (a1, . . . , an) ∈ dom(σA);
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i.e. f is a homomorphism iff for each σ : s1×· · ·× sn −→ s there is a commutative square
dom(σA)
fs1×···×fsn //
σA
²²
dom(σB)
σB
²²
As
fs // Bs
in Set.13 Note that for σ : −→ s either σA ∈ As or σA is not defined.
As usual, for an S-sorted set of standard variables V = (Vs)s∈S the set TΣ(V ) of terms
is the smallest S-sorted set such that
(a) each variable xs ∈ Vs is a term of sort s;
(b) for each σ : s1 × · · · × sn −→ s ∈ Σ, and terms τi, i ∈ n, of sort si, σ(τ1, . . . , τn) is a
term of sort s.
Note that σ : −→ s is also a term of sort s. For any collection of standard variables
xj ∈ Vsj , j ∈ J , denote by {xj : J} the S-sorted set with
{xj : J}s = {xj | j ∈ J} ∩ Vs
for each s ∈ S.
An equation in standard variables xj ∈ Vsj , j ∈ J , is a formal expression τ = υ with
τ, υ a pair of terms of the same sort in TΣ({xj : J}). If there is some Ω ⊂ Σ such that
τ, υ ∈ (TΩ({xj : J})s for some standard variables xj and s ∈ S, we say that τ = υ is an
Ω-equation (in standard variables xj).
For each term τ of sort s in TΣ({xj : J}), xj ∈ Vsj standard variables, and each partial
algebra A, denote for elements aj ∈ Asj , j ∈ J , by
τA[(aj)j∈J ] (2.2)
the expression obtained by substituting xj 7→ aj, and σ 7→ σA for each operation symbol
σ occurring in τ . This is an element in As, provided each σ
A occurring in τA[(aj)j∈J ] is
defined by means of the substitution xj 7→ aj. Then we say that the term τ is defined
in the elements (aj)j∈J , or shortly that τA[(aj)j∈J ] is defined. Note that for J = ∅, and
s ∈ S, we have τ ∈ TΣ(∅)s iff τ = σ : −→ s, and τA[1] = σA = σA(1) for 1 ∈ 1 =
∏
∅.
Now satisfaction of an equation is defined as follows: A partial algebra A satisfies an
equation τ = υ in the elements aj ∈ Asj , j ∈ J provided both τA[(aj)j∈J ] and υA[(aj)j∈J ]
are defined and equal. Similarly, A satisfies an equation τ = υ provided for any aj ∈ Asj ,
j ∈ J
τA[(aj)j∈J ] = υA[(aj)j∈J ], whenever both sides are defined.
13There are several kinds of homomorphisms between partial algebras, see [Bur86]. This is the weakest
one, but it will be sufficient here to consider only this type.
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Note that an equation contains only finitely many standard variables, which easily follows
by induction on the depth of the terms. Therefore, it can be assumed that J is finite. For
J = ∅, A satisfies an equation τ = υ in the (single) element 1 ∈ 1 = ∏∅ iff A satisfies
τ = υ.
2.3.1 Remark In generalization of this, an S-sorted, λ-ary signature is a set Σ with
arity function ar : Σ −→ ⋃κ<λ(Sκ × S), i.e. each operation symbol σ has arity ar(σ) =
((si)i∈κ, s), written as σ :
∏
i∈κ si −→ s, with some cardinal κ < λ. With the obvi-
ous modifications partial algebras, homomorphisms, terms, equations, and satisfaction of
equations are defined. Here each equation contains less than λ standard variables, and it
can be assumed that card(J) < λ for indexing sets J .
2.3.2 Definition
(1) An essentially algebraic, finitary (λ-ary, resp.) theory is a quadruple
Γ = (Σ,≤, E , def)
where
• Σ is an S-sorted, finitary (λ-ary, resp.) signature;
• ≤ is a well-ordering of Σ;
• E is a set of equations in the signature Σ;
• def is a function, assigning to each σ ∈ Σ, σ : s1×· · ·×sn −→ s (σ :
∏
i∈κ si −→ s,
resp.), and
↓ σ := {ρ ∈ Σ | ρ < σ},
a finite set (a set of cardinality < λ, resp.) def(σ) of (↓ σ)-equations in standard
variables xi ∈ Vsi , i ∈ n (i ∈ κ, κ < λ, resp.).
(2) A model of an essentially algebraic theory Γ = (Σ,≤, E , def) is a partial algebra A of
signature Σ such that
(a) for each σ ∈ Σ with σ : ∏i∈I si −→ s and any ai ∈ Asi , i ∈ I,
(ai)i∈I ∈ dom(σA) iff A satisfies all equations
of def(σ) in the elements
ai ∈ Asi , i ∈ I
(where I = n if Γ is finitary, and I = κ, κ < λ if it is λ-ary);
(b) A satisfies all equations of E .
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The category of all models of a theory Γ and homomorphisms between them is denoted
by Mod(Γ). An essentially algebraic description of a category C is an equivalence of
categories C ' Mod(Γ), with Γ an essentially algebraic theory. Such a description is
called λ-ary if the respective theory is λ-ary.
2.3.3 Remark (i) Note that for each σ ∈ Σ with def(σ) = ∅, and each partial algebra
A, the operation σA is everywhere defined, since there are no equations to be satisfied.
Also, if def(σ) contains only trivial equations like x1 = x1, σ
A is actually a total operation.
Nevertheless, we will call σ ∈ Σ a total operation symbol iff def(σ) = ∅. Otherwise, σ is
called a partial operation symbol, even though σA may be a total operation.
(ii) The smallest element σ0 ∈ Σ w.r.t. ≤ does not necessarily satisfy def(σ0) = ∅,
although ↓ σ0 = ∅, since T∅({xi : n}) = {x1, . . . , xn}, so def(σ0) may contain equations
like x1 = x2, x3 = x7, etc.
(iii) For nullary operation symbols σ : −→ s, condition (a) in Definition 2.3.2 is to be
understood as follows: 1 = dom(σA) iff A satisfies all equations of def(σ) in the (single)
element 1 ∈ 1, i.e. iff A satisfies all equations of def(σ). Note that for σ : −→ s the set
def(σ) contains only equations consisting of nullary operations.
The structure of such a theory is somehow “hierarchical”, in the sense that the domain
of definition of each operation is constituted by equations of terms, only being made up
of operations preceding this operation w.r.t. ≤. This has interesting consequences:
2.3.4 Lemma If A,B are models of the essentially algebraic, finitary theory Γ, then an
S-sorted map f : |A| −→ |B| is a homomorphism A −→ B iff for each σ : s1×· · ·×sn −→ s
in Σ, ai ∈ Asi
fs
(
σA(a1, . . . , an)
)
= σB (fs1(a1), . . . , fsn(an))
whenever both sides are defined.
Proof: It suffices to show that the condition above implies
(a1, . . . , an) ∈ dom(σA) =⇒ (fs1(a1), . . . , fsn(an)) ∈ dom(σB)
for each σ : s1 × · · · × sn −→ s in Σ. This follows inductively:
If ↓ σ = ∅, def(σ) is either empty, or contains equations of the form xi = xj
with standard variables xi, xj of the same sort si = sj = s. The first case is triv-
ial, since dom(σA) =
∏
Asi and dom(σ
B) =
∏
Bsi . In the second case, (a1, . . . , an) ∈
dom(σA) is equivalent to ai = aj for those i, j, which implies fs(ai) = fs(aj), and finally
(fs1(a1), . . . , fsn(an)) ∈ dom(σB).
Now let
(b1, . . . , bm) ∈ dom(ρA) =⇒ (ft1(b1), . . . , ftm(bm)) ∈ dom(ρB)
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hold for each ρ < σ, ρ : t1 × · · · × tm −→ t, and let (a1, . . . , an) ∈ dom(σA). Then for each
equation τ = υ in def(σ)
τA[(ai)i∈n] and υA[(ai)i∈n]
are defined and equal, say in At, t ∈ S. Induction on the depth of terms shows that
τB[(fsi(ai))i∈n] and ft(τ
A[(ai)i∈n])
are defined and equal: If τ ≡ xj for some j ∈ {1, . . . , n}, sj = t, then τA[(ai)i∈n] = aj and
clearly
τB[(fsi(ai))i∈n] = fsj(aj) = ft(τ
A[(ai)i∈n])
is defined.
If τ is of the form τ ≡ ρ(τ1, . . . , τm) with ρ ∈ ↓ σ, ρ : t1 × · · · × tm −→ t, and terms τi,
then
(τA1 [(ai)i∈n], . . . , τ
A
m[(ai)i∈n]) ∈ dom(ρA)
is defined. By induction hypothesis,
(τB1 [(fsi(ai))i∈n], . . . , τ
B
m[(fsi(ai))i∈n])
is defined and equal to
(ft1(τ
A
1 [(ai)i∈n]), . . . , ftm(τ
A
m[(ai)i∈n])).
Since ρ < σ,
(ft1(τ
A
1 [(ai)i∈n]), . . . , ftm(τ
A
m[(ai)i∈n])) ∈ dom(ρB),
and therefore
(τB1 [(fsi(ai))i∈n], . . . , τ
B
m[(fsi(ai))i∈n]) ∈ dom(ρB)
as well. Moreover, by hypothesis on f it follows
τB[(fsi(ai))i∈n] = ρ
B (τB1 [(fsi(ai))i∈n], . . . , τBm[(fsi(ai))i∈n])
= ρB(ft1(τ
A
1 [(ai)i∈n]), . . . , ftm(τ
A
m[(ai)i∈n]))
= ft(ρ
A(τA1 [(ai)i∈n], . . . , τ
A
m[(ai)i∈n]))
= ft(τ
A[(ai)i∈n]),
where each part of this equation is defined.
Similarly, υB[(fsi(ai))i∈n] is defined and equal to
ft(υ
A[(ai)i∈n]) = ft(τA[(ai)i∈n]),
hence
τB[(fsi(ai))i∈n] = υ
B[(fsi(ai))i∈n]
and both are defined, implying that (fs1(a1), . . . , fsn(an)) ∈ dom(σB). ¤
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2.3.5 Remark Similarly, Lemma 2.3.4 holds as well for λ-ary theories, since obviously
the proof does not depend on the arity.
2.3.6 Lemma Let Γ be an essentially algebraic, finitary theory, and denote the canon-
ical forgetful functor by |−| : Mod(Γ) −→ SetS. Then |−| has a left adjoint, reflects
isomorphisms, and preserves directed colimits.
Proof: Since Γ is “hierarchical” in the sense of [Rei87], by Theorem 2.4.2 of [Rei87], |−|
reflects isomorphisms. Furthermore, by [Rei87, 3.5.6], |−| has a left adjoint F : SetS −→
Mod(Γ), assigning to each S-sorted set X = (Xs)s∈S the partial algebra FX, freely
generated by the S-sorted system
⋃
s∈S Xs −→ S of variables with Xs 3 x 7→ s (see
[Rei87, 3.2.4]).
Examination of the proof of Theorem 3.36 in [AR94] shows that |−| preserves directed
colimits:14 Mod(Γ) is a subcategory of PAlgΣ (category of partial algebras in the sig-
nature Σ and homomorphisms) closed under directed colimits. If we denote by Σ∗ the
relational signature defined by
σ∗ = (s1, . . . , sn, s) ∈ Σ∗ iff (σ : s1 × · · · × sn −→ s) ∈ Σ,
then PAlgΣ is a subcategory of RelΣ∗ (category of relational structures of type Σ∗ and
homomorphisms), closed under directed colimits. Finally, by Lemma 3.2.3 of [Dzi02], the
canonical forgetful functor RelΣ∗ −→ SetS preserves directed colimits. ¤
2.4 Coalgebras and Σ-trees
This section introduces F -coalgebras for an endofunctor F : C −→ C. In case of polyno-
mial functors on Set corresponding to some signature Σ, this naturally entails the concept
of a Σ-tree. On the one hand, the set of all Σ-trees together with a particular dynamic
is a terminal object in the resulting category CoalgΣ. On the other hand, each Σ-tree
gives rise to a Σ-coalgebra, and the set of these coalgebras is a multifree on one generator
in CoalgΣ.
For C a category, and F : C −→ C an endofunctor on C, the well-known category
Coalg(F) of F -coalgebras and homomorphisms is defined as follows: Objects are pairs C =
(C,αC), with C ∈ ob(C) and αC : C −→ FC a C-morphism, called dynamic. Morphisms
f : C −→ D are C-morphisms f : C −→ D, making the square
C
f //
αC
²²
D
αD
²²
FC
Ff
// FD
14This statement can also be found [Rei87, 4.1.5], giving an explicit construction for colimits of ω-chains,
and leaving the general case to the reader.
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commute in C. Denote by V : Coalg(F) −→ C the canonical forgetful functor with
V C = C and V f = f . The functor V creates (and hence reflects) all colimits, and those
limits which are preserved by F .15 In particular, if C is cocomplete, then Coalg(F) is as
well, and V preserves colimits.16
A (bounded) signature is a non-empty set Σ, together with an arity-function |−| : Σ −→
λ, where λ is a (regular) cardinal.17 ProvidedC has products and coproducts, F : C −→ C
is called polynomial if there is some signature Σ such that F is of the form
F (−) =
∐
σ∈Σ
(−)|σ|.
For a given Σ we call such F the polynomial C-endofunctor corresponding to Σ. For
C = Set this is
HΣ : Set −→ Set, HΣ(−) =
∐
σ∈Σ
(−)|σ| ∼=
∐
σ∈Σ
{σ} × (−)|σ|, (2.3)
andHΣ-coalgebras are shortly called Σ-coalgebras . Moreover, the category of Σ-coalgebras
is denoted by CoalgΣ := Coalg(HΣ), and the forgetful functor by VΣ : CoalgΣ −→ Set.
In [DP04], the authors present an algebraic description18 of CoalgΣ, using Σ-trees, which
turn out to be a useful tool:
2.4.1 Definition For a cardinal λ let λ∗ be the set of all finite sequences i1 . . . ik with
ij ∈ λ, and ² denote the empty sequence (). A Σ-tree (or Σ-labelled tree, cp. [AP04]) is a
partial mapping t : λ∗ −→ Σ, whose domain of definition Def t satisfies
(T1) ² ∈ Def t, and uv ∈ Def t, u, v ∈ λ∗ implies u ∈ Def t;
(T2) if w ∈ Def t, then for all j < λ: wj ∈ Def t iff j < |t(w)|.
For each Σ-tree t one can define subtrees of t in an obvious way: Define, for each
w ∈ Def t, a tree t(w−) by
v ∈ Def t(w−) iff wv ∈ Def t, and t(w−)(v) := t(wv),
i.e. t(w−) is the subtree of t starting at w.
Every element c ∈ C of a Σ-coalgebra C = (C,αC) generates a Σ-tree tc via iterative
application of αC:
15Cf. [Por01] or [Rut00].
16See [AHS90, 13.17 et sqq.].
17Coherence with the former notion of signature will be discussed in the appendix.
18This description will be introduced in Section 4.1.
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2.4.2 Definition Let C = (C,αC) be a Σ-coalgebra, and c ∈ C. We write pi(αC(c)) = σ
iff αC(c) = (σ, (cj)j<|σ|). Define inductively the tree tc generated by c, and elements cw ∈ A
for all w ∈ Def tc:
(D1) ² ∈ Def tc, tc(²) := pi(αC(c)), and c² := c.
(D2) For v ∈ λ∗, k < λ let
w = vk ∈ Def tc :⇐⇒
{
v ∈ Def tc, and
k < |pi(αC(cv))|.
In this case, cw is defined by αC(cv) =: (σ, (cvj)j<|σ|), i.e. cw = cvk is the correspond-
ing entry in αC(cv), and
tc(w) := pi(αC(cw)) = tcw(²).
By definition we have (cw)v = cwv for v, w ∈ λ∗. In fact, tc is a Σ-tree:
T1: Suppose uv ∈ Def tc. We prove u ∈ Def tc by induction on the length of v: In case
of v = ² were are done, otherwise let v =: v′k with k < λ, v′ ∈ λ∗. Then condition
(D2) implies uv
′ ∈ Def tc, and u ∈ Def tc follows by induction hypothesis.
T2: For v ∈ Def tc, cv is defined, therefore vj ∈ Def tc iff j < |pi(αC(cv))| = |tc(v)|.
Let TΣ denote the set of all Σ-trees , and define a dynamic θ : TΣ −→ HΣTΣ by
θ(t) := (t(²), (t(j−))j<|t(²)|) ∈ HΣTΣ, (2.4)
where the trees t(i−) are maximal proper subtrees of t. Then TΣ := (TΣ, θ) is a terminal
coalgebra, i.e. a terminal object in CoalgΣ, and the unique homomorphism !C : C −→ TΣ
maps each c ∈ C to tc ∈ TΣ:
2.4.3 Proposition ([DS04]) TΣ := (TΣ, θ) with θ as in (2.4) is a terminal object in
CoalgΣ, and for each Σ-coalgebra C the unique morphism is
!C : C −→ TΣ, c 7→ tc,
with tc as defined in 2.4.2.
Proof: (i) Existence: Suppose C = (C, αC) is a Σ-coalgebra. Define
h : C −→ TΣ, c 7−→ tc,
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tc as in Definition 2.4.2. We claim that h is a morphism (C, αC) −→ (TΣ, θ). Consider
c Â h //_
αC
²²
tc_
θ
²²
(σ, (cj)j<|σ|) Â
HΣh
// (σ, (tcj)j<|σ|)
?
= (tc(²), (tc(j−))j<|tc(²)|).
(D1) implies tc(²) = σ, therefore it remains to show
tcj = tc(j−) for all j < |σ|. (2.5)
Let j < |σ|, and consider w ∈ λ∗ such that w ∈ Def tcj and jw ∈ Def tc, i.e. w ∈ Def tc(j−).
Since jw ∈ Def tc, cjw is defined, and (D2) implies
tc(jw) = pi(αC(cjw)) = pi(αC((cj)w)).
Now (D2), applied to cj, gives tcj(w) = tc(jw), since w ∈ Def tcj . So equation (2.5) holds
as long as both sides are defined. We show by induction on the length of w ∈ λ∗:
w ∈ Def tcj ⇐⇒ jw ∈ Def tc.
For ² we are done, and considering w = vk ∈ λ∗, k < λ, one gets:
vk ∈ Def tcj ⇐⇒ v ∈ Def tcj , k < |pi(αC((cj)v))| by (D2)
⇐⇒ jv ∈ Def tc, k < |pi(αC((cjv))| by ind. hypothesis
⇐⇒ jvk ∈ Def tc again by (D2).
Therefore equation (2.5) holds, and h : (C, αC) −→ (TΣ, θ) is a morphism.
(ii) Uniqueness: Now let f : (C, αC) −→ (TΣ, θ) be an arbitrary morphism, c ∈ C and
t := f(c). First we prove that w ∈ S := Def t ∩ Def tc satisfies the following equations:
(a) f(cw) = t(w−) and
(b) t(w) = pi(αC(cw)).
ad (a): Induction on the length of w ∈ S. In case w = ² we have f(c²) = f(c) = t =
t(−). Suppose wk ∈ S, then (T1) implies w ∈ S, hence f(cw) = t(w−) by hypothesis.
With αC(cw) = (σ, (cwj)j<|σ|) we have
(σ, (f(cwj))j<|σ|) = HΣf · αC(cw) = θ · f(cw) = θ(t(w−)), (2.6)
since f is a morphism; then t(w) = t(w−)(²) = σ holds by definition of θ. Also, wk ∈ Def t
implies k < |σ| by (T2), so f(cwk) = (t(w−))(k−) = t(wk−) follows from (2.4) and (2.6).
2.4. Coalgebras and Σ-trees 23
ad (b): Suppose w ∈ S. Since f is a morphism, (a) implies:
pi(αC(cw)) = pi(HΣf · αC(cw))
= pi(θ · f(cw))
(a)
= pi(θ(t(w−))) = t(w−)(²) = t(w).
Now we are able to show by induction:
Def t = Def tc.
Clearly, ² ∈ S, and:
wk ∈ Def t ⇐⇒ w ∈ Def t, k < |t(w)| by (T2)
⇐⇒ w ∈ Def tc, k < |tc(w)| by ind. hyp. and (b)
⇐⇒ wk ∈ Def tc again by (T2).
Finally, since (b) and (D2) imply
t(w) = pi(αC(cw)) = tc(w) for all w ∈ Def t = Def tc,
we conclude t = tc. Thus, h(c) = f(c) for all c ∈ C. ¤
2.4.4 Remark The construction of a terminal object in CoalgΣ is known long ago, see
e.g. [AK95]. The preceding proposition, published in [DS04], just presents a new, direct
proof of this fact, which is quite simple, for it is based only on induction. Also, it makes
explicit the role played by the tree coalgebras.
Furthermore, by [AP04] every Σ-tree t ∈ TΣ defines a coalgebra
At := (Def t, αt), with αt(w) = (t(w), (wj)j<|t(w)|). (2.7)
Note that, by means of the dynamic αt, ² ∈ Def t generates the tree t, i.e. !At(²) = t² = t.19
The set of all these tree-coalgebras is multifree on one generator 20, i.e.:
2.4.5 Proposition ([AP04, 2.4]) For every Element c ∈ C of each Σ-coalgebra C =
(C,αC) there exists a unique Σ-tree t ∈ TΣ, and a uniquely determined homomorphism
h : At −→ C with h : ² 7→ c. In fact, t is determined by t = !C(c) = tc.
Moreover, using this it is shown in [AP04] that the set {At | t ∈ TΣ} is a strong
generator of finitely presentables. Thus, CoalgΣ is locally finitely presentable, for it
is clearly cocomplete. An important and useful consequence of Proposition 2.4.5 is the
following
19In fact, the map Def t −→ TΣ, w 7−→ t(w−), is clearly a homomorphism At −→ TΣ, mapping ² to
t(²−) = t.
20See 4.2.7.
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2.4.6 Corollary For all trees t, and for all coalgebras C, there is a bijection
hom(At,C) ∼= {c ∈ C | tc = t} = !−1C [t],
via evaluation h 7→ h(²) at the empty sequence.
Proof: Let C be a Σ-coalgebra, and t ∈ TΣ. Since !C(c) = tc for each c ∈ C by 2.4.5, the
equality of {c ∈ C | tc = t} and !−1C [t] is obvious. Moreover, for each c ∈!−1C [t] ⊂ C there
is a uniquely determined h ∈ hom(At,C) with h(²) = c. Thus, the map
hom(At,C) −→!−1C [t], h 7→ h(²)
is the desired bijection. ¤
Chapter 3
Essentially algebraic theories of
locally finitely presentable categories
We start this chapter with two examples, considering the locally finitely presentable cat-
egories Cat and Pos respectively. For these two categories intuitive, essentially algebraic
descriptions are already known. They will act as leading examples, and be compared with
the general description in the last section.
3.0.1 Example Consider the category Cat of small categories and functors between
them. By [GU71, 7.2(d)], Cat is locally finitely presentable, and the category
• −→ • = 2
is a finitely presentable, strong generator in C. Then it is easy to see that objects in Cat
can be described as 4-tuples (A, c, d, γ), where
• A is a set,
• d, c : A −→ A are unary operations,
• A× A ⊃ dom(γ) γ−→ A is a binary, partial operation with
dom(γ) = {(x, y) ∈ A× A | c(x) = d(y)};
subject to the following equations:
1. d(d(x)) = c(d(x)) = d(x), c(c(x)) = d(c(x)) = c(x);
2. d(γ(x, y)) = d(x), c(γ(x, y)) = c(y);
3. γ(d(x), x) = x = γ(x, c(x));
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4. γ(x, γ(y, z)) = γ(γ(x, y), z);
for all x, y, z ∈ A. Obviously, interpreting A as a set of morphisms, this is just the object-
free definition of a small category, where c, d are the usual codomain/domain operations,
and γ(x, y) = y · x is the composition of morphisms. Furthermore, homomorphisms
between these partial algebras correspond to functors between the respective categories.
Altogether, we may regard Cat as the category of models of an essentially algebraic,
finitary theory ∆Cat, indicated by the description of models above.
3.0.2 Example In the category Pos of partially ordered sets and monotone functions,
the 2-chain 2| is a dense (and therefore strong) generator.1 Moreover, Pos is locally finitely
presentable, and 2| is finitely presentable.2 Now by [Por93, 3.11], posets can be described
as 6-tuples (A, c, d, γ, φ, ψ), where
• A is a set,
• d, c : A −→ A are unary operations,
• A× A ⊃ dom(γ) γ−→ A is a binary, partial operation with
dom(γ) = {(x, y) ∈ A× A | c(x) = d(y)};
• A× A ⊃ dom(ϕ) ϕ−→ A is a binary, partial operation with
dom(ϕ) = {(x, y) ∈ A× A | c(x) = c(y) ∧ d(x) = d(y)};
• A× A ⊃ dom(ψ) ψ−→ A is a binary, partial operation with
dom(ψ) = {(x, y) ∈ A× A | c(x) = d(y) ∧ c(y) = d(x)};
subject to the following equations:
1. d(d(x)) = c(d(x)) = d(x), c(c(x)) = d(c(x)) = c(x);
2. d(γ(x, y)) = d(x), c(γ(x, y)) = c(y);
3. ϕ(x, y) = x, ϕ(x, y) = y;
4. ψ(x, y) = x, ψ(x, y) = y;
1Cf. [Por93, 2.10].
2See e.g. [AR94] or [Dzi02].
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for all x, y ∈ A. Here A is interpreted as the order relation ≤P= {(u, v) ∈ P ×P | u ≤ v}
of some poset P , and each x ∈ A corresponds to some (u, v) ∈≤P . In this case d(x)
corresponds to (u, u), and c(x) to (v, v). Similarly, if y corresponds to (v, w), then γ(x, y)
to (u,w), hence γ describes transitivity: (u ≤ v ∧ v ≤ w) ⇒ u ≤ w. Since a poset is
just a skeleton of a small category, in which any hom-set contains at most one element,
the resemblance of this description to the first one becomes evident. Being a skeleton is
imposed by ψ, and the hom-set condition by ϕ. Finally, homomorphisms between these
partial algebras correspond to monotone functions between the respective posets. Again,
similar to Example 3.0.1, this is an essentially algebraic description of Pos: Denote the
theory indicated by the model description above by ∆Pos. Then Pos is equivalent to
Mod(∆Pos).
3.1 The essentially algebraic theory ΓC
In this section we present a construction, providing for each locally finitely presentable
category C an essentially algebraic, finitary theory ΓC, for which C ' Mod(ΓC) will
be shown in the next section. The idea is the following: We fix a strong generator G of
finitely presentables in C, giving the set of sorts. Further, we take a small closure A of G
in Cop under finite limits, and choose for each A-object A a standard representation, i.e.
a monomorphism A −→ Π(α) in A into some finite product Π(α) of G-objects. Now the
(partial) operation symbols of ΓC are indexed by equalizer diagrams ε : I −→ A: For each
such diagram ε with equalizer object E in A, and each morphism f : E −→ G in A, we
define a (partial) operation symbol fε, whose arity is given by the standard representation
E
m−→ Π(α) of E, i.e. by the G-objects in the product Π(α). If m is an identity, then
fα = fε is a total operation symbol. Furthermore, the equations in each def(fε) are given
by operations induced by the parallel pair ε of morphisms.
In the following, let C be a locally finitely presentable category with a fixed strong
generator of finitely presentable objects in C. As above, G is considered as a discrete
subcategory of C.
3.1.1 Convention In the following, unless anything different is explicitly mentioned, it
is always assumed that C 6' 1, and that G does not contain an initial C-object ⊥. This
is possible by Lemma 2.2.21, which also implies G 6= ∅.
Note that the case C ' 1 is treated separately in 2.2.20.
3.1.2 Notation (i) Define
A := Ĝ =
⋃
k∈N
Uk and S := G,
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where Ĝ is the small closure of G in Cop under finite limits, constructed in 2.2.13. Note
that A is small and skeletal, so each finite diagram D in A has a unique limit in A.
(ii) Let T be the terminal object in A, i.e. a fixed, chosen initial object ⊥ of C, and
for every n ∈ N, n > 0, and each α : n −→ S denote by(
Π(α)
pii−→ α(i)
)
i∈n
the product of the α(i)’s in A; i.e. Π(α) ∈ ob(U0) ⊂ ob(A) represents the limit object
of the (discrete) diagram α in A, and (pii)i∈n is the corresponding limit source in A.
Similarly, for α′ : n′ −→ S, α′′ : n′′ −→ S, and so on, we denote the product sources by
(pi′i), (pi
′′
i ), and so on.
(iii) Let I be the category
0• a //
b
// •1
and for every ε : I −→ A denote by
E
e // ε(0)
εa //
εb
// ε(1)
the representing equalizer of ε in A, i.e. E ∈ ob(A) and (E, e) = lim(ε) = eq(εa, εb).
Similarly, (E ′, e′), (E ′′, e′′), and so on, denotes an equalizer of ε′, ε′′, and so on.
3.1.3 Remark Since A is skeletal, each diagram α : n −→ S and ε : I −→ A respectively
has exactly one limit object Π(α) and E respectively in A. On the other hand, it might
happen that Π(α) = Π(α′) for some α′ : n′ −→ S, α′ 6= α, or E = E ′ for ε′ : I −→ A,
ε′ 6= ε.
3.1.4 (Standard representation of A-objects) Any object A in A can be regarded
as a subobject of some product of S-objects: A represents an equalizer object of some pair
of morphisms, whose domain itself represents an equalizer of another pair of morphisms,
and so on. By construction of A, after finitely many steps this process leads to a pair of
morphisms with domain in U0. That is, for each A-object A there is at least one path of
regular monomorphisms, ending in a product of S-objects, and documenting the relevance
of A in the closure A. Although there might exist many different such paths, we may
choose for each A-object a standard “address” in A:
(i) Choose for each U0-object A a distinguished standard description α : n −→ S with
Π(α) = A. In case of A = G ∈ S this shall be 1 −→ S with 1 7→ G, and for the terminal
object T ∈ ob(U0) choose the empty map 0 −→ S.
(ii) Choose for each A ∈ ob(A) inductively a distinguished standard representation
A
m−→ Π(α), i.e. monomorphism m from A to some object in U0, which itself has a
standard description as a product Π(α) of S-objects:
Let k be the smallest index such that A ∈ ob(Uk).
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• If k = 0, A is an object in U0 with standard description α : n −→ S, Π(α) = A.
Therefore choose m = 1A : A −→ Π(α).
• For k > 0 there is at least one pair of distinct Uk−1-morphisms of which A is an
equalizer object, since A 6∈ ob(Uk−1), and Uk is a small closure of Uk−1 under
equalizers. Therefore, choose some faithful ε : I −→ A with ε(0), ε(1) ∈ ob(Uk−1)
such that (A, e) = lim(ε) for some equalizer morphism e. By induction hypothesis,
ε(0) has a chosen standard representation ε(0)
p−→ Π(α), so m := p · e : A −→ Π(α)
shall be the standard representation of A.
Note that the choice of ε with εa 6= εb is possible since each object in ob(Uk) \ ob(Uk−1)
represents at least one equalizer of a pair of distinct morphisms, whereas “equalizers”
of non-faithful ε are already represented by objects in Uk−1. In this sense, choice of a
standard representationm for each object A entails choice of a standard functor ε : I −→ A
such that (A, e) = lim(ε) and m factors as m = p · e: For k = 0 choose ε ≡ Π(α) = A, if
α : n −→ S is the standard description for A, and for k > 0 this is done above. Note also
that each standard representation is a composition of finitely many regular monomorphism
in A, hence a composition of finitely many regular epimorphisms in C.
3.1.5 (Table of notation) In the following, with each functor ε : I −→ A a lot of
notations arise, being necessary in many proofs. In order to simplify reading and un-
derstanding we standardize these notations, and so with each ε we will always have the
following diagram in mind:
E
e // ε(0)
εa //
εb
//
p
²²
d
||xx
xx
xx
xx
aj
½½5
55
55
55
55
55
55
55
55
55
55
55
55
55
bj
½½5
55
55
55
55
55
55
55
55
55
55
55
55
55
ε(1)
q
²²
δ(0)
r
""F
FF
FF
FF
F
δb||zz
zz
zz
zzδa
||zz
zz
zz
zz
δ(1) Π(α)
pii
²²
Π(β)
ρj
²²
α(i) (i∈n) β(j) (j∈m)
(3.1)
where:
• ε(0) ∈ ob(Uk) \ ob(Uk−1) and δ : I −→ Uk−1 ⊂ A for some k > 0, or ε(0) = Π(α) ∈
ob(U0), δ ≡ Π(α);
• (E, e) = lim(ε) (in A), and (ε(0), d) = lim(δ) (in A);
• p, q, r are standard representations, and r · d = p;
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• aj := ρj · q · εa, bj := ρj · q · εb for all j ∈ m;
• m := p · e is not necessarily a standard representation;
• α : n −→ S, β : m −→ S are standard descriptions for the objects Π(α), Π(β), and
(pii), (ρj) are product sources;
• always m > 0, i.e. m 6= ∅, since otherwise ε(1) q−→ T would imply q · εa = q · εb
with q monic, in contradiction to εa 6= εb; and
• if ε is constant with value A, then (E, e) := (A, 1A).
Similarly, the notations corresponding to functors ε′, ε′′, and so on, are the same as above
with ′, ′′, and so on, added. Henceforth, unless anything else is said, the use of letters
occurring in diagram (3.1) implies their meaning described above.
3.1.6 (Description of the signature) (i) Define a set Σt of total operation symbols:
For every α : n −→ S (not necessarily standard), and every morphism Π(α) f−→ G ∈
mor(A) with G ∈ S, let fα be an operation symbol of arity
fα : α(1)× · · · × α(n) −→ G (3.2)
and let Σt := {fα | n α−→ S,Π(α) f−→ G,G ∈ S}. Note that a morphism A f−→ G
with A = Π(α) = Π(α′), and α : n −→ S, α′ : n′ −→ S two different diagrams, induces
two total operations fα : α(1) × · · · × α(n) −→ G and fα′ : α′(1) × · · · × α′(n′) −→ G of
different arity. Morphisms G′
f−→ G in Gop correspond to unary operations fG′ := fα
with α : 1 −→ S, 1 7→ G′. Of course, for n = 0, fα in (3.2) is understood as a nullary
operation fα : −→ G, i.e. as a constant of sort G.
(ii) Next define sets Σk of partial operation symbols: For every faithful ε : I −→ A,
and every E
f−→ G ∈ mor(A), G ∈ S, let
fε : α(1)× · · · × α(n) −→ G,
be a partial operation symbol (where of course E, e, ε(0)
p−→ Π(α), α : n −→ S as in
(3.1)). Then let
Σ0 := {fε | ε(0) ∈ ob(U0)}
and
Σk := {fε | ε(0) ∈ ob(Uk) \ ob(Uk−1)}
for k ∈ N>0. Note that a morphism A f−→ G, with A = E = E ′ the limit object of two
different diagrams ε, ε′ : I −→ A, induces two partial operations fε and fε′ of possibly
different arity. Of course the arity of such a partial operation fε depends on the choice
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we made before, i.e. on the choice of the monomorphism ε(0)
p−→ B, with codomain
B ∈ ob(U0), and on the choice of the standard description B = Π(α). Again, if n = 0,
then fε : −→ G is a partial, nullary operation, i.e. an interpretation fXε of fε in a partial
algebra X is a partial map 1 Y−→ XG, that is either a constant of sort G or not defined.
(iii) Finally, choose a well-ordering ≤ν on each Σν , ν ∈ {t} ∪ N, and put t < k for all
k ∈ N. Then define a well-ordering ≤ on
Σ := Σt ∪
⋃
k∈N
Σk =
⋃
ν∈{t}∪N
Σν
by
σ ≤ σ′ for σ ∈ Σν , σ′ ∈ Σν′ iff ν < ν ′, or ν = ν ′ and σ ≤ν σ′.
This gives a well-ordering with
Σt ≤ Σ0 ≤ Σ1 ≤ Σ2 ≤ . . . ≤ Σk ≤ Σk+1 ≤ . . . ,
respecting the order ≤ν of each Σν .
Let V be an S-sorted set of standard variables.
3.1.7 (Definition of def) For fα ∈ Σt put def(fα) = ∅. The equations defining the
domains of the partial operations fε ∈ Σk, fε : s1 × . . .× sn −→ s are defined inductively:
• k = 0: An equalizer of ε in A is of the form
E
e // Π(α)
εa //
εb
// ε(1) ,
that is p = 1Π(α), and δ ≡ Π(α) is not faithful. Now for each j ∈ m the pair of
morphisms
aj, bj : Π(α)
εa //
εb
// ε(1)
q // Π(β)
ρj // β(j)
induces two total operations
(aj)α, (bj)α : α(1)× · · · × α(n) −→ β(j),
and we define
def(fε) :=
⋃
j∈m
{(aj)α(x1, . . . , xn) = (bj)α(x1, . . . , xn)} (3.3)
(note that in case of n = 0 these are just m > 0 equations of constants). Obviously,
this is a non-empty, finite set of (↓ fε)-equations in the variables xi ∈ Vsi , since
always m 6= ∅, and each (aj)α, (bj)α < fε because of (aj)α, (bj)α ∈ Σt.
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• k > 0: Now the image of δ lies in Uk−1, hence δ is faithful and for each j ∈ m the
pair of morphisms
aj, bj : ε(0)
εa //
εb
// ε(1)
q // Π(β)
ρj // β(j)
induces a pair of partial operations
(aj)δ, (bj)δ : α(1)× · · · × α(n) −→ β(j),
whose domain of definition is already defined by induction hypothesis. Note that
since
ε(0)
p−→ Π(α) = ε(0) d−→ δ(0) r−→ Π(α)
each partial operation (aj)δ, (bj)δ has the same “domain arity” as fε. Therefore we
define
def(fε) :=
⋃
j∈m
{(aj)δ(x1, . . . , xn) = (bj)δ(x1, . . . , xn)} (3.4)
(again, in case of n = 0 these are just m > 0 equations of partial constants). Again,
this is a non-empty, finite set of (↓ fε)-equations in the variables of fε, since each
(aj)δ, (bj)δ < fε because of (aj)δ, (bj)δ ∈ Σk−1.
Note that since def(fα) = ∅ for each fα ∈ Σt, Σt consists only of total operation symbols.
By definition, each fε ∈ Σk, k ∈ N, is a partial operation symbols, albeit it may happen
that def(fε) contains only trivial equations (see also Remark 2.3.3).
3.1.8 Remark (i) Observe that in both cases def(fε) does not depend on the particular
morphism f : E −→ G, i.e. the domain of such a partial operation is equal to domains of
operations induced by some f ′ : E −→ G′. Clearly, since def(fα) = ∅ for each α : n −→ S,
f : Π(α) −→ G, this holds as well for total operations.
(ii) In the following, we only need to consider functors ε : I −→ A which are either
faithful or constant with value in U0: Each morphism f : E −→ G with G ∈ S either
induces a partial operation of type fε or total operations fα for each α : n −→ S with
(E, e) = (Π(α), 1Π(α)) (see 3.1.5).
The second part of the remark above motivates the following definition, which will
help to keep the notation clear:
3.1.9 Definition For functors ε : I −→ A, which are either faithful or constant with
value in U0, define
ξ =
{
α if E = Π(α) for some α : n −→ S,
ε else;
and similarly ξ′, ξ′′, and so on, for functors ε′, ε′′, and so on.
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3.1.10 (Equations) Finally, let E be the set of the following equations:
• For every α : n −→ S (not necessarily standard), i ∈ n, let
(pii)α(x1, . . . , xn) = xi, (3.5)
(with Π(α)
pii−→ α(i) as in 3.1.2) belong to E ;
• for every faithful ε : I −→ A, and each i ∈ n, let
(piipe)ε(x1, . . . , xn) = xi (3.6)
belong to E ;
• for any triple (ε, ε′, ε′′) of functors I −→ A, each of them either faithful or constant
with value in U0, any triple (f, g, h) of morphisms E
f−→ E ′ g−→ E ′′ = E h−→ E ′′ in
A, and each k ∈ n′′, let
(pi′′km
′′g)ξ′ ((pi′1m
′f)ξ(x), . . . , (pi′n′m
′f)ξ(x)) = (pi′′km
′′h)ξ(x), (3.7)
with ξ, ξ′ as defined in 3.1.9, belong to E (note that for n = 0 (pi′jm′f)ξ and (pi′′km′′h)ξ
are (partial) constants, as well as (pi′′km
′′g)ξ′ in case of n′ = 0).
Clearly, E is a set, since A is small.
3.1.11 (Theory) Denote by
ΓC := (Σ,≤, E , def)
the theory just defined.
Finally, we collect some useful equations, which are special instances of the equation
type (3.7):
3.1.12 Lemma Let ε, ε′ : I −→ A be a pair of functors such that ε′ is faithful, and ε is
faithful or constant with value in U0, having a “common” equalizer
ε(0)
εa //
εb
// ε(1)
E
e 77nnnnnn
e′ ''
PPP
PPP
ε′(0)
ε′a //
ε′b
// ε′(1).
Then the following equations belong to E : For each j ∈ n′ an equation
(pi′jm
′)ξ ((pi1m)ε′(x′1, . . . , x
′
n′), . . . , (pinm)ε′(x
′
1, . . . , x
′
n′))
= (pi′jm
′)ε′(x′1, . . . , x
′
n′), (3.8)
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and for each i ∈ n an equation
(piim)ε′ ((pi
′
1m
′)ξ(x1, . . . , xn), . . . , (pi′n′m
′)ξ(x1, . . . , xn))
= (piim)ξ(x1, . . . , xn), (3.9)
with ξ as in 3.1.9 (note that for n = 0 and n′ = 0 respectively these equations reduce to
(pi′jm
′)ξ = (pi′jm
′)ε′(x′1, . . . , x
′
n′) and (piim)ε′ = (piim)ξ(x1, . . . , xn) respectively).
Proof: Since E = E ′, we may apply (3.7) with f = g = h = 1E, E = E ′′: For (3.8)
consider
E ′
1E−→ E 1E−→ E ′ = E ′ 1E−→ E ′,
with m′′ = m′, and for (3.9) consider
E
1E−→ E ′ 1E−→ E = E 1E−→ E,
with m′′ = m. ¤
3.1.13 Lemma Let n
α−→ S, n′ α′−→ S such that
Π(α) = Π(α′)
pii
xxqqq
qqq
qqq
qq pi′j
&&NN
NNN
NNN
NNN
α(i) α′(j)
in A. Then the following equations belong to E : For each i ∈ n an equation
(pii)α′ ((pi
′
1)α(x1, . . . , xn), . . . , (pi
′
n′)α(x1, . . . , xn))
= (pii)α(x1, . . . , xn), (3.10)
and for each j ∈ n′ an equation
(pi′j)α ((pi1)α′(x
′
1, . . . , x
′
n′), . . . , (pin)α′(x
′
1, . . . , x
′
n′))
= (pi′j)α′(x
′
1, . . . , x
′
n′) (3.11)
(note that (pii)α′ : α
′(1)× · · · × α′(n′) −→ α(i) and (pi′j)α : α(1)× · · · × α(n) −→ α′(j)).
Proof: Again, since Π(α) = Π(α′), this follows from (3.7) with f = g = h = 1Π(α) =
m = m′ = m′′: For (3.10) consider
Π(α)
1Π(α)−→ Π(α′) 1Π(α)−→ Π(α) = Π(α) 1Π(α)−→ Π(α),
and for (3.11) consider
Π(α′)
1Π(α)−→ Π(α) 1Π(α)−→ Π(α′) = Π(α′) 1Π(α)−→ Π(α′).
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3.2 The equivalence Contℵ0A 'Mod(ΓC)
Starting with a strong generator G of finitely presentables in a locally finitely presentable
category C, A = Ĝ, and ΓC as defined in 3.1.11, we construct an equivalence Contℵ0A '
Mod(ΓC). In the first part of this section we show how each finitely continuous functor
F : A −→ Set defines a model F of ΓC, and that this assignment leads to a functor
Φ: Contℵ0A −→Mod(ΓC). Similarly, the second part is dedicated to the more difficult
task of assigning to each model X of the theory ΓC a finitely continuous functor X : A −→
Set. Again, this construction can be extended to a functor Ψ: Mod(ΓC) −→ Contℵ0A.
Finally, in the last subsection we show that Φ and Ψ are equivalence inverse of each other.
3.2.A Finitely continuous functors A −→ Set induce models of
ΓC
This subsection describes how finitely continuous functors F : A −→ Set, i.e. objects in
Contℵ0A, in a natural way define models F of ΓC. Moreover, this assignment will turn
out to be functorial.
3.2.1 Every functor F in Contℵ0A defines a partial algebra F of signature Σ with un-
derlying S-sorted set (FG)G∈S, and the following operations:
(1) For fα ∈ Σt, fα : α(1) × · · · × α(n) −→ G, corresponding to some α : n −→ S,
Π(α)
f−→ G, consider the following diagram:
Π(F · α) f
F
α //
pi
yysss
ss
ss
ss
o
FG
Fα(i) FΠ(α)
Ff
::uuuuuuuuuu
Fpii
oo
(3.12)
where Π(F · α) = ∏i∈n Fα(i), and pi is the canonical product projection in Set.
Since F preserves finite products, there exists an isomorphism, as indicated in (3.12),
making the left triangle commute for each i ∈ n. Now define
fFα : Fα(1)× · · · × Fα(n) −→ FG
to be the composition of this isomorphism with Ff . Note that, if Π(α) = Π(α′)
f−→ G
in A, one obtains two operations fFα , f
F
α′ of possibly different arity. For n = 0 one gets
fFα : 1 −→ FG with 1 7→ Ff(∗), where FT = {∗} ∼= 1.
(2) For fε ∈ Σk of arity α(1)× · · · × α(n) −→ G, n > 0, corresponding to some diagram
ε : I −→ A with equalizer E e−→ ε(0), standard representation ε(0) p−→ Π(α), and
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some E
f−→ G, define fFε as follows: Since F preserves finite limits, F (p · e) : FE −→
FΠ(α) is an injective map, and 〈Fpii〉 : FΠ(α) −→ Π(F · α) a bijection (see (3.12)).
In the diagram
FΠ(α)
〈Fpii〉
%%LL
LLL
LLL
LL
FE
F (pe)
;;wwwwwwwww ∼
Ff $$H
HHH
HHH
HHH
FE
fFε
²²
Â Ä // Π(F · α)
|rr
rrr
xxrrr
rr
FG
(3.13)
the upper triangle shows the image factorization of the injective map 〈Fpii〉 · F (pe).
Now define fFε to be the composition of the isomorphism in (3.13) with Ff . Then
fFε : Fα(1)× · · · × Fα(n) 6 // FE
Ff // FG (3.14)
is a partial map defined on the image FE of 〈Fpii〉 · F (pe) by
fFε (x1, . . . , xn) = Ff(y), where F (pe)(y) = 〈Fpii〉−1(xi)i∈n.
For n = 0, since F (p · e) is monic, FE is isomorphic to a subobject of FT ∼= 1, hence
FE = ∅ or FE ∼= 1. Therefore we may regard Ff : FE −→ FG as a partial map
1 Y−→ FG, and define fFε := Ff .
3.2.2 Proposition For each finitely continuous functor F : A −→ Set, the partial alge-
bra F defined in 3.2.1 is a model of the theory ΓC.
Proof: We have to show condition (a) and (b) of Definition 2.3.2(2). This is done by
the following two lemmata: ¤
3.2.3 Lemma Let F : A −→ Set be a finitely continuous functor, and F the correspond-
ing partial algebra defined in 3.2.1. Then for every σ ∈ Σ, σ : G1 × · · · × Gn −→ G, and
each xi ∈ FGi, i ∈ n,
(x1, . . . , xn) ∈ dom(σF) iff F satisfies all equations
of def(σ) in the elements
xi ∈ FGi, i ∈ n.
Proof: (i) If σ ∈ Σt, i.e. def(σ) = ∅, then σ = fα for some α : n −→ S, f : Π(α) −→ G
and fFα is everywhere defined.
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(ii) If σ ∈ Σk, then σ = fε for some faithful ε : I −→ A, E f−→ G. First let fε have
arity α(1)× · · · × α(n) −→ G with n > 0. Consider for each i ∈ n Diagram (3.15):
Fε(0)
o
Â Ä // Π(F · α)
Fβ(i) Fε(0)
Fp //
Fai
oo
Fbioo
FΠ(α)
〈Fpij〉
99ssssssssss
eq(Fεa, Fεb)
?Â
OO
∼
FE
∼
F (pe)
OO
Fe
ggNNNNNNNNNNNN
FE
?Â
OO
(3.15)
The right hand and the upper cell show the image factorizations of the injections 〈Fpii〉 ·
F (pe) and 〈Fpii〉·Fp. Since F preserves finite limits, (FE, Fe) is an equalizer of (Fεa, Fεb)
in Set, so the lower left triangle shows the image factorization of Fe. Now by definition,
fFε is defined on some (xi)i∈n in
∏
i∈n Fα(i) iff (xi)i∈n corresponds (via the isomorphism
in (3.13)) to some y ∈ FE with F (pe)(y) = 〈Fpii〉−1(xi)i∈n. Thus, fFε (x1, . . . , xn) is
defined iff (xi)i∈n corresponds to some z = Fe(y) ∈ Fε(0) with Fεa(z) = Fεb(z) and
Fp(z) = 〈Fpii〉−1(xi)i∈n. Since q is monic and (ρi)i∈m a mono-source, Fεa(z) = Fεb(z) is
obviously equivalent to:
∀ i ∈ m : Fai(z) = F (ρiqεa)(z) = F (ρiqεb)(z) = Fbi(z). (3.16)
If k > 0, the morphisms ai = ρi · q · εa and bi = ρi · q · εb induce partial operations (see
(3.13),(3.14), and (3.15))
(ai)
F
δ , (bi)
F
δ : Fα(1)× · · · × Fα(n) 6 // Fε(0)
Fai //
Fbi
// Fβ(i),
for (ε(0), d) is an equalizer of δ. Again, these partial operations are defined on some (xi)i∈n
in
∏
i∈n Fα(i) iff (xi)i∈n corresponds to some z ∈ Fε(0) with Fp(z) = 〈Fpii〉−1(xi)i∈n, and
then their value in (xi)i∈n is defined to be Fai(z) and Fbi(z), respectively (see also (3.15)).
Thus, fFε (x1, . . . , xn) is defined iff
∀ i ∈ m : (ai)Fδ (x1, . . . , xn) = (bi)Fδ (x1, . . . , xn)
(and both sides are defined), i.e. iff F satisfies all equations of (3.4) in the elements
(xi)i∈n ∈
∏
i∈n Fα(i). Similarly, for k = 0, (3.16) is equivalent to
∀ i ∈ m : (ai)Fα(x1, . . . , xn) = (bi)Fα(x1, . . . , xn),
since δ ≡ ε(0) = Π(α), d = p = 1ε(0) (see (3.12)). In this case, fFε (x1, . . . , xn) is defined iff
F satisfies all equations of (3.3) in the elements (xi)i∈n ∈
∏
i∈n Fα(i).
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Now let n = 0, i.e. fε have arity −→ G, and fFε = FE Ff−→ FG. If k = 0, then
ε(0) = T , and the constants (ai)
F
α = F (ai)(∗) and (bi)Fα = F (bi)(∗) are equal for each
i ∈ m iff Fεa = Fεb iff FE ∼= 1, since (FE, Fe) is an equalizer of (Fεa, Fεb). Thus, fFε
is defined and equal to Ff(∗) iff (ai)Fα = (bi)Fα holds for each i ∈ m, that is iff F satisfies
all equations in (3.3). Similarly, if k > 0, the partial constants (ai)
F
δ , (bi)
F
δ are defined and
equal to F (ai)(∗), F (bi)(∗) iff Fε(0) ∼= 1. But Fε(0) = ∅ implies FE = ∅, and then fFε is
not defined. Moreover, Fε(0) ∼= 1 implies that FE ∼= 1 is equivalent to Fεa = Fεb, and
therefore to
∀ i ∈ m : (ai)Fδ = (bi)Fδ
(and both sides are defined). Thus, fFε = Ff(∗) is defined iff F satisfies all equations in
(3.4). ¤
3.2.4 Lemma Let F : A −→ Set be a finitely continuous functor, and F the correspond-
ing partial algebra defined in 3.2.1. Then F satisfies all equations of E .
Proof: ad (3.5): For α : n −→ S, n > 0, i ∈ n it follows from diagram (3.12) (with
f = pii) that (pii)
F
α = pi is the canonical projection in Set, mapping (x1, . . . , xn) to xi,
thus F satisfies all equations of type (3.5).
ad (3.6): Let ε : I −→ A be faithful and n > 0. For each (x1, . . . , xn) ∈ Π(F ·α) denote
the corresponding element in FΠ(α) by x, i.e. Fpii(x) = xi. Diagram (3.13) shows that
for each i ∈ n
(piipe)
F
ε : Fα(1)× · · · × Fα(n) 6 // FE
F (pe) // FΠ(α)
Fpii // Fα(i)
(x1, . . . , xn)
Â // y Â // F (piipe)(y),
where the first arrow (see (3.14)) is the partial inverse to
FE
F (pe) // FΠ(α) ∼ Π(F · α)
y Â // x Â // (x1, . . . , xn).
Therefore, for each i ∈ n
(piipe)
F
ε (x1, . . . , xn) = F (piipe)(y) = Fpii(F (pe)(y)) = Fpii(x)
(3.12)
= xi ;
hence the equations of type (3.6) are satisfied by F.
ad (3.7): Let ε, ε′, ε′′ : I −→ A be faithful or constant with value in U0,
E
f−→ E ′ g−→ E ′′ = E h−→ E ′′
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in A, and let k ∈ n′′. Again, let ξ(′) be defined as in 3.1.9. Now the (partial) operations
(pi′′km
′′g)Fξ′ and (pi
′
jm
′f)Fξ act as follows, provided they are defined:
∏
j∈n′ Fα
′(j)
²± °¯(pi′′km′′g)Fξ′
²²
∼
〈Fpi′j〉−1 // FΠ(α′) 6 // FE ′
F (pi′′km
′′g)
// Fα′′(k)
(x′1, . . . , x
′
n′)
Â // x′ Â // y′ Â // F (pi′′km
′′g)(y′)
(Fm′)−1(x′)
and similarly
∏
i∈n Fα(i)
²± °¯(pi′jm′f)Fξ
²²
∼
〈Fpii〉−1 // FΠ(α) 6 // FE
F (pi′jm
′f)
// Fα′(j)
(x1, . . . , xn)
Â // x Â // y Â // F (pi′jm
′f)(y)
(Fm)−1(x)
where in case of ξ(′) = α(′) the arrows m(′) = p(′) · e(′) and Y−→ are identities. For elements
x in FΠ(α), . . . etc. denote the corresponding elements under the isomorphisms 〈Fpii〉, . . .
in Π(F · α), . . . etc. shortly by (xi). First let n′ > 0. Take x ∈ FΠ(α) such that
(xi) ∈ dom(ξ,F), and compute(
(pi′1m
′f)Fξ (xi), . . . , (pi
′
n′m
′f)Fξ (xi)
)
= (F (pi′1m
′f)(y), . . . , F (pi′n′m
′f)(y))
=
〈
F (pi′jm
′f)
〉
(y)
= 〈Fpi′j〉 (F (m′f)(y))
= (F (m′f)(y)j) .
Thus, with y′ = Ff(y), the left side of equation (3.7) is defined and equal to
(pi′′km
′′g)Fξ′ (F (m
′f)(y)j) = F (pi′′km
′′g) (Ff(y))
= F (pi′′km
′′h)(y)
= (pi′′km
′′h)Fξ (xi),
hence equal to the right side. Note that in case of n = 0 one has only x = ∗ ∈ FT and
Fm : FE ∼= FT , provided dom(ξ,F) = 1. For n′ = 0, Fm′ : FE ′ −→ FT ∼= 1, we read the
last equation in reverse order:
(pi′′km
′′h)Fξ (xi) = F (pi
′′
km
′′h)(y)
= F (pi′′km
′′g) (Ff(y))
= (pi′′km
′′g)Fξ′(1),
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that is, if (pi′′km
′′h)Fξ (xi) is defined, there is some y ∈ FE with Fm(y) = x, so Ff(y) ∈
FE ′ 6= ∅, and (pi′′km′′g)Fξ′ is defined on 1 corresponding to Fm′(Ff(y)) = ∗. This shows
that in each case F satisfies all equations of type (3.7). ¤
Finally, the assignment resulting from Proposition 3.2.2 is even functorial:
3.2.5 Proposition The assignment F 7−→ F can be extended to a functor
Φ: Contℵ0A −→Mod(ΓC),
mapping a morphisms η = (ηA)A∈ob(A) in Contℵ0A to its “restriction” Φ(η) := (ηG)G∈S.
Proof: Since the assignment η 7→ (ηG)G∈S is obviously functorial, it suffices to prove
that, for each morphism η : F −→ H in Contℵ0A, Φ(η) is a homomorphism F −→ H.
For fα ∈ Σt, corresponding to some Π(α) f−→ G with α : n −→ S, naturality of
η : F −→ H, and the definition of fFα and fHα make – for each i ∈ n – every cell of the
following diagram commute:
Π(F · α)
o
∏
j∈n ηα(j) //
pi
%%KK
KK
KK
KK
K
fFα
½½
Π(H · α)
o
p′i
yysss
sss
sss
s
fHα
¥¥
Fα(i)
ηα(i) // Hα(i)
FΠ(α)
Fpii
99sssssssss
ηΠ(α)
//
Ff
²²
HΠ(α)
Hf
²²
Hpii
eeKKKKKKKKKK
FG ηG
// HG.
Here pi, p
′
i denote the canonical product projections in Set. This shows for every operation
σ : G1 × · · · ×Gn −→ G ∈ Σt, n > 0, and each element (x1, . . . , xn) ∈ Π(F · α)
ηG
(
σF(x1, . . . , xn)
)
= σH
(
ηα(1)(x1), . . . , ηα(n)(xn)
)
.
For n = 0, i.e. Π(α) = T , by naturality of η one obtains
ηG(σ
F(1)) = ηG(Ff(∗)) = Hf(ηT (∗)) = σH(1).
It remains to show that these equations hold for each σ ∈ Σk, provided both sides are
defined (see Lemma 2.3.4). Let σ = fε ∈ Σk for some faithful ε : I −→ A. First let n > 0
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and consider the following diagram:
Π(F · α)
o
'&
Ã!
fFε
//
∏
j∈n ηα(j) //
−
ÂÂ
Π(H · α) %$
"#
fHε
oo
o
−
¡¡
FΠ(α)
ηΠ(α) // HΠ(α)
FE
Fm
OO
ηE //
Ff
²²
HE
Hm
OO
Hf
²²
FG ηG
// HG
The three rectangles in the centre commute: the upper one because F andH preserve finite
products (see preceding diagram), and the middle and lower one because η is a natural
transformation. Also, the cells involving partial maps Y−→ “commute”, provided the
partial map concerned is defined. Thus, let (x1, . . . , xn) ∈ Π(F ·α) such that fFε (x1, . . . , xn)
and fHε
(
ηα(1)(x1), . . . , ηα(n)(xn)
)
are defined. Then (x1, . . . , xn) corresponds to an element
x ∈ FΠ(α) with x = Fm(y) for some y ∈ FE, and (ηα(1)(x1), . . . , ηα(n)(xn)) to ηΠ(α)(x)
with ηΠ(α)(x) = Hm(ηE(y)). Therefore
fHε
(
ηα(1)(x1), . . . , ηα(n)(xn)
)
= Hf(ηE(y))
= ηG(Ff(y))
= ηG
(
fFε (x1, . . . , xn)
)
.
For n = 0, the same argumentation with (x1, . . . , xn) = 1, x = ∗ gives
fHε (1) = Hf(ηE(y)) = ηG(Ff(y)) = ηG(f
F
ε (1)).
This completes the proof that Φ(η) : F −→ H is a homomorphism. ¤
3.2.B Models of ΓC induce finitely continuous functors A −→ Set
In this subsection we construct for each ΓC-model X a finitely continuous functor X : A→
Set, and show that the assignment X 7→ X is functorial. First, we prove some useful facts
about ΓC-models. The following definition, motivated by Remark 3.1.8, considerably
simplifies our notation:
3.2.6 Definition Let ε : I −→ A be faithful, and α : n −→ S. By Remark 3.1.8 we may
define for each model X of ΓC
dom(ε,X) := dom(fXε ) for some E
f−→ G,G ∈ S,
and dom(α,X) :=
∏
i∈nXα(i).
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Note that there always exists some morphism E −→ G for some G ∈ S: For each
j ∈ m 6= ∅ we have ρj · q · εa · e : E −→ β(j) with β(j) ∈ S.
Each partial operation symbol fε comes along with m > 0 pairs of operation symbols
((aj)δ, (bj)δ), forming the m equations in def(fε), which define dom(f
X
ε ) = dom(ε,X) for
each ΓC-model X. This suggests that dom(ε,X) is a multiple equalizer of all m pairs of
operations ((aj)
X
δ , (bj)
X
δ ):
3.2.7 Lemma Let ε : I −→ A be faithful, f : E −→ G with G ∈ S and fε ∈ Σk. Then
for any model X in Mod(ΓC)
dom(ε,X) =
{
eq
(〈
(aj)
X
α
〉
,
〈
(bj)
X
α
〉)
if k = 0,
eq
(〈
(aj)
X
δ
〉
,
〈
(bj)
X
δ
〉)
if k > 0.
Note that the domain of
〈
(aj)
X
α
〉
,
〈
(bj)
X
α
〉
and
〈
(aj)
X
δ
〉
,
〈
(bj)
X
δ
〉
respectively is
∏
Xα(i) and
dom(δ,X) respectively.
Proof: Let X be a model of ΓC, and fε ∈ Σk. Recall that always m > 0. There are two
cases to be considered:
• k = 0 : fXε (x) is defined iff X satisfies
(aj)
X
α(x) = (bj)
X
α(x) for every j ∈ m
in x (see (3.3)). Obviously, it is equivalent to say that x satisfies the equation〈
(aj)
X
α
〉
(x) =
〈
(bj)
X
α
〉
(x),
i.e. to say that x ∈ eq (〈(aj)Xα〉 , 〈(bj)Xα〉).
• k > 0 : Now fXε (x) is defined iff X satisfies
(aj)
X
δ (x) = (bj)
X
δ (x) for every j ∈ m
in x (see (3.4)), i.e. iff both sides are defined in x and equal. Again, it is equivalent
to say that x ∈ dom(δ,X) and
〈(aj)Xδ 〉(x) = 〈(bj)Xδ 〉(x)
holds, which is equivalent to x ∈ eq (〈(aj)Xδ 〉 , 〈(bj)Xδ 〉)
¤
The next lemma is concerned with the question whether it is possible to “compose”
particular (partial) operations:
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3.2.8 Lemma Let ε, ε′ : I −→ A be functors such that each of them is either faithful,
or constant with value in U0. Let f : E −→ E ′, and X a model of ΓC. Again, let ξ(′) as
defined in 3.1.9. If n′ > 0, then〈
(pi′jm
′f)Xξ
〉
(x) ∈ dom(ξ′,X)
for each x ∈ dom(ξ,X); and if n′ = 0, then
dom(ξ,X) 6= ∅ =⇒ dom(ξ′,X) = 1.
Proof: Note that by definition
dom(ξ′,X) =
{∏
j∈n′ Xα′(j) if ξ
′ = α′,
dom(ε′,X) if ξ′ = ε′.
Let x ∈ dom(ξ,X) 6= ∅. We show〈
(pi′jm
′f)Xξ
〉
(x) ∈ dom(ξ′,X) and dom(ξ′,X) = 1 resp. (3.17)
by induction on the smallest index ν ∈ N with E ′ ∈ ob(Uν):
• ν = 0: Nothing to show, since E ′ = Π(α′), ξ′ = α′ and dom(α′,X) = ∏j∈n′ Xα′(j),
which is equal to 1 if n′ = 0.
• ν > 0: For E ′ ∈ ob(Uν), g := e′ · f : E −→ ε′(0) is a morphism with codomain in
Uν−1, making
E
f //
g
²²
E ′
m′
²²
e′
{{vv
vv
vv
vv
v
ε′(0)
p′
// Π(α′)
commute. Hence, in case of n′ > 0, by induction hypothesis〈
(pi′jm
′f)Xξ
〉
(x) =
〈
(pi′jp
′g)Xξ
〉
(x) ∈ dom(δ′,X)
(with ε′(0) d
′−→ δ′(0) as in 3.1.5, note that δ′ ≡ Π(α′) may happen). Furthermore,
since
a′i · g = (ρ′i · q′ · ε′a) · e′ · f = (ρ′i · q′ · ε′b) · e′ · f = b′i · g
(where ε′(1)
q′−→ Π(β′) ρ
′
i−→ β′(i) as in 3.1.5), one has:〈
(a′i)
X
δ′
〉 (〈
(pi′jm
′f)Xξ
〉
(x)
)
=
(
(a′i)
X
δ′
(
(pi′1p
′g)Xξ (x), . . . , (pi
′
n′p
′g)Xξ (x)
))
i∈m′
(3.7)
=
(
(a′ig)
X
ξ (x)
)
i∈m′
=
(
(b′ig)
X
ξ (x)
)
i∈m′
=
〈
(b′i)
X
δ′
〉 (〈
(pi′jm
′f)Xξ
〉
(x)
)
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(here (3.7) is applied to E
g−→ ε′(0) ε
′a/ε′b−→ ε′(1)). That is,〈
(pi′jm
′f)Xξ
〉
(x) ∈ dom(ε′,X) = dom(ξ′,X)
by Lemma 3.2.7.
Similarly, in case of n′ = 0 one has dom(δ′,X) = 1 by induction hypothesis, and〈
(a′i)
X
δ′
〉
(1) =
(
(a′i)
X
δ′(1)
)
i∈m′
(3.7)
=
(
(a′ig)
X
ξ (x)
)
i∈m′
=
(
(b′ig)
X
ξ (x)
)
i∈m′ =
〈
(b′i)
X
δ′
〉
(1),
i.e. dom(ξ′,X) = dom(ε′,X) = 1 by Lemma 3.2.7. This proves (3.17).
¤
Having proved these facts about models of ΓC, we are able to construct for each such
model X a functor X : A −→ Set:
3.2.9 For every partial algebra X inMod(ΓC), define recursively a map X : Uk −→ Set
for each k ∈ N:
• k = 0: On objects A = Π(α) with standard description α : n −→ S define
X(A) = X(Π(α)) :=
∏
i∈n
Xα(i);
and for Π(α)
f−→ Π(α′) with standard descriptions α : n −→ S and α′ : n′ −→ S
respectively put
X(f) :=
〈
(pi′jf)
X
α
〉
:
∏
i∈n
Xα(i) −→
∏
j∈n′
Xα′(j)
if n′ > 0, and X(f) := ! :
∏
i∈nXα(i) −→ 1 else.
• k > 0: On objects A = E ∈ ob(Uk) \ ob(Uk−1) with standard representation
m : E
e−→ ε(0) p−→ Π(α) (where the image of ε : I −→ A lies in Uk−1) define
X(E) := eq(X(εa), X(εb))
(note that X(εa), X(εb) are already defined).
On morphisms E
f−→ E ′ defineX(f) as follows: Again, letm : E e−→ ε(0) p−→ Π(α),
α : n −→ S be the standard representation of the domain and m′ : E ′ e′−→ ε′(0) p′−→
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Π(α′), α′ : n′ −→ S the standard representation of the codomain of f . According to
Lemma 3.2.8 define for n′ > 0
X(f) :=
〈
(pi′jm
′f)Xξ
〉
: dom(ξ,X) −→ dom(ξ′,X),
(with ξ(′) as defined in 3.1.9); and for n′ = 0
X(f) :=
{
∅ −→ dom(ξ′,X) if dom(ξ,X) = ∅,
dom(ξ,X)
!−→ 1 else
(note that in each case X(f) : dom(ξ,X) −→ dom(ξ′,X), by Lemma 3.2.8).
This defines a map X : A −→ Set, since A = ⋃k∈NUk.
To see that our definition of X “matches”, i.e. that for each f : E −→ E ′ indeed
dom(X(f)) = X(E) and cod(X(f)) = X(E ′), we need
3.2.10 Lemma Let E ∈ ob(A) with standard representation m : E e−→ ε(0) p−→ Π(α),
α : n −→ S. Then X(E) = dom(ξ,X) (with ξ as in 3.1.9).
Proof: Clearly, if ξ = α, then E = Π(α), and X(E) =
∏
Xα(i) = dom(α,X). Therefore
let ξ = ε, and ε(0) ∈ ob(Uν) with ν ∈ N minimal, then (· · · )ε ∈ Σν , and
X(εa) =
{〈
(ρiqεa)
X
α
〉
=
〈
(ai)
X
α
〉
if ν = 0,〈
(ρiqεa)
X
δ
〉
=
〈
(ai)
X
δ
〉
if ν > 0;
X(εb) =
{〈
(ρiqεb)
X
α
〉
=
〈
(bi)
X
α
〉
if ν = 0,〈
(ρiqεb)
X
δ
〉
=
〈
(bi)
X
δ
〉
if ν > 0;
since ε(1)
q−→ Π(β), m β−→ S is the standard representation of ε(1), and always m > 0
(see 3.1.5). By Lemma 3.2.7 this implies
dom(ε,X) = eq (X(εa), X(εb)) = X(E).
¤
For further reference we note:
3.2.11 Corollary If I
ε−→ A is faithful, then eq(X(εa), X(εb)) = dom(ε,X).
Next we show that such an X is a functor, and subsequently that it is finitely contin-
uous.
3.2.12 Proposition Every partial algebra X in Mod(ΓC) induces a functor X : A −→
Set.
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Proof: (i) For any A
f−→ B in A one has X(f) : X(A) −→ X(B) by Lemma 3.2.10 and
3.2.9.
(ii) Preservation of identities: Let A ∈ ob(A). If A = Π(α) for some α : n −→ S with
n > 0, then
X(1A) =
〈
(pii1A)
X
α
〉
=
〈
(pii)
X
α
〉 (3.5)
= 1X(A).
If A = T is terminal, then by definition one has X(1A) = 1
!−→ 1. Now let A = E with
standard representation m : E
e−→ ε(0) p−→ Π(α), and ε : I −→ A faithful. Then in case
of n > 0 one has
X(1A) =
〈
(piim1A)
X
ε
〉
=
〈
(piipe)
X
ε
〉 (3.6)
= 1X(A),
and in case of n = 0
X(1A) =
{
∅ −→ ∅ if X(A) = ∅,
X(A) −→ 1 else,
i.e. X(1A) = 1X(A), since X(A) = dom(ε,X) 6= ∅ implies X(A) = 1 by Lemma 3.2.8.
(iii) Preservation of composition: Consider a situation
E
f−→ E ′ g−→ E ′′ = E h−→ E ′′
in A, having standard representations E◦ m
◦−→ Π(α◦) with α◦ : n◦ −→ S, and (E◦, e◦) =
lim(ε◦) (where ◦ ∈ { ,′ ,′′ }). There are just two possible cases: Either X(E) = ∅, which
implies
X(h) = ∅ −→ X(E ′′) = X(g) · (∅ −→ X(E ′)) = X(g) ·X(f),
and we are done, or X(E) 6= ∅. For n′′ = 0 this implies X(E ′′) = 1, X(E ′) 6= ∅ by (i),
hence
X(h) = X(E)
!−→ 1 = (X(E ′) !−→ 1) ·X(f) = X(g) ·X(f).
Therefore assume n′′ > 0 and X(E) 6= ∅. If n′ > 0, one obtains for each x ∈ X(E) (with
ξ as in 3.1.9):
X(g) (X(f)(x)) =
(
(pi′′km
′′g)Xξ′
(
(pi′1m
′f)Xξ (x), . . . , (pi
′
n′m
′f)Xξ (x)
))
k∈n′′
(3.7)
=
(
(pi′′km
′′h)Xξ (x)
)
k∈n′′
= X(h)(x),
and similarly, for n′ = 0
X(g) (X(f)(x)) = X(g)(1)
=
(
(pi′′km
′′g)Xξ′(1)
)
k∈n′′
(3.7)
=
(
(pi′′km
′′h)Xξ (x)
)
k∈n′′ = X(h)(x),
which proves that in both cases X(g) ·X(f) = X(h) holds. ¤
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3.2.13 Remark Clearly, X preserves equalizers which are part of standard representa-
tions: By definition, X(E) ⊂ X(ε(0)) is an equalizer object of the pair (X(εa), X(εb))
in Set. Moreover, X(e) is the inclusion X(E) ↪→ X(ε(0)), since for n > 0 and each
x ∈ X(E) one has
X(e)(x) =
(
(piipe)
X
ε (x)
)
i∈n
(3.6)
= x,
and for n = 0, X(e) = ∅ −→ X(ε(0)) if X(E) = ∅, and X(e) = 1 !−→ 1 else.
3.2.14 Proposition For any partial algebra X in Mod(ΓC), the corresponding functor
X : A −→ Set preserves finite limits, hence is an object of Contℵ0A.
Proof: Since A is finitely complete, it remains to show that X preserves equalizers and
finite products. This is done by the following lemmata: ¤
3.2.15 Lemma For any partial algebra X in Mod(ΓC), the corresponding functor
X : A −→ Set preserves equalizers.
Proof: Since any functor preserves isomorphisms, it preserves equalizers of pairs (f, g)
with f = g. Therefore it suffices to consider some faithful ε′ : I −→ A and some equalizer
(E, e′) of the pair (ε′a, ε′b). Let E have standard representation E e−→ ε(0) p−→ Π(α)
with α : n −→ S and ε : I −→ A either faithful or constant with value Π(α) (which would
mean m = p · e = 1E). Let ε′(0) p
′−→ Π(α′), α′ : n′ −→ S be the standard representation
of ε′(0) (notation as in 3.1.5) and ξ as in 3.1.9. Note that in this notation E = E ′ and
E
1E−→ E ′, E ′ 1E−→ E. Furthermore, X(E) = dom(ξ,X) by Lemma 3.2.10.
Now let
M
Â Ä ι // X(ε′(0))
X(ε′a)//
X(ε′b)
// X(ε′(1))
be an equalizer of X(ε′a) and X(ε′b) in Set, i.e.
M := eq(X(ε′a), X(ε′b)) = dom(ε′,X)
by 3.2.11. Then it suffices to show that there is a bijection M ∼= X(E), making the
triangle
M
Â Ä ι /
o
X(ε′(0))
X(E)
X(e′)
99sssssssss
(3.18)
commute, implying that (X(E), X(e′)) is an equalizer of (X(ε′a), X(ε′b)) in Set. There
are four cases to distinguish:
(a): n = n′ = 0, i.e. ε(0)
p−→ T , ε′(0) p′−→ T . If X(E) = dom(ξ,X) 6= ∅, then
X(E) = X(ε(0)) = 1, and as well X(ε′(0)) = 1 and X(e′) = 1 !−→ 1, by definition of
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X. Moreover, M = dom(ε′,X) = 1 by Lemma 3.2.8 with f = 1E : E −→ E ′. That is
M = X(E) and (3.18) clearly commutes.
Conversely, if X(E) = ∅, then M = ∅, since otherwise M = dom(ε′,X) 6= ∅ would imply
X(E) = dom(ξ,X) = 1 6= ∅ by Lemma 3.2.8 with f = 1E : E ′ −→ E. Thus,M = ∅ = X(E)
and clearly (3.18) commutes.
(b): n = 0, n′ > 0. If X(E) 6= ∅, then X(E) = 1, and
X(e′)(1) =
〈
(pi′jp
′e′)Xξ
〉
(1) =
〈
(pi′jm
′)Xξ
〉
(1) ∈ dom(ε′,X) =M,
by Lemma 3.2.8 with f = 1E : E −→ E ′. But for any x ∈ M , (pi′jm′)Xε′(x) is defined, and
therefore one has
X(e′)(1) =
(
(pi′jp
′e′)Xξ (1)
)
j∈n′
(3.8)
=
(
(pi′jp
′e′)Xε′(x)
)
j∈n′
(3.6)
= x.
That is M = {X(e′)(1)} ∼= 1 = X(E), and clearly (3.18) commutes.
Again, similar to the second part of (a), X(E) = ∅ implies M = ∅.
(c): n > 0, n′ = 0. If X(E) = dom(ξ,X) 6= ∅, then X(e′) = ! : X(E) −→ 1 and
dom(ε′,X) =M = 1 by Lemma 3.2.8. Now for each x ∈ X(E) one has(
(piipe)
X
ε′(1)
)
i∈n
(3.9)
=
(
(piipe)
X
ξ (x)
)
i∈n
(3.6)/(3.5)
= x,
hence
X(E) =
{(
(piipe)
X
ε′(1)
)
i∈n
} ∼= 1, and X(e′) ((piipe)Xε′(1))i∈n = 1,
so (3.18) commutes as well.
Let M = 1, then 1 ∈ dom(ε′,X) and〈
(piim)
X
ε′
〉
(1) ∈ dom(ξ,X) = X(E)
by Lemma 3.2.8 with f = 1E : E
′ −→ E. Thus, X(E) = ∅ implies M = ∅.
(d): n, n′ > 0. Since
X(ε′a) (X(e′)(x)) = X(ε′b) (X(e′)(x))
for each x ∈ X(E), X(e′) factors through M , i.e. X(e′)(x) ∈ M = dom(ε′,X) for every
x ∈ X(E). Therefore, for each x ∈ X(E) both sides of (3.9) are defined and(
(piim)
X
ε′ (X(e
′)(x))
)
i∈n =
(
(piim)
X
ε′
(
(pi′1p
′e′)Xξ (x), . . . , (pi
′
n′p
′e′)Xξ (x)
))
i∈n
(3.9)
=
(
(piim)
X
ξ (x)
)
i∈n
(3.6)/(3.5)
= x.
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Now
〈
(piim)
X
ε′
〉
(x) ∈ X(E) for each x ∈M by Lemma 3.2.8 with f = 1E : E ′ −→ E, hence〈
(piim)
X
ε′
〉∣∣∣X(E) : M −→ X(E) with 〈(piim)Xε′〉∣∣∣X(E) ·X(e′) = 1X(E).
Moreover, for each x ∈M , equation (3.8) delivers
X(e′)
(〈
(piim)
X
ε′
〉
(x)
)
=
(
(pi′jp
′e′)Xξ
(
(pi1m)
X
ε′(x), . . . , (pinm)
X
ε′(x)
))
j∈n′
(3.8)
=
(
(pi′jp
′e′)Xε′(x)
)
j∈n′
(3.6)
= x,
hence X(e′) · 〈(piim)Xε′〉∣∣X(E) = 1M , and therefore M ∼= X(E). Finally, this computation
shows that (3.18) commutes. ¤
3.2.16 Lemma For any partial algebra X in Mod(ΓC), the corresponding functor
X : A −→ Set preserves finite products.
Proof: (i) Since X(T ) = X(Π(0 −→ S)) =∏∅ = 1, X preserves terminal objects.
(ii) We show by induction on k ∈ N that X : Uk −→ Set preserves finite products.
k = 0: By associativity of products, it suffices to consider finite products of S-objects,
i.e. (A = Π(α′), (pi′j)j∈n′) with α
′ : n′ −→ S and n′ > 0 (for terminal objects see (i)). Since
A ∈ ob(U0), it has a standard description A = Π(α) with α : n −→ S. Therefore
X
(
(A
pi′j−→ α′(j))j∈n′
)
=
(∏
i∈n
Xα(i)
(pi′j)
X
α−→ Xα′(j)
)
j∈n′
. (3.19)
First let n = 0, then X(A) = 1 and for each (x′1, . . . , x
′
n′) ∈
∏
j∈n′ Xα′(j)
x′j
(3.5)
= (pi′j)
X
α′ (x
′
1, . . . , x
′
n′)
(3.11)
= (pi′j)
X
α(1),
hence
∏
Xα′(j) ∼= 1 ∼= Xα′(j) for each j ∈ n′. Obviously, this implies that (3.19) is a
product of the X(α′(j))’s in Set. Now let n > 0 and consider the following diagram:
Xα(i)
∏
i∈nXα(i)
(pi′j)
X
α
ÃÃA
AA
AA
AA
AA
AA
AA
AA
〈(pi′j)Xα〉
44
(pii)
X
α
>>}}}}}}}}}}}}}}} ∏
j∈n′ Xα′(j)
〈(pii)Xα′〉
tt
(pii)
X
α′
aaCCCCCCCCCCCCCCC
(pi′j)
X
α′
}}{{
{{
{{
{{
{{
{{
{{
{
Xα′(j).
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By equation (3.5), for every i ∈ n the upper triangle commutes, and for each j ∈ n′ the
lower one. Moreover, ∏
j∈n′
Xα′(j)
(pi′j)
X
α′−→ Xα′(j)

j∈n′
is a product of the X(α′(j))’s in Set. Therefore it remains to show that the maps in the
centre of the diagram are mutually inverse. This follows from equation (3.11) and (3.10):〈
(pi′j)
X
α
〉 · 〈(pii)Xα′〉 (x) = ((pi′j)Xα ((pii)Xα′(x))i∈n)j∈n′
(3.11)
=
(
(pi′j)
X
α′(x)
)
j∈n′
(3.5)
= x,
and 〈
(pii)
X
α′
〉 · 〈(pi′j)Xα〉 (x) = ((pii)Xα′ ((pi′j)Xα(x))j∈n′)i∈n
(3.10)
=
(
(pii)
X
α(x)
)
i∈n
(3.5)
= x,
completing the proof for k = 0.
k > 0: By Lemma 2.2.11, every finite product (E, (E
ei−→ Ei)i∈n) in Uk can be
constructed from equalizers and finite products in Uk−1, since each Ei is an equalizer
object of some pair of morphisms in Uk−1. By induction hypothesis, X preserves finite
products in Uk−1, and by Lemma 3.2.15 equalizers in A as well. Thus, X preserves finite
products in Uk.
This shows that X : A −→ Set preserves finite products: For finitely many objects in
A there is always some k ∈ N such that Uk contains all of these objects, so at least Uk
contains their product. ¤
3.2.17 Proposition The assignment X 7−→ X can be extended to a functor
Ψ: Mod(ΓC) −→ Contℵ0A,
mapping a homomorphism X h−→ Y in Mod(ΓC) to its “extension” Ψ(h) = (hA)A∈ob(A) :
X −→ Y , where for each A ∈ ob(A) with standard representation A m−→ Π(α) we define
hA :=
∏
i∈n hα(i)|Y (A)X(A).
Proof: (i) Let h = (hG)G∈S : X −→ Y be a homomorphism of partial algebras in
Mod(ΓC). For every A ∈ ob(A) we have to define some hA such that for each E f−→ E ′
in A the diagram
X(E)
hE //
X(f)
²²
Y (E)
Y (f)
²²
X(E ′)
hE′
// Y (E ′)
(3.20)
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commutes. For A ∈ ob(A) with standard representation m : A e−→ ε(0) p−→ Π(α),
α : n −→ S define
hA :=
∏
i∈n
hα(i)
∣∣∣∣Y (A)
X(A)
.
Note that for A = Π(α) this is just Πhα(i), and in particular for A = G ∈ S this is
hG. To show that hE is well defined in general, consider the standard representation
m : E
e−→ ε(0) p−→ Π(α), α : n −→ S of E ∈ ob(A). For each x ∈ X(E),
X(εa)(x) =
(
(ρiqεa)
X
ζ (x)
)
i∈m =
(
(ai)
X
ζ (x)
)
i∈m
and
X(εb)(x) =
(
(ρiqεb)
X
ζ (x)
)
i∈m =
(
(bi)
X
ζ (x)
)
i∈m
are defined and equal, where ζ = α for p = 1Π(α) and δ else, and ε(1)
q−→ Π(β) ρi−→ β(i)
as usual. Since h is a homomorphism,
(ai)
Y
ζ
(∏
i∈n
hα(i)(x)
)
and (bi)
Y
ζ
(∏
i∈n
hα(i)(x)
)
are defined as well, and for each i ∈ m
(ai)
Y
ζ
(∏
i∈n
hα(i)(x)
)
= hβ(i)
(
(ai)
X
ζ (x)
)
= hβ(i)
(
(bi)
X
ζ (x)
)
= (bi)
Y
ζ
(∏
i∈n
hα(i)(x)
)
,
hence
∏
hα(i)(x) ∈ Y (E) for each x ∈ X(E) (note that this holds even for n = 0, where∏
hα(i) = 1 −→ 1, and the (. . .)ζ ’s are constants). In particular, X(E) 6= ∅ implies
Y (E) 6= ∅.
To show that (3.20) commutes, consider the following diagram
X(E)
hE //
X(f)
²²
X(pi′jm
′f)
®®
Y (E)
Y (f)
²²
Y (pi′jm
′f)
µµ
X(E ′)
hE′
//
X(pi′jm
′)
vvnnn
nnn
nnn
nnn
Y (E ′)
Y (pi′jm
′)
''PP
PPP
PPP
PPP
P
X(α′(j)) = Xα′(j)
hα′(j)
// Y (α′(j)) = Yα′(j)
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where m′ : E ′ e
′−→ ε′(0) p′−→ Π(α′), α′ : n′ −→ S is the standard representation of E ′.
We may assume X(E) 6= ∅, since otherwise (3.20) trivially commutes. Also if n′ = 0,
then X(E) 6= ∅ implies Y (E) 6= ∅, and this leads to Y (E ′) = 1, and in this case (3.18)
commutes as well.
Now let ξ as in 3.1.9 and x ∈ X(E), then for each j ∈ n′
(pi′jm
′f)Xξ (x) = X(pi
′
jm
′f)(x) ∈ Xα′(j)
is defined. Since h is a homomorphism, for each j ∈ n′
(pi′jm
′f)Yξ
(∏
i∈n
hα(i)(x)
)
= Y (pi′jm
′f) (hE(x))
is defined and equal to hα′(j)
(
(pi′jm
′f)Xξ (x)
)
. That is, the outer frame of the large diagram
commutes, and the same argumentation shows that the lower square in the same diagram
commutes as well. By definition, the left and the right triangle commute as well. Thus,
this gives for each j ∈ n′, x ∈ X(E):
Y (pi′jm
′) (hE′ ·X(f)(x)) = Y (pi′jm′) (Y (f) · hE(x)) .
But since Y preserves finite limits by 3.2.14, (Y (pi′j))j∈n′ is a product-source in Set, hence
a mono-source, and Y (m′) is injective. This implies that (3.20) commutes.
(ii) Functoriallity: Clearly, (g·h)E = gE·hE for homomorphisms g, h, and (1X)E = 1X(E)
hold by definition. ¤
3.2.C Proof of the equivalence and main result
3.2.18 Theorem A category C is locally finitely presentable iff it is equivalent to a
category of the form Mod(Γ), where Γ is an essentially algebraic, finitary theory. In
particular, C 'Mod(ΓC).
Proof: Categories of the formMod(Γ) are well-known to be locally finitely presentable,
since only operations of finite arity occur (see [AR94]).
Conversely, let C be locally finitely presentable. In case of C ' 1, by Proposition
2.2.20, C is equivalent to the categoryMod(Γ0) of models of the empty theory Γ0 = ∅. For
C 6' 1, by Corollary 2.2.15, C is equivalent toContℵ0A, withA = Ĝ constructed in 2.2.13.
Furthermore, the following two propositions show that Φ: Contℵ0A −→Mod(ΓC) is an
equivalence of categories, with ΓC described in 3.1. Thus, C 'Mod(ΓC). ¤
3.2.19 Proposition Let Mod(ΓC)
Ψ //
Contℵ0A
Φ
oo be the functors defined in 3.2.17 and
3.2.5 respectively, then Ψ · Φ ∼= 1Contℵ0A.
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Proof: (i) Each functor F in Contℵ0A is naturally isomorphic to ΨΦ(F ) = ΨF: Let
E
f−→ E ′ be a morphism in Uk with E 6∈ Uk−1. We show by induction on k that there is a
natural isomorphism γF,E = γE : ΨF(E) −→ F (E) (we omit the subscript F , if confusion
is unlikely), satisfying for each E
g−→ G with G ∈ S
Fg · γE = gFξ , (3.21)
where gξ is the operation induced by the standard representation of E.
For k = 0 one has E = Π(α), E ′ = Π(α′) with α : n −→ S, α′ : n′ −→ S, and for each
j ∈ n′ the following diagram
ΨF(E)
ΨF(f)
²²
=
Π(F · α) ∼
〈(pi′if)Fα〉
²²
FΠ(α)
Ff
²²〈F (pi
′
if)〉wwoooo
ooo
ooo
ooo
ΨF(E ′) Π(F · α′) ∼
(pi′j)
F
α′=p
′
j
²²
FΠ(α′)
Fpi′jwwooo
ooo
ooo
ooo
o
F (α′(j))
where p′j denotes the canonical projection in Set, and the isomorphisms are 〈Fpii〉−1 and
〈Fpi′i〉−1 respectively (seen from left to right). By 3.2.1, the outer frame and the lower
triangle commute. Since (Fpi′i) is a monosource, n
′ > 0 implies that the upper square
commutes. Clearly, for n′ = 0 this square commutes as well, for FT ∼= 1. Therefore,
put γE := 〈Fpii〉−1 and γE′ := 〈Fpi′i〉−1, then for each E ∈ ob(U0) there is a natural
isomorphism γE : ΨF(E)
∼−→ FE, satisfying for each E g−→ G with G ∈ S
Fg · γE = gFα
by 3.2.1 (note that for G ∈ S γG = 1FG).
Now let k > 0, E
e−→ ε(0) the standard equalizer for E with ε : I −→ Uk−1 ⊂ A
faithful, and consider the following diagram:
ΨF(E) Â Ä ΨF(e) //
γE
··
»
Â
&
ΨF(ε(0))
ΨF(εa) //
ΨF(εb)
//
γε(0)o
²²
ΨF(ε(1))
γε(1)o
²²
FE
γ−1
ε(0)
Fe
TT
»
Â
&
Fe
// Fε(0)
Fεa //
Fεb
// Fε(1)
(3.22)
Since F and ΨF preserve equalizers, the upper and lower row of diagram (3.22) is an equal-
izer. By induction hypothesis, the two squares on the left commute, and the isomorphism
γε(0) satisfies for each ε(0)
g−→ G with G ∈ S
Fg · γε(0) = gFζ ,
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where gζ is the operation induced by the standard representation of ε(0) (i.e. ζ = α or
ζ = δ). By Remark 3.2.13 ΨF(e) is just the set-inclusion of the upper equalizer subset.
Since γ−1ε(0) ·Fe equalizes the upper parallel pair (diagram chase in (3.22)), γ−1ε(0) ·Fe factors
through ΨF(e). Furthermore,
γε(0)|ΨF(E) = γε(0) ·ΨF(e)
equalizes the lower parallel pair, which gives an arrow γE : ΨF(E) −→ FE, making the
left square commute. Hence
Fe ·
(
γE · (γ−1ε(0) · Fe)
)
= γε(0)|ΨF(E) · γ−1ε(0) · Fe = Fe
and
(γ−1ε(0) · Fe) · γE = γ−1ε(0) · γε(0)
∣∣
ΨF(E)= 1ΨF(E),
showing that γE is an isomorphism, for Fe is monic.
To show (3.21), consider E
g−→ G with G ∈ S. If n = 0 and gFξ defined, then clearly
gFξ (1) = Fg(∗) = Fg(γE(1)) = Fg · γE(1),
since γE : 1
∼−→ FE, FE ∼= FT . Now let n > 0, and ε(0) p−→ Π(α) be a standard
representation. On the one hand, we have
γΠ(α) = 〈Fpii〉−1 : Π(F · α) ∼= FΠ(α)
by the above, and dom(ζ,F) = ΨF(ε(0)) by 3.2.10 (with X = F, i.e. X = ΨF). Thus, if
Fp−1 denotes the “partial inverse” to the monic Fp, we may write by 3.2.1 for each i ∈ n
(piip)
F
ζ = F (pii · p) · Fp−1 · γΠ(α)
∣∣
ΨF(ε(0))= Fpii · γΠ(α)
∣∣
ΨF(ε(0)).
On the other hand, we have by induction hypothesis, applied to pii · p : ε(0) → α(i) with
α(i) ∈ S:
F (pii · p) · γε(0) = (piip)Fζ
for each i ∈ n, leading – in connection with the equation above – to
Fp · γε(0) = γΠ(α)
∣∣
ΨF(ε(0)), (3.23)
since (Fpii) is a mono-source. Again, dom(ξ,F) = ΨF(E) by 3.2.10, and 3.2.1 gives for each
x ∈ ΨF(E) ⊂ ΨF(ε(0))
gFξ (x) = Fg
(
F (p · e)−1(γΠ(α)(x))
)
= Fg
(
Fe−1(Fp−1(γΠ(α)(x)))
)
(3.23)
= Fg
(
Fe−1(γε(0)(x))
)
(3.22)
= Fg
(
Fe−1(Fe(γE(x)))
)
= Fg (γE(x)) ,
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showing (3.21).
To prove naturality, consider for each j ∈ n′ the diagram
ΨF(E) γE //
ΨF(f)
²²
(pi′jm
′f)Fξ=ΨF(pi′jm′f)
­­
FE
Ff
²²
ΨF(E ′)
(pi′jm
′)F
ξ′=ΨF(pi
′
jm
′)
nnn
nnn
vvnnn
nnn
γE′ // FE ′
F (pi′jm
′)
ppΨF(α′(j)) = F (α′(j))
where m′ : E ′ −→ Π(α′) is a standard representation with α′ : n′ −→ S and ξ, ξ′ as
usual. For n′ = 0 the square clearly commutes, because in this case either ΨF(E) = ∅ or
FE ′ ∼= 1. Now let n′ > 0 and j ∈ n′. The left hand triangle in the diagram commutes,
because ΨF is a functor. The right hand triangle and the outer frame commute, because
of α′(j) ∈ S, and the additional property (3.21) of γE and γE′ respectively. Thus, the
square commutes, for (F (pi′jm
′)) is a mono-source. This completes the proof that for each
object F in Contℵ0A there is an isomorphism γF : ΨF −→ F in Contℵ0A, i.e. a natural
isomorphism γF = (γF,A)A∈ob(A) : ΨF −→ F with γF,A = γA as defined above.
(ii) It remains to show that (γF )F∈ob(Contℵ0A), with γF as defined in (i), is a natural
transformation Ψ ·Φ −→ 1Contℵ0A, i.e. that for each morphism F
η−→ H in Contℵ0A the
square
ΨF
γF //
ΨΦ(η)
²²
F
η
²²
ΨH γH // H
commutes. Since this is a diagram of natural transformations, it has to commute “point-
wise”, hence take some E ∈ ob(A) with standard representation E m−→ Π(α), α : n −→ S,
and show that
ΨF(E)
γF,E //
(ΨΦ(η))E
²²
FE
ηE
²²
ΨH(E)γH,E // HE
(3.24)
commutes. Note that for E = G ∈ S one has (ΨΦ(η))G = Φ(η)G = ηG and γF,G = 1FG,
γH,G = 1HG, so (3.24) commutes. Also, if n = 0, then either ΨF(E) = ∅ or HE ∼= 1,
and in both cases (3.24) trivially commutes. In case of n > 0, consider for each i ∈ n the
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following diagram:
∏
F (α(i)) ⊃ ΨF(E) γF,E //
∏
ηα(i)
∣∣ΨF(E)
ΨH(E)
=(ΨΦ(η))E
²²
ΨF(piim)=(piim)Fξ
**
FE
ηE
²²
F (piim) // F (α(i)) = ΨF(α(i))
ηα(i) =(ΨΦ(η))α(i)
²²∏
H(α(i)) ⊃ ΨH(E) γH,E //
ΨH(piim)=(piim)Hξ
44HE
H(piim) // H(α(i)) = ΨH(α(i))
The upper and the lower cell commute because of (3.21) (see also 3.2.9), and the right
hand square since η is a natural transformation. Also, the outer frame commutes since
(ηG)G∈S is a homomorphism F −→ H by 3.2.5 (or since ΨΦ(η) is natural by 3.2.17).
Therefore (3.24) commutes, for (H(piim)) is a mono-source. ¤
3.2.20 Proposition Let Mod(ΓC)
Ψ //
Contℵ0A
Φ
oo be the functors defined in 3.2.17 and
3.2.5 respectively, then Φ ·Ψ = 1Mod(ΓC).
Proof: (i) Let X be an object inMod(ΓC). Then the underlying S-sorted sets of X and
ΦΨ(X) = ΦX are equal: By definition of the functor X = ΨX, one has (ΦX)G = X(G) =
XG for each G ∈ S .
(ii) The operations of X and ΦX coincide: Let fα′ ∈ Σt induced by Π(α′) f−→ G with
G ∈ S, α′ : n′ −→ S. Then Π(α′) ∈ U0 has a standard description Π(α) = Π(α′) with
α : n −→ S, and by definition of ΦX we have
fΦXα′ :
∏
j∈n′ Xα′(j)
∼ X(Π(α′)) = X(Π(α))
X(f) // X(G) = XG.
If n = 0, then X(Π(α′)) = X(T ) = 1, and
∏
j∈n′ Xα′(j) ∼= 1, since X preserves products.
Furthermore, X(f) is the nullary operation fXα , and equation (3.7), applied to the situation
Π(α′)
1Π(α)−→ Π(α) f−→ G, implies for the unique x ∈∏Xα′(j)
fXα′(x)
(3.7)
= fXα (1) = X(f)(1) = f
ΦX
α′ (x).
If n > 0, then
〈Xpi′j〉−1 =
〈
(pi′j)
X
α
〉−1
=
〈
(pii)
X
α′
〉
:
∏
j∈n′
Xα′(j)
∼−→ X(Π(α))
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is the isomorphism from above (see proof of 3.2.16, (ii)), and again, equation (3.7) with
f : Π(α′)
1Π(α)−→ Π(α) f−→ G delivers
fXα′(x)
(3.7)
= fXα
(〈(pii1Π(α))Xα′〉(x)) = X(f) (〈(pii)Xα′〉(x)) = fΦXα′ (x)
for each x ∈∏Xα′(j). Thus, in each case fXα′ = fΦXα′ .
Similarly, let fε′ ∈ Σk, induced by E ′ f−→ G with m′ : E ′ e
′−→ ε′(0) p′−→ Π(α′),
α′ : n′ −→ S, and ε′ faithful. Let E ′ = E have a standard representation m : E e−→
ε(0)
p−→ Π(α), α : n −→ S with ε faithful or constant with value in U0. Then by defini-
tion of ΦX
fΦXε′ :
∏
Xα′(j) = X(Π(α
′)) 6
X(m′)−1 // X(E ′)
X(f) // X(G) = XG,
where X(f) = fXξ (ξ as in 3.1.9), X(E
′) = X(E) and X(m′)−1 is the partial left inverse
to the monic X(m′).
First check that
fΦXε′ (x) is defined ⇐⇒ fXε′ (x) is defined.
Denote byM an equalizer object of (X(ε′a), X(ε′b)) in Set. Because p′ : ε′(0) −→ Π(α′) is
a standard representation, X(p′) is just the inclusion of X(ε′(0)) ⊂ ∏Xα′(j) (by Remark
3.2.13), and M = dom(ε′,X) by Corollary 3.2.11. Then, by diagram (3.18) in the proof
of Lemma 3.2.15, X(E ′) = X(E) ∼= M , where an x ∈ M ⊂ X(ε′(0)) corresponds to
y ∈ X(E) with X(e′)(y) = x. Now let fΦXε′ (x) be defined, then there is some y ∈ X(E ′) =
X(E) with X(m′)−1(x) = y, hence X(e′)(y) ∈M ⊂ X(ε′(0)). Therefore
x = X(m′)
(
X(m′)−1(x)
)
= X(p′) (X(e′)(y)) = X(e′)(y),
hence x ∈M and fXε′ (x) is defined. Conversely, if fXε′ (x) is defined, thenX(p′)(x) = x ∈M .
By (3.18) there is some y ∈ X(E) with X(e′)(y) = x. Thus,
X(m′)(y) = X(p′) (X(e′)(y)) = X(p′)(x) = x
is contained in the image of X(m′), and fΦXε′ (x) is defined.
It remains to show that
fXε′ (x) = f
ΦX
ε′ (x), for any x ∈ dom(ε′,X) = dom(ε′,ΦX).
First let n > 0, and observe that for each y ∈ X(E ′) one has X(m′)(y) ∈ dom(ε′,ΦX) =
dom(ε′,X), and〈
(piim)
X
ε′
〉
(X(m′)(y)) =
{〈
(piim)
X
ε′
〉 (〈
(pi′jm
′)Xξ
〉
(y)
)
n′ > 0〈
(piim)
X
ε′
〉
(1) n′ = 0
(3.9)
=
〈
(piim)
X
ξ
〉
(y)
(3.5)/(3.6)
= y.
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That is,
〈
(piim)
X
ε′
〉
is the partial inverse X(m′)−1. Now equation (3.7), applied to the
situation
f : E ′
1E−→ E f−→ G,
gives for each x = X(m′)(y) ∈ dom(ε′,X) = dom(ε′,ΦX):
fXε′ (x)
(3.7)
= fXξ
(〈
(piim1E)
X
ε′
〉
(x)
)
= fXξ
(
X(m′)−1(x)
)
= fΦXε′ (x),
since X(m′)−1(x) = y ∈ X(E ′) = X(E) = dom(ξ,X). Similarly, for n = 0 one has
fXε′ (x)
(3.7)
= fXξ (1) = f
X
ξ
(
X(m′)−1(x)
)
= fΦXε′ (x),
proving fXε′ = f
ΦX
ε′ .
(iii) Clearly, for homomorphisms h = (hG)G∈S : X −→ Y, one has Φ(Ψ(h)) =
Φ(hA)A∈ob(A) = (hG)G∈S = h, since by construction
hA =
∏
i∈n
hα(i)
∣∣∣∣Y (A)
X(A)
= hG
for A = G. ¤
3.3 Some applications and an outlook
For the rest of the current chapter let λ be a regular cardinal. In this final section we
apply our construction of ΓC to some special cases and give an outlook to the non-finitary
case:
At first, we easily show that for a locally λ-presentable category with a regular gener-
ator of λ-presentables our essentially algebraic description still works, simply by passing
from our finitary theory to a slightly modified, λ-ary one. Here modification just means
that each (partial) operation symbol now has arity (α(i))i∈κ −→ G, where α : κ −→ S for
some cardinal κ < λ, instead of α(1)× · · · × α(n) −→ G. Accordingly, all equations have
to be modified in this manner.
In the second subsection we return to the examples given at the beginning of this
chapter, and apply our construction of ΓC. In both cases it emerges that the general
construction covers the primal description, in the sense that if ∆ denotes the theory
indicated by Example 3.0.1 and 3.0.2 respectively, then ∆ is contained in ΓC in an obvious
way. This gives rise to a forgetful functor Mod(ΓC) −→Mod(∆). In fact, this forgetful
functor is a concrete equivalence. In general, given a locally finitely presentable category
C, and an essentially algebraic, finitary theory ∆ such that C ' Mod(∆), we are able
to construct a forgetful functor V : Mod(ΓC) −→ Mod(∆), which turns out to be a
concrete equivalence over SetS, where S is the set of sorts in ∆.
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The third subsection shows that strengthening the assumption on the generator in C
allows to simplify the description viaMod(ΓC). In particular, ifC is locally λ-presentable,
with a regular generator of λ-presentable, regular projective objects, then Mod(ΓC) is
isomorphic to a many-sorted, λ-ary quasivariety.
3.3.A An outlook to the non-finitary case
For a locally finitely presentable category C with a regular generator, the essentially
algebraic description constructed above simplifies as follows: By Corollary 2.2.16 with
λ = ℵ0, the construction of A in 2.2.13 stops at step two, i.e. A = U2. For the description
of the signature this means Σk = ∅ for each k ≥ 3 (see 3.1), since U2 = Uk for those k.
Also, each proof using the inductive structure of A simplifies, in the sense that it remains
to show just two steps: U0 ; U1 and U1 ; U2. Apparently, all the constructions and
proofs of the preceding sections do not make use of any finiteness of arity. Furthermore, by
replacing any occurrence of “finite product” by “λ-small product” – and thus “finite arity”
by “λ-ary” – we obtain for each locally λ-presentable category C an obvious modification
ΓλC of ΓC. Clearly, Γ
λ
C is an essentially algebraic, λ-ary theory, and we have shown the
following:
3.3.1 Corollary Let C be a locally λ-presentable category with a regular generator of
λ-presentable objects. Then C 'Mod(ΓλC).
Note that in this case Aop is indeed a small closure of G in C under λ-small colimits.3
For the general case, i.e. an arbitrary locally λ-presentable category C, there are two
things to do: (1) Construct a small closure (Ĝ)op of G in C under λ-small colimits, (2)
construct a modified theory Γ, in such a way that the equivalence ContλĜ ' Mod(Γ)
still holds.
For (1) observe that Ĝ defined in 2.2.12 does not seem to be the desired closure, for
the proof of 2.2.13, modified by substitution of “finite” with “λ-small”, does not properly
work. Particularly, the modified proof only shows that the isomorphism closure of Ĝ is
closed in C under λ-small products of objects contained in a single Uk. In order to fill this
gap, we extend the construction of B̂ in 2.2.12 transfinitely: For each small subcategory
B of a λ-complete category C, let
• U0 be the full subcategory of C spanned by ob(B) and a set of representatives for
all λ-small products of B-objects;
• Uk+1 be the full subcategory of C spanned by Uk and a set of representatives for
all equalizers of pairs of distinct Uk-morphisms;
3Cp. Remark 2.2.14.
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• Uκ, for κ a limit ordinal, be the full subcategory of C spanned by
⋃
k<κ
Uk and a set
of representatives for all λ-small products in
⋃
k<κ
Uk;
and define
B̂ :=
⋃
ν<λ
Uν .
Then a modification of the proof of 2.2.13 shows that B̂ is a small closure of B in C under
λ-small limits: Clearly, transfinite induction proves that B̂ is small. Also, closedness under
equalizers for the isomorphism closure of B̂ is proved completely analogous to 2.2.13. To
show closedness under λ-small products, note that in view of the proof of 2.2.13 it suffices
to show the following:
For each family of objects (Ai)i∈I ∈ B̂I with card(I) < λ,
there is some ordinal µ < λ such that Ai ∈ Uµ for all i ∈ I. (∗)
This allows to construct a product of the family (Ai)i∈I exactly the same way done in
2.2.13: If µ is a limit ordinal, we are done by construction of Uµ. Otherwise, such a
product is an equalizer of a pair in Uµ−1, hence contained in Uµ as well.
Proof of (∗): Assume the contrary, i.e. that for each ordinal ν < λ there is some
Ajν /∈ Uν , and therefore Ajν /∈ Uk for each k ≤ ν, too. For i ∈ I denote by νi the smallest
ordinal k < λ such that Ai ∈ Uk. In particular, νjν > ν, i.e. ν ⊂ νjν . Hence, for each
ν < λ there is some νi containing ν, which implies
λ =
⋃
ν<λ
ν =
⋃
i∈I
νi,
and thus leads to a contradiction
λ = card(λ) ≤
∑
i∈I
card(νi) < λ;
where the last strict inequality follows from card(I), card(νi) < λ, and the regularity of λ.
2
A simple modification of ΓC, according to (2) above, has not been found yet, although
a closure construction is given above. The first idea which comes into mind could be the
following:
Define inductively standard descriptions for objects A inUκ, κ a limit ordinal. Such an
A is the λ-small product of objects Ei ∈ Uνi , νi < κ, i ∈ I, and card(I) < λ. These objects
have standard descriptions mi : Ei −→ Π(αi) by induction hypothesis, where αi : ν −→ S,
ν < λ. Thus, the standard description of A should be
∏
mi : A −→
∏
I Π(αi). This is a
monomorphism from A into a λ-small product of S-objects, since λ is regular, card(I) < λ,
and Π(αi) is λ-small. Moreover, define an additional type of partial operation. For each
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discrete diagram θ : I −→ ⋃ν<κUν , where κ < λ is a limit ordinal, card(I) < λ, and each
f : Π(θ) −→ G, G ∈ S, introduce a partial operation fθ of arity
fθ :
∏
i∈I
(Π(αi)) −→ G
where θ(i) = Ei, andmi : Ei −→ Π(αi) as above. Now for each Ei there is a functor εi such
that Ei is the limit object of εi, inducing a (partial) operation gεi for each g : Ei −→ G,
G ∈ S. Therefore, def(fθ) should be the union of the def(gεi)´s. Finally, add for each such
θ an equation of type (3.5) and (3.6) respectively, and replace each induction in the proofs
by transfinite induction. Considering the new type of operation fθ, it will be necessary to
check whether the proofs above still remain valid.
This seems to be rather complicated, and in view of 3.3.1, where in presence of a
regular generator the desired generalization almost comes along without any effort, it
would be more reasonable to search either for another strategy or a completely different
proof. Both is left for future research.
3.3.B Examples
At the beginning of the current chapter, well-known essentially algebraic descriptions
for the categories Cat and Pos were presented. In the following, we apply the general
construction of ΓC to these two cases, in order to compare both descriptions. It will
turn out that the general construction comprises the particular ones, in the sense that
the operations and equations discussed in the beginning can be recovered. But it is not
surprising that the general construction gives much more operation symbols, since ΓC is
somehow the largest possible description, see Theorem 3.3.6.
3.3.2 Example As mentioned in the beginning, the category Cat is locally finitely pre-
sentable, and
2 := 0• a // •1
a finitely presentable, strong generator in Cat. Note that 2 is not a regular generator4.
Hence, by 3.2.18 we have Cat 'Mod(ΓCat), where A = {̂2}.5 Identify 0 and 1 with the
corresponding identity morphisms 10 and 11. Note that S = G = {2}, so each α : n −→ S
is just α(i) = 2 for all i ∈ n. Examination of the resulting theory ΓCat shows that the
theory ∆Cat, indicated in Example 3.0.1, can be recovered:
(i) Underlying sets: Each object S in Cat corresponds to a partial algebra with under-
lying set hom(2,S) ∼= mor(S). Thus, we obtain a one-sorted description via morphism-
sets.
4Cf. [Wes99, p. 34] or [Rei87, 3.4].
5See 2.2.12, 3.1.2, and 3.1.11.
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(ii) Structure of G: Since G is the full subcategory of Cat spanned by G, one has
G =
 2 id //
d
!!
c
== 2

with
•
a
²²
Â //______
d
•
a
²²• 0
88ppppppp •
•
a
²²
±
&&N
NN
NN
NN
c
•
a
²²• Â //______ •
and id the identity functor. Obviously, c and d satisfy the equations
d · d = d · c = d, c · c = c · d = c (3.25)
in Cat.
(iii) Total operations: Coproducts in Cat are formed by taking disjoint copies. Denote
by µi : 2 −→ n · 2 for i ∈ n, n ∈ N, the coproduct injections. Note that in A ⊂ Catop
these are the product projections pii : 2
n −→ 2. Now if f : 2 −→ n · 2 is a morphism
(functor) in Uop0 , then f(a) is a morphism in n · 2. Thus, there is some j ∈ n such that
f(a) is contained in the j-th copy of 2. This implies f = µj · g with g ∈ {id, c, d}, i.e.
f = g · pij in A. Now each total operation in Σt is of type fα : 2n −→ 2 with α : n −→ S,
induced by some morphism f : 2 −→ n · 2. Hence, equation (3.5) and (3.7) imply that
every total operation decomposes as fα = gα′ · (pij)α, where α′ : 1 −→ S, g ∈ {id, c, d},
and (pii)α : 2
n −→ 2 the canonical product projection:
fα(x1, . . . , xn) = gα′((pij)α(x1, . . . , xn)) = gα′(xj).
In particular, idα′ is the identity, and by (3.7), applied to (3.25)
op, the unary operations
c := cα′ , d := dα′ satisfy
d(d(x)) = c(d(x)) = d(x), c(c(x)) = d(c(x)) = c(x),
which is the first pair of equations in 3.0.1.
(iv) Particular partial operations: Consider the following situation:
m · 2 h //
h¯
// n · 2 e // E
2
µi
OO
gi //
g¯i
// 2
µj
OO
µj¯
OO
2
f
OO coequalizer
The upper row is a coequalizer, and for each i ∈ m there are some j, j¯ ∈ n such that
h · µi, h¯ · µi : 2 −→ n · 2 decompose as µj · gi, µj¯ · g¯i with gi, g¯i ∈ {id, c, d}. Therefore we
have
pii · h = gi · pij, pii · h¯ = g¯i · pij¯
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in Catop. The morphism f : 2 −→ E induces a partial operation fε : 2n −→ 2 in Σ0,
whose domain of definition is determined by the following equations6:
def(fε) =
⋃
i∈m
{
(piih)α(x1, . . . , xn) = (piih¯)α(x1, . . . , xn)
}
=
⋃
i∈m
{
(gipij)α(x1, . . . , xn) = (g¯ipij¯)α(x1, . . . , xn)
}
=
⋃
i∈m
{
(gi)α′(xj) = (g¯i)α′(xj¯)
}
,
where α : n −→ S, α′ : 1 −→ S. Particularly, consider m = 1, n = 2, h = µ1 · c, and
h¯ = µ2 · d:
2
µ1c //
µ2d
// 2 + 2
e // E
0
a
²²
0
a
²²
a′a
ÄÄ
0
a
²²
Ã
µ1c
##e j
j W J
Á
µ2d
88[ X X Y ] d n
1 0′
a′
²²
7−→ 1 = 0′
a′
²²
1
1′ 1′
Define
f : 2 −→ E,
0
a
²²
0
a′a²²7−→
1 1′
,
then γ := fε : 2× 2 −→ 2 is a binary, partial operation, with
def(γ) = {cα′(x1) = dα′(x2)} = {c(x) = d(y)}.
(v) Particular equations: The first pair of equations in 3.0.1 is already shown. For the
second, which is known as “matching condition”, first compute
f · d(a) = f(0) = 0 = e(0) = e · µ1(0) = e · µ1 · d(a).
Hence f · d = e · µ1 · d, which is d · f = d · pi1 · e in Catop, and leads to
d(γ(x, y)) = dα′(fε(x, y))
(3.7)
= (df)ε(x, y)
= (dpi1e)ε(x, y)
(3.7)
= dα′((pi1e)ε(x, y))
(3.6)
= d(x),
6Cf. (3.3).
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for all (x, y) with c(x) = d(y). Similarly, f · c = e · µ2 · c leads to c(γ(x, y)) = c(y).
For the third pair of equations, the “unit law”, define s, t : E −→ 2 by
s(a) = a, s(a′) = 1, and t(a) = 0, t(a′) = a.
Then
s(f(a)) = s(a′a) = s(a′)s(a) = a = t(a′a) = t(f(a)),
i.e. s · f = t · f = id: 2 −→ 2. Furthermore,
s(e(µ1(a))) = s(a) = a, s(e(µ2(a))) = s(a
′) = 1,
i.e. s · e · µ1 = id and s · e · µ2 = c. Similarly, t · e · µ1 = d and t · e · µ2 = id. This leads to
x
(3.5)
= idα′(x) = (fs)α′(x)
(3.7)
= fε ((pi1es)α′(x), (pi2es)α′(x))
= γ(idα′(x), cα′(x))
(3.5)
= γ(x, c(x))
for all x. The same way x = γ(d(x), x) follows.
Verification of the last equation, the “law of associativity”, requires several calcula-
tions. First consider the following coequalizer in Cat:
2 + 2
[µ1c,µ2c] //
[µ2d,µ3d]
// 2 + 2 + 2
e′ // E ′
0
a
²²
0
a
²²
a′a
¡¡
a′′a′a
½½
0
a
²²
Ã
[µ1c,µ2c]
$$d f
g e a Z O
Á [µ2d,µ3d] 77[ Z Z Z Z [ \ ^ c k
1 0′
a′
²²
7−→ 1 = 0′
a′
²²
a′′a′
¡¡
1 0′
a′
²²
Ã
[µ1c,µ2c]
%%d f
g e a Z O
Á
[µ2d,µ3d]
77[ Z Z Z Z [ \ ^ b k
1′ 0′′
a′′
²²
7−→ 1′ = 0′′
a′′
²²
1′
1′′ 1′′
Note that this is a situation as above, withm = 2, n = 3, h = [µ1c, µ2c], and h¯ = [µ2d, µ3d].
Thus,
h · µi = µi · c, and h¯ · µi = µi+1 · d
in Cat. Define functors u, l : E −→ E ′ by
0
a
²²
0
a′a
²²
u : 1
a′
²²
7−→ 1′
a′′
²²
1′ 1′′
0
a
²²
0
a
²²
l : 1
a′
²²
7−→ 1
a′′a′
²²
1′ 1′′
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Then
u(f(a)) = u(a′a) = u(a′)u(a)
= a′′(a′a)
= (a′′a′)a = l(a′)l(a) = l(f(a)),
i.e. g := u · f = l · f : 2 −→ E ′ with a 7→ a′′a′a. This morphism g : 2 −→ E ′ induces a
partial operation gε′ : 2
3 −→ 2 with
def(gε′) =
⋃
i=1,2
{(cpii)α(x1, x2, x3) = (dpii+1)α(x1, x2, x3)}
=
⋃
i=1,2
{cα′(xi) = dα′(xi+1)}
= {c(x) = d(y)} ∪ {c(y) = d(z)},
where α : 3 −→ S, α′ : 1 −→ S. Hence, gε′(x, y, z) is defined iff γ(x, y) and γ(y, z) are
defined. Now define inclusions ιu, ιl : E −→ E ′:
0
a
²²
0
a
²²
ιu : 1
a′
²²
7−→ 1
a′
²²
1′ 1′
0
a
²²
1
a′
²²
ιl : 1
a′
²²
7−→ 1′
a′′
²²
1′ 1′′
Then one easily computes
ιu · e · µ1 = e′ · µ1, ιu · e · µ2 = e′ · µ2,
and
ιl · e · µ1 = e′ · µ2, ιl · e · µ2 = e′ · µ3
(note that the µi on the left side of each equation are injections 2 −→ 2+ 2, whereas on
the right they are injections 2 −→ 2+ 2+ 2). Furthermore, evaluation at a ∈ 2 shows
u · e · µ1 = ιu · f, u · e · µ2 = e′ · µ3
and
l · e · µ1 = e′ · µ1, l · e · µ2 = ιl · f.
Finally, with the dual of the last four pairs of equations (i.e. in A ⊂ Catop), one obtains
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for all (x, y, z) with γ(x, y), γ(y, z) defined:
γ (x, γ(y, z))
(3.6)
= fε
(
(pi1e
′)ε′(x, y, z), fε
(
(pi2e
′)ε′(x, y, z), (pi3e′)ε′(x, y, z)
))
= fε
(
(pi1el)ε′(x, y, z), fε
(
(pi1eιl)ε′(x, y, z), (pi2eιl)ε′(x, y, z)
))
(3.7)
= fε
(
(pi1el)ε′(x, y, z), (fιl)ε′(x, y, z)
)
= fε
(
(pi1el)ε′(x, y, z), (pi2el)ε′(x, y, z)
)
(3.7)
= (fl)ε′(x, y, z)
But since g = u · f = l · f , one may continue this computation backwards:
γ (x, γ(y, z)) = (fu)ε′(x, y, z)
(3.7)
= fε
(
(pi1eu)ε′(x, y, z), (pi2eu)ε′(x, y, z)
)
= γ
(
(fιu)ε′(x, y, z), (pi3e
′)ε′(x, y, z)
)
(3.6)
= γ
(
(fιu)ε′(x, y, z), z
)
(3.7)
= γ
(
fε
(
(pi1eιu)ε′(x, y, z), (pi2eιu)ε′(x, y, z)
)
, z
)
= γ
(
γ
(
(pi1e
′)ε′(x, y, z), (pi2e′)ε′(x, y, z)
)
, z
)
(3.6)
= γ (γ (x, y) , z)
which proves the law of associativity.
3.3.3 Example The category Pos is locally finitely presentable, and 2| = {0 ≤ 1} a
finitely presentable, regular generator in Pos. Moreover, regular epimorphisms in Pos are
exactly the final surjections, and therefore they are stable under composition7. Thus, by
3.2.18 we have Pos ' Mod(ΓPos), where A = {̂2|} = U1, and Σk = ∅ for k ≥ 2.8 Also,
S = G = {2|}, and therefore each α : n −→ S is just α(i) = 2| for each i ∈ n. Similar to
Example 3.3.2, we are able to recover the theory ∆Pos, indicated in Example 3.0.2:
(i) Underlying sets: Each object (A,≤) in Pos corresponds to a partial algebra with
underlying set hom(2| , (A,≤)) ∼=≤. That is, we obtain a one-sorted description via relation
sets.
(ii) Structure of G: As in the previous example,
G =
 2| id //
d
!!
c
== 2|

7For details see [Por93].
8See 2.2.12, 3.1.2, and 3.1.11.
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with
1 ³
''P
PP
PP
d
1
0
Â //_____ 0
1
Â //_____
c
1
0
.
77nnnnn
0
and id: 2| −→ 2| the identity. Again, c and d satisfy the equations
d · d = d · c = d, c · c = c · d = c (3.26)
in Pos.
(iii) Coproducts in Pos: For a family (Ai,≤i), i ∈ I, of objects in Pos (where of course
Ai is a set with order relation ≤i), it is easy to see that their coproduct in Pos is the
following: Let (Ai
µi−→ A)i∈I be the usual coproduct (i.e. disjoint union) of the underlying
sets Ai in Set. Then the elements of A are pairs (x, i), with i ∈ I, and x ∈ Ai. Define an
order relation ≤ on A by
(x, i) ≤ (y, j) :⇐⇒ i = j and x ≤i y.
That is, the relation ≤ can be considered as the disjoint union of the relations ≤i. Now
((Ai,≤i) µi−→ (A,≤))i∈I is the desired coproduct in Pos.
(iv) Total operations: In analogy toCat, coproduct injections µi : 2| −→ n·2| correspond
to product projections pii : 2|n −→ 2| in A ⊂ Posop. Again, if f : 2| −→ n · 2| is a morphism
in Uop0 , then f(0) ≤ f(1) in n · 2| . Thus, there must be some j ∈ n such that f(0) and
f(1) are contained in the j-th copy of 2| , which implies f = µj · g with g ∈ {id, c, d}, i.e.
f = g ·pij in A. Similar to Cat, every total operation decomposes as fα = gα′ ·(pij)α, where
α′ : 1 −→ S, g ∈ {id, c, d}, and (pii)α : 2|n −→ 2| is the canonical product projection. Also,
idα′ is the identity, and by (3.7), applied to (3.26), the unary operation c := cα′ , d := dα′
satisfy
d(d(x)) = c(d(x)) = d(x), c(c(x)) = d(c(x)) = c(x),
i.e. the first pair of equations in 3.0.2.
(v) Partial operations: As already discussed in Cat, any situation
m · 2| h //
h¯
// n · 2| e // E
2|
µi
OO
gi //
g¯i
// 2|
µj
OO
µj¯
OO
2|
f
OO coequalizer
(with gi, g¯i ∈ {id, c, d}) gives a partial operation fε : 2|n −→ 2| , whose domain of definition
is determined by
def(fε) =
⋃
i∈m
{
(gi)α′(xj) = (g¯i)α′(xj¯)
}
,
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where α : n −→ S, α′ : 1 −→ S. The proof of these facts is exactly the same as for Cat,
since it only depends on the decomposition f = µj · g for each morphism f : 2| −→ n · 2| .
(vi) Particular partial operations and equations:
(a) m = n = 2, h = [µ2d, µ1d], h¯ = [µ1c, µ2c]: Then, in E, the following identities hold:
(0, 2) = µ2(0) = µ2(d(x)) = µ1(c(x)) = µ1(1) = (1, 1),
and
(0, 1) = µ1(0) = µ1(d(x)) = µ2(c(x)) = µ2(1) = (1, 2).
This implies
(0, 2) ≤ (1, 2) = (0, 1) ≤ (1, 1) = (0, 2)
in E, i.e. E = 1 contains only one element. The unique morphism f : 2| −→ 1 satisfies
f = e · µi for i = 1, 2. Also,
h · µi = µ3−i · d, and h¯ · µi = µi · c.
Thus, ψ := fε : 2| × 2| −→ 2| is a partial, binary operation with
def(ψ) =
⋃
i=1,2
{dα′(x3−i) = cα′(xi)}
= {dα′(x2) = cα′(x1)} ∪ {dα′(x1) = cα′(x2)}
= {d(y) = c(x)} ∪ {d(x) = c(y)},
and, if defined,
ψ(x1, x2) = fε(x1, x2) = (piie)ε(x1, x2)
(3.6)
= xi
for i = 1, 2. That is, x = ψ(x, y) = y holds for each pair x, y satisfying both equations
in def(ψ). Therefore, this ψ is identical with the one defined in 3.0.2.
(b) m = n = 2, h = [µ2d, µ1c], h¯ = [µ1d, µ2c]: Then, in E, we have to identify
(0, 2) = µ2(0) = µ2(d(x)) = µ1(d(x)) = µ1(0) = (0, 1),
and
(1, 1) = µ1(1) = µ1(c(x)) = µ2(c(x)) = µ2(1) = (1, 2).
Thus, E = 2| , and e : (x, i) 7→ x, making e(0, 2) = e(0, 1) ≤ e(1, 1) = e(1, 2). Further-
more, id = e · µ1 = e · µ2, and ϕ := idε : 2| × 2| −→ 2| is a binary, partial operation
with
def(ϕ) =
⋃
i=1,2
{(gi)α′(x3−i) = (g¯i)α′(xi)}
= {dα′(x2) = dα′(x1)} ∪ {cα′(x1) = cα′(x2)}
= {d(y) = d(x)} ∪ {c(x) = c(y)},
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and, if defined,
ϕ(x1, x2) = idε(x1, x2) = (piie)ε(x1, x2)
(3.6)
= xi
for i = 1, 2. That is, x = ϕ(x, y) = y holds for each pair x, y satisfying both equations
in def(ϕ). Therefore, this ϕ is identical with the one defined in 3.0.2.
(c) m = 1, n = 2, h = µ2d, h¯ = µ1c: Then, in E,
(0, 2) = µ2(0) = µ2(d(x)) = µ1(c(x)) = µ1(1) = (1, 1)
holds, i.e.
(0, 1) ≤ (1, 1) = (0, 2) ≤ (1, 2),
and E ∼= 3 (3-chain). Define g : 2| −→ E via 0 7→ (0, 1), 1 7→ (1, 2). Then obviously
g · c = e · µ2 · c, g · d = e · µ1 · d.
Put γ := gε : 2| × 2| −→ 2| , then
def(γ) = {dα′(x2) = cα′(x1)}
= {d(y) = c(x)}.
Moreover, the two equations above imply
c(γ(x, y)) = cα′(gε(x, y))
(3.7)
= (cg)ε(x, y)
= (cpi2e)ε(x, y)
(3.7)
= cα′((pi2e)ε(x, y))
(3.6)
= c(y),
and similarly d(γ(x, y)) = d(x). Hence, this partial, binary operation γ coincides with
γ in 3.0.2.
3.3.4 Remark Both examples illustrate the following general situation: Let C be a cat-
egory, satisfying the requirements of 3.2.18 or 3.3.1. On the one hand, we have the
constructed theory ΓC with C ' Mod(ΓC). On the other hand, there might exist an-
other theory ∆, also providing an essentially algebraic description C ' Mod(∆). In
case of C = Pos or Cat, 3.0.2 and 3.0.1 respectively are examples for such descriptions.
Moreover, if ∆ is “contained” in the theory ΓC, in the sense of the examples above, then
there is a forgetful functor, concrete over SetS (S the set of sorts of both ∆ and ΓC),
making the following triangle commute:
C
o
²²
∼ //Mod(ΓC)
Vwwppp
ppp
ppp
pp
Mod(∆)
(3.27)
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This forgetful functor V provides a concrete equivalence betweenMod(ΓC) andMod(∆),
as the following more general result shows:
3.3.5 Lemma Consider the following diagram of categories and functors:
C
F
~~ ~
~~
~~
~
H ÃÃ@
@@
@@
@@
A
G
>>~~~~~~~
V
// B
K
``@@@@@@@
If the following conditions are fulfilled: (1) V · F ∼= H, (2) F · G ∼= 1A, (3) H ·K ∼= 1B,
and (4) K ·H ∼= 1C, then V is an equivalence of categories.
Proof: PutW := F ·K : B −→ A, then V ·W
(1)∼= H ·K
(3)∼= 1B, andW ·V
(2)∼= F ·K ·V ·F ·G
(1)∼=
F ·K ·H ·G
(4)∼= F ·G
(2)∼= 1A. ¤
In both examples above, it seems that the description via Mod(ΓC) is the “largest”
possibility of an essentially algebraic description. In general, given a locally finitely pre-
sentable category C, the essentially algebraic theory ΓC is a kind of clone of all essentially
algebraic descriptions of C, in the following sense:
3.3.6 Theorem Let C be a locally finitely presentable category, and
∆ = (Ω,≤, def, EΩ)
an essentially algebraic, finitary theory such that C 'Mod(∆), where Ω is an S-sorted,
finitary signature. Then there is a forgetful functor V : Mod(ΓC) −→Mod(∆), making
(3.27) commute, which is a concrete equivalence over SetS.
Proof: For the sake of convenience we assume that C = Mod(∆), for it is easy to
see that the proof of the general case is exactly the same, modified by suitable natural
isomorphisms.9
(i) By Lemma 2.3.6, the canonical forgetful functor |−| : C −→ SetS has a left adjoint
F : SetS −→ C, assigning to each S-sorted set X = (Xs)s∈S the partial algebra FX,
freely generated by the S-sorted system
⋃
s∈S Xs −→ S of variables with Xs 3 x 7→ s (see
[Rei87, 3.2.4]). For each s ∈ S let xs be a standard variable of sort s, and 1s the following
S-sorted set: 1s = (1st)t∈S with
1st :=
{
{xs} if t = s,
∅ else.
9Given an equivalence H : C −→Mod(∆) with equivalence inverse K, use the natural isomorphisms
homMod(∆)(H(−), H(−)) ∼= homC(−,−) and homC(K(−),K(−)) ∼= homMod(∆)(−,−).
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Further, define
Fs := F (1s) and Fs1,...,sn := F (1s1 + . . .+ 1sn) ∼= Fs1 + . . .+ Fsn
for each s ∈ S, and each collection (s1, . . . , sn) ∈ Sn respectively. Now let A be an object
in C with underlying S-sorted set |A| = (As)s∈S, then for each s ∈ S the adjunction
F
Â |−| implies
hom(Fs,A) = homC(F (1s),A)
∼= homSetS(1s, |A|)
= {1s f−→ (At)t∈S | {xs} fs−→ As, ∅ ft−→ At for t 6= s}
∼= As.
This leads to a natural isomorphism (hom(Fs, −))s∈S ∼= |−|, proving that
G := {Fs | s ∈ S} ∼= S
is a strong generator of finitely presentables in C, because |−| is faithful, reflects isomor-
phisms, and preserves directed colimits (see Lemma 2.3.6, and note that colimits in SetS
are computed pointwise).
(ii) Let ΓC = (Σ,≤, E , def) be the essentially algebraic theory constructed in Sec-
tion 3.1 with G defined in (i). Let Θ: C −→ Mod(ΓC) the resulting equivalence, and
‖−‖ : Mod(ΓC) −→ SetS the canonical forgetful functor (note that Σ is also S-sorted).
By construction of Θ and definition of G, we obtain a natural isomorphism
‖−‖ ·Θ = ‖Θ(−)‖ = (hom(Fs, −))s∈S ∼= |−|.
(iii) For each C-object A with |A| = (As)s∈S, we may obviously identify an element
a ∈ As with an S-sorted map a : 1s −→ |A|. For each such map there is a unique
homomorphism a] : Fs −→ A, corresponding to a under the adjunction F Â |−| :
1s
Â Ä //
a
ÃÃA
AA
AA
AA
A |Fs|
a]
²²
Fs
a]
²²Â
Â
Â
|A| A
where the unit of the adjunction is the inclusion of the generator xs into the s-th set of
|Fs| = |F (1s)|. That is, a] is the unique homomorphism with a]s(xs) = as(xs) = a.
(iv) Induction on the well-ordering ≤ of ∆ shows that for each (partial) operation
symbol σ : s1 × · · · × sn −→ s in Ω there is an epimorphism Fs1,...,sn q−→ Q in C such
that σQ(qs1(xs1), . . . , qsn(xsn)) is defined and an element of Qs, where |Q| = (Qs)s∈S: If
σ : s1×· · ·×sn −→ s is a total operation symbol, i.e. def(σ) = ∅, σ(xs1 , . . . , xsn) is defined
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and a term of sort s, hence an element of the s-th set of |Fs1,...,sn|. So take q the identity
and Fs1,...,sn = Q. Else, def(σ) contains finitely many equations τj = υj, j ∈ m, in the
elements xs1 , . . . , xsn . Here τj and υj are terms of sort tj, with ρ < σ for each ρ occurring
in τj or υj. By induction hypothesis, there is an epimorphism Fs1,...,sn
l−→ L such that
the “L-interpretations” (see (2.2))
aj := τ
L
j [ls1(xs1), . . . , lsn(xsn)] and bj := υ
L
j [ls1(xs1), . . . , lsn(xsn)]
are defined and elements of Ltj , where of course |L| = (Ls)s∈S. Now by (iii), these
elements 1tj
aj−→ |L|, 1tj bj−→ |L| correspond to homomorphisms Ftj a
]
j−→ L, Ftj b
]
j−→ L
with a]j,tj(xtj) = aj, b
]
j,tj
(xtj) = bj, inducing two morphisms a, b : Ft1,...,tm −→ L. Form the
coequalizer
Ft1,...,tm
a //
b
// L e // Q
and put
q : Fs1,...,sn l−→ L e−→ Q,
which is an epimorphism. Then we obtain for each j ∈ m:
τQj [qs1(xs1), . . . , qsn(xsn)] = etj(aj) = etj(bj) = υ
Q
j [qs1(xs1), . . . , qsn(xsn)],
since e is a homomorphism, coequalizing each pair (a]j, b
]
j). Thus, σ
Q(qs1(xs1), . . . , qsn(xsn))
is defined and an element of Qs.
(v) Let A be a C-object, X := Θ(A), |A| = (As)s∈S, and σ : s1 × · · · × sn −→ s a
(partial) operation symbol in Ω. We are going to prove that there is a (partial) operation
symbol fε : s1 × · · · × sn −→ s in Σ such that
(a) fXε (c
]
1, . . . , c
]
n) =
(
σA(c1, . . . , cn)
)]
, if both sides are defined, and
(b) dom(fXε ) = dom(σ
A).
Let σ ∈ Ω be a (partial) operation symbol of arity s1 × · · · × sn −→ s, and let def(σ)
contain finitely many equations τj = υj (j ∈ m) in the elements xs1 , . . . , xsn , with τj, υj
terms of sort tj. By (iv) we are able to construct some coequalizer
Ft1,...,tm
a //
b
// L e // Q
and obtain an epimorphism q : Fs1,...,sn −→ Q such that q = e · l for some epimorphism
Fs1,...,sn l−→ L, and
c := σQ(qs1(xs1), . . . , qsn(xsn)) ∈ Qs.
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Without loss of generality we may assume that q : Q −→∏i∈n Fsi is the standard represen-
tation of Q in A = Ĝ ⊂ Cop.10 Now let f := c] : Fs −→ Q be the homomorphisms corre-
sponding to the element c : 1s −→ |Q|. This induces by 3.1.6 a (partial) operation symbol
fε : s1×· · ·×sn −→ s in Σ with def(fε) =
⋃
j∈m
{
(a]j)δ(xs1 , . . . , xsn) = (b
]
j)δ(xs1 , . . . , xsn)
}
,
where (a]j)δ, (b
]
j)δ are operation symbols induced by a
]
j, b
]
j (see also (3.4)).
ad (a): For each i ∈ n let ci : 1si −→ |A| be an element of Asi , c]i the corre-
sponding element of hom(Fsi ,A), and assume that both sides of (a) are defined (note
that ‖X‖ = (hom(Fs,A))s∈S). Observe how the (partial) operation fXε : hom(Fs1 ,A) ×
· · · × hom(Fsn ,A) −→ hom(Fs,A) acts by 3.2.1: At first, (c]1, . . . , c]n) is mapped to the
coproduct-induced morphism g := [c]1, . . . , c
]
n] in hom(Fs1,...,sn ,A). The left hand side of
(a) is defined iff g lies in the image of hom(q,A), and then g is mapped to its preimage,
i.e. to some h : Q −→ A with h · q = g. Finally, h is mapped to h · f ∈ hom(Fs,A)
by hom(f,A), which is fXε (c
]
1, . . . , c
]
n) by definition. It remains to show that h · f maps
the generator xs to σ
A(c1, . . . , cn) ∈ As, for this implies
(
σA(c1, . . . , cn)
)]
= h · f by the
adjunction. This follows from the fact that h is a homomorphism:
(h · f)s(xs) = hs(c]s(xs)) = hs
(
σQ(qs1(xs1), . . . , qsn(xsn))
)
= σA(hs1 · qs1(xs1), . . . , hsn · qsn(xsn))
= σA(gs1(xs1), . . . , gsn(xsn))
= σA(c]1(xs1), . . . , c
]
n(xsn))
= σA(c1, . . . , cn)
(note that each xsi is both an element of Fsi and of Fs1,...,sn , and the coproduct morphism
Fsi −→ Fs1,...,sn clearly maps xsi to itself).
ad (b): By the above, (c]1, . . . , c
]
n) ∈ dom(fXε ) is equivalent to the existence of a unique
morphism h, making the triangle
Fs1,...,sn
q //
g=[c]1,...,c
]
n] ##G
GG
GG
GG
GG
G Q
h
²²Â
Â
Â
A
commute (see also (3.14)). Let (c]1, . . . , c
]
n) ∈ dom(fXε ), then such a homomorphism h ex-
ists, and we have to show that A satisfies all equations in def(σ) in the elements c1, . . . , cn,
10Otherwise, we “enrich” our theory ΓC: Each σ ∈ Ω induces Fs1,...,sn q−→ Q. For σ′ 6= σ with Q′ ∼= Q,
the closure A contains only one object representing the isomorphism-class of Q. Taking representatives
is merely necessary to provide that A is small. But since Ω is a set, we may add in each construction step
Uk of A sufficiently many objects Q corresponding to σ ∈ Ω such that q is the standard representation
of Q. This does neither affect smallness of A nor validity of the equivalence C 'Mod(ΓC).
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i.e. τAj [c1, . . . , cn] = υ
A
j [c1, . . . , cn] for each j ∈ m. Since the “Q-interpretations” of τj and
υj are defined and coincide, we obtain
τAj [c1, . . . , cn] = τ
A
j [gs1(xs1), . . . , gsn(xsn)]
= htj
(
τQj [qs1(xs1), . . . , qsn(xsn)]
)
= htj
(
υQj [qs1(xs1), . . . , qsn(xsn)]
)
= υAj [gs1(xs1), . . . , gsn(xsn)] = υ
A
j [c1, . . . , cn].
Hence, (c1, . . . , cn) ∈ dom(σA).
Conversely, let (c1, . . . , cn) ∈ dom(σA), then we have to find some homomorphism
h : Q −→ A such that h · q = g. We show the existence of h by induction on the number k
of “components” of q: Since q is a standard representation, it is a composition of k regular
epimorphisms.
• If k = 1, i.e. q = e, L = Fs1,...,sn , and l the identity, then we have for each j ∈ m
gtj(aj) = τ
A
j [gs1(xs1), . . . , gsn(xsn)]
= τAj [c1, . . . , cn]
= υAj [c1, . . . , cn]
= υAj [gs1(xs1), . . . , gsn(xsn)] = gtj(bj),
since A satisfies all equations of def(σ) in the elements c1, . . . , cn. This implies
g · a]j = g · b]j for each j ∈ m, hence g · a = g · b. Now since q = e is the coequalizer
of a and b, we obtain the desired homomorphism h with h · q = g.
• If k > 1, we have q = e · l with l as in (iv), having k − 1 components. Therefore,
by induction hypothesis, some factorization g = h′ · l with h′ : L −→ A exists. The
situation is pictured in the following diagram:
Fs1,...,sn
q //
l ''NN
NNN
NNN
g
**
Q
h
?
vv
¾
¹
©
un
L
e
::uuuuuu
h′ ²²
A
In order to get the desired morphism h, it suffices to show that h′ coequalizes a and
b, giving a unique h : Q −→ A with h ·e = h′, which leads to h ·q = h ·e · l = h′ · l = g.
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Again, we obtain
h′tj(aj) = τ
A
j [h
′
s1
· ls1(xs1), . . . , h′sn · lsn(xsn)]
= τAj [gs1(xs1), . . . , gsn(xsn)]
= τAj [c1, . . . , cn]
= υAj [c1, . . . , cn]
= υAj [gs1(xs1), . . . , gsn(xsn)]
= υAj [h
′
s1
· ls1(xs1), . . . , h′sn · lsn(xsn)] = h′tj(bj),
and deduce h′ · a = h′ · b.
This completes the proof of (b).
(vi) Finally, clearly (a) and (b) in connection with (ii) give a forgetful functor
V : Mod(ΓC) −→ Mod(∆), being a concrete equivalence over SetS (by the lemma
above), and making (3.27) commute. ¤
3.3.7 Remark (i) In contrast to the examples at the beginning, in the general proof
above we do not derive equations of type EΩ in the theory ΓC. We rather “translate” each
equation τ = υ of EΩ by replacing each operation symbol σ ∈ Ω occurring in τ or υ by the
corresponding operation symbol f² ∈ Σ. Having done this, we are able to show that each
model of ΓC satisfies all these translated equations. In view of the completeness-theorem
in [Rei87, 3.2.5], this means that these translated equations are derivable in the theory
ΓC.
(ii) Unfortunately, the proof of the theorem above does not generalize to the non-
finitary case: In order to apply our construction of ΓλC, we need to know that G =
{Fs | s ∈ S} is a regular generator (of λ-presentables). But in general, the canonical
forgetful functor |−| : Mod(∆) −→ SetS does not reflect regular epimorphisms: Consider
Mod(∆) = Cat, then |−| ∼= hom(2, −), and 2 is not a regular generator, as remarked in
Example 3.3.2.
3.3.C Some special cases
In this subsection we investigate some special cases of generators. It turns out that
some particular properties allow a simplification of the essentially algebraic description via
Mod(ΓC) in 3.2.18, and via Mod(Γ
λ
C) in 3.3.1 respectively. For example, if the original
category C is locally λ-presentable, and has a regular generator of regular projective, λ-
presentable objects, then the category of modelsMod(ΓλC) is isomorphic to a quasivariety.
In the following, considering the non-finitary case, it is useful to generalize (2.1) to
arbitrary cardinals. Therefore, in the λ-ary case, l,m, n etc. denote cardinals < λ, and
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for each such cardinal n let
n :=
{
{1, . . . , n} if n ∈ N
{ν < n | ν an ordinal number} else. (3.28)
Note that the latter set is usually identified with n itself (see appendix).
Recall that a generator G is called absolute if hom(G, −) for each G ∈ G preserves
colimits. It turns out that preservation of coproducts for each hom(G, −) is sufficient to
simplify the structure of Σt in Mod(ΓC) and Mod(Γ
λ
C) respectively:
3.3.8 Proposition Let C fulfill one of the following conditions:
(a) C is locally finitely presentable, with a strong generator G of finitely presentable
objects such that hom(G, −) for each G ∈ G preserves finite coproducts.
(b) C is locally λ-presentable, with a regular generator G of λ-presentable objects such
that hom(G, −) for each G ∈ G preserves λ-small coproducts.
Then in the respective categoryMod(Γ) ' C of models,11 for each total operation gα ∈ Σt
there is j ∈ n, and a unary operation uα(j) such that the equation gα(xi)i∈n = uα(j)(xj)
can be derived in the theory Γ.
Proof: Let C satisfy (a), and gα ∈ Σt be a total operation, corresponding to some
Π(α)
g−→ G in A ⊂ Cop, where (Π(α) pii−→ α(i))i∈n is a finite product in Cop (see 3.1), i.e.
a finite coproduct (α(i)
µi−→ Π(α))i∈n in C. Since hom(G, −) preserves finite coproducts,
for each j ∈ n the following diagram in Set commutes:∐
i∈n hom(G,α(i))
[hom(G,µi)]
∼ // hom(G,Π(α))
hom(G,α(j))
µ˜j
iiSSSSSSSSSSSSSS hom(G,µj)
66mmmmmmmmmmmmm
where the horizontal, coproduct-induced arrow is a bijection, and µ˜j the canonical in-
jection. Therefore, for g ∈ hom(G,Π(α)) there are uniquely determined j ∈ n, u ∈
hom(G,α(j)) such that
g = [hom(G,µi)](µ˜j(u)) = hom(G,µj)(u) = µj · u.
That is, in Cop we have α(j)
u−→ G with g = u · pij, inducing a unary operation
uα(j) : α(j) −→ G. Finally, this leads to the following equation:
gα(xi)i∈n = (u · pij)α(xi)i∈n (3.7)= uα(j)((pij)α(xi)i∈n) (3.5)= uα(j)(xj).
11Note that in case of (1) we take Γ = ΓC as described in 3.1, and in case of (2) Γ = ΓλC, as described
in 3.3.1.
3.3. Some applications and an outlook 77
Here equation (3.7) is applied to Π(α)
pij−→ α(j) u−→ G = Π(α) g−→ G in Cop. The
non-finitary case (b) can be shown in an analogous manner. ¤
In order to simplify the structure of partial operations inMod(ΓλC), we need to assume
that the generator G consist of regular projective objects. As mentioned earlier12, the
existence of a regular generator of regular projectives is closely connected to the concept
of quasivariety:
3.3.9 Fact ([AP98, Thm.2]) A category C is equivalent to a many-sorted, λ-ary qua-
sivariety iff it is cocomplete, and has a regular generator of λ-presentable, regular projec-
tives.
3.3.10 Remark The condition “regular generator” can be replaced by the formally weak-
er condition “strong generator”, see Remark 5 in [AP98]. Obviously, λ-ary quasivarieties
are locally λ-presentable.
Under the assumption that G consists of regular projectives, in each ΓλC-model the
partial operations are just domain-restricted total operations:
3.3.11 Proposition Let G be a regular generator of λ-presentable, regular projectives in
a locally λ-presentable category C. Then in the category of models Mod(ΓλC) ' C, for
each model X the partial operations fXε are just restrictions gXα |dom(fXε ) of total operations.
Proof: Let fε be a partial operation in the signature Σ of Γ
λ
C, corresponding to some
ε : I −→ A faithful, and E e−→ ε(0), E f−→ G in A ⊂ Cop, see 3.1 and 2.2.12. Note that
we have A = U1 by Corollary 2.2.19, so the standard representation ε(0)
p−→ Π(α) of
ε(0) is itself an equalizer (of some pair of morphisms), and we have the following situation
in C:
m : Π(α)
p // ε(0) e // E
G
f
OO
g
iiS S S S S S S S S
``B
B
B
B
Since G is regular projective, and of course e a regular epimorphism, f factors through
ε(0). Also, the standard representation p is a regular epimorphism. Thus, there is some
morphism g as above such that e · p · g = f , i.e. f = g · (p · e) in A. Now the equations of
type (3.7) and (3.6) imply
fε(xi)i∈n
(3.7)
= gα
(
(pijpe)ε(xi)i∈n
)
j∈n
(3.6)
= gα(xj)j∈n.
That is, for each model X inMod(ΓλC), if fXε (xi)i∈n is defined, it coincides with gXα(xi)i∈n.
Thus, fXε = g
X
α |dom(fXε ). Note that this holds for each g with e · p · g = f . ¤
12Cp. Corollary 2.2.19.
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In view of 3.3.9, under the assumptions of Proposition 3.3.11, the category Mod(ΓλC)
of models is expected to be a quasivariety:
3.3.12 Proposition Let G be a regular generator of λ-presentable, regular projectives
in a locally λ-presentable category C. Then Mod(ΓλC) is concretely isomorphic to a
many-sorted, λ-ary quasivariety.
Proof: (i) By Corollary 2.2.19 and 3.3.1, C ' Mod(ΓλC), with ΓλC = (Σ,≤, E , def),
Σ = Σt∪Σ0∪Σ1, and Σk = ∅ for k ≥ 2, since A = Ĝ = U1. Hence, each partial operation
fε :
∏
i∈n α(i) −→ G is contained in Σ0 ∪Σ1, and is induced by some ε : I −→ A faithful,
and E
e−→ ε(0) p−→ Π(α), E f−→ G in U1 ⊂ Cop (see 3.1 and 2.2.12). By Proposition
3.3.11, for each model X in Mod(ΓλC), and each morphism g with m · g = e · p · g = f in
C, one has fXε = g
X
α |dom(fXε ).
(ii) Now if we just “forget” the partial operations, we obtain a concrete, forgetful
functor
U : Mod(ΓλC) −→ Alg(Σt, E ′),
where Σt ⊂ Σ comprises all total operation symbols, and E ′ ⊂ E contains all equations of
E consisting only of total operations. By (i), for each partial operation fε, and each pair
g, g˜ with (e · p) · g = f = (e · p) · g˜ in C, any model X satisfies
gXα |dom(fXε ) = fXε = g˜Xα |dom(fXε ).
But by (3.3), the domain of fε ∈ Σk is defined as follows:
If k = 0, one has
(xi)i∈n ∈ dom(fXε ) ⇐⇒ (aj)Xα(xi)i∈n = (bj)Xα(xi)i∈n
for each j ∈ m.
That is, each model X satisfies, for each fε ∈ Σ0, and each pair g, g˜ with e · g˜ = f = e · g
in C (here p = 1Π(α)), the following implication:∧
j∈m
(
(aj)α(x) = (bj)α(x)
)
=⇒
(
gα(x) = g˜α(x)
)
(3.29)
Note that (aj)α(x) = (bj)α(x) and gα(x) = g˜α(x) are Σt-equations.
If k = 1, then
(xi)i∈n ∈ dom(fXε ) ⇐⇒ (aj)Xδ (xi)i∈n = (bj)Xδ (xi)i∈n
for each j ∈ m, and
(xi)i∈n ∈ dom(δ,X)
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(where (ε(0), p) = lim(δ), see also3.1.5); since for each j ∈ m
dom((aj)
X
δ ) = dom(δ,X) = dom((bj)
X
δ )
(see Definition 3.2.6). But δ(0) = Π(α), so there is some γ : l −→ S, and morphisms
sk, tk : Π(α) −→ γ(k), k ∈ l, in A such that
(xi)i∈n ∈ dom(δ,X) ⇐⇒ (sk)Xα(xi)i∈n = (tk)Xα(xi)i∈n
for each k ∈ l.
Moreover, by Proposition 3.3.11, for each j ∈ m there are morphisms a¯j, b¯j such that
Π(α)
p // ε(0)
β(j)
aj
OO
a¯j
ccF
F
F
F
and
Π(α)
p // ε(0)
β(j)
bj
OO
b¯j
ccF
F
F
F
commute in C, and
(aj)
X
δ = (a¯j)
X
α|dom(δ,X), (bj)Xδ = (b¯j)Xα|dom(δ,X).
That is, each model X satisfies, for each fε ∈ Σ1, and each pair g, g˜ with (e · p) · g = f =
(e · p) · g˜ in C, the following implication:∧
j∈m
(
(a¯j)α(x) = (b¯j)α(x)
)
∧
∧
k∈l
(
(sk)α(x) = (tk)α(x)
)
=⇒
(
gα(x) = g˜α(x)
)
(3.30)
which consists of Σt-equations (note that the premise contains less than λ equations).
(iii) Now denote by Q the full subcategory of Alg(Σt, E ′) spanned by all Σt-algebras
satisfying each implication of type (3.29). This defines a λ-ary quasivariety (consider an
equation in E ′ as implication with empty premise), and obviously U : Mod(ΓλC) −→ Q
by (ii). Next define a functor
V : Q −→Mod(ΓλC)
as follows: On homomorphisms A h−→ B put V (h) := h. For algebras A = (|A|, (gAα)gα∈Σt)
in Q, we have to define partial operations fAε for each fε ∈ Σ0 ∪ Σ1: Choose g with
(e · p) · g = f , according to Proposition 3.3.11, and define
• for fε ∈ Σ0,
dom(fAε ) :=
{
x
∣∣∣ ∀j ∈ m : (aj)Aα(x) = (bj)Aα(x)}
(cp. (3.1),(3.3)), and fAε := g
A
α |dom(fAε );
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• for fε ∈ Σ1,
dom(fAε ) :=
{
x
∣∣∣ ∀j ∈ m : (aj)Aδ (x) = (bj)Aδ (x)}
(cp. (3.1),(3.4), note that (aj)δ, (bj)δ ∈ Σ0), and fAε := gAα |dom(fAε ).
Then fAε (xi)i∈n is defined iff A satisfies all equations of def(fε) in the elements xi, i ∈ n.
Clearly, V A := (|A|, (gAα)gα∈Σt , (fAε )fε∈Σ0∪Σ1) is well defined, since A satisfies all impli-
cations of type (3.29) and (3.30) (note that each UX does as well). Actually, V A is an
object in Mod(ΓλC): Surely, V A satisfies all equations of type (3.5), for these belong to
E ′, and therefore hold in Q as well. Also, in the particular case f : α(i) µi−→ Π(α) e·p−→ E,
which is f = pii · p · e in Cop, we obtain
(piipe)
A
ε = f
A
ε = (pii)
A
α|dom(fAε )
by (i), since f = (e·p)·µi is an appropriate factorization. Thus, for each (xj)j∈n ∈ dom(fAε ),
(piipe)
A
ε (xj)j∈n = (pii)
A
α(xj)j∈n = xi,
which means satisfaction of (3.6). Finally, if both sides of an equation of type (3.7)
are defined, then by definition each partial operation occurring in the equation may be
substituted by an appropriate total operation: Consider the following diagram inA ⊂ Cop
α′′(k)
Π(α) h¯ //_________
hk
55kkkkkkkkkkkkkkkkkk
Π(α′′)
pi′′k
OO
E
f //
m
OO
m
²²
h
''
E ′
g //
m′
²²
E ′′
m′′
²²
m′′
OO
Π(α)
f¯ //___
fj ##G
GG
GG
GG
GG
Π(α′)
g¯ //___
gk $$H
HH
HH
HH
HH
pi′j
²²
Π(α′′)
pi′′k
²²
α′(j) α′′(k)
where fj (gk, hk, resp.) are factorizations of pi
′
jm
′f (pi′′km
′′g, pi′′km
′′h, resp.) throughm = pe
(m′ = p′e′, m, resp.), which exist by 3.3.11, and f¯ = 〈fj〉 (g¯ = 〈gk〉, h¯ = 〈hk〉, resp.). For
each j ∈ n′, we have by definition of f¯ , fj,
pi′j · f¯ ·m = fj ·m = pi′j ·m′ · f,
implying f¯ ·m = m′ · f . Similarly, g¯ ·m′ = m′′ · g and h¯ ·m = m′′ · h follow, showing that
the diagram above commutes. By diagram chase, one obtains gk · f¯ ·m = hk ·m, which
leads to
gk · f¯ = hk, for each k ∈ n′′, (3.31)
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for m is a monomorphism in Cop. Now we are able to convert equation type (3.7) ade-
quately:
(pi′′km
′′g)Aξ′
(
(pi′jm
′f)Aξ (x)
)
j∈n′ = (pi
′′
km
′′h)Aξ (x)
⇐⇒ (gk)Aα′
(
(fj)
A
α(x)
)
j∈n′ = (hk)
A
α(x) by def.
⇐⇒ (gk)Aα′
(
(pi′j f¯)
A
α(x)
)
j∈n′ = (gkf¯)
A
α(x) by (3.31)
The resulting equation is satisfied by V A, because it is of type (3.7) with total operations,
which belongs to E ′.
To check that V is well defined on homomorphisms A h−→ B in Q, it suffices by Lemma
2.3.4 to show that for each fε ∈ Σ0 ∪ Σ1, fε :
∏
i∈n α(i) −→ G, one has
hG
(
fAε (xi)i∈n
)
= fBε
(
hα(i)(xi)
)
i∈n
whenever both sides are defined. But if this is the case, then the left hand side of the
equation above is by definition equal to hG
(
gAα(xi)i∈n
)
, for some suitable g. Since h is a
homomorphism in Q, one has
hG
(
gAα(xi)i∈n
)
= gBα
(
hα(i)(xi)
)
i∈n ,
which is equal to the right hand side above for the same reason.
Altogether, V is a well defined functor, satisfying by definition V U(h) = V h = h and
UV (h) = Uh = h for morphisms in Mod(ΓλC) and Q respectively. Also, for objects A in
Q evidently UV (A) = A holds, and (ii) implies that for each object X inMod(ΓλC) as well
V U(X) = X holds. Thus, U and V are mutually inverse functors, provingMod(ΓλC) ∼= Q.
¤
3.3.13 Example Let us return to Example 3.3.2 again: Recall that for A ∈ ob(Cat)
one has hom(2,A) = ob(A2) ∼= mor(A). Now since the set of morphisms in coproducts
of small categories is the coproduct of the respective sets of morphisms, hom(2, −) clearly
preserves coproducts. This explains the description of total operations in 3.3.2. Observe
that 2 is neither regular (see 3.3.2) nor regular projective in Cat: The functor f : 2 −→
E in the fourth paragraph of 3.3.2 does not factor through the regular epimorphism
e : 2 + 2 −→ E. In particular, we are not able to prove that Cat is a quasivariety, in
coincidence with the fact that it is not even a Horn class13.
3.3.14 Example Similarly, the third paragraph of Example 3.3.3 shows that the relation
functor R = hom(2| , −) : Pos −→ Set (where 2| is the 2-chain) preserves coproducts: For
each poset (A,≤) one has
R(A,≤) =
{
{0, 1} f−→ A | f(0) ≤ f(1)
} ∼= ≤ ⊂ A× A,
13Cf. [AP98, p. 388].
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and the order relation of a coproduct of posets is the disjoint union (coproduct) of the
respective order relations. Again, this explains the description of total operations given in
3.3.3. Also, 2| is not regular projective: The morphism g : 2| −→ E in 3.3.3, (vi)(c), does
not factor through the regular epimorphism e : 2 ·2| −→ E. Moreover, by [Por93, 2.5], Pos
fails to be a quasivariety.
Chapter 4
Coalgebras as presheaves
4.1 The case of set functors
The aim of this section is to characterize those functors H : Set −→ Set, for which
Coalg(H) is concretely equivalent to some presheaf category. At first, we discuss the
results published in [DP04], considering a polynomial functor H = HΣ : The first sub-
section presents an algebraic description of the resulting category CoalgΣ. Here the
multifreeness-property from Proposition 2.4.5 implies that the set of all tree-coalgebras
is an absolute and regular generator of (regular) projectives in CoalgΣ. This leads
by Bunge’s characterization of presheaf categories to a concrete equivalence CoalgΣ '
SetA
op
, where A is a full subcategory of CoalgΣ spanned by all tree-coalgebras. More-
over, by multifreeness of tree-coalgebras, we obtain a description of SetA
op
as a variety
AlgΩΣ without equations. An intuitive, direct description of the resulting equivalence
CoalgΣ ' AlgΩΣ is given in the second subsection, where also a comparison with the
essentially algebraic description via Mod(ΓCoalgΣ) can be found. According to Theorem
3.3.6, it turns out that there is a forgetful functor Mod(ΓCoalgΣ) −→ AlgΩΣ, being a
concrete equivalence. Finally, in the last subsection we present the converse to the result
above, according to [Ada05]: Each functor H : Set −→ Set, for which Coalg(H) is con-
cretely equivalent to some presheaf category, is reduced polynomial, hence a reduction of
some polynomial functor of type HΣ .
4.1.A A categorical argument
Define for each coalgebra C = (C,αC) a map
ϕC :
∐
t∈TΣ
hom(At,C) −→ C,
sending h : At −→ C to h(²) ∈ C. This gives a decomposition of the forgetful functor
VΣ : CoalgΣ −→ Set:
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4.1.1 Proposition The family of maps ϕC is a natural isomorphism
ϕ :
∐
t∈TΣ
hom(At, −) ∼= VΣ.
Proof: Let C be a Σ-coalgebra. Note that the preimages of the unique homomorphism
!C : C −→ TΣ give a disjoint decomposition
VΣC = C =
⋃
t∈TΣ
!−1C [t].
By Corollary 2.4.6, for each t ∈ TΣ the restriction
ϕC|hom(At,C) : hom(At,C) −→ !−1C [t], h 7→ h(²)
is a bijection, so obviously ϕC is bijective.
Furthermore, for each morphism f : C −→ D in CoalgΣ, the square∐
hom(At,C)
ϕC //
∐
hom(At,f)
²²
C
f
²²∐
hom(At,D) ϕD // D
h
Â //
_
²²
h(²)
_
²²
f · h Â // f · h(²) f(h(²))
commutes, hence ϕ is natural. ¤
From this one concludes, since VΣ is faithful and conservative, i.e. reflects isomor-
phisms1:
4.1.2 Proposition The family (At)t∈TΣ is strongly generating, i.e. the family of hom–
functors
hom(At, −), t ∈ TΣ
is jointly faithful, and jointly reflects isomorphisms.
Proof: Let f, g : C −→ D be a pair of morphisms in CoalgΣ such that for each t ∈ TΣ,
hom(At, f) = hom(At, g) holds. Then clearly
VΣf ∼=
∐
hom(At, f) =
∐
hom(At, g) ∼= VΣg,
and f = g follows.
Similarly, if each hom(At, f) is a bijection, then also VΣf ∼=
∐
hom(At, f) is bijective,
implying that f is an isomorphism. ¤
1See e.g. [Por01, 1.17] or [Rut00, 2.3].
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4.1.3 Proposition For each t ∈ TΣ, hom(At, −) preserves colimits.2
Proof: Since the functor VΣ : CoalgΣ −→ Set is known to preserve colimits3, Propo-
sition 4.1.1 shows that, for each colimit sink (λi : Di −→ D)i∈I in CoalgΣ, the canonical
map colimI
∐
t hom(At,Di)
λ−→∐t hom(At,D) is bijective. If now∐
t∈TΣ
colimI hom(At,Di)
ψ
−→ colimI
∐
t∈TΣ
hom(At,Di)
denotes the canonical bijection resulting from commutation of colimits, it will be enough
to prove that (with the canonical maps λt)
λ · ψ =
∐
t∈TΣ
(λt : colim hom(At,Di) −→ hom(At,D)).
This can be read off the following commutative diagram (where Ht is short for hom(At, −))∐
t colimHtDi
ψ // colim
∐
tHtDi
λ //
∐
tHtD
]
]
∐
tHtDi
νi
OO
∐
Htλi
99ssssssssssssssss
]
HtDi
κt
OO
µi
wwooo
ooo
ooo
ooo
ooo
ooo
Htλi
&&LL
LLL
LLL
LLL
LLL
LL
]
colimHtDi
ϕt
OO
λt
// HtD
ιt
OO
where the maps indexed by t are coproduct injections, and the maps indexed by i form
the respective colimit cones. ¤
Note that Proposition 4.1.2 and 4.1.3 already imply
4.1.4 Corollary 4 The category CoalgΣ is locally finitely presentable.
In particular, CoalgΣ is complete (see 2.2.3).
2This is a special instance of the following more general result: Let, for some functorW : A −→ B, and
someB-object B, the family ofA-objects (Ai)I be multifree on B w.r.t. W ; ifW preserves colimits, and B
is an absolute generator, then so is the family (Ai)I . (Use the equivalence
∐
I hom(Ai,−) ∼= hom(B,−)·W ,
cf. 4.2.32.)
3Cf. [Por01, 1.18] or [Rut00, 4].
4Cp. [AP04, 2.7].
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4.1.5 Proposition For each t ∈ TΣ, hom(At, −) preserves kernel pairs. The family
(hom(At, −))t∈TΣ collectively reflects kernel pairs.
Proof: Preservation is clear, since hom-functors preserve limits. Now let p, q : K −→ C
be a pair of homomorphisms such that for each t ∈ TΣ
hom(At, p), hom(At, q) : hom(At,K) −→ hom(At,C)
is a kernel pair of some map ft : hom(At,C) −→ Xt. Then this pair also is the ker-
nel pair of its coequalizer, which is, by Proposition 4.1.3, the map hom(At, c), where
c : C −→ Q is a coequalizer of (p, q). If p′, q′ : L −→ C denotes c’s kernel pair in CoalgΣ,
there exists a unique h : K −→ L with p′h = p and q′h = q. Then for each t ∈ TΣ,
hom(At, h) : hom(At,K) −→ hom(At,L) is a bijection (as canonical map between two
kernel pairs of hom(At, c)). Thus, by Proposition 4.1.2, h is an isomorphism in CoalgΣ,
and (p, q) is a kernel pair. ¤
4.1.6 Proposition For each t ∈ TΣ, hom(At, −) preserves regular epimorphisms. The
family (hom(At, −))t∈TΣ collectively reflects regular epimorphisms.
Proof: Preservation follows from Proposition 4.1.3. Now let q : L −→ Q be a homo-
morphism such that for each t ∈ TΣ, hom(At, q) is surjective. Let r, s : K −→ L be q’s
kernel pair in CoalgΣ, and p : L −→ P its coequalizer. Then hom(At, q) is a coequalizer
of (hom(At, r), hom(At, s)), as is hom(At, p). Thus, the canonical morphism h : P −→ Q
is an isomorphism, since for each t ∈ TΣ, hom(At, h) is bijective. ¤
4.1.7 Corollary In CoalgΣ, every epimorphism is regular.
Proof: If e is an epimorphism, so is hom(At, e) (since hom(At, −) preserves colimits) for
each t ∈ TΣ. Hence hom(At, e) is a regular epimorphism for each t ∈ TΣ, and so is e by
4.1.6. ¤
4.1.8 Corollary For each t ∈ TΣ, At is (regularly) projective.
Using Propositions 4.1.2 to 4.1.6, we now conclude by Bunge’s characterization of
presheaf categories (see [Bun69, Lin69])
4.1.9 Theorem LetA be the full subcategory of CoalgΣ spanned by all tree-coalgebras.
Then
CoalgΣ ' SetAop .
4.1.10 Remark The construction of such an equivalence can be found in [Lin69, Thm.5],
for example. Examination of the proof shows that the equivalence is given by the restricted
Yoneda embedding5
Yon: CoalgΣ −→ SetAop , X 7−→ hom(−, X)|Aop .
5See also appendix.
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This is even a concrete equivalence in the sense of [Por94]6: By means of the following
definition, each presheaf category can be regarded as concrete category over Set:7
4.1.11 Definition Let SetB
op
be a presheaf category. Define a functor U : SetB
op −→
Set by
P
η−→ Q U7−→ ∐B∈ob(Bop) PB ∐ ηB //∐B∈ob(Bop)QB .
Then (SetB
op
, U) is a concrete category over Set, since
U =
∐
B∈ob(Bop)
evB : Set
Bop −→ Set
is faithful, with
evB : Set
Bop −→ Set, (P η−→ Q) 7−→ (PB ηB−→ QB)
the evaluation functor at B.
Now consider the forgetful functor U : SetA
op −→ Set, as defined above, where A is the
full subcategory of CoalgΣ spanned by
ob(A) = {At | t ∈ TΣ} (∼= TΣ as a set).
Then we have
U =
∐
A∈ob(Aop)
evA =
∐
t∈TΣ
evAt ,
with evAt : Set
Aop −→ Set evaluation at At, and with 4.1.1 we easily deduce
U · Yon =
∐
t∈TΣ
evAt ·Yon =
∐
t∈TΣ
hom(At, −) ∼= VΣ,
proving that (CoalgΣ, VΣ) is concretely equivalent to (Set
Aop , U).
The description of CoalgΣ as a many–sorted variety of unary algebras, as presented
in the theorem above (see A.2.4), can be simplified by means of the following result.
4.1.12 Proposition Every homomorphism f : As −→ At has a unique decomposition
into embeddings of maximal subtrees.
6Cf. A.1.5.
7Cp. [Ada05].
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Proof: First observe that, given a tree t and some w ∈ Def t, the map v 7→ wv is a
homomorphism
tw : At(w−) −→ At,
which obviously sends the root ² of t(w−) to w. Given any homomorphism f : As −→ At,
put w = f(²). Since the family (At)t∈TΣ is multifree on one generator, we conclude
s = t(w−) and f = tw. Thus, the only homomorphisms between tree coalgebras are
embeddings of subtrees.
If w ∈ Def t is decomposed as w = uv, the embedding tw decomposes as
At(w−)
t(u−)v−→ At(u−) tu−→ At.
Thus, if w = i1 . . . ik with ij < λ, we obtain a decomposition of tw as
At(i1...ik−)
fk−→ At(i1...ik−1−) −→ · · · −→ At(i1i2−)
f2−→ At(i1−) f1−→ At
with fe = t(i1 . . . ie−1−)ie . This is a decomposition into embeddings of maximal subtrees;
it is unique since the decomposition of words into letters is unique. ¤
Let ΩΣ denote the following many-sorted signature of unary algebras:
• Sorts are all t ∈ TΣ;
• Operational symbols are t¯i : t −→ t(i−) for all embeddings of maximal subtrees ti.
Then we obtain
4.1.13 Theorem There is an equivalence of categories CoalgΣ ' AlgΩΣ.
Proof: By the theorem above, CoalgΣ ' SetAop , where A is the full subcategory of
CoalgΣ spanned by all tree-coalgebras At, t ∈ TΣ. Now by A.2.4, there is an isomorphism
SetA
op ∼= Alg(Ω, E), where Ω := mor(Aop) is an S-sorted signature of unary algebras,
S = ob(Aop), and E contains all equations of type (A.1), (A.2). Note that since ob(Aop) =
{At | t ∈ TΣ}, both signatures Ω and ΩΣ are TΣ-sorted. Furthermore, each operational
symbols t¯i : t −→ t(i−) in ΩΣ corresponds to an embedding f : At(i−) −→ At of a maximal
subtree, hence to an operation symbol f : t −→ t(i−) ∈ Ω. Therefore we may consider ΩΣ
as a subset of Ω, and obtain an obvious forgetful functor
U : Alg(Ω, E) −→ AlgΩΣ,
with Uh = h for homomorphisms. Because of equation type (A.1), and Proposition 4.1.12,
each unary operation in Alg(Ω, E) uniquely decomposes into a composition of operations
in AlgΩΣ. Thus, each homomorphism in AlgΩΣ also is a homomorphism in Alg(Ω, E),
implying that U is full and faithful. For the same reason, each algebra X in AlgΩΣ can
be extended to an algebra in AlgΩ in a unique way: Since each non-identity f ∈ Ω has a
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unique decomposition fk · . . . · f2 ·f1 into embeddings fe = t(i1 . . . ie−1−)ie of maximal sub-
trees, just define the operation fX to be the composition of the operations t(i1 . . . ie−1−)
X
ie
.
For each identity in Ω, define the operation in X to be the corresponding identity, accord-
ing to equation type (A.2). Clearly, this extension of X satisfies all equations in E , since
each operation fX uniquely decomposes. Indeed, this shows that U is bijective on objects,
hence is an isomorphism of categories. ¤
4.1.B An algebraic argument
We can describe the equivalence
CoalgΣ ' AlgΩΣ
in Theorem 4.1.13 directly. In order to keep the notation clear, we will assume that Σ is
finitary, i.e. that λ = ℵ0, but the construction generalizes immediately to arbitrary λ.
Define for any Σ-coalgebra C = (C,αC) an ΩΣ-algebra XC = ((Ct)t, (t¯Ci )) by
Ct = {c ∈ C | tc = t}, and for c ∈ Ct : (4.1)
t¯Ci (c) = ci ⇐⇒ αC(c) = (t(²), (c1, . . . , cn)). (4.2)
Since !C : C −→ TΣ is a homomorphism, clearly !C(ci) = t(i−), i.e. ci ∈ Ct(i−).
If now f : C −→ D is a homomorphism, note first that c ∈ Ct implies f(c) ∈ Dt (clearly
f maps !−1C [t] ⊂ C into !−1D [t] ⊂ D). In order to prove that the resulting family of maps
f |Ct =: ft : Ct −→ Dt is an ΩΣ–homomorphism, it remains to show that, for each ti, the
following diagram commutes:
Ct
ft //
t¯Ci
²²
Dt
t¯Di
²²
Ct(i−)
ft(i−)
// Dt(i−)
c Â //_
²²
f(c)
_
²²
ci Â // f(ci)
(?)
f(c)i
Here ci is determined by (see equation (4.2))
αC(c) = (t(²), (c1, . . . , cn)),
while f(c)i is determined by
αD(f(c)) = (t(²), (f(c)1, . . . , f(c)n)).
Since f is a coalgebra homomorphism, we have
αD(f(c)) = (t(²), (f(c1), . . . , f(cn)))
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thus, f(c)i = f(ci) as required. Denote the functor CoalgΣ −→ AlgΩΣ just defined by
Φ.
Next we construct a functor Ψ: AlgΩΣ −→ CoalgΣ. Given X = ((Xt), (t¯Xi )), let
CX = (C, αX) be the coalgebra with
C =
∐
t∈TΣ
Xt, and for x ∈ Xt : (4.3)
αX(x) =
(
t(²), (t¯X1 (x), . . . , t¯
X
n(x))
) ∈ HΣC. (4.4)
If (ft) : X −→ Y is an ΩΣ–homomorphism, put f =
∐
t ft. We want to show that the
following diagram commutes: ∐
Xt
αX //
∐
ft
²²
HΣ(
∐
Xt)
HΣ(
∐
ft)
²²∐
Yt αY
// HΣ(
∐
Yt)
Choose x ∈ Xt. Then
∐
ft(x) = ft(x) ∈ Yt, and
αY(
∐
ft(x)) = αY(ft(x))
=
(
t(²),
(
t¯Y1 (ft(x)), . . . , t¯
Y
n(ft(x))
))
,
but also (by equation (4.4))
HΣ(
∐
ft)(αX(x)) = HΣ(
∐
ft)
(
t(²),
(
t¯X1 (x), . . . , t¯
X
n(x)
))
=
(
t(²),
(
ft(1−)(t¯
X
1 (x)), . . . , ft(n−)(t¯
X
n(x))
))
.
Since (ft) is a homomorphism, we have
ft(i−)(t¯
X
i (x)) = t¯
Y
i (ft(x))
for i = 1, . . . , n, as to be shown.
Now we will show, as expected, that Ψ · Φ = id and Φ ·Ψ ∼= id. For the former take a
coalgebra C = (C, αC) and calculate, with notations as above,
Ψ · Φ(C) = Ψ(XC) = CXC =
(∐
Ct, αXC
)
.
Note that
∐
Ct = C and, for c ∈ Ct,
αXC(c) = (σ, (c1, . . . , cn))
(4.4)⇐⇒ ci = t¯Ci (c), σ = t(²)
(4.2)⇐⇒ αC(c) = (σ, (c1, . . . , cn)).
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Thus, Ψ · Φ(C) = CXC = C. Obviously, Ψ · Φ(f) = f for homomorphisms f .
In order to prove Φ ·Ψ ∼= id, take an ΩΣ-algebra
X =
(
(Xt)t∈TΣ , (t¯
X
i )t¯i∈ΩΣ
)
.
We may assume that the sets Xt are pairwise disjoint, since otherwise there is an isomor-
phism
X ∼−→ X′ =
(
(Xt × {t})t∈TΣ , (t¯X
′
i )t¯i∈ΩΣ
)
,
where t¯X
′
i (x, t) := (t¯
X
i (x), ti), and clearly X′ has disjoint underlying sets. One gets
Φ ·Ψ(X) = Φ(CX) = XCX =
(
(Ct)t∈TΣ , (t¯
CX
i )t¯i∈ΩΣ
)
.
We start showing that, for each t ∈ TΣ,
Xt = Ct.
To prove Xt ⊂ Ct, we need to show that for each x ∈ Xt the tree tx generated by x
in CX equals t (see 2.4.2). In fact, take w ∈ Def t ∩ Def tx; it first follows by induction
that xw ∈ Xt(w−): Clearly x² = x ∈ Xt. For w = vk with k < m = |pi(αX(xv))|, and
xv ∈ Xt(v−), one has, by definition of αX and tx,
αX(xv) = (τ, (xvi)i<m) = (t(v), (t(v−)
X
i (xv))i<m),
hence
xw = xvk = t(v−)
X
k (xv) ∈ Xt(v−)(k−) = Xt(vk−).
For these w we have tx(w) = t(w), since αX(xw) = (t(w), (t(w−)
X
i (xw))i<p).
Furthermore, both domains of definition coincide, as induction shows: Clearly ² ∈ Def t∩
Def tx, and for v with αX(xv) = (t(v), (t(v−)
X
i (xv))i<m) we have
w = vk ∈ Def tx ⇔ v ∈ Def tx, k < m by def. of tx
⇔ v ∈ Def t, k < m by ind. hyp.
⇔ vk ∈ Def t by def. of trees.
Hence t = tx as required. Moreover, for c ∈ Ct ⊂ C there is some s ∈ TΣ with c ∈ Xs ⊂ Cs,
hence t = tc = s. Now Xt = Ct follows.
Finally, for c ∈ Ct = Xt, one has for each t¯i
t¯CXi (c) = ci
(4.2)⇐⇒ αX(c) = (t(²), (c1, . . . cn)) (4.4)⇐⇒ t¯Xi (c) = ci.
Now Φ · Ψ(X) = X follows8. Again, Φ · Ψ(f) = f for homomorphisms f is obvious. This
completes the proof of the direct description CoalgΣ ' AlgΩΣ.
8Note that if the underlying sets of X are not pairwise disjoint, then we have X ∼= X′ = Φ · Ψ(X′) ∼=
Φ ·Ψ(X), with X′ the disjoint modification of X.
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4.1.14 Remark Similar to Remark 4.1.10, the direct description shown above leads to a
concrete equivalence
SetA
op∼= AlgΩΣ Ψ // CoalgΣ
VΣxxq
qqq
q
Set
++U
WWWWWWWWWWWWWWW
with U defined in 4.1.11: Each presheaf X in SetA
op
is identified with an algebra X in
AlgΩΣ with underlying set (X(A))A∈ob(Aop) = (X(At))t∈TΣ ,9 and, by (4.3), the equiva-
lence Ψ maps this algebra to a coalgebra CX with underlying set
VΣCX =
∐
t∈TΣ
X(At) =
∐
t∈TΣ
evAt(X) = UX.
Also, each natural transformation f : X −→ Y is identified with a homomorphism (ft)t∈TΣ ,
and is mapped to
∐
ft = Uf by VΣ ·Ψ. Hence, VΣ ·Ψ = U .
Corollary 4.1.4 stated that CoalgΣ is locally finitely presentable, where the set of tree
coalgebras
G := {At | t ∈ TΣ}
is a strong generator of finitely presentables, in coincidence with [AP04, 2.7]. That is, the
results of the third chapter apply, giving an essentially algebraic, finitary theory ΓCoalgΣ
such that Mod(ΓCoalgΣ) ' CoalgΣ. Furthermore, Proposition 4.1.6 shows that G is a
regular generator of regular projectives. Thus, the category Mod(ΓCoalgΣ) should be a
quasivariety, according to Proposition 3.3.12:
By Corollary 2.2.19 and Theorem 3.2.18, the category CoalgΣ is equivalent to
Contℵ0U1 ' Mod(ΓCoalgΣ), U1 as defined in 2.2.12 with B = G, where ΓCoalgΣ =
(Σ′,≤, E , def) is a finitary theory (see 3.1) with Σ′ = Σt∪Σ0∪Σ1, and Σk = ∅ for k ≥ 2.10
Here the set of sorts is S = G ∼= TΣ. By Proposition 3.3.12, there is a forgetful functor
from Mod(ΓCoalgΣ) to a TΣ-sorted, finitary quasivariety Q ⊂ Alg(Σt, E ′), which is a
concrete isomorphism. Denote the resulting equivalence CoalgΣ −→ Q by Θ.
In view of the direct description Φ: CoalgΣ ' AlgΩΣ above, an examination of
Θ: CoalgΣ ' Q should be worthwhile. Indeed, we are able to recover the direct descrip-
tion in the following sense:
(1) If |−| : Q −→ SetTΣ and |−|Σ : AlgΩΣ −→ SetTΣ denote the canonical forgetful func-
tors, then |−| ·Θ: CoalgΣ −→ SetTΣ is naturally isomorphic to |−|Σ ·Φ : CoalgΣ −→
SetTΣ .
(2) Moreover, we obtain a forgetful functor U : Q −→ AlgΩΣ with U ·Θ = Φ, which is a
concrete equivalence.
9Cf. A.2.4, and the proof of Theorem 4.1.13.
10Note that Σt, Σk, k ∈ N are defined in 3.1, whereas Σ is a given (bounded) signature.
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Although (2) is a special case of Theorem 3.3.6, we give a direct, easy proof. Before
proving (1) and (2), we examine Θ: CoalgΣ ' Q:
• Uop1 is the full subcategory of CoalgΣ spanned by a set of representatives of all
coequalizer objects ∐
j∈mAsj
εa //
εb
//
∐
i∈nAti
e // E (4.5)
(εa 6= εb) in CoalgΣ, where n,m ∈ N. Furthermore, ob(Uop1 ) is a set of representa-
tives for all finitely presentable objects in CoalgΣ.
• The equivalence CoalgΣ ' Contℵ0U1 maps Σ-coalgebras C to functors hom(−,C)
(restricted to U1), and homomorphisms f : C −→ D to natural transformations
hom(−, f). The equivalence Contℵ0U1 ' Q maps functors F to Σt-algebras
F :=
(
(FAt)t∈TΣ , (g
F
α)g∈Σt
)
,
and natural transformations F
η−→ H to homomorphisms (ηAt)t∈TΣ , where the Σt-
algebras satisfy all Σt-equations of type (3.5), (3.7) in E ′, and all implications of
type (3.29) and (3.30).
• Thus, Θ: CoalgΣ ' Q maps Σ-coalgebras C to Σt-algebras
AC := hom(−,C) =
(
(hom(At,C)t∈TΣ , (g
C
α)g∈Σt
)
(with gCα := g
hom(−,C)
α ), and f : C −→ D to homomorphisms (hom(At, f))t∈TΣ , where
AC satisfies all Σt-equations of type (3.5), (3.7) in E ′, and all implications of type
(3.29) and (3.30).
• By Proposition 3.3.8 and 4.1.3, each total operation gα ∈ Σt, corresponding to some
morphism g : Π(α) −→ As in CoalgΣop (g : As −→
∐
Ati in CoalgΣ), satisfies
gα(x1, . . . , xn) = uα(j)(xj),
where uα(j) is a unary operation corresponding to some morphism Atj
u−→ As in
CoalgΣop (i.e. As
u−→ Atj in CoalgΣ). Now 4.1.12 implies that s is equal to some
subtree t(w−) of t := tj ∈ TΣ, and that At(w−) u−→ At has a unique decomposition
u = f1 · . . . · fk into embeddings of maximal subtrees. Thus, the operation uα(j)
decomposes into k unary operations which correspond to embeddings of maximal
subtrees.
Now it is easy to show (1) and (2):
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(1): Note that by Corollary 2.4.6 there is a bijection hom(At,C)
∼−→ Ct, h 7→ h(²)
between the underlying sets (hom(At,C)) of AC and the underlying sets (Ct) of XC,
defined in (4.1). Furthermore, each homomorphism f : C −→ D corresponds via Θ
to
(hom(At, f))t∈TΣ : AC −→ AD,
mapping h ∈ hom(At,C) to f ·h ∈ hom(At,D). Now such h corresponds to h(²) ∈ Ct,
and ft : Ct −→ Dt maps h(²) to f(h(²)) = f · h(²), corresponding to f · h. That is,
|Θ(f)| = (hom(At, f)) acts on h like |Φ(f)|Σ = (ft) on h(²), i.e. |−| ·Θ ∼= |−|Σ · Φ.
(2): Let t ∈ TΣ, and t(i−) a maximal proper subtree of t. Then there is a homo-
morphism ti : At(i−) −→ At in CoalgΣ with ² 7→ i, inducing a unary operation
t˜i := (ti)At : t −→ t(i−) in Σt. By 3.2.1, for each coalgebra C the corresponding
operation in Q is
t˜i
C
= hom(ti,C) : hom(At,C) −→ hom(At(i−),C), h 7→ h · ti.
As mentioned above, each h ∈ hom(At,C) corresponds to h(²) =: c ∈ Ct. Since h
is a homomorphism, αC · h = HΣh · αt holds, so if αC(c) = (σ, (c1, . . . , cn)), then
h(j) = cj, for each j ∈ n. Thus, t˜iC(h) = h · ti corresponds to
h · ti(²) = h(i) = ci = t¯Ci (c) ∈ Ct(i−),
with t¯i ∈ ΩΣ, and t¯Ci defined in (4.2). That is, unary operations t˜i
C
(of arity
t −→ t(i−)) of AC act like the corresponding operations t¯Ci of XC. This gives a
forgetful functor U : Q −→ AlgΩΣ with U · Θ ∼= Φ, concrete over SetTΣ , which is
an equivalence by Remark 3.3.4. 2
4.1.C The converse
The preceding subsections presented an algebraic description of CoalgΣ via an equiva-
lence CoalgΣ ' SetAop(∼= AlgΩΣ). In this subsection we present the converse to this
result: If H : Set −→ Set is a functor such that Coalg(H) is concretely equivalent to
some presheaf category, then H is “almost” polynomial, i.e. a reduction of some functor
of type HΣ .
4.1.15 Definition An endofunctor H : Set −→ Set is called reduced polynomial if there
is some signature Σ such that H coincides with HΣ on all non-empty sets and functions.
Similarly, a set functor G is called a reduction of H if it coincides with H on all non-empty
sets and functions.
4.1.16 Theorem ([Ada05, 3.8]) For a set functor H : Set −→ Set the category
Coalg(H) is concretely equivalent to a presheaf category iff H is a reduced polynomial
functor.
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Proof: “⇐”: This follows simply from Theorem 4.1.9: Let H be a reduced polynomial
functor with reduction HΣ . Then there is an isomorphism Coalg(H) ∼= Coalg(HΣ) =
CoalgΣ, since these categories only differ in the object (∅, ∅ −→ H∅) and (∅, ∅ −→ HΣ∅)
respectively.
“⇒”: Let
Coalg(H) ∼ //
V %%LL
LLL
LLL
LL
SetB
op
Uzzvv
vv
vv
vv
v
Set
be a concrete equivalence for some presheaf category SetB
op
, with U defined in 4.1.11.
(i) V preserves connected limits: Recall that U =
∐
B∈ob(Bop) evB, with evB : Set
Bop →
Set the evaluation functor at B. Clearly, each evB preserves (connected) limits, for limits
in SetB
op
are computed pointwise. Since coproducts and connected limits commute in
Set, U and therefore V preserve connected limits.11
(ii) H preserves wide-pullbacks with non-empty domain: Let
Pi
pi
ÂÂ?
??
??
??
?
...∅ 6= Q
qi
::vvvvvvvvvv
qj
##H
HH
HH
HH
HH
P i, j ∈ I
Pj
pj
??¡¡¡¡¡¡¡¡
be a wide-pullback in Set with non-empty domain Q. Then it suffices to show:
For each family (xi)i∈I with xi ∈ HPi, and Hpi(xi) =: x ∈ HP for every
i ∈ I, there is a unique y ∈ HQ such that Hqi(y) = xi for all i ∈ I. (∗)
Let (xi)i∈I be such a family. Define constant dynamics
Pi
αi // HPi
z Â // xi
P
α // HP
z Â // x
in order to make (Pi, αi), (P, α) H-coalgebras. Then by definition, each square
Pi
pi //
αi
²²
P
α
²²
HPi Hpi
// HP
(i ∈ I)
11See appendix.
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commutes, showing that (pi)i∈I is a sink in Coalg(H). Denote its limit (wide-pullback)
in the complete category Coalg(H) ' SetBop by(
(Q˜, β)
q˜i−→ (Pi, αi)
)
i∈I .
By (i), V preserves wide-pullbacks, so there is a bijection q : Q −→ Q˜ such that for each
i ∈ I
Q˜
q˜i
""
β
²²
Q
qoo qi //
γ
²²Â
Â
Â Pi
αi
²²
HQ˜
Hq˜i
;;
Hq−1 // HQ
Hqi // HPi
commutes, where γ := Hq−1 · β · q. This shows that the coalgebras (Q˜, β) and (Q, γ) are
isomorphic in Coalg(H), and particularly(
(Q, γ)
qi−→ (Pi, αi)
)
i∈I
is a wide-pullback in Coalg(H). Now take an arbitrary z ∈ Q, then y := γ(z) ∈ HQ, and
Hqi(y) = αi · qi(z) = xi
for each i ∈ I. If there is another y′ ∈ HQ with Hqi(y′) = xi for all i ∈ I, the constant
dynamic γ′ : Q −→ HQ, z 7→ y′ makes each qi a homomorphism (Q, γ′) −→ (Pi, αi), so
there exists a limit-induced homomorphism q′ : (Q, γ′) −→ (Q, γ) such that qi · q′ = qi for
all i ∈ I. This implies q′ = 1(Q,γ′), and consequently γ′ = γ, i.e. y′ = y.
(iii) If H = C0, the constant functor with value ∅, then it is polynomial with Σ = ∅.
Else, H is non-trivial, i.e. HX 6= ∅ for all X 6= ∅, and by [Trn71, I.11]
H =
∐
a∈H(1)
Ha,
where each subfunctor Ha ↪→ H satisfies Ha(1) ∼= 1.12 Part (ii) above shows that each Ha
as well preserves wide-pullbacks with non-empty domain, because (∗) for Ha follows easily
from (∗) forH: The unique y ∈ HQ has to be an element ofHaQ, if each xi ∈ HaPi ⊂ HPi.
Now it suffices to show that each Ha is a reduction of a representable functor, imply-
ing that H is a reduction of a coproduct of representable functors, hence a reduction of a
12Put Ha(X) := H(X → 1)−1[a], then HX =
⋃
a∈H(1)H(X → 1)−1[a] =
∐
Ha(X), and Ha(1) =
H(1→ 1)−1[a] = {a} ∼= 1.
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polynomial functor, since
∐
hom(Ra, −) ∼=
∐
(−)Ra . Because of Ha(1) ∼= 1, and preserva-
tion of wide-pullbacks with non-empty domain, Ha preserves products
∏
Xi 6= ∅. Thus,
the reduction H ′a of Ha with H
′
a(∅) = ∅ preserves products.13 Let us recall some results
in [Trn69], concerning set functors: A functor H : Set −→ Set is called separating if
HA ∩ HB = ∅ for all A,B ⊂ X, A ∩ B = ∅. By [Trn69, 2.1], each set functor satis-
fies HA ∩HB = H(A ∩ B), if A ∩ B 6= ∅. Therefore, it is easy to see that reductions of
separating set functors preserve finite intersections. So there are two cases left to consider:
1. If H ′a is separating, it preserves products and finite intersections, hence limits, prov-
ing that it is representable.
2. Else, H ′a preserves products and is not separating, which implies by [Trn71, IV.4]
that H ′a ∼= C0,1, where C0,1(∅) = ∅, and C0,1(X) = 1 for X 6= ∅. But this is a
reduction of C1 ∼= hom(∅, −), the constant functor with value 1.
¤
4.2 More general base categories
The aim of this section is to generalize the description of Σ-coalgebras as presheaves, pre-
sented in Section 4.1. Here generalization means that we consider a sufficiently “nice” base-
category C, and a functor F : C −→ C which is polynomial w.r.t. some U : C −→ Set.
In case of C = SetA
op
a presheaf category and F wide-pullback preserving, [Wor02,
3.3] shows that Coalg(F) is equivalent to some presheaf category SetD
op
. Moreover, ev-
ery presheaf category SetD
op
is isomorphic to a many-sorted variety of unary algebras
Alg(Ω, E).14 In view of the fact that polynomial endofunctors on presheaves preserve
wide-pullbacks,15 generalization as well should feature both results, Theorem 4.1.13 in Sec-
tion 4.1 and Corollary 3.3 in [Wor02], as a special instance, at least in case of polynomial
endofunctors. Unfortunately, the proof of [Wor02, 3.3] does not reveal any information
about the structure of D. In contrast to this, the proof of CoalgΣ ' SetAop ∼= AlgΩΣ
in Section 4.1 relies on special properties of A, which is the full subcategory of CoalgΣ
spanned by all tree-coalgebras. Thus, we prefer working with these methods.
In order to classify our notion of Σ-polynomiality w.r.t. some functor, consider the
following: Example 4.2.12 is an instance of a functor F ′ : Pos −→ Pos, which is Σ-
polynomial w.r.t. to the forgetful functor U : Pos −→ Set, but not polynomial in the
usual sense. Further, the functor (−)P : SetA
op −→ SetAop in Example 4.2.44 preserves
wide-pullbacks, but is not even Σ-polynomial w.r.t. any evaluation functor. The main
results of this section will be:
13If
∏
Xi = ∅, then some Xj has to be empty, hence H ′a(Xj) = ∅, and
∏
H ′a(Xi) = ∅ = H ′a(
∏
Xi).
14Cf. A.2.4.
15Cf. [CJ95].
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(1) (Cor. 4.2.18) Let C be complete, F : C −→ C, and (Ui : C −→ Set)i∈I be a fam-
ily of functors such that F is Σ-polynomial w.r.t. each Ui. If each Ui preserves
limits, and (Ui)i∈I jointly reflects isomorphisms, then the canonical forgetful functor
V : Coalg(F) −→ C has a right adjoint.
(2) (Th. 4.2.28) Let C be a cocomplete category, and F : C −→ C a functor. If
(Ui : C −→ Set)i∈I is a non-empty family of functors with left adjoints such that
F : C −→ C is Σ-polynomial w.r.t. each Ui, and (Ui)i∈I fulfills the following condi-
tions:
(a) (Ui)i∈I is jointly faithful,
(b) each Ui preserves λ-directed colimits,
(c) (Ui)i∈I jointly reflects isomorphisms;
then Coalg(F) is locally λ-presentable.
(3) (Cor. 4.2.29) Let C be a locally λ-presentable category, and G a strong generator
of λ-presentable objects. If F : C −→ C is Σ-polynomial w.r.t. each hom(A, −) for
A ∈ G, then Coalg(F) is locally λ-presentable.
(4) (Ex. 4.2.30/4.2.31) If F is a polynomial endofunctor on the category Pos or Cat,
then Coalg(F) is locally finitely presentable.
(5) (Th. 4.2.40) Let C be a cocomplete category, and F : C −→ C a functor. If
(Ui : C −→ Set)i∈I is a non-empty family of functors with left adjoints such that
F : C −→ C is Σ-polynomial w.r.t. each Ui, and (Ui)i∈I fulfills the following condi-
tions:
(a) (Ui)i∈I is jointly faithful,
(b) each Ui preserves colimits,
(c) (Ui)i∈I jointly reflects isomorphisms;
then there is an equivalence of categories Coalg(F) ' SetDop for some small subcat-
egory D of Coalg(F).
(6) (Cor. 4.2.43) Let A 6= ∅ be a small category, and SetAop F−→ SetAop a polyno-
mial endofunctor corresponding to some signature Σ. Then there is an equivalence
Coalg(F) ' SetDop for some small subcategory D of Coalg(F). If Aop is discrete,
then there exists a signature ΩΣ such that Coalg(F) ' AlgΩΣ holds (Cor. 4.2.46).
In the first subsection we lift tree-coalgebras, terminal objects, and cofree objects along
(families of) functors C −→ Set from CoalgΣ to Coalg(F). In particular, we show that
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lifted tree-coalgebras form a strong and absolute generator, being multifree on an object.
Finally, we lift properties like being locally λ-presentable or equivalent to a presheaf
category.
4.2.A Lifts of constructions along functors
In the following, Σ will always denote a non-empty, bounded signature. Let C be a
category, U : C −→ Set a functor, and F : C −→ C an endofunctor.
4.2.1 Definition We call F Σ-polynomial w.r.t. U : C −→ Set if the diagram
C
U //
F
²²
Set
HΣ
²²
C
U // Set
(4.6)
with HΣ defined in (2.3) is commutative (up to natural equivalence). The functor F is
called polynomial w.r.t. U if there exists some signature Σ such that it is Σ-polynomial
w.r.t. U .
Clearly, if C has products and coproducts, and both are preserved by some U : C −→
Set, then a polynomial functor F : C −→ C, with F (−) =
∐
σ∈Σ(−)
|σ|, is Σ-polynomial
w.r.t. U .
4.2.2 Proposition Let F : C −→ C, H : A −→ A, and U : C −→ A be functors such
that there is a natural equivalence U · F ∼= H · U . Denote by V : Coalg(F) −→ C and
V ′ : Coalg(H) −→ A the canonical forgetful functors. Then
(1) U has a lift U ′ : Coalg(F) −→ Coalg(H), i.e. the diagram of functors
Coalg(F) U
′
//
V
²²
Coalg(H)
V ′
²²
C
U //
F
²²
A
H
²²
C
U //A
is commutative (up to natural equivalence);
(2) each adjoint situation G
η
ε
Â
U induces an adjoint situation
G′
η′
ε′
Â U ′ : Coalg(F) // Coalg(H)
with V ′η′ = ηV ′ , called lifted adjunction.
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In order to keep the notation clear, occurrence of natural equivalence is just indicated by
‘∼=’, omitting any isomorphism UFC −→ HUC.
Proof: (i) For F -coalgebras C = (C,αC) define U ′C := (UC,UαC), and for Coalg(F)-
morphisms f : C −→ D put U ′f := Uf . Because of UF ∼= HU one obtains for each
f : C −→ D a commutative diagram
UC
Uf //
UαC
²²
UD
UαD
²²
UFC ∼= HUC
UFf∼=HUf
// UFD ∼= HUD
in A, by applying U to the corresponding diagram for f in C. Therefore U ′C becomes an
H-coalgebra and U ′f : U ′C −→ U ′D a Coalg(H)-morphism, which proves (1).
(ii) Assume G
η
ε
Â
U , then for every object A = (A,αA) in Coalg(H) there is a
unique morphism βA making the following diagram commute:
A
αA
²²
ηA // UGA
UβA
²²Â
Â
Â
HA
HηA // HUGA ∼= UFGA.
(4.7)
With G′A = G′(A,αA) := (GA, βA), (4.7) implies that ηA : A −→ U ′G′A is a morphism in
Coalg(H). Next we will show that for each H-coalgebra A, ηA is a U ′-universal arrow for
A, and that G′ extends to a functor with G′h = Gh on morphisms, which is left adjoint
to U ′. Let C = (C,αC) be a F -coalgebra, A = (A,αA) an H-coalgebra, and h : A −→ U ′C
a morphism in Coalg(H). By the adjunction G
Â
U there is a unique f : GA −→ C
with U ′f · ηA = Uf · ηA = h, which is a homomorphism f : G′A −→ C: In fact, the
following diagram
A
αA //
ηA
²²
h
ÃÃ
HA
HηA
²²
Hh
~~
UGA
(?)
UβA //
Uf
²²
UFGA
∼
UFf
²²
HUGA
HUf
²²
UC
UαC
// UFC
∼
HUC.
(4.8)
implies U(αC · f) · ηA = U(Ff · βA) · ηA, hence αC · f = Ff · βA. That is, for every
h : A −→ U ′C there is f : G′A −→ C such that
A
h ##G
GG
GG
GG
GG
ηA // U ′G′A
U ′f
²²Â
Â
Â
U ′C
(4.9)
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commutes. Clearly, f is uniquely determined by this property, since under application
of V ′ this diagram commutes in A as well. Thus, there is a functor G′, left adjoint to
U ′, with G′A = (GA, βA) on objects A in Coalg(H). Obviously, the unit η′ satisfies
V ′η′A = ηA = ηV ′A for each H-coalgebra A. Finally, for any morphism h : A −→ B in
Coalg(H) the C-morphism GV ′h = Gh is the unique morphism making the diagram
A
ηA //
h
²²
UGA
UGh
²²Â
Â
Â
B
ηB // UGB
commute, i.e. Gh is induced by the homomorphism ηB · h : A −→ U ′G′B. Hence, by the
above, Gh : G′A −→ G′B is a homomorphism in Coalg(F) and Gh = G′h holds. ¤
4.2.3 (Lifts of tree-coalgebras) For F : C −→ C Σ-polynomial w.r.t. U : C −→ Set,
Proposition 4.2.2 is applicable with A = Set and H = HΣ . Denote the resulting lift
of U by UF : Coalg(F) −→ CoalgΣ. Furthermore, for each adjunction G ηε Â U put
GF := G′, being left adjoint to UF = U ′. The situation is pictured in the following
diagram:
Coalg(F)
UF //
V
²²
CoalgΣ
VΣ
²²
GF
oo_ _ _
C
U //
F
²²
Set
HΣ
²²
G
oo_ _ _ _ _ _
C
U // Set.
U · V ∼= VΣ · UF
U · F ∼= HΣ · U
In case of such an adjoint situation, tree-coalgebras can be lifted as well: We obtain for
each Σ-tree-coalgebra At = (Def t, αt) a unique C-morphism βt := βAt , as defined in (4.7),
such that
Dt := GFAt =: (Dt, βt), with Dt := G(Def t),
and βt : Dt −→ FDt is a F -coalgebra. Again, by (4.7),
ηDef t =: ηt : (Def t, αt) −→ (UDt, Uβt)
is a homomorphism in CoalgΣ for each t ∈ TΣ.
A crucial property of tree-coalgebras is that each hom(At, −) preserves colimits. The
“lifted” tree-coalgebras Dt, defined above, to some extend inherit this property, depending
on C and U :
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4.2.4 Proposition Let C be a class of small categories, F : C −→ C be Σ-polynomial
w.r.t. U : C −→ Set, and U have an adjoint G ηε Â U . If C has C-colimits and U
preserves them, then for every t ∈ T the hom-functor hom(Dt, −) preserves C-colimits.
Proof: Fix t ∈ T . Using the lifted adjunction
GF
Â UF : Coalg(F) // CoalgΣ
(see 4.2.3), we have a natural equivalence
hom(Dt, −) = hom(GFAt, −)
∼= hom(At, UF (−)) = hom(At, −) · UF .
By Proposition 4.1.3, every hom(At, −) preserves colimits, in particular C-colimits. It
remains to show that UF preserves C-colimits, if U does. But this is clear, because by
hypothesis U · V ∼= VΣ · UF preserves C-colimits, and VΣ reflects them. ¤
Forming a strong generator in CoalgΣ is another important property of the family
(At)t∈TΣ of Σ-tree-coalgebras, i.e. the family (hom(At, −))t∈TΣ is jointly faithful, and jointly
reflects isomorphisms. It turns out that if U is faithful and reflects isomorphisms, a lifted
adjoint GF transfers this property to the family (Dt)t∈TΣ . In order to take care of the case
C = SetA
op
, we formulate this fact for set-indexed families of functors.
4.2.5 Notation Consider a family (Ui : C −→ Set)i∈I of functors with left adjoints
Gi
ηi
εi
Â Ui such that F : C −→ C is Σ-polynomial w.r.t. each i ∈ I. Apply the construc-
tion described in 4.2.3 for every single i ∈ I, and denote the corresponding lifted functors
by UFi and G
F
i respectively, and the lifted Σ-tree-coalgebras by Dit = (Dit, βit), for each
pair (i, t) ∈ I × TΣ.
4.2.6 Proposition Let F : C −→ C be a functor, and (Ui : C −→ Set)i∈I a family
of functors with left adjoints such that F is Σ-polynomial w.r.t. each Ui. If (Ui)i∈I is
collectively faithful, then the set
D := {Dit | t ∈ TΣ, i ∈ I}
is a generator in Coalg(F). If in addition to that (Ui)i∈I jointly reflects isomorphisms,
then D is even a strong generator.
Proof: By the adjunction, one has for every i ∈ I and t ∈ TΣ
hom(Dit, −) = hom(GFi At, −)
∼= hom(At, UFi (−)) = hom(At, −) · UFi .
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By Proposition 4.1.2, the family (At)t∈TΣ is a strong generator in CoalgΣ. Since Ui ·V ∼=
VΣ ·UFi (see 4.2.3) holds, and the forgetful functor V is faithful and reflects isomorphisms16,
(UFi )i∈I is collectively faithful (and jointly reflects isomorphisms) if (Ui)i∈I is (does, resp.).
Now the assertion follows from the equation above. ¤
Above we investigated under which conditions the lifted Σ-tree-coalgebras inherit cer-
tain properties from the family (At)t∈TΣ . Next we will show that the multifreeness-property
is inherited in general.
4.2.7 Definition Let W : A −→ B be a functor and B ∈ ob(B). Then a non-empty
family (Aj)j∈J of objects Aj ∈ ob(A) is called multifree on B w.r.t. W if there is a source
(B
bj−→ WAj)j∈J in B such that for every B-morphism b : B −→ WA with A ∈ ob(A)
there is a unique j ∈ J and a unique A-morphism a : Aj −→ A making the diagram
B
b ""D
DD
DD
DD
DD
bj //WAj
Wa
²²Â
Â
Â
WA
commute.
Let 1 = {∗} be a terminal object in Set, which is of course a generator, and for every
t ∈ TΣ let
et : 1 −→ Def t, ∗ 7→ ².
With this notation, we can formulate the multifreeness-property for lifted tree-coalgebras:
4.2.8 Proposition Let F : C −→ C be Σ-polynomial w.r.t. U : C −→ Set, and U have
an adjoint G
η
ε
Â
U . Then the family (Dt)t∈TΣ is multifree on G1 w.r.t. V by means of
the source (G1
Get−→ V (Dt))t∈TΣ . That is, for every F -coalgebra C = (C,αC), and every
c : G1 −→ C, there exists a unique t ∈ TΣ and a unique homomorphism fc : Dt −→ C,
making the following diagram commute:
G1
Get //
c
%%KK
KKK
KKK
KKK
V (Dt) = Dt
V fc=fc
²²Â
Â
Â
V (C) = C
Proof: Existence: Let C = (C, αC) be a F -coalgebra, and c : G1 −→ C. Then c¯ :=
Uc(η1(∗)) ∈ UC and UFC = (UC,UαC) is a Σ-coalgebra. By Proposition 2.4.5, there is
a unique t ∈ TΣ and a unique CoalgΣ-morphism
h : At −→ (UC,UαC) with h(²) = c¯.
16Cf. [Por01, 1.17] or [Rut00, 2.3].
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Now consider the Coalg(F)-morphism fc : Dt −→ C induced by the lifted adjunction:
At
ηt //
h ''OO
OOO
OOO
OOO
OO U
FDt = UFGFAt
UF fc=Ufc
²²Â
Â
Â
UFC
(cf. diagram (4.9) in the proof of Proposition 4.2.2 with A = Set, H = HΣ , U
′ = UF ,
G′ = GF , A = At, and f = fc). By definition, one has
h(et(∗)) = h(²) = c¯ = Uc(η1(∗)).
This implies h · et = Uc · η1, leading in connection with naturality of η to
U(fc ·Get) · η1 = Ufc · ηt · et = h · et = Uc · η1.
Therefore we obtain
fc ·Get = c.
Uniqueness: Assume g : (Ds, βs) −→ (C,αC) with g ·Ges = c. Then
Ug · ηs · es = U(g ·Ges) · η1 = Uc · η1,
hence Ug(ηs(²)) = c¯. Since by 4.2.3, Ug · ηs is a homomorphism in CoalgΣ, it follows
s = t and Ug · ηt = h = Ufc · ηt, hence g = fc. ¤
Again, this result generalizes immediately to families (Ui : C −→ Set)i∈I of functors:
4.2.9 Corollary Let F : C −→ C be a functor, and (Ui : C −→ Set)i∈I be a non-empty
family of functors such that for each i ∈ I, F is Σ-polynomial w.r.t. Ui, and Ui has an
adjoint Gi
ηi
εi
Â Ui . If (Ui)i∈I is collectively faithful (and jointly reflects isomorphisms),
then the family (Dit)(i,t)∈I×TΣ (see 4.2.5) is a (strong) generator in Coalg(F) such that for
each i ∈ I, (Dit)t∈TΣ is multifree on Gi1 w.r.t. V .
Proof: Follows from 4.2.6 and 4.2.8. ¤
Note that the set {Gi1 | i ∈ I} is a generator in C, since 1 is a generator in Set. In
each of the following examples, by application of the results above we obtain a generator
in Coalg(F), multifree in the sense of 4.2.9.
4.2.10 Example In C = Pos, products and coproducts exist, and are preserved by the
canonical forgetful functor U : Pos −→ Set. Thus, each polynomial functor F : Pos −→
Pos, corresponding to some signature Σ, is Σ-polynomial w.r.t. U . On objects (X,≤X),
F acts like
F (X,≤X) = (
∐
σ∈Σ
{σ} ×X |σ|,≤),
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with
(σ, (xj)) ≤ (τ, (yj)) ⇐⇒ σ = τ and xj ≤X yj for j < |σ|;
and on morphisms in the obvious way. Furthermore, U is faithful and has an adjoint
G, defined on sets X by GX := (X,∆X), with ∆X = {(x, x)|x ∈ X}, and on maps f
by Gf = f . Therefore, with I = 1, the non-bracketed conditions of Corollary 4.2.9 are
fulfilled, but U fails to reflect isomorphisms.
4.2.11 Example Consider the relation functor R : Pos −→ Set, i.e. R = hom(2| , −)
with 2| the 2-chain, which is a regular generator for Pos.17 Therefore, R is faithful, and
clearly preserves limits. Further, by 3.3.3 we know how to compute coproducts in Pos:
Supply the coproduct of the underlying sets with the order relation obtained by forming
the coproduct of the respective relations in Set.18 That is, R as well preserves coproducts,
so each polynomial functor F : Pos −→ Pos, corresponding to some Σ, is Σ-polynomial
w.r.t. R. Furthermore, as a faithful functor R reflects monomorphisms, and since 2| is
a regular generator, R even reflects isomorphisms. Finally, in Pos arbitrary copowers of
objects exist, implying that R has a left adjoint (−) · 2| : Set −→ Pos.19 Therefore, D in
4.2.6, with I = 1, is a strong generator in Coalg(F), and the family (Dt)t∈TΣ is multifree
on 1 · 2| = 2| by 4.2.9 (see also Example 4.2.30).
4.2.12 Example An ordered signature Σ, i.e. (Σ,≤) ∈ ob(Pos), provides an example for
a functor F ′ : Pos −→ Pos which is Σ-polynomial w.r.t. the forgetful functor U : Pos −→
Set, but not polynomial in the usual sense. Define F ′ on objects by
F ′(X,≤X) := (
∐
σ∈Σ
{σ} ×X |σ|,v),
with
(σ, (xj)) v (τ, (yj)) :⇐⇒ σ < τ or (σ = τ and xj ≤X yj for j < |σ|);
and on morphisms as usual. Of course, F ′ is not Σ-polynomial w.r.t. the relation functor
R (see 4.2.11).
4.2.13 Example Consider C = Top, the category of topological spaces and continuous
functions. Again, each polynomial functor F corresponding to some Σ is as well Σ-
polynomial w.r.t the canonical forgetful functor U : Top −→ Set, which preserves limits
and colimits. Moreover, U is faithful and has a left adjointG, defined byGX := (X,P(X))
(discrete space) on sets X, and by Gf = f on maps f . As in 4.2.10 we obtain a generator
in Coalg(F), multifree on G1 = (1, {∅, 1}), but U fails to reflect isomorphisms.
17See also Example 3.3.3/3.3.14.
18Compare this with the order on F (X,≤X) in 4.2.10.
19Cf. [Por93, 2.9].
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4.2.14 Example Consider C = SetA
op
with Aop 6= ∅ discrete and small, and F (−) =∐
σ∈Σ(−)
|σ| polynomial corresponding to Σ. For every A ∈ ob(Aop) denote by evA the
evaluation functor at A, and put I = ob(Aop). For natural transformations, µ 6= ν holds
iff µA 6= νA for some A ∈ I, so the evaluation functors are collectively faithful. Since Aop
is discrete, every functor evA has an adjoint GA, defined on sets X by
GAX : A
op −→ Set
B 7−→
{
X if B = A,
∅ else;
and on maps f : X −→ Y by
GAf : GAX −→ GAY, with (GAf)B =
{
f if B = A,
∅ −→ ∅ else.
Thus, for every A ∈ I, evA ·GA = 1Set and ηA = 11Set . Since limits and colimits in SetA
op
are computed objectwise, evA ·F = HΣ · evA holds, proving that F is Σ-polynomial w.r.t.
each evA. Furthermore, the family (evA)A∈I jointly reflects isomorphisms, hence every
condition in Corollary 4.2.9 is fulfilled.
4.2.15 Example Now let C = SetA
op
with Aop 6= ∅ small and not necessarily discrete,
F as in 4.2.14, A = ob(Aop), and again evA : SetA −→ Set the evaluation functor at A.
Denote by E : A −→ Aop the embedding functor, then we obtain a functor
SetE : SetA
op −→ SetA defined by SetE(−) := (−) · E.
Of course, Set is cocomplete, and consequently there exists a functor
LanE : Set
A −→ SetAop ,
assigning to P : A −→ Set its left Kan-extension20 LanE(P ) : Aop −→ Set along E. The
functor LanE is known to be left adjoint to Set
E. Now if UA : Set
Aop −→ Set denotes the
evaluation functor at A ∈ A, then the following diagram of functors obviously commutes:
SetA
op SetE //
UA $$I
II
II
II
II
SetA
evA{{www
ww
ww
ww
Set
Since composition of left adjoints gives a left adjoint, we obtain LA
Â UA with LA :=
LanE ·GA, and GA defined in 4.2.14.
20Cf. [McL98].
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Altogether, similar to 4.2.14, the family (UA)A∈A of evaluation functors is collectively
faithful, jointly reflects isomorphisms, each UA has a left adjoint, and F is Σ-polynomial
w.r.t. each UA. Thus, 4.2.9 applies.
It is well-known that the category CoalgΣ of Σ-coalgebras has cofree objects, i.e. that
the canonical forgetful functor VΣ : CoalgΣ −→ Set has a right adjoint. Again, consider
F : C −→ C and (Ui : C −→ Set)i∈I , such that F is Σ-polynomial w.r.t. each Ui. Now
under the assumption that C is complete, each Ui preserves limits, and (Ui)i∈I jointly
reflect isomorphisms, we are able to construct cofree objects in Coalg(F), by lifting the
classical construction21 from CoalgΣ to Coalg(F). First, recall the following well-known
fact concerning the relation between cofree and terminal objects:
4.2.16 Proposition Let C have products, F : C −→ C be a functor, X ∈ ob(C), and
T = (T, αT) be a F -coalgebra. A C-morphism V T
εX−→ X is a V -co-universal arrow for X
iff (T, 〈εX , αT〉) is a terminal object in the category Coalg(X× F).
The proof is not very difficult and can be found in [Abe01], for example. Here X × F is
the functor (X × −) · F , and 〈εX , αT〉 : T −→ X × FT denotes the morphism uniquely
induced by T
εX−→ X and T αT−→ FT . Since any morphism T f−→ X × FT decomposes
as f = 〈piX · f, piFT · f〉 with piX , piFT the obvious product projections, it is clear that
the forgetful functor V : Coalg(F) −→ Set has a right adjoint if for any X ∈ ob(C)
Coalg(X× F) has a terminal object.
4.2.17 Proposition Let C be complete, (Σi)i∈I a family of (bounded) signatures,
F : C −→ C, and (Ui : C −→ Set)i∈I be a family of functors such that F is Σi-polynomial
w.r.t. each Ui. If each Ui preserves limits, and (Ui)i∈I jointly reflects isomorphisms, then
there exists a terminal object in Coalg(F).
Proof: Denote by Z a terminal object of C, and by !C : C −→ Z the unique morphism
FT
!FT
zz
Ft0
ÄÄ
Ftn−1
½½
f
¼¼
±
·
¼
Â
%
*
0
Z FZ
!FZoo · · ·F (!FZ)oo F nZF
n−1(!FZ)oo · · ·F
n(!FZ)oo
T
t0=!T
dd
t1
__
tn
DD (4.10)
Figure 4.1: Construction of a terminal coalgebra.
21See e.g. [Abe01], [Por01] or [Rut00].
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for C ∈ ob(C). Similarly, in Set this is denoted by 1 and !S : S −→ 1 for S ∈ ob(Set). At
first, fix some i ∈ I. Since Ui preserves limits, we may assume UiZ = 1 and Ui!C =!UiC .
Now consider Figure 4.1, showing the classical construction. Here (T, (tn)n<ω) is the
limit of the ω-chain in the center of the diagram. Obviously, (FT, (t˜n)n<ω) with t˜0 :=!FT
and t˜n := Ftn−1 for n ≥ 1 is a natural source for this chain. Hence, there exists a unique
f : FT −→ T with tn·f = t˜n, i.e. tn·f = Ftn−1 for n ≥ 1. Application of Ui to the diagram
in Figure 4.1 gives the commutative diagram in Figure 4.2, since UiF ∼= HΣiUi. Clearly,
HΣiUiT
!HΣiUiT
zz
HΣiUit0
~~
HΣiUitn−1
¾¾
Uif
ºº
´
¸
½
Â
$
)
.
1 HΣi1
!HΣi1oo · · ·
HΣi (!HΣi1
)
oo HnΣi1
Hn−1Σi (!HΣi1
)
oo · · ·
HnΣi
(!HΣi1
)
oo
UiT
Uit0
ee
Uit1
``
Uitn
CC
Figure 4.2: Diagram (4.10) under application of Ui.
HΣi preserves limits of ω-chains (see [Abe01] or [Bar93]), and Ui by hypothesis. Hence,
for each i ∈ I, Uif is the induced bijection between the two limit objects HΣiUiT and
UiT . Since (Ui)i∈I jointly reflects isomorphisms, f is an isomorphism and (FT, (t˜n)n<ω) a
limit of the ω-chain above.
Now T := (T, αT) with αT := f−1 is a terminal object in Coalg(F): For each F -
coalgebra (C,αC) = C define f0 :=!C , and fn+1 := Ffn · αC if n ≥ 0. Then, by induction,
(C, (fn)n<ω) is a natural source for the ω-chain above, as the following commutative dia-
gram shows:
Z FZ
!FZoo · · ·F (!FZ)oo F nZF
n−1(!FZ)oo · · ·F
n(!FZ)oo
C
!C
OO
αC
// FC
F (!C)
OO
FαC
// · · ·
Fn−1αC
// F nC
Fn(!C)
OO
FnαC
// · · ·
Therefore, one obtains a unique h : C −→ T with tn · h = fn for all n < ω. To prove that
h is a morphism C −→ T in Coalg(F), it suffices to show
t˜n · αT · h = t˜n · Fh · αC (4.11)
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for all n < ω, which is trivial for n = 0. For n ≥ 1, in the following diagram everything
but the outer frame commutes:
C
h //
αC
²²
fn
##G
GG
GG
GG
GG T
αT=f−1
²²
tn
{{ww
ww
ww
ww
w
F nZ
FC
Ffn−1
;;wwwwwwwww
Fh
// FT
t˜n=Ftn−1GGG
ccGGG
implying (4.11). Furthermore, any morphism g : C −→ T satisfies tn · g = fn, as induction
shows: Again, for n = 0 this is trivial, and for n ≥ 1 consider the following diagram:
C
g //
αC
²²
fn
##G
GG
GG
GG
GG T
αT=f−1
²²
tn
{{ww
ww
ww
ww
w
F nZ
(?)
FC
Ffn−1
;;wwwwwwwww
Fg
// FT
t˜n=Ftn−1GGG
ccGGG
By induction hypothesis, everything but the upper triangle commutes, proving tn ·g = fn.
Hence, g = h follows. ¤
4.2.18 Corollary Let C be complete, and F : C −→ C a functor. Further, let (Ui : C→
Set)i∈I be a family of functors such that F is Σ-polynomial w.r.t. each Ui. If each Ui
preserves limits, and (Ui)i∈I jointly reflects isomorphisms, then the canonical forgetful
functor V : Coalg(F) −→ C has a right adjoint.
Proof: Let X ∈ ob(C), then we may construct signatures Σi such that for each i ∈ I
UiX ×HΣ ∼= HΣi .
Indeed, the functor UiX × − : Set −→ Set preserves colimits (since it is left adjoint to
(−)UiX), hence
UiX ×HΣ(−) = UiX ×
∐
σ∈Σ
(−)|σ| ∼=
∐
σ∈Σ
UiX × (−)|σ| ∼=
∐
σ′∈Σi
(−)|σ
′|i ,
where |−|i : Σi −→ λ is an arity function with
Σi :=
⋃
σ∈Σ
UiX × {σ}, |σ′|i = |(x, σ)|i := |σ|.
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Now for each i ∈ I, X × F is Σi-polynomial w.r.t. Ui, since each Ui preserves products:
Ui · (X × F ) = Ui · (X × −) · F
∼= (UiX × Ui(−)) · F
= (UiX × −) · Ui · F
∼= (UiX × −) ·HΣ · Ui
∼= HΣi · Ui
By Proposition 4.2.17, there exists a terminal object in Coalg(X× F). Hence, by Propo-
sition 4.2.16, there is a V -co-universal arrow for X. ¤
4.2.19 Corollary Let C be complete, and F : C −→ C a functor. Further, let (Ui : C→
Set)i∈I be a family of functors such that F is Σ-polynomial w.r.t. each Ui. Let one the
following conditions be fulfilled:
(a) F preserves limits of ω-chains.
(b) Each Ui preserves limits, and (Ui)i∈I jointly reflects isomorphisms.
Then there exist T ∈ ob(C), αT : T −→ FT such that T := (T, αT) is a terminal object
in Coalg(F), which is preserved by UFi , if Ui preserves limits:
(1) UFi T = (UiT, UiαT) ∼= TΣ = (TΣ, θ), and
(2) for a coalgebra C = (C, αC) and !C : C −→ T the unique homomorphism in Coalg(F),
UFi !C is the unique homomorphism in CoalgΣ, i.e. U
F
i !C(c) = tc for c ∈ UiC.
Proof: In both cases, the existence of a terminal object T := (T, αT) in Coalg(F) follows
from (the proof of) Proposition 4.2.17, with Σ = Σi for each i ∈ I.22 Let Z be terminal
in C. If Ui preserves limits, then particularly UiZ = 1 holds. Hence, the proof of 4.2.17
shows that UFi T is terminal in CoalgΣ. Similarly, for each coalgebra C in Coalg(F),
UFi !C is the unique homomorphism C −→ TΣ, since !C is limit-induced, and so is UFi !C. ¤
4.2.20 Example For any polynomial functor F : SetA
op −→ SetAop the canonical for-
getful functor V : Coalg(F) −→ SetAop has a right adjoint: Clearly, SetAop is complete.
Moreover, by Example 4.2.15, each evaluation functor UA preserves limits and colimits,
and (UA)A∈A jointly reflects isomorphisms. Also, if Σ denotes the signature corresponding
to F , then F is Σ-polynomial w.r.t. each UA. In addition to that, Corollary 4.2.19 shows
that Coalg(F) has a terminal object.
22In case of (a), the morphism f in Diagram (4.10) is a priori an isomorphism, since both T and FT
are limit objects of the ω-chain.
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4.2.21 Example For any polynomial functor F : Pos −→ Pos the canonical forgetful
functor V : Coalg(F) −→ Pos has a right adjoint: Consider I = 1 and the relation
functor R : Pos −→ Set, i.e. R = hom(2| , −) (see 4.2.11), which clearly preserves limits.
As shown earlier, R reflects isomorphisms, and every polynomial functor F : Pos −→ Pos
corresponding to Σ is Σ-polynomial w.r.t. R. Finally, Pos is complete, and Proposition
4.2.18 may be applied. Moreover, by Proposition 4.2.19, there is a terminal object in
Coalg(F), preserved by RF .
4.2.22 Example For any polynomial functor F : Cat −→ Cat the forgetful functor
V : Coalg(F) −→ Cat has a right adjoint, and Coalg(F) a terminal object: In fact,
by 3.0.1, Cat is locally finitely presentable (hence complete and cocomplete), and 2 a
finitely presentable, strong generator in Cat. Further, recall that for A ∈ ob(Cat) one
has hom(2,A) = ob(A2) ∼= mor(A). Hence any polynomial functor F : Cat −→ Cat
(corresponding to some signature) is polynomial w.r.t. U = hom(2, −), since the set
of morphisms in (co-)products of small categories is the (co-)product of the respective
morphism-sets.
In the literature there are several considerations investigating under which assumptions
Coalg(F) is a topos.23 An interesting result, yielding an application of 4.2.18, is the
following:
4.2.23 Theorem ([Wor98, 3.4]) Suppose F is an endofunctor on a topos C. If F
preserves pullbacks, and if the forgetful functor V : Coalg(F) −→ C has a right adjoint,
then Coalg(F) is a topos.
In order to apply Corollary 4.2.18, we need to now that under those assumptions F
preserves pullbacks.
4.2.24 Lemma Let C be complete, F : C −→ C, and (Ui : C −→ Set)i∈I be a family
of functors such that F is Σ-polynomial w.r.t. each Ui. If each Ui preserves limits, and
(Ui)i∈I jointly reflects isomorphisms, then F preserves pullbacks.
Proof: Let
P
p //
q
²²
C
g
²²
A
f
// B
R
r //
s
²²
FC
Fg
²²
FA
Ff
// FB
be pullbacks in C. Since FP
Fp−→ FC, FP Fq−→ FA satisfy
Ff · Fq = Fg · Fp,
23See e.g. [Wor98], [JPTWW01].
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there is a uniquely determined h : FP −→ R such that
s · h = Fq and r · h = Fp.
By [CJ95, 2.7], HΣ preserves pullbacks, as well as each Ui by hypothesis. Thus, Ui · F ∼=
HΣ · Ui preserves pullbacks. Therefore, for each i ∈ I there is the following commutative
diagram in Set:
UiFP
Uih
$$J
JJ
JJ
JJ
JJ
UiFp
ÂÂ
UiFq
''
UiR
Uir //
Uis
²²
UiFC
UiFg
²²
UiFA UiFf
// UiFB
where the outer frame and the inner square are pullbacks. Hence, for each i ∈ I, Uih
is the canonical bijection between both pullback objects in Set. Since the family (Ui)i∈I
jointly reflects isomorphisms, h is an isomorphism, and
FP
Fp //
Fq
²²
FC
Fg
²²
FA
Ff
// FB
a pullback square in C. ¤
Now we obtain
4.2.25 Corollary Let F be an endofunctor on a complete topos C, and (Ui : C −→
Set)i∈I be a family of functors such that F is Σ-polynomial w.r.t. each Ui. If each Ui
preserves limits, and (Ui)i∈I jointly reflects isomorphisms, then Coalg(F) is a topos.
Proof: By the lemma above, F preserves pullbacks, and by Corollary 4.2.18, the forgetful
functor V has a right adjoint. Now the assertion follows from Theorem 4.2.23. ¤
4.2.26 Remark The reader may observe that it would suffice to assume that C is a topos
with limits of ω-chains. Completeness is only necessary to ensure that limits of ω-chains
exist, as in the proof of 4.2.17. Beside that, it suffices to assume the existence of finite
limits, which exist in every topos.
4.2.B Lifts of properties
Throughout this subsection, assume that F : C −→ C is a functor, Σ a bounded signature,
and (Ui : C −→ Set)i∈I a non-empty family of functors with left adjoints Gi η
i
εi
Â Ui such
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that F is Σ-polynomial w.r.t. each Ui. Let λ be a given regular cardinal. With techniques
of the preceding subsection, it is simple to find a few assumptions on the family (Ui)∈I
which ensure that Coalg(F) is locally λ-presentable. Locally λ-presentable categories
are known to be equivalent to full, reflective subcategories of presheaf categories,24 closed
under λ-directed colimits. Later on, even a description of Coalg(F) as a presheaf category
will be obtained, by slightly strengthening these assumptions. As a special instance we
get the mentioned result in [Wor02] for polynomial functors on presheaf categories.
4.2.27 Lemma Let C have λ-directed colimits, and F : C −→ C be a functor. Fur-
ther, let (Ui : C −→ Set)i∈I be a family of functors with left adjoints such that F is
Σ-polynomial w.r.t each Ui. If each Ui preserves λ-directed colimits, then for every i ∈ I,
t ∈ TΣ the object Dit (see 4.2.5) is λ-presentable in Coalg(F).
Proof: Apply 4.2.4 to the class C of all λ-directed diagrams. ¤
4.2.28 Theorem Let C be a cocomplete category, and F : C −→ C a functor. If
(Ui : C −→ Set)i∈I is a non-empty family of functors with left adjoints such that F : C −→
C is Σ-polynomial w.r.t. each Ui, and (Ui)i∈I fulfills the following conditions:
(a) (Ui)i∈I is jointly faithful,
(b) each Ui preserves λ-directed colimits,
(c) (Ui)i∈I jointly reflects isomorphisms;
then Coalg(F) is locally λ-presentable.
Proof: Clearly, since C is cocomplete and V : Coalg(F)→ C creates colimits, Coalg(F)
is cocomplete, too. By 4.2.27 and 4.2.6, the set D = {Dit | t ∈ TΣ, i ∈ I} is a strong
generator of λ-presentable objects, so with 2.2.3 the assertion follows. ¤
4.2.29 Corollary Let C be a locally λ-presentable category, and G a strong generator of
λ-presentable objects. If F : C −→ C is Σ-polynomial w.r.t. each hom(A, −) for A ∈ G,
then Coalg(F) is locally λ-presentable.
Proof: Put UA := hom(A, −) for A ∈ G. By hypothesis, each UA preserves λ-directed
colimits, since G consists of λ-presentable objects. Furthermore, (UA)A∈G is collectively
faithful and jointly reflects isomorphisms, since G is a strong generator. Since by definition
C is cocomplete, arbitrary copowers X · A of each C-object A exist in C, well-known to
ensure that UA has an adjoint
25 GA with GA(X
f−→ Y ) = (X · A f ·A−→ Y · A). Now apply
Theorem 4.2.28. ¤
24Cf. [AR94, 1.46].
25Cf. [AHS90].
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4.2.30 Example We return to Example 4.2.11. As already mentioned in Example 3.0.2,
2| is a dense (and therefore strong) generator in the locally finitely presentable cate-
gory Pos, and 2| is finitely presentable in Pos. As shown in 4.2.11, every polyno-
mial functor F : Pos −→ Pos (corresponding to some signature) is polynomial w.r.t.
R = hom(2| , −). It follows that Coalg(F) is locally finitely presentable for any polynomial
functor F : Pos −→ Pos.
4.2.31 Example For any polynomial functor F : Cat −→ Cat on the category Cat of
small categories and functors, Coalg(F) is locally finitely presentable: In fact, by Example
4.2.22, Cat is locally finitely presentable, • // • = 2 is a finitely presentable, strong
generator in Cat,26 and any polynomial functor F : Cat −→ Cat (corresponding to some
signature) is polynomial w.r.t. hom(2, −).
Next we are going to prepare for the proof of the main theorem of this subsection.
4.2.32 Lemma Let W : A −→ B be a functor, B ∈ ob(B), and (Aj)j∈J a non-empty
family of A-objects which is multifree on B w.r.t. W . Consider the following functors
A
W //
∐
j∈J
hom(Aj ,−)
88B
hom(B,−) // Set .
Then there is a natural equivalence
∐
j∈J hom(Aj, −) ∼= hom(B, −) ·W .
Proof: Since (Aj)j∈J is multifree on B w.r.t. W , there is a source (B
bj−→WAj)j∈J such
that for every b ∈ hom(B,WA) there is exactly one j ∈ J and exactly one a ∈ hom(Aj, A)
making
B
b ""D
DD
DD
DD
DD
bj //WAj
Wa
²²Â
Â
Â
WA
commute. Hence, for each A ∈ ob(A), the following map is a bijection:
βA :
∐
hom(Aj, A) −→ hom(B,WA)
a 7−→ Wa · bj for a ∈ hom(Aj, A).
26See also Example 3.0.1 and 3.3.2.
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By construction, β := (βA)A∈ob(A) :
∐
hom(Aj, −) −→ hom(B,W (−)) is a natural trans-
formation: Let a′ : A −→ A′ ∈ mor(A), then
hom(Aj, A) 3 a
Â βA //
_∐
hom(Aj ,a
′)
²²
Wa · bj_
hom(B,Wa′)
²²
hom(Aj, A
′) 3 a′ · a Â βA′ //W (a′ · a) · bj = Wa′ · (Wa · bj).
¤
Now we return to the notation introduced in the beginning.
4.2.33 Proposition For every i ∈ I there is a natural equivalence∐
t∈TΣ
hom(Dit, −) ∼= Ui · V.
Proof: Fix i ∈ I, and consider
Coalg(F) V //
∐
t∈TΣ
hom(Dit,−)
77C
hom(Gi1,−) // Set
where (Dit)t∈TΣ is multifree on Gi1 w.r.t. V , see 4.2.9. Apply Lemma 4.2.32 to this
situation, and observe that by the adjunction we have
hom(Gi1, −) ∼= hom(1, Ui(−)) = hom(1, −) · Ui ∼= Ui.
¤
4.2.34 Proposition
(1) If (Ui)i∈I jointly reflects isomorphisms (is jointly faithful, resp.), then the family
(hom(Dit, −))(i,t)∈I×TΣ does (is, resp.) as well.
(2) If C is cocomplete and Ui preserves colimits, then for every t ∈ TΣ, hom(Dit, −)
preserves colimits.
Proof: Use the equivalence stated in 4.2.33: For (1) note that V is faithful and reflects
isomorphisms, and for (2) see Proposition 4.1.3, showing that hom(Dit, −) for t ∈ TΣ
preserves colimits, if
∐
t∈TΣ hom(D
i
t, −) ∼= Ui · V does. ¤
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4.2.35 Remark Note that (1) also follows from 4.2.6, and (2) is an application of Propo-
sition 4.2.4 with C := ob(Cat). Thus, 4.2.34 and therefore the main result of this section
is merely a consequence of the adjoint situations Gi
Â Ui . Nevertheless, it is formu-
lated as application of 4.2.33, in order to consider it as a consequence of multifreeness, see
Remark 4.2.41.
4.2.36 Proposition Let C be cocomplete, and Coalg(F) have kernel pairs. If (Ui)i∈I
jointly reflects isomorphisms, and each Ui preserves colimits, then for each i ∈ I and each
t ∈ TΣ, hom(Dit, −) preserves kernel pairs, and the family of functors (hom(Dit, −))(i,t)∈I×TΣ
jointly reflects them.
Proof: (i) Preservation is clear, since kernel pairs are limits.
(ii) Let p, q : K −→ C be a pair in Coalg(F) such that every (hom(Dit, p), hom(Dit, q))
is a kernel pair of some fi,t : hom(Dit,C) −→ Xi,t. The cocompleteness of C implies that
Coalg(F) is cocomplete, and we may take the coequalizer c : C −→ Q of (p, q). By
4.2.34, every hom(Dit, c) is the coequalizer of (hom(Dit, p), hom(Dit, q)), which is of course
the kernel pair of its coequalizer. Let (p′, q′) be the kernel pair of c. Since c · p = c · q,
there is a unique morphism h : K −→ L with p′ · h = p and q′ · h = q. Now since every
hom(Dit, −) preserves kernel pairs, hom(Dit, h) is the bijective mapping between two kernel
pairs of hom(Dit, c) in Set, namely (hom(Dit, p), hom(Dit, q)) and (hom(Dit, p′), hom(Dit, q′)).
By 4.2.34, h is an isomorphism in C, and therefore (p, q) a kernel pair in C. ¤
4.2.37 Proposition Under the assumptions of 4.2.36, for each i ∈ I and each t ∈ TΣ,
hom(Dit, −) preserves regular epimorphisms, and the family (hom(Dit, −))(i,t)∈I×TΣ jointly
reflects them.
Proof: Preservation follows from 4.2.34.
Let q : L −→ Q be a morphism such that every hom(Dit, q) is a coequalizer (of some
pair of maps). Let r, s : K −→ L be the kernel pair of q and p : L −→ P its coequal-
izer. Then, by 4.2.34 and 4.2.36, both, hom(Dit, q) and hom(Dit, p) are a coequalizer of
(hom(Dit, r), hom(Dit, s)), since this pair is the kernel pair of hom(Dit, q) (which is by as-
sumption a coequalizer of some pair). Now q · r = q · s induces a unique morphism
h : P −→ Q with h · p = q. Then every hom(Dit, h) is the induced bijection between the
corresponding coequalizers in Set. By 4.2.34, h is an isomorphism and q the coequalizer
of (r, s), hence a regular epimorphism. ¤
4.2.38 Corollary Under the assumptions of 4.2.36, in Coalg(F) every epimorphism is
regular.
Proof: If e is an epimorphism in Coalg(F), then by 4.2.34 every hom(Dit, e) is an
epimorphism in Set and therefore regular. By 4.2.37, e is a regular epimorphism. ¤
4.2.39 Corollary Under the assumptions of 4.2.36, each Dit is projective.
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Proof: Follows immediately from 4.2.37 and 4.2.38. ¤
4.2.40 Theorem Let C be a cocomplete category, and F : C −→ C a functor. If
(Ui : C −→ Set)i∈I is a non-empty family of functors with left adjoints such that F : C −→
C is Σ-polynomial w.r.t. each Ui, and (Ui)i∈I fulfills the following conditions:
(a) (Ui)i∈I is jointly faithful,
(b) each Ui preserves colimits,
(c) (Ui)i∈I jointly reflects isomorphisms;
then there is an equivalence of categories
Coalg(F) ' SetDop ,
with D the full subcategory of Coalg(F) spanned by D, defined in 4.2.6.
Proof: Under these assumptions, Coalg(F) is locally finitely presentable by Theorem
4.2.28, since each Ui particularly preserves directed colimits. As a locally finitely pre-
sentable category, it is complete (see 2.2.3), and particularly has kernel pairs. Now the
assertion follows from Linton’s (see [Lin69]) or Bunge’s (see [Bun69]) characterization of
presheaf categories, and the above propositions and corollaries. ¤
4.2.41 Remark (i) Similar to Theorem 4.1.9, the equivalence in Theorem 4.2.40 is con-
crete: The functor ∐
i∈I
Ui : C −→ Set
is clearly faithful, since the family (Ui)i∈I is jointly faithful. Thus, we obtain a faithful
functor
W :=
∐
i∈I
Ui · V : Coalg(F) −→ Set.
Also, for the same reason,
U :=
∐
(i,t)∈I×TΣ
evDit : Set
Dop −→ Set
is faithful by definition of D, see Proposition 4.2.6. By Proposition 4.2.33, we have a
natural isomorphism
U · Yon =
∐
(i,t)∈I×TΣ
hom(Dit, −) ∼= W,
where the restricted Yoneda embedding Yon: Coalg(F) −→ SetDop is the equivalence
stated in 4.2.40 (see e.g. [Lin69]). Thus, Coalg(F) and SetD
op
are even concretely
equivalent.
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(ii) Compare this theorem with 4.2.28: The only difference is that each Ui has to
preserve arbitrary colimits instead of λ-directed ones.
(iii) One of the crucial Propositions to prove Theorem 4.2.40 is 4.2.34, which is founded
on multifreeness. As mentioned above, it can be proved alternatively without using the
multifreeness condition. But this provides a more general formulation of Theorem 4.2.40:
4.2.40′ Let C be cocomplete and F : C −→ C. If the following two conditions are fulfilled:
(a) Coalg(F) has kernel pairs,
(b) there is a strong and absolute generator G = {Ai | i ∈ I} in C, and a family
(Di,j)i∈I,j∈J in Coalg(F) such that for each i ∈ I, (Di,j)j∈J is multifree on Ai w.r.t.
V ;
then there exists an equivalence of categories Coalg(F) ' SetDop, where D is the full
subcategory of Coalg(F) spanned by all objects Di,j.
Recall that absolute generator means that each hom(Ai, −) preserves colimits. In fact,
the requirements of 4.2.40 concerning the family (Ui)i∈I are just necessary to ensure that
there exists a family (Di,j)(i,j)∈I×J in Coalg(F) such that (hom(Di,j, −))(i,j)∈I×J preserves
colimits, is jointly faithful, and jointly reflects isomorphisms. This is just the second
condition above, in connection with 4.2.32.
4.2.42 Example We return to Example 4.2.15, and consider C = SetA
op
with Aop 6= ∅
a small category, A = ob(Aop), and F : SetAop −→ SetAop polynomial with F (−) :=∐
σ∈Σ(−)
|σ|. Then the family (UA)A∈A of evaluation functors clearly satisfies the assump-
tions of Theorem 4.2.40: By 4.2.15, (UA)A∈A is jointly faithful, each UA has an adjoint
LA, and F is polynomial w.r.t. UA. Also, (UA)A∈A collectively reflects isomorphisms,
since a natural transformation µ is an isomorphism iff every µA is one. Because colimits
are constructed pointwise and Set is cocomplete, each UA preserves colimits. Hence we
obtain, in accordance with [Wor02, 3.3], the following:
4.2.43 Corollary Let Σ 6= ∅ be a signature bounded by a cardinal λ, Aop 6= ∅ a small
category, and F : SetA
op −→ SetAop the polynomial endofunctor corresponding to Σ,
i.e. F (−) :=
∐
σ∈Σ(−)
|σ| with an arity function |−| : Σ −→ λ. Then there is a concrete
equivalence27 of categories
Coalg(F) ' SetDop ,
where D is spanned by all coalgebras DAt with underlying functor DAt = LanE(GA(Def t))
(see 4.2.15).
27See Remark 4.2.41(i).
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In [Wor02], the statement was formulated slightly more general, considering wide-pullback
preserving functors on presheaf categories, but without any hint on a possible description
of the category D. For C = Set, i.e. Aop = {•}, the concept of wide-pullback preserving
functors and polynomial functors coincide, see [CJ95]. In general, even in the case Aop =
2 = {• •}, there are examples of wide-pullback preserving functors, which are not Σ-
polynomial w.r.t. any evaluation functor, and therefore not polynomial in the usual sense:
4.2.44 Example Let Aop = 2 = {• •}, and consider for P ∈ ob(SetAop) the functor
(−)P : SetA
op −→ SetAop
which assigns to each presheaf Q the power object QP . That is, (−)P is right adjoint to
(−)× P : SetAop −→ SetAop ,
hence preserves all limits, particularly wide-pullbacks. Denote the two objects of Aop by
A and B. Let P act like A 7→ N, B 7→ 1 = {0}. Then, for any signature Σ, (−)P is
not Σ-polynomial w.r.t. any evaluation functor: If Q is the constant presheaf with value
2 = {0, 1}, then one easily computes
card(UA(Q
P )) = card(QAPA) = 2ℵ0 ,
whereas
card(UB(Q
P )) = card(QBPB) = 2 < ℵ0 < 2ℵ0 .
But both cardinals had to be equal, if there were some signature Σ such that
HΣ · UA ∼= UA · (−)P and HΣ · UB ∼= UB · (−)P ,
since UA(Q) = UB(Q) = 2.
In the following examples we will try to give a more detailed description of D in
4.2.43, considering a few special instances of presheaf categories SetA
op
, so they are to be
considered as “subexamples” of 4.2.42.
4.2.45 Example The situation becomes much more simple if Aop is discrete, i.e. Aop =
A. Then D is spanned by coalgebras DAt with underlying functor GA(Def t) = DAt : A −→
Set, where
DAt (B) =
{
Def t if A = B,
∅ else;
and dynamic βAt : D
A
t −→ FDAt , where
(βAt )B =
{
αt if A = B,
∅ −→ HΣ∅ else;
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(see 4.2.5, (4.7) in 4.2.2, and 4.2.14). In particular, by 4.2.3 one has
VΣ · evFB(DAt ) = VΣ · evFB ·GFA(At)
= evB ·V ·GFA(At) = evB(DAt ).
Now consider DAt
h−→ DBs ∈ mor(D). Then hA : evFA DAt −→ evFA DBs is a homomorphism
in CoalgΣ, and by the above
hA = VΣ(hA) : Def t −→ evA(DBs ).
Hence, B = A follows, i.e. DAt
h−→ DAs , since otherwise we had a map ∅ 6= Def t −→ ∅.
But then
hA : (Def t, αt) −→ (Def s, αs)
is a homomorphism in CoalgΣ, which has by 4.1.12 a unique decomposition into embed-
dings of maximal subtrees. Also, for each B ∈ A with B 6= A, hB : ∅ −→ ∅ ‘decomposes’
as ∅ −→ ∅ −→ . . . −→ ∅. Therefore, h has a unique decomposition hk · . . . · h2 · h1, where
hjA is the j-th component of hA’s decomposition in CoalgΣ, and h
j
B = ∅ −→ ∅ for each
B 6= A. According to 4.1.13 we derive:
4.2.46 Corollary If Aop 6= ∅ is small and discrete, F : SetAop −→ SetAop a polynomial
endofunctor corresponding to some signature Σ, then there is a TΣ-sorted, unary signature
ΩΣ such that Coalg(F) ' AlgΩΣ.
4.2.47 Example Now we consider some special cases of non-discrete categories Aop.
In order to describe the structure of D, we identify SetA
op
with a many-sorted variety
Alg(Ω, E) of unary algebras, as described in A.2.4. Using this description, and considering
S = ob(Aop) as discrete category A, we obviously may identify SetE : SetAop −→ SetA
(see 4.2.15) with the canonical forgetful functor UΩ : Alg(Ω, E) −→ SetS. That is, we may
interpret each DAt = LanE(GA(Def t)) as free (Ω, E)-algebra generated by the S-sorted set
(GA(Def t)(B))B∈S, where GA(Def t) : A −→ Set (see 4.2.14).
(i) Let Aop be a monoid considered as a category, i.e. ob(Aop) = {A} with A a monoid
and mor(Aop) = {a : A −→ A | a ∈ A}. Then we have the one-sorted case S = {A},
and Dt := D
A
t is defined on the single object as follows: Dt(A) is the free (Ω, E)-algebra
generated by Def t, i.e. the smallest set which
(a) contains all formal expressions
an(. . . a2(a1(w))..) with aj ∈ mor(Aop) and w ∈ Def t;
and
(b) in which expressions like a(a′(w)) and a′′(w) are identified, whenever a · a′ = a′′ holds
in Aop, and 1A(w) is identified with w (cf. (A.1),(A.2)).
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A morphism a : A −→ A is mapped by Dt to the following operation Dt(a) : Dt(A) −→
Dt(A) on these expressions:
Dt(a) : an(. . . a2(a1(w))..)
Â // a(an(. . . a2(a1(w))..)).
The dynamic αt corresponds to the natural transformation βt : Dt −→ FDt, where βt,A is
the ‘homomorphic extension’ of HΣη
A
A · αt = αt (see (4.7)): If αt(w) = (σ, (wj)j<|σ|), then
for each morphism a : A −→ A the following diagram commutes
Dt(A)
Dt(a) //
βt,A
²²
Dt(A)
βt,A
²²
w Â //_
²²
a(w)
_
²²
FDt(A)
FDt(a)
q
// FDt(A)
HΣ(Dt(A))
HΣ (Dt(a)) // HΣ(Dt(A)) (σ, (wj)j<|σ|)
Â // (σ, (a(wj))j<|σ|)
because βt is natural and a homomorphism respectively. Thus,
βt,A : an(. . . a2(a1(w))..)
Â // (σ, (an(. . . a2(a1(wj))..))j<|σ|).
Similarly, homomorphisms h¯ : (Def t, αt) −→ (Def t′, αt′) extend in the same way to natural
transformations h : Dt −→ Dt′ :
hA : an(. . . a2(a1(w))..)
Â // an(. . . a2(a1(h¯(w)))..).
(ii) Let Aop be a category of shape 0 :
((
: 66 1 , then we can easily generalize the de-
scription from (i) to the 2-sorted case I = {0, 1}:
D0t is the free algebra generated by (Def t, ∅). Since there is no non-identity morphism
having 0 as codomain, it follows that D0t (0) = Def t. But all non-identity morphisms
have 1 as codomain, therefore D0t (1) consists of formal expressions a(w) with w ∈ Def t,
0
a−→ 1. Note that D0t (1) does not contain elements w ∈ Def t. Now it is clear that
D0t (a) : D
0
t (0) −→ D0t (1) for 0 a−→ 1 acts like w 7→ a(w). The dynamic β0t acts as follows:
Let αt(w) = (σ, (wj)j<|σ|), then
(β0t )0 : w
Â // (σ, (wj)j<|σ|) and (β0t )1 : a(w)
Â // (σ, (a(wj))j<|σ|),
i.e. (β0t )0 = αt, and (β
0
t )1 as in (i).
Similarly, D1t is the free algebra generated by (∅,Def t), which leads to D1t (0) = ∅
and D1t (1) = Def t. Here D
1
t (a) : D
1
t (0) −→ D1t (1) for a : 0 −→ 1 is just the empty map
∅ −→ Def t. Hence, the dynamic β1t is very simple: (β1t )0 = ∅ −→ ∅ and (β1t )1 = αt.
Finally, we are able to describe natural transformations hi : Dit −→ Dit′ , i = 0, 1,
corresponding to h¯ : (Def t, αt) −→ (Def t′, αt′):
h00 : w
Â // h¯(w), h01 : a(w)
Â // a(h¯(w)),
and h10 = ∅ −→ ∅, h11 = h¯ = h00.
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Appendix A
Some basics
A.1 Category theory and set theory
Foundations
The reader of this thesis should be familiar with basic category theory, and therefore with
elementary set theory, too. As widely known, practising category theory at first requires
contemplation of foundations of mathematics. Nevertheless, this is neither the place to
discuss set theoretical questions or methods nor to give recommendation for particular set
theoretical models. As usual, we will assume the existence of a model of some sufficiently
expressive set theory, like Zermelo–Fraenkel or von Neumann–Bernays–Go¨del for example,
always together with the axiom of choice (for classes). Particularly, we will distinguish
between sets and (proper) classes (between small and large sets, resp.). There are several
approaches to category theory and its foundations, for an introduction and basics we refer
to [AHS90], [HS79], or [McL98].
Regular cardinals and directed sets
As usual, we will consider each ordinal number as the set of all smaller ordinals. Further,
a cardinal number (or shortly cardinal) is an ordinal κ such that for each ordinal ν, ν ∼= κ
implies κ ≤ ν (equivalently, κ is not isomorphic to any smaller ordinal). For each set S
we denote the cardinality of S by card(S), which is the (unique) cardinal κ with κ ∼= S.
Equivalently, card(S) is the smallest element of {α | α ordinal, α ∼= S}. Basic notions of
set theory can be found e. g. in [Hal74] or [Sup60].
A.1.1 Definition A cardinal λ is called regular cardinal if it is not representable as a
sum of a smaller number of smaller cardinals: λ 6= ∑i∈I νi for all set-indexed families of
cardinals (νi)i∈I with card(I), νi < λ.
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Recall that a poset is a partially ordered set, i.e. a set with a reflexive and transitive
relation on it.
A.1.2 Definition Let λ be a regular cardinal. A poset I is called λ-directed provided
that every subset J ⊂ I with card(J) < λ has an upper bound.
Diagrams
A.1.3 Definition Let λ be a regular cardinal, and C be a category.
(1) A diagram D : I −→ C, whose scheme I is a λ-directed poset, is called λ-directed.
Accordingly, its colimit is called λ-directed colimit.
(2) A diagram D : I −→ C is called λ-small if card(mor(I)) < λ, and each (co-)limit of
such a diagram is called λ-small (co-)limit . Accordingly, C is called λ-(co-)complete
provided C has all λ-small (co-)limits.
(3) A functor is called λ-continuous, if it preserves λ-small limits.
In case of λ = ℵ0 = card(N) the corresponding terminology is the familiar one: directed ,
finite diagram, finite (co-)limit , finitely (co-)complete, and finitely continuous .
A.1.4 Definition Let B be a subcategory of C.
(1) For each C-object A the canonical diagram w.r.t. B is the functor B ↓ A −→ C
(where B ↓ A denotes the comma-category) given on objects by (B → A) 7→ B and
on morphisms by h 7→ h.
(2) B is called dense provided that each C-object A is a colimit of its canonical diagram
w.r.t. B, with colimit sink ob(B ↓ A).
Every dense, small subcategory is a strong generator (see below), but the converse does
not hold. Note that canonical diagrams need not to have small schemes.
Yoneda embedding
Let C be a category and B a small subcategory. The restricted Yoneda embedding is the
functor
Yon: C −→ SetBop ,
defined on objects by
C 7−→ hom(−, C)|Bop : Bop −→ Set
and on morphism by
C
f−→ D 7−→ hom(−, C)|Bop hom(−,f)|Bop // hom(−, D)|Bop .
The functor Yon is full and faithful iff B is dense (see [AR94]).
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Concrete equivalence
We use the notion of concrete equivalence in the sense of [Por94]:
A.1.5 Definition Let C,D,X be categories, and
C
V //X D
Uoo
be faithful functors. Then (C, V ) and (D, U) are concretely equivalent (over X) if there
is an equivalence functor E : C −→ D, and a natural isomorphism U · E ∼= V . In this
case, if confusion is unlikely, we also call C and D concretely equivalent.
Obviously, the equivalence inverse of a concrete equivalence is also concrete.
Generators
The following definitions and facts concerning various generators in categories can be
found in [BT89] or [Wes99], for example.
A.1.6 Definition Let C be a category, and G ⊂ ob(C) a set of objects.
(1) G is called a generator in C, iff the family (hom(G, −))G∈G is jointly faithful.
(2) A generator G is called strong provided the family (hom(G, −))G∈G jointly reflects
isomorphisms.
(3) A generator G is called regular provided the family (hom(G, −))G∈G jointly reflects
regular epimorphisms.
(4) A generator G is called dense if the full subcategory G of C spanned by G is dense in
C.
If G = {G} is a singleton, then G is called a (strong, etc.) generator as well.
A.1.7 Fact A set G ⊂ ob(C) is a (strong) generator in C iff for each C ∈ ob(C) the sink
(C(G, C), C) := ((G f−→ C)G∈G,f∈hom(G,C), C)
is an (extremal) epi–sink.
A.1.8 Proposition 1 Let G ⊂ ob(C) be a set. IfC has arbitrary coproducts of G-objects,
then G is a (strong, regular, resp.) generator in C iff for each C ∈ C the canonically
induced morphism ∐
f∈ ⋃
G∈G
hom(G,C)
G
e−→ C, with e · µf = f
1See 2.3, 2.6 and 2.13 of [Wes99].
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(µf a coproduct injection), is an (extremal, regular, resp.) epimorphism.
A.1.9 Proposition 2 Let G ⊂ ob(C) be a set such that the full subcategory G of C
spanned by G is dense in C. Then G is a strong generator.
A.1.10 Facts Let C be a category, and G a generator in C.
(1) The following implication holds:
G regular =⇒ G strong
(2) If arbitrary coproducts of G-objects exist in C, then additionally
G dense =⇒ G regular
holds.3
A.1.11 Definition A generator G is called absolute if hom(G, −) for each G ∈ G preserves
colimits.
A.1.12 Definition Let M be a class of morphisms in a category C. An object P in
C is called M-projective provided that for every morphism A m−→ B in M and every
morphism P
f−→ B there exists a morphism P g−→ A with f = m · g:
A
m // B
P
f
OO
g
__@
@
@
@
If M is the class of all (regular) epimorphisms, then such an object P is called (regular)
projective.
Obviously, an object P is (regular) projective iff hom(P, −) preserves (regular) epimor-
phisms.
Connected limits
A.1.13 Definition Let C be a category, and A,B ∈ ob(C). A path between A and B in
C is a finite sequence of objects
A =: A0, A1, . . . , An−1, An := B
2See e.g. 2.9 and 3.1 of [Wes99].
3Cf. [BT89, 3.5].
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such that for each i ∈ {0, . . . , n − 1}, hom(Ai, Ai+1) or hom(Ai+1, Ai) is not empty. The
category C is called connected if there is a path between each pair of objects in C. A
diagram D : I −→ C is called connected diagram provided its scheme I is connected.
Accordingly, a limit of such a diagram is called connected limit.
In the category Set, the computation of limits via products and equalizers yields the
following lemma, which is necessary to prove commutation of coproducts and connected
limits in Set:
A.1.14 Lemma Let D : I −→ Set be a diagram, put I := ob(I), and define a set
L :=
{
(xi)i∈I | xi ∈ D(i), ∀(i→ j) ∈ mor(I) : D(i→ j)(xi) = xj
}
,
and for each j ∈ I a map L lj−→ D(j), (xi)i∈I 7→ xj. Then (L, (li)i∈I) is a limit of D in
Set.
Proof: Clearly, for each arrow i → j in I one has D(i → j) · li = lj by definition. Now
if (M, (M
mi−→ D(i))i∈I) is another compatible source for D, define a map
ϕ : M −→ L, x 7−→ (mi(x))i∈I .
Then mi(x) ∈ Di, and by compatibility D(i→ j)(mi(x)) = mj(x) for each i→ j, so ϕ is
well-defined. Further, for each x ∈ M , li · ϕ(x) = mi(x), hence li · ϕ = mi holds for each
i ∈ I.
Finally, ϕ is unique with respect to this property, for (li)i∈I is obviously a monosource
in Set. ¤
A.1.15 Proposition Coproducts and connected limits commute in Set: Let S be a set,
I a connected category, and D : I×S −→ Set a diagram. If L denotes the limit object of
the diagram
∐
s∈S D(−, s) : I −→ Set, then L is isomorphic to
∐
s∈S limID(−, s).
Proof: Put I := ob(I), and without loss of generality assume that for each i ∈ I the sets
D(i, s), s ∈ S, are pairwise disjoint. By the lemma above we have
L =
{
(xi)i∈I | xi ∈
∐
s∈S
D(i, s), ∀(i→ j) ∈ mor(I) :
∐
s∈S
D(i→ j, s)(xi) = xj
}
.
But now
∐
S D(i, s) =
⋃
S D(i, s), and if x ∈ D(i, t), then∐
s∈S
D(i→ j, s)(x) = D(i→ j, t)(x).
Let (xi)i∈I ∈ L, and k → j in I. If xk ∈ D(k, s) for some s ∈ S, then xj = D(k →
j, s)(xk) ∈ D(j, s). That is, since I is connected, there is some s ∈ S such that xi ∈ D(i, s)
for each i ∈ I. Hence, L = ⋃S Ls, with
Ls =
{
(xi)i∈I | xi ∈ D(i, s), ∀(i→ j) ∈ mor(I) : D(i→ j, s)(xi) = xj
}
.
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Each Ls is (isomorphic to) limID(−, s), again by the lemma. If we had (xi)i∈I ∈ Ls ∩ Lt
for some s, t ∈ S, then (for each i ∈ I) xi ∈ D(i, s) ∩D(i, t) = ∅, a contradiction. Thus,
the sets Ls are pairwise disjoint, proving that L =
⋃
S Ls
∼= ∐S limID(−, s). ¤
If B is a small category, and D : I −→ SetBop a connected diagram, then we obtain a
diagram D′ : I× S −→ Set, S := ob(Bop), by putting
D′(−, B) := evB ·D = D(−)(B)
for each B ∈ S. Let U := ∐B∈S evB : SetBop −→ Set be the forgetful from Definition
4.1.11. Since limits in SetB
op
are computed pointwise, the proposition above says that
the limit object of U ·D is isomorphic to U(limID), proving that U preserves connected
limits.
A special instance of a connected limit is the following:
A.1.16 Definition A wide-pullback or multiple pullback is a limit of a diagram of shape
•
((QQ
QQQ
QQQ
Q •
""D
DDD
D · · · •
||zzz
zz
•
.
A.2 Universal algebra
The reader should be familiar with basic notions and facts of universal algebra. For an
introduction and some basics we refer to [AR94], Chapter 3. In this section we just
complete the notions introduced in subsection 2.3.
Σ-algebras and varieties
In the following, let S be a non-empty set, called set of sorts , and λ be a regular cardinal.
A.2.1 Definition An S-sorted, λ-ary signature is a set Σ with arity function
ar : Σ −→
⋃
cardinals κ<λ
(Sκ × S),
i.e. each operation symbol σ has arity ar(σ) = ((si)i∈κ, s), written as
σ :
∏
i∈κ
si −→ s,
with some cardinal κ < λ.
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A.2.2 Definition Let Σ be an S-sorted, λ-ary signature. A Σ-algebra (or algebra of
signature Σ) is a partial algebra4 A such that for each σ ∈ Σ the operation σA is total,
i.e. if σ has arity
∏
i∈κ si −→ s, then
dom(σA) =
∏
i∈κ
Asi .
Since Σ-algebras are particular partial algebras, homomorphisms f : A −→ B between Σ-
algebras are already defined by 2.3(b). The category of all Σ-algebras and homomorphisms
is denoted by AlgΣ.
Note that terms, equations, and satisfaction of equations were already introduced in
2.3.
A.2.3 Definition Let E be a set of equations in the λ-ary signature Σ. Denote by
Alg(Σ, E) the full subcategory of AlgΣ spanned by all Σ-algebras which satisfy each
equation in E . Then Alg(Σ, E) is called a many-sorted, λ-ary variety .
Presheaf categories as unary varieties
It is well-known that a presheaf category SetA
op
can be identified with a many-sorted
variety Alg(Ω, E) of unary algebras. The following paragraph makes this construction
explicit:
A.2.4 Observe that by [AR94, 3.5(3)], there is an isomorphism of categories SetA
op ∼=
Alg(Ω, E), where
S := ob(Aop) = set of sorts, Ω := mor(Aop),
and E consists of all equations of the following types:
a(b(x)) = c(x) for every a · b = c ∈ mor(Aop) (A.1)
1s(x) = x for every s ∈ S. (A.2)
On objects, the isomorphism Alg(Ω, E) ∼= SetAop acts as follows:
X = ((Xs)s∈S, (aX)a∈Ω) Â // (X : Aop −→ Set),
with X(s
a−→ t) := (Xs a
X−→ Xt); and
F := ((Fs)s∈S, (Fa)a∈Ω) (F : Aop −→ Set).Âoo
Homomorphisms (hs) = h : X −→ Y are regarded as natural transformations (hs) : X −→
Y , and vice versa.
4See 2.3.
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Quasivarieties
An implication is a formula of the form∧
i∈I
(τi = υi) =⇒ (τ = υ),
where τi = υi and τ = υ are equations in some signature Σ. A Σ-algebra A satisfies such
an implication provided it satisfies the equation τ = υ whenever each equation τi = υi is
satisfied by A. A class A of algebras is said to be presented by a set I of implications,
provided A ∈ A iff A satisfies all implications in I.
A.2.5 Definition Let Σ be a λ-ary, many-sorted signature. A λ-ary quasivariety is
a class of Σ-algebras, considered as a full subcategory of AlgΣ, presented by a set of
implications I, where each implication in I is of the form∧
i∈I
(τi = υi) =⇒ (τ = υ),
with τi, τ, υi, υ Σ-terms, and card(I) < λ.
Signatures
Finally, we compare the different notions of signature arising in the text: On the one
hand, we have Definition A.2.1. On the other hand, by Section 2.4, a bounded signature
is a non-empty set Σ, together with an arity-function |−| : Σ −→ λ, where λ is a (regular)
cardinal. The one-sorted case S = 1 in Definition A.2.1 yields the following:
A one-sorted, λ-ary signature is a set Σ, together with
ar : Σ −→
⋃
cards. κ<λ
(Sκ × S)
and S = 1. But then⋃
cards. κ<λ
(Sκ × S) =
⋃
cards. κ<λ
({κ→ 1} × 1) ∼= {κ | κ cardinal, κ < λ}.
Let σ, τ ∈ Σ with card(|σ|) = card(|τ |), i.e. |σ| ∼= |τ | (note that λ, as a limit ordinal, is the
set of all ordinals ν < λ). Then in any category C, and for each X ∈ ob(C), X |σ| ∼= X |τ |,
for both diagrams |σ| −→ C, |τ | −→ C are isomorphic. Thus, one may assume that
actually
|−| : Σ −→ {κ | κ cardinal, κ < λ} ⊂ λ,
showing that a signature bounded by λ, in the sense of 2.4, is just a one-sorted, λ-ary
signature, in the sense of A.2.1.
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