The traveltimes of underside shear wave reflections (i.e. SS precursors) are widely used data for mapping the topography of mantle discontinuities in the upper mantle. Here, we examine the accuracy of ray theory in estimating the contribution of shear velocity heterogeneity in the mantle to SS-S400S, SS-S670S and S400S-S670S traveltimes. We analyse stacks of spectral-element method waveforms computed for 34 shallow earthquakes and 16 020 globally distributed virtual seismometers. The waveforms are computed for three versions of shear velocity model S20RTS with variable strengths of the volumetric shear velocity perturbations within the layered structure of the Preliminary Reference Earth Model. We find that ray-theoretical corrections account for only 50 per cent of the traveltime variation due to large-scale velocity heterogeneity. For current tomographic models, as represented by S20RTS, this translates into unpredictable long-and short-wavelength errors in maps of mantle discontinuity depths of about 5 km. This amounts to roughly 10 per cent of published variations in mantle discontinuity depths. However, relative errors will be significantly larger if ray-theoretical traveltime corrections are based on (forthcoming) models of shear velocity with much stronger heterogeneity at the smallest scales.
I N T RO D U C T I O N
Waveform stacking of SS precursors is a widely used seismological technique for the imaging of the transition zone (TZ) in the upper mantle. The seismic phase SS is an underside shear wave reflection off Earth's surface halfway between an earthquake and seismic station (Fig. 1) . The SS signal on a transverse component seismogram has a relatively high amplitude over a broad teleseismic distance range (70
• -160 • ). SS can be analysed for seismograms for a diverse set of earthquake-station pairs that render a global distribution of SS reflection points.
Underside reflections off the Moho (i.e. SmS) and off seismic discontinuities in the upper mantle (i.e. S400S and S670S) at 400 and 670 km depth-depths according to Preliminary Reference Earth Model (PREM; Dziewonski & Anderson 1981) -are recorded up to 4 min before SS, hence the name 'precursors'. Although these internal reflections have small amplitudes, summation (i.e. stacking) of tens to hundreds of seismograms can bring precursory signal above noise level. The stacking of precursors is, in principle, a straightforward procedure because S670S and S400S have predictable slownesses (i.e. wave incidence angles) and they are not obscured by major high-amplitude phases.
SS precursor analysis yields excellent constraints of the upper mantle beneath both continental and oceanic regions. After the global studies by Shearer (1991) and Shearer & Masters (1992) , the analysis of SS precursors progressed rapidly. A large number of studies have linked seismic reflections to the mineral structure of the upper mantle, the presence of melt and discontinuity topography on a global and regional scale. For reviews, see Shearer (2000) , Helffrich (2000) , Kind & Li (2007) and Deuss (2009) 
SS precursors are particularly useful for estimating the depths of the 400 and 670 boundaries and for estimating the role of the TZ in heat and mass transfer between the upper and lower mantle. The 400-and 670-km discontinuities are usually interpreted as the phase transitions in olivine. The thermodynamic Clapeyron slopes of the 400 and 670 have opposite signs (e.g. Katsura & Ito 1989; Bina & Helffrich 1994; Frost 2008) . As a result, the 400 is expected to be shallower and the 670 is expected to be deeper in relatively cool TZ regions (such as subduction zones). Vice versa, in relatively warm mantle regions, the 400 is deeper and the 670 is shallower than the global average values.
The traveltime differences between SS, S400S and S670S are the key probes of mantle discontinuity depths and, indirectly, temperature variations within the TZ. As discussed by Deuss (2009) , the TZ is estimated to be, on average, 242 ± 2 km thick, nearly 30 km thinner than in PREM. The 670 is deepest beneath subduction zones (e.g. Flanagan & Shearer 1998; Gu et al. 2003; Houser et al. 2008; Lawrence & Shearer 2008 ) and the 400 is deepest beneath the Pacific (e.g. Deuss 2007; Gu et al. 2009; Houser & Williams 2010) . The long-wavelength variation in TZ thickness of about 50 km correlates with the velocity variations seen tomographically and reflect large-scale upper-mantle dynamics. The missing correlation between 400 and 670 topography may be expected if one considers variations of the geotherm across the entire upper mantle (e.g. Ritsema et al. 2009b ). In addition, mantle discontinuity topography may be complicated by the transformation of garnet (e.g. Hirose 2002) or the effects of mechanical mixing (Xu et al. 2008) .
Another source of uncertainty arises from the contribution of shear velocity heterogeneity in the crust and mantle on the traveltimes of SS and its precursors. Although numerous studies suggest that ray-theoretical traveltime calculations may be imprecise due to the long-wavelength nature and the broad sensitivity kernels of SS waves (Chaljub & Tarantolla 1997; Neele et al. 1997; Neele & de Regt 1999; Zhao & Chevrot 2003; Dahlen 2005) , traveltime contributions due to shear velocity heterogeneity has so far been estimated by ray tracing through tomographic velocity models. A notable exception is the study of Lawrence & Shearer (2008) who analyse stacks of waveforms under the assumption that its sensitivity can be approximated by a stack of sensitivity kernels.
Here, we examine the potential errors in depth estimates of the 400 and 670 as inferred from SS precursor analysis when ray theory and long-wavelength tomographic models are used to estimate the contribution of shear velocity heterogeneity to traveltimes. We complement theoretical work (e.g. Zhao & Chevrot 2003; Dahlen 2005 ) with a study of synthetic seismograms that mimics the analytical procedures commonly applied to data. We compute spectralelement method (SEM) waveforms for three tomographic models and determine how inaccurate ray-theoretical corrections project as artefacts in traveltime maps of synthetic waveform stacks.
T H R E E -D I M E N S I O N A L WAV E S I M U L AT I O N S A N D P RO C E S S I N G
We employ the SEM developed by Komatitsch & Tromp (2002) to compute hour-long transverse-component waveforms. With computational resources available to us, we can compute teleseismic seismograms at frequencies shorter than about 60 mHz. This upper limit of the frequency band is sufficiently high to synthesize the relatively long-period waveforms of SS and its precursors. The waveforms are bandpass filtered using a cosine-square filter with cut-off frequencies of 4 and 50 mHz and corner frequencies of 8 and 40 mHz.
We compute waveforms for three 3-D models, which we refer to as T1, T2 and T3 (Fig. 2) . T1, T2 and T3 are models of shear velocity perturbations in the mantle from the transversely isotropic PREM. They are derived from the same data and modelling approaches used to derive model S20RTS (Ritsema et al. 2004) but the damping in the tomographic inversion has been adjusted following Ritsema et al. (2007) . T2 is the same as S20RTS. Models T1 and T3 are more strongly and weakly damped models. Therefore, shear velocity variations in T1 are smoother and weaker than in S20RTS and they are the strongest in model T3. Models T1 and T3 represent the variation in the strength of shear velocity heterogeneity as resolved by the most recently derived global models. We do not modify the seismic structure of the crust nor do we modify the depths of the 400 and 670 velocity discontinuities. Thus, T1, T2 and T3 include only volumetric perturbations of shear velocity that are embedded in PREM's layered structure.
We simulate waveforms for 34 globally distributed earthquakes at a uniform depth of 20 km (Fig. 3) . The earthquakes have the same (vertical dip-slip) mechanism as event 101607I (2007 October 16 21:05:43) from the global CMT catalogue to maximize the teleseismic SS radiation. We compute transverse component seismograms at 16 020 virtual seismic stations on a global grid with 2
• × 2 • spacing. We examine seismograms at source-receiver distance from 110
• to 170
• and exclude distance ranges where the SS precursors are overlapped with the topside multiples. This yields a fairly uniform distribution of SS reflection points and a density that exceeds 700 per 10
• × 10
• across the globe.
Definitions of traveltime anomalies

Differences in traveltimes between SS (T SS ), S400S (T S400S ) and S670S (T S760S ) are defined as
and
and the difference traveltime between S400S and S670S is defined as
T 400 and T 670 are the two-way traveltimes of shear waves between the surface and the 400 and 670, respectively. T 400−670 is the two-way shear wave traveltime through the TZ.
Anomalies of these traveltimes with respect to the PREM are defined as
and with respect to models T1, T2 and T3 as
Here, T applies to either T 400 , T 670 or T 400−670 . T SEM is the traveltime difference measured in the SEM waveforms by waveform correlation. T PREM and T 3D are the ray-theoretical traveltimes computed for PREM and for the 3-D models (e.g. T1, T2 or T3) for each ray path. δT 1D is expected to reflect the 3-D velocity heterogeneity. δT 3D is expected to be 0 if ray theory accurately describes long-period SS traveltimes. Thus, non-zero values of δT 3D quantify the inaccuracy of ray-theoretical SS traveltime calculations. Fig. 4 compares T1, T2 and T3 seismograms for a window that includes the SS, S400S and S670S signals based on an event beneath the North Pacific Ocean and a station beneath the western Indian Ocean at an epicentral distance of 124
• . The surface reflection Figure 2 . Shear velocity perturbations in the mantle from PREM at (top) 100 km, (middle) 300 km and (bottom) 600 km depth for models (left-hand panels) T1, (middle panels) T2 and (right-hand panels) T3. Low and high shear velocity regions are indicated with red and blue colours. The peak-to-peak variation is indicated below the maps. White triangles are hotspots from the catalogue of Ritsema & Allen (2003) . point of SS is at 10 • N, 115
• E in the South China Sea. Note that T 400−670 , which can be approximated by the time between the S400S and S670S signal maxima, is several seconds shorter than the PREM and the S20RTS traveltime predictions (i.e. δT 1D < 0 and δT 3D < 0), indicating that ray theory overestimates the shear wave propagation time though the high-velocity TZ beneath the South China Sea. It is this kind of signal that we map using the stacking of SEM waveforms. Note that the S400S and S670S are visible for all the three models because tomography is smooth and designed to explain global traveltimes.
Stacking and traveltime measurements
The amplitudes of S400S and S670S are only several per cent of the SS amplitude because of the relatively low impedance contrast at the 400 and the 670. When analysing recorded waveforms, trace summation (i.e. 'stacking') is necessary to bring the S400S and S670S signals above noise level. We stack SEM waveforms following a stacking procedure that is commonly applied to data. In this procedure, we align the waveforms on the SS signal, define the arrival time of SS to be 0, multiply waveforms with a negative SS polarity by −1 and normalize the waveforms by dividing them by the peak SS amplitude.
The S400S and S670S waveforms are 120 s long segments centred on PREM-predicted arrival times of S400S and S670S, denoted as τ 400 and τ 670 and calculated using the method of Crotwell et al. (1999) . The stack of the S400S (i.e. S 400 ) and S670S (i.e. S 670 ) signals involves a sum of N traces
and When determining stacks with respect to the ray-theoretical traveltimes of models T1, T2 and T3, τ 400 and τ 670 are computed by ray tracing through the 3-D models. The stacks are determined for a selection of N seismograms with common SS reflection points in a circular cap with a midpoint x 0 and a radius of 10
• . We map the global variation of δT 1D and δT
3D
by determining stacks for a grid of x 0 , uniformly spaced by 5
• across the globe. Each of the stacks includes at least N = 700 traces (Fig. 3 ). The traveltimes with respect to PREM (δT 1D ) and with respect to the 3-D models (δT 3D ) are estimated by cross-correlating the stacked SS, S400S and S670S waveforms.
An analysis of PREM synthetics
To determine artefacts that arise due to the stacking procedure and incomplete data coverage, we first analyse stacks of PREM synthetics. The PREM waveforms have been determined using the transversely isotropic PREM model while the ray-theoretical traveltimes have been calculated for the "equivalent isotropic" PREM model as implemented in the TauP code by Crotwell et al. (1999) . The slight difference in the implementation of transverse isotropy between 80 and 220 km depths yields a constant traveltime difference of about −1.0 s for δT is, at most, 0.2 s. The largest 'traveltime errors' correspond to measurements with relatively low cross-correlation coefficients (<0.9) between the stacked SS, S410S and S660S waveforms and inhomogeneous sampling of the SS slowness range. Nevertheless, the traveltime variation of 0.2 s in these PREM stacks is much smaller than the variation resolved in the stacks of SEM waveforms for T1, T2 and T3. Thus, the signal that we will discuss in the next section does not originate from the stacking method or the inhomogeneous data coverage. 
R E S U LT S
Maps of δT 1D and δT
3D
Fig . 6 shows maps of δT 1D determined from the stacks of the SEM synthetics for models T1, T2 and T3. As expected, the large-scale variation of δT 1D is similar to the variations of shear velocity heterogeneity in T1, T2 and T3 (compare Fig. 6 with Fig. 2 ). Since velocity heterogeneity is largest in model T3, the traveltimes variation is largest for T3. δT 
1D
670 reflect the vertically integrated traveltimes through the upper mantle. The traveltime variation is primarily determined by the strong shear velocity heterogeneity in the uppermost mantle. Hence, the ridges and continents stand out as positive and negative traveltime delays, respectively. δT 1D 400−670 correlates with the shear velocity structure in the TZ. It is negative beneath the western Pacific, South America, the central Atlantic and along the Atlantic coasts of Africa. In these regions, the shear velocity is relatively high in T1, T2 and T3.
The amplitude of δT 3D ranges from about 1.0 s (for T1) to 3.0 s (for T3) (Fig. 7) . This is significantly smaller than the variation of δT 1D , which indicates that the ray-theoretical corrections remove a significant portion of the traveltime signal seen in δT 1D . It appears that the long-wavelength variations (e.g. subducting zones and ocean-continent contrasts) are explained best by ray theory since a long-wavelength signal in δT 3D is not as dominant as in δT 1D . However, the non-zero values of δT 3D clearly demonstrate that the ray-theoretical SS traveltimes do not describe the traveltimes of SS and SS precursors exactly. In particular, the peak-to-peak variation in δT 3D 400−670 is only a factor of two smaller than the peak-to-peak variation in δT 1D 400−670 . Moreover, they do not clearly correlate with the shear velocity variations in models T1, T2 and T3 and, therefore, may be interpreted as small-scale thickness variations of the TZ.
Spectra of δT
1D and δT
3D
To emphasize that the spatial variation of δT 3D comprises a shortwavelength signal in comparison to δT 1D , we plot in Fig. 8 the spectral amplitude of δT harmonic degree. These plots are determined by expanding the maps of Figs 6 and 7 into spherical harmonics. δT 1D has a 'red' spectrum that is characteristic for seismic tomography. The S660S-S410S traveltime variations, reflecting the shear velocity variations of the TZ, are the largest for the lowest spherical harmonic degrees. In contrast, the spectrum of δT 3D exhibits less variations as a function of spherical order.
From spectra of cap-averaged traveltime maps, it is impossible to determine at which spatial wavelengths the ray-theoretical corrections are incorrect. Nevertheless, Fig. 8 indicates that the 3-D corrected traveltime maps of Fig. 7 includes signals at all spatial wavelengths. The difference in δT 1D and δT 3D diminishes for increasing spherical order. Beyond about degree 12, the variation of δT 3D is as strong as δT 1D .
D I S C U S S I O N A N D C O N C L U S I O N S
In agreement with Zhao & Chevrot (2003) , we find that raytheoretical traveltime calculations through long-wavelength shear velocity models are imprecise. For three versions of S20RTS in which the strength of shear velocity heterogeneity varies, we find that ray-theoretical calculation of SS traveltimes can differ by several seconds from the traveltimes inferred from SEM seismograms (Fig. 4) . Inaccurate ray-theoretical calculations of traveltimes influence the mapping of the traveltimes of SS precursors (i.e. S400S and S670S) and, hence, the estimates of lateral variations of mantle discontinuity depths.
Our study complements the study from Zhao & Chevrot (2003) by calculating traveltime maps of SS-S400S, SS-S670S and S400-S670S using stacks of SEM seismograms in geographically distributed caps. Traveltimes are 'corrected' for shear velocity heterogeneity by ray tracing through tomographic models. This analytical procedure is similar to the procedures commonly applied to waveform data (e.g. Flanagan & Shearer 1998; Gu & Dziewonski 2002; Houser et al. 2008) . Fig. 4 indicates that shear velocity heterogeneity, as imaged tomographically, renders minor SS waveform perturbations at frequencies larger than 60 mHz. Therefore, SS and precursor traveltime differences can be determined accurately by cross-correlation analysis.
Since SEM computations are time-consuming, we limit our analysis to three versions of shear velocity model S20RTS, which vary by the amount of damping applied in the tomographic inversion. The variable strength and dominant spatial scales of shear velocity heterogeneity in these three models is similar to the variations within the most recently published tomographic models (e.g. Ritsema et al. 2011) .
As expected, traveltime anomalies with respect to PREM (Fig. 6) , correlate with the shear velocity variations in the uppermost mantle (for δT δT 3D contain both long-wavelength and short-wavelength structures (Fig. 8) . Thus, artefacts in the traveltime maps are not restricted to the short-wavelength structure. Spatial variations in δT 3D do not clearly relate to the shear velocity variations in the tomographic model on which they are based and may be misinterpreted as smallscale variations in mantle discontinuity depths.
In waveform data, the variation in δT 1D 400−670 is about ±10 s (e.g. Flanagan & Shearer 1998; Gu & Dziewonski 2002) . This is an order of magnitude larger than errors in the ray-theoretical corrections for S20RTS (and other tomographic models) of the upper mantle. Thus, if S20RTS and other recently derived global shear velocity models are adequate models of the shear velocity structure in the upper mantle, inaccuracies in the ray-theoretical corrections do not severely influence the resolution of long-wavelength maps of mantle discontinuity depth. An error in δT 3D 400−670 of 1.0 s (Fig. 7) projects as an error in the thickness of the TZ thickness of about 2 km, which is an order of magnitude smaller than the TZ thickness variations inferred from waveform data.
As shown in Fig. 8 , the variation in the corrected S400S-S670S traveltime map (i.e. δT 3D 400−670 ) is only smaller than the uncorrected map (i.e. δT 1D 400−670 ) at the longest wavelengths (<spherical degree 8). Naturally, the use of smaller cap radii or, equivalently, stacking and spatial averaging over smaller regions yields maps of traveltime variations with higher amplitude and more spatial detail. However, as Fig. 9 shows, the errors due to inaccurate traveltime corrections are also amplified. To study small-scale regions of the mantle with SS precursors, such as hotspots (e.g. Deuss 2007) , it is necessary to calculate the contribution of the crust (e.g. Ritsema et al. 2009a ) and shear velocity heterogeneity in the mantle (e.g., Lawrence & Shearer 2008 ) on traveltimes with finite-frequency approaches.
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