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Abstract. This work is a study of the impact of multiple aspects in a
classic unsupervised word sense disambiguation algorithm. We identify
relevant factors in a decision rule algorithm, including the initial labeling
of examples, the formalization of the rule confidence, and the criteria for
accepting a decision rule. Some of these factors are only implicitly con-
sidered in the original literature. We then propose a lightly supervised
version of the algorithm, and employ a pseudo-word-based strategy to
evaluate the impact of these factors. The obtained performances are com-
parable with those of highly optimized formulations of the word sense
disambiguation method.
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Semi-supervised learning
1 Introduction
Word sense disambiguation consists in determining the correct sense of a partic-
ular occurrence of a polysemous word. Disambiguating word occurrences is a key
task for many basic Natural Language Processing (NLP) components, since they
assume that there is no ambiguity in an input text. A strategy widely adopted
by the methods for this task is to emulate the disambiguation process carried
out by humans when reading, this is, by using information about the context of
a word occurrence.
This work is an evaluation of the impact of several aspects in a classic un-
supervised word sense disambiguation algorithm. By a close inspection of this
algorithm, we identify factors that result relevant for its performance, some of
which are only implicitly considered in the original literature where the algo-
rithm is firstly described. We propose a lightly supervised version of the decision
rule algorithm for word sense disambiguation. We make use of an evaluation
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2strategy based on pseudo-words to show that our approach achieves comparable
performance to those of highly optimized versions of the algorithm.
The rest of this paper is organized as follows. Section 2 describes related lit-
erature in word sense disambiguation, in particular, the unsupervised algorithm
studied in this work. Our semi-supervised decision rule approach is then pre-
sented in Section 3. Next, Section 4 discusses the experimental results. Finally,
in Section 5 we present the conclusions, and mention a number of directions for
future investigation.
2 Related Work
Word sense disambiguation has been addressed with supervised learning meth-
ods. These require a large dataset of examples, typically sentences with the
occurrence of an ambiguous word, labeled by hand with the correct sense.
Yarowsky [1] introduces an unsupervised algorithm that combines the struc-
ture of decision lists with the unsupervised labeling of a large amount of initial
examples. Given an ambiguous word, referred to as target, this labeling is per-
formed by determining a seed collocation or evidence that is representative of
each of the senses of the target. In this way, it preserves the lack of supervision,
yet it is not fully unsupervised since it requires labeled examples. Moreover, it is
possible to introduce bias in the choice of the initial collocations. This method,
hereinafter referred to as the Yarowsky algorithm, uses two main heuristics: (i)
one sense per collocation, meaning that words co-occurring with the target give
strong clues about its correct sense, and (ii) one sense per discourse, by which
it can be assumed that the target has the same sense in multiple occurrences
within the same discourse or text. The work by Abney [2] is the first systematic
study of this algorithm.
3 Approach
The main part of this section details the unsupervised algorithm introduced
by Yarowsky, where we also discuss the identified factors and the approach we
obtain. This section ends with the description of the processing steps used to
obtain the dataset from a textual corpus.
3.1 Word Sense Disambiguation Algorithm
Given a set of instances, each with an occurrence of a fixed target word, the
Yarowsky algorithm consists in performing the following steps:
• Determine representative collocations, and split the instances set in subsets
according to the sense labels.
• While the non-labeled instances set does not converge:
- Learn a decision rule of the shape collocation ⇒ sense, by inspecting the
labeled examples.
3- Add to the decision list the rules that meet the acceptance criteria.
- Sort the decision list by rule confidence.
- Apply the decision list to the entire instances set, labeling each example
with the first rule in the list that meet the rule condition.
- Apply the “one sense per discourse” criterion to possibly filter out ex-
amples labeled in the step above.
• After converging to a residual set of non-labeled examples, the final rule
decision list can be applied on examples not seen yet.
In the algorithm introduced by Yarowsky [1], many criteria are slightly jus-
tified, and if so, appear without their respective (optimal) parameters. Other
important algorithm factors are not even mentioned explicitly. Specifically, in
this work we identify the following factors, and propose the respective experi-
mental settings for our version of the algorithm:
• Factor 1: Unlike relying on seed collocations as previously mentioned, we
perform the initial labeling by manually disambiguating two examples per
sense, for each target word. In this way, the learning algorithm becomes semi-
supervised. As we show in Section 4, this setting is very important.
• Factor 2: Regarding types of collocations or evidences, Yarowsky considers co-
occurrence adjacent to any other word in the context (typically a sentence
surrounding the target), co-occurrence adjacent to content words (i.e., nouns,
adjectives, verbs or adverbs) versus function words, and co-occurrence in a
window of +/- n to m words, for given n,m. The original algorithm analysis
does not mention the impact of which of those collocation types to use, nor
with which parameters, e.g., for n,m in the windows-based case. In this work,
we only use simple co-occurrence collocations, i.e., a word co-occurring with
the target in any position in the context.
• Factor 3: We discard the “one sense per discourse” heuristics.
• Factor 4: The equation of rule confidence, or rule probability, that we consider
is different from the classic based on log-likelihood that is used in the original
algorithm [1]. Given f(Ei), the number of examples with the collocation or
evidence Ei, and f(Sj , Ei), the number of examples with evidence Ei labeled
with the sense Sj , an optimization [3] allows us to use the following equation
of the confidence that a given evidence determines a given sense:
confidence =
f(Sj , Ei)
f(Sj , Ei) + f(¬Sj , Ei) =
f(Sj , Ei)
f |{labeled examples} (Ei)
. (1)
• Factor 5: The Yarowsky algorithm does not mention the confidence threshold
as part of the acceptance criteria for a decision rule into the decision list.
Abney [2] proposes a threshold equal to 1/L, with L being the number of
senses known for the target. We work with a very strict confidence threshold
initially equal to 0.95.
4• Factor 6: Meanwhile Yarowsky [1] allows to remove the label of an example
when the rule that gave it such a label falls below the threshold, Abney [2]
forces to always preserve a label once an example has been disambiguated,
but the label can be changed. In our work, a labeled example remains with
its first assigned sense, i.e., it cannot be removed or changed.
• Factor 7: In the case of having the same confidence, we sort two rules accord-
ing to a second sorting criteria, the one of coverage, this is, the number of
examples whose collocation meets the rule condition. Note that rule coverage
is equal to the denominator in Eq. (1). This factor is not mentioned in the
Yarowsky algorithm [1], yet it is considered by Tsuruoka and Chikayama [3].
3.2 Dataset Construction
Given a textual corpus, we process it to construct the dataset as follows.
• We retain every line of raw text in the corpus only if it is made of at least
ten words.
• We manually disambiguate two sentences per sense for each given target
word, and label accordingly in the corpus. We refer sometimes to this stage
as the initial training.
• We perform lemmatization and part-of-speech (POS) tagging. Since we worked
with a corpus in Spanish, in this step we apply the FreeLing1 2.2.2 tool.
• We preserve only content words, i.e., nouns, main verbs, and qualificative
adjectives. These correspond, respective, with the POS-tags of the shape
N****, VM****, and AQ****, in the parole-EAGLES standard.2
• We split this lemmatized, POS-tagged corpus into sentences, i.e., contexts.
• We select those contexts where the target occurs.
• We identify the contexts manually disambiguated in the first step.
• We take the set of every different lemma occurring in any of these contexts.
• We build our lexicon, by restricting the set of lemmas defined above to
contain a lemma only if it occurs in at least ten contexts.
• We sort the lexicon according to the number of contexts each lemma occurs
in.
• We vectorize the corpus according to the lexicon truncated by frequency of
its lemmas, to obtain a training dataset where each instance has a counter
of co-occurrences of each lemma with the target in that context.
Two assumptions are worthy to be mentioned regarding the steps described
above. First, by performing lemmatization, it is intuitively assumed that mor-
phological accidents do not alter the sense of the word in that context. Second,
the lexicon is truncated as a usual practice due to the sparseness phenomenon.
This happens when the vocabulary is very large and the words occurring in a
context are generally different from the ones used in another context.
1 http://nlp.lsi.upc.edu/freeling/index.php/node/1
2 https://www.cs.upc.edu/%7Enlp/tools/parole-sp.html
54 Experimental Results
In this section, we describe our evaluation strategy, and the experimental set-
tings, as well as we analyze the experimental results.
4.1 Evaluation
The evaluation strategy based on pseudo-words was introduced by Schu¨tze [4]
as a simple and very economic method to evaluate word sense disambiguation
algorithms. This method consists in choosing randomly two words, for exam-
ple “banana” and “door,” and replacing in a text corpus every occurrence of
any of the two by the new target pseudo-word “bananadoor.” A word sense
disambiguation algorithm is applied on the selected contexts. After this, each
example is considered correctly disambiguated if the assigned sense (“banana”
or “door”) coincides with the original word that was replaced in that context by
the pseudo-word. Even though the sense ambiguity introduced by this method
can be seen as artifactual, the advantage is to produce large amounts of labeled
examples for evaluation with almost no cost. This evaluation method also shows
the independence of the disambiguation algorithm with respect to the language
of the corpus which is applied on, since it only uses the impact of the given
collocations and does not assume any convention or bias in the language. Given
the two words that are often chosen to explain the pseudo-word replacement,
this evaluation method in general is also known as bananadoor evaluation.
We employ two simple word sense disambiguation algorithms with which to
compare the performance of our proposed approach:
• Baseline: given the word most often replaced by the pseudo-word —e.g.,
“door”—, corresponding to a k% of all the replacements, the baseline labels
every context with the most frequent sense —in this example, “door”— and
obtains an accuracy of k%.
• Random: using the same information that s is the most frequent sense with
k% of the replacements, this algorithm labels each context probabilistically,
assigning the sense s a k% of the times.
4.2 Experimental Settings
We work with a corpus of 57 million words in Spanish language, consisting of
digital articles of the Spanish newspapers La Vanguardia and El Perio´dico de
Catalunya. For simplicity, our problem is constrained to disambiguating the
sense of words with the following properties:
• Every target has only two senses, and are generally very different.
• Every target is a noun, and all its senses are nouns.
• Possibly, targets considered polysemous include cases of words that are ac-
tually homonyms.
6Table 1. The five binary targets and statistics of their datasets.
Target Sense A Sense B Dataset size Lexicon size
Manzana Fruta Superficie 712 144
Naturaleza I´ndole Entorno 2,607 611
Movimiento Cambio Corriente 6,509 1,883
Tierra Materia Planeta 7,874 2,019
Intere´s Finanzas Curiosidad 14,640 3,104
In a first part of our experiments, we obtain a set of contexts for each target,
in a set of five selected targets. We refer to the contexts set of each target
as the target dataset. We observe the impact of the identified factors in the
disambiguation performance, in particular, analyzing, for example, the number
of iterations required for convergence. Table 1 presents statistics of the datasets
for the five selected targets. The two senses of each of the binary targets observed
in this part are referred to as senses A and B.
In a second part, we obtain a new dataset, by applying the bananadoor evalu-
ation. The replacements are made using two words in Spanish relatively frequent,
“vida” (Spanish for “life”) and “ciudad” (“city”), leading to the pseudo-word
“vidaciudad.” This datasets consists of 62,819 examples and a lexicon of 3,937
lemmas. Here, the size of the lexicon after truncation is considerably smaller
than the sizes for the datasets per target in the first part, which may result
of high importance when applying clustering on the dataset without enough
computational resources.
4.3 Analysis
In the first part, we apply our approach to each target dataset. The results in
Table 2 show a quick convergence into a residual, stable set of non-labeled ex-
amples. Clearly, any factor which increases the number of rules in the decision
list will have a positive impact regarding this convergence. For example, a pos-
sible one would be the Factor 1: to perform the initial labeling with the original
algorithm leads to more rules for the first iteration. Another way would involve
Factor 3: by implementing also the “one sense per discourse” criterion, each it-
eration possibly provides more labeled examples to the next iteration. In both
cases, for a larger dataset, it may lead to less iterations, although each one would
require longer since it would have to inspect more rules. Then, these factors, as
assumed in our experimental setting, have a negative impact in the final residual
set. Factor 2 is of positive impact regarding convergence, due to the fact that a
larger number of collocations are able to capture more reliably some linguistic
phenomena that escape from the simple co-occurrence setting.
Our experimental setting for Factor 6 does not allow re-labeling. This may
suggest a positive impact, yet re-labeling is taken under consideration in the
previous work. Then, it should be closely inspected regarding a sort of “speed
versus accuracy” dilemma. In Factor 5, a rule confidence threshold too lenient can
7Table 2. Convergence, and proportions of final residual sets of examples.
Target
manzana naturaleza movimiento tierra intere´s vidaciudad
No. of iterations
needed to converge
5 6 7 8 7 6
% of the final residual
set w.r.t. the dataset
6.46% 33.10% 42.83% 18.97% 33.25% 77.62%
1 2 3 4 5 6
Iteration
0
500
1000
1500
2000
2500
3000
3500
N
u
m
b
er
 o
f 
ru
le
s
Rules rejected due to confidence
Rules rejected due to coverage
Accepted rules
(a) Proportion of decision rules.
0 1 2 3 4 5 6
Iteration
0
2000
4000
6000
8000
10000
12000
14000
16000
N
u
m
b
er
 o
f 
ex
am
p
le
s
Unlabeled examples
Examples labeled with sense B
Examples labeled with sense A
(b) Subsets of examples.
Fig. 1. Performance of our approach per iteration, for the target word “intere´s.”
impact positively in the convergence yet negatively in the accuracy. An element
already mentioned yet not explicitly identified among our factors is the lexicon
truncation bound, presented in the last column of Table 1. This bound affects the
performance in the second part, when trying to disambiguate the pseudo-target
“vidaciudad.” Specifically, it leaves a large final residual set since we require that
the lemmas of its lexicon occur each in at least 30 contexts. Lowering the bound
improves this situation, but going down excessively in reducing this bound allows
for entrance of noise from unfrequent lemmas.
As pointed out in the related work [3], Eq. (1) can lead to undesired situa-
tions, given the few evidences available at the beginning of the learning problem.
Figure 1(a) shows the performance per iteration, regarding the proportions of
decision rules. We can see that the first iteration of the algorithm accepts very
few rules, just within the required coverage, while most of the rules are rejected.
The coverage criterion used in our experimental settings (Factor 7) requires as
few as at least one evidence; experiments with any stricter setting results harm-
ful due to the sparseness phenomenon, as it rejects every rule in the first two
iterations and converges to a final set without any newly labeled examples.
In summary, performance is very sensitive to Factor 7, since any stricter
setting would lead to no disambiguation altogether. This factor is in close relation
8Table 3. Performance of our approach (Decision List), and clustering performance
(average across the five targets).
Bananadoor Evaluation Clustering (average)
Algorithm Baseline Random Decision List KMeans EM (2 clusters)
Accuracy 51.10% 50.13% 59.86% 72.9534% 72.4977%
with our setting of very light supervision for the initial training set. Factor 1,
i.e., semi-supervised learning, is crucial in our approach. As we can observe in
Fig. 1(b), the initial rule decision list is drastically changed in the first iteration
w.r.t. the proportion of labeled examples in the dataset, and after that, the
example subsets become stable until convergence as the rules get refined due to
a larger coverage.
Factor 4, the confidence equation, has a particular impact in relationship with
the Factor 7 of coverage. A formalization, given by Tsuruoka and Chikayama [3]
—see Eq. (5) in Appendix A— calculates the optimal smoothing for Eq. (1);
this optimization is obtained to overcome the problem of low initial coverage.
When using the optimized formulation, most of the collocations in the first
iteration have zero coverage, and by smoothing, they receive a portion of the
large confidence that the very few rules with non-zero coverage have. Yet, since
the rules with null coverage are so many, in this way each of these rules gets a
probability less than 10−3, i.e., they are rejected by our threshold, as they will
be by any other reasonable confidence threshold.
Moving to the second part of our experiments, we conduct the bananadoor
evaluation. Table 3 presents the experimental results in terms of accuracy. Our
decision list approach outperforms the baseline and random algorithms. Fur-
thermore, we can say that it is a reasonable performance when comparing with
the accuracy of 69.4%, achieved by a variant of the literature [3] that employs
a log-likelihood-based confidence formulation and optimized coverage of at least
three evidences. As shown in the last columns of Table 3, the accuracy is still
higher when observing the average clustering accuracy of the five targets from
the first part of our experiments. Nevertheless, it is worthy to mention that,
due to limitations in the computational resources, clustering was applied on a
restricted version of the datasets, made of only the ten most frequent lemmas
of the respective lexicons. We would expect a performance significantly lower in
the case of clustering the entire dataset, due to the noise introduced by using
the full lexicon.
5 Conclusions
We have conducted an evaluation of factors relevant to the performance of a
lightly supervised word sense disambiguation algorithm. Our experimental re-
sults indicate that the initial training is a crucial element, regarding both the
9convergence and accuracy. It is indeed so relevant, that it affects the space of pa-
rameters for other factors of large impact, such as the confidence threshold and
coverage. We also observe that an optimization of the confidence equation with
smoothing can result harmful to the performance, due to the same consequences
of the initial labeling. Other factors like re-labeling, “one sense per discourse”
criterion, or involving more collocation types, may improve the performance, at
the cost of a slower convergence.
There are several additional lines of study that we are interested to explore
in future work. Firstly, we could observe in a closer look the impact of some fac-
tors identified in this work. For example, to consider a variant of our approach
that also includes rules according to adjacency of a lemma that belongs to a
particular morphosyntactic category. An instance of this would be the qualifica-
tive adjective “human” as a fixed lemma adjacent to “nature” in a phrase like
“human nature,” which results in a very distinctive lemma for the “condition”
sense of “nature.” Secondly, to introduce a criterion for the coverage factor that
makes its setting dynamic, so that it becomes stricter as long as the iterations
progress. In this way, the population of rules could be controlled, by restricting
them to only the more reliable ones. Another line of future investigation is to
observe the results using an initial training coupled with a misleading bias, this
is, picking contexts containing collocations close to the target that suggest the
sense different from the one manually labeled. This bias —and the converse one,
i.e., picking sentences very representative of a sense for the target— is likely
of high impact, yet with our strategy of initial training, it results a challenge
to avoid every possible bias. Lastly, another line of future work is to perform,
previous to the application of the word sense disambiguation algorithm, a stage
of sense discovery. This could be done, for example, by clustering the original,
unlabeled dataset, leading to a more natural label set partition. This line of in-
vestigation is of particular interest since it involves one of the key problems in
word sense disambiguation, this is, defining the domain of senses.
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A Optimization of the Confidence Rule (Tsuruoka y
Chikayama [3])
The equation used in the original description of the Yarowsky algorithm [1] to
calculate the confidence of a decision rule is:
confidence = log
(
P (Sj |Ei)
P (¬Sj |Ei)
)
, (2)
where Ei is the contextual evidence or collocation, and Sj the candidate sense
for labeling an example. Tsuruoka y Chikayama [3] obtain another formulation,
that produce decision lists equivalent to the ones from Eq. (2):
confidence = P (Sj |Ei) . (3)
When a large number of examples with evidence Ei are available, Eq. (3) can
be estimated, using Maximum Likelihood, as follows:
P (Sj |Ei) = f(Sj , Ei)
f(Ei)
, (4)
where f(Ei) is the number of examples with evidence Ei, and f(Sj , Ei) is
the number of examples with evidence Ei and labeled with sense Sj .
The equation that we use in this work is Eq. 1:
confidence =
f(Sj , Ei)
f(Sj , Ei) + f(¬Sj , Ei) =
f(Sj , Ei)
f |{labeled examples} (Ei)
.
This formulation overestimates Eq. (4) by restricting the denominator to
only the set of labeled examples. Equation 1 is slightly corrected in the actual
implementation of the algorithm to avoid division by zero.
Using Bayesian learning, Tsuruoka and Chikayama [3] obtain a formulation
of the beta distribution that involves Θ = P (Sj |Ei), and so they estimate the
optimal smoothing :
confidence = E[Θ] =
f(Sj , Ei) + 1
f(Ei) + 2
. (5)
[ [ [
