We derive explicit bounds for the remainder term in the local Weyl law for locally hyperbolic manifolds, we also give the estimates of the derivative of this remainder. We use these to obtain explicit bounds for the C l -norms of the L 2 -normalised eigenfunctions in the case spectrum of the Laplacian is discrete, e.g. for closed Riemannian manifolds. We also derive bounds for the local heat trace. Our estimates are purely local and therefore also hold for any manifold at points near which the metric is locally hyperbolic.
Introduction
Let (M, g) be an n-dimensional Riemannian manifold and as usual denote by C ∞ 0 (M ) the space of compactly supported smooth functions and by L 2 (M ) the space of square integrable functions, i.e. the completion of C ∞ 0 (M ) in the L 2 -inner product f 1 , f 2 = M f 1 (x)f 2 (x) dvol g (x), where dvol g is the Riemannian volume form. Suppose that ∆ is a non-negative (in the sense of operator theory) self-adjoint extension of the Laplace operator acting on C ∞ 0 (M ). Note that such self-adjoint extensions always exist and are unique in case the manifold is complete. We do not however assume completeness here.
By the spectral theorem for unbounded self-adjoint operators, there exists a spectral family E λ with associated spectral measure such that
For each λ ∈ R the operator E λ is a projection and since ∆ N E λ is L 2 -bounded for any N > 0 it follows from elliptic regularity that E λ has a smooth integral kernel e λ ∈ C ∞ (M ×M ), i.e. (E λ f )(x) = M e λ (x, y)f (y) dvol g (y).
The restriction of e λ to the diagonal in M × M is called the local counting function, and is denoted by N x (λ) := e λ (x, x).
Note that in the case that ∆ has compact resolvent the spectrum is purely discrete and there exists an orthonormal basis (ϕ j ) j∈N 0 in L 2 (M ) consisting of eigenfunctions with eigenvalues λ 2 j for ∆: ∆ϕ j = λ The local counting function is well defined independently of any assumptions on the discreteness of the spectrum. The famous local Weyl law states that
where ω n is the volume of the unit ball in R n . The proof of this result in the case of closed Riemannian manifolds is due to Levitan. In 1968 Hörmander [1] generalised it to the case of pseudodifferential operators of order m. Various improvements on the remainder term are known in case of compact manifolds with negative sectional curvature or under assumptions on the nature of the dynamics of the geodesic flow. In particular, in 1975 Duistermaat and Guillemin [2] proved that the estimate O(λ n−1 ) cannot be improved when the geodesic flow is periodic. They also showed that for boundary-less manifolds the remainder is o(λ n−1 ), when the set of periodic geodesics has Liouville measure 0. Two years later Bérard [11] obtained a logarithmic improvement for manifolds with nonpositive sectional curvature (for surfaces it suffices to have no conjugate points).
Note that the original local Weyl law immediately implies a uniform bound on eigenfunctions:
for some C M > 0 in the case that ∆ has compact resolvent. This estimate is sharp without additional assumptions, as the example of the sphere shows. Further Sogge [3] showed that without any additional assumptions on M we have the following bound on L p norms: n−1 . It is natural that Bérard's logarithmic improvement of the local counting function leads to the logarithmic improvements of the L p estimates. In [4] Hassell and Tacy proved that under the same assumptions as in Bérard [11] , one has:
. Similarly, one can derive a bound on the C l -norm
Whereas such estimates of eigenfunctions are very useful for proofs and general considerations for purposes of numerical analysis one often needs an explicit value of the constant. The aim of this article is to provide explicit estimates of the eigenfunctions and local counting function of the Laplacian for manifolds that are hyperbolic near the point in question. More specifically, suppose that ∆ has compact resolvent, x ∈ M and the open metric ball B ρ (M, x) of radius ρ > 0 centred at x is locally isometric to hyperbolic n-space. We find constants C 1,M depending only on ρ such that
We also present an algorithm for computing C l,M in the case of surfaces. As an example we give formulas for C l,M (l = 1, 2, . . . , 8) in this context (for bigger l formulas get very complicated). Our estimates are derived from estimates for the local counting function. The paper is organised as follows: first, we present the classical formula for the solution to the shifted wave equation (4) in hyperbolic space and relate it to the integral kernel of cos( ∆ − (n − 1) 2 /4 t); through this paper we call this the shifted wave kernel. Second, through the analysis of the mentioned wave kernel we present the generalisation of the Mehler-Fock formula (Theorem 2.4), which gives us a way to compute the value of the integral kernel of cos( ∆ − (n − 1) 2 /4 t)g(t)dt on the diagonal, where g is a test function. Next, by finite propagation speed and the Fourier-Tauberian argument given in [7] we are able to show our main result: estimates on the local counting function of the Laplace operator (Theorem 3.2). As consequences of this result we show bounds on the local heat trace and estimate the growth of eigenfunctions of the Laplacian as well as growth of their first derivative. At the end we show how to find estimates of higher derivatives of the eigenfunctions for the hyperbolic surfaces.
2 The integral kernel of the solution operator of the shifted wave equation
In order to study the local counting function of the Laplace operator at a point x ∈ M n near which M n is hyperbolic, we first need to study the shifted wave kernel on H n . Here is a motivation: Safarov in [7] (Theorem 1.3) showed that for the suitably fast decreasing functions 1 , 2 one has:
The Weyl law implies that the local counting function has polynomial growth, therefore the right hand side of the above inequality is of lower order, therefore we may treat is as correction term in the expansion. In addition if the Fourier transforms of functions 1 , 2 is compactly supported, then N x * 1 and N x * 2 depend only on values of the Fourier transforms of N x and N x on the on the support of 1 and 2 respectively. Moreover by a simple modification of the counting function, one does not need the full information about the Fourier transform of N x and N x but it is enough to know just the cosine transform of N x . By the lemma below we will show how it is connected to the wave kernel.
Lemma 2.1. The cosine transform of the derivative of the local counting function of the Laplacian on the manifold M is the diagonal of the wave kernel on M .
Proof. By the spectral theorem, for any λ, the projection E λ may be expressed in terms of its smooth integral kernel. By the definition of functional calculus for any L 2 function f we have f, cos(
Of course we need to understand this equality in the distributional sense since E λ is a distribution in λ. When we consider the diagonal of e λ the proof is complete.
Let us move to the description of the wave kernel. As a model of hyperbolic space we will use the upper half space, i.e.
with the metric g = x −2 n (dx 2 1 + dx 2 2 + . . . + dx 2 n ). The Laplacian in this coordinate system is given by
where by ∂ x i we mean ∂/∂ x i . Introduce a function u :
where · denotes the Euclidean norm. The hyperbolic distance ρ : H n × H n → R + is given by the relation 1 + 2u = cosh(ρ).
The function u is commonly used as a replacement of the distance function as some of the formulae become simpler. Suppose now that f is a function on H n , x ∈ H n . We want to produce the rotational symmetrization of f about x. Define
where S ρ (x) is the geodesic sphere in H n with the centre at x and the radius ρ, A(ρ) is its area, dω is the area element of S ρ (x), wherever this expression makes sense. By definition,
2 . Consider the Cauchy problem for the shifted wave equation in hyperbolic n-space:
for a given f ∈ L 2 (H n ). This problem may be solved using functional calculus:
Because the family of operators cos( √ L H n t) is bounded on L 2 (H n ) for all t ∈ R, the Schwartz kernel theorem implies that it has an associated distributional kernelk(x, y, t) which we call the shifted wave kernel. On the other hand, there are well known formulae for the solution to (4) (see e.g. [6] ):
Since we do not need the exact formula for the shifted wave kernel but just local (in time) data, let us pair the solution to the wave equation with a test function g ∈ C ∞ 0 (R):
where ρ denotes the hyperbolic distance from x to y. Now, from the formula above and (5), one can easily extract the formula for the integral kernel of the operator R cos √ L H n t g(t) dt, denote it byk n,g . Recalling that ω n = π n/2 /Γ(n/2 + 1), we may summarise the calculations above by the following lemma: Lemma 2.2. The integral kernelk n,g is given bỹ
where ρ = dist(x, y).
The shifted wave kernel in H n on the diagonal
The question we want to answer is: how does the integral kernelk n,g look on the diagonal, where ρ = 0. As we mentioned in the introduction, the local counting function is smooth, therefore the wave kernel paired with some test function is also smooth.Thus it makes sense to talk about the value ofk n,g at a point. Since H n is a homogeneous space, this value does not depend on x. We cannot examine this directly from (8), (9), because the operator 1 sinh ρ ∂ ρ is singular for ρ = 0. Moreover the integral does not satisfy the assumptions of the fundamental theorem of calculus there.
Instead, we manipulatek n,g . The case of n = 2 it is well known (see e.g. (70) and (114) in [8] and [5] 
where h is the cosine transform of g ∈ C ∞ 0 (R), i.e.,
It is easier to expressk n,g in terms of the cosine transform, h, of g rather than in terms of g. In addition, it turns out that the change of coordinates u = sinh 2 (ρ/2) makes the calculations much simpler. Now, using (9), (8) we obtain recursion formulas in terms of the point pair invariant u
The explicit formula fork 2,g is well known (see e.g. [5] ). It is expressed in terms of the function h, of course, and the main tool to recover h fromk for n = 2 is the Mehler-Fock formula. The following theorem accomplishes this for general n. This result may also be proved using Harish-Chandra's Plancherel formula for spherical functions, see [12] , p. 292. For the sake of completeness and since we will derive through the proof a generalization of the Mehler-Fock formula, which is interesting in its own right, we give the proof here. Moreover, the transform which we developed allow us to give the estimate of the derivatives of the eigenfunctions.
where h is the cosine transform of g and (x) n is the Pochhammer symbol, i.e.
Proof. Assume that ϕ is a generalised eigenfunction of the Laplacian and is radial about x. The eigenvalue equation, ∆ϕ = λ 2 ϕ, in geodesic polar coordinates about a point x is:
It is a second order linear differential equation, so its general solution is a linear combination of two independent solutions, f 1 , f 2 . Standard theory shows that we may set f 1 (0) = 1, where f 1 is an entire function of ρ, and f 2 is well defined for ρ > 0 and has a singularity for ρ = 0 of the logarithmic type for n = 2 and of type ρ 2−n for n > 2.
Recall that the hypergeometric function F (λ, β, γ, z) is defined to be the solution of the differential equation
with initial condition F (0) = 1. Therefore, the function
solves (12) with F t,n (0) = 1. This implies that the radialization about x of the generalised eigenfunction, ϕ, corresponding to the eigenvalue λ 2 = (n − 1) 2 /4 + t 2 is given by
Recall that the functionk n depends only on u, so we may write
wherek n (u), F t,n (u) denotek n (x, y), F t,n (u(x, y)) respectively. Let x = (0, . . . , 0, 1) and introduce geodesic polar coordinates around x. The spectral theorem implies that
where ω n denotes the volume of an Euclidean unit ball in R n and h is as before the cosine transform of g ∈ C ∞ 0 (R). The inverse transform for n = 2 is as follows (see e.g. [5] ):
Note that the hypergeometric function 2 F 1 (α, β, γ, z) has an analytic continuation over the plane C cut along [1, +∞), given by the integral representation:
Moreover the m-th derivative of 2 F 1 is
Since the hypergeometric function satisfies the initial condition F t,n (0) = 1, the recursion formula (11) and (15) end the proof for even n. For odd n note that
Substitute ρ = 2 arccosh √ u in the integrals (14) and (8) for m = 0. Then one can easily recognise that these formulas simplify to the cosine transform and its inverse. Now use identities (14) and (17) to get that
The recursion formula (11) and the differential identity (16) implỹ
When we take into account the initial condition F t,n (0) = 1 the proof is complete.
The proof of Theorem 2.3 gives us class of transformations which contains the cosine transform as well as the Mehler-Fock transform. Further, we know that the class of functions of interest to us are in the domain of these transforms.
where ρ(u) = 2 arccosh √ u. Then the following inverse formulae hold:
for m ∈ N 0 , where (x) n is the Pochhammer symbol, i.e.
The wave kernel near x where the manifold is hyperbolic
As we mentioned at the beginning of this section, in order to estimate the local counting function on the manifold M we need to know the diagonal of the wave kernel on M . So far we obtained just the shifted wave kernel on H n . In this section we show how one may move from H n to M and change the shifted wave kernel to the wave kernel. Let (M n , g) be an n-dimensional Riemannian manifold, we say that M n is hyperbolic around x ∈ M if there exists a positive radius ρ such that the open metric ball, B ρ (x), centred at x is isometric to the ball in hyperbolic n-space. Let us denote by d(x) twice the maximal radius of that ball.
In order to distinguish the integral kernel of R cos
dt we will be denote it by k n,g (x, y). The unit wave propagation speed implies that the solution of the shifted wave equation (4) in H n coincides with the solution in
, whenever initial function f coincides on isometric balls and vanishes outside. In other wordsk n (x, y) = k n (x, y), whenever
Therefore we can move from H n to M n for sufficiently supported function. In addition, if M n is compact, κ 2 j is the shifted eigenvalue of ∆ M n , satisfaing
which converges absolutely, uniformly in x, y ∈ M n for g ∈ C ∞ 0 (R). Let us assume from this point that g ∈ C ∞ 0 (−d(x), d(x)). By Lemma 2.1, the cosine transform of the derivative of N n,x tested against a function g coincides with the diagonal of the wave kernel on M n tested against g. Introducing functionsh,g given bỹ
we have
It is surprising , if we look at formulas (22), (23), but it turns out thatg is also smooth and compactly supported as well as g, as it is proved in the technical lemma below. Therefore we can use Lemma 2.3 applied tok n,g .
Lemma 2.5. Suppose that g is an even smooth and compactly supported function, such that supp(g) ⊂ (−a, a) theng defined by (22), (23) is also smooth, compactly supported and even function such that supp(g) ⊂ (−a, a).
Proof. The Paley-Wiener theorem implies that the function h is entire. For the sake of concreteness let us define this square root as a square root on the Riemann surface and if t ∈ i(0, (n − 1)/2) then arg(t 2 + (n − 1) 2 /4) = 0, if t ∈ i(−(n − 1)/2, 0) then arg(t 2 + (n − 1) 2 /4) = −2π. Let us define the auxiliary function γ :
It turns out that this function is continuous and has a maximal value (n + 1)/2 at 0, a minimal value at t = i(n − 1)/2 and
Our choice of branch of the square root implies that the function | (t−(t+(n−1) 2 /4) 1/2 )| has symmetries along the real and an imaginary axis. Moreover for t = a+ib, where a, b ≥ 0 we have
This implies the following estimate
where the maximal value is reached for t = ±i(n − 1)/2. The Paley-Wiener theorem, triangle inequality and the estimate (25) imply
Thereforeg ∈ C ∞ 0 (−a, a).
This allows us to use already gathered information about the shifted wave kernel on H n to control the local counting function on M n . Lemma 2.6. The cosine transform of the derivative of N n,x coincides in the interval (−d(x), d(x)) with the cosine transform of the derivative of F n for n ∈ N + , n ≥ 2 where
Proof. By Lemma 2.5 we have that the functiong is smooth for a given smooth and compactly supported function g, moreover its support is contained in the support of g. therefore by (24) and Lemma 2.3 we have
The statement is just a result of a coordinate change.
Estimates
The goal of this section is to present explicit estimates of the local counting function on the manifold M n . We will use explicit Fourier-Tauberian theorems due to Safarov which were used previously to estimate the local counting function for domains in R n .
Theorem 3.1 (Safarov, [7] ). Let F be a non-decreasing function on R with supp F ⊂ (0, +∞). Suppose that the cosine transform of F (τ ) coincides on the interval (−δ, δ) with the cosine transform of the function nτ
for all τ > 0, where ν m denotes 2m-th root of the first eigenvalue of ∆ m on the interval (−1/2, 1/2) subject to Dirichlet boundary conditions. Lemma 2.6 shows that unfortunately the cosine transform of the derivative of the local counting function on M n is not a polynomial of order n−1 but it behaves like a polynomial as λ → ∞. The idea is to compare it to this asymptotic polynomial and estimate the error which we make by this comparison.
Theorem 3.2. Let (M n , g) be a Riemannian manifold and let x ∈ M be a point such that the metric ball of radius d(x)/2 is isometric to a ball in H n . Then the local counting function on M n satisfies the following estimates
For n = 2m + 2 we have
, while for n = 2m + 1 we have
As before ν m denotes 2m-th root of the first eigenvalue of ∆ m on the interval [−1/2, 1/2] subject to Dirichlet boundary conditions, ω n is the volume of n-dimensional Euclidean ball and constants G n ∞ are given by (27).
The proof of this theorem is constructive and thus also is of interest itself as it gives an algorithm for computing estimates of the local counting function, estimates of the derivatives (in a space variable) of the local counting function as well. Some examples will be given in Example 3.5, we will also derive an estimate of the counting function on compact hyperbolic manifolds with an explicit remainder estimate (Corollary 3.6).
Let us define a function G n as the error when we compare F n to a polynomial:
By the definition G 2m+2 is clearly a integrable and negative function. Note that the function √ t 2 − m 2 has the following expansion
where (x) n = Γ(x + n)/Γ(x) and the series converges for |t| > m. Let us define G 2m+1 (τ ) as the part of the Laurent series of F 2m+1 (τ ) with negative powers of τ multiplied by the characteristic function of the set [m, ∞). Let us set G 2m+1 (0) = 0. The function G n satisfies the following bounds
, n = 2m + 1 and m odd, 
Plancharel theorem implies that ρ δ 1 = 1. The function G 2m+1 is non-positive, therefore
where ω n is a volume of n-dimensional Euclidean unit ball. In order to give bounds on the local counting function we will need the following Fourier Tauberian theorem. 28). Suppose that suppE n ∈ (0, +∞) and the cosine transform of E n (t) coincides on the interval (−δ, δ) with the cosine transform of the function nH(t − n−1
whereẼ(t) = E(t) − E(−t).
Proof. The assumption implies that the Fourier transform ofẼ n coincides on the interval (−δ, δ) with the Fourier transform of H(t− n−1
2 ) n , while the compactness of the support of the Fourier transform of ρ implies that for n = 2m + 2 we have
where the inequality is satisfied just for positive τ . Let us define P n (τ,
. Then P n is a polynomial in τ and ν which contains only even powers of τ . The fact that ρ is an even function results in the inequality
The basic estimates
finish the proof in the case of n = 2m + 2. For n = 2m + 1 we have
for τ > 0. This implies the following estimates
At this point we have all tools needed to give the proof of Theorem 2.6:
Proof. One may prove that the test function defined in Notation 3.3 satisfies the assumptions of the Theorem 1.3, Lemma 2.6 in [7] and Lemma 3.4. Moreover Theorem 1.3 in [7] , our Theorem 2.6 and compactness of the support of the function ρ implies
Let us define the asymptotic polynomial of F n as
Notice that the asymptotic polynomial is just the Taylor part of a Laurent series of F n multiplied by the characteristic function of the interval n−1 2 , ∞ . Safarov in [7] has shown that |ν|ρ(ν)dν ≥ π/2. Inequalities (27) admit the estimate
A monotonicity of an integration and (30) raise a conclusion
Using one more time (27) one may show that
When we take into account inequality (29) we arrive at
Inequality (30) and Lemma 3.4 complete the proof.
In the special cases n = 2, 3, 4 slightly stronger estimates can be obtained.
8π 2 . Inequality (34) with Corollary 2.3 from [7] imply
Moreover, one may compute the exact value for the supremum norm of G n ,
These estimates combined with inequality (35) and Corollary 2.3 from [7] give Notice that simple integration of the presented estimates gives bounds on the counting function of the Laplacian for hyperbolic manifolds. Denote by l n the length of the shortest closed geodesic on M n . The following theorem gives a proof of the Weyl's law, moreover it gives the estimate on the remainder term.
Corollary 3.6. The counting function of Laplacian on a compact hyperbolic manifold M n satisfies the following estimates
while for n = 2m + 1 we have
(45)
Estimates of eigenfunctions and heat trace for the Laplacian on compact manifolds hyperbolic near x
The above estimates can be used to obtain information about the eigenfunctions. Let us assume that λ 2 is an eigenvalue of the Laplace operator on a closed manifold M n that is hyperbolic near x. Suppose ϕ is a corresponding normalized eigenfunction, then by the definition of a local counting function we have,
where the equality holds only for single eigenvalues. Let us use inequalities (34), (35) one more time to show
Let us summarise these considerations.
Corollary 3.7. Let (M n , g) be a Riemannian manifold and let x ∈ M be a point such that the metric ball of radius d(x)/2 is isometric to a ball in H n . Let ϕ be an eigenfunction of the Laplacian on M n with eigenvalue λ 2 , then
where the supremum norm of G n is given by (27).
Similarly bounds for the local heat trace may be obtained. For t > 0 the local heat trace k t (x) is defined as the diagonal of the integral kernel of the heat operator and can be expressed in terms of the eigenfunctions as
Following [9] let us denote by R c t the remainder of a truncated series at c > 0:
It is often necessary to estimate this quantity in numerical computations if only finitely many eigenvalues are available. The quantity R c t (x) represents the error made when the expansion series for the local heat trace is truncated. Let us introduce a rescaled counting functionÑ x (τ ) := N x ( √ τ ). Then, the remainder, R c t , in terms of rescaled counting function is given by R c t (x) = ∞ c +Ñ x (τ )e −tτ dτ. By integration by parts we obtain
As usual the incomplete gamma function, Γ :
Of course Γ(z, 0) is just the usual gamma function. Equation (3.8) together with our estimates imply the following bound on the remainder
the estimate (46) implies the following theorem:
) be a Riemannian manifold and let x ∈ M be a point such that the metric ball of radius d(x)/2 is isometric to a ball in H n . Then the local heat trace satisfies the estimate
for x in the ball locally isometric to the hyperbolic n-space, d(x) is a twice of the maximal radius of this ball.
For hyperbolic manifolds integration over x gives a bound on the heat trace.
Corollary 3.9. Let M n be a closed connected hyperbolic manifold of dimension n. Then the heat trace k t = tr(e −t∆ ) satisfies the estimate
where l n is the length of the shortest geodesic in M n .
Estimates of the derivatives of eigenfunctions
In the previous subsection obtained bounds for the eigenfunctions of the Laplace operator. A similar technique may be used to obtain bounds for the derivatives of the eigenfunctions.
Assuming that M n is hyperbolic near x notice that
where v is a tangent vector at a point x.
Definition 3.10. Let ∇ l ϕ denotes l-th covariant derivative of ϕ ∈ C ∞ (M n ). Define the absolute value of l-th covariant derivative of ϕ by
Equation (52) implies the following theorem about the function N 1 x .
Lemma 3.11. The cosine transform of the derivative of N 1 n,x coincides in the interval (−d(x), d(x)) with the cosine transform of the derivative of F 1 n for n ∈ N + , n ≥ 2 where
This Lemma gives us a tool to estimate the first derivative of an eigenfunction; an application of this result may be found in [9] . Let us define G 1 n (τ ) as the part of the Laurent series of F 1 n (τ ) with negative powers of τ multiplied by a characteristic function of the set [(n − 1)/2, ∞). Set G 1 2m+1 (0) = 0. The function G 1 n is non-positive, therefore
for δ > 0. By Young's inequality we obtain
Moreover, one can show that G 1 n is bounded and
π 2m+5 , n = 2m + 2, n,x we have
where equality holds only for simple eigenvalues. By a similar argument as before
Example 3.12. Suppose that ϕ is an eigenfunction of the Laplacian wit eigenvalue λ 2 on a compact Riemannian manifold M n hyperbolic near x ∈ M n and let d(x) be as before. Then
Estimates of higher derivatives of eigenfunctions on hyperbolic surfaces
Adopting the method from [9] , we will derive bounds on the higher derivatives of the eigenfunctions on hyperbolic surfaces. By the Selberg pre-trace formula and finite propagation speed, the cosine transform of ∂ τ N 2 2,x (τ ) coincides with the cosine transform of the function ∂ τ F 2 2 (τ ) on the interval (−d(z), d(z)), where
Taking into account the facts that
we get the following estimate:
where 
The theorem above implies the following estimate on the derivatives of eigenfunctions.
Corollary 3.14. Let ϕ be a normalised eigenfunction of the Laplace operator on a compact manifold M 2 with eigenvalue λ. Then .
The same method can be used to get bounds for higher derivatives of eigenfunctions. Again by Selberg's pre-trace formula and finite propagation speed one gets that the cosine transform of ∂ τ N 3 2,x (τ ) coincides with the cosine transform of the function ∂ τ F 3 2 (τ ) on the interval (−d(x), d(x)), where 
where G 3 2 (τ ) = F 3 2 (τ ) − sign(τ ) , d(x) is a twice of the injectivity radius and ν 2 is the first nonzero solution to the equation cos(λ) cosh(λ) = 1.
Example 4.1. The Bolza surface is a compact hyperbolic surface of genus 2 which maximises the order of the symmetry group in this genus. The shortest simple closed geodesic has length 2 cosh(1 + √ 2), whereas the volume of the manifold is 4π. On can see that the integral over the manifold of R c t (x) gives us the error which we make computing the heat trace when we know only finitely many eigenvalues. The estimate for R c t blows up near the origin but it gives good approximation for large t, which may been seen on the plot of R c t when only 20 first eigenvalues are known. We used the list of eigenvalues obtained by the second author and Uski [9] , which may be found at: http://homepages.lboro.ac. uk/~maas3/publications/eigdata/eig-bolza-refined0-1000.dat.
Because we obtained the estimate of the local heat trace, we have for a hyperbolic surface of genus g
This shows that for small t > 0 the main contribution to the heat trace is from the first term of the expansion (62), which does not depend on the geometry of the manifold. By our heat trace estimates we can actually estimate this quantity. Estimates may also be obtained for the spectral determinant of ∆. Let us consider the spectral zeta function, ζ ∆ (s), defined as the meromorphic continuation of the function ζ ∆ (s) = Because 0 is not a pole of ζ ∆ the zeta-regularized determinant is well defined. The second author and Uski [9] showed that
