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We outline an extension of the classical Langevin equation to a quantum formulation of the treatment of
dissipation and fluctuations of all collective degrees of freedom and with an unitary evolution of a many-fermion
system within a time-dependent density functional theory. We illustrate the method by computing the distribution
of fission fragment yields for 258Fm in a hydrodynamic approach.
The description of the dynamics of a small system in inter-
action with a very large reservoir is one of the oldest problems
in many-body physics, starting perhaps with the 1828 work of
Robert Brown on brownian motion, followed by the illustri-
ous theoretical studies of Einstein, Langevin, Fokker, Planck,
Kramers and a great number of many others [1]. If there are no
memory effects, in the Markov approximation for a brownian
particle one can use the stochastic Langevin equation, which in
one dimension reads
m Üx(t) = F(x(t)) − γm Ûx(t) + mξ(t), (1)
〈ξ(t)〉 = 0, 〈〈ξ(t)ξ(t ′)〉〉 = Γδ(t − t ′), (2)
v(t) = v(0)e−γt + F
mγ
(1 − e−γt ) +
∫ t
0
dt ′ξ(t ′)e−γ(t−t′), (3)
where the solution (3) for v(t) = Ûx(t) is for F=const, and where
ξ(t) is a Gaussian noise. From this Langevin equation one can
derive the corresponding Fokker-Planck equation [1]. When
t  1/γ the particle attains a steady state with a statistical
average (single angle brackets) terminal velocity and variance
(double angle brackets) given by
〈v(t)〉 → F
mγ
, 〈〈v2(t)〉〉 → Γ
2γ
=
T
m
. (4)
The strength of the damping and of stochastic forces are related
by the Einstein dissipation fluctuation theorem, where T is the
temperature. Appropriate implementations of the Langevin
equation have been used in nuclear physics for decades, see
Refs. [2–6] and many more earlier references therein, in order
to describe the dissipative character of the heavy-ion collisions
at intermediate energies, the fission fragments yields, etc.
In the case of a quantum mechanical system one aims to
replace the Schrödinger equation with a master equation i~ Ûρ =
[H, ρ] + L(ρ), where ρ = Trresρtot is the density matrix of the
subsystem after taking the trace over the reservoir coordinates
of the full ρtot, H is the Hamiltonian of the isolated system, and
L(ρ) is a linear super-operator acting on ρ. The form of the
super-operator is difficult to derive, it is generally non-local in
time, and the emerging master equation is very difficult to solve.
The dynamics of the system is entangled with the dynamics of
the reservoir. One can show that in a Markov approximation
the most general form of the master equation in a Hilbert space
of dimension N is of the form [7, 8], routinely referred to as
the Lindblad equation,
i~ Ûρ = [H, ρ] − i[Wρ + ρW] + i∑N2−1k,l=1 hklAk ρA†l , (5)
W = W† = 12
∑N2−1
k,l=1 hklA
†
l
Ak, (6)
where hkl and W are hermitian positively defined operators,
and Ak, A†k are a full set of linearly independent operators,
apart from the unit operator. This equation preserves the total
probability, as Tr Ûρ = 0, and the positivity of ρ. Simpler or
equivalent master equations have been derived over the years
in quantum optics in perturbation theory [9–16]. If one were
to drop the last term in Eq. (5) the probability would not be
conserved, as ~Tr Ûρ = −2Tr(Wρ) ≤ 0. W plays the role of an
optical potential, thus responsible for simulating approximately
dissipation, which has been used in either one-channel or
coupled channels situations. The last term in Eq. (5) in a Monte
Carlo wave function formulation is replaced with a fluctuating
term [11–23]. The loss of probability is only marginally cured
in coupled channel treatments, when probability from the
incoming channel is partially recovered in the other coupled
channels.
The solution of the quantum Lindblad equation (5) or of its
Monte Carlo wave function formulation [11–23] can turn into
a formidable problem in cases of interest in nuclear physics.
In the quantum optics the dimensionally of the Hilbert spaces
of interest is small ≈ O(1). In nuclear fission for example, the
number of degrees of freedom in Langevin studies is between
2 to 5 [2–5, 24], which would correspond in the case of a
quantum treatment to wave functions of 2 to 5 spatial variables
and density matrices depending on 4 to 10 spatial variables
alone. The solution of a Lindblad equation, even after a
reduction to a Monte Carlo wave function approach, in the case
of nuclear fission becomes easily prohibitive numerically. We
should mention here that over the years many extensions of the
time-dependent meanfield approaches have been suggested in
nuclear physics, in order to incorporate fluctuations in a fully
quantum treatment [25–31], with implementations illustrated
for very small quantum systems or suffering from fundamental
flaws [32, 33], c.f. [34].
Our goal here is to construct a quantum approach fully
equivalent to the Langevin approach. In the Langevin approach
to nuclear reactions or to fission practitioners typically select
a few moments of the number density n(r, t) (e.g. in the case
of fission: elongation of the nucleus, mass asymmetry, neck
size, and two quadrupole deformations of the fragments [24]).
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2For these collective variables one constructs a potential energy
surface, an inertia and a dissipation tensor and assume the
existence of coupled Langevin equations with a structure similar
to Eq. (1). The number and character of these collective
variables are chosen according to various authors preferences
and everyone agrees that whatever choice is made that is only
a bare minimum at best. The classical Langevin and quantum
Lindblad equations both assume the Markov approximation,
but at the same time they differ in one critical aspect. In the
Langevin equation (1) there are two parameters, γ controlling
the strength of the dissipative force, and Γ which controls
the strengths of the fluctuations. In Lindblad equation (5)
however one cannot independently vary the strengths of the
dissipation and fluctuations, as this equation is valid only at
zero temperature. Efforts are however under way to generalize
this type of approach to finite temperatures, following the
Feynman-Vernon [35] and Caldeira-Leggett [36] formalism, by
introducing a stochastic Schrödinger equation [21–23, 37–40].
In this work, instead of limiting the number of collective
degrees of freedom to a small number of chosen characteristics
of the number density n(r, t), wewill consider the entire number
density as our chosen collective degrees of freedom and treat
them in a fully quantum formalism at a finite temperature. We
will argue that one can add carefully chosen additional terms to
the usual time-dependent density functional theory (TDDFT)
equations to simulate both dissipation and fluctuations and
maintain at the same time the unitary character of the evolution
of the many-body system. Since fluctuations are random,
observables will have to be evaluated as ensemble averages
over these stochastic realizations. While it is possible to
implement fluctuations using either Itô or Stratonovich calculus
we will avoid using the formalism of stochastic differential
equations. In a nuclear system it makes no physical sense
to have fluctuations on a spatial scale much smaller than the
average interparticle distance, which is of the order of 2 fm for
nuclei, or on a temporal scale shorter than the about 50 fm/c,
which is the time it takes the fastest nucleon to traverse a big
nucleus. Dissipation in low-energy nuclear dynamics is mostly
one-body in character [34, 41], a mechanism similar to Fermi’s
model of high-energy cosmic rays [42]. In low-energy induced
nuclear fission at least the two-body dissipation mechanism is
inhibited due to the small phase space available.
The TDDFT equations for the single-particle wave functions
are obtained using an energy density functional. What is miss-
ing in such an approach is the contribution from fluctuations,
which would arise naturally in a BBGKY hierarchy [43] and
which formally would appear as an additional contribution to
the equations for the single-particle wave functions:
i~ Ûψk(r, t) = h[n]ψk(r, t) + gk(r, t), h[n] = δE
δn
(7)
There is a consensus that the TDDFT description provides a
description for the average or most probable dynamics. Upon
taking a short time average or if the Markov approximation
is accurate the term gk(r, t) vanishes. It would thus appear
natural to generalize the Eq. (7) to some kind of stochastic
form, to incorporate to role of the neglected, and relatively
rapid fluctuations due to gk . The energy density functional
should satisfy the local Galilean covariance, and then the total
energy of the system can be represented as
Etot =
∫
d3rE (n(r, t), τ(r, t), ...) =
∫
d3rmn(r, t)v
2(r, t)
2
(8)
+
∫
d3rEint
(
τ(r, t) − n(r, t)m2v2(r, t), n(r, t), |ν(r, t)|2, ...
)
where where k runs over proton and neutron occupied states,
n(r, t), τ(r, t), p(r, t) = mn(r, t)v(r, t), and ν(r, t) are the num-
ber, kinetic and linear momentum, local collective velocity,
and anomalous densities and ellipses stand for various other
densities. The first term in Eq. (8) is the collective energy flow
Ecoll and the second is the intrinsic energy in the local rest
frame. (For the sake of simplicity we suppress the display of
the spin and isospin degrees of freedom.)
We will assume at first that the role of fluctuations arising
from the term δhk in Eq. (7) can be modeled by a “stochastic”
velocity field, namely
i~ Ûψk(r, t) = h[n]ψk(r, t) (9)
−1
2
[u(r, t) · p + p · u(r, t)]ψkr, t) + m|u(r, t)|
2
2
ψk(r, t),
where p = −i~∇, and u is a random vector field in space and
time, with a zero expectation value and with a finite variance.
The presence of the random velocity field leads to an additional
contribution to the total energy of the system
∆Etot = −
∫
d3r u(r, t) · p(r, t) +
∫
d3rmu
2(r, t)
2
n(r, t). (10)
Using gauge invariance one can rewrite Eq. (9) in a simpler form
if the “stochastic” flowmu(r, t) is potential, when∇×u(r, t) ≡ 0.
Representing the single-particle wave-function in Eq. (9) as
ψk(r, t) = φk(r, t) exp[iχ(r, t)] one can then eliminate the vector
potential mu(r, t) = ~∇χ(r, t) in the favor of a “stochastic”
scalar potential ~ Ûχ(r, t)
i~ Ûφk(r, t) = h[n]φk(r, t) (11)
+ ~γ[n] Ûn(r, t)φk(r, t) + ~ Ûχ(r, t)φk(r, t).
Here, we have also included in addition in Eq. (11) a “quantum
friction” term ~γ[n] Ûn ∝ −~∇· p(r, t) [44], in which the “friction
coefficient” γ[n] can depend on number density and/or its
gradient, etc. In the presence of this additional “quantum
friction” term alone ÛEtot ≤ 0 [44], similarly to the role played
by the friction term in the classical Langevin equation (1). By
design this kind of dissipation affects only collective motion.
The TDDFT dynamics automatically incorporates the one-
body dissipation mechanism, namely the exchange of energy
between the collective degrees of freedom and the intrinsic
degrees of freedom [41]. The additional “quantum friction”
term is needed to counteract the heating due to the “fluctuating”
potential ~ Ûχ(r, t). The strength of the “quantum friction”
should be chosen in analogy to Einstein fluctuation-dissipation
3theorem (4), that the variance of Ûχ(r, t) over a single “kick’ at
a temperature T satisfies Γ ∝ γT, see Eq. (20).
In the presence of such a “quantum friction” term the time
evolution is unitary, unlike in the case of an optical potential.
We will concentrate now on the fluctuating term only. If the
“stochastic” potential ~ Ûχ(r, t) is weak or after one small time
step ∆t
φk(r, t + ∆t) ≈ φk(r, t + ∆t) exp [−i Ûχ(r, t)∆t] , (12)
where i~ Ûφk(r, t) = h[n]φk(r, t). Consequently, the effect of this
additional “stochastic” potential alone is to lead to an effective
local change of all single-particle momenta by the same amount
∆p(r, t) = −~∇ Ûχ(r, t)∆t, leading thus to a “collective kick.”
While the use of Gaussian white noise with either the Itô
or Stratonovich calculus is mathematically seductive [1, 45],
as we mentioned above, fluctuations in space and time cor-
responding to arbitrarily large fluctuations in momenta and
energy are physically irrelevant. The numerical implementation
of stochastic differential equations has subtleties and is more
difficult. We will put limits on the character of fluctuations.
Similar limits appear by default in numerical simulations of
stochastic equations. The generic “stochastic” time-dependent
3D field we will consider has the structure:
ζ(r, t) = √Γ∑Nk
k=1 F(t − tk, τk)ηk(r), , (13)
ηk(r) =
√
1
Nkb
∑Nkb
l=1 αklG(r − rkl, akl), (14)∫
dxF2(x, τ) = 1,
∫
d3rG2(r, a) = 1 (15)
where F2(x, τ) and G2(r, a) are 1D and 3D “smoothed” δ-
functions of width τ and a respectively. Here
〈tk − tk−1〉 ∝ 〈τk〉 = O
(
mRA
~kF
)
, 〈Nkb〉 = O(A), (16)
〈αkl〉 = 0, 〈〈αklαmn〉〉 = δkmδln, (17)
〈akl〉 = O
(
pi
kF
)
, 〈|rkl |〉 = O(RA) (18)
where RA = r0A1/3, A is the mass number, kF is the Fermi
momentum, and Γ is a parameter controlling the variance of the
ζ(r, t), see Eq. (20). tk , τk , Nkb, akl , and rkl are uncorrelated
uniform random numbers in properly chosen intervals. Then∫
d3r〈ηk(r)〉 = 0,
∫
d3r〈ηk(r)ηl(r)〉 = δkl, (19)∫ t
0
dt ′
∫
d3r〈ζ(r, t ′)〉 = 0,
∫ t
0
dt ′
∫
d3r〈ζ2(r, t ′)〉 ≈ Γ〈Nk〉, (20)∫ t
0
dt ′
∫
d3r〈ζ(r, t ′)ζ(r, t ′ + ∆t)〉 ≈ 0, ∆t  〈τk〉. (21)
Here t ≈ 〈Nk〉〈τk〉. In the limits limτ→0 F2(t, τ) = δ(t),
lima→0G2(r, a) = δ(r), τkl → 0, and Nkb = 1 one recovers
the Gaussian white noise used in Langevin equations [1, 45].
The TDDFT evolution equations with incorporated dissipa-
tion and fluctuations have the form
i~ Ûψk(r, t) = h[n]ψk(r, t) + ~γ Ûn(r, t)ψk(r, t) (22)
−1
2
[u(r, t) · p + p · u(r, t)]ψk(r, t) + ~ Ûχ(r, t)ψk(r, t),
with Ûχ(r, t) and the Cartesian components of u(r, t) uncorre-
lated “stochastic” fields of type (13). By construction Eqs. (22)
leads to a unitary evolution, dissipation is built in with the term
proportional to γ, along with random fluctuations generating
a rotational and/or an irrotational collective flow. The ratio
Γ/γ ∝ T controls the temperature of the system, similarly to
Einstein fluctuation-dissipation theorem. There are at least
two independent coupling strengths Γ, one for u(r, t) and the
other for Ûχ(r, t). These types of coupling affect the entire col-
lective flow and therefore all moments of the number density,
through the continuity equation m Ûn(r, t) + divp(r, t) = 0, con-
sistent with Eq. (22). Observables are evaluated as ensemble
averages of quantum expectations over realizations of random
variables, e.g. the energy of the collective flow is given by
Ecoll =
〈∫
d3r mn(r, t)v2(r, t)/2〉. In order to simulate volume
or surface coupling to “stochastic” fields in Eq. (13) make the
replacement ζ(r, t) → ζ(r, t)S[n(r, t), |∇n(r, t)|2],where S[. . .]
is an appropriately chosen function.
We illustrate the power of this approach by solving the
nuclear quantum hydrodynamic equations for 258Fm fission,
using a phenomenological nuclear energy density functional
(NEDF) [46, 47]. At zero temperature within Landau’s two-
fluid hydrodynamics only the superfluid component survives
and the dynamics reduces to that of a classical ideal fluid:
Ûn(r, t) + div[v(r, t)n(r, t)] = 0, (23)
mÛv(r, t) + ∇
(
m v
2(r,t)
2 +
δEint
δn(r,t) −
~˜2∇2
√
n(r,t)
2m
√
n(r,t)
)
= 0, (24)
where for Eint we used the semiclassical limit of the NEDF
(8), and the last term is known as the quantum pressure term,
all described in Ref. [46]. Using Madelung representation
of a wave function ψ(r, t) = √n(r, t) exp[iχ(r, t)/~˜], where
p(r, t) = n(r, t)∇χ(r, t), with ~˜ = η~ and η is a parameter
of NEDF describing the surface tension [46], the quantum
hydrodynamic equation acquire the form
i~˜ Ûψ(r, t) = − ~˜
2
2m
∇2ψ(r, t) + δEint
δn(r, t)ψ(r, t). (25)
To this equation we add the dissipative and fluctuating terms as
in Eq. (22). In the case of nuclear systems one has to consider
both neutron and proton superfluid components, and one ends
up with two coupled Schrödinger equations for the neutron
and proton “wave functions” ψn,p(r, t), related to the neutron
and proton densities and collective flow. The hydrodynamic
equations do not include shell effects and stationary states
with broken left-right symmetry (such as with non-vanishing
quadrupole and octupole moments) have always higher energies
than states with unbroken left-right symmetry.
The inclusion of dissipation and fluctuations easily leads
to distributions which are very close to the observed ones,
see Fig. 1, even though the goal of this first calculation is
only to illustrate the method. In these simulations we have
used only the density coupling to fluctuations, u(r, t) ≡ 0,
see Eq. (22). The strength of the dissipation and fluctuations
terms have been adjusted to correspond to a “temperature” of
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Figure 1. (Color online) Themass yields obtained solving the quantum
hydrodynamics equations [46] including dissipation and fluctuations as
in Eq. (22), using the NEDF-1 [46, 47] and compared to experimental
data obtained by Hulet et al. [49] for the fission of 258Fm in the upper
panel. In the lower panel we show the TKE of the fission fragments.
The two distributions with blue and red lines correspond to starting the
random trajectories either in the ground state (α = 0) or in an excited
state, obtained from the ground state by giving the initialwave functions
a quadrupole “kick” ψn,p(r, 0) → ψn,p(r, 0) exp[iα(2z2 − x2 − y2)],
corresponding to an excitation energy of ≈ 7 MeV.
≈ 0.5MeV. In the absence of dissipation and fluctuations only
symmetric fission will be obtained with a rather narrow total
kinetic energy (TKE). The case of 258Fm is particularly well
suited to simulate in a framework without shell corrections.
Nuclei at high temperatures, when shell effects and pairing are
suppressed, are ideal candidates for a hydrodynamic description
with dissipation and fluctuations and these will be treated in
forthcoming studies. In general one has however to resort to
the more complicated description, using evolution equations
similar to (22), including spin, isospin, and pairing degrees of
freedom and by adding the dissipation and fluctuations terms
to the time-dependent density functional theory (TDDFT) [48].
In Fig. 2 we show a projection onto the planes Q20 - Q30
and Q20 - Q22 of a typical TDDFT trajectory obtained without
dissipation and fluctuations and including dissipation and fluc-
tuations using Eqs. (22), in the case of induced fission of 240Pu.
One notices several qualitative differences with a TDDFT tra-
jectory with no fluctuations. i) In the absence of dissipation
and fluctuations the nucleus retains its axial symmetry, while it
is broken once the dissipation and fluctuations are added. ii) In
the presence of dissipation and fluctuations the trajectory has a
significantly longer length, while the collective kinetic energy
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Figure 2. (Color online) In the upper panel we show a typical
random trajectory projected into the Q20 = 〈2z2 − x2 − y2〉 and
Q30 = 〈(5z2 − 3r2)z〉 plane obtained by evolving in time the TDDFT
equations [34, 48] with and without dissipation and fluctuations, using
the nuclear energy density functional SeaLL1 [34, 47]. In the low
panel we show the projection of the TDDFT trajectory with dissipation
and fluctuations in theQ20 andQ22 = 〈(x+iy)2〉 plane. In the absence
of dissipation and fluctuations Q22(t) ≡ 0.
(not shown) remains small and is practically unchanged, i.e.
the collective motion over-damped [34, 48].
The great advantage of this extension of the TDDFT formal-
ism, as opposed to using classical Langevin equations [2–5], is
that the present formalism is fully quantum, it includes all col-
lective degrees of freedom, the evolution is unitary in spite of
including explicitly dissipation, and it allows for all symmetries
to be broken during the evolution, as expected for example in a
full path-integral description of the dynamics of an interacting
many-fermion system [50, 51]. Finally, the method is general,
and it can be applied to the description of other observables.
As our preliminary study demonstrates, upon the inclusion
of fluctuations in TDDFT, the fission dynamics remains over-
damped as established in Ref. [34], and the trajectories become
longer and more random in the collective space, as expected in
the case of overdamped motion with fluctuations. Thus, in the
absence of fluctuations viscosity leads only to a lower limit of
fission times [34, 48].
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