Current grid computing technologies have often been seen as being too heavyweight and unwieldy from a client perspective, requiring complicated installation and configuration steps to be taken that are too time consuming for most end users. This has led many of the people who would benefit most from grid technology, namely computational scientists, to avoid using it. In response to this we have developed the Application Hosting Environment, a lightweight, easily deployable environment designed to allow the scientist to quickly and easily run unmodified applications on distributed grid resources. We do this by building a layer of middleware on top of existing technologies such as Globus, and expose the functionally as web services using the WSRF::Lite toolkit. The scientist can start and manage an application via these services, with the extra layer of middleware abstracting the details of the particular underlying grid resource in use. We show how the flexibility of this design has allowed us to create complex workflows when using grid infrastructure to investigate the molecular dynamics of HIV-1 protease.
I Introduction
We define grid computing [1] as distributed computing conducted transparently across multiple administrative domains. Fundamental to the inter-institutional sharing of resources in a grid is the grid middleware, that is the software that allows an institution to share its resources in a seamless and uniform way. While many strides have been made in the field of grid middleware technology [2, 3] , the prospect of a heterogeneous, on-demand computational grid as ubiquitous as the electrical power grid is still a long way off. Part of the problem has been the difficulty to the end user of deploying and using many of the current middleware solutions, which has led to reluctance amongst many scientists to actively embrace grid technology [4] .
Many of the current grid middleware solutions can be characterised as what we describe as 'heavyweight', that is they display some or all of the following features: the client software is difficult to configure or install; the middleware is dependent on lots of supporting software being installed and requires non-standard ports to be opened within firewalls; the current solutions present a high barrier to entry for the end user.
To address these deficiencies there is now much attention focused on 'lightweight' middleware solutions, such as [5] , which attempt to lower the barrier of entry for users of the grid.
II The Application Hosting Environment
In response to the issues raised above we have developed the Application Hosting Environment (AHE) 2 , a lightweight, WSRF [6] compliant, web services based environment for hosting scientific applications on the grid. The AHE allows scientists to quickly and easily run unmodified, legacy applications on grid resources, managing the transfer of files to and from the grid resource and allowing the user to monitor the status of the application. The philosophy of the AHE is based around the fact that very often a group of researchers will all want to access the same application, but not all of them will possess the skill or inclination to install the application on a remote set of grid resources. In the AHE, an expert user installs the application and configures the AHE server, so that all participating users can share the same application.
The AHE focuses on applications not jobs, with the application instance being the central entity. We define an application as an entity that can be composed of multiple computational jobs, for example a simulation that consists of two coupled models which requires two jobs to instantiate it. An application instance is represented as a stateful WS-Resource [6] . Details of how to launch an application are maintained on a central service, in order to reduce the complexity of the AHE client.
The design of the AHE has been greatly influenced by WEDS (Web services-based Environment for Distributed Simulations) [7] , a hosting environment designed for operation primarily within a single administrative domain. The AHE differs in that it is designed to operate across multiple administrative domains seamlessly, but it can also be used to provide a uniform interface to applications deployed on both local machines, and remote grid resources.
The AHE is based on a number of preexisting grid technologies, principally GridSAM The problems associated with 'heavyweight' middleware solutions described above have greatly influenced the design of the AHE. The design assumes that the user's machine does not have to have client software installed to talk directly to the middleware on the target grid resource. Instead the AHE client provides a uniform interface to multiple grid middlewares. The client machine is also assumed to be behind a firewall that uses network address translation [14] . The client therefore has to poll the AHE server to find the status of an application instance. In addition, the client machine needs to be able to upload input files to and download output files from a grid resource, but we assume it does not have GridFTP client software installed. An intermediate file staging area is therefore used to stage files between the client and the target grid resource.
The AHE client maintains no knowledge of the location of the application it wants to run on the target grid resource and should not be affected by changes to a remote grid resource, for example if its underlying middleware changes from Globus version 2 to Globus version 4. The client does not have to be installed on a single machine; the user can move between clients on different machines and access the applications that they have launched. The user can even use a combination of different clients, for example a command line client to launch an application and a GUI client to monitor it. The client must therefore maintain no information about a running application's state. These constraints have led to the design of a lightweight client for the AHE which is simple to deploy and does not require the user to install any extra libraries or software. It should be noted that this design does not remove the need for middleware solutions such as Globus on the target grid resource; indeed we provide an interface to run applications on several different underlying grid middlewares so it is essential that grid resource providers maintain a supported middleware installation on their machines. What the design does is simplify the experience of the end user.
III Deploying the AHE
To host an application in the AHE, the expert user must first install and configure it on the target grid resource. The expert user then configures the location and settings of the application on the AHE server and creates a JSDL template document for the application and the resource. To complete the installation the expert user runs a script to repopulate the application registry; the AHE can be updated dynamically and does not require restarting when a new application is added.
The AHE is designed to interact with a variety of different clients. We have developed both GUI and command line clients in Java. The GUI client uses a wizard to guide a user through launching their application instance. The wizard allows users to specify requirements for the application, such as the number of processors to use, the choice of target grid resource to run their application, staging required input files to the grid resource, specification of any extra arguments for the simulation, and job execution. To install the AHE clients all an end user need do is download and extract the client package, load his or her X.509 certificate into a Java keystore using a provided script and configure their client with the AHE server endpoints supplied by the AHE expert user.
The AHE client attempts to discover which files need to be staged to and from the resource by parsing the application's configuration file. It features a plug-in architecture which allows new configuration file parsers to be developed for any application that is to be hosted in the AHE. The parser will also rewrite the user's application configuration file, removing any relative paths, so that the application can be run on the target grid resource. If no plug-in is available for a certain application, then the user can specify input and output files manually.
Once an application instance has been prepared and submitted, the AHE client allows the user to monitor the state of the application by polling its associated WS-Resource. After the application's execution has finished, the user can stage the application's output files back to their local machine using the client.
IV Workflows for the Molecular Dynamics of HIV-1 Protease
As part of our ongoing research on drug resistance in HIV/AIDS we have successfully used the AHE to manage molecular dynamics simulations of the HIV-1 protease, using the NAMD molecular dynamics code actually installed on many TeraGrid sites. The protease encoded by HIV is responsible for the cleavage and subsequent maturation of viral polyprotein precursors into their constituent proteins. The protease is a symmetric dimer (each monomer has 99 amino acids) that encloses a pair of catalytic aspartic acid residues in the active site. The active site is bound by a pair of highly flexible flaps that allow the substrate access to the aspartic acid dyad [15] . Due to its crucial role in the maturation of the virus, the enzyme has been a key target for antiretroviral inhibitors and an example of structure assisted drug design [16] . Unfortunately, the high mutation rate of HIV coupled with its rapid rate of replication has led to the proliferation of drug resistant mutants that severely limit therapy [17] . The number of clinically interesting mutations of HIV-1 protease is larger than available by crystal structure [18] . It is therefore necessary when modelling HIV-1 protease mutants to employ mutational protocols that derive structures from available wildtype crystal structures with closely related sequences, followed by suitable multi-step equilibration protocols that ensure desired mutants are an accurate representation of the actual structure. Standard multi-step protocols, including gentle annealing to physiologically relevant temperatures, removal of force constraints on the protease and establishing a relevant thermodynamic ensem-ble [15] , are often employed. Here we employ an equilibration protocol composed of a chained sequence of molecular dynamics runs using the AHE to manage each simulation in the chain. We include steps that allow for conformational sampling and relaxation of the incorporated mutations within the framework of their surrounding protease structure.
The 1TSU crystal structure was used as the starting point for the molecular dynamics equilibration protocol. VMD [19] was used for the initial preparation of the system prior to simulation. The structure was solvated using atomistic TIP3P water [20] in a cubic box with a 10Å buffer around the protease. The N25D and I84V mutations were incorporated, and the system was electrically neutralized. The molecular dynamics package NAMD2 [21] was used for all equilibration simulations. The long range Coulombic interaction was handled using the particle mesh Ewald summation method (PME) [22] . The SHAKE algorithm [23] was employed, allowing for an integration timestep of 2 fs. The equilibration protocol was adapted from Perryman et al. [15] with several modifications. These included a protease-constrained solvation step to prevent premature flap collapse [24] and a mutation-relaxation step allowing conformational sampling of incorporated mutations and their 5Å environment. The total duration of simulation time in the equilibration protocol was 2 ns.
NAMD configuration files corresponding to each step of the equilibration protocol were set up in such a way that the output files of each step would serve as the input files of the next step. The files were generated automatically using a Perl script, and a naming convention was used for the NAMD configuration file at each step of the equilibration protocol to ease scripting of the workflow.
A Perl script was then created to execute the desired equilibration chain on a remote grid resource, using the AHE middleware to manage the state of each of the steps in the chain. The script executed the ahe-prepare command followed by the ahe-start command sequentially for each step of the equilibration protocol. This had the effect of preparing a WS-Resource to manage the step, staging input files necessary for the step, and executing the application. The script then polled the AHE server at regular intervals using the ahe-monitor command until the simulation step had completed. Once complete, the script staged the files back to the local machine and used them to initiate the next step of the equilibration protocol. The script terminated af-ter sequentially executing all desired steps in the chained protocol. We have found that the change in RMSD of mutated amino acids (1.02±0.15Å and 0.92±0.10Å for D25 and V84 residues respectively) was similar to that of the protease backbone (1.11±0.11Å) as a whole, indicating a good initial mutational protocol. Differences in the RMSD of mutated residues during minimization and force relaxation also showed that our equilibration protocol assisted in the achievement of equilibration.
V Summary
The AHE is designed to facilitate grid based computational science by extension of existing approaches to the use of high-end computing resources. Production codes, few in number but used by significant numbers of people, are installed on a set of grid enabled resources and accessed via a lightweight client which enables simple and also arbitrarily complex application workflows to be developed.
