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Abstract
Methods are developed for modelling the effect of excitons (electron-hole bound states) 
on the optical properties of carbon nanotubes. The exciton effect is modelled using the 
methodology of the Bethe-Salpeter Equation, utilising a novel tight-binding formulation 
tha t is able to account for the effect of nanotube curvature. The exciton spectrum and 
ffne-structure are calculated using a number of approximations to this model.
The screening of excitons at high exciton density is considered by both a static and 
dynamic screening model; the dielectric function being modelled by the random phase 
approximation and the plasmon pole approximation respectively. It is shown th a t the 
static screening model significantly underestimates the stability of the exciton at high 
exciton densities, in comparison to experimental results, but th a t the results of the 
dynamic screening model have better agreement with experiment, and predict stability 
of the exciton binding energy even at high exciton densities.
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V I
Chapter 1
Introduction and Background
1.1 Introduction
A single-walled carbon nanotube (SWNT) is an allotrope of carbon, comprising a hollow 
cylinder (tubule) of carbon atoms. The tube’s outer wall is a single curved monolayer 
of carbon, the atoms arranged hexagonally in a honeycomb structure across the surface. 
Whereas graphite is constructed from a stack of planes of carbon, and graphene is one 
such plane, a single-walled carbon nanotube can be considered as a rectangular strip of 
graphene rolled into a seamless cylinder. {Multiwalled carbon nanotubes are a number 
of individual single-walled nanotubes nested co-axially.) Since SWNTs may be grown to 
different diameters and structural chiralities, they comprise a class of carbon allotrope. 
They may also be regarded as part of the fullerene family, all fullerenes—of which 
the spherical buckminsterfullerene. Geo, is the prototype—being hollow, closed shell 
carbon molecules. (See Dresselhaus [Dresselhaus et al. 1992] for the earliest generalised 
discussion of carbon nanotube structures, and their association to the wider fullerene 
family.) SWNTs are typically found with diameters of 0.5-2.0nm  [lijima and Ichihashi 
1993, Nikolaev et al. 1999], but may be grown to lengths of 10^-10^ nm [Nikolaev et al. 
1999, Wang et al. 2009] (depending on growth conditions), in any case providing large 
aspect ratios and a strong one-dimensional electronic character [Saito et al. 1992b, 
Hamada et al. 1992].
Recent reviews of the historical literature have noted tha t carbon nanotubes may 
have been first isolated and documented as early as 1952 (see Monthioux [Monthioux 
and Kuznetsov 2006] for a discussion of this history). However, the contemporary 
international nanotube research effort is usually traced back to the report of multi­
walled carbon nanotubes by lijima, in 1991 [lijima 1991]. lijima isolated ‘graphitic 
microtubules’ in the residue of carbon electrode arc-discharge experiments, similar to 
those used for the synthesis of fullerenes like Geo- Transmission electron microscopy 
revealed these tubules to be multiwalled, with an inter-wall spacing matching th a t of 
graphite (0.34nm [lijima 1991]). These structures were 4-30 nm in diameter (with 
wall thicknesses of 2-50 separate sheets) and up to 1 pm in length. Later studies have 
been able to use scanning-tunnelling microscopy (STM) to directly verify the hexago­
nal atomic structure within the tube surface [Ge and Sattler 1993, Wildoer et al. 1998, 
Odom et al. 1998]. Simultaneous publications by lijima [lijima and Ichihashi 1993] 
and Bethune [Bethune et al. 1993] in 1993 demonstrated the first single-walled carbon 
nanotubes, again in the soot of arc-discharge experiments, with diameters 0.7-1.4nm .
Since these first discoveries, carbon nanotubes have become the focus of intense 
international research. Carbon nanotubes possess a number of significant physical and 
electronic properties that suggest a wide variety of disruptive technological applications. 
For example, single and multi-walled carbon nanotubes have been measured to have
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Young’s moduli on the order of IT P a  [Treacy et al. 1996, Krishnan et al. 1998], which 
is larger than  any other known material except graphene (which has similar elastic 
properties [Lee et al. 2008]). Also having high tensile strengths (typically 30-60 GPa, 
depending on defect densities [Yu et al. 2000a;b, Peng et al. 2008]) carbon nanotubes 
can be used to improve the mechanical properties of composite materieds. For example. 
Ko [Ko et al. 2003] produced polyacrylonitrile(PAN)/SW NT composite fibres through 
an electrospinning method (a production of fibres by injection into a large electrostatic 
field); adding 8% SWNTs by weight double the fibre modulus. In 2003, polyvinyl 
alchohol/ SWNT composite fibres were demonstrated with toughness (the energy re­
quired to break the fibre, normalised to mass) greater than any other known natural 
or man-made fibre [Dalton et al. 2003]. Since one-third of all SWNT species are metal­
lic [Saito et al. 1992b], addition of SWNTs can make polymer composite films and fibres 
electrically conductive [Haggenmueller et al. 2000].
Single and multi-walled carbon nanotubes have reported thermal conductivities as 
large as 3000-3500 W m "^ K~^ a t room tem perature [Pop et al. 2006, Kim et al. 2001], 
approximately an order of magnitude larger than the thermal conductivity of copper, 
and larger than tha t of diamond. Single walled carbon nanotubes are ballistic conduc­
tors over micron lengths [Bachtold et al. 2000]; ideal, structurally perfect nanotubes 
are predicted to have vanishing electron back-scattering for states sufficiently close to 
the Fermi energy [Ando et al. 1998, McEuen et al. 1999]. Hence, carbon nanotubes 
have large electrical conductivities, and are capable of supporting large current den­
sities; reports have appeared showing carbon nanotubes supporting current densities 
of 10^Acm~^ [Frank et al. 1998, Yao et al. 2000] in single-walled carbon nanotubes, 
four orders of magnitude greater than those typically seen in conventional superconduc­
tors [Frank et al. 1998]. Together, these therm al and electrical conductance properties 
suggest applications as high-performance electrical interconnects [Javey et al. 2004], 
for example. Coupled with lower turn-on voltages than  seen in conventional tungsten 
sources, SWNTs are also excellent electron sources for use in field-emission devices, 
such as novel electronic displays, or high-resolution electron microscopes [de Jonge and 
Bonard 2004, Lee et al. 2000].
Since certain chiralities of carbon nanotube are known to be semiconducting, there 
has been interest in utilising carbon nanotubes for solid state electronic device ap­
plications; potentially, carbon nanotubes would provide a pathway towards electronic 
components on the scale of single molecules. In 1998, Tans et a l  [Tans et al. 1998] 
demonstrated the first carbon nanotube field-effect transistor (CNTFET): a single­
walled carbon nanotube was laid across a pair of platinum electrodes, on top of a 
Si/SiOg substrate layer, which acted as a back-gate. Electrical conductance through 
the nanotube could be varied by six orders of magnitude by applying voltage to the sub­
strate. Although SWNTs are found to be inherently p-type [Martel et al. 1998, Derycke 
et al. 2001], advances in doping techniques and the ability to grow SWNTs directly 
on patterned substrates has led to the development of SWNT-based integrated circuit 
components, including logic-inverters [Liu et al. 2001, Bachtold et al. 2001, Derycke 
et al. 2001], SRAM memory cells [Bachtold et al. 2001], NAND and NCR gates [Bach­
told et al. 2001, Javey et al. 2004]. Further development has been frustrated by the 
difficulty in separating semiconducting from metallic-type nanotubes. However recent 
demonstrations of SWNT-based thin-film transistors, using ink-jet printing of solu­
bilised carbon nanotubes [Nouchi et al. 2008, Lee et al. 2011] shows potential for the 
use of nanotubes in flexible electronics.
Semiconducting carbon nanotubes have direct band-gaps in the infrared region 
(~  0.7-0.9 eV [Kataura et al. 1999]). Luminescence at these energies has potential utility 
in telecommunication devices
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In 2003, Misewich et a l  [Misewich et al. 2003] demonstrated polarised infrared 
luminescence from a CNTFET device, corresponding to the radiative recombination 
of simultaneously injected electron and hole currents. Further research into such de­
vices [Preitag et al. 2004b; 2006; 2004a] has shown generally poor luminescence effi­
ciencies [Preitag et al. 2006]. However technological research continues due to potential 
applications in telecommunications and perhaps as single-photon sources for quantum 
computing and quantum  cryptography [Hertel 2010]. The optical properties of carbon 
nanotubes will be the focus of this thesis.
1.2 Optical properties o f  carbon nanotubes: history and 
thesis motivation
After the experimental discovery of the carbon nanotube, theoretical investigations into 
their electronic and optical properties followed rapidly. The theoretical techniques em­
ployed can be described within two main classes; a number of authors [Mintmire et al. 
1992, Blase et al. 1994, Mintmire and W hite 1995] adopted ab initio  methods based 
upon the density functional theory (DPT) [Onida et al. 2002]. These calculations con­
firmed th a t carbon nanotubes may be either semiconducting or metallic, depending on 
structural chirality. However, these calculations were found to require particularly large 
basis sets (see discussion in Blase et al. [1994]) and reported calculations were limited 
to a small number of high-symmetry, achiral nanotube species only. Other researchers 
adopted semi-empirical techniques [Saito et al. 1992a, Hamada et al. 1992], using ‘tight- 
binding’ methods [Slater and Koster 1954]; unlike DPT, these methods do not explicitly 
model electron-electron interactions, only the electron interaction with the atomic lat­
tice, and are therefore far more approximate. By modelling the carbon nanotube as a 
conformai mapping of a two-dimensional graphene sheet onto the surface of a cylinder, 
these tight-binding models can be formulated in terms of a two-atom (graphene-like) 
unit cell. Furthermore, the tight-binding method typically parametrises the electron en­
ergy in terms of an effective interaction only between nearest-neighbouring atoms [Saito 
et al. 1992a, Reich et al. 2002]. In practise, this allows the tight-binding methodology 
to be applied to a wide range of nanotube chiralities within a single study [Kataura 
et al. 1999]. Consequently, tight-binding techniques have become the de-facto standard 
for elementary investigations into carbon nanotube electronic and optical properties.
These initial theoretical investigations established that the carbon nanotube elec­
tron system displays a strong one-dimensional character. One consequence of this low 
dimensionality is tha t the electron density of states diverges at the band-edge [Saito 
et al. 1992a, Mintmire and W hite 1995]. This was historically interpreted to imply 
well defined (narrow band-width) optical transitions, which may be im portant for op­
toelectronic device applications [Arnold et al. 2003]. Tight binding calculations predict 
typical semiconducting nanotube bandgaps in the 0.5-1.0 eV range [Kataura et al. 1999]. 
In 1998, Wildoer et al. [1998] confirmed these energy scales through measurements of 
nanotube differential conductance (proportional to the electron density of states) of 
individual carbon nanotubes in scanning tunnelling spectroscopy experiments. Broad 
confirmation of these energy scales was also obtained by optical absorption experiments 
on aggregate samples of nanotubes, containing mixtures of nanotube chiralities (and 
band-gaps) [Kataura et al. 1999]. In 2002, it was shown th a t by isolating and sep­
arating individual nanotubes with a micelle of aqueous surfactant, clean fluorescence 
(photoluminescence) spectra could be obtained tha t allowed for observation and iden­
tification of individual nanotube species (by diameter and chirality) within a mixed 
ensemble [O’Connell et al. 2002, Bachilo et al. 2002]. These experiments allowed, for 
the first time, precise measurements of the optical transition energies of a wide range
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of semiconducting carbon nanotubes. Tight binding theory predicted tha t the ratio of 
the optical transition energy of the lowest two energy subbands in a carbon nanotubes 
should tend to 2 in the limit of large diameter [Saito et al. 2000]; however, these ex­
periments in fact demonstrated tha t this ratio tended towards around 1.75 [Bachilo 
et al. 2002]. Kane and Mele [2003] argued tha t this so-called ‘ratio problem’ was not 
simply due to the lack of electron self-energy corrections in the tight-binding model, but 
rather due to the formation, in optical experiments, of excitons, bound states between 
electrons and holes. Compared to two or three dimensions, excitons in one-dimensional 
systems are generally found to have large binding energies (significant fractions of the 
band-gap) [Rohlfing and Louie 1999, Christol et al. 1994]; in carbon nanotubes, the 
exciton binding energy is generally found to be on the order of 10% the non-interacting 
electron band-gap [Kane and Mele 2003, Pederson 2003]. Furthermore, in one dimen­
sional systems, the spectroscopic oscillator strength (and optical absorption or emission 
intensity) is effectively ‘transferred’ from the unbound, continuum gap, into the exciton 
state, such tha t it is the optical creation or annihilation of excitons tha t dominates 
the optical spectrum [Ogawa and Takagahara 1991, Christol et al. 1994, Ando 1997]. 
Explicit experimental confirmation of the existence of excitons in carbon nanotubes is 
provided by optical observation of exciton excited states, and energy splitting between 
exciton parity states [Dukovic et al. 2005, Wang et al. 2005, M atsunaga et al. 2009, 
Srivastava et al. 2008].
Recently, ultrafast spectroscopy techniques have been employed to examine the 
temporal behaviour of exciton populations in carbon nanotubes [Huang and Krauss 
2006, Ma et al. 2004]. Rapid Auger exciton-exciton annihilation processes are observed, 
on picosecond timescales (the Auger process describes a Coulombic interaction between 
a pair of excitons, inducing recombination of one electron-hole pair, and a transfer of 
energy to the remaining pair). Wang et al. [2004] measured an Auger annihilation rate 
of ~  1 ps~^ in single walled carbon nanotubes, three orders of magnitude faster than  the 
rate observed in typical bulk materials. This Auger process is significant, because it acts 
to limit exciton populations, potentially reducing the efficiency of electroluminescent 
devices, and frustrating attem pts to  obtain population inversion for potential lasing 
applications [Wang et al. 2004].
Several authors have investigated carbon nanotube optical spectra at high exciton 
populations. It has been suggested tha t the Auger exciton annihilation process leads 
to saturation of the exciton density at high exciton creation rates [Murakami and Kono 
2009b;a]. At sufficiently high exciton densities, for which neighbouring exitons should 
begin to overlap, exciton dissociation may be expected to occur, an effect known as the 
M ott transition; see, for example, Yoshita et al. [2007] for evidence of the exciton to 
electron-hole plasma transition (Mott transition) in gallium arsenide quantum  wires. 
In high exciton density experiments in carbon nanotubes, however, no evidence for 
the M ott transition is observed, and spectral lines are observed to be stable (with no 
evidence of energy shift or change in lineshape, implying no modification of screening 
effects or band-gap renormalisation) at even the highest exciton densities [Murakami 
and Kono 2009b, Ostojic et al. 2005, Chen et al. 2005]. Murakami and Kono [2009b] ar­
gue tha t the M ott transition is not observed because saturated exciton densities are an 
order of magnitude below the transition density (~  ln m “ ^), although several authors 
elsewhere claim to produce excitons a t this density [Ostojic et al. 2005, Allam et al. 
2010]. The M ott density is determined by the exciton size (electron-hole separation) ; 
at present, this can only be estimated theoretically [Spataru et al. 2004a, Maultzsch 
et al. 2005, Perebeinos et al. 2004, Pederson 2003, Capaz et al. 2006]. However, ab in i­
tio treatm ents [Spataru et al. 2004a, Maultzsch et al. 2005] have limited applicability 
(limited to a small number of nanotube types with small diameter); the accuracy of
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theoretical treatm ents relying on variational envelope-function representations of the 
exciton is unclear [Perebeinos et al. 2004, Pederson 2003, Capaz et al. 2006] although 
these do provide estimates of the exciton size. There is also presently hmited mod­
elling of the exciton behaviour at high exciton densities [Adamyan and Smyrnov 2007, 
Hirtschulz et al. 2008].
The current state of the art for modelling exciton effects in solid state systems in­
volves solving some approximation to the Bethe-Salpeter Equation [Onida et al. 1995. 
Rohlfing and Louie 1998b], this accounting for the Coulomb interaction between the 
exciton electron and hole components [Salpeter and Bethe 1951, Onida et al. 2002; 1995, 
Rohlfing and Louie 1998b;a]. (The electron and hole are represented as corresponding 
quasi-particles, i.e., also including self-energy corrections.) In carbon nanotubes, exci­
tons were first modelled by Ando [1997] (see also Ando [2005; 2006; 2009]), using a static 
Bethe-Salpeter Equation. In Ando’s model, the electron-electron and electron-hole in­
teractions of the electron self-energy and exciton interaction, respectively, build upon a 
representation of single non-interacting electrons described by a k p  approximation; this 
can be considered an approximation to the tight-binding model for low energies (close 
to the Fermi energy) where the electron energy dispersion is approximately hyperbolic 
for semiconducting nanotubes [Ajiki and Ando 1993] (see also Section 2.3.4). Although 
Ando’s model wag able to predict the scale of the binding energies of carbon nanotube 
excitons (see Ando [2005] for experimental comparisons) the highly approximate na­
ture of the k p model limited early presentations of the model to capturing only broad 
diameter-dependent trends in exciton energies [Ando 2005], missing significant chirality 
dependencies. More recent adjustments to the model give improved modelling of the 
chirality effect, through phenomenological modelling of surface curvature effects and 
improvements to the representation of the electron energy dispersion [Ando 2009]. The 
model is also limited to small relative Bloch wavenumbers (q), close to a single energy 
minimum; modelling of parity state splitting (which involves inter-valley interactions, 
and large q) may only be treated phenomenologically [Ando 2006].
Several authors have attem pted fully solutions to the static Bethe-Salpeter
Equation [Spataru et al. 2004b;a, Chang et al. 2004; 2005, Maultzsch et al. 2005]. These 
authors obtain the electron ground state using density functional theory (DFT) [Spataru 
et al. 2004a, Chang et al. 2005, Onida et al. 2002], and electron and hole quagiparticle 
energies by ‘improving’ the DFT solutions by means of the GIF approximation (see 
Onida et al. [2002] for discussion of this approach). Spataru et al. [2004a] then solved 
the Bethe-Salpeter Equation using a plane-wave bagis, while Chang et al. [2005] used 
a Gaussian orbital basis. These approaches were limited by computational complexity 
of the techniques, and the need to employ large electron bagis sets for carbon
nanotubes. To date, only six distinct tube types (chiralities) have been modelled using 
these fully mzfzo techniques [Maultzsch et al. 2005, Spataru et al. 2004a, Chang et al. 
2004] and the largest diameter of these (0.69 nm) is smaller than nanotubes typically 
seen in optical experiments.
In 2007, Jiang et al. [2007a] described a method for solving the Bethe-Salpeter 
Equation, for excitons in carbon nanotubes, using a tight-binding approximation for the 
single-particle energies, wavefunctions, and Coulomb interaction. Whereas the Ando 
model (and the k p approximation) is strictly valid only at low energies, the tight- 
binding approximation hag improved validity throughout the entire Brillouin zone. The 
ease of calculating quantities in the tight-binding approximation allows the m ethod to 
be more transferable than the fully methods, applicable to a wide variety
of nanotube types. Subsequent work has shown that the model can make excellent 
predictions of the exciton energies and binding energies [Saito et al. 2009, Sato et al. 
2007]. The model can provide estimates of the exciton symmetry-state (parity) energy
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splitting, although appears to overestimate this by around 100% (see Figure 3 in Saito 
et al. [2009]). It also provides estimates of the energy splitting between exciton excited 
states, broadly agreeing with experimental results, but perhaps underestimating the 
hint, in experimental results, of a significant chirality dependence (see Figure 2 in Saito 
et al. [2009]).
Elsewhere, Pederson [2004; 2003] modelled carbon nanotube excitons as an effective 
two-dimensional hydrogen atom, constrained to the surface of a perfect cylinder. The 
wave-function of the electron component (moving around a fixed hole) was modelled 
by an adjustable envelope function, and exciton binding energies were obtained by a 
variational technique (by minimising the total energy of the system through variation 
of the shaping parameters of the envelope function). Although no direct comparison to 
experimental data  appears to have been attem pted, Pederson calculated exciton binding 
energies and exciton energies with this model. However, the scheme is somewhat limited 
in scope, not incorporating many-body effects, and unable to consider exciton excited 
states or splitting between exciton symmetry states.
In this work, a technique is developed for solving a static Bethe-Salpeter Equation 
for excitons in carbon nanotubes. The work is based upon a tight-binding formulism, 
drawing from the ideas of Ando [1997; 2005] (the k -p  formulation) and Jiang et al. 
[2007a]. Whereas these different techniques have appeared only in isolation in the 
literature to date, attention will be paid here to consider the compatibility between 
the k  • p  and full tight-binding approaches. This work also effectively extends the 
Jiang model, by incorporating a model of surface curvature effects {sp^ hybridisation) 
into the tight-binding Bloch basis. This rehybridisation effect (a break down of the 
approximation that only 7r-like valence orbitals need be considered in the nanotube 
energy spectrum) leads to significant modification of the one-electron energies; the 
Jiang technique accounts for this only by applying a shift to the one-electron energies 
on the diagonal of the Bethe-Salpeter Equation.
Because it is an im portant param eter in understanding exciton-exciton interac­
tions [Wang et al. 2006a], and for estimating the M ott transition density, particular 
attention will be paid to calculations of the exciton size; this is a characteristic which 
has attracted  very little explicit consideration in the literature to date [Ando 1997, 
Jiang et al. 2007a] except in the most approximate models [Pederson 2003, Perebeinos 
et al. 2004].
This thesis will also examine the effects of exciton screening upon exciton properties 
(that is, by considering exciton properties at high exciton densities). A relevant previous 
study by Hirtschulz et al. [2008] considered only a single nanotube species at three 
occupation densities, in a static screening approximation. It is known that nanotubes of 
similar diameter but different chirality can have significant differences in their electronic 
properties [Jiang et al. 2007a]. Therefore, this work will investigate a range of nanotube 
types. It will also explicitly consider the exciton size as a function of exciton density. A 
treatm ent will also be presented to consider dynamical effects in the dielectric function 
(screening function); it has been shown in the treatm ent of heterostructure quantum  
wires tha t such dynamical treatm ent is crucial for correct modelling of exciton properties 
at high densities [Das Sarma and Wang 2000] (see Chapter 8 for further discussion). 
No fully dynamic treatm ent of the exciton in carbon nanotubes appears in the current 
literature, however.
1.3 Thesis outline
In Chapter 2 the tight-binding approximation is presented. Im portant quantities are 
introduced for defining the real and reciprocal lattices of the carbon nanotube. Tight-
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binding wavefunctions are derived to describe single non-interacting electrons in carbon 
nanotubes, and their energy solutions are discussed with reference to the substantial 
literature on this topic. In Section 2.6 a ‘curvature effect model’ is introduced, in 
order to model the effects of nanotube surface curvature directly within the chosen 
tight-binding basis.
In Chapter 3 the Bethe-Salpeter Equation, for computing exciton properties and 
the electron-hole interaction, is introduced with key expressions derived. Section 3.4 
presents a detailed consideration of the spin structure of the Bethe-Salpeter Equation, 
clarifying a discrepancy in the published literature. Finally a m ethod for evaluating 
Coulomb m atrix elements (Coulomb integrals) in the tight-binding approximation is 
discussed.
Chapter 4 introduces a ‘continuum model’ whereby the Coulomb m atrix elements of 
the Bethe-Salpeter Equation are cast into a form compatible with the k  p  methodology 
of Ando [1997]. It is shown how to include, within those Coulomb m atrix elements, the 
effects of non-orthogonality between neighbouring atomic orbitals in the tight-binding 
approximation. Section 4.7 introduces the random-phase approximation to the dielec­
tric function, which is used to model electron screening effects throughout this thesis. 
Section 4.9 discusses the compatibility between the continuum model (k-p theory) and 
the full lattice-oriented tight-binding theory for the Coulomb interaction.
Chapter 5 presents an expansion of previously published work (see Brown and An­
dreev [2008]) implementing the variational envelope function model of excitons in carbon 
nanotubes.
The computational implementation of the Bethe-Salpeter Equation is discussed in 
Chapter 6 , along with a presentation of relevant experimental da ta  from the literature, 
to be used for interpretation of results.
Computational results pertaining to the exciton energy spectrum are presented in 
Chapter 7.
Chapter 8 introduces our model for representing exciton-exciton screening (and 
modelling high exciton density) in the context of the static random-phase approxima­
tion to the electron dielectric function. Results are presented in Section 8.4. Section 8.5 
introduces modifications to the static model (and the Bethe-Salpeter Equation) to ac­
count for dynamical screening effects; results are presented and discussed.
Final conclusions, and suggestions for future work, are given in Chapter 9.
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Tight-binding model: 
non-interacting electrons
2.1 The crystal lattice: graphene and carbon nanotubes
2.1 .1  T he real-space lattice
The tight binding m ethod constructs single-particle wave-functions by a superposition 
of atomic-orbital-like functions sited on each atom of the system. To apply this m ethod 
to carbon nanotubes we must first understand the atomic structure of the carbon nan­
otube. As is customary, the nanotube structure will be treated as having been derived 
from a rectangular sheet of graphene, rolled into a tube. Thus to begin, let us consider 
the atomic crystal structure of graphene.
Structurally, perfect graphene is a two-dimensional crystal, comprising a honeycomb 
lattice of carbon atoms, each carbon atom being of coordination number three. This 
atomic lattice is not a Bravais lattice (it cannot be constructed by iterating freely over 
elementary lattice vectors) and therefore, a rhombus-shaped unit cell is constructed so 
as to contain two carbon atoms. The two carbon atoms are labelled A and B. The 
two-dimensional Bravais lattice is then established with primitive lattice vectors:
a i  == -  -f  a.2 =  -  (2 .1)
The set of A and B type carbon atoms individually form two ‘sublattices’. The 
centers of the unit cells are enumerated by the set of vectors {R}, and the sublattices 
by {R a } and {R b } respectively. {R} contains the null vector.
The positions of the A and B atoms, in one unit cell, relative to its center, are R qa 
and R ob respectively. For convenience, it is set here tha t R ob =  —RoA, and
R o a  =  § (ai +  &2) — 2^ ^   ^• (2-2)
The vectors R n ,  R 12 and R 13 are defined so as to connect one A-type atom to its three 
nearest neighbouring B-type atoms. This means
R i i  =  ” 1 (ai - f  &2) , R -12 =  § (2a i  — &2) , R13 — 5 (2^2 — a i)  . (2.3)
2 .1 .2  T he reciprocal lattice
The graphene reciprocal lattice is the set of vectors {G}, built from primitive reciprocal 
lattice vectors b i  and b 2 - Of course, the reciprocal lattice vectors satisfy the relations
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R 12
R 13
Figure 2.1: Left: Diagram showing the structure of the graphene lattice. Atoms of the A and 
B sublattices are shown by blue and red circles, respectively. O marks the origin of the graphene 
sheet coordinate system. Primitive lattice vectors a% and &2 are indicated by green arrows. The 
rhombus unit cell is indicated by shading.
Right: The three nearest-neighbour vectors R n , R 1 2 , R 1 3 , connecting an arbitrary A-type atom 
to its three nearest-neighbouring B-type atoms.
G • R  =  27rn. where n G Z. The lattice vectors are chosen here to be:
27T
a
(2.4)
and these are demonstrated in Figure 2.2. The graphene Brillouin zone is a hexagon, 
rotated 90° to the Wigner-Seitz cell of the real-space lattice. Two of the corner points 
are non-equivalent; they are labelled K and K'. It is usual, in the literature, to define 
K and K' such that they are reflections of one another through the j  axis. However, 
this work uses the more useful definition, tha t the vectors K =  —K' and;
K - l ( 2bi  +  b 2) - ^  +  . (2.5)
2.1 .3  From graphene to  carbon nanotubes
The essential idea required to base carbon nanotube structure on that of graphene, is 
that a carbon nanotube can be constructed by cutting a rectangular section from a 
graphene sheet and rolling it into a cylinder. The mapping of the nanotube circumfer­
ence onto the graphene lattice, is called the chiral or roll-up vector, C^:
Cg = n a i +  m a2, n .m  £ Z . (2 .6 )
This is displayed in Figure 2.3. A common and im portant notation is also to write 
Ch = {n ,n i). Following conventions elsewhere [Ando 1997j, in the current work the 
nanotube diameter is notated as dt, and the nanotube circumference is L; clearly L =
|G/i| = Trdf.
The indices n  and m  define and control the chirality of the nanotube, which expresses 
the orientation angle of the carbon hexagons relative to the nanotube axis. The chiral
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Figure 2.2; Schematic indicating the graphene reciprocal lattice. The reciprocal lattice vectors 
bi and bg are indicated by arrows. The first hexagonal Brillouin zone is shown by shading. 
Indicated in the first Brillouin zone is the T point (at which k =  0), plus the K  and K' points, 
and the three non-equivalent M, M' and M" points. The irreducible Brillouin zone is shown in 
darker shading, bounded by the F, K  and M points.
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Figure 2.3: The nanotube ID cell, for the (5,3) nanotube. Expressed as lattice vectors pai + 
q& 2 =  {p,q), the Chiral vector is Ch, — (5,3); the Translation vector is T  = (11,-13); the 
spiral symmetry vector is S = (6, —7). General definitions are provided in the text.
angle is commonly defined as the angle between C/j and the 2-axis, so that C/j -2/|C /i| =  
cos 6:
c o s 9 =  ^   =  '
^ V +  rnn
The graphene lattice has six-fold rotational symmetry. Thus only those nanotubes 
with —7t /6  < 9 < tt/Q are unique. Furthermore, the pair of tubes with chiralities 9 
and 9' =  —9 are right and left-handed mirror copies. Structural handedness is not 
significant in the current work, so we can consider only those tubes with 0 < 0 <  7t /6  
as unique.
Tubes with the chiral structure (n, 0) have 9 =  t t /6 . They are known as ‘zig-zag’ 
nanotubes due to the pattern  of carbon bonds around the nanotube’s circumference; 
these tubes always have one carbon bond aligned parallel to the nanotube axis. Tubes 
with the structure (n, n) have 6* =  0. They are known as ‘arm-chair’ nanotubes, and 
posses carbon bonds aligned with the nanotube circumference. Zig-zag and armchair 
tubes are both achiral nanotubes, whereas the remaining nanotubes with n  ^  m  are 
chiral, and have no carbon bonds parallel to the tube axis or circumference. Since we 
with to keep 0 <  6/ <  7t / 6 , we should consider only nanotubes with 0 <  m <  n.
The vector T , the one-dimensional translation vector, is defined as the shortest real- 
space lattice vector that is parallel to the nanotube axis. The vectors T  and define a 
‘one-dimensional unit cell’ on the nanotube. This is the shortest cylindrical section that 
can construct a complete nanotube after translation along the nanotube axis. W ith this
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cylindrical section, the nanotube can be considered as a purely one-dimensional crystal, 
with T  its primitive one-dimensional lattice vector. However, this one-dimensional cell 
can be problematically large. The number of conventional two-atom graphene unit cells 
enclosed within the ID-cell is Ng, and as is well known, for a tube with (n, m )  chirality.
2 (n^ -1- -t- n m )
d>R
N ,  =  . (2 .8)
were dR =  gcd(2n -f m, 2m -f n). For carbon nanotubes of practical interest (ie, those 
with diameters 0.5-2.0nm) Ng can vary on the order of 10^-10^ (depending on the 
specific nanotube diameter and chirality). Thus, this one-dimensional unit cell is im­
practical for further study; insistence on using the one-dimensional unit cell, with its 
great number of atoms, is responsible for the difficulty in modelling carbon nanotube 
electronic states by standard ab initio quantum-chemistry methods (see Chang [Chang 
et al. 2005] for discussion of this problem in density-functional theory techniques that 
attem pt to expand the electron wave-functions within a plane-wave basis). Rather than 
use the one-dimensional cell, then, it is more common and practical to maintain use of 
the two-atom graphene cells, and to enumerate the atoms of the nanotube via implicit 
mappings of the graphene lattice vectors a i and &2. Formally these vectors map into 
screw vectors of the nanotube. Popov [Popov 2004] has devised a tight-binding method 
tha t considers this screw-symmetric lattice explicitly. However, it is known that this is 
wholly equivalent to systems tha t construct the results are equivalent to more implicit 
schemes tha t rely on the principle of zone-folding, which will be used in the current 
work. In this scheme, the graphene lattice representation is m apped onto the curved 
nanotube surface only implicitly. The significant difference in moving from a graphene 
model to a carbon nanotube model is the symmetry breaking within the circumferen­
tial direction. This symmetry breaking is accounted for imposing restrictions on the 
reciprocal space.
For a Bloch function on a carbon nanotube to be single valued in the circumference 
direction, one must have k • C/i =  27rn, n  G Z, where k is the Bloch wavenumber. This 
means in the direction of C/i, the Bloch wavenumber k must be strongly quantised, 
with spacing between allowed k vectors 27r/|C/ij =  2/d/. The nanotube is modelled as 
an infinite structure in the axial direction, so k is continuous in the axial direction. This 
means tha t reciprocal space for a carbon nanotube is composed of a series of parallel 
lines. These lines are known as cutting lines (see Samsonidze [Samsonidze et al. 2003] 
for a detailed review of these constructions).
To aid this construction one defines effective nanotube reciprocal lattice vectors K i 
and K 2 satifying the relations
K i . C/, =  27T Kg . C/, =  0 ^
K i . T  =  0 K 2 T  =  0 .  ^ ^
Thus K i is parallel to the circumference direction. C/i, and K 2 is parallel to the axial 
direction, T . This system of equations can be easily solved to give:
K i =  {tih2 -  t 2 h i ) , K 2 =  (m bi -  n b 2) . (2 .10)
Arbitrary momentum states in the carbon nanotube will be w ritten in terms of these 
vectors K i and K 2:
Ko
k =  {k, p) — f iK i  -I- k  (2 .11)
which is the standard notation. The states k defined by this relation are states belonging 
to the cutting lines of the carbon nanotube reciprocal space.
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One must remember th a t k  refers to the axial component of the momentum (wavenum­
ber), and not the magnitude of the total momentum, which we be denoted |k| where 
applicable, p  is a dimensionless integer and will be described as the ‘cutting-line index’. 
k  is continuous and is a ‘true’ crystal momentum having dimensions of inverse length.
2 .1 .4  T he one-dim ensional Brillouin zone
As discussed in the last section, the one-dimensional Brillouin zone, appropriate for 
states in a  carbon nanotube, is a series of cutting lines mapped on the Brillouin zone 
of the graphene sheet. There are two representations tha t will be of most use for 
the current work. These can be known as the ‘K i-extended’, and the ‘K 2-extended’ 
representations, respectively [Samsonidze et al. 2003].
One can find tha t |K i| =  2 /d/ and IK2I =  27r/|T |. In the K i-extended repre­
sentation, one constructs Ng parallel short cutting lines of length IK2I =  27t/|T |, 
such tha t for k  =  {k ,fi) (see Equation 2.11) one imposes —tt/ \ T \  < k < 7r / |T | and 
~E lgj2  <  P <  N g/2 .
For the fully K 2 extended representation, one notes from Equation 2.10 th a t N g K 2  
is a reciprocal lattice vector of graphene, and hence Bloch states are periodic over 
this length i'ips{k-\-NgK2 ) =  V’sk- However, if the chiral indices n and m  have a common 
divisor, d =  gcd(n, m ), there is a shorter reciprocal lattice vector in th a t direction, which 
is (A g/d)K 2. Hence, the K 2 extended representation has a number d of ‘long’ cutting 
lines, of length { N g / d ) \ K 2 \  = N g / d  x 2 'k /\T \. Hence, k  is restricted to —(in-Ag/d|T|) <  
k  <  {7r N g / d \ T \ ) ,  and 0 <  /x <  (d — 1).
In later work of this thesis, the fully K 2 extended representation will be most useful 
for iterating and sampling the complete Brillouin zone, since there are fewer cutting 
lines to enumerate; such a system avoids counting errors or difficulties when the number 
of sampling points happens to be smaller than Ng {Ng may be ~  10  ^ for large diameter 
nanotubes). For locating regions of k-space close to the energy minima (that is, the 
K-points, or their images in extended k-space) it is most useful to use the fully K i 
extended scheme since explicit formulae exist (due to Li and Ting [2007]) for locating 
those K i-extended cutting lines closest to a given K-point.
These representations are illustrated in Figure 2.4. In the figure, the hexagonal 
graphene Brillouin zone is indicated. Red points show the ‘cutting’ of the hexagonal 
zone into cutting lines of allowed k-vectors for the (6 ,3) carbon nanotube. Overlaid by 
blue points is the fully K i-extended representation of the Brillouin zone; this comprises 
Ng =  42 ‘short’ parallel cutting lines of length 2ttJT . By green points is shown the 
fully K 2-extended representation, comprising d =  gcd(6 , 3) =  3 ‘long’ cutting lines of 
length 2TTNgld\T\.
2 .1 .5  ‘Real’ nanotube lattices and bond-length anisotropy
As discussed in Section 2.1.3, this work adopts the standard model tha t the carbon 
nanotube lattice is a simple ‘rolling-up’ of a rectangular strip of ideal graphene; the cir­
cumference of the nanotube is assumed to be exactly equal to the chiral (roll-up) vector 
on the graphene sheet, |C/i|. It is also assumed th a t all carbon-carbon bond lengths 
remain of equal length after this rolling-up. In reality, the nanotube lattice will distort 
(relax) from this idealised structure; modelling shows that, generally, a ‘real’ nanotube 
will increase in diameter and shorten in length, in comparison to the ideal case (noting 
also tha t the ‘ideal’ geometry assumes a cylindrical nanotube, whereas in reality the 
nanotube cross-section is necessarily polygonal). Kiirti et al. [2003] examined forty dif­
ferent single-walled carbon nanotubes, optimizing the nanotube geometries to minimise 
total energies obtained by density functional theory based calculations (solved using a
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Figure 2.4: TAree representations of the nanotube Brillouin zone, for a (6,3) nanotube.
The hexagonal graphene Brillouin zone is indicated by the hexagon. Coloured points indicate 
allowed k.~points (forming ‘cutting lines ') within the nanotube Brillouin zone: red, after cutting 
the hexagonal Brillouin zone; blue: the fully ‘~ki-extended’ representation; green: the fully K 2 
extened’ representation. See the text for further details.
plane-wave basis, and using the projector augmented-wave m ethod [Bl"ochl 1994] to 
describe the electron-ion interaction). A monotonie trend was reported in the diameter 
scaling (as a function of diameter) with an increase in diameter of around 0.5 %, from 
ideal behaviour, for a 1 nm diameter tube, and around 2% for a 0.5 nm tube. Kiirti 
also found generally a small reduction in nanotube length, of less than 0 .2% for nan­
otubes with diameters greater than 0.5nm. Popov [2004], obtaining total energies with 
a tight-binding method, saw similar increases in diameter to Kiirti, and found tha t the 
tube length decreases after relaxation, but by no more than 1 % for tubes with diame­
ters below 3 nm. The relaxation effect (discrepancy from ideal behaviour) is generally 
larger for smaller diameter tubes (i.e., for tubes with greatest surface curvature, whose 
lattices have greatest deviation from flat graphene).
Rather than report bulk changes in tube diameter and length, several authors have 
reported on theoretical investigations into the anisotropy or carbon-carbon bond lengths 
(and bond angles) in non-ideal carbon nanotubes. Each carbon atom has three carbon- 
carbon bonds. For achiral nanotubes (armchair and zigzag tubes) two of these bonds 
are equivalent; for chiral tubes all three bonds are nonequivalent. Experimentally, the 
carbon-carbon bond lengths have been determined in carbon nanotubes via scanning 
tunnelling microscopy [Odom et al. 1998, Wildoer et al. 1998]; the most precise mea­
surement appears to be due to Odom et al. [1998], obtaining a length of 0.14 ±  0.02 nm. 
However, this measurement does not discriminate between nanotube chiralities, and as 
not sufficiently precise to distinguish between different bonding directions. Modelling 
by Kanamitsu and Saito [2002] obtained relaxed nanotube geometries, using a density- 
functional theory technique, for achiral nanotube types only; bond lengths were found 
to  scale in proportion to (the inverse square of the nanotube diameter), but by less 
th an  0.002nm for tubes with dt > 0 .5nm. Results due to Kiirti et al. [2003], also using 
D FT methods, are in broad agreement, with changes in bond lengths of less than  1.5 % 
for tubes with dt > 0.5 nm, and largely monotonie trends in the bond-length scaling as 
a  function of tube diameter. Kiirti also investigated fourteen chiral nanotube species.
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with diameters dt < 0.8 nm. A pronounced chiral dependence was observed in the re­
laxed bond lengths for chiral tubes (this meaning, tubes of similar diameter but different 
chirality showing large differences in relative bond lengths, and an absence of the largely 
monotonie diameter-dependence scaling seen for achiral armchair, (n, n), and zigzag, 
(n, 0), nanotube types). Further studies, in broad agreement with respect to the overall 
magnitude of bond length relaxation ( < 1 %  for tubes with dt > 0.5 nm, and greatest 
modification from ideal behaviour for the tubes with smallest diameter) is seen in works 
by Budyka et al. [2005] (obtaining the nanotube total energy via both semiempirical 
and DFT methods, but examining only armchair species); Wang et al. [2008] (using 
a Gaussian-orbital DFT technique, examining armchair and zigzag nanotube species 
only) ; Imtani and Jindal [2009], using the semi-empirical Tersoff potential [Tersoff 1988] 
to  determine total nanotube energies, for eight zigzag nanotubes and five chiral species 
with dt > 0 .8nm). Several authors have discussed techniques, with application to car­
bon nanotubes, allowing for modification of tight-binding expressions for single particle 
energies, while accounting for bond-length anisotropy [Samsonidze et al. 2004b, Porezag 
et al. 1995, Ando 2009]. However, although clear trends in bond-length anisotropy are 
reported for achiral nanotubes [Budyka et al. 2005, Wang et al. 2008, Kürti et al. 2003], 
behaviour for chiral nanotubes appears more complex, with only numerical results pre­
sented in the literature for a relatively small number of chiral species [Kiirti et al. 2003] 
or in a way which obfuscates results for particular species [Popov 2004]. This work 
will concentrate on the optical properties of semiconducting-type nanotubes, of which 
the majority are chiral. Thus to implement a tight-binding scheme allowing for bond- 
length anisotropy (or structural relaxation) would require first solving the structural 
relaxation for each nanotube species, in order to obtain suitable structural param eters. 
The establishment of such a technique is beyond the scope of the current work, although 
will be suggested as a future extension in Chapter 9.
In this work, the two-atom (graphene-like) lattice constant is taken to  be a =  
0.247nm, corresponding to a carbon-carbon bond-length ac-c  =  a /^ /3  =  0.1425 nm, 
consistent with the limit for large nanotube diameter found by several authors [Kürti 
et al. 2003, Mashreghi and Moshksar 2010, Wang et al. 2008, Budyka et al. 2005].
2.1 .6  Curvature effects
In the following section, a tight-binding model is constructed for obtaining wavefunc­
tions and energies for single valence electrons in carbon nanotubes. Each carbon atom 
has four valence electrons. The tight-binding technique assumes th a t the electron wave- 
function can be approximated by a superposition of atomic orbitals on each atom  site. 
The usual initial approximation for carbon systems is to adopt a ‘sp^’-tight-binding 
scheme, allowing four orbitals (corresponding to the atomic carbon 2s and three 2p or­
bitals) per atom site [Hamada et al. 1992, Mintmire and W hite 1995]. In ideal graphene, 
three of these orbitals (5, px and py orbitals, if the graphene sheet is in the x - y  plane) 
hybridise to form ‘cr-orbitals’ responsible for in-plane covalent bonds. The remaining pz 
orbital is orthogonal to the graphene sheet, and forms the so-called 7r-state responsible 
for the low-energy (hence, optical) behaviour of graphene [Saito et al. 1992b]. The Pz 
orbital (tt states) are odd with respect to refiection in the graphene sheet, whereas the 
remaining orbitals are even. Hence, tt and a  states are orthogonal in fiat graphene. For 
carbon nanotubes, it is often assumed, in the lowest order tight-binding approximations, 
th a t the surface curvature is sufficiently low that the tt and a  orbitals retain an approx­
imate orthogonality; hence it is common (and will be adopted here) tha t the low energy 
properties of carbon nanotubes can be described by pure 7r-orbital electrons [Saito et al. 
1992a, Mintmire et al. 1992, Reich et al. 2002]. This model makes the prediction th a t 
approximately one-third of all nanotube species are metallic, with zero band-gap [Saito
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et al. 1992a]. Saito determined that, in a vr-orbital model, a nanotube with chirality 
indices (n, m )  is metallic (has zero band-gap) if 2n -f- m  is divisible by 3. (In graphene, 
the conduction and valence bands touch at the K and K ' points; this is shown in Fig­
ure 2.5. Thus, a carbon nanotube is metallic if its Brillouin zone also contains these K 
and K' points. However, it is shown by Saito et al. [1992a] that the K and K' points 
only intersect a nanotube’s cutting lines if 2n -f m  is divisible 3.) In reality, the curva­
ture of the nanotube surface forces hybridization (mixing) of all four valence orbitals. 
One consequence is the opening of a small band gap for certain nanotubes classed as 
metallic in 7r-bond models. By modelling the curvature-induced rehybridisation effect 
within a tight-binding framework, Kleiner and Eggert [2001a] obtained the relation that 
only armchair nanotubes, with n =  m, remain truly metallic; remaining tubes obtain 
a ‘curvature induced gap’. Kane and Mele [1997] obtained tha t the curvature induced 
gap scales as (where dt is the nanotube diameter); the gap for semiconducting nan­
otubes scales as d^^. Kane and Mele [1997] obtained tha t the curvature induced gap is 
on the order of 10 meV for a 1 nm diameter nanotube, which is an order of magnitude 
smaller than the band-gap for semiconducting-class nanotubes (~  400 meV for a In m  
diameter semiconducting nanotube [Kane and Mele 1997]). Ding et al. [2002] found a 
similar d f^  scaling for the curvature-induced gap using a modified tight-binding model. 
The curvature-induced gap has been confirmed experimentally by Ouyang et al. [2001], 
by direct measurement of the band-gap via differential conductance measurements on 
individual nanotubes, using scanning tunnelling microscopy; these measurements in­
dicate a gap of ~  40meV for a  In m  diameter nanotube, which is larger than  tha t 
predicted by Kane and Mele [1997] but in agreement with Ding et al. [2002]; Ouyang 
also confirmed experimentally a d^^  scaling trend in this curvature-induced gap.
A model to account for curvature-induced rehybridisation of the tt and cr orbitals 
will be discussed in Section 2.6 and incorporated into the fundamental tight-binding 
model in this work.
2.1 .7  Spin-orbit interaction
In this work we ignore the spin-orbit interaction, and no spin dependence is included in 
the Hamiltonian. The spin-orbit interaction is generally found to be small in graphene [Min 
et al. 2006, Huertas-Hernando et al. 2006]. Using a tight-binding model, Huertas- 
Hernando et al. [2006] predicts the intrinsic spin-orbit interaction to open a gap of 
~  10“ ® eV at the Fermi level in graphene. This would be negligible in the context 
of optical measurements on carbon nanotubes, for which the smallest energy scales 
(exciton parity state splitting energies) are ~  1 meV [Mortimer and Nicholas 2007, Sri­
vastava et al. 2008]. In carbon nanotubes, however, curvature effects are expected to 
increase the spin-orbit interaction, leading to potentially non-negligible modification 
to the one-electron energies. Initial work with application to carbon nanotubes ap­
pears to be due to Ando [2000], who showed, in the context of a tight-binding model 
for TT-electrons, that effective circular currents around each carbon atom, induced as a 
consequence of the nanotube surface curvature, would open a small spin-orbit gap for 
otherwise metallic-class nanotube species. Recent work by Chico et al. [2009] empha­
sizes the curvature-dependent source of the spin-orbit interaction in carbon nanotubes, 
by showing th a t the intrinsic spin-orbit energy splitting is generally larger for tubes 
of smaller diameter. A significant anisotropy was also predicted, between the splitting 
energy of the highest-energy valence, and lowest-energy conduction bands. However, 
these theoretical works were unable to make quantitative estimates of the spin splitting, 
due to a the need for experimental determination of the spin-orbit interaction strength. 
The spin-orbit interaction has been measured recently in carbon-nanotube quantum- 
dots (in which a nanotube is placed across two electrodes and gated, from below, by
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a pair of electrodes, allowing shaping of the band-structure and Fermi level along the 
length of the nanotube, trapping electrons in the vicinity of one gate electrode). Using 
a large diameter nanotube {dt ~  5nm ), Kuemmeth et al. [2008] determined an intrin­
sic spin-orbit splitting corresponding to A so ~  l.Od^^meVnm~^. This would yield a 
splitting of ~  1.9 meV for a 1 nm diameter nanotube, which is on the order of the diam­
eter of nanotubes typically encountered in optical experiments [Bachilo et al. 2002]. A 
recent report by Steele et al. [2013] reports measurement of a spin-orbit splitting energy 
Ago =  3.4 ±  0.3 meV in one nanotube quantum-dot device, however, the diameter of 
the nanotube in question is not characterised. These experimental results point towards 
a non-negligible spin-orbit interaction in carbon nanotubes. However, it appears tha t 
further experimental work is required to accurately quantify the spin-orbit interaction 
strength, and to confirm the predicted diameter-dependence of the interaction for small 
nanotube diameters (<  1 nm), as found in typical bulk optical and exciton experiments.
2.2 Tight-binding model ^
In this section, generalised Bloch states are derived within a tight-binding model for car­
bon nanotubes. Completely analytic and properly normalised basis states are presented, 
to be used in the later many-body analysis. These derivations comprise a key original 
result of this thesis. Unlike previous descriptions presented in the literature [Ando 1997; 
2005, Saito et al. 2004, Grüneis et al. 2003, Reich et al. 2002], these states are derived 
while allowing for non-orthogonality between neighbouring atomic orbitals.
2.2 .1  T he basic ansatz
It is assumed th a t non-interacting electrons moving within the atomic lattice of the 
carbon nanotube are subject to the Hamiltonian
Ho =  - ^ V ^  + Y , U ( r - ' R i ) ,  (2 .12)
where U{r — R^) is the ionic potential for an atom located at atomic position R^. The 
sum is over all atoms in the nanotube. The independent single-particle eigenstates are 
V’sk(r), with corresponding energies such th a t
^o'0sk(r) =  Æ^sk^sk(r) (2.13)
k  is the Bloch wave-number, and the index s indicates conduction and valence band 
states as follows;
{-f 1 Conduction band state (2.14)—1 Valence band state
In the tight-binding description, it is assumed th a t one can write the total state  '0sk(r) 
as a superposition of atomic orbitals centered on each atom in the lattice. In order 
to satisfy the requirements of the Bloch theorem (and the translational symmetry of 
the lattice) each orbital is also modulated by a position-dependent phase factor. In 
graphene, the tight-binding states are complicated somewhat by having two atoms per 
unit cell; a construction used by Ando [Ando 2005] (albeit with different phase factors, 
see later in this section for discussion) is to first introduce a sub-lattice state
V^k (^) — ^ 0 ( r  -  R  -  R qa) (2.15)
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which describes the amplitude for finding an electron on the A sub-lattice. A similar 
function is established for the B sub-lattice by a simple exchange of labels.
In this work, the sub-lattice states are combined into a complete lattice function by 
writing
V'ak(r) =  d%. ^ ( r )  -h d%  Æ ( r )  (2.16)
where the are weighting factors to be determined.
Note, tha t unlike the construction in Ando [Ando 2005], and implicitly used else­
where [Reich et al. 2002, Saito et al. 2004, Grüneis et al. 2003], the phase factor multi­
plying each atomic orbital in Equation 2.15 is here chosen to be dependent only on the 
lattice vector of the two-atom (graphene) unit cell, R . Elsewhere [Reich et al. 2002, 
Saito et al. 2004, Grüneis et al. 2003], the phase factor has been chosen to be the posi­
tion of the atom; ie, e^^^^ for the A-sublattice state, and e^^^^ for the corresponding 
B-sublattice state. This conventional choice means tha t each atom in the two-atom 
(graphene) unit cell is explicitly multiplied by a different phase factor. The definition 
used here ensures tha t the Bloch functions are periodic in the graphene k-space; we have 
V’s(k+G)(i*} =  '0sk(r), for any graphene reciprocal lattice vector G . Using the conven­
tional definition, however, one would have '^ (^k-i-G) (r) =  e^^'^o^'0 ^(r)-|-e^® ’^ °®'0 ®i (^r). 
(This feature has been noted and discussed elsewhere by Bena and Montambaux [2009].) 
One should note tha t both choices of phase preserve symmetry in real space, such that 
'0sk(r +  R ) — e^ ‘^^ '0sk(r). The choice of basis cannot affect final results [Bena and 
Montambaux 2009], however it is felt th a t the symmetric choice as used here leads to 
simpler expressions.
2.2 .2  Sub-lattice matrix elem ents
Before proceeding further it is useful to introduce as standard quantities the overlap of 
sub-lattice states. Making use of an established notation [Reich et al. 2002] (although 
introducing a discrepancy due to the choice of Bloch phase, as discussed above) consider 
the quantities 5 ^ ^  =  ('0k I'^k) (the overlap of a sub-lattice state with itself), and 
*^ AB — ('0k 10k) (th® mutual overlap of A and B sub-lattices):
‘5'aa =  (0k 10k) — J t ^   ^ (0(^ — R ' — R oA )|0 (r — R  — R o a )
R,R'
=  (0 (r) |0 (r  -  R )) , (2.17)
R
where the final line is obtained by a simple change of dummy variables, writing R  =  
R ' -t- R ", r ' =  r  — R ' — R oa- Similarly,
'5'ab =  (0k 10k) — ir; ^   ^ (0 (r — — R oA )|0 (r — R  — R ob))
R,R'
=  (0(r)|0(r -  R  -  RAs)) - (2.18)
R
One could introduce further quantities =  (0k 10k) =  (0kl0k)- However,
it follows from the above, by symmetry, th a t S'gg =  6"^^, and th a t by construction
'^ B A  —  (*^ a b )  •
It will also be useful to introduce Hamiltonian m atrix elements between the sub­
lattice states. Again following established notation [Reich et al. 2002], we can write
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th a t -  (0 k 1-^010k), H ^ b =  (0 k 1^010k) we find:
-^AA — (0k l-^o|0k) =  ^  ^  (0(i* — R  — R'OA)|-^o|0(r — R  — R oa))
R,R'
=  (0(r)|A o |0 (r -  R)> (2.19)
R
Ji'AB =  (V-^l^oW^) =  ;^  E  (ÿ (r -  R ' -  RoA)|Rol</'(r -  R -  R ob))
R,R'
=  W r ) |R o l 0 ( r  - R - R a b ) )  • (2 .2 0 )
R
By symmetry it follows tha t iï^A  ”  ^ bb  =  (H^ab)*-
2.2 .3  Normalising the wave-function ^
In this section, the tight-binding wavefunctions are properly normalised to allow for 
non-orthogonal nearest-neighbour overlap; such normalisation has not been considered 
previously in the nanotube literature, therefore this section relates original expressions.
Since, by construction, the sub-lattices are chemically indistinguishable, it is as­
sumed that charge is distributed evenly between them, and th a t there is equal prob­
ability of finding an electron on either sub-lattice. T hat is, we assert: | {'ip^\'ipsk) P =
I (0®|0sk) P* Prom previous relations we can deduce the amplitudes
=  d i ^ A  +  rffk-SAB (2.21)
(V'^ IV'»k) =  d i s i B  +  d®k-5iA (2.22)
By equating corresponding probabilities, after a little algebra we obtain the relation
(M àP  -  |d?kP) ((■Saa)" -  |5 a b I") =  0 (2.23)
The quantities and are functions of overlap m atrix elements between pairs 
of atoms, these m atrix elements having the form (0 (r) |0 (r  — R  — A )) where A  is zero 
for 5^^  and A  =  R ab  for 5ab- The orbitals 0(r) will be restricted to the carbon 
2pz orbitals. The common approximation, from the carbon nanotube literature, is 
also made, that the overlap integrals are isotropic and a constant for atom pairs th a t
are equal nearest neighbours [Saito et al. 1992a; 2000, Reich et al. 2002]; i.e., the
overlap integral is a constant sq for first nearest neighbours, si for second nearest 
neighbours, etc (using the notation of Reich et al. [2002]). (This approximation does 
not hold in models tha t account for bond-length anisotropy due to the ‘relaxation’ of the 
idealised cylindrical nanotube structure, obtained by ‘rolling up’ a graphene sheet, see 
for example Popov [2004].) In the following we further limit to a, first-nearest-neighbours 
approximation, in which overlap integrals beyond first-nearest neighbouring atoms are 
taken to be negligible; this is the usual approximation in the carbon nanotube literature, 
and one which has been demonstrated to be robust [Saito et al. 1992a; 2000, Samsonidze 
et al. 2004b]. In this approximation, =  1 identically. The first nearest neighbour 
overlap has been obtained by Saito et al. [2000] as sq =  0.129. Furthermore, 5ab  is at 
a maximum when k  =  0 (<S'ABlk=o =  3sq in the first-nearest neighbour approximation). 
Hence, in the first nearest neighbour approximation, (-S^a)^ >  1'S'abP for &Ü k. (This 
inequality is trivially true for the case of orthogonal tight-binding, since S'^A 1 and 
*^ AB 0- Some authors argue tha t a third-neaxest neighbour approximation yields
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more accurate band-structures [Reich et al. 2002]. However, in such a scheme, Reich 
et al. [2002] finds tha t so >  s i, S2, and tha t s i ~  S2. For an A type atom there 
are six second nearest neighbours, all of A type, and three third-nearest neighbouring 
atoms all of B type. Thus, even for a th ird  nearest neighbour scheme, we would expect
('^aa)^ >  1‘5'a b I^ -)
Given, therefore, with these considerations, th a t ^  I*^ a bP iri Equation 2.23,
we must have that
=  (2.24)
Since the weighting factors are complex numbers, the equality (2.24) implies th a t we 
may write
(2.25)
(2.26)
where and A ^  are complex numbers of unit magnitude, |A ^|^ =  |A ^|^ =  1; is 
a normalisation factor common to both sub-lattices. The latter is found by requiring 
tha t 0 gk(r) be normalised to unity;
{0sk|0sk) =  MÛcI^*^AA +  MfkP'S'gB + dsk{d^ k) ' '^aB +  d^ kid^ k) '^BA
=  â k  {I'^skP'S'AA +  I^ScP'S'bB + '^âc(Æ ) '^'ab + '^5k('^âc) '^'ba} (2.27)
By setting (V’skl^sk) =  1, this gives:
isk  =  { 2 5 '^  +  2R e[A i(A i)*5 'ÏB l}“ ‘^ ' , (2.28)
which is the correct normalisation factor and the key result of this sub-section.
2 .2 .4  Mixing o f sublattices ^
To finalise the tight-binding basis, we must provide definite identities for the weighting 
phase factors A ^, A ^. The basis states 0sk(r) are eigenstates of Hq, as determined by 
the Schrodinger equation: H q \ipsk) =  -E'sk |0sk)- Multiplying this Schrodinger equation 
on the left by {(0 ^ |  +  (0 Bcl} we obtain an integral expression th a t can be expressed 
in the following m atrix form:
Esk (0k 10k > (0kl0k)
(0kl0k> (0kl0k). s (2.29)
Using the established notation for m atrix elements, this can be transformed into:
(2.30)
This is the defining equation for the weighting phase-factors A ^, A ^. 
Let us simplify; (2.30) is of the form:
M l M 2  
M2 M l \ k y
(2.31)
with M l =  — Esk'S'AA and M2 =  TTab ~  ^sk'S'AB- One can observe th a t the m atrix
M  is Hermitian.
The system of equations implied by (2.31) yields the relation M^ (A^)^ =  M2(AJj^)^. 
We may then obtain the relative phase, defined here as %gk =  we obtain
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— dzMg/lMgj. It may be shown that the solution =  + M 2/IM 2I corresponds 
to valence band energies {s =  —1) and the solution =  —M 2 / \M 2 \ corresponds to 
conduction band energies (s =  +1). Thus, for clarity, we may write:
\ H Ï B - E s k S Ï s
K k  =  - « r ;  ~  ■ (2.32)
Although X sk  determines the relative phase between A and B sublattices, we must 
make some choice to fix the phase absolutely. Here we adopt that:
A i  , A i  ^  - s X 'J ^ . (2.33)
It is useful to consider the symmetry of the states 0sk(r) in real space, since this 
symmetry will ultimately determine the optical selection rules (see Appendix A). One 
may map each graphene sub-lattice into the other by a rotation of tt radians about 
the origin, around an axis of rotation normal to the graphene sheet (provided tha t 
R o a  =  —R ob)- We describe this operation by the operator 1%. (also notated as C2 
in the literature [Milosevic et al. 2003, Barros et al. 2006b]). The action is such that 
[^-{Ra} =  {Rb} (and vice-versa). The operation is equivalent to an inversion of the 
atomic lattice within the plane. Once m apped onto a carbon nanotube, the operation is 
equivalent to a rotation of the nanotube around an axis perpendicular to the tube axis; 
it is an inversion within the surface lattice of the nanotube, and all nanotube species 
retain this symmetry [Barros et al. 2006b]. The operator rotates only the underlying 
atomic lattice and after inspection of the previous definitions, we have
Û A  =  Raa =  ■S'ba Û n H ^  =  H ^ a  Û^h I b  =  g^A  (2.34)
Substitution into (2.32) implies tha t Ût^ X qu. =  Furthermore,
ftr0k  (r) =  0k (r), ftr0k  (i*) =  0k ( r ) . (2 .35)
It therefore follows that, under the present definitions, we have the symmetry
% 06k(r) =  -s0 s k ( r )  =  - s 0 s ( -k ) ( r ) . (2.36)
Using the alternative definition common in the literature (see Ando [1997]) th a t - f  
1, A ^  -4- - s X s k ,  one would have (%r0 gk(r) =  -^ ^ J (_ k )0 a(-k)(r).
2.2 .5  Summary: Final result ^
The independent single-particle tight-binding basis wave-functions have been found to 
be
0sk(r) =  &k { ^ ^ ^ ^ 0 k ( r )  -  5Xgk0 k ( r ) j  (2.37)
with the normalisation factor
&k =  { 25^  +  (2.38)
The sub-lattice mixing factor is
These are key original results o f this thesis, because these expressions are completely 
generalised within a 'K-orbital tight-binding model; neither orthogonality of atomic or­
bitals nor any nearest-neighbour approximation has yet been imposed. These expressions 
fo r  the tight-binding states are therefore more general than any form  that has previously 
appeared in the literature.
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2.3 Energy solutions
The Schrodinger equation (2.30) has a non-trivial solution when the secular determinant 
|H^ — E sk^^ l vanishes:
(g^A  -  E sk S ÏA ){H ÏA  -  E skS ÏA ) -  (R ab  -  E ,^ s I b )(H ^ a  -  =  « (2-40)
After some rearranging, one finds the secular equation is solved by energies
g ,k  =  (2.41)
with
E l  =  (S a^)' -  (2.42)
R 2 =  g^B&BA +  RBA:SL -  2 g ^ A 'S L  (2.43)
E i  = { H h ,?  -  |g ^ B p  (2.44)
To compute the tight-binding energies, we must therefore examine methods to compute
the sub-lattice parameters In this work, an empirical nearest-
neighbour approximation is used.
2.3 .1  Nearest-neighbour approximation ^
2.3.1.1 Review of common approximation techniques in the tight-binding theory
Consider first the Hamiltonian quantities TÎaAj-Hab- Their evaluation is a m atter of 
enumerating all pairs of atoms, and computing the quantity (0 (r)|H o |0 (r — R a)). In ab 
initio tight-binding methods these integrals would be evaluated numerically using some 
choice of atomic function and model ionic potential. However, the number of integrals is 
very large; the Hamiltonian itself contains an ionic potential part Uion =  Y la  IC rc  ^ ( ^ “  
R a) leading to a vast number of integrals of the form (0 (r)|î7 (r — R[^,)|0(r — Rq,)); 
these are three centre integrals since they involve potential and orbital functions centred 
on three distinct atom sites. For a crystal with N  unit cells, there are on the order of 
such integrals and for such an approach to be tractable, certain reducing approximations 
must be made. A first common approximation is to reduce the set of three-centre 
integrals to a reduced set of two-centre integrals, by assuming th a t the integral is only 
significant when the ionic potential belongs to the same atom as either of the atomic 
orbitals. Thus one discards any integral tha t involves three distinct centres; integrals 
that involve two or one (necessarily repeated) centre are retained. Such a ‘two-centre 
approximation’ reduces the required number of required integral evaluations to 0 { N ) .
A second approximation is to assume that the atomic orbitals are so well localised 
that only interactions between nearest neighbours are significant. In graphene, graphite 
and carbon nanotube studies summations are frequently restricted to first nearest neigh­
bours only. For graphene, this approximation reduces the number of contributory 
integrals from 0 { N )  to, at most, three. Even such an extreme reduction has been 
demonstrated to provide robust results.
A third nearest-neighbour tight-binding scheme has been shown to provide better 
numerical agreement with ab-initio, density-functional theory calculations [Reich et al. 
2002].
This work also employs an empirical tight-binding approximation in which, rather 
than calculating ab initio, nearest neighbour Hamiltonian and overlap integrals are 
replaced by a parameter, the value of which is adjusted so as to fit the resultant energy 
description to results obtained through experiment or more exact calculations.
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2.3.1.2 Application of the nearest-neighbour approximation
Each carbon atom in graphene is of coordination number three, having three nearest- 
neighbours. We have previously defined th a t an A-type atom has nearest neighbours 
at relative positions R i i ,R i 2,R i 3 For an A-type atom, all its nearest neighbours are 
B-type.
Since we are assuming an ideal graphene lattice in which all bond-lengths are equal, 
and using the symmetry of the 2pz orbitals and the assumed spherical symmetry of 
the ionic potentials, for a first-nearest neighbour approximation we must consider the 
following m atrix elements:
1 =  (0(r) I 0 (r)) (2.45)
So =  (0(r) 10(r -  tab ))  TAB G { R n ,R i2,R i 3} (2.46)
=  ( 0 ( r ) |f f o |? i ( r ) )  (2.47)
70 =  ( 0 (1*) H q 0 (r  -  TAB)) TAB G { R ii,R i2 ,R i3 }  (2.48)
where the first line arises since the atomic functions are normalized. £‘2p^  is the single 
particle energy of the 2pz state; we set this to zero, sq is the measure of nearest- 
neighbour overlap. 70 is known variously as the ‘hopping-energy’, ‘hopping-integral’ or 
‘transfer-integral’. It determines the energy scale of the graphene (carbon nanotube) 
energy dispersion and i t ’s measurement is an im portant aspect in the study of the 
optical properties of carbon nanotubes.
By taking the definitions presented in Section 2.2.2 and restricting summations to 
include only those m atrix elements tha t are non-zero in the first-nearest neighbour 
approximation, the sub-lattice quantities can be evaluated as:
s I a  ~  1 (2.49)
Sab «  so (1  +  (2.50)
R a a « 0  (2.51)
R ab “  70 ( l  +  e'" ": +  (2.52)
It should be emphasised th a t these expressions differ on the right-hand side from those 
elsewhere in the literature using similar notation [Saito et al. 1992b, Reich et al. 2002, 
Ando 2005] due to the particular choice of Bloch phase made in the tight-binding 
wavefunctions.
2.3 .2  First-nearest neighbour model
Substituting previous results, the energy dispersion is found to be:
rn __ 2^% =F 7oV |p(k)P
where
5f(k) =  1 -f- e^^^^ +  (2.54)
|^ (k )p  =  3 -I- 2 cos k  - a i  4- 2 cos k  - &2 4- 2 cos k  (ai -  a 2) (2.55)
It is also useful to note tha t the conduction-valence band spacing is
(R+k -  R -k ) =  2 |7o| |g(k)| ( l  -  4  Ip(k)l^) (2.56)
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In an empirical tight-binding scheme, the parameters 70 and so are fixed by comparing 
the energy dispersion formula to experimental results. Saito et al. [Saito et al. 1998; 
1992b] recommend taking 70 =  —3.033 eV and sq — 0.129, with £2pz — 0 [Saito et al. 
1998]; in the following, we will refer to these as the ‘Saito param eters’.
We now have explicit relations for all quantities involved in the definition of the 
wave-function phase Xgkl that is, the quantities E ±k, S \ ^ .  Appropri­
ate substitution and some straight-forward algebra yields the simple result that, in the 
first-nearest neighbour approximation,
|g(k)| 
g (k )  ■
(2.57)
This may be simplified by writing Agk =  —s6(k), with b(k) =  |^ (k ) |/^ (k ) [Ando 1997; 
2005].
Equation 2.57 is a key result of this work, since the expression is valid in both 
orthogonal and non-orthogonal first-nearest tight-binding schemes. To our knowledge, 
this result has only been previously derived for explicitly orthogonal tight-binding [Ando 
1997]. Thus the key result of this work is the identity of this phase factor for the case 
of non-orthogonal tight-binding, plus the realisation that it is identical to the phase 
factor for the case of orthogonal tight-binding.
2.3 .3  Analysis o f the behaviour o f E_5k
Figure 2.5 shows a mapping of E+k throughout the graphene k-space. The extent of 
the hexagonal Brillouin zone is also shown. Figure 2.6 plots both E+k and E ^ k  around 
the irreducible Brillouin zone, denoted by the symmetry points F — K — M — F.
k / {2nJa)
- 0.5
- 1.0
Figure 2.5: Map of conduction band energy, F+k, for graphene. Band energy is measured
relative to the Fermi energy, coincident with cgp. = (0(r)|7fo|0(r)). Indicated by red lines is the 
extent of the first Brillouin zone, and also the symmetry wedge T — K  — M  — Y . Dark countours 
are plotted every 2eV; light contours plotted every O. 4  eV. It is seen that energy minima exist at 
the K  and —K  points (and their translated images), energy maxima are at T points; M  locates 
a saddle point. The valence band energy-surface is similar, but scaled according to the degree 
of nearest-neighbour atomic overlap. In the orthogonal tight-binding model, F+k = — F_k 
everywhere.
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Figure 2.6: Independent electron energies, in graphene, calculated in the non-ortogonal tight- 
binding model. Energies are mapped around the T — K  — AI ~ F triangle of the hexagonal 
graphene Brillouin zone.
The figures show that the conduction and valence bands touch at the K point; this 
can be shown analytically: for regions of k-space close to the K points, we may write 
k K  4- 6k, where |6k| <C 1. A Taylor expansion of |g(k)|^ around k  =  K  is then, to 
third order in 6k:
|a(K  +  5k) 1^  % + ^ ^ 5 k y  {6kl -  3Skl) +  0 (5 * “) (2.58)
This clearly vanishes as 6k  -4- 0. Thus, by Equation 2.55, the band spacing A i5(K  +  6k) 
also vanishes as 6k  -4 0; the conduction and valence bands must touch at k  =  K . 
Inspection of the dispersion formula. Equation 2.53, shows in fact that:
lini Esii — k—>K
(2.59)
which is independent of s. For regions close to the K point, for which we may truncate 
(2.58) at O (ôk^), the energy dispersion may be expanded as
E ± (6k) % 62pz ,
\/3  , I 
7 =  -y a jq o l (2.60)
where we have defined the renormalised hopping integral 7 , and also neglected the 
conduction/ valence band-asymmetry by assuming (1 ao7 |6k | / 7o) % 1 for |6k| <C 1.
Equation 2.60 demonstrates that the K point represents a true minimum (maximum) 
in energy for the conduction (valence) band.
The valence band is fully filled in graphene, and e2p  ^ is therefore coincident with 
the Eermi energy. Since the band energy reaches the K points, the
Fermi surface is in fact a collection of singular Fermi points. In all of the following, we 
will specify that £2p^  =  0, so that the Fermi energy lies at the zero of energy.
2.3 .4  k p description ^
We have already seen that, if we expand k as k  ^  K  4- 6k, and impose that |6k| <C 1, 
the energy dispersion is £ '± (6k) =  ± 7  |6k|.
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For sufficiently small 6k, the Taylor expansion of p(k) around k  =  K  is:
g(K  +  5k) «  - ^ i  (5k:. +  15k„) (2.61)
It follows tha t the sub-lattice mixing phase becomes
=  f s ( K + S i  “
which is the result identified by Ando et al. [Ando 1997; 2005], whilst working within 
an explicit k  p  description, and expanding the tight-binding ansatz around k  =  K  
initially. Thus, the currently described theory reduces to the Ando k  p  theory, on the 
assumption th a t all k-states in the exciton expansion are located close to the K points, 
in the region where the energy dispersion is conical.
Obtaining this expression is a key result of the current work, since it demonstrates 
how the current work can be considered as an extension and generalisation o f the k -p  
theory, extending the tight-binding description so that it is valid in all parts of the 
Brillouin zone.
In Figures 2.7 and 2.8 are plotted the energy bands for the (8 ,4) and (9,3) nan­
otubes, respectively, computed within the k - p  and full non-orthogonal, first-nearest 
neighbour tight-binding scheme. These nanotube species are predicted to be semicon­
ducting and metallic within the tight-binding framework (see Section 2.4.1). P lotted 
are the energy dispersion along the five cutting lines closest to the K points. These 
calculations use 70 =  3.033 eV and sq =  0.129, after Saito et al. [1992b]. The figures 
highlight tha t there is reasonable agreement between the k - p  and full tight-binding 
approximation at small k  for the band closest to zero energy; however, for higher order 
bands there are significant discrepancies between the models. The discrepancy is sig­
nificant because, in Ando’s treatm ent of the exciton [Ando 1997], which incorporates 
single-particle energies computed within a k - p  model, contributions from up to five 
cutting lines are included in the exciton wavefunction [Ando 2005]. Thus, the exciton 
model due to Ando [1997] incorporates states which are poorly represented in the k -p  
approximation upon which it is based; these figures demonstrate the importance of 
using a complete tight-binding description.
2.3 .5  Trigonal warping
We have seen that, in energy-momentum space, the dispersion is conical and energy
contours are circular around the K points; this is made clear in Figure 2.5. As 6k
moves further from the K point, the true energy contours become triangular. In fact,
each K point is surrounded by a perfectly triangular energy contour, in the first-nearest 
neighbour approximation, with vertices corresponding to the nearest-neighbouring M 
points:
Consider the canonical K point at K  =  ^ ( l / \ / 3 , 1/3). This is surrounded by three 
nearest neighbouring M points, two of which lie on the edges of the first Brillouin zone:
Ott 1
Ml s  M =  (b i +  b 2 )/2  = -----y=î (2.63)
a v 3
M 2  =  M '  =  b i /2  =  —  +  2 -^  ^ (2 .64)
M s  =  M "  +  b i  =  b 2/2  +  b i  =  ^  ^ ^ 2  +  (2 .65)
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Figure 2.7: Band structure for  (8,4) semiconducting-type nanotube, showing comparison be­
tween k-p approximation and first-nearest neighbour non-orthogonal tight-binding, for the five 
cutting lines closest to the energy minimum.
Non-orthogonal TB k.p approximation
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Figure 2.8: Band structure for (9,3) metallic-type nanotube, showing comparison between k-p 
approximation and first-nearest neighbour non-orthogonal tight-binding, for the five cutting lines 
closest to the energy minimum.
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Each M point is equally spaced from K, with |M i—K | =  IM2—K | =  jM g—K | =  27r/3a. 
Consider the line-segment connecting points M% and M 2. We can easily find tha t points 
on this line, \^Mx2 ~  ^y) satisfy the relation
hy — —y/Skx 4-----  (2 .66)
Substitution of this into Equation 2.61 gives that, on the line, g{liMi2 ) =  
thus of course \g{kMi2 )?‘ — 1 a,nd, from (2.53), we have:
£ ± ( k M . J  =  ( 2 .67)
1 =F So
Thus, the energy along the line M i -4  M 2, is a constant. This result extends
to all other line-segments connecting nearest-neighbouring M-points, by symmetry. It 
follows th a t each K point must be surrounded by an energy contour which is a perfect 
equilateral triangle, centered on K, even though contours close to K are approximately 
circular. The progressive distortion of circular into triangular contours is known as 
trigonal warping.
2.4 Application to  Carbon Nanotubes
The tight-binding model so far has been explicitly constructed for graphene. We ap­
propriate it for carbon nanotube models by assuming tha t we can construct a carbon 
nanotube by: cutting an infinitely long strip of graphene, and rolling tha t strip into
a tube. This is a symmetry breaking process with two key outcomes. Firstly, loss of
plane symmetry (in the circumferential direction) of the atomic lattice means th a t a  
and 7T type orbitals are no longer orthogonal between different atom sites. The sep­
aration of the independent-particle Hamiltonian into non-interacting a  and tt orbital 
matrices is no longer valid, and the curvature offset imposes a rehybridization of a  and 
7T orbital functions. In the present work, we will assume th a t the rehybridization ef­
fect is small, and continue to consider only independent tt orbitals in the tight-binding 
ansatz. Full sp^ hybridisation is considered in so-called Extended Tight B inding  (ETB) 
schemes and is outside the scope of the current work. However, it has been reported 
that rehybridization effects are significant only for the smallest diameter nanotubes; — 
reports tha t the ttTB is appropriate for carbon nanotubes with diameters greater than 
about 0.8 nm. Later, we will discuss a simple improvement to the ttTB, th a t takes into 
consideration misalignment of the tt orbitals, and provides some of the effect of ETB 
calculations, while still retaining the analytic simplicity of the ttTB methodology.
a  and tt orbtial mixing effects in carbon nanotubes are also known to induce a 
significant bond-length renormalization. An idealised nanotube, taken from a strip of 
graphene of length A  and width Ch, is assumed to have a circumference of Ch, exactly. 
Thus, bond lengths in carbon nanotubes are different from bond lengths in graphene, 
and, bond-lengths are anisotropic in carbon nanotubes, whereas they are assumed to 
be isotropic in graphene. Provided bond-lengths are known (and the symmetry of a 
carbon nanotube implies tha t there are generally three independent bond-lengths to be 
identified), their anisotropy can be incorporated into a 7r-orbital tight-binding model 
by renormalizing the hopping-integrals 70. A well-known approximation, introduced by 
Harrison [1990], says tha t a hopping integral 70(d) has the following dependence on the 
bond-length d:
70(d) =  7o(do)/(d -  doŸ  (2 .68)
where do is an equilibrium or reference bond length. Bond length anisotropy could 
be incorporated into the current tight-binding scheme by redefining the sub-lattice
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quantities as:
y (k )  =  (di — do)  ^+  e^  ^ (^2 — do)  ^+  e^^  (dg — do)  ^ (2.69)
U Ïb  ^  70 fl'(k) -»• so a '(k ) (2.70)
etc. Bond length anisotropy has been investigated theoretically for carbon nanotubes
by several authors [Popov 2004, Samsonidze et al. 2004b, Mashreghi and Moshksar
2010, Kanamitsu and Saito 2002]. Kanamitsu and Saito [2002], for example, by means 
of ab initio  density-functional theory calculations, found an approximate relationship 
between bond-length and nanotube diameter of the form (d — do) oc d^^, where dt is the 
nanotube diameter. (Zigzag tubes have two unequal bond-lengths). Calculations for 
chiral nanotubes elsewhere [Popov 2004, Samsonidze et al. 2004b] show more complex 
relationships between bond-length and nanotube diameter (calculation results by these 
cited works are not presented in a format which allows for reproduction). A systematic 
deduction of the bond-length anisotropy, for general chiral nanotube species, is beyond 
the scope of the current thesis, although should be considered for possible future work 
(recall discussion in Section 2.1.5).
2.4.1 Low energy s truc tu re
We will be mostly concerned with the low-energy structure, in the range of the lowest- 
level optical transitions. Therefore we must identify the regions of k-space close to the 
K points, since those have been established to represent the energy minima.
The canonical K point lies at K  — |( 2 b i  -f b 2), and is associated with the hexago­
nal Brillouin zone (unit cell in reciprocal space) centered on T =  0. Depending on the 
nanotube chirality, K  may not lie inside the bounding box of the rectangular nanotube 
Brillouin zone; instead the nanotube Brillouin zone will enclose an image of K , associ­
ated with the hexagonal cell centred on AT =  a b i  -f ^ b 2 (a; and P to be determined). 
Thus, we write tha t the Fermi point is located at k ^  =  K -f  crbi -l-/3b 2. Rearrangement 
of earlier relations gives
b i =  n K i •+■ t iK 2, b 2 =  m K i -f-12^2  (2.71)
which allow us to write that
kj? =
2n - f m  ■
—   h a n  -f pm K i +
m
—— h a t i  -f- pt2  
dR
Kg (2.72)
This explicit relation was first described by Li and Ting [2007]; similar analysis is also 
discussed by Saito et al. [2005].
For kj? to exist on a nanotube cutting line, its component in the direction of K i 
must be an integer. Since a , P , t i , Î 2 in (2.72) are integers, this condition is m et when
(2.73)
A useful notation is to write 3 | (2n-f-m) to mean “3 divides (2n-f-m )”, and 3 f (2n  d- m j 
to mean “3 does not divide (2n -f m )”.
It follows from the above, tha t if indeed 3 | (2n-Fm ), the nanotube k-space includes 
a K point, with a vanishing band-gap at tha t point; such nanotubes are predicted to be 
metallic (although recall discussion of curvature-induced gaps from Section 2.1.6) and 
are denoted Type-M tubes [Saito et al. 1992a]. This situation is shown schematically 
in Figure 2.9.
All other nanotubes, for which 3 \  {2n +  m), do not contain a K point within their 
allowed k-space, there is no point at which the band-gap vanishes, and such tubes must
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Figure 2.9: Schematic showing the intersection of the 'Ki-extended Brillouin zone with a K  
point in extended 'k-space, for a Type-M (metallic) class nanotube. The origin k =  0 (T point) 
is shown by the black dot. The first hexagonal graphene Brillouin zone is shown by the shaded 
hexagon, and several images of this hexagonal zone in extended k-space are also shown. The 
nanotube cutting lines are shown by parallel lines. These lines intersect an image of the K  
point, shown by the red dot, on an image of the first hexagonal Brillouin zone, in extended 
k-space.
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Figure 2.10: Schematic showing the position of cutting lines close to an image of the K  point 
in Type-S (semiconducting) nanotubes, for two nanotube chiralities of different classification 
(see Table 2.1). Left and right: A hexagonal graphene Brillouin zone is shown. Three nanotube 
cutting lines, in the K.i~extended representation of the nanotube Brillouin zone, are shown by 
red lines. Each cutting line spacing is divided into three intervals by dotted lines. Left: a tube 
for which =  + |  (see Table 2.1); the K poin t lies at a displacement K i/3  from the centre of 
the nearest cutting line. Right: a tube for which A p  =  — |  ; the K  point lies at a displacement 
—K i/3  from the centre of the nearest cutting line.
be classified as semiconducting; these tubes are denoted Type-S tubes. The relation 
(2.72) however makes it clear that for Type-S tubes, lies at a displacement ± K i /3  
(one-third of a cutting line spacing) from i t ’s nearest cutting line. This situation is 
shown in Figure 2 .10.
Figure 2.11 demonstrates the difference between S-type and M-type nanotubes, 
plotting the density of states for the (8,4) and (8,5) nanotubes (S-type and M-type, 
respectively). It is clear that the S-type (semiconducting type) (8,4) tube has a gap 
in the density of states at the zero of energy, whereas the M-type (metallic type) (8 , 5) 
tube has a finite density of states at the zero of energy. The density of states are 
derived from a non-orthogonal first nearest neighbours tight-binding calculation of the 
band-dispersion, using 70 =  3.033eV and sq — 0.129 after Saito et al. [1992b]. The 
density of states was approximated by sampling the K i-extended Brillouin zone with 
20 000 fc-points per cutting line; the band-energy was evaluated and binned into 4000 
equally spaced intervals between —6 eV and + 6 eV, incrementing the corresponding bin 
by 1 at each sampled /c-point. The resultant value of each bin, at energy E , was taken 
to be proportional to the density of states n{E ).
Approximately one-third of all possible nanotube chiralities (n, m) are found to be of 
type-M, this includes all armchair tubes, having chirality (n, n). Detailed classification 
of both M  and S  type tubes has been completed by Li [Li and Ting 2007], and to some 
extent by Saito et al. [Saito et al. 2005]. For future benefit, we will reproduce some of 
the im portant results for semiconducting tubes, since it is semiconducting tubes which 
will be modelled in later parts of this thesis. In particular it will be useful to know: the 
index p p  of the cutting-line closest to k^?, and the offset of k p  from that cutting line.
2,4,1.1 Classification of Type-M tubes
In the following we assume working within the ‘K i-exteiided’ representation of the 
Brillouin zone (see Section 2.1.4). We briefly note that, if we define d =  gcd(n ,m ), for 
a (n, m ) nanotube, then if 3|{(n — m )/d  4= 1}, the cutting line intersecting the K point 
will have index p p  =  ±A g/3, and k p  ■ K 2 =  0; this relation is given by both Saito
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Figure 2.11: Density of States for (8,4) S-type, and (8,5) M-type nanotube. The metallic 
(8, 5) has finite DOS at the Fermi level, whereas the S-type tube has a band-gap with vanishing 
density of states. Visible are the van-Hove singularities (one-dimensional DOS) at the edges of 
each sub-band.
et al. [2005] and Li and Ting [2007] and such tubes are classified as ‘Type-1’ metallic. 
The remaining Type-M tubes are ‘Type-2’, and have that k p  ■ K 2/ ( |k i? ||K 2|) =  ± 5 - 
Currently no explicit analytic expression for locating p p  is known for this classification 
of nanotube, although it may be determined by trial and error [Saito et al. 2005, Li and 
Ting 2007].
2.4.1.2 Classification of Type-S tubes
A complete classification of Semiconductor tubes is shown in Table 2.1. The data  in 
that table is based on the work of Li and Ting [2007], is consistent with the work of 
Saito et al. [2005], and has been re-verified for the current work. Semiconducting tubes 
are grouped, by (n, m) indices, into classes of the form ‘Semiconductor-JAa;’ where X  
and X are either ±1  according to:
3| (d -f- A ) , 3| (u — m, x ) . (2.74)
Here, d =  gcd(n, m). For semiconducting nanotubes, (i.e., tubes for which 3|2m -t- n), 
d = dp ^  gcd(2n -F m ,2 m  -F n). The classification means that if, for example, a 
particular tube satisfies 3|d-|- 1 and 3|n — m — 1, then A  =  4-1, z  =  —1, and the tube is 
‘Semiconductor-(-F)(—)’ in Table 2.1. The table allows us to locate indices [jip and p,/.) 
for cutting lines closest to the K and K' points. This formulation is most appropriate 
for the K i-extended representation of the Brillouin zone (see Section 2.1.4). The K 
point (Fermi point) then lies at coordinates k  =  (0, jip ) 4- A/.-’K i, with A p  provided by 
the table [Li and Ting 2007, Saito et al. 2005]. (If the K point at k ^  is located within 
the bounding box of the K i-extended Brillouin zone then k ^  K 2 — 0.) Knowing the 
sign oi A p  allows us to locate the cutting line second closest to the Fermi point; this 
will be important when selecting cutting lines near the energy minimum, to be included 
in the wavefunction of the exciton. We also note that, although kj? • K 2 =  0, due to
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Table 2.1: Classifications of semiconductor type nanotubes, according to Li and Ting [Li 
and Ting 2007]. p p  is the index of the cutting line closest to kp . /ip is the index of 
the cutting line closest to —kp; the construction assumes that for any k  =  (p,/c), 
0 <  /I <  Ny — 1. Also provided is A p — kj? - K i / |k f '| |K i | —pp, the projection onto K i 
of the displacement of the Fermi point from cutting line /xp (see Figure ??).
Classification fip  p!p A p
Semiconductor-( - ) ( - )  (Ag + 1)/3 ( 2 A ^ - l ) / 3  —J
Semiconductor- (—)(+ ) (2A^ — l) /3  (Ag +  l ) /3  + J
Semiconductor-(-!-)(-) (2Ag 4- 1)/3  (Ag —l) /3  —^
Semiconductor- (-b) (-F) (Ag —1)/3 (2A g-t-l)/3  -f-^
the trigonal warping effect (Section 2.3.5), the true minimum of energy may lie at some 
deviation from zero, along the cutting line. This deviation is shown in Figures 2.14 and 
2.15.
We now discuss several well-known relations. Let us write k  =  (fci,fc2) for k  in 
the nanotube; k i = k  • K i / jK il ,  k 2 =  k  • Kg/lKgj. Equation 2.58 provides a Taylor 
expansion of the energy dispersion function |p (k)p  as k  -4 K  -f 6k. We can recast th a t 
equation into momentum coordinates suitable for the nanotube system:
6A:i
6A:2
cos d sm d 
— sin 6 cos 6
ôk^
Ôky
(2.75)
where 6 is the chiral angle of the nanotube. Then:
Let us ignore the trigonal-warping term  (parts proportional to 5k^). 
For bands close to ki?, we can approximate therefore that
As(p, k) % S7 y  (p -  Pi? -  A p f  (2.77)
Since dAg(p, k ) /d k  vanishes at k  =  0, the band mininum is expected at fc =  0. Thus,
the band-gap is approximately =  A+(p, 0) — A _(p, 0):
Eyfx =  27(p — Pi? — Ai?)— • (2.78)
Thus the fundamental transitions are
• ® 3 3 « 7 ^  (2.T9)
Thus, to a first approximation, optical transition energies vary with the inverse of 
the nanotube diameter.
Let us now consider the first-order trigonal-warping adjustment. We can assume 
that the trigonal-warping effect will move the energy minimum away from the centre
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Figure 2.12: Lowest carbon nanotube transitions energies, computed in the first-nearest neigh­
bour non-orthogonal tight-binding scheme, with 70 =  —3.033 eV, sq = 0.129. Lines indicate k-p 
approximations, which scale oc . Crosses indicate the S-type nanotube transition energies, 
Ffj (blue), E 22 (red), F 33 (green). The M-type transitions, Ef'( are indicated by the solid black 
line, in the k-p approximation; the split F ff transitions in the full tight-binding approximation 
are shown as stars and circles for lowest and highest split energies respectively.
of the cutting line {k =  0). If this effect is small, so that at the minimum of each 
sub-band, /c ~  0 , we can approximate that
EsiiJ.,0) % s-f5ki 1 - — ;=5ki sin 36* ]
2\/3  y
(2.80)
where Ski =  2(/i — h-f  ~  Ap,^)/d(. Thus, for E n ,  the trigonal-warping effect applies a 
correction proportional to if is positive, the trigonal-warping effect applies a
blue-shift; if A ,^,^  is negative, the trigonal-warping effect applies a red-shift.
2.5 Ell, E22 Kataura plots
The band spacing AF7(k) =  is easily found to be:
Ai?(k) = - 2 7 0  |s(k)| l  +  4 |g (k ) |
- 1
(2.81)
Thus, non-orthogonality of the atomic basis functions (non-zero so) leads to a blue-shift 
in the transition energies. Since sq is small, and 0 < |^(k)| <  9 for all k, it must be that 
Sq |â'(k)p < 0.1; thus, the leading terms to this correction are ~  1 -1- Sq |^(k)|^ -T —
Figure 2.13 shows the absolute energy correction to the lowest optical transitions, 
as a result of non-zero sq- AF7^ is smaller than ImeV for most tubes; A E 2 2  is smaller 
than lOmeV; A E ^  is smaller than 100 meV.
Thus, although corrections to the fundamental bandgap Ef^ are relatively small (and 
could be considered negligible), the deviation for higher-order sub-bands is significant. 
Since it is known that exciton calculations must take into account contributions from 
multiple sub-bands, and not just jip , it would seem therefore that non-orthogonality
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Figure 2.14: Axial component k^in — • T /  |T| of valley minimum for semiconducting
transitions fo r i = 1,2,3. In the kp approximation, kmin = 0. In the full TB approximation, 
krtnn M shifted to finite offset as a result of the trigonal-warping effect.
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effects cannot be naively discredited; this suggests further potential failure of any k -p  
model.
2.6 Curvature effect model ^
In this section an improved analytical nearest-neighbour single-orbital tight-binding 
scheme is devised, capable of taking into account the curvature of the nanotube surface 
and the misalignment—and associated rehybridisation—of the tt orbitals. In effect, the 
technique incorporates the effects of a full sp^ tight-binding-basis within a single 7r-band 
model, through appropriate rescaling of the 7r-band hopping integral 70. The technique 
employed is inspired by several works in the literature [Kleiner and Eggert 2001a;b, 
Ouyang et al. 2001, Ding et al. 2002; 2003] however the final results are original to 
this work and comprise a significant result of this thesis. The model is also directly 
applied to semiconducting carbon nanotubes, whereas similar models in the literature 
have been dedicated towards understanding the ‘curvature induced gap’ in ‘metallic’- 
type nanotubes (that is, tubes for which 3 |n —m, and which are predicted to be metallic 
in simple tight-binding models).
The technique discussed in this section also allows the effects of nanotube curva­
ture to be fully incorporated into exciton calculations (through solutions of the Bethe- 
Salpeter Equation) later in this thesis. Jiang et al. [2007a] and Saito et al. [2009] have 
previously presented results from BSE calculations obstensibly including curvature ef­
fects in the electron energies; however, these corrections are apparently applied only to 
the bare electron energies on the diagonal of the Bethe-Salpeter Equation, whereas the 
technique discussed below allows curvature effects to be incorporated directly within 
the tight-binding Bloch basis functions, and hence also into the m atrix elements of 
the Coulomb interaction. At this point, one may conjecture tha t such incorporation 
may lead to additional chirality-dependent variation in the exciton fine structure (e.g. 
the energy splitting between optically dark and bright exciton states). (It should be 
noted tha t the ‘extended tight-binding’ model used by Jiang and Saito, which is due to 
Samsonidze et al. [2004b], also accounts for the natural direction-dependent variation 
in carbon-carbon bond lengths, an effect which is not accounted for here.)
The discussion will now proceed by presenting the curvature effect model. As has 
been discussed previously within this chapter, the essence of the tight-binding technique 
in carbon nanotubes is to assume that the electron Bloch functions may be w ritten as a 
superposition of valence carbon orbitals. In the nearest-neighbour approximation, the 
electron band structure is obtained by evaluating m atrix elements of the ionic lattice 
potential between pairs of orbitals on nearest neighbouring atoms. Consider a single pair 
of nearest-neighbouring atoms, the atoms labelled a and b, and located at coordinates 
Rq and Rfo respectively, s  and p  type orbitals centred on each atom site will be denoted 
jas), \api), |ap2), kps), |k ) ,  etc. The orbitals are orthogonal on a single site. In real 
space, the orbitals 0 “(r) =  (r|as), etc, will be taken to be usual hydrogenic orbitals of 
the form
(ÿXr,^,«^) =  Bz(r)}^(^,9!>), (2.82)
where R z{r) is the radial part and Yz{9,4>) is a spherical harmonic [Bransden and 
Joachain 2000, page 357]. Formally, the spherical harmonics may be taken to be [Brans-
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den and Joachain 2000, page 285]:
y ,(« ,^ )  =  (47r)-’/2 (2.83)
ip i («. 0) =  (3/4%)'/' cos e (2.84)
Yp2{e,<t>) =  - (3 /8 % ) '/ 'singe'/" (2.85)
Yps (», 4>) =  (3/8% )'/' sin 8 e ' '/ " . (2 .86)
It will be useful to note the result that the overlap integral of two p-orbitals rotated by 
an angle a  is
J  (f)p^{r,9,(l))^p^{r,6 — a,(f))àO, =  J  Yp^ (9, (f))Yp  ^{9 — a , (j>) sin 9 d9dcj) =  cos a , (2.87)
where the radial part jRp^  (r) is taken to be normalised, and the result may be verified 
by substituting the explicit form of the spherical harmonic into the second integral.
The Cartesian coordinate frame { x ,y ,z )  represents the ‘laboratory’ frame into which 
a carbon nanotube is embedded; the nanotube axis is parallel to the y  axis, and the z 
axis intersects the nanotube at the midpoint between atoms a and h. Locally at each 
point on the nanotube surface, we define a Cartesian reference frame where
r  is in the nanotube radial direction, c is tangential to the nanotube circumferential 
direction, and t  is in the nanotube axis direction (parallel to z).
In the TT-orbital tight-binding model, it is assumed that each atom can be assigned 
a p-type orbital normal to the nanotube surface, and that it is m atrix elements between 
these orbitals on neighbouring atoms th a t are responsible for the low-energy electron 
band structure [Saito et al. 1992a]. At each site, these orbitals are in the local f  
direction. The following analysis will express the jr-orbital m atrix elements in terms of 
the ‘standard’ m atrix elements Vppfj-, these correspond to lattice-potential m atrix 
elements between a neighbouring pair of 2p orbitals in regular orientations: for the 
m atrix element Vppj  ^ (representing vr-type bonding) the nodal planes of the orbitals are 
coincident, and the orbitals are in-phase; for the m atrix element Vppa (representing a -  
type bonding) the orbitals’ nodal planes are parallel but orthogonal to the bond axis; 
the 2p orbitals are in phase. The nearest neighbour hopping integral is defined to 
be 70 — Slater and Koster [1954] has provided expressions for casting m atrix
elements between arbitrary pairs of orbitals to such ‘standard’ m atrix elements, in terms 
of the direction-cosines of the bond axis with respect to common axes (to which the 
spherical harmonic functions of the orbitals are aligned). Like Ding et al. [2003]
The carbon nanotube has curvature only in the circumferential direction (parallel 
to C/i, within the surface sheet). Thus the tt orbitals on atoms a and b will have a 
relative misalignment angle of 2aab = 27t x  AB,ab • C /j/jC /ip  (see Figure 2.19).
To compute the relevant m atrix element, we now project each tt orbitals onto a basis 
of orbitals aligned to the common, laboratory (r, y, z) axes. Noting th a t the s and p  
type orbitals are always orthogonal, the expansion is here found to be:
\ a p r )  =  { a p x \ a p r )  \ a p x )  +  { a p y \ a p r )  \ a p y )  - f  { a p z \ a p r )  \ a p z )
=  c o s ( 7 t /2  4- a a b )  \ a p x )  +  c o s { a a b )  \ a p z )
= -  sin aab \apx) +  cos aab \aPz) , (2 .88)
and
\bpr) = {bpx\bpr) \bpx) +  {bpy\bpr) \bpy) + (hpz\bpr) \bpz)
=  C O s(7t/2 -  a a b )  \ ^Px)  +  COs(cKab) W z )
=  sin aab \hpx) +  cos aab \9pz) , (2.89)
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ap,)
la.
Figure 2.19; Schematic defining the curvature angle aab- The figure shows a section of the 
nanotube side wall, viewed along the nanotube (z j axis. Radially aligned t t  orbitals \apr) and 
\h‘Pr) are shown schematically.
A
Figure 2.20; Schematic defining the curvature angle fiat- The figure is a side-view of a nan­
otube, indicating 2p orbitals (projected onto {x, y, z) axes) at the a and b atom sites. The system, 
is viewed from along the y axis. Indicated is the angle fiab, and the connecting bond vector Ra?,. 
Also indicated are the 1 and k directions, parallel and perpendicular to the bond direction.
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which are key results. Note tha t these are in agreement with expressions given by Ding 
et al. [2003, Eq. 5].
If R a and R 5 are at different coordinates on the nanotube axis, then px and Py are 
not collinear. Define new directions 1, k  which are parallel and orthogonal to the bond 
axis direction Hab =  R;, —R&, respectively, and which are both  orthogonal to the z-axis
(that is, the tube axis direction). The bond direction Rag, makes an angle to the x  axis
pab satisfying AHab  • x  =  |ARab| cos/3ab (see Figure 2.20). Now project \apx) and \bpx) 
into p  orbitals aligned to the k  and 1 directions:
\apx) =  {api\apx) \api) +  {apk\apx) \apk) +  {apz\apx) \apz)
=  cos fiab\api) +  c o s ( 7 t /2  -F (3ab) \apk)
=  cos/3ab \api) -  sin fiab \apk) , (2.90)
\bpx) =  {bpi\bpx) \bpi) -F {bpk\bpx) \bpk) +  (bpz\bpx) \bpz)
=  cos ^ a b \bpi) +  COS(7 7 /2  -F fiab) \bpk)
=  COSI3ab \bpi) -  s in pab \bpk) • (2.91)
We may now write the 7r-orbital hopping integral as
7ab = {apr\Èo\bpr) =  cos^  ««6 {aPz\Ho\bpz) -  sin^  aab {aPx\Ho\bpx)
=  cos^ aabVppTT -  sin^ aab {aPx\Ho\bpx) . (2.92)
This is a key result; jab is now the direction dependent hopping integral between atoms a
and b. M atrix elements {apz\HQ\bpx) and {apx\HQ\bpz) vanish, since 4)x {y) and 0^(r) are
even and odd in the x  direction, respectively, and in a two-centre integral approximation, 
H q is even in the x  direction. Similarly, one has
{apx\Ho\bpx) =  cos^ Pab {m \H o\bpi) +  sin^ Pab {apk\Ho\bpk)
= cos^ PabVppa +  sin^ PabVppix • (2.93)
The final result is tha t
lab  =  70 COS^  CKa6 -  sin^ aab sin^ Pab -  sin^ aab COS^  Pab
P^PTT
(2.94)
This is a key original result o f this thesis, and the key result of this section. The 
hopping integral 70 is m odulated by a function of the angles aab, Pab, and incorporates 
the ratio Vppa/VppT^. Although we have previously made the connection 70 =  % p 7r|, 
the ratio VppalVppTr is treated here as a new parameter, which could be obtained from 
first principles calculations or—in the spirit of empirical tight-binding—treated as an 
adjustable parameter, modified to fit experimental results.
W ith direction dependent hopping integrals 'yab, the sub-lattice m atrix  element 
(Equation 2.20) becomes:
^AB 711 +  712 ' (2-95)
Indices (a, b) on the 'yab are those corresponding to the nearest-neighbour vectors Hab 
defined in Section 2.1.1. Similarly, one can deduce the sub-lattice mixing factor 6(k) =  
I^ab I/-^ab  — |g (k)|/p (k ), incorporating curvature effects, by writing
9 (k) ^  ^  . (2.96)
70 70 70
This is a key result of this thesis, because it provides a mechanism for explicitly including 
a representation of curvature effects directly in the tight-binding Bloch functions ipsic-
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Consequently, this will allow for modelling of curvature effects directly within Coulomb 
m atrix elements of the Bethe-Salpeter Equation (Chapter 3), and not only in the non­
interacting electron energies EgU: which is a limitation of earlier work [Jiang et al. 
2007a, Saito et al. 2009].
To complete this section of work, explicit relations are provided for the angles aab, 
/3ab, in terms of the nanotube chirality indices (n, m); these relations allow for trivial 
computation of the curvature effect (2.94). These relations are original to this work.
Using the defining relation aab =  7rRa6 • C /j/jC /ip , and definitions (2.3) and (2.6), 
it is found after some simple algebra that:
^11 =  ^ .,9 , (2.97)
0:12 =  %—n ----- 9 l  , (2.98)
n^ + m? + nm
n
+ m? + nm
m
n^ + m? + n m<*13 =  ' (%.99)
Using the scalar product Hab * — cos^ablRabllC/ij, it is found that:
cos ^ 11 =  - ^ - ^ = = = ^ = =  , (2 .100)
^ V # +  +  nm
C0S^12 =  ^ - = = 2 = = =  , (2.101)
^ + in  -f nm
cos A s =  ^  /  -2 , ^  ■ " (2 .102)2 V -f 4- nm
To proceed further with this model, values must be obtained for the quantities 
'jQ =  \VppTi\ and Vppa/VppT^. Saito et al. [1992b] obtained values VppT^  =  —3.033 eV 
and Vppa- — 5.037 eV, by fitting a non-orthogonal sp^ tight-binding model of graphene 
(as ‘2D graphite’) to measurements of the energy gap at high symmetry points in 
the Brillouin zone of graphite. These parameters imply VppafVppT^ =  —1.661. Cao 
et al. [2001] presents values VppT^  =  —2.77 eV, =  4.37 eV for an orthogonal sp^s* 
tight-binding model, with the parameters adjusted to fit experimental reflectivity and 
photoemission measurements. These param eters imply l^cr/lppTr =  —1.578. Ding et al. 
[2003] used values of =  —2.67eV, Vpp^ =  5.86 eV for a sp^ tight-binding model, the 
parameters adjusted to fit experimental measurements of carbon nanotube bandgaps. 
These parameters yield a larger ratio, =  —2.195.
One may note tha t choice of 70 affects only vertical scaling of the energy bands. In 
Figure 2.21 plots band-gaps En  and E22 computed using Equation 2.94 against exper­
imental measurements of the same transition energies reported by Bachilo et al. [2002]
for thirty-three nanotube species of diameters 0.6-1.3 nm. It is taken th a t 70 =  3.033 eV
and Vppcj/VppT  ^ =  —1.6, consistent with the values reported by Saito et al. [1992b] and 
Cao et al. [2001]. It is seen th a t the predicted ‘spread’ in transition energies (around the 
fundamental 1 /d t trend) is too small to model the experimental results. E n  energies 
are also systematically underestimated by ~  100 eV whilst providing broad agreement 
with E22 energies. Increasing Vppa/Vpp-j^ to —2 (consistent with param eters provided by 
Ding et al. [2003], as above) leads to a small reduction in spread (and therefore worse 
agreement with experimental data). Figure 2.22 plots comparison between calculated 
and experimental E n  and E22 transitions taking 70 =  3.509 and Vppa/Vpp-^ =  —1.1. 
70 was chosen to provide a least-squares best fit for En  energies. It is seen th a t there 
is improved agreement, between model and experiment, for En  transitions, compared 
to Figure 2.21. The discrepancy between model and experimental En  energies is less 
than  30meV for tubes with dt > 0.8 nm. Although these parameters improve the fit to
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Figure 2.21; Comparison between computed optical transition energies E n  and E 2 2 , using 
the curvature effect model described within the text (filled symbols), and experimental spectral 
data due to Bachilo et al. [2002] (open symbols). The curvature effect model uses parameters 
7o = 3.033 eV and VppajVppT  ^ = -1.6.
E ll  energies, the E 22  energies are fit poorly. It should be considered, however, tha t the 
experimental results contain many-body effects (and are excitonic transitions) whereas 
the present calculations assume transitions between free bands (excitonic effects are 
neglected).
It is interesting to compare the present model to results presented in the literature 
for an ‘extended tight-binding’ model, incorporating four orbitals per atom (an sp^ 
model), and allowing for bond-length relaxation [Samsonidze et al. 2004b, Popov 2004]. 
Samsonidze fits computed E n  and E 22  energies to the Bachilo et al. [2002] experimental 
measurements after applying a simple correction to account for many-body effects; 
Samsonidze writes -k A E n  with A E n  =  A 4- B /A  (A is the
nanotube diameter and A , B  are fitting parameters); an equivalent relation is assumed 
for E 2 2  energies. Samsonidze finds A  ~  0.13 eV and 0.28eV, and B  =  0.11 nmeV and 
—0.03 nm eV, for E n  and E 2 2  energies respectively. Figure 2.23 shows E n  and E 2 2  
transition energies, computed using the present curvature effect model (Equation 2.94), 
with a correction of the form A E ^  =  A ^  4- B a jd t,  again compared to the experimental 
data by Bachilo et al. [2002]. A n, B n  and 70 have been fit by a least-squares regression 
between the model and experimental data. It is fixed that V^pa/Ipp7r =  —1-1. The fit 
parameters are 70 =  4.299 eV; A n  =  0.147eV; B n  =  —0.375nmeV; A 2 2  =  0.349 eV; 
B22 =  — 1.07nmeV. This yields an average absolute discrepancy between modelled and 
experimental E n  and E 22  values of 14meV and 9 meV, respectively. This appears to 
yield accuracy consistent with the model of Samsonidze et al. [2004b]. The fit value of 
70, here, appears to be unphysically large, however.
Figure 2.24 compares the curvature effect correction, given by Equation 2.94, to 
the orthogonal 7r-orbital only tight-binding results. It is taken that 70 =  3.033 eV and 
Vppa/ypp-jT =  —0.9. It is clear that the curvature effect correction is generally larger 
for nanotubes of smaller diameter (and, consequently, greatest deviation from the fiat 
graphene ideal). The absolute magnitude of the corrections are similar for E n  and
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Figure 2.22; Comparison between computed optical transition energies E n  and E 2 2 , using 
the curvature effect model described within the text (filled symbols), and experimental spectral 
data due to Bachilo et al. [2002] (open symbols). The curvature effect model uses parameters 
7o = 3.509 eV  and Fppcr/Fpp-n- =  —1-1.
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Figure 2.23: Comparison between computed optical transition energies E n  and E2 2 , using the 
fitted curvature effect model described within the text, and experimental spectral data due to 
Bachilo et al. [2002]. A correction function is applied to computed energies in order to model 
many-body effects; see discussion in the text.
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Figure 2.24: Comparison between computed optical transition energies E u  and E 2 2 , for an or­
thogonal TT-band tight-binding model, with and without the additional curvature effect correction 
given by Equation 2.9f . It is taken that 70 =  3.033 eV  and Vppa/Vpp ,^- = —0.9.
E 2 2  bands; for the sixty-nine nanotube chiralities considered in the figure (nanotube 
diameters 0.5-1.5nm), the median curvature-induced correction is 0.028eV for both 
E ll  and E 2 2  transitions (to 2 significant figures), with minimum-maximum ranges of 
0.003-0.215 eV and 0.001-0.269 eV respectively.
Figure 2.25 plots the complete electron band-structure for an (8 ,1) carbon nanotube 
(which displays particularly large curvature-induced correction). Displayed are the 
band-structure with and without the curvature effect model included, across the one­
dimensional Brillouin zone. The curvature-induced shift in band energy is also shown 
(scaled by a factor of 10); curvature effects generally lead to a lowering of the band- 
energies, by a maximum of 104 meV at k  =  0. The minimum gap is red-shifted (negative 
curvature induced effect), although the second gap (corresponding to E 22  transitions) 
is blue-shifted (positive curvature induced effect).
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Figure 2.25; Comparison of the band structure for an (8, 1) carbon nanotube, calculated using 
the TT-band tight-binding scheme, with and without the curvature effect model; also displayed is 
the absolute difference between the band structures. Energies are plotted over half of the fully 
extended one-dimensional Brillouin zone.
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The Bethe-Salpeter Equation
3.1 Overview and motivation
The current state-of-the-art for exciton calculations in the solid state involves solv­
ing the Bethe-Salpeter Equation, a defining equation for the exciton wave-function and 
creation energy, typically derived from many-body perturbation theory [Salpeter and 
Bethe 1951, Onida et al. 2002; 1995, Rohlfing and Louie 1998b;a]. The Bethe-Salpeter 
Equation (BSE) considers the exciton to be composed of a superposition of interacting 
electron-hole pairs, and computes the electron-hole Coulomb interaction to leading or­
der, including the direct and exchange interactions (the direct interaction is a  virtual 
process in which the electron and hole exchange a virtual photon; the exchange interac­
tion is a virtual process describing electron-hole recombination into a photon, followed 
by electron-hole pair production (with exchanged momenta) by the same photon). The 
electrons and holes are in fact quasiparticles (quasielectrons and quasiholes) which are 
bare electrons and holes dressed by a ‘self-energy’ corresponding to their interaction 
with the background material electron liquid [Onida et al. 2002].
Hanke [Hanke and Sham 1979] demonstrated the first application of the Bethe- 
Salpeter method to solid state systems, computing the dielectric function of silicon 
with a tight-binding-like representation of the one-electron functions. The modern 
ah initio  technique, for solid-state materials, was developed in the late 1990’s [Onida 
et al. 1995, Rohlfing and Louie 1998b], where the GlT-approximation [Hedin 1965] is 
first used to calculate approximate quasi-particle wavefunctions and energies (the G W -  
approximation represents the state-of-the-art for computing properties of non-excitonic 
optical properties, see Onida [Onida et al. 2002] for a comprehensive review of this 
technique). The Bethe-Salpeter Equation is then used to account for the bound-state 
interactions between these quasiparticle states.
Today several publicly accessible computer codes exist to perform full ab initio  
BSE calculations [Marini et al. 2009, Gonze et al. 2009], however these rely on the 
ability to accurately express the single-particle quasiparticle wavefunctions by a super­
position of plane-waves. For carbon nanotubes this means having to include the full 
one-dimensional unit cell, which as has been previously pointed out, can contain 10^- 
10^ atoms. This is computationally demanding. Standard plane-wave calculations have 
complexity in the GkF-apprixmation th a t scales as the fourth-power of the nanotube 
diameter, and linearly with the length of the one-dimensional cell [Chang et al. 2004; 
2005], and ab initio  excitonic calculations for carbon nanotubes have so far appeared 
for only a small number of nanotube chiralities (those tha t happen to have particu­
larly small one-dimensional unit cells) [Spataru et al. 2004b;a, Chang et al. 2004; 2005, 
Maultzsch et al. 2005]. These are the (6,4) [Maultzsch et al. 2005] tube, (3,3), (4,2), 
(5,0) and (8,0) tubes [Spataru et al. 2004a], and the (4,2) tube [Chang et al. 2004].
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The largest of these tubes has a diameter of just 0.69 nm, which is smaller than those 
typically seen in optical experiments [Bachilo et al. 2002]. Given tha t the non-excitonic 
optical properties of carbon nanotubes are known to have a strong chirality dependence, 
given their limited scope these ab initio  calculations cannot therefore be expected to 
provide a full insight into the excitonic effect in carbon nanotubes.
A number of groups have made progress with this problem using a tight-binding 
scheme to compute the approximate one-particle wavefunctions and energies (and util­
ising the Bethe-Salpeter Equation to  compute the interactions between these states). 
Ando [Ando 1997] was the first theoretical treatm ent of excitons in carbon nanotubes; 
tha t work used a k-p approximation to compute approximate band-structures and one- 
particle states. It provided the first theoretical prediction of the large binding energy of 
excitons in carbon nanotubes. Although qualitatively justified, the k -p  approximation 
is limited in accuracy to k-states close to the Fermi energy and does not provide quan­
titative accuracy when compared to experimental results [see Ando 2005, Figure 28]. 
The carbon nanotube Brillouin zone, mapped onto the graphene zone, has two energy 
minima close to the K and K ' points. However, the k-p method was formulated in a way 
th a t the electron-hole interaction could only be computed for intra-valley electron-hole 
interactions; the inter-valley interaction (which is responsible for fine structure of the 
exciton states [Ando 2006, Jiang et al. 2007a]) was only approached qualitatively, by 
assuming a constant interaction strength for all inter-valley contributions [Ando 2006].
A series of papers following Jiang [Jiang et al. 2007a] (see refs [Sato et al. 2007, 
Araujo et al. 2009, Miyauchi et al. 2007] for later associated work using the same model) 
introduced a tight-binding model tha t could deduce the excitonic optical resonances in 
carbon nanotubes to good accuracy [Sato et al. 2007], by employing corrections to 
the one-particle energies to go beyond the simple jr-orbital tight-binding scheme and 
account for the curvature of the nanotube surface, and rehbridisation of the tt and sp^ a  
orbitals [Jiang et al. 2007a]. However, this curvature correction was only applied to the 
single-particle energies, and not to the m atrix elements of the electron-hole interaction, 
which were determined only using a single 7r-orbital model.
Furthermore, these existing models have all performed calculations assuming zero 
tem perature, and a vanishing background of excess excitons or free carriers. It would 
be most advantageous to be able to consider finite tem perature and carrier populations 
in exciton calculations, in order to provide fundamental theoretical interpretation for 
recent experiments that have considered exciton-exciton interactions, and the photolu­
minescence spectrum under high optical pump intensities and large exciton populations.
In this chapter, a derivation is given for the Bethe-Salpeter Equation. The m atrix 
elements of the exciton interaction and the quasiparticle self-energy are computed using 
the generalised tight-binding scheme developed in Chapter 2.
3.2 Background principles
The central purpose of this chapter (and, this thesis) is to describe the behaviour of 
an interacting electron gas. The entire electron system is taken to be described by a 
many-particle wavefunction TF(ri,r2, r g , . . .) ,  which is assumed to be an eigenstate of 
the many-body Hamiltonian
H  = Ê o -C V ,  (3.1)
where È q is the single particle Hamiltonian, describing the kinetic energy of an indi­
vidual electron, plus its interaction with the ionic lattice; V  represents the Coulomb
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interaction between pairs of electrons within the gas. Specifically,
=  +  (3-2)
i i ionsj
where the index i iterates over electron coordinates r^, and R j iterates over the ionic 
centres. f /( r  — Rj) is the ionic potential for the ion at Rj. In this work, no specific 
form of U (r) will be considered. However, it will be assumed th a t U (r) has spherical 
symmetry and is identical for all atoms.
The electron-electron Coulomb interaction is
y (3-3)
where the sum is over all pairs of electrons i and j ,  and the factor of |  avoids double 
counting of the interactions, n  is the dimensionless static dielectric constant (relative 
permittivity) and e is the electron charge.
One should note tha t the ionic cores are assumed to lie at fixed positions (Born- 
Oppenheimer approximation) and their dynamics are not considered. They are consid­
ered, in this work, as providing merely a background lattice potential U{r — R j) , 
experienced by the electron gas. Some authors explicitly include the ionic kinetic en­
ergy, and ion-ion Coulomb interactions in the system Hamiltonian, and use ion-ion 
interactions to cancel the direct-part of the electron self-energy.
Let us now consider the ansatz for the many-electron wavefunction. In the Hartree 
approximation, one assumes th a t each electron i is described by a one-particle wavefunc­
tion 4>i{Ti), and tha t the many-body wavefunction is the simple product of one-particle 
states:
’Î '( r i , r 2, r 3, . . . )  == J j 0 i ( r i ) .  (3.4)
i
Substitution into the Schrodinger equation yields the defining equation for
the one-particle states:
Eo +  ^  J d r j \ ( f ) { r j ) \ \ { r i ,r j ) ^ ( f ) i { r i )  =  ei<^i(r%). (3.5)
That is, the one-particle states are solutions of the single-particle Hamiltonian, plus a 
background potential established by the background charge-density of all other elec­
trons. Since the background field and the states (fi are inter-dependent, the equation 
must be solved self-consistently. Although the states (fi are not eigenstates of the 
single-particle Hamiltonian H q, and are affected by the self-consistent field, there are 
no correlations between particles; the probability density
I’î '( r i ,r 2 ,r 3 , . . . ) |^  - : ] ^ |0 i ( r i ) l2  (3.6)
i
A better approximation is to write the many-body state as a superposition of per­
mutations of all particles; a Slater determinant:
’Ï '( r i , r 2 ,r 3 , . . . )  =  ^ ^ ( - l) ^ P ( /) i ( r i ) ( / ) 2 ( r 2 )< ^ 3 ( r3 ) - - .  , (3.7)
where P  is the perm utation operator, which permutes the labelling of states the 
sum is over all such permutations, and p  is the number of exchanges o f labels required 
to write each permutation.
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In this work, the many-electron ground state is assumed to be the Hartree-Fock
product (Slater determinant) of one-electron states. The excited state is taken to be a
superposition of excitations of one electron from the valence-band tothe conduction-band; 
hence, the excited state is a superposition of singly-excited Slater determinants.
3.3 Bethe Salpeter Equation via Wick's Theorem ^
The single particle energies are provided by Ho\of) = Ea\of). In second quantisation, 
the single particle Hamiltonian is written
Ho =  y ^ { a \H o \l3 )a + 0 .  (3.8)
Many-body interactions are accounted for by the two-particle Coulomb interaction
=  (Û '|y |/m ) j+i+Zm  (3.9)
ijlm
where, using (r\i) — 4>i{r), the Coulomb potential is
{ij\V\lm) = Vijim = ~  J J  M  d r d r ' . (3.10)
The complete many-body Hamiltonian is therefore
È = ^ à o  + V ,  (3.11)
and in second-quantised form,
H  = Y i  (“ |ffo|!>> +  i  E  ■ (3.12)
ab ijlm
I introduce a generalised excitation operator
6 + = a + M . (313)
that can be used to construct a total exciton creation operator,
=  (3.14)
ga
We want to find the total energy, E, of the excitonic state, B+ |$ ). The Schrodinger 
equation then reads, |4») =  E B '^  |4>); or, alternatively,
B { È - E ) B +  = 0 .  (3.15)
Expanding the exciton operators and the to tal Hamiltonian, this equation can be con­
sidered in the form
^  ^  (0:1 Ao +  0  -  S |$ p  =  0 , (3.16)
ga vr
where the notation after Eisenberg and Creiner [1972] is th a t |$^) =  |$ ) (sub­
scripts in the ket correspond to annihilated states, while superscripts in the ket corre­
spond to created states). In the following it will also be understood tha t expectation 
values of operators are to be taken in the Hartree-Fock ground state: (O) =  (4>|0|4>). 
We will also introduce the number operator ha =  oc^ cx. such tha t {ha) =  Ua, and Ua is 
the number of particles occupying state a  in the ground state {$).
By expanding the Hamiltonian operators, and computing elementary m atrix ele­
ments between the single particle excitations (contained within each B"^), I will now 
proceed to derive the Bethe-Salpeter Equation.
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3.3 .1  Matrix elem ents o f th e  single-particle Hamiltonian ^
The m atrix elements—between one particle excitations—of the single particle Hamil­
tonian in (3.16) are
(m+<^o+ ot+!.> (3.17)
a,b
Using Wick’s theorem [Gandin 1960], I expand the general m atrix element on the right
as:
{fi^aa^hr'^ iy) =  (p'^cr) {a^b) (r+z/)
4- {p^cr) {a^i') (&T+)
-F (p+i/) ((7a+) (6r+)
-b (p+i/) (a+6) ((TT+) '  ^ ^
-  (p+a+) (a+z/) (o-r+)
4- (p+6) {(ya^) {r'^v)
By construction, cr and r  represent states in the conduction-band, whilst p  and v  
represent states in the valence band. Hence, cr ^  ji and r  ^  v, and (p"*"cr) =  (t'^z/) =  
0. It follows that three of the terms in the above expansion vanish identically. The 
remaining terms contain factors of either (crr'^) or (p"^z/), which are non-vanishing only 
on the diagonal ( r  =  cr, z^  =  p). Subsequently, and completing the summation over 
states a and b explicit in (3.17), I obtain
> (319)
which is the final result. The Kronecker-delta imposes that the m atrix elements of 
H q are diagonal between excitations 6 ^  and 6+ .^
3 .3 .2  Matrix elem ents o f the Coulomb potential ^
The m atrix elements of the Coulomb potential are:
=  5 E  { g ^ < ^ j^ r im T + v )  , (3.20)
ijlm
I now evaluate (p'^crj+z+Zmr’^ z/) using Wick’s theorem [Gaudin I960]. The oper­
ator product contains four creation operators, four annihilation operators. Since each 
annihilation operator can be paired with each creation operator in a to tal of 4! =  24 
distinct permutations, the expansion by W ick’s theorem will provide 24 distinct prod­
ucts of contractions. Since we are imposing tha t states cr and r  are in the conduction
band, and states p  and z/ are in the valence band, any element (p'^cr) or (r'^z/) both
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vanish. After expanding the full m atrix element, I find fourteen non-vanishing terms:
(crj^) ( i^ l)  {m r'^)
-  (p+z/> { i^m )  (ZT+)
+ (p+z/)
+  (P"^z/)
-
— (p+i/) 
+  (p^Z)
+  (m^ z)
— (p'^Z)
—  (p*^ Z) 
+  (p'^m
—  (p'^m
—  (p'^m 
4- (p'^m
j+ m )  ((tZ+> (Zr+) 
j'^m ) {i^l) {(JT^) 
j ^ l )  ( i ^m)  (ŒT+) 
i+Z) (cT2+) (m r+ ) 
(cT2+) (m r'^)
j'^m ) {i^v)  (o’t'*') 
OJ+) (Z'^z/) {m r'^) 
(J+Z) (Z+z/) (o-r+) 
Ü+Z/) (Z+Z) (ZTT+) 
(;+z/) (aZ+> (ZT+) 
(zr;+) (Z+z/> (ZT+)
(3.21)
Off-diagonal terms have p  ^  v, a  ^  r . Hence, for off-diagonal m atrix elements, the 
contractions (p+z/) and (crr+) vanish. This removes ten terms from (3.21)—terms 1-6, 
8 , 9 , 11, 12—and off-diagonal m atrix elements are therefore:
(p+zTj+Z+ZmT+z/) =  5 ^  Vijim <2  /  V
ijlm
dgidji/ôffiôjjiTn^ni/(l. 71(3-)(1 rz^)
^gl^cTj^ui^mr'Cl'gif Z^cr)^ '^(l ^ t)
dgm^jvdaidlr'i^gyi'vif- Zl<j)(l TZ.^ )
4" dyi_jjiô(jjdiijôi-j-n^{\ tZ(j)tZj/(1 rz^)
— 2 ^vagr ^avrg  4” Fj/crr/i} ZZy^ TZ;/(l 7Zo-)(l rz^ -)
— {y^uarg ^vagr) ^//^i/(l ^<r)(l ^ r)  • (3.22)
On the first line I expanded out all thermal-averages of pairs of operators. On the final 
line I used the relation h i234 — V2143, which follows from the definition of the Coulomb 
m atrix element.
For diagonal m atrix elements—th at is, the Coulomb m atrix elements with p  =  z/ and 
r  =  a—all fourteen term s in (3.21) must be evaluated. By expanding each contraction 
(&+b) =  (1 — (bzz"'")) =  ôabna, and then performing the summation over states i , j , l m .
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I obtain;
(indices i , j )
' Vlalangil -  n ^)n ;(l -  Ua)
Ff(Taz^/z(l no-)?Zj(l ’ria)
"b '^ ajaj'Cl'gCljiX ^cr)(l ^ 0-)
"b rify)
^cr)
"b F^ /x/XCT^ /x^ /i(l ZT-o-)(l
”b TZgr)
~  ^gjgjfl'gClj'^gif- ~  ^a)
f (^T/xa )^Lt(l ^<r)zT'/i(l n-o-)
ZZg-)
a^gag^ gCl'gif ZZ^r) ( l TZ^-)
"b V^ aagl^ gif ^cr)rz^(l ZZ^-) ^
(3.23)
' 1-3 f-j ^^ ZZj
=  ZZ^ (1 -  ZZ^ ) <
4 E % .
ij
+  ^aiai Zli(l ~  ZZ<j) ~ g ig i  ZZ^ ZZ^
ZZ^ (1 ZZcr)
This result has made use of the definition
V1234 =  V1234 — ^1243
(3.24)
(3.25)
This final result has a clear interpretation. There are four main components, each 
representing the Hartree-Fock interactions (Coulomb and exchange interactions) be­
tween groups of states. The summation over term s Vijij is the sum of all Coulomb 
interactions between pairs of electrons existing in the non-excited state |4>). The terms 
containing Vaiai represent interactions between the excited electron state a  and all par­
ticles in the non-excited state; it represents the self-energy of the non-excited state. 
The sum over terms V^i^i represents the interaction between the removed electron p  
and all particles in the non-excited state. This term  is subtracted since the state p  has 
been removed from the system; we can also interpret this as the interaction between 
the hole p  and the non-excited state, with the negative sign arising from the attractive 
Coulomb interaction between electrons and holes. The final term  V^ x^cr/i can be inter­
preted as the interaction between th ^ le c tro n  a  and hole p; otherwise one can see this 
as a correction to the component Vaiai since, during the sum over occupied particles i, 
the state p  should be missing.
3.3 .3  Matrix elem ents o f the total energy ^
The final components to evaluate are the normalisation elements, E  (z/'^rcr'^p). The 
expectation value is easily evaluated with Wick’s theorem. An immediate expansion is:
(p'^zTT'^z/) =  (p ’^ zr) (r+z/) -b (p"^z/) (zjr"^) . (3.26)
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Since it is imposed th a t v  ^  t  and u ^  [i, the first term  on the right-hand-side must 
vanish, yielding:
E  {p'^crr^i') =  E  d^^dra n ^ l  -  Ua) . (3.27)
Thus, these overlap elements are diagonal between excitations 6 ^  and 6 ^ .
3.3 .4  T he B ethe-Salpeter Equation
In accordance with the standard definitions [see ref M attuck 1992, section 4.7] I firstly 
define the quasiparticle energies
Sa = Ea +  Eg , (3.28)
which is the sum of the bare single-particle energy Ea, and the Hartree-Fock self-energy
Ea =  ^  {Viaia ~  Viaai) ZZ* • (3.29)
i
The first term  of the self-energy is known as the direct interaction; the second term  is 
the exchange interaction [Mattuck 1992]. The quasi-energy of the unexcited state is
^   ^EiHi -f- 2 ^   ^(y ijij ^ijjÙ  ZZiZlj . (3.30)
i ij
One should note tha t this is not simply the sum of quasi-particle energies s*; Eo ^  Y li  6*.
If Eu  is the to tal energy of the to tal excited state B+, I further define the excitation
energy
Clu — Eu — • (3.31)
By reassembling the previous relations, we then obtain the Bethe-Salpeter Equation:
(3.32)■[^^(l ZZa) ZZ^ } ^  ] Cy;/W-o'/UTZZx/( 1 ZZ^-) — CluC^a-
Equation 3.32 is the final result of this section. It defines the central problem of this 
thesis for it is the defining equation for the exciton wavefunction C)xa and the exciton 
creation energies Q,u- The remaining sections of this chapter will examine how to 
evaluate the Coulomb m atrix elements 1^ 1234 using the tight-binding theory developed 
in Chapter 2.
One should note th a t within this presentation of the Bethe-Salpeter Equation, the 
Coulomb m atrix elements contain no representation of screening beyond the static di­
electric constant k  in (3.10). In Section 4.7, an expression for the dielectric function 
e ( q ,  u )  will be derived. In Section 3.5 it will be shown how the Coulomb m atrix elements 
V1234 may be represented in terms of the Fourier transform of the Coulomb potential, 
y ( q ) .  We will then assume, consistent with previous work in the literature [Ando 1997, 
Jiang et al. 2007a] tha t we may make the replacement y ( q )  -4- y ( q ) / c ( q ,  w ) ,  in order 
to capture dielectric screening effects. The validity of this approximation will be fur­
ther discussed in Section 8.5.6.2, once a fully dynamic treatm ent of the Bethe-Salpeter 
Equation is considered in Chapter 8.
3.3 .5  B ethe-Salpeter Equation for the carbon nanotube
We have so far derived expressions for Hamiltonian m atrix elements between arbitrary 
excited states |4> )^ and |$^). We now take th a t u and p  correspond to valence-hand
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states (which are occupied in the ground state |$ )) while r  and g are conduction-band 
states (and unoccupied in the ground state).
For our solid state model, each state index represents three main quantum  numbers: 
the Bloch wave-number, k; the spin of the state 77 G { tT } ; the label s where s =  +1 
for conduction band states and s — —1 for valence band states. Hence, u =  (5 ^, ky).
In our optical exciton approximation, we have assumed that for any single particle 
excitation c+Cr 1^), kj, =  k^. Also, Su — —1, Sr =  +1, by design. Thus, the total 
excitation can be written
1^) — l^n) =  k^T>4-r?- < ^ + k r ? + 1^) (3.33)
T7+TJ- k
For brevity, let us combine the crystal momentum and spin indexes into a single 
quantity, p  =  (k, 77). Then, combining our results for the quantities (4»J|Ê |$^) and 
writing
( < | . f f | ï ' „ )  =  n „ ( < |< >  (3.34)
implies the m atrix equation
[^ +k7)-|- — k77_] V’krj+ry- ~  ^  V’k'zy+T)- ~  '0k77+r7_ (3.35)
k'
We have set the ground state energy to zero. This equation is known variously as 
the Tamm-Dancoff Equation, or, the Bethe-Salpeter Equation (more specifically, the 
Bethe-Salpeter Equation in the ladder approximation). It is the central equation of 
many-body exciton theory, and this is the equation which we must solve in order to 
identify the exciton envelope function and the corresponding energy fin-
To complete the analysis of this equation, we must now examine its properties with 
respect to spin.
3.4 Spin and the Bethe-Salpeter Equation ^
3.4 .1  Spin
The Hartree-Fock excited state is composed of a superposition of one-particle verti­
cal excitations, in which a single electron is removed (annihilated) from the valence 
band (with wave-number k) and inserted (created) in the conduction band, at the same 
wave-number. The elementary excitations are represented by the excitation operator 
^iv+T)- =  ^+kr?+‘^ -krj_- 'f'kis is applied to the ground state |4>) with appropriate proba­
bility amplitude '0 kr;+?7_ •
For a given excitation, the spin of the annihilated electron is 77-  and the spin of the 
created electron is 77+. The electron can be promoted from valence to conduction band 
either with its spin orientation unchanged, in which case 77+ =  77- ,  or, w ith its spin 
orientation flipped so tha t = —rj-. The elementary excitations therefore fall into 
two classes: and are classed as parallel excitations; and are classed
as anti-parallel excitations.
We must consider how these different types of excitation interact. Since the potential 
energy operator V  is spin-independent, the Coulomb-interaction m atrix elements are 
separable into spin and spatial integrals:
^ijlm — i'ni'Hjl'ni'nm) drjjrjm (3.36)
The potential energy itself is
Vijim = {(l>i(t>j\V\Mm) = j j  4>*i {r)(f>*jir') y ( r ,  r ')  0 /(r)0 ,„(r') d rd r ' (3.37)
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and the spin overlap is (T7mj|z7zZ7m) =
The excitation envelope factors he organised into a column vector iff
which is sub-divided into four spin orientation parts, i]P =
can be compacted further by combining parts into parallel and anti-parallel components,
T
This
writing
i T
being the parallel part and
the anti-parallel part. The Bethe-Salpeter Equation itself can be 
written M-0” =  where M  is the m atrix of Hamiltonian m atrix elements. As
shown in the previous sections, all off-diagonal elements of M  are Coulomb-potential 
matrix-elements taken between a pair of one-body excitations. Since the orthogonality 
of the spin states means tha t
(tt I tt) = (tt I tt) = (tt I tt> = (UI tt) = 0 (3.38)
it follows tha t all Coulomb-potential m atrix elements vanish when taken between paral­
lel and anti-parallel excitations. Therefore, M  is block-diagonal and the Bethe-Salpeter 
Equation assumes the form
0 ■ 
0 (3.39)
As a consequence, it is possible to write the Bethe-Salpeter Equation separately for 
parallel and for anti-parallel type excitations.
3.4 .2  Spin and the quasi-particle energy
Inspection of (3.35) shows that the diagonal elements of M  contain the non-interacting 
quasi-particle gap £+kj7+ — where the quasi-particle energy is Egk?) =  Egk +  Egk?;,
with Egk the (spin independent) independent particle energy, and its self-energy. 
For a generalised state Z, the self-energy is
Ex — i y i j i  y u j ) (3.40)
where we write j  € 0  to mean tha t the state j  exists (and is occupied) within the 
Hartree-Fock ground-state, 4>. By (3.36), the Coulomb energy part is Vjiji =  5r^ jr]j 
Vjiji, and necessarily survives for all spin combinations. However, the exchange energy 
part Vjiij =  0r]jT]i only survives as long as % =  t];. The sum over states j  G #  is a 
sum over 2Nk levels, where N k  is the number of fully occupied, doubly-degenerate levels 
characterised by a single wave-number k. For the quasi-particle energy of a specific state 
Z, the kronecker delta ôrjirjj is unity for only one in every two states j .  Therefore—and 
expanding to full quantum-numbers—the self-energy becomes
Egk — ^  ] (277—k',sk,—k',sk 77_k',sk,sk,—k') (3.41)
k'G4>
This expression is consistent for both parallel and anti-parallel excitations.
3.4 .3  T he Hamiltonian matrix for parallel excitations
Parallel excitations are described by the envelope and are described by the Bethe- 
Salpeter Equation The elements of are (4*^|JT|$^), where
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1$^) indexes the column and indexes the row; Schematically,
for parallel excitations, the Bethe-Salpeter Equation has the form
( + k ' t , - k ' t |^ |+ k t , - k f > (-j-k't', —k 'f  \H\ -f k4-, —kj.) ^ktt —  O
—k^4-1-^ 1 d- kf", —k'l') (-fk^4-j ~k^4' 1 1^ d* k4-, —k^) ^kU
- &
^n(A) ^n(A)
(3.42)
which shows the appropriate mixing of spin orientations in each quadrant of M ^ . For 
clarity, we have written the m atrix elements as {a,pi\H \T ,v) =  and from
Section 3.3 we know that these are
—  — V v a - H T  +  K / o - r / i  +  { S c
= -V:uafjLT r^ju,rifi d- VuaTfi T^]i,,rir r^]a,r]ii d" (^ cr /^x) (3.43)
Taking into account the orthonormality of the spin-states, it is clear th a t not all terms 
in (3.43) survive in all quadrants of M"^. Evaluating the Kronecker deltas we find that, 
schematically, the components th a t do survive are:
M ' '^ uaiJ.T d“ VvaTfJi d" (^cr i^/) /^xi/*^ctt '^ uaTfi
'^ l/CTTH '^ uafiT d“ Vi/cTfj, d“ {S(j
(3.44)
has the quasi-particle band-gap on the diagonal; the  exchange energy v ,^ (jth exists 
everywhere (it mixes all parallel-class excitations), while the Coulomb energy —Vuaiir 
exists only for mixing between states of identical spin-orientation (it exists only in 
the top-left and bottom -right quadrants of M ^ ). More precisely, the Bethe-Salpeter 
Equation for parallel excitations is:
(c+k — C-k) V >ktt~y^ ('î^-k',+k,-k,+k''0k'|t d" U_k',+k,+k',-k {V'k'ft d" — ^nV^kft
k'
(3.45)
We can construct a simultaneous, parallel equation for the envelope by inter­
changing o  V'kij, in the above. We should also note tha t (3.45) shows an explicit 
coupling of ( t, t )  nnd (4-, ^) excitations, through the exchange interaction.
3 .4 .4  T he Hamiltonian matrix for anti-parallel excitations
Anti-parallel excitations are described by the envelope satisfying the Bethe-
Salpeter Equation . Spins are arranged as in the following:
(-f-k^tj —k^4-1-^ 1 d- k t , —k4) (4-k^t) —k^ 4- l-^l +  k4-, —kj") '^ku o ^kU
(-t-k'4-5 —k^t \H\ +  k f , —k^)
'-----------------------------------------
(-f-k^i, —k 't  |77| +  kj., —k t) V’kit
^n(B) ^n(B)
(3.46)
Again, we have
(cr, p| Ajr, v )  — — Vi/(Xfir ^T]u,r]^ ^'na,r]T d~ V i/a rfi d* (^ cr /^x) ^ a r
(3.47)
We see that the exchange term  Ko-tm =  '^nu^ nr r^]a,v,j. vanishes in all cases for anti­
parallel excitations, because in all parts of t/j, ^  rjr and rj/j, ^  rja-. The Coulomb 
term  ^v^,Vr '^va^ir vanishes in the off-diagonal quadrants of since
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it requires — 77^  and rja =  rjr, although it is finite in the diagonal quadrants; hence, 
schematically, looks like
"^vanT "b (^ <T ^v)^iiv^aT 0
0
(3.48)
The Bethe-Salpeter Equation, for anti-parallel excitations, therefore looks like:
[e+Ic — C-k] Vkfj. “  ^-k',-|-k,-k,+k'V’k 't4, ~  (3.49)
k'
There is an identical equivalent equation for the weighting factors
3.4 .5  Total Spin o f  the excited sta tes
The to tal spin operator is 5^, and its z-projection is Sz- We expect tha t for a many-body 
state \S ,M s )  (having definite total spin),
|5^ , Mg) =  S(S' -I-1)^2 IS", Mg) (3.50)
% 1^ , Mg) =  Mg/i [S', Mg) (3.51)
The to tal spin operator can be written [Slater 1960]
-h -  %  (3.52)
where 5+ and S ~  are spin raising and lowering operators, which are defined so tha t
,9+|T) =  0 g - | t )  =  / i |: )  (3.53)
^ + |4 )  =  /i|T) ,S - |i )  =  0 (3.54)
The to tal z-projection of spin is  ^ and may be written
Sz =  ' ^ h (fiakT -  nski) (3.55)
sk
This simply counts the number of particles which are of spin-up, and those which are 
of spin-down. Furthermore, in second quantisation the ladder operators are
~  ^  ~  X 2 (3.56)
sk sk
3.4.5.1 Ground state
For the ground state, <S~ |4>) =  0. This can be understood since all electrons are paired 
(by spin), and any attem pt to move a particle from a spin-up state to a spin-down state 
(or, vice-versa) would violate the exclusion principle; the resultant state vanishes by 
construction. In fact
^  1^) — X I  clkt^-ici. 1^) — X I  <^-kt^-kJ.*^-kt*^ikJ- n  (^ik't*^-k'4.) I) (3.57)
k k kVk
where we have expanded the ground-state into an empty ket |) and the proper product 
of creation operators. The part c t(^ -k i^ -k f" ^ -k i ‘^ -ki^^kt'^ikt'^^ki ^f^er two in­
terchanges, but this contains a squared creation operator (clj^.j,clj^|) which necessarily 
vanishes. This indicates tha t S '^S ~  \^ )  = 0 .
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The z-orientation of spin also vanishes: all states in the ground-state are doubly- 
degenerate due to spin; there are 2A^ occupied states, corresponding to unique 
Bloch wave-numbers. Hence, there are precisely occupied states with rj = t  and 
states with rj =\. and:
I
(3.58)
(3.59)
So, Sz  1$) =  0 and, from (3.52), it follows tha t 5^ |$ ) =  0. Therefore, the ground state 
is a spin-singlet state (with, necessarily. Mg =  0).
3.4.5.2 Anti-parallel excited states
Anti-parallel excited states are |$ ) =  1^)’
The operator acting on the ground state, removes one spin-down particle (from 
the valence band) and creates one new spin-up particle (in the conduction bane). It 
follows, after (3.59), that:
%^kf$ 1^) — 2 XZ ^kti 1^)
k
=  I  ( % - h i ] - % - ! ] )  |$ )  =  / i |$ )
(3.60)
(3.61)
and therefore the excited state |$ ) corresponds to a state with Mg =  4-1. Similar 
considerations show that =  —^ |4>), indicating tha t the state |0 ) is a
state with Mg =  — 1.
The spin of a hole is defined to be opposite th a t of the electron state it ‘occupies’. 
Thus the operation which destroys one spin-down electron and creates a new one 
with spin-up, is equivalent to the creation of an electron-hole pair both with spin up. 
Such an exciton should have Mg =  4-1 (parallel spin-up), which is consistent with our 
finding tha t |$ ) has Mg =  4-1.
To compute the total spin |$ ) according to (3.52), we must evaluate the
ladder operation |$ ). Begin with the action of S~:
^ I ~  XZ ^ ^ i'4-^sk't ^+kt^-ki 1 )^
5k'
=  /i 
=  h
I ‘^ +14‘^ +kt +  *^ik4,^-kt ^+kt^-k4- 1^ ) 
1$) (3.62)
where we have identified the only non-vanishing ladder operations. Now apply 5*  ^ on 
the left:
<^+i4^-k4- ‘^ îk t^ -k t ‘^ +k4.‘^ -k4. ^+kt^-kt 1$)
sk'
=  c^kfc+k:c+k4.c_ki 1^) -  c îk t^ -k i^ k t^ - k t  1^ >
 ^ iA\ (3.63)
(3.64) 
(&65)
— 2h  C_^kt^-kj. 1^)
Thus, we have |$ ) =  2/i^ |$ ). This implies:
5^ 6+ ^ 1$) =  ( s + 5 -  +  S i  -  n s , )  6+ ^ 1$) =  (2 + 1  - 1 )  1$)
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Thus 1$) has 5  =  1, and is a triplet state. Similar analysis confirms tha t |$ ) 
is also a triplet state.
3.4.5.3 Parallel excited states
Parallel excited states are b'^^ |$ ) =  |$ ) and |$ ) =  c^k|C_k4, 1$)-
Both excitations describe the transfer of an electron from valence to conduction
band, with no change in spin orientation. Therefore, the total number of occupied
spin-up (and spin-down) states is unchanged and:
Sz 1^) — f  XZ ~  1^) (3.66)
sk
= ^ ( N k - N i , ) b + ^ m = 0  (3.67)
An identical result is obtained for the excited state |$ ); both correspond to states 
with M s  — 0.
Now we come to the ladder operators. For the state
5  &ktt 1^) =  ^ X Z ^ i ' t ‘^ sk'4-‘^ +kt^-kt (3.68)
sk'
“  ^^+ki^+kt^+kt^-kt (3.69)
~  ^^+kj,^-kt (3.70)
Then applying the 5"^ operator,
^  ^ +k4.^-kt 1^) “  5 Z  ‘^ i ' t ’^ sk'J.^+ki^-kt 1^) (3.71)
sk'
— [^+kt^+k4. +  ‘^ ik t‘^ -k | ^+k4.^-kt 1^) (3.72)
— [^+kt^-kt “  ^+k4.^-kj, 1^) (3.73)
In conclusion, 5 + 5 " 6 j^  |0 ) =  b? -  b ^ ^  |$ ), which shows a certain mixing of 
the excited states on the right-hand side. In fact, use of (3.52) indicates th a t
=  (3.74)
It is clear tha t |4>) is not an eigenstate of the total-spin operator, and does not
have a definite total spin. Similar analysis shows tha t
S2 6 i^ |$ >  =  S ^ ( 6 + ^ - J + , . , ) |$ >  (3.75)
SO  that 14») is also not an eigenstate of 5^. We can, however, construct valid 
eigenstates by taking symmetric and anti-symmetric combinations of the individual 
parallel excitation operators. We define the new excitations
^k(tt-xi.) = ^  (^ktt -  *’ku)
*‘k(n+W) =  (^ktt +  ^k u ) 
and it follows from previous results that
=  (3.78)
(3-™)
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Thus, the anti-symmetric combination, state |$ ), is a triplet state {S =  1,
and—as follows from (3.67)—Mg =  0); the symmetric combination, state 
is a singlet state (5  =  0).
3 .4 .6  Generalised B ethe-Salpeter Equation
We have the exciton envelope with
ÿ "  =
\^ » J
(3.80)
The Bethe-Salpeter Equation is the m atrix equation M-0” =  D.n'ip'' 
We define
T>k,k =  ^+k -  ^-k  
-^k,k' ~  ~'^-k',+k,—k,+k'
^k,k ' =  ^-k',+k,+k',-k
(3.81)
(3.82)
(3.83)
T hat is, D  is a diagonal m atrix of quasi-particle band-gaps; is a square m atrix of 
Coulomb interaction energies; is a square m atrix of exchange interaction energies. 
All three matrices are of size x  N k, where N k is the number of allowed k  states in 
the nanotube. It follows, from the previous two sections, tha t the Hamiltonian m atrix 
is then
D  -f -b K"’
M  =
0
0
D -bK ^
0
0
0
0
D  +  K '
(3.84)
We introduce a unitary m atrix U:
U  =
V 2
T 1 0 0 ■
1 - 1 0 0
0 0 V2 0
0 0 0 V2_
(3.85)
This is unitary because U '^U  =  U U +  =  I, the identity matrix. (U+ is the adjoint of 
U , adjoint meaning the transposed conjugate.)
From the identity matrix, we must have tha t U'*"UM U+U'^’^  =  r2„U'^U'0” . Mul­
tiplying on the left by U  and using UU"^ =  I, gives the transforms Bethe-Salpeter 
Equation We can compute that
U M U +  =
D  -b -f- 2K== 
0 
0 
0
0
D -h K ^
0
0
0 0
0 0
D  +  K^ 0
0 D -l-K ^
(3.86)
which is block-diagonal. Also
(W+U)''
'n
(3.87)
%  /
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where we have introduced appropriate envelopes and to describe the
singlet, and triplet (Mg =  0) excitations, respectively.
This unitary transformation has factored the envelope components into excitons 
of definite total spin; we have three degenerate triplet excitons , V’ti, &nd
corresponding to Mg =  0, +1, — 1, respectively, and which are eigenstates of the m atrix 
D  +  K^; we have a singlet exciton which is an eigenstate of the m atrix D  -f
4- (and which is non-degenerate with the triplet excitons due to the presence 
of the exchange energy 2K ‘^ ).
The similarity in these forms allows us to write a completely generalised Bethe- 
Salpeter Equation, as follows:
(c+k -  E-k) V’kSMs “  XZ ('^-k',-|-k,-k,-hk' ~  V_k',+k,-Fk',-k) V^k'gMg =  i^ kSMs
k'
(3.88)
where <5® =  1 for singlet states, =  0 for triplet states.
3.5 General matrix elem ents in the Bethe-Salpter Equa­
tion ^
All Coulomb interaction m atrix elements in the Bethe-Salpeter Equation may be writ­
ten in the form k^sgk' I ^ 53( k - q ) ( k '+ q ) ) - Using our existing definitions (see 
Equations 2.15, 2.37) this may be immediately expanded as:
^'0sik'052k' I  Û I  ^S3(k—q)^54(k'+q)^ ~
y(r, r') ^  J ]  / ( r - R '+ R - R o c )  0 (r -R '-R o E ) dr
R R' CE
E  E  / ( r '  -  R'" +  R" -  R od) ÿ(r' -  R'" -  R of) dr'
R"R'" DF
(3.89)
The expression involves four-center integrals (that is, integrals taken between atomic 
orbitals based on up to four distinct sites). It is therefore considerably computationally 
intensive, and we should attem pt to look for simplifying approximations. Here we em­
ploy the Complete Neglect of Differential Overlap approximation (CNDO) [Pariser and 
Parr 1953, Pople et al. 1965]. CNDO amounts to making the following approximation:
// (J)*{t  -  R i) /(r '  -  Rj)H(r,r')0(r -  R/)0(r' -  R^) %
<5r<.r, 5r,,R„ j j  |ÿ(r -  R ,)|"y(r,r ')|0 (r' -  R ,)p  (3.90)
This approximation amounts to restricting the Coulomb m atrix elements to include 
only one or two-center integrals (i.e., no more than two distinct atomic sites). This is 
justified physically, if one assumes th a t atomic orbitals are well localised to individual 
unit cells; then, the product 0 (r — Rj)0 *(r — Rj) can be expected to be approximately 
negligible, unless R^  =  Rj.
W ithin this CNDO approximation, the summation parts in (3.89) expand to:
E  E  /  (r -  R' +  R  -  R oc) H r  -  R' -  R oe) =
RR' CE
- R  -  R oa)P  +  siS36’ (k)5(k -  î)|< (^r -  R' -  R o b )P }  (3.91)
R'
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E  <!>'(*■' -  R'" +  R" -  R od) H^' -  R'" -  R o f) =
R"R'" DF
X I  ^  i  |(^(r — R  — R o a )  I +  S2 S/^ h (k')b(k^ +  q) |<^(r — R  — R qb) | j” (3-92)
R"'
Reinsertion into (3.89) yields the expression
«1 V
à / /
V's3(k-q)^S4(k'+q)) ^
' |0 (r -R o A )P |'^ (r '-R -R o A )P
+  5 2 S4 5  (k')5(k' +  q) |</>(r — R oa)P \4*(r' — R  — R ob)| 
+  siS3b'{li)b(k -  q) |ÿ(r -  Rob)P |0(r' -  R  -  R oa)^
+  siS2 S3 S4 6 *(k)6 *(k')6 (k -  q)6 (k' +  q)
X |0 ( r  -  Rob)P |^ {r' -  R  -  R ob)P
> d rd r '
We have made a change of dummy lattice vectors, and cancelled one factor of 1/7V by 
completing a redundant summation over all lattice points.
The Coulomb integrals themselves will be approximated through the Ohno potential,
I j  |0 (r -  Ri)P V(r,r') |0 (r -  R ,)p  drdr' «  l7ohq.(Rj -  Ri) (3.94)
which is dependent only on the separation of the atomic centres. It is defined as
-2 1
Uohno (3.95)
where a  defines the magnitude of Uohno(O) (this quantity measures the interaction 
between two electrons localised on the same atom site); e is the electron charge and 
K the dielectric constant (see Section 3.7 for further discussion of the Ohno potential 
approximation). We must note that, in this context, the inter-atomic distance R ÿ  is 
measured in R^, taking into account the curvature of the nanotube and measuring the 
true atomic separation in three-space.
For conciseness we will also define the lattice interactions
FAB (q) =  XZ ^  Uohno(K' +  R o b  — R o a ) (3.96)
R
with equivalent expressions for all perm utations of sublattices (A ,B). It follows at once 
tha t VaaCq ) =  Fb b (<ï )- This quantity is also real, since the symmetry of the lattice 
{R} means that the summation over lattice vectors may be expanded as:
VAA(q) =  £7ohno(0) +  I E  %hn.(R)
R
— ^   ^cos(q • R ) Uohno(R) 
R
(3.97)
The mixed sublattice terms obey the symmetry V)^g(q) =  F^^(q), and are in general 
complex.
(3.93)
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Substituting these definitions into earlier expressions, we obtain the Coulomb m atrix 
element on the lattice:
^V’sik'0S2k' I F  I V’safk—q)'0S4(k'+q)
1 j  FAA(q) ( l  +  si52S3S4&*(k)6*(k')6(k -  q)6(k' +  q)^
+  (s 2 S4 FAB(q) & (^k')6 (k' +  q) +  8 1 3^ ^A (q) b*(k)b(k -  q)^
Equation 3.98 is the final result of this section. Although the use of CNDO and Ohno’s 
potential have been considered in the carbon-nanotube literature previously (see Pere- 
beinos et al. [2004], Jiang et al. [2007a]), this final expression has not explicitly appeared. 
It therefore forms a key result of this work.
3.6 Specific evaluations o f  matrix elem ents ^
In this sub-section we use (3.98) to write down specific forms for all relevant Coulomb 
m atrix elements appearing in the Bethe-Salpeter Equation.
3.6 .0.1 Self-energy direct interaction
The direct interaction part of the self energy S±k (Equation 3.29) is of the form 
F-k',±k,-k',±k- W ith (3.98) this evaluates to
^ ip - k ' ' i p ± k  F  '0 -k ' '0 ± k ^  ~  ^  { F ^ a ( O )  +  V a b (O )}  (3 .9 9 )
3.6 .0.2 Self-energy exchange interaction
(V’-k'V'±k IV I t e V ’- k ')  «  ^  {''AA(k' -  k) T  R e[l^B (k ' -  k) 6*(k)6(k')]} (3.100)
3.6.0.3 Band-gap r e n o r m a l i z a t i O h
The band-gap renormalization is Ak =  (E+k — E-k)- The previous two results provide
Ak =  ^  E '^ « [ ''A B (k ' -  k) 6*(k)i.(k')l (3.101)
k'
3.6.0.4 Exciton direct Coulomb interaction
(V'-k'V'+k I V I V’-kV'+k') «  2 ^  {vAA(k' -  k) +  Re[RAB(k' -  k)6*(k)6(k')]} (3.102)
3.6.0.5 Exciton exchange interaction
The exchange exciton interaction is F-k',+k,+k',-k, which evaluates to:
(V'-k'ÿ'+k I V I ÿ.+k'V'-k) -  ''ab(O)} (3.103)
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3.7 Som e remarks on the Ohno potential
The Ohno potential [Ohno 1970] was devised as a means of approximating Coulomb 
integrals (matrix elements) of the form
(z/i/|///i) =  ( v v  V  = JJ  \(j)y{r -  Rj,)|^ F(r -  r') \<f)^{r' -  R^)pdrdr', (3.104)
where the labels p , p  represent atom sites and atomic orbitals; R^,, R^  ^ are the atom 
sites and (pi,, (p^ are the atomic orbitals; the form (pp\fifi) is a common notation for 
Coulomb integrals.
There are two common representations of the Ohno potential encountered in the 
literature; these involve either an energy param eter Uq, ov & cut-off length a. The first 
representation is (see, for example, Bursill et al. [1998], Perebeinos et al. [2004], Jiang 
et al. [2007a]):
K (A r) =  = .  (3.105)
Y ( g % |A r |)  + 1
Here Ar is an inter-atomic distance. This yields the form of the Coulomb potential 
y(A r) =  as |Ar| -4- oo. When Ar =  0 (the Ohno potential in this case rep­
resenting an ‘on-site’ energy, the interaction between identical orbitals a t the same 
site), one has V(Ar =  0 )  — Uq. Uq is often described as the Hubbard energy, due to 
equivalence with a param eter of Hubbard’s model for energy bands [Hubbard 1963]. 
(The Hubbard model can be considered an extension of the tight-binding method, in 
which inter-atomic Coulomb interactions are added to the one-electron Hamiltonian, 
the ordinary tight-binding Hamiltonian only including interactions with the lattice (see 
Equation 2.12). The Hubbard model assumes tha t these added Coulomb interactions 
are dominated by the on-site term s {pp\pp) =  Uq, all other Coulomb integrals neglected 
due to their assumed smaller magnitude [Hubbard 1963].)
The energy param eter is usually set to U q — 11.3 eV for carbon t t  electrons [Bursill 
et al. 1998, Jiang et al. 2007a].
An alternative form for the Ohno potential is occasionally encountered [Oshima 
et al. 2010]; one may write
7  visro*
where a is the lattice constant. The two representations are equivalent if
!7o =  — — . (3.107)
K aa
Taking e =  4.803 x 10~^° esu, a =  2.49 x 10“ ® cm, and using 1 erg =  0.624 x 10^^ eV, it 
is useful to note
U oK a =  5 .783eV . (3.108)
3.8 Numerical evaluation o f  the lattice Coulomb interac-
tion: Va a . V ab
The Coulomb lattice interaction is described by Equation 3.96. It is computed by 
placing one atom of the nanotube lattice at the origin, and then computing the Ohno 
interaction—via Equation 3.106—between it, and all atoms within either the A or B 
sublattices. (This potentially includes the self-interaction, defined by the energy U q, of 
repulsion between two electrons at the same atom site.)
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As noted in Appendix B, one may traverse all graphene lattice points in the nan­
otube surface by iterating over multiples of the vectors T  and S (see Section 2.1 for 
definitions^). Thus, the lattice Coulomb interaction VA.B(q) (Equation 3.96) is written
RAB(q) =  % h n .(T , +  Sj +  R ob -  R oa) (3.109)
Ti S,.
Lattice vectors T% locate each ID cell in the hanotube, and are integral multiples of the 
fundamental translation vector T . By construction, each ID cell contains Ng graphene­
like lattice points (see Section 2.1); {S} enumerates these lattice points within the zeroth 
cell.
In principle, {T^} is defined so as to span the entire carbon nanotube. The Bethe- 
Salpeter Equation, and all related quantités, have been shown previously to be inde­
pendent of the nanotube length, A.
To compute VAB(q) numerically, we truncate {T^} so as to represent a truncated 
nanotube of finite length. We truncate {T^} to include an even number of ID cells, 
arranged symmetrically about the origin. This provides us with a finite number of 
lattice points over which to iterate in (3.109). We will describe this truncated nanotube 
length as A t , and the number of ID cells contained within this tube as N’t -  Thus, 
in the numerical computation we allow T j to vary as, — (7Vj’/2 )T  <  <  (iVj’/2 )T .
Thus, the smallest possible truncated nanotube contains the ID cells located at —T  
and 0. We construct a larger nanotube by adding one ID cell to each end of the 
truncated nanotube; the second smallest truncated nanotube contains ID cells located 
at —2 T ,—T ,0 , T .
Since a nanotube can contain a large number of atoms, and iterating over each of 
them is time-consuming in a practical calculation, we wish to maintain N t  as small as 
possible. The following sections examine convergence of the lattice Coulomb interaction 
as a function of increasing A t  and N t , the lattice size.
In Chapter 4 a continuum model for the Coulomb interaction will be introduced, 
which is compatible with the k-p formulation due to Ando [1997]. After numerically dis­
cretizing k-space (into those points for which the exciton wavefunction and Coulomb 
m atrix elements are explicitly computed), expressions for the Coulomb m atrix ele­
ments in the continuum model become independent of the nanotube length A  (see 
Section 4.5). Discretization of k-space also removes A  explicitly from the expressions 
for the Coulomb m atrix elements using the present lattice model (also see Section 4.5). 
However, in the lattice model, such m atrix elements remain implicitly dependent upon 
a nanotube length (or effective, ‘truncated’ nanotube length, as considered here) due 
to the summation over all real lattice points.
In the following sections, the behaviour of VAA(q) and y^B (q) is considered, as a 
function of the truncation length A t  (or the number of ID cells contained within tha t 
length, N t ) . Because the Coulomb interaction is long-ranged, and in the limit of large 
r, Ûohno(r) ~  l / | r |  (see Equation 3.95), it will be seen th a t the lattice summations for 
Vaa and Vab converge slowly (or not at all). Consequently, it becomes necessary to 
take lattice summations over a great number of lattice points.
^In th is section  we m aintain the convention th at th e  term  ‘la ttice  p o in t’ refers to  the poin ts o f the  
graphene-like la ttice, each lattice  point having associated  w ith  it tw o carbon atom s; th e  term  ‘ID - 
cell’ refers to  th e  rectangular hanotube cell, from w hich th e  true hanotube la ttice  is constructed  in  
a linear chain, each ID -cell containing Ng ‘la ttice  p o in ts’ (and 2Ng carbon atom s). Ng is defined by  
E quation 2.8.
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3.8 .1  y ^ ( q ) ,  VAB(q) at q =  0; the exchange interaction
At q  =  0, by Equation 3.109, X^a(O), Vab(O) reduce to direct summations of Ohno 
potentials with no modulation by complex phase terms. (As a consequence, Vaa(O) 
and 1 ^ b (0 )  are both real.) We find th a t this direct superposition does not converge, 
even at extremely large nanotube lattice sizes (large A t ,  N t) -
Figure 3.1 shows evaluation of the quantities Va a (O) and V a b (O ), for the (10,3) 
nanotube, as the number of atoms included in the summation (3.109) is increased. The 
graph is labelled in terms of the numerically truncated nanotube length A t-  Since, for 
the (10,3) nanotube, Ng =  278 and |T | — 5.08nm, the tube has 54.7graphene unit 
cells (and twice as many atoms) per nanometre of nanotube length. Figure 3.1 plots 
computations up to a total nanotube length of ~  2 pm, and it is clear tha t the quantity 
has not converged. Since 2 pm is on the order of common physical nanotube sizes, this 
fact would imply that T^a(O) and T^b(O)—and, hence, the Bethe-Salpeter Equation— 
are sensitive to the size of the nanotube. However, when computing the Bethe-Salpeter 
m atrix equation, 4 ^ a ( 0 ) ,  V a b (O) are only strictly considered when computing their 
explicit difference, A Vo =  V a a (O) — V a b (O). (This defines the magnitude of the exciton 
exchange splitting.) The quantity AVg in fact converges satisfactorily after only small 
A t ,  as shown in Figure 3.2. In tha t figure, the quantity is plotted at increasing A t ,  
at increments of two ID-cell lengths. From the inset to Figure 3.2 it is seen tha t 
AVq is decreasing by no more than 10“ ®meV after considering only sixteen ID-cells. 
For the case of the (10,3) tube, sixteen ID-cells represents 4448 individual graphene 
lattice points. However, by carefully taking into account the inversion symmetry of the 
nanotube lattice, our numerical calculation only needs to explicitly iterate over half of 
these lattice points (2224 points).
In this work, the limit 10~®meV is taken to be a suitable test of convergence, 
since the smallest energy features of direct interest (dark-bright exciton splitting ener­
gies [Mortimer and Nicholas 2007, Srivastava et al. 2008] are known to be on the order 
of 1 meV.
3.8 .2  V^A(q), VAB(q) at q 0
Contrary to the case at q  =  0, we find tha t VAA(q), VAB(q) converge definitely at finite 
q. However, in all cases, as a function of increasing A t , N t , the quantities oscillate 
around their limit (do not converge monotonically). We can understand this somewhat 
from the outset: the general interaction FAB (q) can be written
e“*'^‘t'ohao(Ti +  Sj )  +  Y l  <=os(q • T iW o h U T i )
i< n  i> n
Short range part Long range part
(3.110)
where n defines some cutoff point above which |T„j ^  jSjj for all S j  and, consequently, 
tfohno(Tn +  S j)  % ffohno(Tn)- Equation 3.110 is designed to break-down the original 
definition (3.96) into parts representing contributions at small and large T%. Since the 
set {T j|i >  n} is symmetric (has inversion symmetry) the imaginary part of the phase 
cancels.
The range of T% is determined by N t , the total number of ID cells in the truncated 
nanotube lattice. As N t  is increased, the long range part of (3.110) thus gains an 
additional contribution cos(q • T^)î7ohno(Tm)- As m -A oo, tfohno(Tm) 0 (causing 
a definite convergence). However, the sign of the additional contribution is determined 
by cos(q ■ T ^ ) , which clearly oscillates, with |Tml, between ±1. Thus, the oscillatory
67 /  193
Ch. 3 The Bethe-Salpeter Equation
100 n
80-
0)
S 60-
co AA
O
2 40- AB
-Q  2 0 -
0
1  0-
2000800 1200 16004000
Truncated nanotube length, / nm
Figure 3.1: The computed lattice Coulomb interactions V a a ( O )  and Vab(O), for the (10,3) 
nanotube. These quantities are defined by Equation 3.96 in terms of a summation over all 
nanotube lattice sites {R}. For numerical computation purposes, {R} is truncated so as to 
represent only a particular finite length of nanotube. The graph indicates the numerical results 
as a function of this truncated nanotube length, varying across the range 0-1000 nm, indicating 
the poor (slow) rate of computational convergence.
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Figure 3.2: The computed difference of lattice Coulomb interactions (Va.a(0) — Vab(O)), for 
the (10,3) nanotube. Computed values are plotted at increasing nanotube lattice sizes (truncated 
nanotube length A t) showing fast convergence. The inset graph plots the (absolute) incremental 
variation in the computed interaction strength, as the computation is increased by one unit. This 
means extending At by 2\T\ (the addition of one unit cell each to both ends of the truncated 
nanotube, and increasing N t  by 2).
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convergence behaviour is explained. However, it is useful to determine the period of 
this oscillation.
W ith q  =  (ç, Mg) (see — for explanation of nanotube momentum), and writing 
q =  27tA/T, with |A| < 1  (that is, expressing g as a fraction of nanotube cutting- 
line width), and writing Tm = m T ,  the phase contribution is cos(27rmA). Thus, the 
oscillation undergoes a full period after increasing N t  by 1/A =  2Tc/qT. Thus, the 
oscillatory period is small for large q (and vanishes at g — 0 as we have seen in the 
previous section), but can be large for very small g. This suggests tha t for small g, 
a numerical computation of Vaa(<i) would need to incorporate a larger N t  (a more 
expensive calculation) to determine the converged value.
In the following pages^ some illustrative figures are included to demonstrate the 
convergent behaviour within q-space. All figures discussed are presented for the (10,3) 
nanotube.
Figures 3.3, 3.4, and 3.5 plot ’FAA(q) a.t /iq =  0, and A =  0.1,0.001,1 respectively 
(g =  0.27t/T, 0.0027t/T, 2tt/ T  respectively). In Figure 3.3 the basic convergence be­
haviour is clear; Vaa converges to around 20.78 meV after N t  ~  2000. The oscillation 
has a period of N N t  =  40, as is predicted by the previous section (2/A =  20). At 
1 =  0.0027t/T (Figure 3.4) the potential converges very slowly, and the oscillations are 
on a period A Ay ~  4000. However, at g =  27r/T, Figure 3.5, the potential converges 
to less than  1 peV within N t  ~  180. These figures indicate a  clear pattern , th a t the 
potential converges more quickly with increasing g.
Figure 3.6 plots the convergence of Vaa(q) for (/z, g) =  (1,0.27t/T); oscillations 
rapidly decrease below 1 peV (within N t  ~  80). This converges much faster than  the 
potential shown in Figure 3.3, which also has g =  0.27t/T but /r =  0. Although the 
figures confirm that the period of oscillation is similar, at m =  1 the amplitude of the 
oscillation is much smaller. Thus, these figures indicate quicker convergence for larger
/i.
Together, these figures demonstrate th a t convergence of Vaa(q) is faster for in­
creasing q. When the Bethe-Salpeter Equation m atrix is solved with finer granularity 
in /c-space, q  potentially becomes much smaller, since the smallest non-zero q  in the 
BSE is equal to the numerical k-spacing. The increase in time required to compute 
Vaa (ci) therefore leads to an additional scaling in overall computing time, over tha t of 
the additional m atrix size. This lattice model therefore has a higher computational bur­
den than  the continuum model, where the Coulomb potentials are expressed as Bessel 
functions, which can in principle be computed within a more consistent time-frame.
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Figure 3.3: The computed lattice Coulomb interaction VaaCq) at q  = {p,q) =  (0, O.Itt/T), for 
the (10,3), for the (10,3) nanotube, evaluated at increasing truncated nanotube length (expressed 
as the number of included ID cells, N t ; see text for further clarification). The inset shows the 
same calculation for 200 < Nt  < 2000. In the main figure, computed values are plotted as 
points and joined by straight lines; N t  varies in increments of 2. In the inset figure, points are 
not displayed for clarity, but are joined by straight lines.
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Figure 3.4: The computed lattice Coulomb interaction FAA(q) ai q =  {p , q) =  (0, O.OOItt/T), 
for the (10,3) nanotube, evaluated at increasing truncated nanotube length (expressed as the 
number of included ID cells, N t ; see text for further clarification). Points are not displayed 
for clarity, but are joined by straight lines.
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Figure 3.5: The computed lattice Coulomb interaction VaaCq) oi q = =  (0, tt/T ), for the
(10,3), for the (10,3) nanotube, evaluated at increasing truncated nanotube length (expressed 
as the number of included ID  cells, N t ; see text for further clarification).
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Figure 3.6: The computed lattice Coulomb interaction VAA(q) ot q^= (//.,(/) — (1, 0.l7r/T), for  
the (10,3) nanot^ibe, evaluated at increasing truncated nanotube length (number of included ID  
cells, N t) . The figure shows that, at this q, 1/%A (q) converges in an oscillatory fashion, but is 
varying by less than 1 peV after N t  =  100. This figure should be compared to Figure 3.3 which 
has f.1 = 0.
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4.1 Slowly-varying envelope approximation ^
In this section we derive an approximate m ethod for computing two-body m atrix ele­
ments between the tight-binding states This involves replacing the true tight-
binding states with approximate continuous envelope functions. By removing the mi­
croscopic lattice structure inherent in the LCAO technique, resultant expressions are 
considerably easier (and timely) to compute.
This work reproduces the envelope approximation w ritten by Ando and others [Ando 
1997; 2005]. However, to our knowledge, no explicit derivation (or analysis of inherent 
restrictions and approximations) has been presented in the literature to date. Fur­
thermore, we will show how the envelope approximation can be performed within a 
non-orthogonal first-nearest neighbour tight-binding scheme. Such a general theory 
has not appeared in the literature previously, and the results of this section therefore 
represent a key original result of this work.
4 .1 .1  Basic principle ^
Consider a general one-body potential energy operator A, which is diagonal in the 
position basis such that A'^sk(r) =  A(r)'ipsk(^)• The purpose of this section is to 
evaluate the general m atrix element {'ipsklM'^s'k.')■ This of course may be written:
i'ipsk\A\ips'k>) =  ( i ÿ
4 k
1 (4-1)
The sub-lattice m atrix elements can be exactly decomposed into a sum of integrals over 
the unit cells of the lattice:
A ^ k ' ) =  [  V 'k(r);4(r)Æ (r)dr (4.2)
 ^ ceUsn-/"
If the eigenvalues A(r) are everywhere slowly-varying on the scale of the unit cells, 
we can write A(r) «  A (R n), for all r  within the unit cell fZ; R n  is the lattice vector 
pointing to unit cell Ü. Thus A(r) is approximately a constant within each unit cell, 
and can be removed from the integral over each unit cell. In the following, a subscript 
on a braket indicates tha t the associated space integral is restricted to th a t specified 
unit cell. We have, then:
(v>k l l^V- +^q)) “ (V’k|^ fk+q)^
cells Ü
= |l*fk+q)) (4-3)
cells Ü.
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On the second line the braket is transformed from the cell at Rq to the cell at the origin 
by using the fundamental translational symmetry of the Bloch states that is,
+  Rn) =  e' ‘^^ «'0sk(r).
We complete the approximation by evaluating the overlap ('0k|'0k')o- will do
this for two cases, since each involve different approximations.
4 .1 .2  Overlap for k  =  k' ^
When k =  k', we can evaluate the overlap part exactly. The integral ('05k|'0s'k)o can 
be broken down into integrals between each pairing of sublattices;
A  \  +
(V'klV'k) W kW k) 
.WkiVk) (V'kiVk)
(4.4)(V’sklV’s'k)o =
The (A, A) overlap evaluates to:
(V^ I V>^ )o =  ^  E  E  - R -  RoA) 10(R -  R' -  R" -  Roa))o (4.5)
R' R"
=  j f T ,  (<*(•■ -  RoA) 14'ir -  R" -  R o a )) (4.6)
R"
N '=  -^ A A  (4.7)
An equivalent result is obtained for the (B, B) overlap. On the second line we note that 
the sum over R' is equivalent to extending the localised integral to an integral over the 
entire lattice space. This is similar to noting that in one dimension J2n fo =
f  f (x)dx.
For the (A, B) overlap (sublattice mixing) we have a similar result:
Ck I )o =  4  E E « “‘ ”'" - R  -  RoA) I ÿ(r -  R' -  R" -  R ob))o (4.8)
R' R'/
=  :^ E  ( « * ' ( ' ■ I ( i ( r - R " - R o b ) )  (4.9)
R"
=  (4-10)
It follows that ('0ki''/^k)o “  This yields the exact result that ('0sk|V’s'k)o —
w  (V’skl^s'k)- In full:
(V'sk I '0s'k)o "  ^  (V^ sk I V’s'k) (4-H)
=  j ^ ù k ù ' k  ( { N k N k "  + + ^ I M k S Ï B  +  x , t '^ x ; V ^ s |A )
(4.12)
=  (413)
Note that when s =  s' we have  ^ P jk^^^sk ~  I- With this result, the operator matrix 
elements are
Vvk) =  PJk S" P.'k E  (414)sk A
^Due to  th e  cancelling off and th e  overlap part
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The summation part on the right-hand side is an approximation to an integral over 
A(r). We see this more clearly by substituting with N  =  ALf v \  where A  is the length 
of the nanotube, L  is the circumference, and v is the area of the unit cell. As long as 
A(r) is smoothly and slowly varying on the scale of the unit cells (the lattice constant), 
it must be that
A(R) Ki f  drA{t) (4.15)
R
This replacement v —>■ f  dr and -> r can be considered as taking a ‘continuum 
limit’. This gives, therefore, finally:
(v-A I  Â I W k) = F+ S" j  A(r) dr (4.16)
4 .1 .3  Overlap for k  7  ^k' ^
When k 7  ^ k', we must resort to more approximate methods of calculating the overlap 
quantities. Expanding immediately the (A, A) overlap part, and making appropriate 
changes to dummy variables, we have:
{'Pk I  i i N o  =  V  E  E  -  R  +  R ' -  R o a )  | ^{r -  R  -  R o a ))o
R' R
(4.17)
In the first-nearest neighbour approximation, the only non-negligible products of atomic 
orbitals in (4.17) are those for which R ' =  0. This suggests
Ck I v-k+q) «  -  R -  R oA )l^(r -  R  -  R oa))o (4.18)
Unlike for the case q  — 0 (Section 4.1.2), we cannot immediately complete the right 
hand side since pieces of the orbital integral are now combined with non negligible 
phase-factors. We instead assume that the atomic orbitals are sufficiently localised 
within a single unit cell so th a t we may write
(0(r -  R  -  RoA)l</>(r -  R  -  R o a )>o ~  (<^MI<^(r)) 5r,o (4.19)
There is a geometrical argument to support this approximation, whilst also m aintaining 
that the atomic orbitals are sufficiently slowly decaying th a t they can still interact 
with nearest neighbours. The shape of the primitive cells used in the fundamental 
decomposition are arbitrary, and we are free to select differently shaped primitive cells 
for each possible pairing of sub-lattices. For the present (A, A) overlap part, we choose 
a primitive cell which is hexagonal and centred on the A-type atoms. The edges of the 
hexagonal cell bisect nearest-neighbouring A-type atoms.
This yields the final approximation
(V'k I V-’k+q) -  =  jÿ-^AA (4.20)
For the (A,B) lattice mixing, within the first-nearest neighbour approximation, we 
are forced to consider the overlap of atomic functions across the boundary of the unit 
cell. The unit cell is taken to be the rhombus with edges parallel to the elementary 
lattice vectors a i, a 2. The complete m atrix element is
i^k I V'k+q)o =  E  E  ("A(r -  R +  R -  R oa) I0(r -  R -  Rob))o
(4.21) 
74 /  193
Ch. 4 Continuum model
We assume th a t the product of orbitals Ai and Bi is localised within the unit cell such 
that
( 0 ( r  -  R o a )|</>(i* -  R o b ) ) o ~  “  R o a )|</>(i* -  R o b ) )  =  (4 .2 2 )
Similarly, since the edges of the unit cell bisect all other pairs of atoms, we assume that 
the symmetry of the orbitals means that
{(f){T — R A )j0(r — Rb))o ~  \  “  R A )|^ (r — R b)) — i r ( 4 .2 3 )
with (R a ,R b )  G { (R a i,R b 2)> (R A dR bs), (R a 2:R b i) , (RAsiRBi)}- 
Retaining only those non-negligible orbital products, (4.21) becomes
(V^ I * q > o  “  ^ « 0  { l  +  le » " '  (1 +  e»»«) +  ( l  +
— 1 Cjik,q
-  IV AB
( 4 .2 4 )
( 4 .2 5 )
where we have defined the new quantity This is a generalisation of the standard 
quantity to account for non-zero exchanged momentum. It follows from the above 
definition th a t limq_>o'S'^g =  'S'^g, as we would expect since limq^o (V’k IV’k+q) “  
(V’k iV’k)- This indicates that, as q  —)■ 0, all of the quantities computed in this section for 
general q  tend to the quantities computed in the previous section, for q  =  0 explicitly. 
However, the separate derivations show that the overlap quantities can be calculated 
exactly only in the limit q  =  0.
Equivalent workings show th a t the (B, A) overlap is
(^k  I V’k+q) -  ‘S'gA ,
in which ^
-  ( 4 g )  =
We should also note the im portant relation that
^ k + q ,-q
’ a b S
k,q
A B
( 4 .2 7 )
( 4 .2 8 )
which follows from substitution into (4.25), and ensures th a t (V’k+qlV’k )q ~  Wk lV'k+q)o 
as we would expect.
Final overlap quantity The final overlap quantity is then
sk
iq R
^<k+q)) Ç  ^ (R )
where
*^ AA *^ AB 
o k
*^ BA *^ BB
k,q
( 4 .2 9 )
(4.30)g k ,q _
As before, we can take the continuum limit and write
I Â I I e ‘(k '-k )-r  d r  ( 4 .3 1 )
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4 .1 .4  Potential energy matrix elem ents in the B ethe-Salpeter Equation
In the Bethe-Salpeter Equation we must consider two-particle Coulomb interaction ma­
trix elements. These m atrix elements represent the Coulomb and exchange interactions 
between two electrons. W ith the Coulomb potential U (r, r ')  =  y ( r  — r ') , a general 
two-body m atrix element can be written
I 1234 =  (sik i;52k2  V  S3k3;s4k4^ (4,32)
=  J J  (r) V’saka (r -  r')V^S3k3 (r) V^S4k4 (r') d r  d r ' (4.33)
The Coulomb potential is
V (r, r ')  =  k ( r  -  r ')  =  —r-^— -7 . (4.34)
K r
This is written using Gaussian cgs units, /t being the static dielectric constant (relative 
perm ittivity), and e is the elecHon charge. Using the published values in SI units 
e(^b =  1.602176565(35) x 10“ ®^ C [Mohr et al. 2012] and, for the electric constant 
(vacuum perm ittivity, which would enter the expression for the Coulomb potential if 
written in SI units) eo =  8.854187817 x 10“ ^^  Fm ~^ [Mohr et al. 2012], we deduce the 
value =  14.399 644 85 (31) eV Â, which is expressed in units relevant to the current 
work. Equation 4.34 indicates two alternative notations for the potential function; 
writing U (r ,r ')  preserves identity of the location of each interacting charge, whereas 
writing V  ( r —r ')  recognises tha t the potential is a function only of the charge separation; 
I will interchange use of these two forms as appropriate for the particular context.
The two-dimensional integral in (4.33) can be decomposed exactly into a summation 
of integrals over unit cells, similar to the one-body case in (4.2):
/ s ik i ;  S2k 2 V  S3k3; S4k4\ r ')^ s ik i^ s2k2^s3k3 V^ 54k4
(4.35)
The integral d r means tha t r  is limited to the Oth unit cell, etc.
To compute this m atrix element in a continuum model, I now assume th a t the 
potential V (r, r ')  is slowly varying when r  and r ' vary by no more than  the extent of a 
single unit cell. That is, I assume that U (r-f  5 r,r '- t-5 r ')  % U (r ,r ')  when |(^r[, [5r'l <  a, 
a being the lattice constant.
Proceeding as discussed, if U (r, r ')  is slowly-varying on the scale of the unit cells, 
then it can be taken to be a constant within each pair of unit cells H, O'. Also following 
the technique of (4.3) is finally expressed, in the continuum model, as:
(? ik i;s2 k 2  Ÿ  S3k3;«4k4) =
( s i k i  I s3k3)o  (S2k21 S4k4)0 E  E  (4 .3 6 )
Q fl'
where, as before, the zero subscript on the brakets indicates tha t the overlap-integral 
is to be taken over the unit cell at the origin. This is a generalised result. However, 
in the Bethe-Salpeter Equation we have tha t k i -f- k 2 =  k 3 -h k4. We can enforce this 
conservation of total k  by writing instead: k i —)• k; k 2 —> k'; k 3 —)■ k  — q; k 4 —)• k ' -f q. 
Hence, the m atrix element F1234 can be reinterpreted as describing the scattering of
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two particles, initially at momenta k and k', exchanging momentum q. This also leads 
to a significant simplification of the above expression. The Fourier series part becomes:
A E E  =  F  E  (4.37)
n  n' R
where we have made a change of variables, —R n  —> R ; a factor 1 /iV^ has been intro­
duced on the left-hand side for later convenience, with a factor 1 / N  being subsequently 
removed on the right-hand side by—after the change of lattice variables—completing a 
remaining redundant summation over N  lattice points. W ith Vg being the area of a unit 
cell in the nanotube, A  being the nanotube length and L  the nanotube circumference, 
so tha t N  — A L f  vg,  we can now take a continuum limit by letting v  become negligible:
-T Jv(r)é'> '^ dT = V{q)  (4.38)
and the integral is over the surface of the nanotube. Using the previous expression
for the overlap parts, and substituting (4.37) and (4.38) into (4.36) provides the final
solution, for the Coulomb m atrix elements in the continuum approximation:
(sik ;« 2 k' V  S3 ( k - q ) ; S 4 (k' +  q )) ÎS
( F :k S " '- " F . ,k _ q )  (F tk 'S " ''"F « .k '+ q ) ^(q) (4-39)
This is the key result of this section, and is an original key result of this work. It 
provides the fundamental tool with which to implement the Bethe-Salpeter Equation in 
the continuum model, as used elsewhere by Ando et a l  and others [Ando 1997; 2005]. 
By taking the orthogonal tight-binding limit, (4.39) reduces to expressions provided 
previously by Ando [Ando 1997]. However: in this section I have shown explicitly how 
to derive this quantity (and such a derivation has not, to my knowledge, appeared 
previously in the literature); I have suggested how to compute the m atrix element with 
a non-orthogonal tight-binding basis. Furthermore, whereas Ando uses a k p model, 
I have shown how this m atrix element expression is valid for a more generalised tight- 
binding model (ie, consistent with the model presented in Chapter 2).
4.2 The continuous Coulomb potential F(r), for carbon
nanotubes
In this section I describe how to obtain an explicit expression for the Coulomb potential, 
within an appropriate continuum-model context. The final result is not in any way 
original to this work, and has been used in previous studies by Ando [Ando 1997; 2005]. 
However, for completeness, it is useful to understand how the result is obtained.
We are to investigate the Coulomb potential experienced by a ‘te s t’ electron at
position r  within a carbon nanotube, due to the presence of a ‘source’ electron at
position r '. Assuming that the electron’s charge is located at a point, the charge density 
sampled by the test electron is —e^(r — r ') . Hence, the Coulomb potential U (r, r ')  must 
satisfy Gauss’ law in the following form [Arfken and Weber 2005]:
V^U(r, r ')  =  ——  ^(r — r ')  (4.40)
As before, cgs units are used with k being the static dielectric constant, k is assumed 
to compensate for environm ental screening effects; in Section 4.7 a dielectric function
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£(q,Lü) is introduced to account for the screening effect due to the electrons of the 
nanotube. It is typically assumed in the literature th a t environmental screening effects 
should be significant for carbon nanotubes given that, since the nanotube is of small 
diameter (on the order of the atomic lattice constant), a large proportion of the elec­
tric field lines between any interacting electron pair should fall outside the nanotube 
cylinder, sampling the environment rather than the nanotube itself [Perebeinos et al. 
2004, Ohno et al. 2007]. Optical experiments typically involve separating individual 
nanotubes in solution, after wrapping with surfactants or other molecules to prevent 
bundling [O’Connell et al. 2002]. Experimentally it has been shown that the choice of 
surfactant and solvent leads to significant modification to spectral lines and exciton en­
ergies [Walsh et al. 2007, Lefebvre et al. 2004, Ohno et al. 2007]. For example, Lefebvre 
et al. [2004] see a redshift in luminescence energy of ~  28 meV between ~  1 nm-diameter 
nanotubes suspended in air, and similar nanotubes suspended in aqueous solution of 
micelles comprising the sodium dodecyl sulfate surfactant (a surfactant commonly used 
in nanotube studies [Bachilo et al. 2002]). Deslippe et al. [2009] highlights the im­
portance of eventually going beyond the static dielectric constant approximation (and 
incorporating the full dielectric function, and electron-electron screening effects, as per 
Section 4.7) demonstrating, for example, a short range ‘anti-screening’ effect (enhance­
ment of the Coulomb interaction) which, he argues, enhances the exciton binding energy 
in carbon nanotubes.
The carbon nanotube is modelled as a perfect, continuous cylindrical shell, and the 
electron coordinates r, r ' are confined to the surface of th a t cylinder. Therefore it is 
useful to cast y ( r , r ')  into a cylindrical coordinate system, aligned to the axis of the 
nanotube. We will write tha t r  =  (p, 0, z)  so th a t p  is the radial coordinate, 0  is the 
azimuthal coordinate, and z is the axial coordinate. For the carbon nanotube electrons, 
p =  R , the radius of the nanotube, always.
The solution of (4.40) in cylindrical coordinates is a well-known standard result; 
an in-depth derivation, using a Green’s function approach, is provided by Arfken and 
Weber [2005]^ [Arfken and Weber 2005]. The result is;
9 2 oo oo
=  ^  E  7m(kp<) (4.41)
m=—oo k=—OD
The functions Im (x), K m {x) are the modified Bessel functions of the first, and second 
kind, p c  means the smaller of p and p ', while p> means the larger. Of course, in our 
model nanotube, p = p' =  R . However, the continuity of the Green’s functions used in 
the derivation of (4.41) [Arfken and Weber 2005] allow us to set p< =  p> =  R-
The function F^(z), with z complex and i/ real, has the property Iu{z) =  I -u ( z )  [Grad- 
shteyn and Ryzhik 2007]. This symmetry is not shared by FC^(z), except for integer
param eter n, iF„(z) — K -n { z ) ,  from which it follows th a t /„(z)iF„(z) =  J|„|(z)iF |„|(z).
The functions Iu (z)  and K u{z) are not single-valued, and have a branch cut along 
the negative real axis in z [Abramowitz and Stegun 1965]. The equations for continuity 
across the branch cut are [Gradshteyn and Ryzhik 2007, Abramowitz and Stegun 1965]:
f^(e '^^z) =  e''"'^7^(z) (4.42)
A-„(e*” ’'z) =  -  i x ^ i ^ ^ / „ ( z )  (4.43)
smi/TT
from which we can deduce that
I„ { - \ z \ )K„{ - \ z \ )  =  I„(\z\)Kn{\z\) (4.44)
^See Section  9.7, page 601 in their six th  edition  [Arfken and W eber 2005].
78 /  193
Çh. 4___________________________________________________Çontinuum  m odel
when n is an integer. This symmetry implies that, for real argument z, In {z)K n {z) =  
4 ( |z |)jr« (|z |).
It will be useful to consider limiting cases: the product of modified Bessel functions 
has the property [Abramowitz and Stegun 1965, Equation 9.7.5] th a t for | a rgz | <  tt/2,
lim In {z)K n {z) =  l /2 z .  (4.45)
(The condition | a rgz | <  t t /2  is always satisfied in the current case since z will be always
real.) Similarly, for n  real and n >  0, the limit for small z is [Abramowitz and Stegun
1965, Equations 9.6.7, 9.6.9]:
lim In {z)K n {z)  =  l / 2 n . (4.46)
For n  = 0, the product diverges; lim^_).o+ A)(^)A"o(^) — +oo [Abramowitz and Stegun 
1965, Equations 9.6.7, 9.6.8].
In the expansion (4.41), the param eter of the modified Bessel functions is an integer 
(m), and the argument is always real (kp). Therefore, it is useful to utilise the above 
symmetry properties and write, for carbon nanotubes:
9 2 oo oo
=  ^  S  E  & |(|k|A) FT|m|(|k|R) (4.47)
m=—cxD k=—oo
In order to evaluate the two-body Coulomb m atrix elements in the continuum model, 
as given by Equation 4.39, we need the Fourier transform of U (r). The appropriate 
pair of Fourier transforms are:
V (q) =  ^  f  V (r) e^^^ d r V (r) =  ^  e"^^^ V (q) (4.48)
Q
W ith these definitions it can be deduced by inspection that, from (4.47),
U(q) =  Uq =  —  J\y\i\q\R) % |( |g |R ) ,  q =  {q, f )  (4.49)
4.2 .1  Direct matrix elem ents
In the Bethe-Salpeter Equation, Direct m atrix elements have zero exchanged momen­
tum  and therefore require evaluation of V (q) at q =  0. This is somewhat problematic, 
since the product Im {z)K jn{z) diverges at (m, z) =  (0,0), In fact, 7o(0) =  1, but 
lim^^o 7Fo(z) — oo [Abramowitz and Stegun 1965, Gradshteyn and Ryzhik 2007]. To
rationalise v q , we follow Ando’s prescription [Ando 1997] and replace /o(0)iFo(0) with
the average of 7o(|g7?|)Ao(|g7?|) around g — 0 .
Abramowitz and Stegun [Abramowitz and Stegun 1965] give that, as z ^  0,
7o(z) -  1 +  O(z^) (4.50)
X o ( z ) ~ - { l n §  +  ' r } l o ( z )  +  0 ( z ^ )
^ - l n | —7  (4.51)
where 7  =  0.57722... is Euler’s constant. In practise, we will be forced to  solve the 
Bethe-Salpeter Equation with a numerical sampling interval Ag along the cutting lines. 
Therefore, we replace the potential at q =  (0,0) with its average within th a t sampling 
interval, writing
1 /-A q /2
7o(0)FTo(0) —  / 7o(kB|)Ko(|gR|) dg
^ q  V - A q / 2
. A  Urn /
A g e->0 y g
^ 9/2 /  F / \ n \
(In Rg -I- 7 ) dg =  1 -  In f j  - 7  (4.52)
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Hence:
The final result in (4.53) is th a t as previously published by Ando [Ando 1997; 2005]. 
It is obtained by relating the result (4,52) back to the approximate form of K q{z ) in 
(4.51). However, this appears to be using an additional unnecessary approximation. 
However, I have tested the two forms of the expression written in (4.53) and found tha t 
numerical differences are negligible for all practical values of A q.
4.3 Components o f  the Bethe-Salpeter Equation ^
Let us consider separately the components of the Bethe-Salpeter Equation 
The direct self-energy terms reduce simply:
IA.k',+k ,-k',+k =  no (4.54)
F -k ',-k ,-k ',-k  =  no (4.55)
This is a useful result, since it means the quantity £+ k~£-k reduces to just the difference 
of exchange-energy contributions. The self-energy parts are
=  «(k'-k) | F 7  (4.56)
Rk',+k,+k,-k ' =  i'(k'_k) |F±k' (4.57)
The overlap quantities here are fairly complicated, although in the orthogonal first- 
nearest neighbour approximation (in which the overlap so -9- 0 and goes to unity) 
the expressions simplify so tha t the self-energy difference is
S+k -  S_k (l^-k ',-k ,-k ,-k ' -  k_k',+k,+k,-k') +  k_k,+k-k,+k (4.58)
k 'fk
=  ^(k-k/)Re[e''i-^" Ak Ak/] +  no (4.59)
kVk
The electron-hole self-energy correction terms are:
kj_k,—k,+k,—k ~  no (4.60)
+kF+k,-.k.-k.+k =  «o|F  S "F _kP  (4.61)
In the orthogonal tight-binding model, h+k,-k,-k,+k —^ 0, so there is no singlet/triplet 
splitting in the band-gap renormalization, for th a t approximation. Also, the quantity 
vq cancels against the corresponding term  in (4.59). Hence, the quantity vq does not 
appear anywhere in the orthogonal tight-binding BSE.
The two-body interaction terms are:
F_k-,+k,-k.+k' =  % -k ' (F7 ,S" ''(k -k ')p__^^ (F 7 s" .(k '-k )p ^ _ ^ J  (4.62)
F-k',+k,+k'.-k =  VO ( f 7 ,  S"' (F+ ,, S" F _ ,,)  (4.63)
In the orthogonal model, the overlap parts ensure tha t VLk',+k,+k',-k 0, so there is
no further singlet/triplet splitting. Also, the direct term  conveniently reduces:
F-k',+k.-k,+k' ^  ( l  +  Re[e'R-") R" 5*(k) 6(k')]) (4.64)
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4.4 The Bethe-Salpeter Equation, for orthogonal tight-binding
e
In the previous section, we have seen th a t the Bethe-Salpeter Equation simplifies consid­
erably for the orthogonal tight-binding model. Explicitly, the orthogonal tight-binding 
BSE reads:
Eo +  e+ k  +  F_k +  E  Re[e‘‘i ' ‘“ 6*(k +  q )6(k)] „q ) C k -
q?^ 0 J
-  E  5*(k +  q)K k)l) «q Ck+q =  ÆkCk (4.65)
qfo
4.5 Numerical implementation ^
4.5 .1  Transformation o f the B ethe-Salpeter Equation (Continuum  m odel)
The sums over q  =  (A/x, q) mean a sum over cutting line spacings A p ,  and a sum over 
the axial wave-number q. For a nanotube of finite length A, the g-spacing is A q  =  27t/A. 
In a numerical implementation, we must use a coarser approximation to Ag, say Ag„. 
Thus we replace
^  ^  Agn X ]
q Qn
This substitution has the benefit of removing A  from the nanotube BSE; hence, our 
calculations can be independent of the nanotube length. We show this by also intro­
ducing a system of reduced units: the summations in the Bethe-Salpeter Equation are 
e a c h  o f  t h e  f o r m
^ / ( k , q ) u q  (4.67)
q
where /  is here an unspecified generic function, which can be chosen to represent partic­
ular overlap parts in the true BSE, and Uq is the coulomb energy. Above, we discussed 
the replacement of the sum over all physical g (interval 27t/A) with the approximation
X )  / (k ,  q)^q ~  ^ A g »  / (k ,  q») Uq„ (4.68)
q qn
where q„ =  (A/i, g^), and g^ is discretised with interval Ag„. For the continuum model,
"q =  ^ B ( q )  (4.69)
with B (q) =  I\A fi\(\q\^) ^\Ati\i\Q \R)- Thus, (4.68) becomes
X ^ / ( k ,  q) ^q ~  ^  ^  Agn Y  qn)R(qn)
q qn
e2
=  — A q n J 2  / (k . Rn) B (q n )  (4.70)7TK
qn
and this is now independent of the nanotube length A . Let us introduce a system of 
reduced units. Lengths will be measured in units of the lattice constant, a. We write,
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for example, A  =  Âa, where Â  is the nanotube length explicitly measured in reduced 
units. Energies are scaled by the tight-binding hopping integral 70, such th a t E  = Ê jq . 
Reduced wave-numbers of course satisfy k =  ka. We can write (4.67) in such reduced 
units,
Y  q )  =  — —  A g „  Y  / ( k ,  q n )  R ( q n )  (4.71)
Let us define the physical scaling parameter ^ =  e^/7T7QaK. Analytical equations in 
this work have been derived whilst assuming cgs units. However, it is advantageous to 
ultimately express quantities and results using electron-volts for energy, and angstroms 
for length. If 7 q^ ^^  is the numerical value of the hopping integral in electron-volts, and 
is the numerical value of the lattice-constant in angstroms, it is useful to note the 
following conversion parameter:
(“ I
where c =  299 792458m s  ^and the electron charge is e =  1.602 176 565 x 10 C [Mohr 
et al. 2012]. Note tha t 7^^^ and aO are typically known to only three significant figures.
4 .5 .2  Lattice model
In the lattice model, the terms of the BSE have parts of the form
E  g(k, q) =  E  q ) ; l  E  (4.73)
q q R
N  is the to tal number of unit cells in the carbon nanotube (super-cell) and can be 
related to the nanotube geometry by the relation N vg =  A L, where Vg is the area 
of a single graphene unit cell, A  is the nanotube length, L =■ Trdt is the nanotube 
circumference. Vg =  |a i x a 2 | =  ay/3 f2 .
E  5(k. q .)  E  (4.74)
 ^ q R
We wish to transform to reduced units. The Ohno potential is
In the system of reduced units, with terms in the Bethe-Salpeter
Equation will be of the form
E  q)Fq°*'”° % I - A  - 4 —  A g „ | Y i a(k, q«) E  F^b"°(R. « ) (4.76)
The prefactor {• • • } contains the quantity ^ defined above.
4 .5 .3  /c-space
The Bethe-Salpeter Equation is a m atrix equation for the envelope factors The 
wave-number is k  =  (/2, k) and we discretize k  (in the axial direction) with interval 
Ak. For the purposes of the m atrix representation, it is necessary th a t Ak =  Ag from
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Figure 4.1: The Coulomb interaction with q =  (/r, g), assuming k = 1, Ür = 1. The 
interaction is multiplied by the nanotube length A (see text for discussion), q is plotted in units 
of the cutting-line half-width, tt/T .  A t large q, the potentials converge to q~^ dependence, which 
is indicated by the dotted line.
above. A k  is chosen (and varied) so as to achieve satisfactory numerical results; a 
trade-off is required between numerical accuracy (more accurate with smaller A k )  and 
computational burden (increased m atrix size with smaller AA:).
The cutting lines p can be divided into two sectors, 0 < p <  N^/2 — 1, and —N g / 2  < 
pL < —I. We will reduce the number of cutting lines considered in each sector so th a t p is 
restricted to the vicinity of the Dirac points, so that |(p mod N g / 2 )  — |/iF±|| <  A//max 
with jj,p± e  In practise, we limit Ajimax ~  5. However, for zig-zag tubes,
which have particularly small N g ,  we infact allow p to sample all cutting lines (and the 
matrix contains all possible k„).
4.6 Analysis o f  the potential functions
In the Continuum model, the potential is
2e^
A n
(4.77)
where B. = d t/2  is the radius of the nanotube, and q  =  (//, q) is the exchanged mo­
mentum. Figure 4.1 plots Avq  for various p, q, where A  is the nanotube length. (The 
plotted potential is multiplied by A  since the terms of the Bethe-Salpeter Equation are 
made independent of A , by multiplying by H/27T in the discretization of k-space; see 
Section 4.5.1 for further discussion.) In the figure, the dielectric constant is taken to be 
K = 1; larger k lead to simple linear scaling of the potential, through Equation 4.77.
In this work we take =  14.39964485eV Â (see Section 4.1.4).
The figure indicates that the potential decreases monotonically with independently 
increasing /i and q. For q 0, Avq  -> e^/2//, as follows from the properties of the 
modified Bessel functions I  and K  (see Section 4.2). It is also known that as g —> oo, 
v4uq —>■ j2qB. oc This inverse-g dependence is shown in the figure by the grey
line.
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4.7 Screening ^
4.7 .1  T he Random Phase Approximation
The Coulomb potential thus far incorporates the effects of a dielectric environment 
through the inclusion of a static dielectric constant k . However, the pair-wise electron- 
electron interactions will also be screened by other electrons within the nanotube, which 
is a more dynamic dielectric response.
In the current work I choose to model screening effects by employing the Ran­
dom Phase Approximation (RFA), in which the Coulomb interaction is treated as a 
perturbation acting on a non-interacting electron gas [Ehrenreich and Cohen 1959]. 
This approximation is used in most other works considering electron screening of exci­
tons [Ando 1997; 2005, Jiang et al. 2007a, Rohlfing and Louie 2000].
There are several alternative methods for deriving the RFA dielectric function, each 
based on apparently different physical arguments. In this section, I present a derivation 
based upon the sketch derivation presented by Ehrenreich and Cohen [Ehrenreich and 
Cohen 1959]; I will refer to this source as ‘EC ’ in the following. EC derive the dielectric 
function in a system where one-electron eigenfunctions are plane waves, '0 k (r) =  e^^  
This is inappropriate for the tight-binding model. By representing one-electron states 
by tight-binding functions from the outset, my derivation here provides new partial 
results. The final expression for the dielectric function is similar to the conventional 
form, and tha t used elsewhere [Ando 1997; 2005], but contains an ‘overlap’ part suitable 
for the generalised tight-binding /  continuum model introduced earlier in this chapter.
The fundamental model, as presented by EC, is as follows: we consider an applied, 
perturbing potential, acting upon the electronic system. The applied potential is Vk, 
and we suppose tha t Va causes fluctuations in the electron density n. The resulting 
fluctuations in charge density induce an additional potential, Vi, such th a t the net 
observed effective potential is the superposition of applied and induced potentials: Vp =  
Va-hVi. Following EC, the applied potential is assumed to be separable into time and 
space functions; I write here V a(r,t) =  V a(r)r(t). Also following EC, I impose a simple 
harmonic time dependence and write r ( t)  =
It is convenient to develop the theory using the doubly Fourier-transformed quantity 
F^(q, w) =  F^(q)T(w). The time/frequency Fourier transforms are taken to be:
1 roo roo
/(w ) =  — y  f i t )  dt f i t )  = J  f i u )  du  (4.78)
I define the transforms between r  and q  to be compatible with those used previously 
in this work:
/ (q )  -  ^  / ( r )  d r  / ( r )  =  ^  e^ *^* / (q )  (4.79)
q
The integral over r  is taken over the nanotube surface. Prom (4.78) it follows th a t 
T ( w )  =  ôiuQ — u ) /2 'k .
Since is a response to fluctuations in n, and fluctuations in n  are driven by 
Va, it is assumed—also after EC—that n. Va, Vi and V f  all share the same time- 
dependence. It also follows from the linearity of the transforms th a t we can write 
l^(q,w) =  P^(q,w) +  %(q,w).
We can now formally define the dielectric function: s(q, w) is the ratio between 
applied and effective potentials, such that:
■ (-" )  ■ # 3 = " ' y , ; : , " " " '  > « « '
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The RPA prescription asks us to consider a non-interacting electron gas. The particle 
states |sk) are eigenstates of the non-interacting single-particle Hamiltonian, H q |sk) =  
Esk  15k). The Coulomb interaction is treated as a perturbation on H q, giving a per­
turbed Hamiltonian Ê '  =  È q -\-Vt ^
The electron density in the perturbed system is n, while the electron density in the 
unperturbed system is no so th a t n  =  no -f 5n. Similarly, the single-particle density- 
m atrix operator is p = po A- ôp] this operator is defined so th a t po |sk) =  fsk  |sk) and 
/sk =  jg  Fermi-Dirac distribution; k s  is Boltzmann’s constant and
T  is the tem perature.
The density fluctuations ôn and Sp are induced by the potential Va, and we assume 
that all time dependence is in the fluctuations; n  =  5n, p = ôp. Since we have assumed 
a universal separable time dependence, given by r ( t)  =  we must have th a t
p{r,t) =  (iwo -  a)5p{r,t) and n {r ,t)  = (iwo -  a)5n{r,t).
Having now defined the fundamental quantities required in the derivation, for com­
pleteness I now show how to obtain a key intermediate result, taken directly from EC; 
this does not constitute original work, and is essentially independent of the particular 
choice of one-particle basis functions;
The time dependence of the perturbed density-matrix is necessarily
[H': p] (4.81)
However, since we know that p = ôp = ôp (iw — a), by expanding out the commutator 
this expression can be written:
i f i ^ p  =  ih{iuo -  a)ôp = [Èq, po] + [Vr, po] +  [Ho, ôp] -t- [Vf, ôp]
+  ( 4 .8 2 )
We have taken tha t [.Ho,po] =  0 since Ho and po commute, and assumed th a t [Vf,ôp] 
is negligible on the basis tha t Vt  is assumed to be a small perturbation, ôp is similarly 
small, therefore their product is negligible. This approximation is explicitly due to EC, 
and is introduced by them to explicitly linearise the equations of motion.
Multiplying (4.82) on the left and right by (s 'k '| and |sk), respectively, evaluating 
the commutators and rearranging, we find that
( . 'k '|M r . t )k k >  =  (4.83)
which is a key partial result.
4 .7 .2  T he dielectric function in the continuum  model ^
The previous section has set-up a scheme for finding the dielectric function of the 
nanotube in a Random-Phase Approximation, following the work of Ehrenreich and 
Cohen [Ehrenreich and Cohen 1959]. The work of this current section has been de­
duced by myself, and advances the derivation for an arbitrary choice of single-electron 
eigenstates |sk). At the end of the derivation, I will show how to impose th a t these 
eigenstates be the tight-binding states 0sk(r)—introduced in Chapter 2—and demon­
strate how to obtain a final expression for the dielectric function £{q,u)) using the 
continuum approximation.
Firstly, I write tha t the induced screening potential is coupled to the induced electron 
density by the relation
Vi{r,t) = J  V (r ,r ')ô n { r ', t )d r ' (4.84)
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where V (r, r ')  is the bare Coulomb potential (Equation 4.40). This has been found pre­
viously, in cylindrical coordinates appropriate for the carbon nanotube system. Hence, 
we can write that:
V i ( r , t ) — [ Q-iqF jy2( / ,  t)d r
q
=  ^  X  AT <^n(q, A) (4.85)
q
where we have completed the integral part by use of (4.79). Similarly, by relating (4.85) 
to (4.79) we see that:
Ni (q, t) =  Uq A L  (5n(q, t) (4.86)
The particle density fluctuation, at a point ro, is 5n{YQ,t) — Tr {<5(r — ro) ^p}. 
Hence,
5n{rQ,t) =  2 ^  (sk |J (r  -  ro) ôp\sk)
5k
=  2 ^  (gk|5(r -  ro )|s 'k ') (s'k '|5p |sk) 
sks'k'
=  2 5 3  (ak |6(r  -  ro ) |. 'k ')
sk s 'k '
(4.87)
The factor of 2 arises due to spin degeneracy, and on the final line (4.83) has be used 
to substitute for (s'k'|<5pjsk). Making the Fourier transform:
5 n {q ,t)  = - ^  J  e ô n {ro ,t)d r
^  y  e (sk |5(r -  ro)ls 'k ') d r  (4.88)
There are two m atrix elements in this expression, which we must evaluate. The integral 
on the final line is:
J  g-iq-ro (5k|5(r — ro)|s'k') dr =  (sk| J 6{r — ro)|s'k') dr
-  (^k |e - 'q "-|/k ')  (4.89)
Separately, making use of the definition of the Fourier series (4.79), we can expand:
(s'k ' I V t ( r , ^) I sk) =  ^  ( s V  | Vt  (q, t) \ sk)
q
=  N r{q, t) (sVle'^^'^jsk) (4.90)
q
It follows that in both cases we must compute (s'k'|e^‘i ’'|sk ), the m atrix element of the 
Fourier coefficent. To do so, we must now finally make some choice of basis functions 
■0sk(r) =  (r|sk). Ehrenreich and Cohen choose plane-wave basis functions, normalised 
to the volume of the crystal, for which (k'|e^^’'|k ) =  5(k' — k  — q). For consistency 
with the current model, I impose that 0sk(r) be the tight-binding functions described
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in Section 2.2. If q is sufficiently small, the m atrix element can be estimated in the 
continuum model, by making use of relation (4.31). This gives;
(sk|e-“‘"’|s'k') a! F + X  i
=  (4.91)
It should be noted th a t this result is similar to the Ehrenreich and Cohen result for 
plane waves [Ehrenreich and Cohen 1959], except we have gained an additional factor 
corresponding to the tight-binding overlap of sub-lattices.
Substituting this key result (4.91) into (4.89) and (4.90) allows us to fully evaluate
(4.88); after substituting (4.88) into the defintion of V^(q, i), Equation 4.86, and relating 
%(q, w) to s(q, w) by (4.80), we are able to write down, finally:
e (q ,.)  =   ^ (4.92)
ss'k
This is our final expression for the dielectric function. It may be useful to note tha t 
this expression is often written in the form &(q, w) =  1 — UgII(q, w), where II(q, w) is 
called the polarisation function  and can be extracted from (4.92).
The result (4.92) is original to this work, due to the presence of the tight-binding 
overlap part, which is a specific result of the current tight-binding scheme and valid 
for the generalised 7r-band model developed in Chapter 2. Special care must be taken 
when evaluating the dielectric function at q  =  0. W hen s =  s', one must consider the 
limit
l i m  7 ( ^ ^ k + q )  ~  f j E s k )  ^  f { E s k  -  M ) / (M  ~  .E^ak)
Egk+q -  Esk k s T
4.8 Exciton wave-function in real space ^
In this work, the exciton is defined by the Bethe-Salpeter Equation as an excitation in 
k-space. However, for some analyses it is im portant to understand the distribution of 
the excitation (the exciton) in real-space. In this section I show fully how to derive, 
from tight-binding principles, an envelope function describing the exciton electron-hole 
distribution in real-space.
First of all, I will discuss how to represent the exciton within a tight-binding basis. 
The exciton is described as an excitation of the Hartree-Fock ground state |4»), with the 
exciton creation operator J5+. Hence, the excited state is |$ ). However, the exciton 
is assumed to be a superposition of one-particle vertical transitions 
tha t 4^k5k, weighting factors ^ k  being the ‘exciton wave-function in k-space’,
obtained as the solution of the Bethe-Salpeter Equation.
The fundamental excitations can be written in second-quantised form 
From the completeness relation |g) =  b ) (p| b ), we can deduce tha t a creation /  
annihilation operator may be mapped between the k  and position space bases using the 
relations:
®±k ~ y d r 0 ± k ( r ) a j ( r )  a^k = J  '^±kM (4.94)
where the relation for the annihilation operator is the adjoint of tha t for the creation 
operator. The operator a^(r) creates an electron at r, in either the conduction or 
valence band (5 =  ± ). Thus, we may map the fundamental excitations from k-space 
to the position basis:
aXi,a-k = J J  d r d r ' '0 +k(re)0 -k(i*/i)«±(re)a±(r/i) (4.95)
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The operator a'^(rg) creates an electron at Fg, while a{rh) destroys an electron at 
F/i. It follows that the probability amplitude corresponding to a real-space excitation 
a+(Fg)a(r/i) is the product 0 +k(re)0 l k b / i )5 ^.nd the total exciton B+ =  ^Ik  ^k^k 
be written in real space as [Barros et al. 2006b, Rohlfing and Louie 1998a].
be , r/i) =  0+ kbe) V 'lkb/i) (4.96)
k
The factors Ck are the solutions of the Bethe-Salpeter Equation. The expression for 
^(Fg,r/i) has been previously reported by Barros et a l  [Barros et al. 2006b], although 
the derivation in this section was deduced by myself from first principles.
4.8 .1  Exciton wavefunction; envelope representation ^
The Bethe-Salpeter Equation has been found to be a m atrix equation, with eigenvalues 
Qn corresponding to excitation energies of the electron system, and eigenvectors 0 "' 
defining the envelope function for the excitation in k  space. That is, the n th  excited 
state (an exciton) is \Bn) =  X^k'^k^k where: |$ ) is the electron Hartree-Fock 
ground-state; =  c^k^-k the creation operator for a one-particle excitation. It is 
the goal of this section to convert the k-space envelope function 0 ]^  into a real-space 
envelope function 'F„(rg,r/i) describing the position of finding electron and hole in the 
excited state.
For convenience, I introduce a wavefunction $tj^[/y(rg,r/^) =  0 (rg—R f-)0 (r/j—R]^) 
which describes an electron in the orbital a t R ^  and the hole bound to the atom R ^ . 
Hence is the amplitude th a t the state has the electron at R ^  and the
hole at R ? . Furthermore, the probability of finding the electron at Rf- and the hole at
R ? is Pr(R A ,R ?) =  I ^ t)? -
In this section I derive an approximate expression for computing the probability of 
finding the electron and hole components of the exciton 4'(rg, r/j) at particular points of 
the nanotube surface. I introduce a function P r(R g , R/j), which expresses the probabil­
ity of finding the electron component within the unit cell at Rg, and the hole component 
within the unit cell at R/^. This allows one to compute the distribution of the exciton in 
real-space, without using any explicit form for the atomic orbital functions 0(r). This 
is useful, since in the empirical tight-binding scheme discussed in this work, 0 (r) is only 
introduced at a formal level, and no detailed consideration of its precise functional form 
is made (nor is it necessary).
To begin with, I fully expand the composite electron-hole function using (4.96):
=  Z  0 ( r e - R - R o p ) / ( r f t - R ' - R o « )  (4.97)
k P,Q  R ,R '
This immediately gives the probability density function as:
=  (4.98)
k k ' P Q  R S
X Y l  - R - R o p ) « i* { r k  - R  - R o q )  (4.99)
R ,R '
X Y  e*'‘'4 i^ '" -* > ." V * (r e -R " -R o p )0 (r A -R '" -R o s )
R ",R " '
(4.100)
The probability of finding the electron within the unit cell at Rg and the hole within 
the unit cell at Up  is P r(R g ,R /i), defined thus:
P r ( R e ,R h ) =  f  dre /  dr^ |®(re,rft)|=' (4.101)
JRe JRk
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where the integrals are limited to the specified unit cell, only. In an orthogonal first- 
nearest neighbour tight-binding model, we can approximate that;
/ . 0 b e  — R  — R o p )0  (re — R^ — R-OP) dfe ~  ^R,R",Re ^P,R (4.102)R e
This is justified as follows: in a general non-orthogonal model, the integral (4.102), if 
extended to all space, would equal unity if (R , R q p ) =  (R " ,R o p )  (ie, the orbitals 
were centered on the same site); sq if the orbitals were centered on nearest neighbours; 
zero in all other cases. In the orthogonal model, the integral over all space vanishes in 
all cases, except when the orbitals are centered on the same site. Such a relationship 
would be exact. Since Equation 4.102 only takes the integral over the region of the unit 
cell, the relationship becomes only approximate; in an orthogonal model, the overlap of 
two orbitals on the same site will be slightly less than unity, since the integral (4.102) 
ignores non-zero parts of the overlap located outside the unit cell.
Using the approximate overlap relation (4.102) and (4.100), the probability function
(4.101) therefore becomes:
P r { R e ,R a) C p  Y  Afk Z -^ + k ' A!k'
kk' PQ RS
X  X  ^  ( ^ R ,R " ,R e < ^ P .P
R , R "
X X  e " '^ ^  e'^ ^  ^r',r'",Rh^Q,5 
R ' , R ' "
k k' P Q
(4.103)
where on the last line the Kronecker-deltas have been summed out, and the resulting 
expression has been conveniently rearranged. Equation 4.103 is the key original result 
of this section. However, it may be refactored into a more compact form:
P r(R e.R A ) =  ( ç c - k  [F+k(Re) 0 F*_k(Rk)] j  •  ^ Z ^ k '  [F + k '(R « )® F :k '(R k )] j
(4.104)
by using the envelope factors
F .k (R ) =  ( ) f )  (4.105)
P r  (Rg, R/i) gives the probability of finding the electron and hole in unit cells located 
at Rg and R/^ respectively. By (4.104), it is expressed as the inner product of an effec­
tive envelope function, which is equivalent to ^ (R g , Rg) =  (7k0+k(Re) <^0_k(R^)i
described earlier as Equation 4.96, but with the tight-binding functions 0ak(R) replaced 
with the envelope functions Fgk(R). It should be emphasized tha t the only approxima­
tion required to facilitate this conversion, is the approximate overlap relation (4.102).
4 .8 .2  Numerical evaluation o f the exciton size
The previous section derives an approximate exciton probability function, P r(R g ,R /j) . 
This probability function is discretised in space and on a grid (the graphene lattice) 
which is somewhat awkward as a basis for computing the exciton size in nanotube
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(axis and circumferential) coordinates. Here we simply extend P r(R g ,R /i)  by replacing 
Rg —)■ Fg, R/i — F/j, allowing the coordinate arguments to vary continuously over the 
nanotube surface, and allowing the probability density to be evaluated at arbitrary 
space points.
4.9 Equivalence of  the lattice and continuum potentials ^
In this section it is shown for completeness how the Lattice interaction of Chapter 3 
(Equation 3.96) reduces to the Continuum-model interaction. Equation 4.49, within an 
appropriate limit, demonstrating th a t the two approaches are compatible. It appears 
that, to date, the continuum and lattice models have been discussed in the literature 
completely independently (see Ando [1997; 2005], Jiang et al. [2007a]) and no formal 
connection between them has been previously disclosed.
The lattice model represents the Coulomb interaction between tight-binding Bloch 
functions in terms of a superposition of Coulomb interactions between electrons con­
fined to atomic orbitals on pairs of atom sites (see Section 3.5 and Equation 3.90). 
These inter-atomic Coulomb interactions are approximated by the Ohno potential (see 
Section 3.7). The basis of the ‘continuum lim it’, in the present Continuum model, is to 
suppose tha t the lattice constant becomes negligible in comparison to the inter-atomic 
distance, such that, taking the Ohno potential:
Ito  yohno(R +  R ab) =  lim =  F (R  +  R ab)
(4.106)
Hence, in the continuum limit, C/ohno(R) ~^ H (R ), where H (R ) is the conventional 
Coulomb potential. Finally, since as a —> 0, the unit cell Vg becomes negligible, and 
R  becomes continuous, '^g f  Hence, the ‘intra-sub-lattice’ lattice-potential 
Uaa (Equation 3.96) becomes:
^ m V A A i q ) J  (4.107)
indicating tha t in the continuum limit, the lattice interaction Vaa(q) reduces to the 
Fourier transform of the ordinary Coulomb interaction H ( f ) .
To account for the A-B (inter sub-lattice) sublattice interaction, I write
lim FAB(q) -4- / e'i<r4-RAB) v ( v  +  R a b )d ^ r  (4.108)
a—>0 A L  J
i  J  C^-^V{r)d‘^ r (4.109)
To complete this analysis, I explicitly compute the Fourier transforms for both  Vaa 
and Vab- It was previously noted tha t the Coulomb potential on a cylinder of radius 
R  may be written
2 oo oo
=  Z  Z  (4-110)
m=—oo k=—oo
Substituting in the previous equation, and expanding the momentum q  in appropriate 
nanotube components as q  =  (/x, q) as normal, the limit of the lattice potential becomes, 
fully:
2  o o  o o  »27T pA/2
liml/AA(q) =  T 7 —  Z  Z  V |(I * I ^ )^ m (|1 |^R) /  R d0e‘(“ +'‘) D
a ^ o  J o J - a / 2
(4.111)
—  g-iq-R-AB
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Using the relations
I'2'k
R (4.112)
Jo
rAl2
/  e‘(«+*’>^dz =  (4.113)
J — A / 2
and after summing out the Kronecker deltas, the (4.111) reduces to
Hm FAA(q) =  ^ / w ( | , R | ) % | ( | , R | )  =  (4.114)
which is the same Coulomb interaction found previously in the explicitly continuous 
approximation. Hence, the Continuum approximation can be considered as the correct 
continuum limit of the lattice model. Further,
V A B (q)->e-‘'»'*-“ î)q. (4.115)
Similarly, if the continuum limit a  0 is confined to the Coulomb interaction, it
follows th a t the complete m atrix elements in the lattice approximation, expressed in
(3.98), reduce to:
continuum  ( ^ ® i k 0 S2k' N  0 g g ( k - q ) 0 S4 (k''+q) ^  ~  ^ q  { f ^ s l k ^ S 3 ( k - q )  |  { ^ ^ a k '^ s d C k '+ q )  |
(4.116)
which is consistent with the form of the m atrix elements computed in the continuum 
model, Equation 4.39. This indicates consistency between the two models, in regard to 
their handling of the Coulomb m atrix elements of the Bethe-Salpeter Equation.
Since the tight-binding Bloch functions are periodic in k-space (i.e., 0 k + c (r)  =  
0k(r), where G is a reciprocal lattice vector) the Coulomb m atrix elements should be 
independent of the choice of Brillouin zone. This requirement is satisfied by the lattice 
interaction, for which VAB(q+G) =  VAB(q) (this property follows from Equation 3.96). 
The continuum model interaction Uq is not, however, independent of the choice of Bril­
louin zone; t^q+c 7  ^ i^q, see Section 4.6. In order to enforce the required periodicity 
in k-space to the continuum potential approximation, I evaluate the continuum ap­
proximation after translating q, as neccesary, to the first hexagonal Brillouin zone, by 
repeated application of reciprocal lattice vectors.
4 .9 .1  Comparison betw een lattice and continuum  potentials
Figure 4.2 compares the magnitude of the lattice potentials Vaa  and Vab, to the 
continuum approximation Uq, after imposing th a t q  be translated into the hexago­
nal Brillouin zone, for the continuum approximation. It is seen th a t the continuum 
approximation provides a reasonable approximation to the average lattice interaction, 
Vq  % ( V a a  +  |V a b |) /2 -
Figure 4.3 shows the argument of the complex potential components, V a b  and its 
continuum approximation,  ^ after enforcing tha t q  is limited to the first hexag­
onal Brillouin zone for the continuum approximation. It is seen th a t the phase angle of 
the lattice potential varies more smoothly than tha t of the continuum approximation, 
throughout k-space.
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Figure 4.2: Comparison of the lattice and continuum approximations for the Coulomb potential. 
q is translated hack to the hexagonal Brillouin zone for the continuum approximation.
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Figure 4.3: The argument of the complex potential components, VAB(q) its continuum 
approximation , across the fully extended Brillouin zone.
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Chapter 5
Variational model
Work from this chapter has been published in “Analysis of different techniques fo r mod­
elling excitons in carbon nanotubes”, M. Brown and A. Andreev, International Journal 
of Materials Forming, vol 1, pp. 101-105 (2008).
5.1 Variational model o f  excitons in carbon nanotubes
In previous chapters, I have described how to construct a  theoretical model of the 
excitonic effect in carbon nanotubes, from a microscopic perspective; tha t is, taking 
into account the many-electron system, and the electron-electron interactions within 
it. This leads to a model containing a considerable degree of mathematical complexity. 
For less exacting calculations, many researchers have looked to simpler descriptions of 
the exciton effect, and the variational method provides one common technique.
An exciton in a carbon nanotube can be modelled as an electron-hole pair moving 
on the surface of an infinitely long perfect cylinder. We will fix the hole component 
at the origin, and attem pt to construct a wave-function describing the motion of the 
electron component around it. This is, in essence, a standard Coulomb problem for 
a model Hydrogen atom. Since the electron component is constrained to the surface 
of a cylinder, the model has a two-dimensional character. Solutions to the Coulomb 
problem are well known in two dimensions [Yang et al. 1991, Parfitt and Portnoi 2002]; 
the ground-state has the non-normalised form '02d(i*) =  exp(—2r/ao), where ao is the 
Bohr radius, with corresponding energy £^20 =  —4Ry. We might expect, therefore, 
tha t in the limit of large radius, the exciton wave-function for the carbon nanotube will 
tend to ip2 D and £ 20-
The first in-depth exposition of a variational model, for carbon nanotubes, was 
provided by Rostov ei al. in 2002 [Rostov et al. 2002]. W ith the two-dimensional limit 
in mind, Rostov took trial functions as:
y) =  exp —a  (gff -f- 4£^ sin^(z/2£))"^^ (5.1)
where x  is the surface coordinate measured in the circumferential direction of the tube, 
y  is the axial coordinate, and R  is the nanotube radius (see Figure 5.1); all these 
lengths are to be measured in units of the Bohr radius, a  and n  are the variational 
parameters against which £['0ic] should be minimised. This function is of the form 
'0 ic(r) =  exp( — where r  is a three dimensional position vector, constrained to 
the surface of the cylinder.
Later work published by Pederson [Pederson 2003; 2004] used a simple trial function
'i})t(x, y) =  exp -(x^Jq ^  +  y^lk^Ÿ^"^ (5.2)
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Figure 5.1: The nanotube surface coordinate system used in the variational models discussed 
in this text. The position of the electron, relative to the hole, is denoted by surface coordinates 
{x,y) where x is measured in the circumferential direction and y is parallel to the nanotube 
axis. The nanotube has a radius E.
where the scaling parameters q and k are the variational constants. It is this trial 
function which will be explored, in detail, below.
5.2 The Pederson Model
The system is cast into natural exciton units [Pederson 2003], in which energy is mea­
sured in effective Rydbergs, Ry*:
(5-3)
Lengths are measured in effective Bohr radii,
a„* =  A -  (5.4)
In both definitions, mo is the free-electron mass; e the electron charge; At is the dielectric
constant; /i is the reduced effective electron mass, in units of mg; tha t is, =
m~^ +  where mg is the effective electron mass, m y  is the effective hole mass (in
units of mg). In this system of units, the Coulomb potential is V { x ,y )  =  —2 /d { x ,y ) ,  
where d {x ,y )  is the true electron-hole separation in three-space, taking into account 
the curvature of the nanotube cylinder:
d(z, =  Y4R2 sin2(T/2R) -k (5.5)
In the variational problem, therefore, the Hamiltonian is:
H  = -V ^  -  ^  (5.6)
The energy functional to be minimised is
.1*1.
where the kinetic energy part is K[^ l>] — — the potential energy part is V[il)] =
—2 {if\d~^{x, y)\'ijj)\ the normalisation part is N[ijf\ =  (^ |^ ) . In all of the following, the 
trial wave-function -0 is the function specified in (5.2).
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5 .2 .1  Simplifying the energy functional
For the benefit of the numerical energy minimisation procedure, it is preferable tha t the 
components of the energy functional (5.7) be expressed in as simple an analytical form 
as possible (ie, to minimise computation time). 1 have not been able to find closed-form 
or wholly analytical solutions for either N , V  ot  K ; however simplified representations 
were found, for this work, as follows:
After a suitable change of variables, the Normalisation part can be reduced to:
TTok poo
N[ip{q,k)] =  —  4qk r  exp(—2r) arccos(£ /r) d r (5.8)
^ J l
Here L  is half the scaled nanotube circumference (in reduced Bohr radii): L  =  TrRfq. 
The Kinetic energy part has been reduced to involve two integrals:
r  arccos(L/r) exp(-2r)(l -  r)dr (5.9)
4qk qk jj^
2L{k^ — (ff) f°° \ / t  ^ — lA
qk
roo ^  2 _  T2
J  -----^ ------ exp(—2 r)( l +  r )d r  (5.10)
1 have been unable to reduce the potential energy part, and it must be computed 
wholly numerically. The integration to be performed is:
A straight numerical integration of this function would fail at the origin (where the 
denominator in (5.11) vanishes). Instead, 1 construct a small circle centered about the 
origin, with radius e <K R . W ithin this circle, sm {x /2 R )  % x /2 R ,  and thus d {x ,y )  % 
(z^ +  i/^)V2_ The potential energy integral within this small circle is denoted and, 
after a change of variables, 1 find this to be:
''Tt/2
VJét] =  - 4 7 T £  + r
5 Jo
-.2 1/2
d6> (5.12)
5 .2 .2  Caculating the integrals
The integrals were performed numerically using Gaussian Quadrature. Integrations 
f(x)da; were performed after making the substitution x  =  tan  2 , dx =  sec^ z dz, and 
then performing the integral between z  =  a rc tan a  and z  =  t t / 2 . This procedure was 
seen to give more consistant results, in practical processing times, than  numerically 
integrating f { x )  until it converged, since the convergence ‘detection’ (and the extent 
of X integrated over) would have to vary strongly with q and k. The one-dimensional 
integrals in N  and K  were performed using an optimised step-size, h\ if the integral as a 
function of h is written I{h ), then h was steadily reduced until I{h )  converged. Because 
the two-dimensional integrals in V  were slow, they were restricted to 2000 steps in each 
dimension. Also, due to the symmetries of the integrated function, in V, the integration 
was performed only over the region of positive x  and y, and then multiplied by four.
The energy functional was minimised by employing the Nelder-Mead Simplex algo­
rithm  [Nelder and Mead 1965].
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5 .2 .3  Comparisons with Pederson’s Published Work
In Pederson’s original work [Pederson 2003], analytical expressions for ^nd
— were found:
=  (* !* >  =  m k L  [L i(2L)K o{2L) + Lo{2L)K i{2L)]  (5.13)
and
,2  2
=  -  (A |V " |* )  =  k  -  iLKo{2L)  -  2Ki{2L)\  (5.14)
where K n  is the n th  modified Bessel function of the second kind, and Ln  is the Struve 
function.
Figure 5.2 shows exciton energies obtained by the optimisation of £[0t] using the 
FT, N  and V  calculations detailed above. Also shown are energies calculated after sub­
stituting Pederson’s expression for K .  Also shown are the original da ta  published 
by Pederson, extracted from the published figure using the ‘Digitiser’ tool of OriginLab. 
The digitisation of energies is expected to be accurate to approximately 0.08 Ry*, and 
the radii to approximately 0.001 ug*.
It is seen tha t the energy distribution diverges at small radii. At larger radii, the 
energy tends towards a constant —4Ry*; this limit is reached by a radius of about 
0.4 Ug*.
There are discrepancies between the energies calculated using K  and Shown
in Figure 5.3 is the difference between the digitised, published Pederson data, and 
the results calculated using the published expression; the calculated values were 
produced to match radius values recorded in the digitisation procedure. The magnitude 
of the discrepancies is typically within the expected digitisation error (±0 .08Ry*), 
except at small radii. However, at small radii, where the gradient of the energy vs. radius 
curve is greatest, the calculated energies are, in effect, more sensitive to the accuracy of 
digitisation of the radius scale; thus it would be expected th a t the discrepancies would 
be greater in this region.
Numerical evaluation (within Maple) of the functional {N[ipt] — N ^^)/N [ip t]  gave 
results, at various radii, and for ranges of q and k  from 0.1 to 2 .0 , of no more than 
the order of 10“ ^. It is felt th a t the accuracy of the calculated data, compared to 
the digitised data, also indicates tha t is calculated accurately (and equivalently); 
Pederson finds no analytic expression for the potential term. Thus, the discrepancy 
between the calculated data  and Pederson’s results is likely to be contained entirely 
within the differing values of the kinetic energy term, and [0 ].
The accuracy of Equation 5.10 is also supported by a simple two-dimensional inte­
gration performed using a direct derivation of ('0t|V^|i/;^) made with the M athem atica  
software; let this M athem atica-deiived  kinetic energy be Except at small val­
ues of q and k {q and k  smaller than 0.4), where the simple integration m ethod was 
expected to break down, and become most inaccurate, [0] recreates FC[-0] much 
more closely than  Ff^P)['0], as shown in Figure 5.4.
Contrary to Pederson’s published results, the fitting param eters q and k  are not 
constrained to lie between 0 and 1, as indicated by Figure 5.5. At large radii the 
parameters both tend to a value of 0.5, giving a highly symmetric wavefunction, ■0(r) =  
exp(—2r). At small radii, the wavefunction posesses high assymetry in the x  and 
y  directions; at radii less than 0.1 ag* the ratio q /k  becomes greater than 10. These 
curvature-induced assymmetries dissapear at radii of around 0.4 ug*, matching the point 
at which the binding energies reach 4Ry* (see Figure 5.2).
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Calculated Energies 
Pederson's Published Energies 
Generated Pederson Energies 
Kostov's Published Energies
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Figure 5.2; A comparison of exciton binding energies obtained by (i) minimisation of the energy 
functional (Equation 5.7); (ii) minimisation of the energy using with Pederson’s published
expression for K  (Equation 5.15) [Pederson 2003J, and N , V being generated as explained in 
the text (myself); (Hi) a digitisation of Pederson’s published results [Pederson 2003] made using 
OriginPro 7.5 and the ‘Digitiser’ plug-in tool; (iv) a digitisation of the energies obtained and 
published by Rostov (using a different trial function) [Rostov et al. 2002].
Figure 5.2 also shows that the energies are consistantly higher than  those
provided by Rostov [Rostov et al. 2002] and the alternative trial function (Equa­
tion 5.1).
Approximate fitting polynomials have been obtained for the param eters q and fc, 
and the resultant exciton binding energy E . The fitting polynomials are taken to 
fourth order in the nanotube radius, i7, with parameters specified in Table 5.1. Curve 
fitting was performed via the Levenberg-Marquardt algorithm within the OriginPro 9 
software package. The fitting functions give mean absolute discrepancies to computed 
values of ^  8%, for q, ~  1% for k, and ~  0.4% for E , respectively, over the sample 
range (0.025uQ < R  < G.425ao).
5.3 Summary
In this chapter we investigated a variational envelope function model for the excitons 
in carbon nanotubes, with a two-dimensional, exponential-form envelope function cho­
sen after Pederson [2004; 2003]. This function was also investigated by Rostov et al. 
[2002], and is consistent with the solution of the constrained two-dimensional hydrogen 
atom (the nanotube exciton is taken to be constrained to the nanotube surface). The
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Figure 5.3: The difference between Pederson’s published energies [Pederson 2003] (as digitised 
from the published figure) and energies calculated using the procedure described in the text, found 
by minimising the functional +  V[ipt])/N['(pt\-
results obtained for this thesis show a discrepancy with equivalent results presented 
in the literature [Pederson 2004; 2003] which cannot be explained: the current work 
predicts an exciton binding energy smaller than tha t published by Pederson [2004] (see 
Figure 5.2). Also, whereas Pederson [2004] finds tha t the circumferential shaping pa­
rameter q tends to a value of 0.5 at small nanotube radius, in the current work we find 
that the q diverges at small radii. Our finding is, however, consistent with results ob­
tained elsewhere, which imply that the nanotube exciton is strongly or fully delocalized 
in the circumferential direction [Jiang et al. 2007a, Maultzsch et al. 2005] at small nan­
otube radii, thus obtaining a strongly one-dimensional character. A lim itation of the 
current variational model is that, although providing estimates of the exciton binding 
energy and exciton size, it does not provides estimates of the exciton spin singlet/triplet 
and parity-state energy splitting energies, which are im portant for the interpretation of 
recent experimental results [Matsunaga et al. 2009, Mortimer and Nicholas 2007]; the 
model also contains no explicit consideration of true many-body electron-electron inter­
actions. It therefore seems inferior in scope to the full Bethe-Salpeter Equation model 
detailed in Chapeter 3, and which will form the basis for the studies in the remainder 
of this thesis.
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Figure 5.4: Differences between K[ipt\, and the Mathematica derived expression
Table 5.1: Fitting function parameters for the shaping parameters k and q (units of Uq 
and the binding energy E  (units of Ry*). Parameters are given for the fitting polynomial 
Aq + A iR  + A 2 R^ + , R, is the tube diameter in units of Uq, between ranges
Rmm ^  R  ^  Rmax-
Parameter R-min Rmax Ao Al M A3 A4
Q 0.00 0.22 23.0616 -238.932 1214.15 -2492.39 0
Q 0.22 0.30 3051.01 -45465.1 253605 -627421 580871
Q 0.30 0.40 6.32685 -50.0328 114.787 -140.021 0
k 0.00 0.22 0.2563 4.62003 -11.9031 3.98895 0
k 0.22 0.24 -1159.45 15182.8 -66158.7 95985.42 0
k 0.24 0.40 2.93768 -21.7137 64.4961 -63.5957 0
E 0.01 0.20 -26.6486 493.690 -4941.98 23415.5 -41592.0
E 0.20 0.40 -32.9157 356.902 -1661.58 3427.48 -2634.82
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Figure 5.5: Graph showing the final values of the q and k parameters in ift for the minimised 
solutions of E[tpt], as a function of the nanotube radius. The dotted horizontal line is placed at 
a parameter value of 0.5.
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Chapter 6
Computational implementation
6.1 Computational implementation ^
An original Fortran-90 computer program was written for this project, to solve the 
Bethe-Salpeter m atrix equation implied by Equation 3.35. The code was designed to 
solve the Bethe-Salpeter Equation for arbitrary nanotube chirality, computing a full 
eigenvalue spectrum for spin singlet and triplet, odd and even parity exciton states.
The code was controlled by a simple textual input file specifying the various param ­
eters of the model, e.g., the tight-binding param eters 70, the static dielectric
constant K, computational parameters such as the number of k  points to be used for the 
exciton wavefunction, and for the summations over the Brillouin zone within the self­
energy calculation (Equation 3.29) and the RPA screening calculation (Equation 4.92). 
The code was designed to operate in one of two modes: firstly, calculation for a single 
tube, computing the full eigenvalue and eigenvector spectrum for the Bethe-Salpeter 
matrix, plus outputting a computed absorption spectrum (see Appendix A) or plotted 
real-space wavefunction (see Section 4.8.2); secondly, a ‘group’ mode in which the cal­
culations were repeated for a number of nanotubes of increasing (n, m ) chirality indices. 
In this latter case, program output was limited to key results, such as lowest exciton 
energies, the binding energy, the self-energy correction at the minimum gap, and a 
computed exciton size (average electron-hole separation in real space). By computing 
all combinations of spin and parity states for each nanotube, quantities such as the 
1-photon/ 2-photon splitting energy E 2 u — Eig  can also be automatically recorded.
No parallelism of the code was attem pted. Computations were run on the University 
of Surrey’s mara cluster, providing up to 64 dual-core Opteron-246 CPU nodes (with 
an available 4 GB RAM per node). Although run in a serial (non-parallel) fashion, the 
access to multiple serial compute nodes allowed multiple instances of the code to be run 
simultaneously. This improved real-time compute speed when in ‘group mode’ (results 
were chosen to be limited to tubes with diameters 0 .6- 1.5 nm, which comprises sixty- 
five distinct semiconducting tube chiralities) or when investigating a range of param eter 
choices. Typical computations using 50 k-points in the exciton wavefunction, 8000 
and 4000 k-points in the band-gap renormalisation and RPA screening calculations, 
respectively, gave compute times ~  10 CPU minutes per nanotube (including all exciton 
spin and parity states).
The eigenvalues and eigenvectors were solved for via a call to the DSYEVX rou­
tine of the LAPACK package [Anderson et al. 1999]. The J„(g)and Kn{q) modified 
Bessel functions of the second kind, utilised in the continuum model expression for the 
Coulomb potential, were computed using the algorithm supplied by Amos [1995].
Figure 6.1 shows a basic flow-chart for the code. The computation is initialized 
after reading a problem specification from a local configuration file in p u t.d a t The input
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file will specify whether to compute for a group (sequence) of nanotube chiralities (in 
which case specifying a tube diameter range) or else specifying the requested nanotube 
chirality for an individual tube. For each tube, as necessary, the code will complete a 
complete solve cycle. This essentially involves populating the m atrix representation of 
the Bethe-Salpeter Equation, and calling DSYEVX () to obtain a complete eigensolution. 
Once eigenvalues (exciton energies) and eigenvectors (exciton wavefunctions in k-space) 
are obtained, the solutions can be passed to additional routines for computing the 
exciton wavefunction, or absorption spectrum, which may be output to file. The input 
file allows the user to select for specific outputs. Although no detailed time profiling 
has been done, it is found tha t it is the self-energy calculation which is most time 
consuming, with the final m atrix solve taking a negligible portion of the total compute 
time. The Coulomb integrals th a t define the self-energy correction are between exciton 
wavefunction components at a state k, and an interacting electron at state k '. Below, 
we will define tha t the computational problem is solved with k  points in the 
exciton wavefunction and points in the self-energy. Thus there are x 
total self-energy terms to compute, k ' spans the whole Brillouin zone. Each of these 
self-energy Coulomb m atrix elements is screened by the dielectric function s(q , w =  0), 
the calculation of which itself involves an summation over the full Brillouin zone and is 
computationally costly. However, since &(q) is a function of q  =  k ' — k  only, significant 
computational time is saved by precomputing e(q) for each possible q; thus, the screened 
interaction y (q ) /c (q , w) is computed only times, rather than x .
The following sections of this chapter will discuss the particular choices of model 
parameters.
6.2 Nanotube size: diameter and tube length
In this work I will concentrate on tubes in the diameter range 0.6-1.5nm. This range is 
consistent with the diameter distributions of HiPco nanotubes (~0 .7-1.4 nm [Nikolaev 
et al. 1999]), which are often used for optical experiments with surfactant-dispersed 
CNT solutions [see, for example Bachilo et al. 2002, Weisman and Bachilo 2003, Wang 
et al. 2005, Fantini et al. 2009, Hertel et al. 2005]. It is also consistent with the sizes of 
CVD-grown nanotubes, used for optical experiments of air-suspended nanotubes (diam­
eters ~ 1 .0 -1 .3nm  [Lefebvre et al. 2004, Ohno et al. 2006]) and PLV-grown nanotubes 
used in some experiments (diameters ~ 1 .2 -1 .4nm  [Hagen and Hertel 2003, Lebedkin 
et al. 2003]). Lebedkin [Lebedkin et al. 2003] notes that the photoluminesence quantum  
efficiency (that is, the number of photons emitted for each photon absorbed) decreases 
with nanotube diameter, and argues th a t observation of PL response is likely limited 
to tubes with diameters less than ~  1.5 nm in any case (calculations by Oyama [Oyama 
et al. 2006] demonstrate the diameter-dependence of PL efficiency).
The smallest diameter nanotubes observed are of diameter 4Â , however these are 
grown in highly specialised conditions, for example as the innermost component of 
multi-walled carbon nanotubes [Qin et al. 2000] or prepared within the channels of 
zeolite crystals [Wang et al. 2000].
The thinnest nanotube reported in photoluminescence experiments appears to be 
the (5,4) nanotube with a diameter of 0.61 nm [Bachilo et al. 2002].
As-grown HiPco nanotubes are expected to have lengths ~ l p m  [Nikolaev et al. 
1999]. Van der Walls forces tend to cause carbon nanotubes, in aqueous solution, to 
aggregate into bundles or ‘ropes’. Contact between individual nanotubes, within a bun­
dle, is understood to quench luminescence efficiency [O’Connell et al. 2002]. Therefore, 
for typical optical experiments, individual nanotubes are dispersed in solution by first 
mixing with an aqueous surfactant, and then sonicating (ultra-sonically agitating) the
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Figure 6.1: Flow diagram for the Fortran-90 code used to solve the Bethe-Salpeter Equation 
for this work. See the text for further details.
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resultant mixture to break apart remaining bundles [O’Connell et al. 2002]. This son- 
ication can result in cutting of the nanotubes; O ’Connell et al. [2002] saw HiPco tube 
lengths of only 80-200 nm (an average length of 130 nm) in their sonicated samples 
used for photoluminescence studies. Air-suspended nanotubes—grown by CVD pro­
cesses across patterned substrates—may have effective lengths an order of magnitude 
larger (~  0.5-1.5 pm [Ohno et al. 2006, Lefebvre et al. 2004]) depending on the structure 
of the substrate.
6.3 The size of the Brillouin zone ^
The complete length of the fully-extended one-dimensional Brillouin zone is The 
fully-compacted Brillouin zone contains Ng cutting lines of length IK2I =  27t/T. We 
have the well-known relations Ng = 2{v? vn? n m )/d n , T  =  ■s/Sirdt/dR^ dt =  
ay/v? nm/TT. Hence, after some simple algebra, I find the following relation:
a is the 2-atom-cell lattice constant, and dt is the nanotube diameter.
For a nanotube of length A , but with periodic boundary conditions applied in the 
axial direction, k-states will be spaced, in th a t axial direction, with an interval 27t/A. 
I therefore deduce tha t the maximum number of allowed k-states, in any nanotube, is
It will later be useful to divide the Brillouin zone into lengths equal to the cutting line 
spacing, |K i| =  2 /d t. Each length contains — N ^ x  {2 /d t)/L B Z  distinct k-points. 
Prom earlier relations, I find tha t this is
=  (6.3)
Relation (6.2) shows th a t the number of allowed, distinct k-points is proportional 
to both a nanotube’s length, and its diameter. This has implications for any numer­
ical quantisation of the Bethe-Salpeter Equation. Firstly, the relation provides an 
upper limit to the number of k-states in any numerical quantisation of the Bethe- 
Salpeter Equation {N^ provides an upper-limit for modelled k-points, at which the 
Bethe-Salpeter Equation would be formally exact, incorporating all distinct electrons 
exactly). Furthermore, if k-space is numerically quantised to provide a particular den­
sity of sampled k-points, (6 .2) shows th a t the corresponding number of distinct k-values 
must vary proportional to the nanotube diameter. Table 6.1 lists Nf~ for typical combi­
nations of nanotube length and diameter. Figure 6.2 plots values of for nanotubes 
of different diameters, but fixed nanotube length A  =  100 nm. Values of may be 
deduced for nanotubes of different lengths by rescaling the ordinate in linear proportion 
to A .
6.4 Numerical solution of the Bethe-Salpter Equation ^
The Bethe-Salpter Equation involves summations across Bloch states throughout all of 
k-space. To implement the BSE calculations numerically, and computationally, these 
summations must be limited to a sampling of k-states, so tha t the computational so­
lution is not too onerous in terms of demand for memory or processing time. The
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A — 100 nm A = 500 nm A = 1000 nm
dt — 0.6 nm 3 568 17838 35676
dt — 1.0 nm 5946 29 730 59460
dt — 1.5 nm 8 919 44 595 89190
Table 6.1: (the number of distinct 'k-points in the fully-extended one-dimensional nanotube
Brillouin zone) for typical nanotube diameters dt and lengths A. By Equation 6.2, scales 
proportional to the product A  dt.
70 n
Number of distinct k-points in each 
reduced cutting line (length 2ti/L} 
for nanotubes of length A = 100 nm
60 -
50-
40-
30-
2 0 -
1.6 1.80.8 1.0 1.2 1.40.60.4
Nanotube diameter / nm
Figure 6.2: The number of distinct k-points in each 2x1 L segment of the one-dimensional 
nanotube Brillouin zone, plotted for different nanotube diameters, and for a fixed nanotube 
length of A = 100 nm. By Equation 6.3, scales in direct proportion to the nanotube length, 
A .'
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latter consideration (processing time) is particularly relevant for the study of carbon 
nanotubes, since one generally needs to solve the BSE repeatedly for a large number 
of distinct nanotube diameters and chiralities. Although the current work will consider 
nanotubes only in the range 0.6-1.5nm  (see Section 6 .2), this equates to 67 distinct 
semiconducting nanotube species.
Optical processes (and the formation of excitons) occur at relatively low energies, 
close to the K-points. Thus, I restrict the BSE solution (the exciton wave-function) to 
k-space only in the vicinity of the two non-equivalent K-points. This is done by limiting 
the exciton wave-function to a restricted number of cutting lines close to the Fermi 
points, and to a limited extent along each cutting line.
•  The to tal number of cutting lines incorporated per valley is n ^ . We know that 
the K point (valley minimum) lies close to the cutting line with index fip  (see 
Section 2.4.1). Thus, the computation considers bands with indices fi satisfying 
Im — Pf \ <  {riB — l) /2 . T hat is, u b  is chosen to be an even number, and we 
consider a symmetric set of neighbouring bands closest to pp-
•  The cutting line length is 2 p fT .  On each cutting line I consider points k  such 
tha t \k\ < t ilf /T .
•  k-space is discretized in the circumferential direction according to a fc-spacing A k .  
For a finite nanotube of length A , an interval A k  contains A A k j^ p  true k-points. 
Summations in the real BSE are converted to numerical approximations by the 
substitution
(6.4)
k k'
in which k ' is the digitised momentum in the circumference direction.
6.4 .1  Convergence o f the static dielectric function ^
To test the convergence of the dielectric function with I solve the Bethe-Salpeter 
Equation at different for a range of different nanotube diameters. I examine the
(10, m ) family of nanotubes since they span the range of intended nanotube diameters, 
0,7-1.3nm. In the following I keep =  4000 and — 50, using one sub-band 
per valley [N i — 1).
I find tha t the dielectric function (screening) converges rapidly with for nan­
otubes of all studied diameters. Figure 6.3 shows the computed binding energy of all 
(10, m) nanotubes with increasing I plot up to a maximum =  6000, which is 
a sizeable fraction of the theoretical maximum for the 100-500 nm length nanotubes of 
interest in this work (see Sections 6.3 and 6.2). The results are unstable for <  1000.
After increasing from 1000 -4- 2000, computed binding energies vary by less than  
10~^eV. Increasing from 2000 —> 3000, binding energies vary by no more than
lO '^eV .
Lowest energy exciton recombination energies are stable to less than 10"^ eV after 
increasing from 2000 -4- 3000 points, but by N f ’'^  =  3000 these energies appear 
converged to 9 significant figures for all studied tubes.
The exciton size (rg — y^) is stable to less than  10~^ nm after increasing from 
1000 - 4  2000 points, and is converged to 6  significant-figures (10“  ^nm) after increasing 
from 2000 - 4  3000 points.
Since experimentally reported values are typically determined to uncertainties 
of 1-2 meV (see Bachilo et al. [2002]), these figures imply th a t the dielectric screening is 
converged to within experimental accuracy by ~  2000. I  therefore fix  =  2000 
in all o f the subsequent work.
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Figure 6.3: The binding energy of lowest energy bright excitons for (10, m) nanotubes, from  
solutions of the Bethe-Salpeter Equation, for increasing (the number of distinct k-points
included in the calculation of the static dielectric polarisation n(q, 0) /  Points are connected 
by straight lines.
6.4 .2  Convergence o f the band-gap renormalisation
Having fixed =  2000, I now examine the effect of varying on the computed 
band-gap renormalisation.
Figure 6.4 shows the variation in the band-gap renormalisation for all (10, to) semi­
conducting carbon nanotubes after increasing from 50 to 10000 points in the fully 
extended Brillouin zone. The figure's top-axis is also plotted with the effective nanotube 
length A, for which = Ny, being the true (exact) number of allowed k-points 
in the corresponding Brillouin zone. For example, a nanotube of length 100 nm has 
Nk ~  6000 for a 1 nm diameter tube. (Remember that is defined as the num­
ber of points to be used in a 1 nm diameter tube; during calculations for a particular 
nanotube species, is rescaled, by diameter, in accordance with Equation 6.2, i.e., 
=  jV ^^(lnm ) x d^/(lnm ).)
The band-gap renormalisation is seen to convergence slowly with increasing 
Increasing from 6000 -4- 10000 points, for example, increases the band-gap renor­
malisation by an average of 21.2 ±  0.9 meV across all seven (10, to) nanotubes. This 
range of is consistent with an exact solution of the band-gap renormalisation for 
nanotubes with lengths 100-150 nm, in turn consistent with lengths seen in samples of 
sonicated HiPco nanotubes used by O’Connell et al. [O’Connell et al. 2002].
Figure 6.5 plots the band-gap renormalisation against which is of course
proportional to the sampled k-point spacing. At sufficiently large (7V^ ^^  >  1000, 
< 0 .001) the computed band-gap renormalisation scales approximately lin-
r b g r \_ learly with (iV^ ®^ ) This behaviour has been previously reported by Fuchs et al. [Fuchs
et al. 2008] in their comprehensive review of the BSE numerical technique as applied 
to bulk MgO and InN.
The behaviour shown in Figure 6.5—ie, consistent linear variation in the BC R for 
sufficiently large —implies that the calculated band-gap renormalisation is at least 
well behaved for > 2000. Since later computed exciton energies will be compared
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Figure 6.4: The band-gap renormalisation, BGR (that is, the self-energy correction to the 
single-electron minimum gap) in all (10, m) carbon nanotubes, as a function of the Brillouin 
zone sampling number N^^^{lnm). Points are connected by straight lines.
to comprehensive experimental measurements by Bachilo et al. [Bachilo et al. 2002], 
of nanotubes with likely lengths A  ~  100  200 nm, it will be prudent to choose
=  6000 points in future work.
6.4 .3  Convergence o f the electron-hole interaction ^
As per previous discussion, the electron-hole interaction is modelled numerically by 
truncating the domain of the exciton in k-space to Nf, cutting lines surrounding each 
non-equivalent K-point (valley). Each cutting line is extended symmetrically to a total 
length A l  x 2/d t, where 2/d t is the cutting-line spacing and A l  is the adjustable 
parameter. Further, the sampling of k-points is limited to points along each 2/dt 
length of cutting line. Figure 6.6 shows the variation in the computed exciton binding 
energy, for (10, n) nanotubes, as a function of the k-space sampling number. As for the 
band-gap renormalisation, the number of /c-points is scaled with diameter. It is seen 
that the exciton binding energy increases with increasing sampling number, but shows 
saturation-like behaviour at high However, Figure 6.7 indicates tha t the binding
energy scales proportional to (i.e., proportional to the k-space sampling Ak.
This is similar behaviour as for the band-gap renormalisation. Since the linear scaling 
in Figure 6.7 shows that the variation in binding energy is at least well-behaved with 
respect to variation in for >  20, we take A’^®‘^ (lnm ) =  50, which is
compatible with the estimated experimental nanotube size of 100-200 nm, as indicated 
by the upper abscissa in the figures.
6.4 .4  Truncation of the cutting lines
Figure 6.8 plots the exciton wave-functions (n =  1,2,3) in k-space, along the 
P f  cutting line (that of lowest energy), for the (10,3) nanotube. They are typical 
for all other studied chiralities. These wave-functions are solutions to the BSE with 
N/, =  1, =  3000, =  6000, =  50. The axial component of k  is labelled
in units of the cutting-line spacing, 27t/L .  By k =  0.5(27t/L) the wave-function
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Dependence of the band-gap renormalisation on the
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Figure 6.5; The band-gap renormalisation, BGR (that is, the self-energy correction to the 
single-electron minimum gap) in all (10, m) carbon nanotubes, as a function of the inverse 
Brillouin zone sampling number (1 nm)}“ F Points are connected by straight lines. Plot­
ted for  > 2000; in this region the BGR varies linearly with respect to the inverse
sampling number.
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Figure 6 .6 : The exciton binding energy in all (10, m) carbon nanotubes, as a function of the 
Brillouin zone sampling number nm)}. Points are connected by straight lines.
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Figure 6.7; The exciton binding energy in all (1 0 , m) carbon nanotubes, as a function of the 
inverse Brillouin zone sampling number nm)}~^. Points are connected by straight lines.
Plotted for nm > 20; in this region the binding energy varies linearly with respect to
the inverse sampling number.
(n  =  1)—which is even like about k = 0—has an amplitude 5.91 % its peak amplitude; 
this amplitude drops to 0.53% hy k =  1.0 (27t/L), and 0.08% hy k =  1.5 {2-k/L). The 
second lowest exciton wave-function (n =  1 )—which is odd-like about k  =  0—has 
amplitudes of 6.92%, 0.98% and 0.35% at equivalent /c-points. Although states with 
even n decay somewhat slower than those with odd n, all higher states have amplitudes 
below 1% their respective absolute peak value hy k — 1 .0 {2 tt/L ). I therefore chose 
this value as a suitable cut-off for the exciton domain; each cutting line included in the 
exciton domain is limited to \k\ < {2jdt); the total cutting-line length will be 2  x {2/dt).
There are no significant differences in this behaviour for nanotubes of different 
diameter and chirality; having examined all (1 0 , m) nanotubes specifically, this cut-off 
encompasses 99 % the peak wave-function amplitude for all tubes.
6.5 Exciton wave-function in real space ^
Figure 6.9 plots the exciton electron component probability density as a function of the 
nanotube axis coordinate, for the hole component fixed at the origin (see Section 4.8 
for discussion of the calculation), for the three lowest energy states of the odd space 
parity, spin singlet (that is, optically bright) exciton. (These calculations adopt the 
orthogonal tight-binding scheme, with 7 0  =  2.7 eV, — —0.9, the dielectric
constant was K =  2.5; however, the results are typical and are presented here to display 
qualitative features.) The plotted forms are qualitatively consistent with the real space 
wavefunctions obtained for carbon nanotubes by Jiang et al. [2007a, Fig. 3|. It is 
clear that as the exciton energy increases, the mean absolute electron hole separation 
\ve — r/i| also increases. For the n — 1 (lowest energy state), (|rg — r/^l) =  0. At 
large separations, the wavefunctions |4/(rg, r;,, =  0 | share a common envelope, falling 
off exponentially with rg. This is consistent with real-space wavefunctions obtained 
for both the one-dimensional Loudon [1959] and two-dimensional Yang et al. [1991] 
hydrogen atom.
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Figure 6 .8 : Wave-functions of the three lowest energy even exciton states, , n = 1 ,2 ,3, for 
the (10,3) nanotube, plotted against the axial component of k along the lowest energy cutting 
segment (ie, ii = pp, 1^ 1 < 1.5 (2/dt)j.
One should note that the wavefunctions in k-space (Figure 6 .8) also follow a expo­
nential envelope at large |fc|. The wavefunction in k-space expresses the amplitude that 
the exciton electron and hole exist at k. The envelope is determined by the ~  l / |q |  
dependence of the Coulomb interaction at large q  (see Equations 4.45 and 4.46).
Figures 6.10 and 6.11 plot the two-dimensional distribution of the real part of the 
wavefunction for the lowest energy spin singlet exciton, for odd and even space symme­
try  states respectively. Points are plotted on atom centres, plotting the amplitude of 
the electron component of the exciton wavefunction, having kept the hole component 
fixed within the unit cell at the origin (i.e., plotted is T (R g,R /j — 0), where Rg and 
Hfi are the atomic sites of the electron and hole; see Section 4.8). By close inspection, 
one may verify that the amplitudes are odd and even with respect to inversion of the 
surface coordinates.
Figures 6.12 and 6.13 plot the probability density function for the electron com­
ponent of the wavefunction for the lowest and second-lowest energy, odd space parity 
spin singlet exciton, for the (10, 3) nanotube, assuming the hole component is fixed 
at the origin. The probability is scaled between 0 and 1 (is not normalised). These 
plots complement Figures 6.9, but highlight that the exciton is strongly delocalised in 
the tube circumference direction. This delocalisation occurs because the wavefunction 
is strongly confined to a single cutting line (yielding a majority of states with only 
a single common circumferential crystal momentum). In the case of the (10,3) tube 
considered here, the calculation included three cutting lines in the vicinity of the valley 
energy minimum (K point); 99.96% of the exciton probability density is confined to the 
cutting line closest to the energy minimum.
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Figure 6.9: The electron probability density as a function of nanotube axial coordinate, after 
integrating out probability density in the circumferential direction, plotted for three lowest energy 
states of the odd parity spin-singlet exciton, for the (10,3) nanotube.
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Figure 6.10: The wavefunction of the lowest energy, spin singlet, odd space parity exciton, 
plotted at atom centres, with the hole position fixed at the origin (plotted is the effective electron 
component amplitude distribution). The wavefunction is not normalised.
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Figure 6.11: The wavefunction of the lowest energy, spin singlet, even space parity exciton, for 
a (10, 3) nanotube, plotted at atom centres, with the hole position fixed at the origin (plotted is 
the effective electron component amplitude distribution). The wavefunction is not normalised.
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Figure 6.12: The probability density distribution of the lowest energy, spin singlet, odd space 
parity exciton, for a (10,3) nanotube, plotted at atom centres, with the hole position fixed at 
the origin (plotted is the effective electron component amplitude distribution). The underlying 
wavefunction is not norm,alised, and the plotted probability is scaled between 0 and 1 (minimum  
and maximum).
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Figure 6.13: The probability density distribution of the second-lowest energy, spin singlet, odd 
space parity exciton, plotted at atom centres, with the hole position fixed at the origin (plotted 
is the effective electron component probability density). The underlying wavefunction is not 
normalised, and the plotted probability is scaled between 0 and 1 (minimum and maximum).
6 . 6  The comparisons of numerical results to  experimental 
data
6.6.1 Transition energies
The tight-binding models developed in previous chapters depend on a number of fitting 
parameters. These are: k, the dielectric constant; 70, the nearest-neighbour electron 
Topping’ integral; sq, the nearest-neighbour yr-electron overlap integral; VppT^IVppa, the 
ratio of the strength of coupling between pz orbitals in the tt and a  bonding configura­
tions. To fix these parameters, the outputs of the numerical models will be compared 
to experimental data. In this section, I will detail the experimental work which will be 
used for this fitting process. Firstly, I will address the fitting of transition energies.
The optical transitions E u ,  E 2 2 , etc, have been measured by a great number of 
authors, using different methods. The most fulsome reports are those measuring tran ­
sitions through Resonance Raman Spectroscopy (RRS), or Photoluminescence (PL). 
These methods are effective because these methods make it easiest to discriminate be­
tween different nanotube species within a sample mixture.
6.6.1.1 Raman measurments
The Raman effect is concerned with observing phonon-generated sidebands to the oth­
erwise elastically scattered Rayleigh mode; Rayleigh scattering of an incident photon j i  
into a scattered photon 75 is the process 7% —> 7s, where the photon energies hui, hojs 
are equal. In a Raman process, the scattered photon is red or blue shifted by an energy 
hujpk, corresponding to a phonon state of the nanotube. Red shift (the ‘Stokes’ process) 
corresponds to the creation of a phonon: 7% ph-j-7g, where huji =  &jph4-&Us; blue shift 
(the ‘anti-Stokes’ process) corresponds to the annihilation of a phonon: 7  ^ -P ph 7 s, 
where =  hwg- When the incident or scattered photons are in resonance with a
real electronic transition, the Raman cross-section is significantly enhanced. This effect
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is known as Resonant Raman Scattering (RRS). In carbon nanotubes, the resonance 
enhancement is sufficiently strong to  allow imaging of single, isolated nanotubes [Jo- 
rio et al. 2001, Dresselhaus et al. 2002]. Also, because the Raman process does not 
involve true photon absorption, the intensity of the RRS process is not quenched by 
tube-tube or tube-substrate interactions, th a t otherwise reduce the efficiency of photo­
luminescence processes (see discussion in, for example, O’Connell et al. [2002], Lefebvre 
et ai. [2003]). Thus by probing a nanotube sample with tunable laser source, distinct 
nanotube transitions can be measured by locating the laser energies which effect bright, 
on-resonance Raman response. A particular feature of the nanotube Raman spectrum 
is the so-called Radial Breathing Mode (RBM). This vibrational mode corresponds to 
the coherent expansion and contraction of the nanotube radius, the frequency of which 
scales linearly with the nanotube diameter: cürbm — 227.0 cm~^ nm/d^ [Araujo et al. 
2008]. This means tha t once an electronic transition has been identified, by observ­
ing the enhanced Raman spectrum at a particular laser probe energy, tha t electronic 
transition can be matched to a particular nanotube species, by deducing its diameter 
through measurement of o;r b m -
Many reports have appeared in the literature listing measured transition energies 
from the Raman process. However, probe lasers have been typically limited to visible 
and near-infrared energies, too large to directly observe the lowest resonances for 
all but the smallest diameter nanotubes. In 2004, Fantini et al. [Fantini et al. 2004] 
collected resonance profiles from 46 distinct nanotube species, with laser energies 1.52- 
2.71 eV. A later report by Araujo et al. [Araujo et al. 2007] identified resonances from 84 
nanotube species, with laser energies 1.26-2.71 eV. However, both reports (and similar 
reports exmamining fewer individual species) observe the lowest transitions for only 
a small number of tube types, instead cataloguing resonances E 44, and .
A dedicated 2006 study, due to Telg et al. [Telg et al. 2006], purposefully concentrating 
on E ll  observations, was only able to identify 11 individual tubes, within an excitation 
window of 1.15-1.48 eV.
Although the Raman observations are consistent with those of photoluminescence 
(E ll  resonances recorded by Telg et al. [Telg et al. 2006], from SDS-suspended HiPco 
tubes, were found to be within lOmeV of the Bachilo [Bachilo et al. 2002] data; E ^  
observations by Fantini [Fantini et al. 2004] (also SDS/HiPco) were typically within 
5meV of the Bachilo data. Araujo used nanotube forests.). However, because photolu­
minescence provides the best distribution of data, for the greatest number of tubes, in 
this work I will use only the Bachilo observations.
6.6.1.2 Exciton-phonon coupling
In this work we neglect to consider the effects of exciton-phonon coupling; emission or 
absorption of a photon is assumed to involve annihilation or creation of an exciton with 
momentum equal to the photon momentum only, which is itself taken to be negligible 
(i.e., approximated as zero). If instead the exciton is allowed to couple to phonon cre­
ation or annihilation processes, the exciton may gain a finite momentum (such th a t the 
total exciton plus phonon momentum is conserved). Such excitons may be represented 
by a creation operator E+q with the form (see Perebeinos et al. [2005], Jiang et al. 
[2007b]):
=  Z )  V'k,qC+(k)C_(k+q) . (6-5)
k
where q  is the exciton centre of mass momentum {c.f. Equation 3.33). For resonant 
Raman scattering processes that are resonant with exciton states, for example, the 
Raman cross-section is dependent upon m atrix elements of the form [Goupalov 2005,
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Jiang et al. 2007b]
Mex-ph = -^el-ph , (6 .6)
where |^q [) and |^q^) are initial and final exciton states. The electron-phonon inter­
action Hamiltonian Eel-ph includes the dependence of the lattice potential upon lattice 
distortions (corresponding to particular phonon modes), and expressions for this Hamil­
tonian have been given in the carbon nanotube literature in the context of tight-binding 
models (see [Goupalov 2005, Perebeinos et al. 2005, Jiang et al. 2005]).
To extend the model of this thesis to consider exciton-phonon coupling, therefore, 
requires solving the Bethe-Salpeter Equation for excitons of the form corresponding to 
Equation 6.5, in order tha t m atrix elements Mex-ph may be defined. That generalised 
Bethe-Salpeter Equation is given by Equation 3.32 and its solution could be obtained 
by suitable generalisation of the m atrix elements of Section 3.5.
6.6.1.3 Photoluminescence
In this work, computed E n  and E 2 2  transition energies will be fit to the measured en­
ergies reported by Bachilo et al. [Bachilo et al. 2002, Weisman and Bachilo 2003]. The 
Bachilo data  comprises E n  and E 2 2  measurements for thirty-three semi-conducting car­
bon nanotube species, with diameters ranging from 0.68-1.29 nm (representing particu­
lar (n, m) chiralities with 5 <  n <  15). These experimental results were first published 
in 2002 [Bachilo et al. 2002]; a later related report from 2004 (Weisman et al. [Weis­
man and Bachilo 2003]) provides further discussion, and fits the experimental da ta  to 
a simple analytical fitting function; in doing so Weisman provides estimated transition 
energies for two-hundred and twenty nanotubes (with diameters 0.31-3.37nm). Since 
the accuracy of these estimated transitions cannot be quantified, in this work only the 
2002 experimental results will be considered; the following discussion comprises a précis 
of th a t 2002 report.
6.6.1.4 Bachilo photoluminescence data
Transition energies were measured by fluorescence spectroscopy; light is absorbed at 
the E 2 2  transition, fluorescence is observed at E n . The sample nanotubes were puri­
fied HiPco nanotubes [Bronikowski et al. 2001], suspended by sodium dodecyl sulfate 
(SDS) surfactant in deuterium oxide. Mixing and sonication (ultrasound agitation) was 
used to break apart naturally-occuring nanotube bundles, thus improving the photo­
luminescence response by mitigating the tube-tube charge transfer th a t is known to 
quench photoluminescence intensity [O’Connell et al. 2002]. After locating E n  and 
E 22 resonances in the spectrofiuorimetric data, nanotube structure assignments were 
made by comparing tube-to-tube family patterns in those resonance energies to those 
computed using a single-particle tight-binding model [Reich et al. 2002]. Some tubes 
were anchored by secondary observations of the radial-breathing mode frequency in 
Raman spectroscopy measurements (this frequency can be directly related to nanotube 
diameter (—) and observation of these Raman features provides additional evidence of 
the presence of particular nanotube species in the bulk sample).
Bachilo reports assigned observed resonances by wavelength and equivalent photon 
energy, for each transition. No attem pt is made, in the published report, to properly 
quantify the absolute error in reported transition energies; wavelengths are quoted to a 
precision of 1 nm and corresponding transition energies to 1 meV. However, Bachilo does 
note that photoluminescence spectra were recorded with a 3 nm step-size in emission 
and absorption wavelengths (with a 7 nm spectral width) implying th a t resonances 
were located to a maximum precision of 1.5 nm. Through the conversion of wavelength
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to photon energy, this suggests uncertainty in resonance position of 1-2 meV for E n  
transitions, and of 2-6 meV for E 2 2  transitions (for a constant uncertainty in wavelength, 
the uncertainty in transition energy E  varies approximately proportional to E ^).
Although other authors have published measurements of transition energies of par­
ticular nanotubes, the Bachilo data  uniquely provides measurements of a large number 
of tubes, over a wide range of nanotube diameters, within identical sample conditions; 
the possible elfects of diifering dielectric environments can be avoided by using this sin­
gle data  set. The SDS-surfactant suspension utilised by Bachilo is a common method 
for preparing photoluminescence samples, by other authors; therefore by relying on this 
data, results presented in the current work can be easily related to practical experi­
mental situations. Due to its large sample size and detail, the Bachilo report has also 
become a canonical reference material by other researchers, and for example is used as 
the basis for fitting tight-binding exciton calculations by Saito group.
Dukovic [Dukovic et al. 2005] reports E n  by HiPco tubes suspended by aqueous 
poIy(maleic acid/octyl vinyl ether) solution (see also Dukovic ref 17 in th a t paper), 
and notes energies are within 1-2 meV of those of Bachilo. However, the Bachilo set 
includes all tubes presented by Dukovic.
6 .6 .2  Binding energy
The four lowest exciton levels (exciton ground state and excited states) can be classified 
by two essential symmetries of the 3D nanotube: (i) parity with respect to a jr-radian 
rotation around an axis perpendicular to the nanotube axis, passing through the origin 
of the surface lattice; (ii) parity (or approximate parity) with respect to refiection in the 
tube-axis direction. The first operation is usually notated the 1%. operation and, within 
the surface lattice, is equivalent to the substitution k  —> —k. The second operation 
will be notated here as the refiection operation àh and is equivalent to the substitution 
k  —>■ —k, where k  is the tube-axis component of the crystal momentum^. All nanotubes 
possess Dtt symmetry. Only achiral nanotubes possess strict symmetry, although 
chiral nanotubes can be described as having ‘approximate’ symmetry. The &h operation 
reveals the symmetry of the excitonic envelope function; excitons like ■0 (r) ~  exp(—CK|z|) 
have even parity with respect to <7/^ ; excitons like %A(r) ~  r e x p { —a \z\) have odd parity 
with respect to àh-
States with even 1% parity will be described as gerade (g); states with odd parity 
will be described as ungerade (u).
States with even &h symmetry are lowest in energy, and will be described as n  =  1.
Excitons in all dimensions (ID, 2D, 3D) form Balmer-like series. In the ID Hydrogen 
atom, bound states scale with energies En  oc —If'n?, with principle quantum  number 
n  =  1 ,2 ,3 , . . .  [Loudon 1959, Barton 2007]. In the 2D Hydrogren atom, bound states 
scale with energies En  oc —l / ( n  — 5)^, n  =  1 ,2 ,3 , . . .  [Yang et al. 1991, Parfitt and 
Portnoi 2002]. In the 3D Hydrogen atom, as is well known, bound states scale like
oc —1/n^, n  =  1, 2 , 3 , . . .
In two and three dimensional systems, exciton binding energies can be determined 
directly from the absorption or luminescence spectrum by noting the gap between the 
excitonic resonance and the onset of the quasi-particle continuum. However, it has been 
noted th a t in quasi-one-dimensional systems generally, and carbon nanotubes specifi­
cally, there is a strong suppression of absorption or luminescence (ie, oscillator strength) 
into the quasi-particle gap [Ando 1997, Ogawa and Takagahara 1991]. This makes di­
rect experimental measurement of the binding energy difficult for carbon nanotubes.
^Recall that we use the convention k  =  (fc, /i) , where k  is th e  axis com ponent, and g, is th e  ‘cu tting-  
lin e’ index, proportional to  th e  true circum ferential com ponent.
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and such measurements have only appeared in the literature for very small numbers of 
distinct tubes (see, for example, Wang et al. [2006b] for the (10,3) and (7,5) tubes, 
measured via Raman spectroscopy techniques, and Ma et al. [2005], for the (8,3) tube, 
measured via femtosecond transient absorption spectroscopy).
In this work, the exciton binding energy will be calculated, and reported, as the 
difference between the calculated exciton energy and the minimum calculated direct 
single-particle (quasi-particle) gap [Conwell 1996]. However, attention will also be made 
to the splitting of exciton energy levels A E  = E ^ f — E l i .  E \^  is the energy of the lowest 
ungerade exciton level, |lw) (on the E n  optical transition), while E “^f is the energy of the 
(gerade) first excited exciton level \2g). The level |lu ) is tha t conventionally observed 
in 1-photon spectroscopy. Due to differing selection rules, the gerade excited state 
\2g) is observed in 2-photon measurements [Wang et al. 2005]. Unlike for the binding 
energy where, as noted above, sparse corroborative experimental data  exists [Wang 
et al. 2006b, Ma et al. 2005], the splitting energy has been measured experimentally by 
several authors, for many tubes simultaneously [Maultzsch et al. 2005, Dukovic et al. 
2005]; such data  sets may make for more meaningful comparisons to computed results, 
since measurements of different nanotube species within a single experimental set will 
be likely to experience similar environmental conditions; it is known, for example, 
that the dielectric environment can have a significant quantitative effect upon exciton 
properties [Ando 2010, Ohno et al. 2007].
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The exciton spectrum: results 
and discussion
7.1 Exciton energies: absorption spectrum ^
In Figures 7.1 and 7.2 are plotted the optical absorption m atrix element (see Appendix A 
for details of the calculation) after full solution of the Bethe-Salpeter Equation (for the 
one-photon optically bright spin-singlet exciton only) for the (10,3) nanotube. Also 
indicated in Figure 7.1 are the unbound electron-hole continuum (obtained after ex­
plicitly setting off-diagonal elements in the Bethe-Salpeter Equation to zero), and the 
unbound, independent electron-hole continuum (neglecting also self-energy corrections 
on the diagonal of the Bethe-Salpeter Equation). The latter spectrum is th a t obtained 
from a pure tight-biding model, devoid of electron-electron interactions. It is clear from 
the figures tha t the self-energy correction leads to a substantial blue-shift of the un­
bound electron-hole pair energies (0.53 eV for the lowest. E n  continuum edge, in this 
case). After incorporating the exciton interaction (off-diagonal terms), there is a cor­
responding red shift of the peak of absorption intensity, from the continuum edge into 
the exciton line; the magnitude of this red-shift is the exciton binding energy, 0.337 eV 
in this case for the E n  exciton. The absorption intensity is also seen to be transferred 
from the continuum into the exciton lines such th a t it is the exciton lines th a t dom­
inate the spectrum of the full Bethe-Salpeter Equation solution (note th a t the true 
optical absorption intensity is proportional to the square of the m atrix element [Jiang 
et al. 2007b], we plot here the m atrix element since it provides greater clarity to the 
eigenvalue spectrum). The absorption spectrum is indicated here for qualitative in­
formation, and the behaviour indicated here is typical for all nanotube chiralities. In 
later sections, the spectrum will be evaluated after extraction of particular energies of 
interest. The Bethe-Salpeter Equation was solved in this case with tight-binding pa­
rameters 7o — 2.7eV, VppajVppT^ =  —0.9, dielectric constant n =  2.5, with 128 k-points 
in the exciton wavefunction over three cutting lines. An artificial broadening of lOmeV 
was applied with an assumed Lorentzian line-shape for each eigenvalue. We note tha t 
the spectrum plotted here agrees qualitatively with th a t obtained by Ando [1997] (i.e., 
disagreeing only on positions of energy features due to differing tight-binding repre­
sentations). The absorption spectrum also shows agreement with Ando [1997] th a t 
the resultant exciton energies are greater in magnitude (energy) than  the band-edge 
predicted by the underlying independent-particle tight-binding approximation (red line 
in Figure 7.1); although there is a partial cancellation of the self-energy and exciton 
binding energy, the self-energy correction is generally larger than th a t of the binding 
energy.
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Figure 7.1: The one-photon optical absorption matrix element as a function of photon energy, 
for the (10,3) carbon nanotube. Black lines: full spectrum after solution of the complete Bethe- 
Salpeter Equation (BSE); blue dashed lines: spectrum after setting off-diagonal terms of the 
BSE to zero (unbound electron-hole spectrum, including electron/hole self-energy); red dashed 
lines: spectrum after setting off-diagonal terms of the BSE to zero, and neglecting self-energy 
corrections on the diagonal (unbound independent electron-hole spectrum).
(/)
c(D
E(D
0)
X
03
E
c
o
2 -
o(/)
<
10
1
22
0.1 22
0.01
IE-3
Full BSE spectrum 
No exciton Interaction
IE-4
1.0 1.5 2.5 3.02.00.0 0.5
Energy / eV
Figure 7.2: The one-photon optical absorption matrix element as a function of photon energy, 
for the (10,3) carbon nanotube. Complementary to Figure 7.1, the matrix element is here plotted 
on a logarithmic scale, to enhance visibility of peak features. Black line: matrix element after 
full solution of Bethe-Salpeter Equation; blue line: unbound electron-hole spectrum. The exciton 
lines are labelled by black arrows. The unbound continuum is indicated by blue arrows.
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Figure 7.3; One-photon/two-photon absorption splitting energies — F jf  computed as 
a solution to the Bethe-Salpeter Equation with static dielectric constant n — 2.0,2.5,3.0, for 
thirty-three nanotube species. Results are to be compared with experimental measurements due 
to Maultzsch et al. [2005] and Dukovic et al. [2005].
7.2 Fitting k, the dielectric constant ^
We compare computed two-photon/one-photon absorption splitting energies, — 
to the experimentally determined values due to Maultzsch et al. [2005] and Dukovic 
et al. [2005]. Maultzsch et al. measured the splitting energies in six nanotube species, 
with diameters 6.83-9.03 nm; the nanotubes were suspended in D2O, within surfactant 
micelles as per O’Connell et al. [2002] (although not stated, it is implied tha t the surfac­
tant is sodium dodecyl culfate (SDS) by reference to O ’Connell et al. [2002]). Dukovic et 
al. report splitting energies for thirteen nanotube species, with diameters 0.76-1.18 nm. 
The tubes in this latter report were solubilised within aqueous poly(maleic acid/octyl 
vinyl ether) solution, which was then dried to form a polymer film containing suspended 
nanotubes. Dukovic reports that exciton energies (fluorescence spectrum peak energies) 
for these samples are within 2-3 meV of those recorded for SDS suspensions (as used 
by Maultzsch et al. [2005]). We therefore expect the two data  sets to be compatible. 
For the following we keep fixed 70 =  2.5 eV.
Figure 7.3 plots computed splitting energies for the thirty-three nanotube species 
recorded by O’Connell et al. [2002] and to be used for fitting 70 later in this chapter, for 
values K, = 2.0,2.5,3.0. Results are compared to experimental values. The experimental 
uncertainty in the Dukovic et al. [2005] data  is estimated as ±9m eV from the precision 
(lOmeV) of the reported E l f ,  E^ f  and E^ f  — E j f  [Dukovic et al. 2005, see Table 
1]. The splitting energies due to Maultzsch et al. [2005] are reported to a precision of 
ImeV; assumed corresponding uncertainties of ~  ±0.5 meV are negligible on the scale 
of the plot.
It is seen that as k increases, the splitting energy decreases, consistent with the fact 
that K screens the Coulomb interaction; E ^ f  — E l f  is an excitation energy of the exciton 
and is a measure of the electron-hole interaction strength. It is found that computed 
splitting energies correspond well to experimental results when k — 2.5; Figure 7.4 
highlights that the discrepancy between the computed results and experimental results. 
W ith K =  2.5, the mean discrepancy is -13meV for the Dukovic et al. [2005] data
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Figure 7.4: Discrepancy between the computed splitting energy — E l f  with k ^  2.5, and 
that measured experimentally by Dukovic et al. [2005] and Maultzsch et al. [2005].
and -20 meV for the Maultzsch et al. [2005] data  (the computed results underestimate 
the experimental data). Since with k =  2.5 the mean discrepancy is mostly negative, 
further optimisation is likely possible such that an improved fit would be obtained with 
K. =  2.0-2.5, however the current accuracy is reasonable for the current purposes. The 
obtained value here, k =  2.5, is consistent with that obtained by Saito et al. [2009], 
employing the tight-binding based Bethe-Salpeter Equation model due to Jiang et al. 
[2007a], who obtain k =  2.7 when fit to the same experimental data used here (Dukovic 
et al. [2005], Maultzsch et al. [2005]). Related reports based on the same Jiang model use 
K = 2 [Jiang et al. 2007a] (obtained after comparing binding energies to experimental 
tubes for only two nanotube species) and n = 2.22 [Sato et al. 2007] (derivation not 
explained). It is also consistent with the value oi k, =  2-2.5 quoted by Adamyan et al. 
[2008] for the dielectric environment of SDS surfactant molecules, consistent with the 
environment for the aqueous nanotubes reported by Maultzsch et al. [2005].
It can be seen that the splitting energy varies inversely proportional to the nanotube 
diameter; in fact, a least-squares fit for the k  =  2.5 computed results in Figure 7.3 
suggests the power law — E [ f  = Ad^ with A  =  1.72 ±  0.05, b — —0.91 ±  0.01; d 
is the nanotube diameter in angstroms and the energy is in electron-volts (standard 
errors are quoted). This trend is consistent with the expected behaviour tha t at large 
nanotube radii (where the nanotube tends towards a two-dimensional, graphene-like 
structure) the exciton will become less bound due to a decrease in the one-dimensional 
confinement effect [Christol et al. 1994].
It should be noted that the computed results do not appear to recreate the full 
‘spread’ in the experimental data points, around their underlying inverse-diameter scal­
ing trend. This failure to recreate the experimental spread is shared with the results by 
Saito et al. [2009]. It was hypothesised here (see Section 2.6) that the explicit inclusion 
of curvature effects within the Bethe-Salpeter m atrix elements (lacking in the Saito 
treatm ent) may improve the spread of the computed splitting energies; the spread 
is clearly insufficient to describe the experimental data, however. Figure 7.5 shows 
the splitting energies for all nanotubes with diameter 0.6-1.3 nm, computed with and 
without curvature effect corrections (as per Section 2.6). There does not appear any
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Figure 7.5: Comparison of E u  exciton splitting energy, Egg — Ei^  ^ for all semiconducting
nanotubes with diameters dt 0.6-1.3nm, with and without curvature effect.
significant increase in chirality-dependent dispersion, after including the curvature ef­
fect. Further experimental results, from a larger group of nanotube chiralities, would be 
advantageous to assess whether the discrepancy is a real effect, or due to an unexpected 
uncertainty in the experimental data.
7.3 Exciton energies: fitting 7 0  ^
In Section 2.6 (in which the tight-binding ‘curvature effect model’ was introduced), it 
was shown that choice of the model fitting parameter (fppo-/fpp7r) =  —0.9 provided 
reasonable modelling of the ‘spread’ of nanotube exciton energies—as a function of 
tube diameter—using a tight-binding calculation neglecting many-body effects. In this 
section, the full Bethe-Salpeter Equations are solved, with static screening, to obtain 
calculated exciton energies incorporating full many-body effects. The tight-binding 
parameter 70 remains to be fit to experimental data.
By varying 70 in the range 2.4-3.2 eV, in increments of 0.05 eV, it is found tha t the 
curvature effect model achieves good correspondence with experimental exciton ener­
gies, for the E ll  transition (the lowest energy transition), when 70 =  2.85eV. (The 
experimental data  is that due to Bachilo et al. [2002], comprising photoluminescence 
measurements of E n  and E 2 2  transitions for thirty-three nanotube species with diame­
ters 0.61-1.29nm.) The discrepancy between calculation and experimental data  varies 
from -60—1-30 meV (see Eigure 7.6) with mean discrepancy of -3meV (calculated ener­
gies are slightly higher than experimental E n  energies). Note that the experimental 
data is provided by Bachilo et al. [2002] to a precision of ImeV; if this represents the 
experimental uncertainty in the meaurements, then this is significantly smaller than the 
discrepancy with model calculations. Figure 7.6 shows that the discrepancy has a gen­
eral linear trend, proportional to the nanotube diameter, such that the calculated E n  
energies underestimate the experimental data  at larger diameter, while overestimating 
the experimental data at smaller diameters.
Figure 7.7 plots direct comparison between calculated exciton energies and experi­
mental results due to Bachilo et al. [2002] for both E n  and E 22  transitions. Significantly
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Figure 7.6: Discrepancy between calculated E l f  exciton energies and experimental measure­
ments due to Bachilo et al. [2002], for 70 =  2.80,2.85,2.90 eV.
it is seen that the chirality dependent dispersion is well represented in the E \i  energies; 
the small discrepancies with the E n  experimental data (-60—hSOmeV) is compara­
ble with the results discussed by Saito et al. [2009] using the tight-binding exciton 
model due to Jiang et al. [2007a]. We note however tha t tha t model utilises an ex­
tended tight-binding scheme to compute one-electron energies, which incorporates the 
effects of bond-length anisotropy as well as curvature-induced orbital rehybridisation. 
A related report by Samsonidze et al. [2004b] argues tha t rehybridisation effects are 
insufficient alone to account for the full dispersion in the exciton energies; for the case 
of E ll  energies, however, our results suggest tha t the rehybridisation effect model is 
largely sufficient to recreate the observed dispersion.
Whilst agreement with E n  energies is seen to be good, however, there are very large 
discrepancies between calculated and experimental E 2 2  energies, with the calculated 
results generally over-estimating the experimental exciton energies by around 5-20%, 
depending on nanotube diameter; the overestimation is proportionately greatest at 
smallest nanotube diameters. Better agreement for E 2 2  energies is found when setting 
7o =  2.6 eV, see Figures 7.8 and 7.9; except for eight of the thirty-three considered 
tubes, discrepancies between calculated and experimental E 2 2  energies are in this case 
no more than 60 meV, which is comparable to the accuracy of results obtained by Saito 
et al. [2009].
Figure 7.10 compares the E n  exciton energies for all semiconductor nanotubes with 
diameters between 0.6 and 1.3 nm, with and without inclusion of the curvature effect 
model (see Section 2.6). It is seen that the curvature induced orbital rehybridisation 
yields a significant modification to the exciton energies; the absolute change in exciton 
energy varies between 0-150 meV, and is on average smaller for tubes of larger diameter 
(i.e., for tubes where the curvature effect is expected to be reduced).
7.4 Exciton binding energies and sizes ^
Figure 7.11 shows the computed exciton binding energy for all semiconducting nan­
otubes with diameters 0.6-1.3 nm. Inclusion of the curvature effect model leads to a
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significant variation in the binding energy, such tha t there is generally greater disper­
sion around the fundamental diameter-dependent trend; the curvature model imparts 
an energy shift of 0-20 meV, depending on chirality. The absolute shift in the binding 
energy is on average smaller for tubes of greater diameter (where the curvature effect 
will be reduced due to necessarily reduced surface curvature). We find that the ratio of 
binding energy to exciton energy is reasonably consistent (approximately independent 
of diameter), with a mean for the tubes plotted in Figure 7.11 of 0.331±0.004.
Figure 7.12 records the exciton size (mean electron-hole separation) for all semi­
conducting nanotubes with diameters between 0.6-1.3 nm. Although there is a degree 
of chirality-dependent dispersion (and it is seen from the figure tha t this is larger for 
the solution that includes the curvature effect model corrections), it is clear tha t the 
exciton size varies approximately in proportion to the nanotube diameter. A linear 
regression with (|zg — Xh\) =  m dt + c, where dt is the nanotube diameter and Zg, are 
the electron and hole axial coordinates, gives m =  0.161 ±  0.001, c =  —0.01 ±  0.08 nm. 
The gradient is somewhat larger than the gradient of ~  1.07 obtained by Perebeinos 
et al. [2004] as an approximate scaling relation describing results from an approximated 
Bethe-Salpeter Equation. We note that the gradient is approximately 7r/2; since the 
electron separation (|a:g — is a measure of the half-width of the distribution of the 
electron around a fixed hole (see Section 6.5) this result shows tha t the exciton full width 
(in the tube axis direction) is approximately equal to the nanotube circumference.
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Chapter 8
Screening at high exciton 
densities; results and discussion
8.1 Overview of this chapter
The research literature contains a number of experimental reports that examine the 
exciton effect in carbon nanotubes, within a regime where there exists—explicitly—a 
moderate to high density of excitons within a single nanotube. To aid the interpretation 
of the observations, it is deemed im portant to have theoretical understanding of the size 
and binding energy of such excitons, that are being screened by (and interacting with) 
a background of secondary excitons or unbound excited electrons and holes. To date, 
most theoretical studies of exciton properties (in CNTs) implicitly construct a model 
tha t contains only a single, isolated exciton, and it is not obvious how well these theo­
retical properties are transferable to the experimental situation of high exciton density. 
Theoretical attem pts to model the screening of the nanotube exciton, elsewhere in the 
literature, have predicted significant positive and negative shifts in the exciton energy, 
as a function of the electron and hole density. These existing theoretical predictions 
are incompatible with experimental results tha t show that the exciton energy is stable 
even at very high exciton densities. In two and three dimensional materials, at very 
high exciton densities, excitons are observed to dissociate into an unbound electron-hole 
plasma (the M ott transition). This transition is not observed experimentally in carbon 
nanotubes, and its existence in one-dimensional systems generally is questionable. How­
ever, its non-existence is not fully understood, and improved theoretical understanding 
of the dense exciton gas in one-dimensional systems is of general interest.
In this chapter, a model is introduced to account for exciton-exciton screening, 
through modification of the dielectric function s ( q ,  w )  used to screen the Coulomb 
interaction within the Bethe-Salpeter Equation. Results are presented for the case of 
static screening (w  -4- 0), examining the predictions of this thesis’ general model across 
a range of screening densities. Unlike most previous modelling in the literature, the 
screening effect is considered both in the exciton interaction, and the electron self-energy 
(quasiparticle energies). Additionally, the model is extended to account for dynamical 
screening (w ^  0), which has been shown to be im portant for correct modelling of the 
exciton screening effect in one-dimensional nanoscaie semiconductor heterostructures 
(quantum wires) but which has not previously been applied to carbon nanotubes.
Section 8.2 contains a survey of the available literature, detailing experimental re­
sults and theoretical modelling of the high exciton-density regime in carbon nanotubes. 
In section 8.3 a model is presented to account for exciton screening by secondary 
electron-hole pairs. In section 8.4 results are presented for the case of static screen­
ing. In section 8.5, a dynamical theory is presented, with results and discussion in
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section 8.7.
8.2 Literature review
8 .2 .1  High exciton densities, and the M ott transition
Ostojic et al. [Ostojic et al. 2005] (2005) reported absorbance and photoluminescence 
specta, using ultrafast pump-probe techniques, from surfactant-solubilised SWNTs in 
D2O. A relatively intense ‘pum p’ laser pulse (~  150 fs pulse-width) excited the nan­
otubes across the E 22 optical transition, yielding a population of excitons in the E 22 
and (after rapid intersubband decay on 1 ps time-scales) the E n  bands. Absorbance 
was measured using a weaker intensity, white-light continuum ‘probe’ pulse, at delays 1- 
200 ps after the pump pulse. After 100 ps, the absorbance spectrum was determined to 
have reached the ‘no pum p’ level, indicating tha t a majority of carriers (or excitons) had 
recombined after this time. By estimating the sample nanotube density, and number 
of absorbed photons as a function of pump beam intensity, and measured absorbance, 
it was estimated that excitons were initally created with a density of 0.5nm ~^, i.e., a 
spacing of ~  2 nm. Thus, by considering the full range of probe delay times, the exper­
iments were reasoned to examine absorband and photoluminescence at the full range 
of exciton densities 0-0.5 nm "^ in one experiment. Crucially, no energy shift in (exci­
tonic) E ll  absorbance or luminescence peak positions was detected at any probe delay 
(exciton density). It was also suggested th a t excitons were likely being created, initially, 
close to the M ott density, assuming initial density estimates of 0.5 nm~^ and taking a 
broad estimate for the exciton size as 2-5 nm from the works of Spataru [Spataru et al. 
2004a], Chang [Chang et al. 2004] and Pederson [Pederson 2004] in accordance with 
~  1 nm diameter tubes present in the sample. No evidence for a M ott transition was 
observed, with apparently negligible change in absorbance and PL line-width across the 
full range of exciton densities.
Murakami [Murakami and Kono 2009b;a] (2009) performed similar photolumines­
cence experiments on solubilized CoMoCAT SWNTs (CoMoCAT being a m ethod of 
synthesis leading to a preponderance of (8,3), (6,5) and (7,5) species). PL spectra 
were obtained at a range of exciton densities, induced by varying the pump inten­
sity. At highest pump intensities, a saturation of photoluminescence was observed. No 
change in spectral peak position was observed as a function of exciton density. The sat­
uration of PL was interpreted as arising from fast exciton-exciton annihilation through 
Auger processes. By modelling the PL saturation, through a model estimating the like­
lihood of exciton overlap taking into account the one-dimensional diffusion of excitons 
along the nanotube length (see Murakami [Murakami and Kono 2009a] for full details), 
the exciton density was estimated from PL saturation curves. The maximum observed 
exciton density was thus determined as 1.1-1.7 xlO “ ^nm ~^ (one order of magnitude 
smaller than  that of Ostojic et al. [Ostojic et al. 2005]).
8 .2 .2  Review o f previous m odelling attem pts
Very little work has appeared in the literature examining, theoretically, the effect of 
background exciton or free carrier density on the exciton properties in carbon nan­
otubes. Adamyan [Adamyan and Smyrnov 2007] obtained estimates for the exciton 
binding energy, using a one-dimensional Bethe-Salpeter Equation of the form:
(ec(fc) -  €v(k)) H k )  +  4 -  I  J ( k ,  k ') <S>(k’) dfc' =  $(&), (8.1)
J —Ttja
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where ey{k) and edk)  are the band energies, k  is the quasi-momentum, Eexc is the 
exciton energy, ^{k)  is its wavefunction, and J{k,k' )  represents the Direct term  of 
the Bethe-Salpeter Equation. The solution was restricted to a single band, and the 
gaps A{k)  = — Cy{k)) are taken to be parabolic, with no explicit consideration
of quasiparticle self-energy terms. The model predicted exciton binding energies that 
were greater than the modelled band-gap. Thus, a model of free carrier screening was 
considered, to investigate whether the effect of thermally excited carriers could reduce 
the calculated binding energies. Even with this screening effect incorporated, the model 
predicted binding energies greater than the estimated band-gaps, although the binding 
energy was reduced. A later related investigation [Adamyan et al. 2008] demonstrated 
that the binding energy could be reduced below the band-gap once additional environ­
mental screening effects (ie, an external dielectric perm ittivity greater than  unity) and 
additional screening charge along the length of the nanotube (derived from an assumed 
background of secondary excited excitons) were taken into account. Unfortunately, this 
model and its conclusions are unsatisfactory since they neglect the self-energy correction 
of the quasiparticle energies.
In 2008, Hirtschulz et al. [Hirtschulz et al. 2008] presented calculations of carbon 
nanotube optical spectra, incorporating excitonic effects, by a Bloch equation approach 
(see Chapter 12 of Haug [Haug and Koch 2004] for further details of the Semiconduc­
tor Bloch Equation method). This establishes an equation for the one-particle density 
m atrix pk =  similar in construction to the Bethe-Salpeter Equation, incorpo­
rating expressions equivalent to the electron self-energy and direct exciton interaction 
of the Bethe-Salpeter Equation (see also Hirtschulz [Hirtschulz et al. 2009]). The ex­
change term  of the BSE (which should be included for describing the optically bright 
singlet exciton state) is not considered however. The absorption coefficient may be 
derived directly from the obtained transition amplitudes pk- Hirtschulz uses 7r-orbtial 
tight-binding techniques to evaluate Coulomb m atrix elements (although explicit de­
tails of this strategy are not given) and uses the Fourier transform of the Coulomb 
potential in cylindrical coordiantes (see Section ?) to evaluate the Coulomb interac­
tion. Only a single one-dimensional band is used, and use of the simplified Coulomb 
interaction implies that inter-valley interactions are neglected (the model is thus unable 
to account for valley splitting effects). Screening of the Coulomb interaction is obtained 
via the Random-Phase Approximation (see Section ?), in the static limit, only. The 
Bloch Equation m ethod provides an equation of motion for the transition amplitudes 
Pk in which electron-electron interaction m atrix elements are modulated by occupation 
factors—chosen to be Fermi-Dirac distributions—of the interacting components. Thus, 
the model incorporates band-filling effects, and has dependence on carrier density be­
yond the RFA polarisation function. Thus, absorption spectra are obtained for differing 
carrier density. It is shown that, as carrier density increases there is an overall red-shift 
in the exciton energy, of about 0.025 meV as carrier density is increased from zero to 
0.1 % total population inversion. At high occupations (20 % total population inversion) 
some gain (negative absorption) is observed. Crucially, it is reported th a t the shift 
in exciton energy is dominated by ‘internal screening’ (i.e., via the band occupation 
dependence of the dielectric function, rather than  by band-filling effects in the Bloch 
equation proper). It is suggested that a dynamical treatm ent of the dielectric screen­
ing may reduce the shift in exciton energy, although such calculations have not been 
performed.
Although the defining equation of the Bloch equation m ethod [Hirtschulz et al. 
2008] has strong overlap with the Bethe-Salpeter Equation used in this thesis, the BSE 
provides direct access to the exciton wavefunction, allowing direct determination of not 
only the absorption spectrum but of the exciton size (spatial extent), which may have
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importance in the understanding of exciton-exciton interaction dynamics [Wang et ah 
2006a]. Furthermore, the model detailed in this thesis (and which forms the basis for 
the original work in this chapter) is capable of fully modelling the full exciton family 
of bright/dark, singlet/triplet split states.
8.3 Static screening model for screened excitons ^
8.3 .1  Overview
In this section, a model is described to account for screening of an exciton by a back­
ground of secondary excitons. It extends the tight-binding exciton model described in 
previous chapters, by accounting for dielectric screening by a non-equilibrium  distribu­
tion of electrons and holes within the dielectric function (see Section 4.7 for derivation 
of the dielectric function). This is achieved by choosing a quasi-Fermi level so as to  re­
flect a finite carrier density (electron and hole densities) in the valence and conduction 
bands. These quasi-Fermi levels are used within the Fermi-Dirac population factors 
that define the polarisation part II(q, w) of the dielectric function (see below for further 
details).
The basic technique—modelling finite carrier density though a quasi-Fermi level in 
the dielectric function—was used independently by Hirtschulz et al. [Hirtschulz et al. 
2008] to examine nonlinear optical properties of carbon nanotubes, by means of solving 
the Semiconductor Bloch Equations (see Section 8.2.2 for further discussion of this 
work). However, the equations below, for determining the appropriate Fermi-level, and 
subsequent analysis, were obtained independently for the purposes of the current work, 
and they comprise key original work of this thesis; whereas Hirtschulz [Hirtschulz et al. 
2008] presented calculated absorption spectra for the (11,6) nanotube at a range of 
carrier densities, in this work the exciton binding energy and size are also explicitly 
considered. Particular attention will also be paid to the range of electron-hole pair 
densities encountered in realistic optical experiments (see discussion in Section 8.2.1).
8 .3 .2  Model for th e quasi-Fermi level
The static polarisation function H(q) =  lim^^_).oII(q, w) was found to be:
n(q) = E E  |(k |e - -1 k +  q ) f  7   ^ (8.2)
T f y  ® A -e . '(k + q )
(see Section 4.7) where the Fermi-Dirac population factors for a state of energy E  are
^  l  +  e x p { ( E - E F ) / k B T )  '
with k s  Boltzmann’s constant, T  the tem perature, and E p  the Fermi level. In all 
analysis in previous chapters, E p  has been assumed to lie at the zero of energy. To adjust 
for a non-equilibrium population of electrons and holes, a distinct quasi-Fermi level 
energy, E p  is introduced separately for the valence {s =  —1) and conduction (s =  +1) 
bands. Thus, the Fermi function becomes a function also of the band param eter s:
^  l  +  e x p ((E -B J ,) /fc B T ) ’
and the model makes the replacement f { E )  -4 f s ( E )  everywhere in Equation 8.2.
E p  is chosen so as to establish the necessary non-equilibrium electron and hole 
density. IF Nx  is the number of excitons in one nanotube of length A,  then the exciton
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density is UxfA.  The number of electrons in the conduction band is found by summing 
(integrating) the population factor /+ (E ) over all states in th a t band. Thus, one may 
compute
<  =  I  E  /c(^+k) « ' ^ E  / ':(^ + k J  , (8.5)
k ki
where on the far right-hand side the usual numerical approximation has been made for 
a summation over the Brillouin zone; {k^} is a finite numerical sampling of the points 
of the Brillouin zone, with a spacing A h  in the nanotube axis direction, and it is taken 
tha t there are Afc/(27r/A) real k  states within every interval [k j,k j +  A k ) .  The factor 
of 2 on the first summation (carried through) accounts for summation over spin states.
Computationally, a required exciton density Ux is specified, as a program parameter, 
and Ux = n% = nf.. Equation 8.5 is then solved—treating n® as an implicit functional 
of E p —to obtain each o i E p , E p , through a simple interval bisection search algorithm. 
For band energies Egk in an orthogonal tight-binding model, there is a band symmetry 
E_k =  — jE+k- Thus, it follows tha t E p  =  —Ep .  In practise, therefore, E p  is found by 
solving n')^[Ep\ = Ux, by searching for E p  on the interval [0,20eV], and then setting
8 .3 .3  Validation o f th e  quasi Fermi level ^
We may write the conduction band Fermi function as
1
1 +  exp{(B -  E c ) / k g T }  exp{(Ec -  E 'j,) /kB T }  '
(8.6)
In this section, analytical expressions are derived for approximating the quasi Fermi 
level in suitable limits of tem perature and density. These approximate expressions may 
be used to verify the numerical calculation of the precise quasi Fermi level. These 
expressions are derived explicitly fo r  an approximate carbon nanotube band-structure, 
and are original work fo r  this thesis.
8.3.3.1 Low temperature limit
In the limit of low tem perature (T -> 0), where exp {{E  — E p ) / k B T }  )$> 1, the Fermi 
function may be approximated by a step function; f c{E)  % 9{E — Ep) ,  where 6{x)  is 
the step function: 6{x) =  1 for æ <  0; 6{x) =  0 for rc >  0. The tight-binding energy 
bands are approximated by a single band in the k - p  approximation (see Section 2.3.4):
£ = (0  =  ^ ^ x/ E 7 7 ,  (8.7)
where the symbol ^  is used to represent the wave-vector k  relative to the Ferm i-point 
(K-point) in the k - p  approximation; ^ is the relative component of the momentum 
parallel to the tube axis, and =  {27rfL)f3 is the relative off-set to the bottom  of the 
conduction band, in the tube circumference direction (L is the nanotube circumference). 
a is the nanotube lattice spacing and 70 is the nearest-neighbour tight-binding hopping 
integral. Thus,
2 4Fp
Tiz -  -  /  , (8.8)
^  J —00 ^
where is the axial component of the relative momentum such that E d ^ p )  =  E p  (i.e., 
it is the Fermi vector). A factor of two arises to account for the two non-equivalent 
valleys (K and K ' points).
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After some substitution it follows that;
x/S'vn ( 1
E p  % —-— < - - - -  +  > (low tem perature lim it) . (8.9)
8 .3.3.2 Finite temperature, low density limit
For moderate temperatures, and low exciton densities for which Ec E p  and exp{(Ec— 
E p ) / k B T }  1, the Fermi function may be approximated by the Boltzmann distribu­
tion:
f c{E)  % exp{—(E  -  E p ) / k B T }  (low density limit) (8.10)
The conduction band dispersion is approximated by a Taylor expansion of the k - p  
expression (Equation 2.58) to leading order in ^ (a parabolic band approximation):
and 7  =  y/S'yoa/2. It therefore follows that
9  r ° °
72^  % / 2 ^fikBT (low density limit) (8.12)
^  J —oo
After completing the integral, and some rearrangement, the quasi Fermi level is 
found to be:
E p  ^  7  +  k p T  In ( n x  • density limit) (8.13)
8 .3.3.3 Demonstration
Figures 8.1, 8.2 and 8.3 show, at IK , 2000K and 300K respectively, the computed 
quasi Fermi level, E p , and its analytic low and high tem perature approximations as a 
function of exciton density. Results are plotted for the (10,3) nanotube, which serves 
as a demonstrative example. For the low tem perature case, at IK , it is seen that 
the computed quasi Fermi level follows very closely the low-temperature analytic ap­
proximation. At zero exciton density, the approximate form overestimates E p  due to 
a discrepancy between exact and approximate determinations of the conduction band 
minimum. At an exciton density of around 1.58 nm ” ,^ population of the second con­
duction sub-band is apparent in the computed Fermi level. For Figure 8.1, E p  is solved 
by examining 20000 points within the nanotube Brillouin zone. It is found th a t the 
number of sampling points must be increased at low tem perature to m aintain a smooth 
solution.
Figure 8.3 plots the quasi Fermi level at 300K (room tem perature), which is the 
default tem perature adopted for calculations in the remainder of this chapter. It is seen 
tha t E p  shows ‘finite-temperature, low-density’ behaviour for exciton densities below 
~  1.5 nm “ ,^ and ‘low-temperature’ type behaviour at all higher densities. The onset of 
filling of the second conduction sub-band is only apparent for exciton densities above 
~  1.35 nm “ .^
Since these figures demonstrate that the computed quasi Fermi level agrees well with 
analytic approximations in appropriate limits, these results provide confidence th a t the 
quasi Fermi level is being correctly calculated, and th a t the modelled exciton density 
is as intended.
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Figure 8.1: The quasi Fermi level for the conduction band, E p, of a (10,3) carbon nanotube
at 1 K, computed by solving the precise numerical formula. Equation 8.5, and compared to 
approximate forms for low and high temperature (Equations 8.9 and 8.13).
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Figure 8.2: The quasi Fermi level for the conduction band, Ep, of a (10,3) carbon nanotube
at 2000 K, computed by solving the precise numerical formula. Equation 8.5, and compared to 
approximate forms for low and high temperature.
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Figure 8.3: The quasi Fermi level for the conduction band, Ep, of a (10,3) carbon nanotube
at 300 K, computed by solving the precise numerical formula, Equation 8.5, and compared to 
approximate forms for low and high temperature.
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8.4 Static screening: results and discussion ^
In this section, calculations of exciton properties and absorption spectra are presented, 
for a range of carbon nanotubes at different exciton densities, using the static screening 
model described above. These comprise key original results of this thesis; although 
Hirtschulz et al. [Hirtschulz et al. 2008] has previously presented absorption spectra 
for the (11, 6) nanotube at differing densities, here the exciton binding energy and size 
are also considered, and for exciton densities directly comparable to those encountered 
in experimental investigations. In section 8.4.1, the modelled effect on the dielectric 
function is also explicitly shown. Such analysis has not been found elsewhere in the 
literature, either for carbon nanotubes nor quasi-one-dimensional structures generally.
8.4.1 Effect on the dielectric function ^
Figure 8.4 shows the static dielectric function s(q, w =  0) at small q, as a function of 
the exciton density. It is seen that as the background density increases, the dielectric 
function increases at small q; the increase is mostly significant for q < 27r/T, which 
from Section 6.5 is on the scale on the exciton width in k-space. The growth in e(q, 0) 
at q  =  0 is not monotonie with the exciton density: Figure 8.5 shows non-monotonic 
behaviour; this is ascribed to band-filling effects.
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Static dielectric function e{q,0) at small q, 
as a function of exciton density
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Figure 8.4: The static dielectric function e(q, cu), in the Random-Phase Approximation, for
a (10,3) nanotube, at small q, u  = 0, and increasing modelled exciton density. The circum­
ferential component of the wavenumber is set to zero, the temperature is set to 300 K. The 
axial component of the wavenumber q is plotted in units of {2tv/ L ) ,  where L  is the nanotube 
circumference. A t zero exciton density, e(q, 0) =  1.
8.4 .2  Absorption spectrum  at finite exciton densities ^
Figure 8.6 shows the absorption spectrum for a (10,3) nanotube at modelled background 
exciton densities of p =  0.000,0.005,0.010,1.000 nm~F The spectra are calculated 
following the methodology of Appendix A. Visible are bright peaks corresponding to 
the exciton ground state, and a peak of lower intensity, at higher energy, corresponding 
to the second exciton excited state (the first excited state is optically dark). As the
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Figure 8.5: The static dielectric function e(q, 0) for a (10,3) nanotube, with q = 0; as a
function of modelled exciton density. The temperature is 300 K.
background density increases from zero, the exciton peak is significantly red-shifted 
(towards lower energies). At higher exciton densities, the exciton peak moves to higher 
energies, although is always lower in energy than the case for zero density. The trend 
in exciton energy is made clearer by Figure 8.7, which plots the four lowest exciton 
energies (eigenvalues of the Bethe-Salpeter Equation) as a function of exciton density; 
also plotted is the renormalised band-gap. The energy of the exciton ground state 
has a minimum around background density p =  (0.04 ±  0.01) nm~^. The cause of this 
minimum is clarified by Figure 8 .8 ; the exciton energy is where
is the renormalized band-gap and is the binding energy. Thus, although both the 
binding energy and renormalized band-gap decrease in energy, as a function of exciton 
density, the position of the exciton energy is the result of competition between these two 
effects. That the binding energy decreases more rapidly than the electron self-energy 
(band-gap renormalization) can be understood since the binding energy, resulting from 
exciton interaction terms in the Bethe-Salpeter Equation, is localised to small q (i.e., 
the width of the exciton in k-space), whereas the self-energy terms involve q spanning 
the enter Brillouin zone. In the previous section it was found tha t the dielectric function 
increases, with exciton density, mostly at small q; thus the variation in the dielectric 
function comprises a greater proportion of the interaction m atrix elements of the exciton 
interaction (binding energy interaction terms) than for the self-energy corrections.
It is seen that there is a significant overall redshift in the exciton energy, as the 
background exciton density is increased. At zero density, the exciton energy is 0.853 eV.
It reaches a minimum 0.748 eV at a density 10" nm " , before rising and saturating at 
around 0.778 eV by a density of Inm "^ . This corresponds to an overall redshift in 
exciton energy of 0.075 eV (~  8 %). This is incompatible with experimental evidence 
which suggests that the exciton energy is stable (with no measurable change in energy) 
up to densities ~ ln m " ^  [Ostojic et al. 2005, Murakami and Kono 2009a]. The rise in 
energy, by 0.027 eV above densities of 10"^ nm"^ is also too large to be compatible with 
reported exciton spectra [Ostojic et al. 2005, Murakami and Kono 2009a].
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Figure 8 .6 : Absorption spectrum for a (10,3) nanotube, at different modelled exciton densities, 
using the static screening model. Section 8.3. Lines are broadened by a standard lOmeV.
8.4 .3  T he exciton binding energy and size as a function o f exciton den­
sity ^
Figure 8.8 shows the exciton binding energy and the renormalized band-gap as a func­
tion of exciton density, for the same (10,3) nanotube considered in the previous section. 
Figure 8.9 shows the exciton size as a function of exciton density. There is a substantial 
decrease in the exciton binding energy, as the background exciton density is increased. 
At zero density, the binding energy is 0.337eV (39.5% the exciton energy). The bind­
ing energy decreases monotonically with the exciton density, saturating to a value of 
0.031 eV at a density of ln m “  ^ (a reduction of 91%). The decrease in binding energy 
is consistent with the expectation that increasing the exciton background will lead to 
an increase in screening of the exciton. However, the shift is particularly large. The 
binding energy at 1 nm~^ (0.031 eV) is particularly close to the thermal energy at room 
tem perature (~  0.025 eV). Therefore, the exciton might be expected to be particularly 
unstable at this exciton density (this density was apparently reached by Ostojic et al. 
[2005]). Since the experimental literature indicates that the exciton is stable at high 
densities (indicated by the lack of change in experimental spectral lineshape at high 
densities [Murakami and Kono 2009b]) these results are incompatible with experiment, 
suggesting that the present static screening model is significantly overestimating the 
screening effect of background exciton population. In Figure 8.9 is plotted the com­
puted exciton size (mean electron-hole separation) as a function of the exciton density. 
The electron-hole separation is approximately the exciton half-width (see Section 6.5). 
It is seen that as the exciton density is increased, the exciton size also increases, before 
saturating (and then slowly reducing in size at very high exciton densities). The exciton 
size increases by around 500% over the range of considered densities. This increase in 
size is consistent with the observed decrease in exciton binding energy; i.e., the electron 
and hole components are becoming less bound and are therefore less likely to be found 
within a given separation radius. Plotted in Figure 8.9 is a curve for which the exciton 
density is equal to the inverse exciton size (the threshold at which excitons would be 
expected to ‘touch’ or overlap). It is seen that the exciton size becomes large enough 
for there to be overlap between neighbouring excitons once the exciton density exceeds
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Figure 8.7: Lowest four eignevalues for the (10,3) bright exciton, as a function of the modelled 
background exciton density. ALso indicated is the renormalised band-gap (including electron 
self-energy effect).
0.15 nm “ .^ W ith such significant overlap it is expected tha t neighbouring excitons 
should dissociate [Murakami and Kono 2009b]. At this point the exciton picture would 
likely be invalid, implying that the results for densities above this threshold may be 
unphysical.
Taken together, the results presented in this section show that the exciton in a 
carbon nanotube is expected to show a significant decrease in binding energy and a 
significant decrease in total energy with respect to increasing background exciton pop­
ulation. These results are not compatible with experimental results which predict the 
exciton spectrum to be stable even at very high densities ~  1 nm “  ^ [Ostojic et al. 2005]. 
This implies that the static screening approximation is not capable of accurately de­
scribing the exciton physics once there are multiple excitons (or indeed a background of 
unbound electrons and holes) in a single tube. This is significant because it is the s ta t­
ically screened dielectric function which is typically used in nanotube implementations 
of the Bethe-Salpeter Equation [Ando 1997, Jiang et al. 2007a, Saito et al. 2009].
In the following sections we consider a dynamic screening model, which has been 
shown to provide increased accuracy when modelling the properties of excitons, at high 
exciton density, in semiconductor heterostructure quantum wires [Das Sarma and Wang 
2000].
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Figure 8 .8 : Binding energy and band-gap renormalization for the (10,3) nanotube, as a
function of background exciton density.
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Figure 8.9: The electron-hole separation in the nanotube axis direction, {x^ — Xh), for a (10,3) 
nanotube at increasing exciton density. Data for exciton density p = 0.3 nm~^ is missing.
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8.5 Dynamic screening model
8.5 .1  Overview
In Section 8.4 results were presented showing the screening of the exciton effect in car­
bon nanotubes, by secondary excitons, assuming tha t the dielectric response 
could be computed in the static lim it taking eu -> 0. It was seen th a t the screening 
model predicted significant decrease in the exciton binding energy, and a shift in the 
position of the exciton energy. These results are not in agreement with experimental 
observations [Ostojic et al. 2005, Murakami and Kono 2009b] tha t show the exciton line 
to be static against increasing exciton density.
Similar observations and discrepancies have been reported in the literature for one­
dimensional quantum  wires, where it was noted th a t only a dynamical treatm ent of the 
dielectric screening can correctly model the exciton effect at high densities [Das Sarma 
and Wang 2000] .
In this section, a dynamical formulation of the Bethe-Salpeter Equation and the 
electron self-energy (in the G W  approximation) is presented, derived from established 
techniques of many-body perturbation theory. In Section 8.5.2, the general theoretical 
background will be presented, based on literature sources. Firstly, the G W  approxima­
tion will be described, to obtain a dynamical treatm ent of the self-energy. Secondly, the 
dynamical Bethe-Salpeter Equation will be discussed. In Section 8.5.5 the Plasmon-Pole 
approximation will be discussed, allowing for a simplification of the dynamical screening 
calculations, by analytically completing a necessary integral over the frequency domain. 
Finally, in Section 8.7 the dynamical model will be used to examine screening of excitons 
within the tight-binding model developed earlier in this thesis.
Although the basic theory of dynamic screening is not original to this work, the com­
plete dynamical Bethe-Salpeter Equation has not previously been applied to the study of 
carbon nanotubes. (The dynamical G W  approximation was previously used by Chang et 
al. [Chang et al. 2005] to obtain dynamically screened quasiparticle energies fo r  the 
(4,2) nanotube using ab initio techniques, although the BSE was screened only stati­
cally in that work and the effect of increasing exciton density was not considered.) The 
dynamical screening calculations later in this chapter thus represent a major original 
contribution of this thesis.
8.5 .2  T he GW  approximation
The discussion will consider first the G W  approximation, which represents the state- 
of-the art for accurate determination of the electron self-energy (and, hence, the quasi­
particle energies) in the solid state [Onida et al. 2002].
For further discussion, the reader is directed towards Thouless (1964) [Thouless 
1964], and in particular the text by Fetter and Walecka [Fetter and Walecka 2003] (see 
Chapter 3 of tha t text for further details of the Green’s function theory, and Section 60 
of tha t text for discussion of the Bethe-Salpeter Equation).
8.5 .3  M any-body perturbation theory; prerequisites
It is useful to begin by briefly reviewing the Schrodinger, Heisenberg, and Interaction 
representations in quantum  mechanics (for a more detailed discussion of these view­
points, the reader is recommended to review Section 6 of Fetter [Fetter and Walecka 
2003]). In the Schrodinger picture—assuming th a t the Hamiltonian contains no time- 
varying potentials—states |^g(^)) are time-dependent and operators O s  are generally 
time independent. If the Hamiltonian is indeed time independent, then the Schrodinger 
states evolve in time as |^g(^)) =  |4'g(^o)).
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Assume that the Hamiltonian may be written H  =  where Hq has known so­
lutions, and H i represents a perturbation. The Heisenberg picture is a unitary transform 
of Schrodinger states and operators such tha t states become time independent, and time- 
dependence is transferred to the operators. The transform is |^ if  ) =  Q^H{t-to)/h =
l^s(^o)), and 0 u { t)  =  QiH(t-to)/h The interaction picture is an inter­
mediate transformation in which both states and operators possess time dependence:
The one-particle Green’s function is (see Section 7 of Fetter [Fetter and Walecka 
2003], and Thouless [Thouless 1964]):
G {rt,r 't')  =  (Ÿ |f [ÿ (r( )^ + (rY )] |$ )  . (8.14)
I^ F) is the is the complete many-body interacting ground-state, and is an eigenstate of 
the to tal Hamiltonian H  (it is here assumed to be normalised), '^{rt) are field operators 
in the Heisenberg representation. T’[- • • ] is the time-ordering operator, putting operators 
of earliest times on the right by interchanging neighbouring pairs of operators, and 
introducing a phase of (—1) for each such interchange.
One may similarly define the non-interacting Green’s function:
G ^{rt,r 't') =  ( $0 1f  [^ (rf) (rY)] | $o) , (8.15)
where |4»o) is the ground-state of the non-interacting system, and is an eigenstate of 
Hd(t).
Conceptually, the Green’s function gives the probability amplitude that, provided 
t' <  t, if a particle is added to the ground state at coordinates ( r ', t ') ,  an identical 
particle may be removed from the system at coordinates (r, t). Once known, the Green’s 
function can be used to obtain the expectation value of any single-particle operator, in 
the ground state |^ ) . For example. Fetter ( [Fetter and Walecka 2003], Equation 7.7) 
gives the relation
(J(r))  =  — i lim lim Tr{J(a:) G (xf,xY )}  (8.16)
^ ^ ( ^ 1 # )  t ' ^ t +  r ' ^ r  I- W  V 5 / J
The time-ordered product of field operators expands as
T [^(r^)^ '^(rV )j =  9{t' -  ^)'0(ri)'0+(rV ) — 9{t -  <^)ÿ '^(rY )ÿ(r^), (8.17)
9{x) is the step-function, being zero if a: <  0 and unity otherwise and has the following 
integral representation:
After applying the reverse unitary transformation to the Heisenberg field operators, 
casting into the Schrodinger picture, inserting a summation over many-body states 
|#n.) (where n  varies over all possible many-body states of differing particle number) 
and completing the Fourier transform, one obtains the following expression for the 
Green’s function:
G(r,r',w) =  ^ (^|7^(r)|n) (n|^+(r')|iF) (^|^+(r')|n) (n|^(r)l^^)
u - h - ^ { E n - E ) + i 5  u j - h - ^ E n - E ) - i 6
( 8 .1 9 )
The energies are the energies of the many-body states, satisfying =  F71#) and
jH |$n) =  E n \^ n )-  The differences En — E  are excitation energies. Since the field
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operator -0(r) destroys a single particle, m atrix elements of the form (^n|'0(r)|^) are 
non-vanishing only when and |^ )  differ by a single particle. Hence, the excitation 
energies are single-particle excitation energies (or ‘quasiparticle’ energies). Expanding 
the field operators in a  superposition of Bloch functions, some rearrangement yields the 
compact and conventional form for the single-particle Green’s function,
fi is the chemical potential, selecting conduction and valence band states in the de­
nominator of (8.20). In the next section, Hedin’s G W  approximation will be described, 
which provides an equation of motion for the Green’s function and, thereafter, a defining 
equation for the quasiparticle energies th a t are necessary for writing the Bethe-Salpeter 
Equation.
8 .5 .4  Hedin’s equations and th e GW  approximation
As is well known [Hedin 1965, Aryasetiawan and Gunnarsson 1998], the single-particle 
Green’s function can be shown to satisfy the equation of motion
-  ho(r) -  Vf/(r)| G(r, r', ~  J  G(r", r ',  w) d r"  =  <5(r -  r ') . (8.21)
ho is a single particle Hamiltonian containing the electron kinetic energy, and its inter­
action with the underlying crystal lattice. Vh (x ) is the Hartree potential,
V n ir )  =  J  ^(r, r ')  d r ' , (8 .22)
u(r, r ')  is the bare Coulomb potential, and S ^ ( r ,  r ',w ) is the mass-operator. (In the 
literature, the terms ‘mass-operator’ and ‘self-energy’ are often interchanged. In con­
tem porary literature on the G W  approximation [Aryasetiawan and Gunnarsson 1998, 
Onida et al. 2002, Rohlfing et al. 1995] it is often written tha t the self-energy E (to be 
defined below) excludes the Hartree potential, implying a mass-operator M  =  E -f- Vh- 
Hedin’s original formulation of the G W  approximation [Hedin 1965] effectively inter­
changes definitions of the self-energy and mass-operator implying E =  M  -f- V//. This 
latter definition is also adopted by some authors in the context of the Bethe-Salpeter 
Equation [Strinati 1988]. The quasiparticle functions may be shown (see Equa­
tion 30 in Arysetiawan (1998) [Aryasetiawan and Gunnarsson 1998], Equation 5 in 
Hedin (1965) [Hedin 1965]) to satisfy the quasiparticle equation
{sgk -  Âo(r) -  (r)}  ^ 5k(r) -  J  M (r, r" , ^sk)V'sk(r') d r"  =  0 . (8.23)
Equation 8.23 is to he solved in order to obtain the quasiparticle energies 6gk, which 
enter the diagonal of the Bethe-Salpeter Equation (see Chapter S). To do so, we require 
a functional form  for the self-energy operator E. In Chapter 3, the Hartree-Fock self- 
energy was obtained by non-dynamical methods. The state-of-the-art fo r obtaining the 
dynamical self-energy in (8.23) is the G W  approximation, after Hedin (1965) [Hedin 
1965[). (See also Onida (2002) for a modern review [Onida et al. 2002]).
By expanding the Green’s function pertubatively under a potential perturbation, 
Hedin derived a set of coupled equations that provide an exact solution for the one- 
particle Green’s function in terms of a mass-operator M , itself dependent upon a
144 /  193
Ch. 8 Screening at high exciton densities: results and discussion
screened Coulomb interaction W . The equations may be written;
G(1,2) =  G °(1,2)+  /'G "(l,3)M (3,4)G (4,2)d3d4, (8.24)
M ( l ,2) =  i J  G ( l ,3+ ) r ( 3 , 2 . 4) lV ( l ,4) d 3 d4 , (8.25)
VK(1,2) =  » (1 ,2 )+  /  « ( l ,3 ) f (3 ,4 )W (4 ,2 )d 3 d 4 , (8.26)
P (l, 2) =  - i  j  G (l, 3) G(4,1+) r(3 ,4,2) d3 d4, (8.27)
r ( l ,  2,3) =  5(1,2) 5(1,3) +  f  W { 1+,  2) G (l, 4) G (5 ,2) T (4,5,3) d4 d 5 . (8.28)
W  is the screened Coulomb interaction, P  is the polarisation function, and T is the 
so-called vertex function. These equations provide for an exact solution for the Green’s 
function G.
For practical purposes, Hedin suggested a simplifying approximation to the five 
equations; principally, the vertex function is assumed to be diagonal in the space­
time coordinates: F ( l,2 ,3 )  -4- J ( l , 2) ^(1,3). The polarisation function then reduces 
to P ( l ,2 )  % —iG (l,2 ) G(2, l^"). From this approximation, the mass-operator takes 
the m atrix form M  = G W  (hence, the ‘G IF ’ approximation). Taking the Fourier 
transform in time, one can deduce the following expression for the mass operator (see 
also Hybertsen and Louie [1985]):
M (r ,r ',w )  =  ^  y  dw 'e-“ " ' G (r, r ',  w -  w') W ( t , r ',  w ) . (8.29)
The screened Coulomb potential lF(r,r%  w) can be written [Hedin 1965, Hybertsen and 
Louie 1985],
TF(r,r',o ;) =  i  J  dr" £ ~ ^ { r ,r " ,u )v { r "  -  r ' ) . (8.30)
where u(r) is the bare Coulomb potential. To evaluate the self-energy, one requires 
knowledge of the dynamical dielectric function This can be computed within the 
Random-Phase Approximation. In the next section, the common Plasmon Pole Ap­
proximation will be discussed, which provides a m ethod for completing the integration 
in frequency space, written in Equation 8.29, analytically.
8.5 .5  T he Plasm on-Pole Approximation ^
In  this section, the PPA will be introduced, and the method o f its im plem entation in the 
current work will be discussed.
By transitioning from static to dynariiical screening, computational complexity in­
creases. The statically-screened Bethe-Salpeter Equation requires evaluating s(q, 0) at 
all possible values of q entering the BSE. Dynamical screening involves, from Equa­
tions 8.29 and 8.30, an integration over frequencies w for a product between a Green’s 
function and the dielectric function, s(q, w), a t each unique k and q pairing.
Suppose the BSE wavefunction is truncated and discretised to include distinct 
k points; let Nq be the number of q points across the full Brillouin zone considered in 
the calculation of the electron self-energy; let be the number of uj points a t which 
s(q, w) must be evaluated in its numerical integration for the dynamical screening. 
In the current work, Nq ~  10^-10^, ~  10^, ~  10^-10^. For static screening,
the dielectric function must be evaluated 0{N q )  times. For dynamical screening, the 
dielectric function must be evaluated 0 { N k  x  Nq x  N^j) times, which in the current
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work means a naive numerical implementation of dynamical screening would be ~  10  ^
times the computational work of the static screening model. Since the evaluation of the 
dielectric function itself requires an integration across the entire Brillouin zone, such 
a numerical implementation would be an overwhelming problem from a computational 
perspective.
To compensate for this significant increase in computational workload, it is usual—in 
the literature—to replace the detailed dielectric function (computed within the Ran­
dom Phase Approximation) in frequency-space with a simplified model known as the 
Plasmon-Pole Approximation (PPA).
This approximation stems from the observation that the imaginary part of the in­
verse dielectric function is strongly peaked in frequency space (see Figure 8.10, which 
clearly demonstrates the peaked nature of the dielectric function for a (10,3) nan­
otube). An approximation is taken that one can therefore write Im[e“ ^(q, w) — 1] — 
A(q) (6(cj — Wq) -  0{u -F Wq)), where Wq is the plasmon frequency and A(q) is a weight­
ing function (see Section IIB in Hybertsen [Hybertsen and Louie 1986]). The real part 
of the inverse dielectric function is then obtained by the Kramers-Kronig relations (see 
for example. Section 3.2.7 of Giuliani [Giuliani and Vignale 2005] for discussion of these 
relations), yielding a real part of the form
E ^(q,w) =  1 +
WQ (8.31)
where wo is a weighting factor, and Wq is the dispersion of the plasmon frequency with 
the wavenumber q.
Imaginary part of the 
RPA dielectric function, 
g = 2 <
1.4-
I
^  0.8 - 
S
To 0.6 -  
E
— 0.4-
0.2 -
0.0
2010 150 5
o)/eV
Figure 8.10: The imaginary part of the inverse dielectric function, as a function of the
energy w, calculated with the random phase approximation for a (10,3) carbon nanotube. The 
wavenumber q is set to q = 2/dt, where dt is the nanotube diameter.
8.5.5.1 Multiple-plasmon pole model
This is usually presented in the literature with the form:
1
6 ( q , w )
U)r
UJ
(8.32) 
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where n labels the plasmon modes; is the plasmon frequency of the n th  mode; w” 
represents the strength of the n th  mode; represents a broadening of the n th  mode. 
For clarity, define the single plasmon mode function
( . , n
S O  that, [s(q,w)]-^ -  1 «  E n P n H *
To aid fitting of the plasmon pole function to the true distribution of the dielectric 
function, a number of useful relations have been deduced. These constitute key original 
results for this thesis.
The imaginary part of Pn(^) is
Im [p„(o;)l =  +
It is clear tha t |Im[p„(o;)]| has a maximum when w =  tü„. Thus, one may fit plasmon 
energies w» by locating maxima in the function |lm[£~^(q,o;)]|.
The real part of P n{^) is
R e k (w )]  =  • (8-35)( w g -w 2) + r%
The gradient has been found here to be:
# - R e k ( w ) l  =  . (8.36)
[(w2 - 0)2)2 + r 2]
Aside from the limit u> -> ±oo, this vanishes when u  satisfies
o)2 =  (o )„ )2 ± r„ . (8.37)
Hence there are turning points at these values of w, corresponding to local maxima and 
minima in the plasmon-pole function. If these frequencies can be located—call them  
Wmin and Wmax—One may then deduce Un and F„ directly from Equation 8.37.
A simple code routine was written to locate the plasmon pole features in the full 
dielectric function, as calculated in the random-phase approximation. Figure 8.10 shows 
the imaginary part of the dielectric function, clearly displaying a series of well defined 
peaks.This figure was prepared for a (10,3) carbon nanotube, after fixing q =  2 /d t  
(equal to the cutting-line spacing, which defines the scaling of the Coulomb interaction). 
After locating these peaks. Equation 8.34 was used to determine the plasmon frequencies 
Wq. Neighbouring turning points in the real part of the inverse dielectric function were 
then located. Through development of the fitting routine, it was discovered th a t the 
most robust m ethod is to locate the maximum immediately following Wq; then Fn could 
be determined via Equation 8.37.
Figure 8.11 shows the associated multiple-plasmon pole fit to the real part of the 
dielectric function, as calculated in the random-phase approximation, for a (10,3) nan­
otube, having set q = 2 /d t. The multiple plasmon pole function is seen to fit approxi­
mately the polar structure of the accurate dielectric function.
The fitting process described here is, in practice, found to be extremely time con­
suming since the calculation of the true dielectric function (in the Random Phase Ap­
proximation, to which the plasmon pole modes are fit) requires a sum over all k-points 
in the Brillouin zone. It is usual, in the literature, to fit a single plasmon pole at discrete
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points in the Brillouin zone (q-space) and interpolate the plasmon pole parameters be­
tween these points. For this work, it was found that the fitting of multiple plasmon 
poles is insufficiently consistent, between different q  values, to allow for this interpola­
tion (in particular, the fitting procedure could not reliably locate an equal number of 
plasmon poles at each sampled q  point).
The final implementation of the plasmon-pole approximation, for this work, there­
fore only considers the single dominant plasmon pole (the multiple plasmon pole com­
ponent with greatest intensity) for performing frequency integrations.
1.0
0.5
: 0.0
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Figure 8.11: The real part of the inverse dielectric function, as a function of the energy u j ,
calculated with the random phase approximation for a (10,3) carbon nanotube. The wavenumber 
q is set to q = 2/dt, where dt is the nanotube diameter. Displayed are the fitted multiple 
plasmon poles, as determined using the fitting relations Equation 8.34 o.nd Equation 8.37, adn 
the dominant single plasmon pole, which is the multiple-plasmon-pole component with greatest 
intensity.
8 .5.5.2 Single plasmon pole approximation
For the single plasmon pole approximation, the real part of the inverse dielectric function 
is modelled after Rohlfing et al. (see Equation 22 in Rohlfing [Rohlfing and Louie 2000] 
and Equation 16 in Rohlfing [Rohlfing et al. 1995], and related discussion):
--1
-PPA (q, w) -  1 =  Zq • Y  ^w W q - f  i(^ W -|- Wq — i^
which, after taking the limit <5 ^  0 is equivalent to
(8.38)
^PPA(q) 1 —
w;
w,
(8.39)
To ensure that this plasmon pole approximation has the correct static limit, the weight­
ing parameter is set Zq =  ^RPA(q, 0) — 1. The plasmon mode frequency Wq is obtained 
similarly to the method described in the previous section: Wq is set to the frequency of 
the dominant peak in the imaginary part of the RPA dielectric function (q, w -I-iF ) ,
where F is a broadening parameter.
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For robust determination of the dominant plasmon pole position, a very large arti­
ficial broadening is set: here, F =  4eV is chosen.
Since the fitting is slow (and dominates the dynamically screened calculations), Wq 
is determined at a number, /7ppA, of evenly spaced points within the one-dimensional 
nanotube Brillouin zone. The plasmon frequency Wq (where q  =  iq,Pg), with the axial 
component q and the circumferential component 2fiq/dt, dt is the nanotube diameter) 
is obtained by a linear interpolation between fitted points in the q direction. For the 
results presented later in this chapter, JVppA is set to 200. In practice, this requires 
calculational run time of around 24 CPU-hours. The interpolation point for q  =  0 is 
obtained by back-interpolation of the points q%, q2, where q, is the ith  fitted point.
The weighting param eter Zq is obtained by calculating £rpa(Q 5 0) with negligible 
artificial broadening, and is computed directly for each q  point in the Bethe-Salpeter 
Equation (ie, no interpolation scheme is applied), which is no more computationally 
demanding tha t for a static-screening implementation.
8.5 .6  Dynamic screening factors
Having described the formulation of the plasmon pole approximation, the dynamically 
screened Coulomb interaction may now be computed analytically for the electron self­
energy and the Direct part of the kernel of the Bethe-Salpeter Equation. It will be seen 
that the dynamical theory leads to the definition of ‘dynamic screening factors’ th a t 
are applied to the m atrix elements of the static theory. The analysis below has been 
performed anew for the current work, but is based particularly upon the methodology 
espoused by Rohlfing et al. [Rohlfing et al. 1995, Rohlfing and Louie 1998b].
8.5.6.1 The electron self-energy
Hedin [1965] gives the dynamic quasiparticle equation
v 2 +  Matt(r) +  U f (r) I  V’sk(r) +  J  M (r, r', E ,y )  * k ( r ')  d r  =  %k%A«k(r)
(8.40)
where the mass-operator is, in the G W  approximation,
M ( r ,r ' ,E )  =  - ^  J  e~ ^^^^G (r ,r ',E h ~ ^  — u})W {r,r ',u j)du j (8.41)
The Green’s function is
G(r, r ',w ) =  y ] ^ _  +  i & g l ( ^ k  -  E}.) '
k
Multiplying (8.40) on the left by V’sk(^) integrating, one can write Ssk =  ^sk  +  
^gk(^&), where the self energy correction is:
2sk(ggk) =  y y  V^sk(r)S(r,r',Esk)V’s k ( r ') d rd r '.  (8.43)
8.5.6.2 Evaluation of the matrix elements of the screened potential ^
Inserting the G W  approximation for the self-energy operator S (r, r ',  E ), Equation 8.29, 
and using the definition of the single-particle Green’s function, the self-energy correction 
may be expressed as:
A  / d .  E
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which contains an m atrix element of the screened Coulomb potential, with the form of 
an exchange integral. It is useful to note, therefore, th a t this expression reconstructs the 
form of the exchange contribution to the Hartree-Fock self-energy obtained in Chapter 3, 
except that, in the current G W  formulation, the Coulomb interaction is explicitly and 
dynamically screened.
For the current work it is assumed that the m atrix elements of the screened inter­
action may be written
I k F ( r , / ,w )  I 'ips'k''tpsk) ~  -  k ,w )  (^^kV's'k' | f^ (r ,r ')  | 'ips'k''^sk) •
(8.45)
The m atrix element of the bare interaction, H, is evaluated in the basis of tight- 
binding Bloch functions. The inverse dielectric function is evaluated in the random 
phase approximation using the results of Section 4.7, so tha t £~^ (q , w) =  {ERpA(q, w )}" ^ .
Equation 8.45 holds exactly for a plane-wave basis, since in th a t case the Fourier 
transform of Equation 8.26 implies W (q , w) =  e"^(q, w) H (q ). A more accurate trea t­
ment for the tight-binding Bloch basis used in the present work would be to solve 
Hedin’s equation for the screened potential (Equation 8.26) explicitly (see, for example, 
Rohlfing [Rohlfing et al. 1995] for a treatm ent of bulk Silicon). For the purposes of 
the current work, however, a practical method for such complete treatm ent has not 
been identified. For the current work, it is assumed th a t Equation 8.45 may be a good 
approximation, given the very close numerical correspondence between the m atrix ele­
ments of V, taken in a tight-binding Bloch basis and taken in an effective plane-wave 
basis (see Section 4.9). That is, the m atrix elements of the screened Coulomb potential 
in a basis of tight-binding Bloch functions is modelled here by an expression appropriate 
for a basis of plane-waves given the numerical effectiveness of such an approximation 
for the m atrix elements of the bare potential.
Write, for brevity, the screened and bare Coulomb m atrix elements as FFss'k(qj^) 
and V^s'k(qj^)- The total screened exchange m atrix element can then be decomposed 
into an unscreened exchange term  (‘xc’-term) plus a dynamically screened correlation 
term:
iUs'k(q,w) =  Ua'k(q)z"'(q,w) (8.46)
=  U a 'k (q ) +  ( q , w ) -  l )  U a 'k (q ) • (8.47)
xc-term  correlation term
Using the same decomposition, back substitution of IFgg'k(q,^) into the expression 
for the self-energy correction Egk(^6k) (Equation 8.44) allows the self-energy to be 
separated into exchange and correlation terms:
S,k(6 .k) =  Z:g(6 ,k) +  S:^"(6 ,k), (8.48)
in which:
i ■ 4- 1
SS(£ak) =  Ka'k(q) 2^ fi-l(£ak -  E a 'k ')-W  +  iO+Sgn(Eyk' -  E],) '
(8.49)
- è  / . !  a»  ■
(8.50)
This decomposition follows closely the work of Das Sarma [Das Sarma et al. 1996] (see 
Section II in tha t text).
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For the bare exchange term  2g^(cgk), the integral over the frequency domain is of 
the form e“ ’^ ‘^ /(w)da;, where rj is real and positive and /(w ) —)• 0 as jwj —)• oo 
. Thus, the integrals may be evaluated by a contour integral, making use of Jordan’s 
Lemma and extending the real integral to  a semicircular contour closed in the lower 
half-plane. In this case /(w ) has a simple pole at w =  (sgk — Sg/k')+iO'^sgn(6g'k' ~a)>
This is in the lower half-plane only for Sg/k' <  p, which is satisfied only when (s ,k ')  
represents a state in the valence band (i.e., s =  —1). Hence,
The integrand for the correlation term Dg^’'(6gk) includes the dielectric function. 
Now, the essential utility of the plasmon-pole approximation becomes clear: replacing 
(£“ ^(q, w) — 1) by its polar representation, (8.38), the integral may be completed ana­
lytically [Rohlfing et al. 1993; 1995, Rohlfing and Louie 2000, Das Sarma et al. 1996]. 
The correlation term  may be written:
(8.52)
s 'q
1
-  Eg'k') -  to +  iO+Sgn(6g'k' -  ^ p )
By contour integration, we evaluate this as:
(8.53)
which is consistent with the result presented by Rohlfing et al. [1993] and Das Sarma 
et al. [1996].
The results for the exchange and correlation components may be combined to give 
an overall dynamically-screened self-energy:
S  ( ,  1 - V t /  ^' =  - l  M e n c e  band),
S .k(e.k) -  /  =  + !  (conduction band).
'---------------------------------------- V---------------------------------------- "
dynamic screening factor
(8.54)
The part indicated by a brace is termed here the dynam ic screening factor. In the s ta t­
ically derived Bethe-Salpeter Equation (Hartree-Fock approximation). Chapter 3, this 
screening factor was formally unity, but replaced (ad-hoc) with the statically screened 
inverse dielectric function, e“ ^(q, w).
The dynamic screening factor obtained here represent the dynamical treatm ent of 
the self-energy for this work.
8 .5.6.3 The exciton interaction
In this section, the dynamical theory of the Bethe-Salpeter Equation is presented. Much 
of the discussion is canonical and taken from the relevant literature.
Firstly, it is customary to define the two-particle Green’s function
02(1 ,2 ,3 ,4 ) =  ($ |f [^ ( l)ÿ (2 )ÿ + (4 )ÿ + (3 )] |$ )  , (8.55)
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{cf. Equation 8.14), where numerals represent combinations of space and time coor­
dinates; T  is the time-ordering operator (exchanging neighbouring operators to put 
earliest times to the right, and multiplying a factor (—1) for each such exchange); |4f) 
is the interacting many-body ground-state.
The two-particle correlation function 1/(1 ,2 ,1', 2') is defined as [Baym and Kadanoff 
1961, Strinati 1988; 1984];
T (l, 2,1% 2') =  -G 2 (l, 2,1% 2') -1- G(l, U)G(2,2'). (8.56)
By minimising L  with respect to variation in the ground state |^ ) , Baym (Baym and 
Kadanoff [1961]) obtained the defining equation for L:
L (l,2 ,l'.2 ') =  io ( l ,2 , l ' .2 ' )+  f  d(5678)Lo(l,4,3,2')H(3.5,4,6)L(6,2,5.2'). (8.57)
This equation is regarded as the Bethe-Salpeter Equation for L  [Salpeter and Bethe 
1951, Cell M ann and Low 1951, Baym and Kadanoff 1961, Sham and Rice 1966, Stri­
nati 1984, Rohlfing and Louie 2000]; L o (l,2 ,R ,2 ')  =  G (l, 2')G(2, T) and 5 (3 ,5 ,4 ,6) 
(more usually written as K (3 ,5 ,4 ,6) in the carbon nanotube literature [Dresselhaus 
et al. 2007, Jiang et al. 2007a]) is the ‘interaction kernel’, representing a two-particle 
interaction (in the present case, due to the Coulomb interaction). 5  is formally de­
fined by the functional derivative 5 (2 ,5 ,4 ,6) =  <5M(3,4)/JG(6,5); G  is the Green’s 
function and M  is the mass operator, equal to the sum of Hedin’s self-energy and the 
Hartree interaction, M  =  S  4- u. (Note tha t the terms ‘mass-operator’ and ‘self-energy 
operator’ are often interchanged within the literature, and discussion of the Bethe- 
Salpeter Equation usually assumes th a t S  contains the Hartree term; see Aryaseti­
awan and Gunnarsson [1998] for a brief discussion.) In practise, an approximation 
to 5  is made. Taking the G W  approximation, S ( l ,2 )  -4- iG (l,2 )IT (l+ ,2 )  and ne­
glecting dependence of the screened interaction W  on the Green’s function G, take 
5E (3,4)/JG (6,5) =  IT (3+ ,4)J(3,6)^(4,5). Then,
5(3,5,4,6) =  -16(3,4)<^(5-, 6)u(3,6) +  M(3,6)(^(4,5)W(3+, 4). (8.58)
This is the usual approximation [Baym and Kadanoff 1961, Strinati 1988, Onida et al. 
2002].
The correlation function has the Fourier transform
L ( l ,2 ; l ' . 2')  =  iX ;
Xg(xi,Xi,) Xg(x2,X2/) %g(X2X2')  Xg(xi,Xi/)
UJ — ü s  +  iï] w 4- f i g  — ig
(8.59)
(see Sham and Rice [1966], Rohlfing and Louie [2000]) where the summation is over 
all many-body states |$ g ). The particle-hole amplitudes are defined (following Strinati 
[1988]):
X g(x i,x i/) =  -  ( 'F o |^ + (x i/)^ (x i) |^ g )  , (8.60)
and the energies fiflg are excitation energies of the S'th state, relative to the ground 
state {h ü s  = E s  — E q). Although the summation in (8.59) is formally taken over 
all possible many-body states |4^g), the particle-hole amplitudes vanish unless |^ g )  
contains the same number of particles as the ground-state.
The field operators are expanded within a particular basis, giving
X g(xi,x i/) =  Afc'0 * (x i/)^ c (x i) . (8.61)
v,c
This is the exciton wave-function, where the summation is over states v  th a t are occu­
pied in the ground-state, and states c th a t are unoccupied in the ground state. For this
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work, the states 'i fv  and •0c are taken to be Bloch states, in which case v  and c represent
band indices and Bloch wavenumbers.
By taking the Fourier transform of Equation 8.57 with respect to time, Strinati (Stri­
nati [1988, Eq. 11.8]; Strinati [1984]) has obtained an explicit equation for the weighting 
factors which may be written in the form
(£c — £v) ^vc  +  ’Ev,c,v',d ^vc  , (8.62)
v ' ,d
which should be considered the Bethe-Salpeter Equation for the electron-hole ampli­
tudes A^f.. The dynamical Kernel is [Strinati 1988, Eq. 11.8]:
^v,c,v’,d { ^ s )  — ^V,c,v',d fi* ^v,c ,v ',d^^s) (8.63)
2% ,r',c  =  (c,2; ly ( r ,rO |^ ,c ')  (8.64)
/+00 J— (c,'u'|W(r,r%w)|c%'U> x  
1
w -h fig  — h ^(cc — 4“ i5 w — fig  4” — Ey) — iJ
(8.65)
This has m atrix elements over the unscreened and screened Coulomb potentials, V  
and W ; these contributions are often described as exchange and direct terms, respec­
tively [Sham and Rice 1966]. Following Rohlfing and Louie [2000], the frequency integral 
is completed by making use of the plasmon-pole approximation. (The following expres­
sions have been rederived following the general principle of Rohlfing and Louie [2000], 
but making use of expressions more relevant to the current work. Also note th a t whereas 
in (8.63) the indices on the quasiparticle energies appear in the order (c', u, c, v '), Rohlf­
ing writes the ordering as (c ',u ,c , f); that is, v ' does not appear. Rohlfing’s ordering is
consistent with Strinati [1984], but not with Strinati [1988] and appears to be in error.)
Firstly, the electron and hole states may be labelled by Bloch indices, c -4 (4-, k), 
V -4 (—, k). For notational conciseness, the direct m atrix elements will be w ritten in 
the following form:
W ^ -k ,+ (k + q ) - (k + q ) ,+ k (^ )  =  ^ f i ^ q ( ^ )  (8 .6 6 )
k ,+ (k + q ),—(k + q ),+ k  =  ^ , q  (8 .6 7 )
We here assume (see the previous section) th a t the screened m atrix element can be 
w ritten IF ^ (w )  =  • £"*^(q, w), and then write
4 4 ,  + ( e - 4 q , w ) - l )  Vg,  (8.68)
direct term correlation term
The terms on the right-hand side are labelled here in analogy to those for the self­
energy. Replacing — 1) with the plasmon-pole approximation, (8.38), the direct 
part of the dynamical Kernel is then
1 _l_ -  — ■ 1
=-ic.V,d ( f i s )  ' 4 4 ,  27T  r  2  W  +  W q - W
 ^  ^ (8.69)
4- f^g — h  ^(^c ~  ^t)') 4“ iJ  UJ — i l g  4" h  ^(^c' ~  ^v)  — i<^
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By use of contour integration, this is easily evaluated to yield:
{s(Wq — Q s )  +  ( ^ + (k + q )  ■“  ^ - k )  ^ ( ^ q  ~  D g )  +  ( s + k  ~  ^ - ( k + q ) )
dynamic screening factor
(8.70)
The part in braces is called here the dynamical screening factor. It represents the effects 
of dynamical screening on the m atrix elements of the direct term  of the kernel of the 
Bethe-Salpeter Equation, and comprises the distinction between the current dynamical 
model and the statically screened (Hartree-Fock) model discussed previously in this 
thesis (see Chapter 3). It is an original result for this work, in so far as it differs from the 
result due to Rohlfing and Louie [2000] (who effectively find ^(Qg) —)• 5^  q(ffg)+yi^q 
after apparently neglecting the first term  on the right-hand side of (8 .68)). It is clear 
that, when the exciton energy h fls  is close in magnitude to the quasiparticle energy 
differences, the denominators of the parts within braces on the right-hand side approach 
% hüjq. In this limit, the dynamical screening part approaches 1 -1- Zq =  e~^(q, 0), and 
the dynamically screened exciton interaction reduces to tha t of the statically screened 
exciton interaction. Thus (as previously noted by Rohlfing and Louie [2000]) dynamical 
screening effects are significant only for large exciton binding energies (relative to the 
quasiparticle band-gap). It is known that the binding energies are indeed large in carbon 
nanotubes, implying tha t dynamical screening effects may indeed be significant.
8.5.6.4 A note on frequency integrals
All integrals of interest in this section involve either a single simple pole, or a product 
of simple poles. A product of simple poles can be converted to a sum of simple poles 
using the trivial relation:
1
(8,71)
UJ —  L ü \  W  —  LÜ 2  W% —  U ) 2  OJ —  —  W g  UJ —  U J2
The frequency integrals may be evaluated by using contour integration:
r  i — dw =  -  f  rdu =  -2 m R esc  (8.72)V-OC OJ-OJ’ J c  w - w '  I W-w'J
where J —)■ O'*" and uj'  has a finite imaginary part. The contour C  includes the real 
axis and is closed on a semicircle in the lower half-plane; the contour is traversed anti­
clockwise. The residue of the integrand is unity if ( w  — uj' )  has a pole in the lower 
half-plane, and zero otherwise.
8 .6  Computational method
The general task is to solve the dynamically screened Bethe-Salpeter Equation (8.62), 
obtaining exciton energies Ets and k-space wave-function components from which, 
for example, absorption spectra may be computed as in Appendix A. The basic compu­
tational m ethod remains unchanged from that implemented for the statically screened 
Bethe-Salpeter Equation, except that the screened Coulomb m atrix elements, for the 
exchange part of the quasi-particle self-energy and the direct part of the Bethe-Salpeter 
kernel, are modified by the ‘dynamic screening factors’ presented in Equations 8.54 and 
8.70, respectively. Since the dynamic screening factors are dependent upon the exciton
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energies, Q s, and the quasi-particle self-energy is dependent upon the quasi-particle 
energies Sgk, self-consistency is required, in principle. In practice, in the literature, full 
self consistency is not typically obtained.
For computation of the dynamically screened self-energy, the (self-consistent) quasi­
particle energies formally appearing within the dynamic screening factor (Equation 8.54) 
are here replaced by unmodified tight-binding energies and no further self-consistency 
is attem pted. Common practise in the literature is to compute the dynamic screening 
factor using unmodified energies from a density functional theory calculation [Rohlfing 
et al. 1993; 1995, Hybertsen and Louie 1985, Chang et al. 2005]. Similarly, single­
particle energies appearing within the calculation of the dieletric function (within the 
random phase approximation) are taken as tight-binding energies, with no self-energy 
correction. The dynamic screening factor for the Bethe-Salpeter kernel. Equation 8.70, 
is found self-consistently with respect to the exciton energy Q s, through an iterative ap­
proach, using statically screened solutions as a starting solution. The general algorithm 
is as follows:
1. Solve the statically screened Bethe-Salpeter Equation, obtaining first-order ap­
proximations to the exciton energies Q/g.
2 . Compute and store plasmon-pole energies fiwq, as a function of q, at some number, 
Np, q  points within the Brillouin zone {Np ~  10^). Wq is later obtained at finer 
resolution in q-space by interpolating between these explicitly computed solutions 
(see Section 8 .5.5.2 for further discussion of this method).
3. Recompute dynamically screened diagonal elements of the Bethe-Salpeter Equa­
tion (quasi-particle gaps £+q — £_q) using dynamic screening factors and knowl­
edge of the plasmon-pole energies &Vq obtained in step (2). This is a lengthy 
calculation, since the self-energy requires integration across the entire Brillouin 
zone. However, since the dynamically screened quasi-particle energies are not 
dependent upon the exciton energy, this calculation only needs to be performed 
once.
4. For each exciton state S , the Bethe-Salpeter Equation may now be solved self- 
consistently for the exciton energies Q s  by iteratively recomputing the dynami­
cally screened off-diagonal elements of the Bethe-Salpeter kernel, and then solving 
the full Bethe-Salpeter Equation. For the n th  iterative solution of exciton state  
S , dynamic screening factors (8.70) are populated with exciton energies Q^ g 
from the previous iteration.
8.7 Dynamical screening: results and discussion ^
Figure 8.12 shows the exciton absorption spectrum for a (10,3) nanotube, with dynamic 
screening, at selected modelled exciton densities. Unlike for the static screening case, 
the exciton energy is monotonically descreasing as a function of the background exciton 
density. Figure 8.13 plots the lowest three exciton energies (Bethe-Salpeter Equation 
eigenvalues) as a function of increasing exciton density, plus the renormalised band-gap 
(continuum edge). This figure can be compared to Figure 8.7, for the static screening 
case. As with the static screening model, there is a large redshift in the exciton energy 
(lowest eigenvalue) at low exciton density. The exciton energy is taken to be 0.743 eV at 
zero background density, but decreases to 0.361 eV (drops to 49% of its original value) 
at a  density of 0.1 nm “ .^ There is then a small monotonie decrease in exciton energy 
towards higher densities, and the exciton energy falls by 0.046 eV, to a final value of 
0.315 eV, at an exciton density of ln m “ .^
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Figures 8.14 and 8.15 show the modification of the exciton binding energy and the 
band-gap renormalisation (electron self-energy corrections at the minimum band-gap). 
It is seen th a t as the exciton density increases from zero, there is an initial increase in 
binding energy; the binding energy increases from 0.363 eV at zero density, to 0.374 eV 
at a density of 0.1 nm “  ^ (an enhancement of 3%). The binding energy further increases 
at higher densities, but very slowly; it increases by a further 0.002 eV by a density 
of 0.9 nm~^, before falling slightly (by 0.0015 eV) at the highest investigated density. 
Overall, however, the binding energy is significantly more robust than is seen in the 
static screening case. Figure 8.16 compares explicitly the change in binding energy seen 
in the static and dynamical screening models. It is clear th a t whereas the binding energy 
almost vanishes at the highest exciton densities in the static screening case, the binding 
energy is essentially robust within the dynamic screening model. This effect has been 
reported elsewhere, in non-nanotube systems: see, for example. Das Sarma and Wang 
[2000], Das Sarma et al. [1996] for a comparison of static and dynamic screening in G a As 
quantum  wire structures. We also note that, over the density range considered here, 
the exciton size (mean electron-hole separation) remains constant at 1.404:0.02 nm. 
Whereas it was found tha t excitons in a single nanotube should begin to overlap at a 
density of 0.15 nm “  ^ within the static screening model, the essentially constant exciton 
size within the dynamical treatm ent means th a t excitons should not overlap until a 
density of ~0.7nm ~^. This is on the order of the highest reported obtained exciton 
densities in the literature (0.5nm"^ [Ostojic et al. 2005], 0.7nm “  ^ [Allam et al. 2010]).
Figure 8.15 shows the band-gap renormalisation (self-energy corrections) in the dy­
namical screening case. It is clear tha t the band-gap renormalisation rapidly diminishes 
at small screening densities, and even becomes negative beyond densities of 0.4 nm~^. 
Figure 8.17 explicitly compares the modification of the band-gap renormalisation be­
tween the dynamic and static screening models. It is clear that the dynamic screening 
model implies a more severe reduction in the band-gap renormalisation tha t the static 
screening model.
The observed robustness of the exciton binding energy in the dynamic screening 
model implies an enhanced correspondence with experimental results, which show that 
the exciton is robust at high exciton densities [Ostojic et al. 2005, Murakami and Kono 
2009a] (no dissociation or M ott transition is observed in these experiments). However, 
the overall large shift in total exciton energy (i.e., the one-photon absorption energy) 
remains incompatible with the totality of the experimental record, which shows that 
the exciton energy is stable even at the highest densities [Ostojic et al. 2005]. Therefore 
the current dynamical screening model remains insufficient to describe experiment.
In the context of the Bethe-Salpeter Equation, the electron self-energy (band-gap 
renormalisation) and exciton binding energy are somewhat independent problems; in 
Section 8.5.6 the dynamical screening factors were treated separately—and have differ­
ent functional forms—for the two quantities. It therefore appears th a t it is the screening 
of the self-energy interaction tha t requires most future consideration. A possible de­
ficiency in the current implementation is tha t the self-energy (computed here within 
the G W  approximation) is not obtained self-consistently (it is common practise in the 
literature not to strive for self-consistency [Onida et al. 2002]). For future work, it 
would seem to be im portant to consider the effects of including self-consistency in the 
self-energy corrections.
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Figure 8.12: Absorption spectrum for the (10,3) nanotube, with dynamic screening, for mod- 
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(10, 3) nanotube, as a function of modelled background exciton density, with dynamic screening.
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Conclusions
9.1 Conclusions
This thesis has examined the calculation of exciton properties in carbon nanotubes, 
considering the exciton effect on the optical properties of carbon nanotubes (specifically, 
the absorption and luminescence spectra). The exciton properties were calculated via 
solution of the Bethe-Salpeter Equation (a technique representing the state of the art in 
the wider literature [Jiang et al. 2007a, Spataru et al. 2004a, Onida et al. 2002]), however 
a novel tight-binding scheme was adopted for modelling the one-electron wavefunctions 
within the m atrix elements of the Bethe-Salpeter Equation, allowing explicit modelling 
of the effects of the nanotube surface curvature within the m atrix elements describing 
the exciton interaction. The tight-binding model was also compared to the simplified 
k - p  approximation employed by [Ando 1997]. In the latter part of this thesis, the 
effects of exciton-exciton screening (and possible modification to the nanotube optical 
properties at high exciton populations) was also considered, by modelling of the exciton 
population within the dielectric function. Comparison was made between the static- 
screening approximation (commonly adopted in the carbon nanotube literature [Ando 
1997, Jiang et al. 2007a]), and a dynamic screening approximation [Rohlfing and Louie 
2000], which is novel as applied to carbon nanotubes. Whereas experiment shows tha t 
the exciton is stable even at apparently high exciton densities, the static screening 
approximation implies th a t the exciton binding energy becomes negligible at moderate 
densities; it was seen that the dynamic screening approximation restores the exciton 
binding energy at high exciton densities, consistent with results seen in the literature 
for semiconductor heterostructure quantum  wires [Das Sarma and Wang 2000]. Thus, 
this thesis demonstrates the im portant of dynamic screening in the modelling of exciton 
properties in the high exciton population regime.
After introductory remarks in Chapter 1, Chapter 2 introduced the tight-binding 
model, which was to be used in later parts of the thesis for describing one-electron wave­
functions and energies for the low-energy 7r-band states in carbon nanotubes (responsi­
ble for optical properties). Section 2.1 formally introduced the standard graphene-like 
representation of the carbon nanotube atomic lattice [Saito et al. 1992b], and corre­
sponding reciprocal lattice (and Brillouin zone). Section 2.2 introduced the explicit 
tight-binding formulism. A choice of basis was made, tha t differed from the usual con­
vention elsewhere in the literature [Saito et al. 1998, Jiang et al. 2007a] such th a t the ba­
sis functions were fully periodic in k-space. Final expressions for the one-electron wave­
functions were presented in Section 2.2.5. The derivation allowed for non-orthogonality 
between the atomic orbitals of the tight-binding theory, giving general expressions for 
the fully normalised wavefunctions and the sub-lattice mixing factor (the relative 
amplitude th a t the electron is found on the A and B atomic sublattices). Although non-
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orthogonal tight-binding schemes have been used elsewhere in the literature to obtain 
one-electron energies (and it is known that such schemes provide more accurate mod­
elling of the energy band structure [Reich et al. 2002]), maintaining non-orthogonality 
through to the final wavefunction is a departure from convention [Jiang et al. 2007a, 
Ando 2005]. The expressions obtained are also sufficiently general to apply for any 
single-band tight-binding model (i.e., allows for the inclusion of arbitrary nearest- 
neighbour cutoff, and anisotropy in the carbon-carbon bond lengths). In Section 2.3.2, 
however, it was shown that in the common first-nearest neighbour approximation, the 
sublattice mixing factor is identical for both orthogonal and non-orthogonal models. 
This factor is a key param eter for writing the Coulomb m atrix elements of the Bethe- 
Salpeter Equation. In Section 2.3.4 it was shown how to derive the sublattice mixing 
factors for the k-p theory (as per Ando [1997; 2005]) as an explicit limit of the full tight- 
binding theory. This result makes clear the connection between the k -p  [Ando 1997] 
and tight-binding theories [Jiang et al. 2007a], which hithertofore have been treated 
wholly separately in the literature. In Section 2.6 a model was introduced by which the 
effects of orbital rehybridisation could be incorporated into a single band model (the 
rehybridisation effect is the mixing between tt and a  orbital states due to the curvature 
of the nanotube surface, which is otherwise assumed to be fiat—and hence devoid of 
rehybridisation effects—in elementary tight-binding models [Saito et al. 1992b]). The 
technique employed, which involved renormalising the tight-binding m atrix elements 
between 7r-orbital states, was inspired by previous works in the literature, particularly 
due to Ding et al. [2003]. However, an original explicit formulation was given here, with 
utility expressions derived, allowing the rehybridisation effect to be represented in terms 
of the (n, m) chirality indices of the nanotube. The rehybridisation effect is represented 
by the ratio of tight-binding integrals V-p^pal^pw Comparison to values for these pa­
rameters obtained from the literature implied VppajVppT^ % —(1.6-----2.2). Comparison
of tight-binding energies computed with the model, plus an additional empirical many- 
body adjustment due to Samsonidze et al. [2004b], showed reasonable correspondence 
with the experimental data  of Bachilo et al. [2002] when Vppa/VppT^ =  —0.9, and this 
value was adopted for the later studies in this thesis.
It should be noted that the tight-binding scheme used here allows the current m ethod 
to build upon the tight-binding exciton model proposed by Jiang et al. [2007a] by di­
rectly incorporating a model of curvature-induced orbital rehybridisation within the 
m atrix elements of the Bethe-Salpeter Equation, though modification of the sublat­
tice mixing amplitudes X^k- Modelling these curvature effects is crucial for accurate 
representation of the exciton energy [Samsonidze et al. 2004b, Saito et al. 2009, Sato 
et al. 2007]. However, in the Jiang model, this correction is only applied to the one- 
electron energies which appear on the diagonal of the Bethe-Salpeter Equation. The 
current advance was motivated by a possible chirality-dependent modulation of the 
exciton splitting energies hinted in some experimental results, but not predicted by 
the Jiang tight-binding model. The Jiang model is also apparently incomplete, since 
it overestimates the dark/bright parity splitting energy by at least 100% [Saito et al. 
2009].
In Chapter 3 the Bethe-Salpeter Equation was derived assuming a Hartree-Fock ap­
proximation, whereby the nanotube electron ground-state was taken to be the Hartree- 
Fock ground state, and the excited state was obtained as a superposition of one-particle 
excitations of the ground state at zero tem perature, lifting an electron from the valence 
band to the conduction band. The rederivation presented here made use of Wicks the­
orem, although the final expression is a standard result [Eisenberg and Greiner 1972, 
Ando 1997]. The final expression for the Bethe-Salpeter Equation is given by Equa­
tion 3.35, consistent with tha t used by Ando [1997] in the published k -p  treatm ent of
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the exciton, and with Jiang et al. [2007a] in the published tight-binding treatm ent of 
the exciton. Section 3.4 paid detailed attention to the electron-spin structure of the 
Bethe-Salpter Equation (identifying representations of the exciton with definite total 
spin); these results highlighted an error in the published expressions due to Rohlfing and 
Louie [2000] (incorrect identification of the spin triplet states). Section 3.5 introduced 
a ‘lattice model’ for evaluating the Coulomb m atrix elements of the Bethe-Salpeter 
Equation utilising a tight-binding basis. The Ohno-potential approximation was used 
to model the effective Coulomb interaction between electrons located on pairs of atoms. 
This approximation was motivated by the tight-binding based exciton model due to 
Jiang et al. [2007a] and used elsewhere [Saito et al. 2009, Sato et al. 2007], however an 
original expression for the generalised m atrix element was obtained (Equation 3.98). 
In Section 3.6 this was used to obtain explicit forms for the m atrix elements, and new 
expressions were presented for these m atrix elements, cast in terms of the quantities 
VA.A(q) and FAB (q), which are the Fourier transforms of the Ohno-potential over the 
lattice. In Section 3.8 the numerical evaluation of the Vaa? Fab quantities was exam­
ined in detail; such analysis has not appeared previously in the literature. It was found 
that Fa a (O) and Fa b (O) do not converge with the lattice size, due to the long-range of 
the Coulomb potential. However, the singlet/triplet splitting energy Fa a (O) — I ^ b (O) 
was found to converge rapidly with lattice size. It was also found that, at finite q, the 
lattice Coulomb pontentials did not converge monotonically, but oscillate as a function 
of the lattice size (effective nanotube length). The period of oscillation was most rapid 
for larger q. Because the calculation of the lattice Coulomb potentials was particularly 
time consuming, and must be performed numerically, no robust method was identified 
for obtaining a ‘converged’ numerical value for the Faaj Fa b - It was instead decided 
to truncate the nanotube lattice size (tube length) at 100 nm when evaluating these 
quantities; this length is consistent with real nanotube lengths encountered in samples 
used for optical experiments [Bachilo et al. 2002].
In Chapter 4 a ‘continuum model’ was introduced, with the purpose of attem pting 
to recreate and advance the k -p  formalism of Ando [1997]. That theory is somewhat 
deficient in tha t it cannot account for the parity and spin state (singlet/triplet) energy 
splitting of the exciton; in the k - p  theory the m atrix element for the spin splitting 
vanishes identically [Ando 2005]. Furthermore, the parity splitting cannot be modelled 
naturally, since this is a function of the intra-valley Coulomb interaction (at large q) 
whereas the k -p  m ethod is naturally valid only for small q  (incorporating only states 
in the vicinity of a single valley). The state of the art for the k-p approximation [Ando 
2006] is to account for the parity splitting by representing inter-valley interactions by 
a single adjustable energy parameter, which should be fit to experiment. Since there 
is a noted discrepancy when modelling the parity splitting energy within the more ac­
curate tight-binding model of Jiang et al. [2007a] (see results in Saito et al. [2009]) it 
would seem advantageous to examine methods of computing the parity splitting energy 
without introducing such a freely adjustable fitting parameter. In Section 4.1 a slowly- 
varying envelope approximation was introduced, tha t allowed for computing Coulomb 
m atrix elements on the assumption that the Coulomb interaction was slowly varying on 
the scale of the atomic lattice (two-atom unit cell). Significantly, these m atrix elements 
were obtained whilst maintaining non-orthogonality in the tight-binding wavefunctions; 
the lattice Coulomb approximation of Chapter 3, on the other hand, was only obtained 
for orthogonal tight-binding. Equation 4.39 provides the final expression for a gener­
alised m atrix element in terms of a ‘continuum’ Coulomb potential H(q). This differs 
from the lattice interaction potentials FAA(q), F’AB(q) by being the Fourier transform 
of the Coulomb potential over a continuous cylindrical surface. In Section 4.1 it was 
also discussed how the generalised m atrix element expression so obtained reduces to
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th a t introduced in Ando’s k - p  theory [Ando 1997] after neglecting the overlap be­
tween nearest-neighbouring atomic orbitals (orthogonal tight-binding limit), and then 
setting the sublattice mixing factors JAgk to those obtained in Chapter 2 for the k -p  
approximation. In Section 4.3 explicit expressions for the various m atrix elements of the 
Bethe-Salpeter Equation were obtained, highlighting th a t the present non-orthogonal 
model indeed allows for a non-vanishing singlet/ triplet splitting energy. In Section 4.7 
an expression for the dielectric function c(q, w) was obtained, following the methodol­
ogy of Ehrenreich and Cohen [1959] but with adaptations for compatibility with the 
tight-binding formalism used in the current work. Equation 4.80 provides an original 
expression for the dielectric function obtained in the continuum model, which is original 
to this work. Section 4.8 introduced a m ethod for computing the exciton wavefunction 
in real-space, by assuming th a t the exciton probability density is slowly varying on the 
order of the two-atom lattice size. This is valid since it is known from ab initio  calcula­
tions [Spataru et al. 2004b, Maultzsch et al. 2005] that the nanotube exciton size is on 
the order of the nanotube diameter, and larger than the lattice spacing. In Section 4.9 
it is shown explicitly how the continuum Coulomb potential may be obtained from 
the lattice Coulomb potential, by taking the limit th a t the length of the lattice vector 
tends to zero. It is noted tha t whereas the lattice potential is periodic in k-space, the 
continuum potential is not. We have VAB(q +  G) =  I/AB(q), for G a reciprocal lattice 
vector. However, H(q) ~  1 /q  for large q  and is not periodic. This breaks an essen­
tial symmetry of the m atrix elements of the Bethe-Salpeter Equation. It was shown, 
however, th a t the continuum potential 17(q) is approximately equal to the average of 
I I^ a a I +  | F a b 1 ) / 2  everywhere in k  space, once one explicitly forces q  to be confined to 
the first (hexagonal) Brillouin zone. Since the lattice Coulomb potential is much slower 
to compute than the continuum potential (which is expressed in terms of a product of 
modified Bessel functions, see Section 4.2) suggests a possible computational simplifica­
tion. However, it was also found that, whereas the phase of VAB(q) varies continuously 
throughout the one-dimensional Brillouin zone of the carbon nanotube, the phase of 
its equivalent in the continuum representation is not periodic in k-space (and therefore 
depends on the choice of Brillouin zone representation, which should be arbitrary) and 
is also discontinuous if q  is confined to the first hexagonal Brillouin zone. Thus, we 
are forced to conclude that the continuum model representation for the Bethe-Salpeter 
Equation m atrix elements cannot be used to compute inter-valley m atrix elements, and 
is therefore insufficient for a complete representation of the nanotube exciton. For this 
reason, in the remainder of the thesis, the lattice Coulomb potential is used exclusively.
Chapter 5 evaluated a variational envelope function model for the nanotube exci­
ton, as explored elsewhere by Pederson [2004; 2003] and Rostov et al. [2002]. (Results 
from this study have been published previously by this author, see [Brown and An­
dreev 2008].) Similar models have been used by experimental groups (see Maultzsch 
et al. [2005]) for the interpretation of experimental results. After Pederson [2004], 
an exponential envelope function was chosen. After optimising the envelope function, 
by minimising the total energy, a significant discrepancy was found with Pederson’s 
published results. We obtained generally smaller binding energies (see Figure 5.2, the 
discrepancy varies as a function of nanotube radius and is at least 10%). We also 
find tha t the exciton wavefunction becomes rapidly delocalised in the circumferential 
direction at small nanotube radii (which is consistent with findings elsewhere in the 
literature [Maultzsch et al. 2005, Jiang et al. 2007a]) whereas Pederson obtained th a t 
the circumferential shaping parameter tends to a finite limit, q =  0.5, at small radii. 
These discrepancies cannot presently be explained, although we note tha t Pederson pro­
poses a analytic solution for total energy, whereas we could not recreate this result, and 
obtained results numerically. It was noted in discussion that the variational envelope
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function model neglects to include a proper treatm ent of many-body effects and is not 
capable of modelling spin and parity splitting energies. Furthermore, whereas the expo­
nential wavefunction form yields a probability density with a discontinuous gradient at 
the origin, real-space wavefunctions obtained by a solution of the Bethe-Salpeter Equa­
tion (which we expect to be a more sophisticated treatm ent of the exciton problem) 
in Section 6.5 show that the gradient of the probability density is zero at the origin. 
These wavefunctions are more closely fit by a Gaussian form for small electron-hole sep­
arations. Thus, the exponential envelope function must over-estimate, to some degree, 
the exciton energies. Consequently, the variational envelope function method does not 
seem suitable for further detailed investigation; the remainder of the thesis concentrates 
on the solution of the Bethe-Salpeter Equation in the tight-binding formalism.
Chapter 6 discussed the implementation of an original computer code, for solving 
the Bethe-Salpeter Equation, using the tight-binding scheme introduced in Chapters 2, 
3 and 4. Section 6.4 considers the convergence of the numerical solutions as a function 
of the k-space sampling. Significantly, it is found tha t the exciton energies vary linearly 
with the k-space sampling spacing, and therefore do not rapidly converge with respect 
to the number of sampled k-points (the latter quantity determining the speed of the 
computational solution). This behaviour has not been reported previously with respect 
to the carbon nanotube, although it was noted tha t similar behaviour was seen by Fuchs 
et al. [2008], solving the Bethe-Salpeter Equation for excitons in bulk MgO and InN. 
In order to provide a closed solution, we chose a k-space sampling corresponding to 
the real k-space periodicity in 100 nm length carbon nanotubes. We do note, however, 
that the exciton binding energy converged well with respect to the k-space sampling 
in the dielectric function calculation, and we chose to incorporate 2000 k-points in the 
computation of s(q, w). In Figure 6.8 we presented solutions for the exciton wavefunc­
tion in k-space, which were consistent with results published by Jiang et al. [2007a]. In 
Section 6.5 the parity of the exciton wavefunctions in real-space was confirmed through 
direct computation. It was found that the exciton was strongly delocalised in the cir­
cumferential direction, and that this was due to the fact th a t at least 99% of the exciton 
probability density was confined to a single cutting line in k-space (i.e., a single circum­
ferential crystal momentum). This finding justifies the approximation used elsewhere 
[Jiang et al. 2007a, Saito et al. 2009, Sato et al. 2007] to explicitly restrict the exciton 
wavefunction to a single cutting line prior to solution of the Bethe-Salpeter Equation.
Chapter 7 investigated solutions of the Bethe-Salpeter Equation model in detail 
with particular attention paid to obtaining values for the tight-binding model fitting 
parameters through comparison to experiment. In Section 7.1 the absorption spec­
trum  was considered, obtained by solution of the Bethe-Salpeter Equation. It was 
found that the electron self-energy correction increases the one-electron energies by a 
significant fraction of the non-renormalised gap, and th a t the exciton binding energy 
reduces the absorption energy by a lesser amplitude, such tha t the exciton absorption 
energies are higher in energy than the independent-particle band-gap predicted by a 
bare tight-binding theory. It was also found tha t one-photon absorption intensity is 
mostly confined to the exciton states, and that the cross-section for absorption into 
the continuum of unbound states reduces once the exciton interaction is turned on. 
These findings are consistent with the results of Ando [1997]. In Section 7.2, a suit­
able value for the static dielectric constant was determined, by comparing computed 
one-photon/two-photon absorption energy splittings — E l^  to experimental mea­
surements [Dukovic et al. 2005, Maultzsch et al. 2005]. A good fit to experimental da ta  
was found when k =  2.5 (computed energies underestimate the experimental splitting 
by on average 10-20meV for the tube considered). The average discrepancy could be 
reduced by further optimisation, although there was a clear random component to the
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discrepancy which could not be explained by experimental uncertainties. It was noted 
tha t the value k, =  2.5 is consistent with other determinations in the literature, for 
nanotubes in aqueous suspension [Jiang et al. 2007a, Saito et al. 2009, Sato et al. 2007]. 
In Section 7.3, a value for the tight-binding hopping integral 70 was obtained by fitting 
exciton energies to experimental results due to O’Connell et al. [2002]. It was found 
tha t a good fit of E u  exciton energies to experiment was obtained when 70 =  2.85 eV, 
although inclusion of the curvature effect model (Section 2.6 was crucial for modelling 
the full chirality-dependent energy dispersion. It was noted tha t the excellent fit was 
apparently in contradiction to comments made by Samsonidze et al. [2004b], that mod­
elling of the bond-length anisotropy (not considered here) is crucial for modelling the 
dispersion of the exciton energies. Also a good fit was obtained for the E u  energies, 
the fit for E 2 2  exciton energies was poor, and over-estimated with 70 =  2.85 eV. A 
better fit for the higher transition was obtained with 70 =  2.60 eV. The inability to 
simultaneously fit E u  and E 2 2  energies may imply a fundamental deficiency in the 
underlying tight-binding model (one-electron energies). Thus for further work, it may 
be prudent to consider advances to the tight-binding model, such as accounting for the 
valence/ conduction-band asymmetry [Reich et al. 2002], or by investigating models to 
account for bond-length anisotropy. In Section 7.4 it was seen tha t the binding energy 
was around 33% of the exciton energy for all diameters of semiconducting nanotubes. 
The exciton size was found to scale linearly with the nanotube diameter such tha t 
the exciton to tal length (in the tube axis direction) was approximately equal to the 
nanotube circumference.
In Chapter 8 we considered modelling of the exciton properties at high exciton 
density, i.e., where the exciton interaction is screened by a background of secondary ex­
citons. In Section 8.3 a model was introduced within the static screening approximation 
used previously in this thesis, whereby the background exciton density was modelled 
by a background of free charge carriers within the dielectric function calculation. In 
Section 8.4 it was found tha t this model predicts a rapid enhancement in the dielectric 
function 6(q, w =  0) at small q (q < 27t/T, where 2 tt/L  is the nanotube cutting line 
spacing), even at moderate exciton densities (i.e., those encountered in reported exper­
iments). Thus, within the context of this model for exciton density, the static screening 
approximation leads to a rapid screening of the electron-electron interaction with re­
spect to exciton density. Investigating a typical (10,3) carbon nanotube, it was found 
in Section 8.4.2, tha t the enhancement in screening, with respect to modelled exciton 
background density, leads to a substantial decrease in the exciton energy (one-photon 
absorption energy), of around 8%. Observed was a rapid decrease in energy at low exci­
ton densities (with a minimum at a density of 10“  ^nm"^) followed by a small rise and 
saturation behaviour at high densities, up to lnm ~^. Although the electron self-energy 
reduced with increasing screening, the electron binding-energy decreases more rapidly. 
In Section 8.4.3 it was found tha t by densities of 1 nm “  ^ (comparable to those seen in 
experiments by Ostojic et al. [2005]), the exciton binding energy had decreased to the 
order of the therm al energy at room tem perature (0.031 eV, from 0.337 eV at zero den­
sity), suggesting tha t the exciton should become thermally unstable at such densities. 
Similarly it was seen that the exciton size increased by over 500%, after increasing the 
exciton background density from zero to lnm ~^. Excitons would be expected to begin 
to touch or overlap at a density of ~0.15nm ~^. At this point, exciton disassociation 
would be expected to occur [Murakami and Kono 2009b, Das Sarma and Wang 2000] 
(the M ott transition) implying that the exciton model (and screening model) becomes 
unphysical at high density. These results all appear incompatible with experimental 
results which show that the exciton is stable (with no change in exciton energy, or ap­
parent change in binding energy) even at the highest densities, for which excitons are
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expected to be touching [Murakami and Kono 2009a, Ostojic et al. 2005]. These results 
suggest the significant finding th a t the static screening approximation to the dielectric 
function is not capable of describing the exciton effect a t even moderate background 
exciton populations, despite tha t model being relied upon in all previous exciton studies 
of the carbon nanotube [Ando 1997, Jiang et al. 2007a, Saito et al. 2009, Hirtschulz 
et al. 2008].
In Section 8.5, drawing from the literature, an alternative approach to  the Bethe- 
Salpeter Equation was presented, in which dynamical effects were explicitly included. 
It has been previously shown by Das Sarma and Wang [2000] tha t the inclusion of 
dynamical screening effects can reduce the exciton screening effect in semiconductor 
quantum  wires, thus achieving—in those systems—greater correspondence with exper­
imental results. In Section 8.5.2 the dynamical G W  approximation to the electron 
self-energy was discussed [Onida et al. 2002], in which the screened Coulomb potential 
is a convolution involving a dynamical dielectric function e(q, cj), with finite frequency 
u). In Section 8.5.5 it was discussed, with reference to the literature, how the dynamical 
dielectric function can be approximated by an analytic ‘plasmon pole approximation’, 
allowing integrals in the dynamical screened Coulomb interaction to evaluated ana­
lytically. In Section 8.5.6, analytic formulae were obtained to describe the dynamical 
screening of the electron self-energy and the exciton interaction term s of the Bethe- 
Salpeter Equation; this work followed heavily th a t of Rohlfing and Louie [2000]. In 
Section 8.7 results for the dynamical screening model were considered in comparison 
to the static screening results. It was seen tha t the dynamic screening corrections to 
the exciton interaction (i.e., the off-diagonal elements of the Bethe-Salpeter Equation) 
yield a binding energy th a t has only small variation with exciton density. At low den­
sities (up to 0.1 nm “ )^ the binding energy saw an enhancement of ~3%; the binding 
energy increases monotonically by less than 0.5% in total thereafter, up to a density 
of 0.9 nm~^. As a consequence the exciton is found to be robust (as a bound state) in 
the dynamical screening model, even to high exciton densities, in contrast to the static 
screening model. Because the exciton size does not significantly change across the inves­
tigated density range, the threshold for which excitons at high density would be expect 
to touch or overlap is increased by over four times in comparison to  the static screening 
model. This enhanced robustness of the exciton as a bound state in the dynamical 
screening treatm ent implies a greater compatibility with experimental results, which 
show the exciton is robust to very high densities [Ostojic et al. 2005, Murakami and 
Kono 2009a], with no sign of exciton dissociation observed. However, the dynamical 
treatm ent is also seen to enhance the screening of the electron self-energy in compari­
son to the static screening model (such tha t the band-gap renormalisation approaches 
zero for moderate screening densities, and even becomes negative at densities above 
0.4nm~^). Since the exciton energy relative to the bare, independent particle band- 
gap, is a competition between self-energy corrections and the exciton binding energy 
(see Section 7.1) the change in the band-gap renormalisation yields an overall significant 
redshift in the exciton energy, as a function of the exciton density. Thus, overall, the 
dynamical screening treatm ent remains incompatible with experiment, given th a t the 
experimental results demonstrate tha t the exciton energy does not change as a function 
of the exciton density. Possible improvements to the current m ethod will be considered 
in the following section.
9.2 Future work
There is scope to extend the generalised tight-binding scheme, used in the current work, 
to account for nanotube structural relaxation (and bond-length anisotropy). To do so
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would require implementing a model to first solve for the relcixed nanotube structure. 
This was deemed beyond the scope of the current work. To do so requires computing 
an estimate of the nanotube total energy, and optimising (minimising) this energy as 
a function of the nanotube lattice coordinates. Samsonidze et al. [2004b] briefiy de­
scribes a m ethod based on numerical functional forms interatomic interaction deduced 
by Porezag et al. [1995]. The structural optimisation may be simplified by adopting 
the approximation due to Kane and Mele [1997], whereby the lattice is constrained to a 
perfect cylinder, and the lattice distorted through pure strain in radius and tube length 
only. Whereas approximate functional forms are available for the changes in bond 
length after relaxation, for achiral nanotubes [Kanamitsu and Saito 2002], it would 
be interesting to investigate whether there is a clear chiral or diameter dependency of 
the relaxation effect for chiral nanotubes. Although none appears to be described in 
the literature, it is unclear whether this is because no simple dependency is found, or 
whether such a dependency has not been looked for. Identification of such a chiral de­
pendency could simplify the task of representing Teal’ (or approximately real) nanotube 
structures without the need to explicitly solve the structural relaxation problem.
It would also be useful to extend the current model to account for the proposed 
model by Saito et al. [2009] whereby the static dielectric constant is m odulated as a 
function of diameter, to account for the fact th a t the nanotube is hollow, and thus 
when embedded in a dielectric, one should have different dielectric properties for the 
interior and exterior of the nanotube. Saito argues tha t this modification yields better 
fit of numerical exciton energies to experimental data  (Saito solves for the exciton 
energies using the tight-binding based m ethod of Jiang et al. [2007a]). Samsonidze 
et al. [2004b] argues tha t accounting for bond-length anisotropy is crucial for matching 
exciton energies to experimental data  (albeit within the context of a technique th a t 
employs only empirical fitting functions to account for the electron self-energy and 
exciton binding energy [Samsonidze et al. 2004b]), even when also accounting for sp^ 
orbital hybridisation on the curved nanotube surface (i.e., going beyond a simple tt- 
orbital only model). In this work we found reasonable fits to the experimental spread 
of exciton energies only accounting for the rehybridisation effect. It would be useful 
to extend the current many-body (Bethe-Salpter Equation) model to include all three 
techniques (orbital rehybridisation, structural relaxation and bond-length anisotropy, 
and diameter dependence of the static dielectric constant) to explicitly examine which 
improvements to the simple 7r-orbital model are truly of most importance.
In the current model, the assumption has been made tha t the exciton centre of mass 
momentum (P) is zero. It may aid in the interpretation of exciton-exciton scattering 
experiments [Wang et al. 2004] to consider excitons of finite P . Wang et al. [2006a] 
showed that the Auger recombination rate has a dependence upon the exciton centre 
of mass momentum; in the literature, exciton properties are generally modelled assum­
ing the exciton is at rest (although see Jiang et al. [2007a] who computes the energy 
dependence of the exciton as a function of P ). Extending the current calculations to 
account for finite centre-of-mass momentum might thus provide additional insight into 
the Auger scattering process in carbon nanotubes; this extension would be achieved 
through suitable modification of the m atrix elements of the Bethe-Salpeter Equation 
and generalisation of the allowed k  states tha t enter the present formulation (i.e., relax­
ation of the requirement tha t the exciton electron and hole correspond to equal electron 
k  states).
Due to the inconsistencies between the theoretical results and experiment with re­
gards to the exciton spectrum at high exciton densities (Section 8.7), it would be of 
great interest to examine methods to extend the dynamical screening approximation 
and account for the true multiple plasmon pole structure of the dielectric function, as
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shown in Figure 8.11. In the current work, fitting such a multiple plasmon pole structure 
was found to be non-viable due to the slow speed of the calculation; it was not found 
to be possible to interpolate multiple plasmon features between a reduced sampling in 
q-space, due to the complex and rapid variation (with respect to q) of the plasmon 
pole structure; if interpolation approximations are not possible, then the pole structure 
must be obtained for each required q. The problem due to slow speed could perhaps 
be reduced by parallélisation (and speed-up) of the computer code; the determination 
of the plasmon structure of e(q, w) is an independent problem for each q  and would be 
suitable for parallélisation. Furthermore, a compromise could be investigated, in which 
a multiple-plasmon structure is solved only for the off-diagonal Coulomb m atrix ele­
ments of the Bethe-Salpeter Equation (with continued use, as in the current work, of a 
single plasmon pole approximation for electron self-energy m atrix elements) given tha t 
fewer distinct q  points appear in the off-diagonaJ terms of the numerical Bethe-Salpeter 
Equation (~  10^ distinct q  points in the off-diagonal portion of the BSE matrix, versus 
~  10^ in the calculation of the electron self-energy). Recently, we have become aware 
of a paper by Ropke and Der [1979], in which explicit exciton effects are added to the 
random-phase approximation expression for the dielectric function (see Section 4.7). 
Ropke finds tha t bound states (excitons) do screen the Coulomb interaction, but tha t 
their contribution to the dielectric function is much diminished in comparison to that 
by free charge carriers. In this work we have assumed th a t screening by excitons can 
be modelled by representing the exciton by an unbound electron and hole pair; this 
approximation is applied elsewhere in the literature [Das Sarma et al. 1996, Das Sarma 
and Wang 2000]. Inclusion of true exciton screening effects in the dielectric function 
would be a significant advance upon the current literature. If modelling the background 
exciton population as explicit bound electron-hole pairs does indeed reduce the apparent 
screening, this could provide an explanation for the fact tha t the present model appears 
to overestimate the screening effect at high exciton densities, compared to experimen­
tal results (see Section 8.7), by predicting a shift in spectral energies as a function of 
modelled exciton density.
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Optical Absorption
A .l  General theory
The ground state of the electron system, in the Hartree-Fock approximation, is a Slater 
determinant of one-particle states, written [$). In this work, the excited (exciton) state 
is a superposition of one-particle excitations of the ground state:
\B ) = Ale 1^) (-'^•1)
k
To compute the absorption strength, we must compute the dipole m atrix element cor­
responding to the transition between |4>) and \B ), ie, (B |V |$ ). It is well known, from 
the fundamental properties of Slater determinants, th a t this many-body dipole ma­
trix element can be exactly decomposed into a sum of elements corresponding to each 
one-particle transitions in \B):
( B | V | $ )  =  ; ^ A k ( ^ t + k | V | V - - k )  ( A . 2 )
k
Thus, having obtained the exciton wavefunction in k-space, Ak, to compute the exciton 
absorption strength we must be able to compute dipole elements between one-particle 
states.
A technical discussion of this general principle (exciton absorption), as it applies 
to carbon nanotubes, has been presented recently by Jiang et a l  [Jiang et al. 2007b]. 
Although the selection rules for exciton absorption have been well-known from group 
theory (see reviews by Barros et al. [Barros et al. 2006b;a]), Jiang et a l  deduce the 
selection rules explicitly from the symmetry of D ^. In tha t work, selection rules were 
presented that demonstrated only A2 excitons are bright; Ai excitons are dark^. This 
follows from the symmetry D k =  I^(-k) (which I will show later) ; it therefore follows 
that for excitons with Ak =  ±A_k:
( B | V | $ )  =  l X ; ( A  +  A ( _ u ) ) D k  ( A . 3 )
k
The right-hand-side is zero if Ak =  A_k-
Jiang et al. were able to compute the exciton absorption strength for different 
nanotubes using the principle and the results of exciton calculations within a tight- 
binding framework [Jiang et al. 2007a]. No explicit techniques for computing individual 
elements Dk were presented. However, a number of authors have presented explicit 
formulae for Dk, assuming basis states '0sk(r) to be tight-binding functions of 7r-orbitals.
^Ai and Ag excitons are odd and even under C 2 rotation , respectively.
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The first such presentation was by Griineis et al. [Grüneis et al. 2003], in 2003 (also 
see a related review article by Saito et al. [Saito et al. 2004]). Grüneis examined optical 
absorption under linear photon polarisation, for geometries where the polarisation axis 
is parallel or perpendicular to the nanotube axis. This work provided the first explicit 
formulae for computing Dk for arbitrary polarisation direction in carbon nanotubes. 
The work was able to numerically confirm the dipole selection rules previously deduced 
by group theory [Barros et al. 2006b]; for transitions between the valence and conduction 
band, between energy sub-bands with cutting-line indices /i and //', absorption is allowed 
for = n ' and /x — /i' ±  1 for parallel and perpendicular polarisation, respectively. A 
further significant finding from this early work was the discovery of vanishing optical 
m atrix element in metallic carbon nanotubes close to the Fermi energy [Saito et al. 
2004] (thus, these tubes display an ‘optical gap’). A later related work by Jiang et 
al. [Jiang et al. 2004] used the analytical results to compute absorption strengths for 
E ll  and E 2 2  transitions in nanotubes of different chirality. It was reported th a t although 
the absorption intensity shows no significant dependence on chiral angle, the intensity 
increases linearly with nanotube diameter. Further refinements and simplifications of 
the analytical expressions have been published recently by Malic et al. [Malic et al. 
2006], providing an emphasis on fully analytic—rather than numerical—computation 
of the dipole m atrix elements.
Further theoretical treatm ent by Samsondize et al. [Samsonidze et al. 2004a] has 
extended the numerical relations to account for circularly-polarised light; it was shown 
that the optical activity of chiral SWNTs allows for determination of the handedness 
of the nanotubes. More recent work has examined the interplay between optical ab­
sorption (ie, into the E 2 2  transition), phonon-assisted relaxation from the E 2 2  to £'11 
subbands, and optical emission rates from E n .  The photoluminescence intensity can 
be estimated as the product of all three processes [Oyama et al. 2006]. Being able 
to predict the relative PL intensity for nanotubes of different chirality allows for an 
accurate determination of nanotube abundance in experimental samples.
A.2 The dipole matrix elem ents
In this section I outline the general theory for describing optical absorption and emission 
rates. The material in this section is taken from relevant sources, as indicated, and 
constitutes a general background information. Here I take the absorption (emission) 
rate to be the rate for the optical transition as computed by Fermi’s Golden Rule. In 
the literature, carbon nanotube absorption spectra may be derived by computing the 
complex dielectric function e(q, w) =  £i(q,w ) 4- iE2(q, w).
The electron-photon interaction Hamiltonian is
Hel—op — ^   ^Dk C^kç^-kç "b ) (A.4)
k,ç
where a (oA) is the photon annihilation (creation) operator. The photon operators 
ensure tha t Hei-op couples only to pairs of initial and final states describing a process 
where there is an annihilation (ie, absorption) or creation (ie, emission) of one photon. 
The dipole m atrix element is
The gradient operator is
D k  =  ( V - + k | V | V > - k >  • (A.5)
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For exciton absorption, the initial state is the Hartree-Fock ground state, plus one 
photon: |z) —)■ [0). The final state is the exciton state
|/> -4 B+ |0> =  Y i |0) (A.7)
k,Çl ,Ç2
Thus, the exciton-optical m atrix element is
Afex-op — ^0 I Hel-op 0^
—  5 ^ - ^ k ' ç i Ç 2 ^ k  ( O  I c l k ' C + k ' ^ + k ^ - k  I  O )  ( A . 8 )
kk'
By exchanging the fermion creation and annihilation operators, I find that
(o  I I O) =  ^kk' (0|clk'*^-ki^) "b (Olc^k'^+k‘^ -k ‘^ +k'1^)
=  ^kk' (0|n_k|0) (A.9)
since |0) =  0 because the conduction band is empty in the ground state. The 
expectation value of the number operator is (0|fi_k|0) =  1 for all valence-band electrons. 
Hence,
A/ex-op =  Ak Dk (A. 10)
k
A .2.1 Dipole matrix elem ents, in tight-binding
In this section I rederive the basic expression for the dipole m atrix element Dk in 
the tight-binding model. This work is based upon the ideas presented elsewhere by 
Grüneis [Grüneis et al. 2003] and Saito [Saito et al. 2004].
Using earlier definitions of the tight-binding states V'sk(i’)) the m atrix element ex­
pands as:
(^+k IVI ÿ_k) =  è E  E  IVI <6(r -  R + Roa -  Roa')> • (A .ll)
a,a' R
The factors are the sub-lattice mixing factor (see Chapter 2). The labels a , a '  enu­
merate A and B sublattices. In writing (A .ll)  I have cancelled a redundant summation 
over all lattice vectors.
Following Grüneis and Saito [Grüneis et al. 2003, Saito et al. 2004], I now adopt 
a nearest-neighbour approximation, whereby the inter-atomic dipole is assumed to be 
negligible between pairs of atoms more distant than first-nearest neighbours.
(^ +k I VI ^ _k> = i {A^ kA^ k + A+kAEk} (0W 1V I 0(r))
+ A^ kA^ k W(r)|V|(^ (r -  Ri^ )>
+ W(r)|V|(^(r 4-Ri^)> . (A.12)
I have made use of the fact tha t R ab =  R ob — R oa- In the next section I will 
demonstrate how to evaluate the elements inter-atomic dipole elements.
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A .2.2 Inter-atom ic dipole matrix elem ents
The Gaussian orbitals are
çi»2(r) =  (A.13)
where r  =  {rx ,ry ,rz ) . The normalisation constant is A =  b specifies the
width of the orbital.
Consider a general symmetrical dipole m atrix element (0(r +  t) |V |0 ( r  — t)) . This 
represents the dipole element between two orbitals centred on sites + t  and — t ,  with 
t  =  Any abitrary dipole m atrix element (0(r — t i) |V |0 ( r  —12)) can be
w ritten in this symmetrical form by replacing r  —> r  +  ( ti  + 12)/2  within the braket, 
and writing t  =  ( t2 — t i) /2 .  Use of the symmetrical form simplifies the following 
analysis.
To evaluate the dipole m atrix elements, we must find V 0 (r — t) . I find that:
-  t)  =  A (r^ -  tz) ^  - H ^ ( r  - 1) [vx -  4 ]  (A.14)
— 0 (r — t)  =  —- ^ ( r  — t)  [ry — (A.15)
-  t)  =  -  t)  [tz -  tz\ +  (A.16)
Thus, the full gradient operator is:
V(^(r - 1) =  -  -  t) [ r  -  tj +  (A.17)
In the following I will refer to the first term  on the right-hand-side as the ‘spherical
term ’, and the second term on the right-hand-side, tha t is proportional to k, the ‘z- 
term ’.
The full m atrix element is
(0(r + 1) I V 1 .^(r -  t))  =  - |  (ÿ(r +  t )ÿ ( r  - 1) [r - 1]>
+  (  (r^ +  k . (A.18)
where I have used the identity , The brakets on
the right-hand-side will be considered separately. The first braket, corresponding to  the 
spherical term, expands as
2A^ ( e  >*■ -  t l ] [ r j  +  r y j  +  r^k -  t J  -  ty j  -  . (A.19)
The part within the braket is a superposition of several terms involving a Gaussian 
product multiplied by some elementary power of the coordinate com­
ponents Vy, Tz- The Gaussian product is an even function with respect to r^, 
and Tz separately. Hence, the integral in (A.19) vanishes identically for a part th a t is a 
Gaussian product multiplied by an odd function of r^, Vy or r^. As a result, I find th a t 
the braket reduces in the following way:
2A^ ^e I'’ ^ ' ' " ^ ^ ' ^ ' ^ ^ \ l - t l ] [ r x i - \ - r y 3 - { - r z i ^ - t x î - t y j - t z ÿ [ ^
2 
b
— T (0(r “b t)^(r — t)) t . (A.20)
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For similar parity arguments, the second m atrix element in (A.18) must simplify as:
4 (A.21)
This gives finally the complete m atrix element:
( 0 ( r  + 1) 1 V I (/)(r -  t))  =  ^  ( 0 ( r  +  t ) 0 ( r  -  t ) )  t  +  ^  k . (A.22)
W ritten in this particular form, this result is original to this work. However, equivalent 
results as apply on the graphene lattice have been presented Griineis [Griineis et al.
2003] and Saito [Saito et al. 2004] and .
A .2.3 Dipole matrix elem ents on the graphene lattice
In (A.12) we consider dipole m atrix elements between nearest-neighbouring atomic 
orbitals on the graphene lattice. Thus 2t is a nearest-neighbour vector. I place the 
lattice into the Tx , Vy plane. Thus 2t has no component in the k  direction, and tz  — 0. 
In common with the previous works by Griineis and Saito [Griineis et al. 2003, Saito 
et al. 2004], I now define the following quantity:
iR o il 
1 2
(^(r) 2
d x
(f){r -  Roi)
(0(r -t- Roi/2)0(r -  Roi/2)) R qi • x
=  ^ {4> (r R oa) 0  (r +  R oa)) , (A.23)
where I have made use of the results of the previous section, and used the fact tha t 
R i i  =  — 2R oa by definition in this work (see Section 2.1.1; this identity is dependent 
on the choice of origin of the graphene lattice, and so may differ with other published 
works). Similarly, I have used tha t R qi • x  =  |R n | by definition, in this work, the final 
line follows from the results of the previous section. I have made use of the fact tha t 
Roi • X =  I Roil, by definition (again, see Section 2.1.1 for this definition).
The vectors R i^  with P € {1,2,3} all have equal magnitude, and all lie within the 
x  — y  plane. Furthermore, the product 0 (r  — t)0 ( r  4-1) is spherically symmetric within 
the x  — y  plane. From (A.22) and (A.23) it therefore follows tha t
( ,^ ( r ) |V |(^ ( r -R o ^ ) )  =  M RQj3 (A. 24)
for each of P =  1,2,3. The quantity M  can therefore be considered as a general 
nearest-neighbour dipole strength for graphene.
It is im portant to recognise that
{(j){Y -  R o^) IVI (j){Y)) =  - M R o ^
A .2.4  Com plete tight-binding dipole matrix elem ents ^
(A.25)
In the previous section I obtained the dipole m atrix element between two neighbouring 
atoms on the graphene lattice. This result can now be used to evaluate the complete 
dipole m atrix elements ('0+k|V|V’-k) as required by (A.12).
Substituting (A.24), as necessary, into (A.24) gives:
' A^kA?k Z  M R i^
(V’+k IV I ^_k) =  < A A
E '
i k - ( R i ; 3 —R a b ) M R i^
(A.26)
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This expression can be further simplified: in the current work, by definition, =  A ^  
when
(V+k IV I V--k> =  2i Im I E  1  (A.27)
Further noting th a t A^J^A?j  ^=  =  i6(k). This implies
(V-+k|V |^_k> =  2 i R e |6 ( k ) E e ‘'‘ ‘'^ ''’“ '*'“ ’R w |  (A.28)
This is the result obtained by Grüneis [Grüneis et al. 2003] and Saito [Saito et al. 
2004]—albeit with an additional factor of i—even though they use a system in which
^  I ’ ^(k)-
A .2.5 Chirality dependence o f the optical matrix elem ents ^
The optical m atrix element corresponding to a particular transition at k, is D k-P , where 
P  is the polarization vector of the photon. In a carbon nanotube, optical absorption 
and emission is enhanced when P  is parallel to the nanotube axis. The dominant optical 
response occurs in this geometry.
So far, I have written expressions for the dipole m atrix element D k for a graphene 
sheet, arranged in the x ,y  plane. If we arrange a carbon nanotube so th a t i t ’s axis is 
parallel to the y  axis, we set P  oc ÿ. The optical m atrix element is thus
Mex-ph =  P  (V'+k IV • ÿ  I V’-k) (A.29)
where P  — |P |. Inspection of (A.28) indicates we must need to find the quantities 
R i^  • y  ÎOT P — 1,2,3. We must also account for the chirality dependence of the 
nearest-neighbour vectors R i^  once the graphene lattice is mapped onto the surface 
of the nanotube. In this section I derive explicit expressions for these quantities; this 
are original results and to my knowledge have not explicitly appeared elsewhere in the 
literature.
In graphene geometry, when R n  is parallel to the x-axis, the nearest neighbour 
vectors are:
R u = ^ ;3 ! - 2 ,0 ,0 ] (A.30)
(A.31)
(A.32)
We can imagine constructing a carbon nanotube by cutting a rectangular strip out of 
this graphene sheet, and the rotating the strip so th a t i t ’s long axis is parallel to the 
nanotube axis (the y-axis). This rotation is described by
cos 9 sin 0 0
— sin 0 cos 6 0
0 0 1
(A.33)
where (z,?/,z) is the vector before the rotation, and (a:',?/',z') is the vector after the 
rotation. The rotation angle 6 is the chiral angle of the nanotube, defined in relation 
to the chiral vector
COS0 =  C /i- x/IC /jI sin^ =  C/i • y /|C /il (A.34)
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Since, for an (n, m ) nanotube, =  n a i +  m a2, I find
cos e =  +  , sin e =  ■ , > - - ’" 1 -  (A.35)
2 v n ^  +  m ^ + n m  2y/n^ + m ? -\-n m
Making use of the rotation transformation, I finally obtain;
^  "  2V3 2\/n2 +  m 2 ^
a 2[n +  2m] 
2\/3 2 y /jp  4- +  n m
• ÿ  -  (A.37)
These are the key results of this section; in conjunction with Equation A.28) they 
explicitly allow calculation of the optical m atrix element for a nanotube of arbitrary 
(n, m ) chirality, in the parallel polarisation.
It is worth noting that, to construct a true nanotube, the graphene strip must be 
rotated in the x, y  plane, and then rolled into a cylinder around the y-axis. The roll-up 
process involves an additional site-specific rotation in the æ, 2-plane. Since this has no 
effect on the y-axis component of any nearest-neighbour vector, the implications of such 
a rotation need not be considered for parallel polarisation.
The case for perpendicular polarization is discussed in the work by Saito [Saito et al.
2004].
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In the nanotube, all allowed Bloch wave-vectors are written k  =  = k K .i / \K i  \ 4-
/2K 2. The vector K% is parallel to T  (the axial direction), and K 2 is parallel to Ch  (the 
circumferential direction).
We will cast vectors R  in the graphene sheet into nanotube surface coordinates 
as R  — { R t ,R c ) ,  where R c  — R  • C h /\C h \ is the circumferential component, and 
R ,t  =  R  - T / |T | is the axial component.
Since K 2 =  27tC/j/|C;iP, it follows that the dot product k -R  =  kRT+27TfiRc/\Ch\-
B .l  Enumerating the lattice vectors
The nanotube surface is represented by a graphene strip, length A  and width L  =  |C/i|. 
We know that the strip can be considered as a one-dimensional lattice of rectangular 
TD-cells’, length |T | =  VS\Ch\/dR. We assume that the nanotube length is such that 
v4/|T| is an even number (there are an even number of ID cells), and the origin of the 
sheet coordinate system is placed at the mid-point of its length. Periodic boundary 
conditions apply in both axes.
We can enumerate all Ng lattice-points in the first ID-cell by writing
R ^  =  7 , S - C ( î) ) T  ( B . l )
and enumerating over 0 < 77 <  — 1. Thus, R^ is the 77th lattice point, with S the
primitive lattice vector defined in Section — , and T  the axial translation vector of the 
nanotube. The function ( ( 77) is defined such that
CM  =  [ ^ ]  (B.2)
and ensures that R^ always remains inside the first ID cell; that is, 0 <  R ^ -T / |T | < |T |. 
In the definition above, [z] denotes the integer part of x, rounding towards zero.
We can decompose the vector R^ into nanotube surface coordinates as R^ — R q  c4- 
i? J t ,  having defined c =  C h/\O h\ and t  =  T / |T |.
The axial component of R^ is
Rz) T  S T
|T| -  |T|
The dot product S T  =  (pai 4- ga2) • (U ai 4- 2^^2) is easily evaluated as
^  =  % P  =  7 7 ^ - C ( ? 7 ) |T |  (B.3)
q.2
S - T  = -— { m p - n q )  (B.4)
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Using |T | =  y/S7rdt/dR, with dt the nanotube diameter and dR — gcd(2n +  m, 2 m +  n), 
we then have
V3c
“  27tA
(mp -  ng) -  C(77)|T|
The circumferential component of is R  • c:
|Ck| | C k | |Ckl
(B.5)
(B.6)
Since the axis and circumference are orthogonal, T  -C h  — O. Prom the definition of S, 
we know S • C /i/|C /i| =  \C h\/N g. Therefore,
m .  =  ri\CH\/Ng
The final result is tha t
=  -  nq) -  ( W |T |^  t  +
Trdt
N n '
(B.7)
(B.8)
B.2 Inter-atomic displacement
The displacement between an atom of sub-lattice type P  in the Rh unit cell, and an 
atom of sub-lattice type Q in the j th  unit cell, is
AR^/q = W q - W r 
=  R ij +  A  PQ
The vector R ÿ  connects the centres of the unit cells and can be written
R ij =  Rjj.j +  tijT
(B.9)
(B.IO)
where rjij — R^- • C h /{\C h \/N g )  and %  =  [Rij • T / |T |] .  In practise, we iterate over R ij  
by iterating over the rjij and tij.
The sublattice displacements are A a b  =  — J (a i  + ^ 2), A b a  =  — AAB, and A a a  =  
-Abb =  0. It is useful to further decompose the fundamental sub-lattice displacement 
into nanotube coordinates as A a b  — R q  ^
W ith A a b  • T  =  -  J (a i  -t- U2) • (U^i +  2^^ 2) one can easily evaluate that:
nA _  ^AB • T (m — n)
2y/S \/n^ -f- m^ -f n m
(B .ll)
Similarly with A a b  • C/i =  — |  (ai -f a 2) • (nai + m a . 2 ) ,  the circumferential component 
is evaluated to be
A _  A a b  • C/i a n  +  m
R c  = 1C/.1 2 \/ri^ + m? 4- n m
Hence, we can note th a t
A a b  =
2\/n^ 4- m^ n m  \  \/3
m  — n
t  4- (m -f n) c
(B.12)
(B.13)
A ab  subtends an azimuthal angle 6 ^  =  27ri?.^/|C/i|, or
A 7r(n 4- m)
4- m^ 4- nm
(B.14) 
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B .2.1 Charge separation
If we wrap the inter-atomic vector 6 onto the nanotube surface, it must become a vector 
in 3-space. The Coulomb potential requires us to find |J| We have so far written the 
inter-atomic vector 6.
Let us convert the 2D nanotube surface coordinates r  =  ^cC+^jt into 3D cylindrical 
coordinates r  =  +  &z.
The nanotube coordinates give cylindrical coordinates (p ,9 ,z )  =
Clearly, this can be expressed in the rectilinear coordinates by
x  =  ^ c o s 6  (B.15)
y =  ^ s m 6  (B.16)
z =  z (B.17)
The interval Ar^ =  A x ^  4- A y^  -f Az^ is
A r ^  =  T  (3  -  2 \/2 sin  [0 +  , / 4 ] )  +  (B.18)
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