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Abstract
Given α ∈ (0,∞) and r ∈ (0,∞), let Dr,α be the disc of radius r in the hyperbolic plane
having curvature −α2. Consider the Poisson point process having uniform intensity density
on DR,α, with R = 2 log(n/ν), n ∈ N, and ν a fixed constant. The points are projected
onto DR,1, preserving polar coordinates, yielding a Poisson point process Pα,n on DR,1.
The hyperbolic geometric graph Gα,n on Pα,n is created by putting an edge between pairs
of points of Pα,n which are distant at most R. This model was proposed by Krioukov et
al. [17], postulating the fundamental features of complex networks as an expression of an
underlying hyperbolic geometry.
For α ∈ (1/2,∞) we establish expectation and variance asymptotics as well as asymp-
totic normality for the number of isolated and extreme points in Gα,n as n → ∞. The
limit theory and renormalization for the number of isolated points is highly sensitive on
the curvature of DR,α. In particular, for α ∈ (1/2, 1), the variance is super-linear and the
central limit theorem fails, whereas for α ∈ (1,∞) the variance is linear and the central
limit theorem holds.
1 Introduction and main results
1.1 Hyperbolic random geometric graphs
We study in this paper the random geometric graph on the hyperbolic plane H2−1, as introduced
by Krioukov et al. [17]. The standard Poincare´ disk representation of H2−1 is the open unit
disk D := {(u, v) ∈ R2 : u2 + v2 < 1} equipped with the hyperbolic (Riemannian) metric dH
given by ds2 = 4 du
2+dv2
(1−u2−v2)2 . A suitable integration of the metric shows that arclength of the
boundary of a disk Dr ⊂ D of radius r and centered at the origin is 2pi sinh(r), whereas the
area of Dr is 2pi(cosh(r)− 1).
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Figure 1: The disc BR(v) around the point v ∈ DR.
Given ν ∈ (0,∞) a fixed constant and a natural number n > ν, we let R := 2 log(n/ν), i.e.,
n = ν exp(R/2). For every α ∈ (0,∞), consider the probability density function
ρα,n(r) :=
{
α sinh(αr)cosh(αR)−1 0 ≤ r ≤ R
0 otherwise
. (1.1)
Let θ be uniformly distributed on (−pi, pi]. When α = 1 the distribution of (r, θ) given by
(1.1) is the uniform distribution on DR under the metric dH . For general α ∈ (0,∞) Krioukov
et al. [17] call this the quasi-uniform distribution on DR, as it arises as the projection of the
uniform distribution on a disc of hyperbolic radius R in H2−α2 , the hyperbolic plane having
curvature −α2 and equipped with the metric 4
α2
du2+dv2
(1−u2−v2)2 .
Denote by κα,n the Borel measure on DR given by
κα,n(A) :=
1
2pi
∫
A
ρα,n(r)drdθ, (1.2)
A a Borel subset of DR. We let Pα,n denote the Poisson point process on DR with intensity
measure nκα,n. Let (Ωn,Fn,Pn) be the probability space on which the point process Pα,n is
realised. Let E := En denote expectation with respect to P := Pn.
Two points in Pα,n are joined with an edge if and only if they are within hyperbolic
distance R of each other. The resulting hyperbolic random geometric graph on DR is denoted
by Gα,n := Gα,n,ν . Figure 1 illustrates the disc BR(v) of radius R centered at the point v ∈ DR.
An equivalent construction of Gα,n goes as follows. Given α ∈ (0,∞) and r ∈ (0,∞), let Dr,α
be a disc of radius r in H2−α2 . Consider the Poisson point process having uniform intensity
density on DR,α. The points are projected onto DR,1, preserving polar coordinates, and the
hyperbolic geometric graph on DR,α is created by putting an edge between the points of the
Poisson point process whose projections are distant at most R. The projection of this graph
onto DR,1 is Gα,n,ν .
When Pα,n is replaced by n i.i.d. random variables having density ρα,n(r)/2pi, we obtain the
model proposed by Krioukov et al. [17]. The underlying hyperbolic geometry gives rise to a
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power-law degree distribution tuned by the parameter α, whereas the parameter ν determines
the average degree of Gα,n [17]. The model realises the assumption that there are intrinsic
hierarchies in a complex network that induce a tree-like structure. This set-up provides a
geometric framework describing the inherent inhomogeneity of complex networks and suggests
that the geometry of complex networks is hyperbolic.
The graph Gα,n also arises as a cosmological model. As noted in [16], the higher-dimensional
analogue of Gα,n asymptotically coincides as n → ∞ with the graph encoding the large scale
causal structure of the de Sitter spacetime representation of the universe. Roughly speaking, the
latter graph is obtained by sprinkling Poisson points in de Sitter spacetime (the hyperboloid)
and then joining two points if they lie within each other’s light cones. The light cones are
then mapped to the hyperbolic plane, where they are approximated (for large times) by the
hyperbolic balls of a certain radius (see Fig. 2 in [16]). Graph properties of Gα,n thus yield
information about the causal structure of de Sitter spacetime.
1.2 Main results
For any p ∈ DR we let r(p) denote its radius and y(p) := R − r(p) the defect radius. If P is a
point process on DR and p ∈ P ∩DR, we say that p is isolated with respect to P if and only if
there is no p′ ∈ P, p′ 6= p, such that dH(p, p′) ≤ R. We say that p is extreme with respect to
P if and only if there is no p′ ∈ P, p′ 6= p, such that dH(p, p′) ≤ R and y(p′) ∈ [0, y(p)).
Given p ∈ P, define the score ξiso(p,P) to be 1 if p is isolated with respect to P and
zero otherwise. Likewise, define ξext(p,P) to be 1 if p is extreme with respect to P and zero
otherwise. Our main goal is to establish the limit theory for the number of isolated and extreme
points in Gα,n, given respectively by
Siso(Pα,n) :=
∑
p∈Pα,n
ξiso(p,Pα,n)
and
Sext(Pα,n) :=
∑
p∈Pα,n
ξext(p,Pα,n).
In the cosmological set-up [16], in the large time limit, extreme points are those whose future
light cones are empty, i.e., points which do not causally influence other points. Analogously,
isolated points are those whose past and future light cones are empty, i.e., the set of points
neither accessible by the past nor having access to the future.
Our first main result shows that the growth rates of the variance of Siso(Pα,n) decrease with
increasing α ∈ (1/2,∞) and undergo a double jump when α crosses 1. The variance grows
faster than the expectation for α ∈ (1/2, 1], but it is always sub-quadratic with respect to
input size. The asymptotics for the range α ∈ (1/2, 1] contrast markedly with the second order
limit behavior of isolated points in the random geometric graph in Euclidean space [22], where
asymptotics grow linearly with input. This phenomenon, which gives rise to non-standard
renormalization growth rates, appears to be linked to the high connectivity properties of Gα,n
for small α, as described in Section 1.3.
The limit constants appearing in our first and second order results (1.3), (1.5), and (1.6) are
given in terms of expectations and covariances of scores involving isolated and extreme points
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of a Poisson point process on the upper half-plane, which appears to be a natural setting for
studying such problems. Put γ := 8να/pi(2α− 1).
Theorem 1.1. We have for all α ∈ (1/2,∞)
lim
n→∞
E[Siso(Pα,n)]
n
= 2α
∫ ∞
0
exp
(
−γey/2
)
exp(−αy)dy, (1.3)
and
Var[Siso(Pα,n)] =

Θ(n3−2α) α ∈ (12 , 1)
Θ(nR) α = 1
Θ(n) α ∈ (1,∞)
. (1.4)
On the other hand, for all α ∈ (1/2,∞), the expectation and variance asymptotics for the
number of extreme points exhibit linear scaling in n, that is to say the renormalization is the
standard one in stochastic geometric models.
Theorem 1.2. We have for all α ∈ (1/2,∞)
lim
n→∞
E[Sext(Pα,n)]
n
= µ, (1.5)
and
lim
n→∞
Var[Sext(Pα,n)]
n
= σ2, (1.6)
where µ, σ2 ∈ (0,∞) are given by (5.2) and (5.11), respectively, below.
Denote by N the standard normal random variable with mean zero and variance one. One
might expect that Siso(Pα,n), after centering and renormalizing, converges in distribution to
N for all α ∈ (1/2,∞). The next result shows that this is false.
Theorem 1.3. As n→∞, for any α ∈ (1,∞) we have
Siso(Pα,n)− E[Siso(Pα,n)]√
Var[Siso(Pα,n)]
D−→ N. (1.7)
The limit (1.7) fails for α ∈ (1/2, 1). As n→∞, for any α ∈ (1/2,∞) we have
Sext(Pα,n)− E[Sext(Pα,n)]√
Var[Sext(Pα,n)]
D−→ N. (1.8)
Remarks. (i) We are unaware of previous results treating the limit theory for statistics of Gα,n
in the regime α ∈ (1/2, 1). The paper [24] establishes variance asymptotics and asymptotic
normality for the number of copies of trees in Gα,n with at least two vertices, but the authors
require α ∈ (1,∞), save for when counting trees close to the boundary of DR. The methods of
[24] do not appear to treat the limit theory of Siso(Pα,n) and Sext(Pα,n), as n→∞.
(ii) Regarding the case α = 1, the methods in this paper do not apply, as they give estimates
that are useless. To deal with this case, one likely needs a more detailed treatment of the
variance of Siso(Pα,n), giving not only the order of magnitude but the multiplicative constant.
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Figure 2: Samples of Gα,n for n = 300, ν = 3 and α = 0.7 and 2, respectively, from left to right.
(iii) As seen in [5, 11], the expected number of cliques of order k ≥ 2 is Θ(n) if α ∈ (1−1/k,∞),
whereas the expected number of cliques of order k ≥ 3 is Θ(n(1−α)k) if α ∈ (1/2, 1− 1/k).
(iv) In dimension d ≥ 3 we expect that the central limit theorem (1.8) holds for all α ∈ (1/2,∞).
It is unclear for which α the central limit (1.7) holds in dimension d ≥ 3.
Notation. We say that a sequence of events En ∈ Fn occur asymptotically almost surely
(a.a.s.) if limn→∞ P(En) = 1. Given an and bn two sequences of positive real numbers, we
write an ∼ bn to denote that an/bn → 1, as n→∞.
1.3 Degree and connectivity properties of the graph Gα,n
For α ∈ (1/2,∞), Krioukov et al. [17] show that the tails of the distribution of the degrees
in Gα,n follow a power law with exponent 2α + 1. This was verified rigorously in [13]. For
α ∈ (1/2, 1), the exponent is between 2 and 3, as is the case in a number of networks arising in
applications (see for example [2] for a list of experimental observations). Krioukov et al. [17]
observe that the average degree of Gα,n is determined through the parameter ν for α ∈ (1/2,∞).
This was rigorously shown in [13]. In particular, they show that the average degree tends to
8α2ν/pi(2α−1)2 in probability. However, when α ∈ (0, 1/2], the average degree tends to infinity
as n → ∞. Thus, in this sense, the regime α ∈ (1/2,∞) corresponds to the thermodynamic
regime in the context of random geometric graphs on the Euclidean plane [22]. In [9] the degree
distribution of a soft version of this model is determined. Here, pairs of points that are distant
at most R are joined with some probability that is not identically equal to 1.
When α is small, there are more points of Pα,n near the origin and one may expect increased
graph connectivity. The paper [7] establishes that α = 1 is the critical point for the emergence
of a giant component in Gα,n. In particular, when α ∈ (0, 1), the fraction of the vertices
contained in the largest component is bounded away from 0 a.a.s. [7], whereas if α ∈ (1,∞),
the largest component is sublinear in n a.a.s. For α = 1, the component structure depends on
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Figure 3: Samples of Gα,n for n = 300, α = 1 and ν = 3 and 5, respectively, from left to right.
ν. If ν is large enough, then a giant component exists a.a.s., but if ν is small enough, then
a.a.s. all components have sublinear size [7]. Figures 2 and 3 illustrate these transitions.
The paper [10] strengthens these results and shows the fraction of vertices belonging to
the largest component converges in probability to a constant which depends on α and ν.
Furthermore, for α = 1, there exists a critical value ν0 ∈ (0,∞) such that when ν crosses
ν0 a giant component emerges a.a.s. [10]. The papers [14] and [15] study the size of the
second largest component and show that for α ∈ (0, 1) the second largest component has
polylogarithmic order a.a.s. For α ∈ (0, 1/2) we have that Gα,n is a.a.s. connected, whereas
Gα,n is disconnected for α ∈ (1/2,∞) [8]. For α = 1/2, the probability of connectivity tends
to a certain constant given explicitly in [8].
Apart from the component structure, the geometry of this model has been also considered.
In [14] and [12] polylogarithmic upper bounds on the diameter are shown. These were improved
shortly afterwards in [20] where a logarithmic upper bound on the diameter is established. Fur-
thermore, in [1] it is shown that for α ∈ (1/2, 1) the largest component has doubly logarithmic
typical distances and it forms what is called an ultra-small world.
2 Auxiliary results
2.1 Approximating a hyperbolic ball
We characterize when two points in DR are within hyperbolic distance R. In particular the next
lemma approximates hyperbolic balls by analytically more tractable sets, reducing a statement
about hyperbolic distances between two points to a statement about their relative angle. For
a point p ∈ DR, we let θ(p) ∈ (0, 2pi] be the angle p̂Oq between p and a (fixed) reference point
q ∈ DR (moving from q to p in the anti-clockwise direction). For points p, p′ ∈ DR we denote
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by θ(p, p′) their relative angle:
θ(p, p′) := min{|θ(p)− θ(p′)|, 2pi − |θ(p)− θ(p′)|}.
For any p ∈ DR recall that r(p) denotes its radius (hyperbolic distance to the origin) whereas
y(p) := R−r(p), or more succinctly y = R−r. Thus for p ∈ DR, we shall write p = (θ(p), y(p)).
The hyperbolic law of cosines relates the relative angle θ(p, p′) between two points with their
hyperbolic distance:
cosh(dH(p, p
′)) = cosh(r(p)) cosh(r(p′))− sinh(r(p)) sinh(r(p′)) cos(θ(p, p′)). (2.1)
We let θR(p, p
′) be the value of θ(p, p′) ∈ [0, pi] satisfying (2.1), having set dH(p, p′) = R. As
cos(·) is decreasing in [0, pi], it follows that dH(p, p′) ∈ [0, R] if and only if θ(p, p′) ≤ θR(p, p′).
When y(p) and y(p′) are not too large, our next result estimates θR(p, p′) as a function of
y(p) and y(p′). To prepare for mapping DR to a rectangle in R×R+ having length proportional
to 12e
R/2, it will be useful to re-scale θR(p, p
′) by a factor of 12e
R/2. The following lemma appears
in a stronger form in [10]. Here and elsewhere we put
H := 4 logR. (2.2)
Lemma 2.1. Given p and p′ in DR, y(p) := R − r, and y(p′) := R − r′, with r, r′ ∈ [0, R] we
set
∆(r, r′) :=
1
2
eR/2θR(p, p
′) =
1
2
eR/2 arccos
(
cosh r cosh r′ − coshR
sinh r sinh r′
)
.
For every ε ∈ (0, 1/3) there exists a C := C(ε) ∈ (0, R) such that the following holds.
(i) If r + r′ ∈ (R+ C, 2R], i.e., if y(p) + y(p′) ∈ [0, R− C), then
(1− ε)e 12 (y+y′) ≤ ∆(r, r′) ≤ (1 + ε)e 12 (y+y′). (2.3)
(ii) If r, r′ ∈ [R−H,R], i.e., if y(p), y(p′) ∈ [0, H], then
∆(r, r′) = (1 + λn(r, r′))e
1
2
(y+y′) (2.4)
where λn(r, r
′) = o(1) as n→∞, uniformly over all r, r′ ∈ [R−H,R].
(iii) In part (i) above, one can take ε := ε(n) → 0 and C := C(n) → ∞ as n → ∞. In
particular we may relate ε and C by ε = Θ(e−C).
Proof. The expression for θR(p, p
′) is a consequence of the hyperbolic law of cosines at (2.1).
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We first prove (i). We compute:
cosh r cosh r′ − coshR
sinh r sinh r′
=
1
4(e
r+r′ + er−r′ + er′−r + e−(r+r′))− 12(eR + e−R)
1
4(e
r+r′ − er−r′ − er′−r + e−(r+r′))
= 1 + 2
er−r′ + er′−r − eR − e−R
er+r′ − er−r′ − er′−r + e−(r+r′)
= 1− 2e−(r+r′−R)
(
1− er−r′−R − er′−r−R + e−2R
1− e−2r − e−2r′ + e−2(r+r′)
)
= 1− x,
where
x := 2e−(r+r
′−R) · (1− e
r−r′−R)(1− er′−r−R)
(1− e−2r)(1− e−2r′) . (2.5)
By definition of ∆(r, r′) it suffices to bound 12e
R/2 arccos(1−x) above and below. First, we
remark that r−r′−R > −2r′ since r+r′ > R. This implies that (1−er−r′−R)/(1−e−2r′) ∈ (0, 1).
Similarly, we have (1 − er′−r−R)/(1 − e−2r) < 1. Let ε ∈ (0, 1). Since r, r′ ∈ [C,R], it follows
that if C := C(ε) is large enough then we have
1− er−r′−R
1− e−2r′ >
1− e−r′
1− e−2r′ > 1− ε,
and
1− er−r′−R
1− e−2r > 1− ε.
With s := 2e−(r+r′−R), this shows that
s(1− ε)2 < x < s. (2.6)
Taylor’s expansion of arccos(·) implies there exists a constant K > 0 such that
√
2v −Kv3/2 < arccos(1− v) <
√
2v +Kv3/2, v ∈ (0, 1). (2.7)
Replacing v with x, inequality (2.6) implies that
(1− ε)
√
2s−Ks3/2 < arccos(1− x) <
√
2s+Ks3/2.
Now, since r + r′ > R + C it follows that s < 2e−C and thus s3/2 = s1/2s < s1/221/221/2e−C .
If C := C(ε) is large enough so that 21/2e−C < ε/K, we have
Ks3/2 ≤ ε
√
2s. (2.8)
This yields
(1− 2ε)
√
2s < arccos(1− x) <
√
2s(1 + ε) <
√
2s(1 + 2ε).
Note that
1
2
eR/2
√
2s = eR/2−(r+r
′−R)/2 = eR−(r+r
′)/2 = e(y+y
′)/2, (2.9)
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where we recall y := R− r and y′ := R− r′. So for ε ∈ (0, 1/2) we obtain
(1− 2ε)e(y+y′)/2 < 1
2
eR/2 arccos(1− x) < (1 + 2ε)e(y+y′)/2.
Replacing 2ε by ε, the inequality (2.3) follows.
We now show (ii). The assumption r, r′ ∈ [R−H,R] implies that |r − r′| ≤ H. Thus,
er−r
′−R ≤ eH−R, er′−r−R ≤ eH−R and e−2r ≤ e−2(R−H), e−2r′ ≤ e−2(R−H).
The definition of x gives x = 2e−(r+r′−R)(1 + δn(r, r′)), where δn(r, r′) = o(1) uniformly over
all r, r′ ∈ [R−H,R]. Thus, (2.7) implies that
arccos(1− x) = 2e− 12 (r+r′−R)(1 + δn(r, r′))1/2 (1 + Θ(x))
=: 2e−
1
2
(r+r′−R)(1 + λn(r, r′)).
(2.10)
The result then follows by (2.9).
We now prove (iii). To see this, recall from that C is chosen to satisfy 21/2e−C < ε/K.
Thus, this implies that ε as a function of C can be selected such that ε = Θ(e−C).
Recall that Dr denotes the disc of (hyperbolic) radius r centered at the origin O. For any
h ∈ [0, R) we let Ah denote the annulus DR\DR−h. Throughout we shall use caligraphic letters
to denote subsets of DR. For p ∈ DR we let B(p) := BR(p) ∩ DR. We now approximate B(p)
whenever r(p) ∈ (C,R], with C as in Lemma 2.1. This goes as follows.
By the triangle inequality, given p ∈ DR, any point with defect radius at most y(p) :=
R − r(p) is also within distance R from p. To approximate B(p) from above, we will take a
superset of this set, namely the set of points of radius at most y(p)− C, with C := C(ε) as in
Lemma 2.1. We set 1+ε := 1 + ε and 1−ε := 1− ε and put
B+(p) := B+(p, ε)
:= {p′ ∈ DR : y(p′) + y(p) ∈ [0, R− C), θ(p, p′) ≤ 1+ε · 2e 12 (y(p)+y(p′)−R)}
∪ {p′ ∈ DR : y(p′) + y(p) ∈ [R− C, 2R]}
and
B−(p) := B−(p, ε)
:= {p′ ∈ DR : y(p′) + y(p) ∈ [0, R− C), θ(p, p′) ≤ 1−ε · 2e 12 (y(p)+y(p′)−R)}.
For ε ∈ (0, 1/3), C := C(ε) > 0 as in Lemma 2.1(i), and p ∈ DR with r(p) ∈ (C,R], the
inequality (2.3) yields the following inclusions:
B−(p) ⊂ B(p) ⊂ B+(p). (2.11)
In our calculations for E[ξext(p,Pα,n)] we will make use of the following subset of B(p)
D(p) := {p′ ∈ B(p) : y(p′) ≤ y(p)}.
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A point p ∈ DR ∩ Pα,n is extreme with respect to Pα,n if and only if D(p) ∩ Pα,n = {p}.
Lemma 2.1(ii) implies that if y(p) ∈ [0, H], then
D(p) := {p′ : y(p′) ≤ y(p), θ(p, p′) ≤ (1 + λn(p, p′))e 12 (y(p)+y(p′)−R/2)}. (2.12)
2.2 Properties of Gα,n
The density of the defect radius is close to the exponential density with parameter α.
Lemma 2.2. Let ρ¯α,n(y) := ρα,n(R − y), y ∈ [0, R), be the probability density of the defect
radii. For all α ∈ (1/2,∞) we have
|ρ¯α,n(y)− αe−αy| < 2α
eαR − 2 = O(n
−2α), y ∈ [0, R]. (2.13)
Proof. The proof involves elementary calculations, included here for completeness. For the
lower bound, we have
ρ¯α,n(y) >
α(eα(R−y) − e−α(R−y))
eαR + e−αR
=
αeα(R−y)
eαR + e−αR
− αe
−α(R−y)
eαR + e−αR
=
αeα(R−y)
eαR
− αe
α(R−y)
eαR
+
αeα(R−y)
eαR + e−αR
− αe
−α(R−y)
eαR + e−αR
=
αeα(R−y)
eαR
+ αeα(R−y)
(
− 1
eαR
+
1
eαR + e−αR
)
− αe
−α(R−y)
eαR + e−αR
= αe−αy − αeα(R−y) e
−αR
eαR(eαR + e−αR)
− αe
−α(R−y)
eαR + e−αR
> αe−αy − αe
−αy
eαR(eαR + e−αR)
− αe
−αy
eαR + e−αR
> αe−αy − 2α
eαR
> αe−αy − 2α
eαR − 2 .
The upper bound is derived similarly:
ρ¯α,n(y) <
αeα(R−y)
eαR − 2 =
αeαRe−αy
eαR − 2
=
α(eαR − 2 + 2)e−αy
eαR − 2
=
α(eαR − 2)e−αy
eαR − 2 +
2αe−αy
eαR − 2
= αe−αy +
2αe−αy
eαR − 2
< αe−αy +
2α
eαR − 2 .
The following lemma implies that the isolated and extreme points a.a.s. have defect radii
less than H := 4 logR.
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Lemma 2.3. Let p ∈ DR. If y(p) ∈ (H,R] then for all α ∈ (1/2,∞) we have
E[ξiso(p,Pα,n ∪ {p})] = n−Ω(logn), E[ξext(p,Pα,n ∪ {p})] = n−Ω(logn).
Proof. Let ε ∈ (0, 1/3) and C := C(ε) be as in Lemma 2.1. First assume that y(p) ∈ [0, R−C).
We may bound E[ξiso(p,Pα,n ∪ {p})] by the probability that B(p) ∩ AH is empty. Using the
first inclusion in (2.11) and recalling the definition of κα,n at (1.2), we have (for n sufficiently
large):
E[ξiso(p,Pα,n ∪ {p})] ≤ exp (−nκα,n(B(p) ∩ AH))
= exp
(
−n2(1− ε)
2pi
e−R/2ey(p)/2
∫ 4 logR
0
ey/2ρ¯α,n(y)dy
)
< exp
(
−ν(1− 2ε)
pi
ey(p)/2
∫ 4 logR
0
e(1/2−α)ydy
)
= exp
(
−Ω(e2 logR)
)
= exp
(−Ω(R2))
= n−Ω(logn),
where the inequality follows by Lemma 2.2.
Suppose now that y(p) ∈ [R−C,R], i.e, r(p) ∈ [0, C]. By the triangle inequality any point
of DR of radius less than R− C is within hyperbolic distance R from p. This implies that
E[ξiso(p,Pα,n ∪ {p})] ≤ exp (−nκα,n(DR−C)) .
Recalling (1.2) we obtain
κα,n(DR−C) =
∫ R−C
0
α
sinhαr
cosh(αR)− 1dr =
cosh(α(R− C)− 1
cosh(αR)− 1 = Θ(1),
whereby E[ξiso(p,Pα,n ∪ {p})] = exp (−Ω(n)) .
These upper bounds are also valid for E[ξext(p,Pα,n ∪ {p})], with the exception of the last
integral which would start from r(p) ∈ (0, R] instead of from r(p) = 0. However, the asymptotic
growth of this integral is still Θ(1).
2.3 Mapping DR to R2
To further simplify our calculations, we will transfer our analysis from DR to R2, making use
of a mapping introduced in [10]. We set
In :=
pi
2
eR/2 =
pi
2ν
· n.
For any subset E ⊆ [0, R], define the rectangular domain
D(E) := (−In, In]× E.
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We write D instead of D([0, R]). For p ∈ DR, recall that we write p := (y(p), θ(p)), with
y(p) the defect radius and θ(p) the angle with respect to a reference point. We re-scale the
angle θ(p) by 2e−R/2, setting x(p) := 12θ(p)e
R/2. This defines the map Φ : DR → D, mapping
(θ(p), y(p)) 7→ (x(p), y(p)).
Put β := 2να/pi. The map Φ sends Pα,n to the Poisson point process P˜α,n on D with
intensity density
dP˜α,n(x, y) = (βe−αy + n)dydx, (x, y) ∈ D, (2.14)
where, recalling Lemma 2.2, we have n = O(n
−2α) = o(n−1), since α ∈ (1/2,∞).
The analogue of the relative angle is defined as follows. For x, x′ ∈ (−In, In], we let
|x− x′|Φ := min
{|x− x′|, 2In − |x− x′|} .
When considering the geometry of hyperbolic balls inside D, it will be convenient to use
arithmetic on the x-axis modulo 2In. In particular, for x1, x2 ∈ (−In, In], we write x1 <Φ x2, if
x1 < x2 and |x1− x2|Φ = |x1− x2| or x1 > x2 and |x1− x2|Φ = 2In− |x1− x2|. This definition
naturally extends to all other types of inequalities. Also, for any x1, x2 ∈ R, we write x1 =Φ x2,
if x1 = x2 mod 2In.
Mapping balls in D to balls in D. We set
B(p) := Φ(B(p)), B−(p) := Φ(B−(p)), and B+(p) := Φ(B+(p)).
Thus, for p ∈ D with y(p) ∈ [0, R− C) and ε > 0, we have
B−(p) := B−(p, ε) := {(x, y) : y + y(p) ∈ [0, R− C), |x− x(p)|Φ < 1−ε · e 12 (y+y(p))}
and
B+(p) := B+(p, ε) := {(x, y) : |x−x(p)|Φ < 1+ε ·e 12 (y+y(p))}∪{(x, y) : y+y(p) ∈ (R−C, 2R]}.
For p ∈ DR with y(p) ∈ [0, R− C) note that Φ transforms the set inclusion (2.11) into
B−(p) ⊂ B(p) ⊂ B+(p). (2.15)
Approximating Siso(Pα,n) and Sext(Pα,n) on D. Let p˜ := (x(p˜), y(p˜)) be the image of p by
Φ. For p˜ ∈ P˜α,n we define ξ˜iso(p˜, P˜α,n) = ξiso(p,Pα,n). In other words,
S˜iso(P˜α,n) :=
∑
p˜∈P˜α,n
ξ˜iso(p˜, P˜α,n) = Siso(Pα,n).
Regarding Sext(Pα,n), recall from (2.12) that p ∈ Pα,n is extreme if and only if D(p) ∩ Pα,n =
{p}. The image under Φ of the truncated ball D(p) is
D(y(p˜)) := {(x, y) ∈ B((x(p˜), y(p˜))) : y ∈ [0, y(p˜)]}.
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Note that ξext(p,Pα,n) = 1 if and only if D(y(p˜)) ∩ P˜α,n = ∅. For p˜ ∈ P˜α,n define
ξ˜ext(p˜, P˜α,n) :=
{
1 P˜α,n ∩D(y(p˜)) = ∅
0 P˜α,n ∩D(y(p˜)) 6= ∅
.
By definition, we thus have ξext(p,Pα,n) = ξ˜ext(p˜, P˜α,n) and
S˜ext(P˜α,n) =
∑
p˜∈P˜α,n
ξ˜ext(p˜, P˜α,n) =: Sext(Pα,n).
From now on, when the context is clear, we write p instead of p˜ for a generic point in P˜α,n.
Lemma 2.4. We have for all α ∈ (1/2,∞)
E[ξ˜iso(p, P˜α,n ∪ {p})1(p ∈ D((H,R)))] = exp(−Ω(R2)) = n−Ω(logn),
and similarly when ξ˜iso is replaced by ξ˜ext.
Proof. This follows from Lemma 2.3.
We put
S˜isoH (P˜α,n) :=
∑
p∈P˜α,n∩D([0,H])
ξ˜iso(p, P˜α,n) (2.16)
and
S˜extH (P˜α,n) :=
∑
p∈P˜α,n∩D([0,H])
ξ˜ext(p, P˜α,n). (2.17)
Lemma 2.5. We have for all α ∈ (1/2,∞)
Var[Siso(Pα,n)] = Var[S˜isoH (P˜α,n)] + o(1), Var[Sext(Pα,n)] = Var[S˜extH (P˜α,n)] + o(1),
as well as
E[Siso(Pα,n)] = E[S˜isoH (P˜α,n)] + o(1), E[Sext(Pα,n)] = E[S˜extH (P˜α,n)] + o(1).
Proof. For brevity we write Sn for S
iso(Pα,n) and S˜n for S˜isoH (P˜α,n). We first assert that
P(Sn 6= S˜n) = O(n−15). (2.18)
To see this, we condition on the event that |P˜α,n| ≤ 2n (note that the complement event has
probability which is generously bounded by O(n−16)) and then use Boole’s inequality together
with Lemma 2.4.
Now write
VarSn = Var[Sn1(Sn = S˜n) + Sn1(Sn 6= S˜n)].
By Ho¨lder’s inequality and (2.18), we have
Var[Sn1(Sn 6= S˜n)] ≤ E[S2n1(Sn 6= S˜n)]
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≤ (E[|Sn|3])2/3P(Sn 6= S˜n)1/3 = O(n−3).
Using the inequality Var[X+Y ] ≤ VarX+VarY+2√VarX√VarY , together with Var[Sn1(Sn =
S˜n)] = O(n
2), we see that VarSn = VarS˜n + o(1), which proves the first assertion in Lemma
2.5. The remaining assertions are proved similarly.
Define the Poisson point process P˜α on R× R+ with intensity measure µα given by
µα(S) := β
∫
S
e−αydxdy, (2.19)
where S ⊆ R× R+ is measurable. Put
S˜isoH (P˜α ∩D) :=
∑
p∈P˜α∩D([0,H])
ξ˜iso(p, P˜α ∩D) (2.20)
and
S˜extH (P˜α ∩D) :=
∑
p∈P˜α∩D([0,H])
ξ˜ext(p, P˜α ∩D). (2.21)
The following lemma, together with Lemma 2.5, shows that to prove Theorems 1.1 and 1.2,
it is enough to establish expectation and variance asymptotics for S˜isoH (P˜α∩D) and S˜extH (P˜α∩D).
Lemma 2.6. We have for all α ∈ (1/2,∞)∣∣∣E[S˜isoH (P˜α,n)− S˜isoH (P˜α ∩D)]∣∣∣ = o(1), ∣∣∣E[S˜extH (P˜α,n)− S˜extH (P˜α ∩D)]∣∣∣ = o(1)
and
|Var[S˜isoH (P˜α,n)]−Var[S˜isoH (P˜α ∩D)]| = o(n), |Var[S˜extH (P˜α,n)]−Var[S˜extH (P˜α ∩D)]| = o(n).
We will show that Var[S˜isoH (P˜α ∩ D)] and Var[S˜extH (P˜α ∩ D)] are both Ω(n). This, to-
gether with the following corollary of Lemmas 2.5 and 2.6, implies that the leading terms of
Var[Siso(Pα,n)] and Var[Sext(Pα,n)] are given by Var[S˜isoH (P˜α ∩ D)] and Var[S˜extH (P˜α ∩ D)],
respectively.
Corollary 2.7. We have for all α ∈ (1/2,∞)∣∣∣Var[Siso(Pα,n)]−Var[S˜isoH (P˜α ∩D)]∣∣∣ = o(n) (2.22)
and ∣∣∣Var[Sext(Pα,n)]−Var[S˜extH (P˜α ∩D)]∣∣∣ = o(n). (2.23)
Proof of Lemma 2.6. Let Xˇn be S˜
iso
H (P˜α,n) and let X̂n be S˜isoH (P˜α ∩D). We denote by Fn the
event that P˜α,n 6= P˜α ∩D. By Lemma 2.2, there is a coupling of the point processes P˜α,n and
P˜α ∩D such that P(Fn) = O(n−2α) = o(n−1), since α ∈ (1/2,∞). We let An := {|P˜α,n| > 2n}
and Bn := {|P˜α ∩ D| > 2n}. Then P(An ∪ Bn) = o(n−1). Setting Yˇn := Xˇn − EXˇn and
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Ŷn := X̂n − EX̂n gives
VarXˇn = E[Yˇ 2n 1(F cn)] + E[Yˇ 2n 1(Fn)]
= E[Ŷ 2n 1(F cn)] + E[Yˇ 2n 1(Fn)]
≤ EŶ 2n + E[Yˇ 2n 1(Fn)].
Now,
E[Yˇ 2n 1(Fn)] ≤ E[|P˜α,n|21(Fn)]
= E[|P˜α,n|21(Fn)1(Acn)] + E[|P˜α,n|21(Fn)1(An)]
≤ 4n2P(Fn) + E[|P˜α,n|21(An)]
= o(n) + E[|P˜α,n|21(An)]
= o(n),
since |P˜α,n| is Poisson-distributed with parameter equal to n. Thus VarXˇn ≤ VarX̂n + o(n).
The bound remains valid if we interchange Xˇn with X̂n, P˜α,n with P˜α ∩D, and An with Bn.
We thus obtain |VarXˇn−VarX̂n| = o(n). The proof of the bound for |E[Xˇn− X̂n]| is identical,
except that second moments are replaced by first moments and this yields |E[Xˇn−X̂n]| = o(1).
This completes the proof of the estimates involving S˜isoH (P˜α,n) and S˜isoH (P˜α ∩D). The proofs
of the assertions involving S˜extH (P˜α,n) and S˜ext(P˜α ∩D) are identical.
3 Preparing for the proof of Theorem 1.1
We provide several lemmas needed to estimate Var[S˜isoH (P˜α ∩D)].
3.1 A covariance formula for ξ˜iso
We establish a basic covariance formula needed for the calculation of Var[S˜isoH (P˜α ∩ D)]. If
ξ(p, (P˜α ∩D) ∪ {p}) is a score function, we define the covariance of ξ at the points p1, p2 as
cξ(p1, p2) := c
ξ(p1, p2; P˜α ∩D) :=
E
[
ξ(p1, (P˜α ∩D) ∪ {p1, p2}) · ξ(p2, (P˜α ∩D) ∪ {p1, p2})
]
− E
[
ξ(p1, (P˜α ∩D) ∪ {p1})
]
E
[
ξ(p2, (P˜α ∩D) ∪ {p2})
]
.
(3.1)
We will give an expression for cξ˜
iso
. The number of points of (P˜α ∩ D) inside B(p)
is Poisson-distributed with parameter µα(B(p)), implying that E[ξ˜iso(p, (P˜α ∩ D) ∪ {p})] =
exp (−µα(B(p))) . Thus
E[ξ˜iso(p1, (P˜α ∩D) ∪ {p1})]E[ξ˜iso(p2, (P˜α ∩D) ∪ {p2})] = exp (− (µα(B(p1)) + µα(B(p2)))) .
Put
Sp1p2 := B(p1) ∩B(p2). (3.2)
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If p1 6∈ B(p2) and p2 6∈ B(p1), then we have
E[ξ˜iso(p1, (P˜α ∩D) ∪ {p1, p2})ξ˜iso(p2, (P˜α ∩D) ∪ {p1, p2})]
= exp (−µα(B(p1) ∪B(p2)))
= exp(− (µα(B(p1)) + µα(B(p2))) + µα(Sp1p2))
= E[ξ˜iso(p1, (P˜α ∩D) ∪ {p1})]E[ξ˜iso(p2, (P˜α ∩D) ∪ {p2})] exp (µα(Sp1p2)) .
Therefore, given p1, p2 ∈ D([0, H]), we have the following basic covariance formula
cξ˜
iso
(p1, p2) =
{
E[ξ˜iso(p1, P˜α ∩D)]E[ξ˜iso(p2, P˜α ∩D)] (exp (µα(Sp1p2))− 1) p1 6∈ B(p2)
−E[ξ˜iso(p1, (P˜α ∩D) ∪ {p1})]E[ξ˜iso(p2, (P˜α ∩D) ∪ {p2})] p1 ∈ B(p2)
.
(3.3)
Consider the second case in (3.3), where the covariance is negative. By Lemma 2.1(ii),
given points p1 and p2 with y(p1), y(p2) ∈ [0, H], we have
p1 ∈ B(p2) if and only if |x(p2)− x(p1)|Φ < (1 + λn(p1, p2))e 12 (y(p1)+y(p2)),
where λn(p1, p2) = o(1) uniformly for all p1, p2 ∈ D([0, H]). Setting
Y12 := (1 + λn(p1, p2))e
1
2
(y(p1)+y(p2)) (3.4)
we may re-state the above as
p1 ∈ B(p2) if and only if |x(p2)− x(p1)|Φ < Y12. (3.5)
Before focussing on the first case in (3.3) we need some geometric preliminaries.
3.2 The geometry of balls with height coordinate at most H
Our aim now is to estimate µα(Sp1p2). The set inclusion B
−(p) ⊆ B(p) ⊆ B+(p) at (2.15)
implies
µα(B
−(p1) ∩B−(p2)) ≤ µα(Sp1p2) ≤ µα(B+(p1) ∩B+(p2)).
Given l ∈ [0, R], ε > 0 and p ∈ D([0, H)) we set
B−l (p) := B
−
l (p, ε) := {(x, y) : y ∈ [0, l), |x− x(p)|Φ < 1−ε · e
1
2
(y+y(p))} (3.6)
B+l (p) := B
+
l (p, ε) := {(x, y) : y ∈ [0, l), |x− x(p)|Φ < 1+ε · e
1
2
(y+y(p))} (3.7)
and
Zl(p) := {(x, y) ∈ D : y ≥ l}. (3.8)
We continue to assume that p1 and p2 belong to D([0, H]). We assume without loss of generality
that x(p1) <Φ x(p2) and y(p1) ∈ (y(p2), H]. Henceforth, for C := C(ε) as in Lemma 2.1, we
put
h := h(p1) := R− y(p1)− C. (3.9)
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Figure 4: The ball B±h (p) around a point p.
Notice that B−(p1) = B−h (p1) and B
−
h (p2) ⊆ B−(p2). See Figure 4.
Furthermore, the definitions of B+(p) and B−(p) and the assumption y(p1) > y(p2) imply
B−h (p1) ∩B−h (p2) ⊆ B−(p1) ∩B−(p2)
and
B+(p1) ∩B+(p2) ⊆
(
B+h (p1) ∩B+h (p2)
) ∪ Zh(p1).
These inclusions yield
µα(Sp1p2) ≤ µα(B+h (p1) ∩B+h (p2)) + µα(Zh(p1)) (3.10)
and
µα(B
−
h (p1) ∩B−h (p2)) ≤ µα(B−(p1) ∩B−(p2)) ≤ µα(Sp1p2), (3.11)
whence
µα(B
−
h (p1) ∩B−h (p2)) ≤ µα(Sp1p2) ≤ µα(B+h (p1) ∩B+h (p2)) + µα(Zh(p1)). (3.12)
First, we notice that the definitions of h, β, and In give
µα(Zh(p1)) = β · 2In
∫ R
R−y(p1)−C
e−αydy
= 2νeR/2
(
e−α(R−y(p1)−C) − e−αR
)
= 2νe(
1
2
−α)R
(
eαy(p1)+αC − 1
)
= Θ(1) · e( 12−α)R+αy(p1).
(3.13)
Denote by B±h (p) either of the balls B
+
h (p) or B
−
h (p) and denote by 1±ε either 1+ε or 1−ε,
depending on which of the two cases we are considering. The following lemma characterises
when two balls are disjoint.
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Lemma 3.1. Fix ε ∈ (0, 1) and assume x(p1) < x(p2). With h at (3.9) we have B±h (p1) ∩
B±h (p2) = ∅ if and only if
|x(p2)− x(p1)|Φ > 1±ε · eh2 (e
y(p1)
2 + e
y(p2)
2 ).
Proof. By the definition ofB±h (p1), the right-most point ofB
±
h (p1), denoted by p
′ := (x(p′), y(p′))
satisfies x(p′) =Φ x(p1) + 1±ε · e 12 (y(p1)+h). Similarly, the left-most point of B±h (p2) (denoted by
p′′) satisfies x(p′′) =Φ x(p2)− 1±ε · e 12 (y(p2)+h). Note that y(p′) = y(p′′). Then x(p′) = x(p′′) if
and only if x(p2)−x(p1) =Φ 1±ε ·eh/2(ey(p1)/2+ey(p2)/2). If |x(p2)−x(p1)|Φ > 1±ε ·eh/2(ey(p1)/2+
ey(p2)/2), then B±h (p1)∩B±h (p2) = ∅. Likewise, if |x(p2)−x(p1)|Φ ≤ 1±ε ·eh/2(ey(p1)/2 +ey(p2)/2),
then B±h (p1) ∩B±h (p2) 6= ∅.
We still assume x(p1) < x(p2) and we set t :=Φ x(p2)− x(p1). Wth h at (3.9) we consider
in the remainder of this sub-section the case 0 <Φ t <Φ 1±ε · eh/2(ey(p1)/2 + ey(p2)/2). For t in
this domain, Lemma 3.1 implies that B±h (p1) ∩ B±h (p2) 6= ∅. Given p ∈ D((0, H)), denote the
left and right boundaries of B±h (p) by
∂`B
±
h (p) := {p′ ∈ D((0, h)) : x(p′) =Φ x(p)− 1±ε · e
1
2
(y(p)+y(p′))},
and
∂rB
±
h (p) := {p′ ∈ D((0, h)) : x(p′) =Φ x(p) + 1±ε · e
1
2
(y(p)+y(p′))};
cf. Figure 4. The first part of the next lemma shows that ∂rB
±
h (p1) and ∂`B
±
h (p2) intersect
whenever the x-coordinates of p1 and p2 are far enough apart with respect to the exponentiated
height coordinates.
Lemma 3.2. (i) If ∂rB
±
h (p1) ∩ ∂`B±h (p2) 6= ∅ then
x(p2)− x(p1) >Φ 1±ε ·
(
e
y(p1)
2 + e
y(p2)
2
)
. (3.14)
(ii) ∂`B
±
h (p1) ∩ ∂`B±h (p2) = ∅.
(iii) If p′12 ∈ ∂rB±h (p1) ∩ ∂rB±h (p2) 6= ∅ then
e
y(p′12)
2 =
1
1±ε
· |x(p2)− x(p1)|Φ
ey(p1)/2 − ey(p2)/2 . (3.15)
Proof. (i) If p12 := ∂rB
±
h (p1) ∩ ∂`B±h (p2) 6= ∅ (cf. Figure 5), then y(p12) satisfies the following
equations:
x(p12)− x(p1) =Φ 1±ε · e 12 (y(p1)+y(p12))
and
x(p2)− x(p12) =Φ 1±ε · e 12 (y(p2)+y(p12)).
Therefore
e
y(p12)
2 =
1
1±ε
· |x(p2)− x(p1)|Φ
ey(p1)/2 + ey(p2)/2
. (3.16)
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p2
y=y(p’12)
y=y(p12)
Figure 5: The intersection of two balls
Hence, p12 exists provided that y(p12) > 0, which implies (3.14), as desired.
(ii) On the contrary, assume that there exists p ∈ ∂`B±h (p1) ∩ ∂`B±h (p2). Using the definition
of the left boundary we have
x(p1)− 1±ε · e 12 (y(p1)+y(p)) =Φ x(p2)− 1±ε · e 12 (y(p2)+y(p)).
We deduce that
ey(p)/2 =
1
1±ε
· |x(p2)− x(p1)|Φ
ey(p2)/2 − ey(p1)/2 < 0,
since y(p2) < y(p1), which is impossible. Thus, such p cannot exist and ∂`B
±
h (p1)∩∂`B±h (p2) =
∅, proving (ii) as desired.
(iii) Assume p′12 = ∂rB
±
h (p1) ∩ ∂rB±h (p2) 6= ∅ (cf. Figure 5). Then p′12 satisfies
x(p1) + 1±ε · e 12 (y(p1)+y(p′12)) =Φ x(p2) + 1±ε · e 12 (y(p2)+y(p′12)),
which yields (3.15) and completes the proof of Lemma 3.2.
Note that (3.15) and (3.16) imply that y(p12) < y(p
′
12). For convenience, we will set
y(p12) := yL and y(p
′
12) := yU .
Consider now the union of the two balls B±h (p1) ∪ B±h (p2). For any x >Φ x(p′12) let p ∈
∂rB
±
h (p1) and p
′ ∈ ∂rB±h (p2) be such that x(p) = x(p′) = x. Then y(p′) > y(p). Now for
x <Φ x(p1) − 1±ε · ey(p1)/2, consider two points p ∈ ∂`B±h (p1) and p′ ∈ ∂`B±h (p2) such that
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x(p) = x(p′) = x. Since ∂`B±h (p1)∩ ∂`B±h (p2) = ∅, it follows that y(p) < y(p′). In other words,
the curves ∂`B
±
h (p1) and ∂`B
±
h (p2) do not intersect and ∂`B
±
h (p2) stays “above” ∂`B
±
h (p1).
3.3 The µα-content of B
±
h (p1) ∩B±h (p2)
We now focus on µα(B
+
h (p1) ∩ B+h (p2)) and µα(B−h (p1) ∩ B−h (p2)). The calculations of the
µα-measure of these two intersections are similar, as the considered sets differ only by constant
factors 1+ε and 1−ε. We provide a generic calculation covering both cases. The inequality
(3.12) shows that the µα-content of
S±p1p2 := B
±
h (p1) ∩B±h (p2)
controls the growth of Cov(p1, p2). The following lemma gives quantitative bounds on µα(S
±
p1p2).
We will use the first part of the lemma to lower bound Var[S˜isoH (P˜α∩D)]. It turns out that this
gives the main contribution to the variance bound of Theorem 1.1. We will give a matching
upper bound on the variance through the Poincare´ inequality. The second part of the lemma
gives an upper bound on the intensity measure of S±p1p2 , which will be used in the proof of
the central limit theorem for S˜isoH (P˜α ∩ D), α ∈ (1,∞). Recall from (3.9) that we have set
h := R− y(p1)− C. Also, recall that we set γ := 4β/(2α− 1).
Lemma 3.3. Let pi := (x(pi), y(pi)), i = 1, 2 as above. For i = 1, 2 we put Yi := e
y(pi)/2, we
set η(Y2) := γY2e
(1/2−α)h, and we suppose that t := x(p2)− x(p1) >Φ 0.
(i) If max{1±ε · (Y1 + Y2) , Y12} < t ≤ 1±ε · eh2 (Y1 − Y2), then
µα(S
±
p1p2) = κt
1−2α − 1±εη(Y2), (3.17)
where
κ := 1±ε · γ
4α
(
(Y1 + Y2)
2α − (Y1 − Y2)2α
)
. (3.18)
(ii) If eR/4(Y1 + Y2) <Φ t <Φ In, then
µα(S
±
p1p2) = O(1) ·
(
t1−2α · (Y1 + Y2)2α + n1−2α · Y 2α1
)
. (3.19)
Proof. Part (i). We express S±p1p2 as the disjoint union of the sets D((yU , R)) ∩ S±p1p2 and
D([yL, yU ])∩S±p1p2 . The above analysis implies that D((yU , R))∩S±p1p2 = D((yU , R])∩B±h (p2).
Let us consider the region D([yL, yU ]). Let y ∈ [yL, yU ]. Then any point p with y(p) = y
belongs to S±p1p2 if and only if x(p2) − 1±ε · e
1
2
(y(p2)+y) ≤Φ x(p) ≤Φ x(p1) + 1±ε · e 12 (y(p1)+y).
Note that D((0, yL)) ∩ S±p1p2 = ∅.
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Recalling γ = 4β/(2α− 1), these observations imply
µα(D((yU , R)) ∩ S±p1p2)
= 1±ε · 2βe
y(p2)
2
∫ h
yU
e(
1
2
−α)ydy
= 1±ε · γe
y(p2)
2
+( 1
2
−α)yU − γe y(p2)2 e( 12−α)h
= 1±ε · γe
y(p2)
2
+( 1
2
−α)yU − 1±ε · γe
y(p2)
2 e(
1
2
−α)h.
(3.20)
We also have
µα(D([yL, yU ]) ∩ S±p1p2)
= β
∫ yU
yL
(
(x(p1)− x(p2)) + 1±ε · e
y
2
(
e
y(p1)
2 + e
y(p2)
2
))
e−αydy
=
β
α
(x(p1)− x(p2))
(
e−αyL − e−αyU )
+ 1±ε · γ
2
(
e
y(p1)
2 + e
y(p2)
2
)(
e(
1
2
−α)yL − e( 12−α)yU
)
.
(3.21)
Hence, by (3.20) and (3.21) we have
µα(S
±
p1p2) = µα(D((yU , R]) ∩ S±p1p2) + µα(D([yL, yU ]) ∩ S±p1p2)
=
β
α
(x(p1)− x(p2))
(
e−αyL − e−αyU )
+ 1±ε · γ
2
e
y(p1)
2
(
e(
1
2
−α)yL − e( 12−α)yU
)
+ 1±ε · γ
2
e
y(p2)
2
(
e(
1
2
−α)yL + e(
1
2
−α)yU
)
− 1±ε · γe
y(p2)
2 e(
1
2
−α)h.
(3.22)
By (3.15) and (3.16) we have
e
yL
/2 =
1
1±ε
· t
Y1 + Y2
and e
yU
2 =
1
1±ε
· t
Y1 − Y2 . (3.23)
Therefore,
e−αyL = (1±ε)2α ·
(
t
Y1 + Y2
)−2α
and e−αyU = (1±ε)2α ·
(
t
Y1 − Y2
)−2α
. (3.24)
Combining (3.23) and (3.24) yields
e(
1
2
−α)yL = (1±ε)2α−1 ·
(
t
Y1 + Y2
)1−2α
and e(
1
2
−α)yU = (1±ε)2α−1 ·
(
t
Y1 − Y2
)1−2α
. (3.25)
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Substituting (3.24) and (3.25) into (3.22) we have
µα(S
±
p1p2) = −(1±ε)2α ·
β
α
t
((
t
Y1 + Y2
)−2α
−
(
t
Y1 − Y2
)−2α)
+ (1±ε)2α · γ
2
(
Y1
((
t
Y1 + Y2
)1−2α
−
(
t
Y1 − Y2
)1−2α)
+Y2
((
t
Y1 + Y2
)1−2α
+
(
t
Y1 − Y2
)1−2α))
− 1±ε · γY2e( 12−α)h
= −(1±ε)2α · β
α
t1−2α
(
(Y1 + Y2)
2α − (Y1 − Y2)2α
)
+ (1±ε)2α · γ
2
t1−2α
[
Y1
(
(Y1 + Y2)
2α−1 − (Y1 − Y2)2α−1
)
+Y2
(
(Y1 + Y2)
2α−1 + (Y1 − Y2)2α−1
)]− 1±ε · γY2e( 12−α)h.
(3.26)
Notice that
Y1
(
(Y1 + Y2)
2α−1 − (Y1 − Y2)2α−1
)
+ Y2
(
(Y1 + Y2)
2α−1 − (Y1 − Y2)2α−1
)
= (Y1 + Y2)(Y1 + Y2)
2α−1 − (Y1 − Y2)(Y1 − Y2)2α−1
= (Y1 + Y2)
2α − (Y1 − Y2)2α.
Substituting this into (3.26) yields
µα(S
±
p1p2) = −(1±ε)2α ·
β
α
t1−2α
(
(Y1 + Y2)
2α − (Y1 − Y2)2α
)
+ (1±ε)2α · γ
2
t1−2α
(
(Y1 + Y2)
2α − (Y1 − Y2)2α
)− 1±ε · γY2e( 12−α)h
= (1±ε)2α · γ
4α
t1−2α
(
(Y1 + Y2)
2α − (Y1 − Y2)2α
)− 1±ε · γY2e( 12−α)h.
Hence, the proof of part (i) is complete.
Part (ii). We will consider three different subsets of the interval (eR/4 · (Y1 + Y2) , In). For
the case where eR/4 · (Y1 + Y2) <Φ t ≤Φ 1±ε · eh/2(Y1 − Y2) we will use part (i). (Note that
max{1±ε · (Y1 + Y2) , Y12} < eR/2 · (Y1 + Y2), since Y12 < 2Y1Y2 < 2Y 21 ≤ 2R4.) Indeed, the
expression for µα(S
±
p1p2) immediately implies that for any such t we have
µα(S
±
p1p2) = O(1) · t1−2α(Y1 + Y2)2α.
Now, assume that 1±ε · eh/2(Y1 − Y2) <Φ t ≤Φ 1±ε · eh/2(Y1 + Y2). In this case, we have
yU ∈ (h,R]. Thus, any point p with y(p) = y and y ∈ [yL, h] belongs to S±p1p2 if and only if
x(p2) − 1±ε · e 12 (y(p2)+y) ≤Φ x(p) ≤Φ x(p1) + 1±ε · e 12 (y(p1)+y). Hence, we will use a modified
22
version of (3.21):
µα(S
±
p1p2) = µα(D([yL, R]) ∩ S±p1p2)
= β
∫ h
yL
(
(x(p1)− x(p2)) + 1±ε · e
y
2
(
e
y(p1)
2 + e
y(p2)
2
))
e−αydy
=
β
α
(x(p1)− x(p2))
(
e−αyL − e−αh
)
(3.27)
+ 1±ε · 2β
2α− 1
(
e
y(p1)
2 + e
y(p2)
2
)(
e(
1
2
−α)yL − e( 12−α)h
)
.
Using (3.24) and (3.25), the above becomes:
µα(S
±
p1p2) = −
β
α
t
(
(1±ε)2α ·
(
t
Y1 + Y2
)−2α
− e−αh
)
+ 1±ε · γ
2
(Y1 + Y2)
(
(1±ε)2α−1 ·
(
t
Y1 + Y2
)1−2α
− e(1/2−α)h
)
= (1±ε)2α · t1−2α(Y1 + Y2)2αβ
(
− 1
α
+
2
2α− 1
)
+
β
α
te−αh
− 1±ε · γ
2
(Y1 + Y2) e
( 1
2
−α)h.
(Note that when t = (Y1 +Y2)e
h/2, the above expression is equal to 0.) Now, since − 1α + 22α−1 =
1
α(2α−1) > 0 we obtain
µα(S
±
p1p2) = O(1) ·
(
t1−2α(Y1 + Y2)2α + te−αh
)
.
Recalling that h = R− y(p1)− C we deduce that e−αh = O(1) · e−αRY 2α1 = O(1) · n−2α · Y 2α1 .
So
te−αh = O(1) · t · n−2α · Y 2α1
t<In=O(n)
= O(1) · t1−2α(Y1 + Y2)2α,
which yields (3.19) when t satisfies 1±ε · eh/2(Y1 − Y2) <Φ t ≤Φ 1±ε · eh/2(Y1 + Y2).
Finally, assume that 1±ε · eh/2(Y1 +Y2) <Φ t <Φ In). By Lemma 3.1 we have that S±p1p2 = ∅
and therefore
µα(Sp1p2) ≤ µα(Zh(p1)) = Θ(1) · e(
1
2
−α)R+αy(p1). (3.28)
Since n = νeR/2, the above expression is O(1) ·n1−2α ·Y 2α1 , which also yields (3.19). Combining
the three cases together we deduce part (ii).
4 Proof of Theorem 1.1
A central tool in the proof of our main results is the Palm theory for Poisson processes (see [22,
23, 19]). Let S be a measurable space and N (S) the set of all locally finite point configurations
on S. For a Poisson point process P on S with intensity ρ and a measurable non-negative
function h : Sr ×N (S) → [0,∞) the Campbell-Mecke formula (cf. Theorems 4.1, 47 of [19])
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gives
E
 6=∑
x1,...,xr∈P
h(x1, . . . , xr,P)

=
∫
S
· · ·
∫
S
E [h(x1, . . . , xr,P ∪ {x1, . . . , xr}) ] ρ(x1) · · · ρ(xr)dx1 · · · dxr,
(4.1)
where the sum ranges over all pairwise distinct r-tuples of points of P.
Equation (4.1) can be used to calculate Var[X] where X =
∑
p∈P ξ(p,P) for some score
function ξ(p,P ∪ {p}) on S taking values in {0, 1}. With cξ(x1, x2) = cξ(x1, x2;P) (cf. (3.1)),
the definition of the variance together with Equation (4.1) yield:
Var[X] =
∫
S
∫
S
cξ(x1, x2)ρ(x1)ρ(x2)dx1dx2 +
∫
S
E
[
ξ(x,P ∪ {x})2 ] ρ(x)dx
=
∫
S
∫
S
cξ(x1, x2)ρ(x1)ρ(x2)dx1dx2 + E [X ] , (4.2)
where the last equality holds since ξ2 = ξ (in fact the first equality does not require that the
score function is an indicator random variable, but this is the case throughout our paper).
4.1 Proof of expectation asymptotics (1.3)
Lemma 4.1. Uniformly for p ∈ D([0, H]) we have
µα(B(p)) = γe
y(p)/2 + o(1). (4.3)
Proof. We use the inclusions in (2.15). By Lemma 2.1(iii) we may put C := C(n) := 5 logR
and ε = O(e−5 logR). Now (2.15) yields:
µα(B(p)) ≤ µα(B+(p))
= 2 · 1+ε · β
∫ R−y(p)−C
0
e
1
2
(y(p)+y)e−αydy + β · 2In
∫ R
R−y(p)−C
e−αydy
= 2 · 1+ε · βe
y(p)
2
∫ R−y(p)−C
0
e(
1
2
−α)ydy + βpie
R
2
(
e−α(R−y(p)−C) − e−αR
)
= 1+ε · γe
y(p)
2
(
1− e( 12−α)(R−y(p)−C)
)
+ βpie
R
2
(
e−α(R−y(p)−C) − e−αR
)
.
(4.4)
where we recall that 2In = pie
R/2 and where γ and β are related via γ := 4β/(2α−1). Recalling
α ∈ (1/2,∞), y(p) ∈ (0, H), H = o(R), and C = o(R), it follows that uniformly over all such p
e
y(p)
2
+( 1
2
−α)(R−y(p)−C) = o(1), e
R
2
−α(R−y(p)−C) = o(1), and e
R
2
−αR = o(1).
We conclude that µα(B(p)) ≤ 1+ε · γe
y(p)
2 + o(1). Recall that 1+ε := 1 + ε and ε = O(e
−5 logR).
Notice that y(p)/2 ∈ [0, 2 logR) since y(p) ∈ [0, H). Thus ε · ey(p)/2 = o(e− 12 logR), uniformly
over all such p, whereby
µα(B(p)) ≤ γe
y(p)
2 + o(1). (4.5)
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To obtain a lower bound, we use the first inclusion in (2.15):
µα(B(p)) ≥ µα(B−(p))
= 2 · 1−ε · β
∫ R−y(p)−C
0
e
1
2
(y(p)+y)e−αydy
= 2 · 1−ε · βe
y(p)
2
∫ R−y(p)−C
0
e(
1
2
−α)ydy
= 1−ε · γe
y(p)
2
(
1− e( 12−α)(R−y(p)−C)
)
.
Using again that ε = O(e−5 logR) and y(p)/2 ∈ [0, 2 logR) we deduce a matching lower bound:
µα(B(p)) ≥ γe
y(p)
2 + o(1). (4.6)
Combining (4.5) with (4.6) shows (4.3), as desired.
We now establish expectation asymptotics (1.3). Since
E[ξ˜iso(p, (P˜α ∩D) ∪ {p})] = exp(−µα(B(p)))
it follows from (4.3) that
E[ξ˜iso(p, (P˜α ∩D) ∪ {p})] ∼ exp
(
−γe y(p)2
)
(4.7)
uniformly over all p ∈ D([0, H]). The Campbell-Mecke formula (4.1) and (4.7) yield
E[S˜isoH (P˜α ∩D)] = β
∫ In
−In
∫ H
0
E[ξ˜iso((x, y), (P˜α ∩D) ∪ {(x, y)})]e−αydxdy
∼ β · 2In
∫ H
0
e−γe
y/2
e−αydy
∼ β · pieR/2
∫ ∞
0
e−γe
y/2
e−αydy
= 2αn
∫ ∞
0
e−γe
y/2
e−αydy,
since β = 2να/pi. By Lemmas 2.5 and 2.6, we deduce (1.3) as desired.
4.2 Upperbounding Var[S˜isoH (P˜α ∩D)]
We derive the asymptotics for Var[S˜isoH (P˜α∩D)] in two steps. First, in this subsection we provide
an upper bound via the Poincare´ inequality. It turns out that this is tight up to multiplicative
constants. The next subsection provides a matching lower bound for Var[S˜isoH (P˜α ∩D)] using
the geometry of the intersection of hyperbolic balls obtained in Section 3.
Let F be a functional on a space S hosting a Poisson process P of intensity measure λ. For
a point p ∈ S we define the first order linear operator ∇pF := F (P ∪ {p})− F (P). Then the
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Poincare´ inequality (inequality (1.1) in [18]) states that
VarF ≤ E
[ ∫
S
(∇pF (P))2λ(dp)
]
. (4.8)
We now put
F := S˜isoH (P˜α ∩D), S := D, P := P˜α ∩D and λ := µα.
Note that |∇pF | is stochastically dominated from above by the number of points of (P˜α∩D)∪
{p} in B(p). By Lemma 4.1 we deduce that |B(p) ∩ (P˜α ∩ D)| is Poisson-distributed with
parameter equal to
µα(B(p)) ≤ γ′e
y(p)
2 ,
uniformly over all p ∈ D, for some constant γ′ > 0. Thus,
E
[
(∇pF (P))2
]
= O(1) · ey(p).
which implies that
E
[ ∫
S
(∇pF (P))2λ(dp)
]
≤
∫
S
E
[
(∇pF (P))2
]
λ(dp)
= O(1) · n
∫ R
0
e(1−α)ydy
= O(1) · n · e(1−α)R.
In other words
Var[S˜iso(P˜α,D,H)] =

O(n3−2α) α ∈ (12 , 1)
O(nR) α = 1
O(n) α ∈ (1,∞)
. (4.9)
4.3 Lowerbounding Var[S˜iso(P˜α,D,H)]
Recall the definition of cξ˜
iso
(p1, p2) at (3.1). Using (4.2), we have Var[S˜
iso
H (P˜α ∩D)] = V1 + V2
with
V1 := β
2
∫ In
−In
∫ H
0
∫ In
−In
∫ H
0
cξ˜
iso
((x1, y1), (x2, y2))e
−αy1e−αy2dy2dx2dy1dx1
and
V2 := E[S˜isoH (P˜α ∩D)] = E[
∑
p∈P˜α∩D([0,H])
ξ˜iso(p, P˜α ∩D)].
Since V2 ≥ 0 it suffices to provide a lower bound on V1 matching that at (4.9).
Put
Cov−(x1, y1, y2, t)
:= E[ξ˜iso(p1, (P˜α ∩D) ∪ {p1})]E[ξ˜iso(p2, (P˜α ∩D) ∪ {p2})]
(
exp
(
µα(S
−
p1p2)
)− 1) ,
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where x(p1) = x1, y(p1) = y1, y(p2) = y2 and |x(p2) − x(p1)|Φ = t. By symmetry, it suffices
to consider the case where y2 ≤ y1 and x(p2) > x(p1). Indeed, this is one of four possible
cases regarding the relative positions of p1, p2 ∈ D([0, H]) and it accounts for the pre-factor 4
appearing in front of our upcoming lower bounds.
Note that if x(p1) = 0 and x(p2)−x(p1) >Φ 0, then in fact |x(p2)−x(p1)|Φ = x(p2)−x(p1).
Considering points p1 and p2 such that x(p1) = 0, y(p1) = y1, y(p2) = y2 and x(p2)− x(p1) =
t ∈ (0, In) we have cξ˜iso(p1, p2) ≥ Cov−(x1, y1, y2, t).
Therefore,
V1 ≥ V −1 := 4β2
∫ In
−In
∫ H
0
∫ y1
0
∫ In
0
Cov−(x1, y1, y2, t)e−αy2e−αy1dtdy2dy1dx1.
We will drop the− sign and write Cov(x1, y1, y2, t) := Cov−(x1, y1, y2, t).Note that Cov(x1, y1, y2, t)
does not depend on x1 as the Poisson process P˜α ∩D is stationary with respect to the spatial
x-coordinate. Therefore, we can write
V −1 = 8β
2In
∫ H
0
∫ y1
0
∫ In
0
Cov(0, y1, y2, t)e
−αy2e−αy1dtdy2dy1.
We change variables and, as before, put Yi = e
yi/2, i = 1, 2. Hence, 2dYi = e
yi/2dyi and
dyi = 2Y
−1
i dYi. Also, e
−αyi = Y −2αi . Moreover, as y1 ranges from 0 to H, the variable Y1
ranges from 1 to eH/2 = e2 logR = R2. Thus,
V −1 = 32β
2In
∫ R2
1
∫ Y1
1
∫ In
0
Cov(0, Y1, Y2, t)
1
Y 2α+11
1
Y 2α+12
dtdY2dY1. (4.10)
To simplify notation we shall write
eh/2 := 1−ε · eh/2.
This amounts to transferring the term 1−ε inside h changing the constant C to C − 2 ln 1−ε.
It will make no difference.
Let us observe that ∫ In
0
Cov(0, Y1, Y2, t)dt ≥ J1 + J2, (4.11)
where, recalling Y12 defined at (3.4), we have
J1 :=
∫ Y12
0
Cov(0, Y1, Y2, t)dt,
J2 :=
∫ eh/2(Y1−Y2)
Y12∨1+ε·(Y1+Y2)
Cov(0, Y1, Y2, t)dt.
By (3.5) the covariance is negative only when t belongs to the range covered by the J1 integral.
For t ∈ (Y12, In], the covariance is positive. Thus, for the range (Y12, In] it suffices to use the
subset given by the smaller range of J2 which in turn is covered by Lemma 3.3(i).
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For k = 1, 2 we set
Lk :=
∫ R2
1
∫ Y1
1
Jkα
2Y −2α−11 Y
−2α−1
2 dY2dY1. (4.12)
We now show that |L1| = O(1) for all α ∈ (1/2,∞), whereas we show that the lower bounds
for L2 match the upper bounds in (4.9).
4.3.1 Calculating integral L1
Formula (4.7) and the second part of the covariance formula (3.3) give for all t ∈ [0, Y12]
Cov(0, Y1, Y2, t) ∼ − exp(−γey1/2) exp(−γey2/2) = − exp (−γ (Y1 + Y2)) , (4.13)
uniformly for all Y2 ≤ Y1 ≤ R2, whereby
J1 =
∫ Y12
0
Cov(0, Y1, Y2, t)dt ∼ −Y12 exp (−γ (Y1 + Y2)) .
Therefore, since Y12 = Y1Y2(1 + o(1)) by (3.4), we eventually obtain:
L1 =
∫ R2
1
∫ Y1
1
J1
2
Y 2α+11
2
Y 2α+12
dY2dY1∼− 4
∫ R2
1
∫ Y1
1
e−γY1
Y 2α1
e−γY2
Y 2α2
dY2dY1.
Hence, we deduce for all α ∈ (1/2,∞) that |L1| = O(1).
4.3.2 The lower bound on integral L2
Let s := max{5α/(2α − 1), 5} and d := Rse−h/2. Given the domain W := {(Y1, Y2) : 1 ≤
Y2 ≤ Y1 ≤ R2} consider the sub-domain
W ′ := {(Y1, Y2) ∈W : Y1 − Y2 ≥ d}.
It suffices to consider the contribution to L2 that comes from the domain W
′. That is, we
will bound from below the integral
L′2 :=
∫
W ′
J2
1
Y 2α+11
1
Y 2α+12
dY2dY1.
Combining (3.3), Lemma 3.3, (4.7) and recalling η(Y2) := γY2e
(1/2−α)h we obtain
Cov(0, Y1, Y2, t)
= E[ξ˜iso(p1, (P˜α ∩D) ∪ {p1})]E[ξ˜iso(p2, (P˜α ∩D) ∪ {p2})]
(
exp
(
κt1−2α − η(Y2)
)− 1)
∼ exp(−γ(Y1 + Y2))
(
exp
(
κt1−2α − η(Y2)
)− 1) .
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For simplicity, we set t1 := Y12 ∨ 1+(Y1 + Y2) and t2 := eh/2(Y1 − Y2), whereby
J2 =
∫ t2
t1
Cov(0, Y1, Y2, t)dt
∼ exp(−γ(Y1 + Y2))
∫ t2
t1
(
exp
(
κt1−2α − η(Y2)
)− 1) dt. (4.14)
Consider the integral in (4.14) when (Y1, Y2) ∈ W ′. The following lemma shows that its
value changes radically as α crosses 1. The regimes for this lemma induce three regimes for L′2.
Lemma 4.2. There is a δ > 0 such that for any (Y1, Y2) ∈W ′ and α ∈ (1/2,∞), we have
∫ t2
t1
t1−2αdt ≥

2α(1 + δ)t
2(1−α)
2 α ∈ (12 , 1)
1
5 ln t2 α = 1
1
4(α−1) t
2(1−α)
1 α ∈ (1,∞)
.
Proof. Elementary integration gives the three different cases:
∫ t2
t1
t1−2αdt =

1
2(1−α)
(
t
2(1−α)
2 − t2(1−α)1
)
α ∈ (12 , 1)
ln t2t1 α = 1
1
2(α−1)
(
t
2(1−α)
1 − t2(1−α)2
)
α ∈ (1,∞)
.
By definition, for any (Y1, Y2) ∈W ′, we have that t2 > t1+R5/2, whereas t1 = Y1Y2∨(Y1+Y2) ≤
R4, for n sufficiently large. Thus, t2/t1 →∞ as n→∞. These facts imply that if α ∈ (1/2, 1),
then for some δ ∈ (0,∞)
t
2(1−α)
2 − t2(1−α)1
4α(1−α)<1
> (1 + δ)4α(1− α)t2(1−α)2 ,
whereas if α = 1, then
ln
t2
t1
= ln t2
(
1− ln t1
ln t2
)
> ln t2
(
1− lnR
4
lnR5
)
=
1
5
ln t2.
Finally if α ∈ (1,∞), then t2(1−α)1 − t2(1−α)2 > 12 t
2(1−α)
1 . The lemma follows.
For (Y1, Y2) ∈W ′ and n sufficiently large we have Y12∨1+ε · (Y1 +Y2) ≤ R4. In this domain
the definition of s gives
eh/2(Y1 − Y2)− Y12 ∨ 1−ε · (Y1 + Y2) ≥ R5 −R4 > R5/2. (4.15)
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4.3.3 Three regimes for integral L′2
4.3.3 (a) The integral L′2, α ∈ (1/2, 1). Recalling the definitions of t1 and t2 and appealing to
Lemma 4.2, we deduce the following lower bound∫ t2
t1
(
exp
(
κt1−2α − η(Y2)
)− 1) dt ≥ ∫ t2
t1
(
κt1−2α − η(Y2)
)
dt
≥ 2α(1 + δ)κeh(1−α)(Y1 − Y2)2(1−α) − γ(Y1 − Y2)Y2eh(1−α).
Recall from (3.18) that κ := 1−ε · γ4α((Y1 + Y2)2α − (Y1 − Y2)2α). For any ε > 0 sufficiently
small (in terms of δ), we have 1−ε · (1 + δ) > 1 + δ/2. Therefore,
2α(1 +
δ
2
)κ(Y1 − Y2)2(1−α) − γ(Y1 − Y2)Y2
≥ γ(Y1 − Y2)
(
1 + δ/2
2
((
Y1 + Y2
Y1 − Y2
)2α
(Y1 − Y2)− (Y1 − Y2)
)
− Y2
)
≥ γ(Y1 − Y2)
(
1 + δ/2
2
((
Y1 + Y2
Y1 − Y2
)
(Y1 − Y2)− (Y1 − Y2)
)
− Y2
)
= γ(Y1 − Y2)
(
1 + δ/2
2
(Y1 + Y2 − (Y1 − Y2))− Y2
)
= γ(Y1 − Y2)
(
2(1 + δ/2)
2
Y2 − Y2
)
=
γδ
2
(Y1 − Y2)Y2
:= Q1(Y1, Y2) > 0.
(4.16)
We then deduce that
J2
eh(1−α) exp (−γ(Y1 + Y2))
≥ Q1(Y1, Y2). (4.17)
Recall that h = R− y(p1)− C + 2 ln 1−ε. This implies that
eh(1−α) = eR(1−α)e−(y(p1)+C−2 ln 1−ε)(1−α) Y1=e
y(p1)/2
= Ω(1) · eR(1−α) · Y −2(1−α)1 .
The above bounds imply that
L′2 = Ω(1) · eR(1−α)
∫
W ′
exp (−γ(Y1 + Y2))Q1(Y1, Y2)Y
2(1−α)
1
Y −2α+11
1
Y 2α+12
dY2dY1.
Thus, for α ∈ (1/2, 1) we have
L2 ≥ L′2 = Ω
(
eR(1−α)
)
. (4.18)
4.3.3 (b) The integral L′2, α = 1. Note first that
κ = 1−ε · γ
4α
((Y1 + Y2)
2α − (Y1 − Y2)2α) = γ
4
((Y1 + Y2)
2 − (Y1 − Y2)2)
= 1−ε · γY1Y2.
(4.19)
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In this case, the integral in (4.14) is bounded below as follows:∫ t2
t1
(e
κ
t
−η(Y2) − 1)dt
≥
∫ t2
t1
(
κ
t
− η(Y2))dt
≥ κ
5
ln
(
e
h
2 (Y1 − Y2)
)
− γY2e−h2
∫ eh2 (Y1−Y2)
0
dt
=
κ
5
ln
(
e
h
2 (Y1 − Y2)
)
− γY2(Y1 − Y2)
= κ
h
10
+
κ
5
ln (Y1 − Y2)− γY2(Y1 − Y2)
≥ 1−ε · γ
10
Y1Y2
h
2
+ 1−ε · γ
5
Y1Y2 ln (Y1 − Y2)− γY1Y2
= 1−ε · γY1Y2
(
h
2
+ ln (Y1 − Y2)− 1
)
,
where the last inequality uses (4.19) and Y1 ≥ Y2. In particular, if we let (Y1, Y2) ∈ W ′′ :=
{(Y1, Y2) ∈W ′ : Y1 − Y2 > e}, then∫ t2
t1
(e
κ
t
−η(Y2) − 1)dt ≥ γY1Y2h
2
.
Also, recall that h := R−y(p1)−C+2 ln 1−ε. Since y(p1) < H, it follows that for n sufficiently
large we have h > R/2. Combining this observation with the above lower bound, (4.14) yields
J2 ≥ h
2
e−γ(Y1+Y2)
γ
2
Y1Y2 ≥ Rγ
8
e−γ(Y1+Y2)Y1Y2.
Therefore
L′2 =
∫
W ′
J2
1
Y 2α+11
1
Y 2α+12
dY2dY1 ≥
∫
W ′′
J2
1
Y 2α+11
1
Y 2α+12
dY2dY1
≥ Rγ
8
∫ R2
e
∫ Y1−e
1
e−γ(Y1+Y2)Y1Y2
1
Y 2α+11
1
Y 2α+12
dY2dY1
= Ω (R) .
4.3.3 (c) The integral L′2, α ∈ (1,∞). Recall by (4.15) that for any (Y1, Y2) ∈W ′, we have
eh/2(Y1 − Y2) > Y12 ∨ 1−ε · (Y1 + Y2) +Rs,
for some s = s(α) ≥ 5. Since Y12 ∨ 1−ε · (Y1 + Y2) ≤ R4 when n is sufficiently large, it turns
out that
eh/2(Y1 − Y2) > 2(Y12 ∨ 1−ε · (Y1 + Y2)).
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Using the third case in Lemma 4.2, the integral in (4.14) is bounded from below as follows:∫ t2
t1
(
exp
(
κt1−2α − η(Y2)
)− 1) dt ≥ ∫ t2
t1
(
κt1−2α − η(Y2)
)
dt
≥ κ
4(α− 1)(Y12 ∨ (Y1 + Y2))
2(1−α) − γ(Y1 − Y2)Y2eh(1−α)
≥ κ
4(α− 1)(Y12 ∨ (Y1 + Y2))
2(1−α) − γR4eh(1−α)
=
κ
4(α− 1)(Y12 ∨ (Y1 + Y2))
2(1−α) − o(1).
Hence,
L′2 =
∫
W ′
J2
1
Y 2α+11
1
Y 2α+12
dY2dY1
≥ 1
4(α− 1)
∫
W ′
κ [(Y12 ∨ (1−ε · (Y1 + Y2))]2(1−α) e−γ(Y1+Y2) 1
Y 2α+11
1
Y 2α+12
dY2dY1
− o(1)
∫
W ′
e−γ(Y1+Y2)
1
Y 2α+11
1
Y 2α+12
dY2dY1
= Ω(1).
4.4 Proof of variance asymptotics for Siso(Pα,n)
We have now estimated the two summands that bound the main term of Var[S˜isoH (P˜α ∩ D)]
from below. Our findings are summarised as follows:
|L1| = Θ(1), and L2 =

Ω
(
eR(1−α)
)
α ∈ (12 , 1)
Ω (R) α = 1
Ω (1) α ∈ (1,∞)
. (4.20)
By (4.10) we have V1 = Ω (In(L1 + L2)) , and 2In = pie
R/2 = Θ(n). Therefore,
V1 =

Ω
(
n1+2(1−α)
)
α ∈ (12 , 1)
Ω (nR) α = 1
Ω (n) α ∈ (1,∞)
.
As Var[S˜isoH (P˜α ∩D)] ≥ V1, we finally deduce that
Var[S˜isoH (P˜α ∩D)] =

Ω
(
n3−2α
)
α ∈ (12 , 1)
Ω (nR) α = 1
Ω (n) α ∈ (1,∞)
. (4.21)
Combining (4.9) and (4.21), and recalling Corollary 2.7, we thus establish the variance
asymptotics for Siso(Pα,n) and complete the proof of (1.4).
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5 Proof of Theorem 1.2
5.1 Proof of expectation asymptotics for Sext(Pα,n)
By Lemmas 2.5 and 2.6 it suffices to compute limn→∞ n−1E[S˜extH (P˜α ∩ D)]. Given a point
p ∈ D([0, H]) we have
µα(B(p) ∩D([0, y(p)])) ≤ µα(B+(p) ∩D([0, y(p)]))
= 2 · 1+ε · β
∫ y(p)
0
e
y(p)
2
+ y
2 e−αydy
= 2 · 1+ε · 2β
2α− 1e
y(p)
2 (1− e( 12−α)y(p)).
Similarly, we have the lower bound
µα(B(p) ∩D([0, y(p)])) ≥ µα(B−(p) ∩D([0, y(p)]))
= 2 · 1−ε · 2β
2α− 1e
y(p)
2 (1− e( 12−α)y(p)).
Taking again ε = O(e−5 logR), and γ = 4β/(2α − 1), we then deduce that uniformly over all
p ∈ D([0, H])
µα(B(p) ∩D([0, y(p)])) = γ · e
y(p)
2 (1− e( 12−α)y(p)) + o(1).
Therefore,
E[ξ˜ext(p, P˜α,D ∪ {p})] ∼ exp
(
−γe y(p)2 (1− e( 12−α)y(p))
)
. (5.1)
uniformly over all p ∈ D([0, H]). Hence, the Campbell-Mecke formula (4.1) yields
E[S˜ext(P˜α,D,H)] = β
∫ In
−In
∫ H
0
E[ξ˜ext((x, y), P˜α,D ∪ {(x, y)})]e−αydxdy
∼ β · 2In
∫ H
0
e−γe
y/2(1−e( 12−α)y)e−αydy
∼ β · pieR/2
∫ ∞
0
e−γe
y/2(1−e( 12−α)y)e−αydy
= 2αn
∫ ∞
0
e−γe
y/2(1−e( 12−α)y)e−αydy = nµ.
(5.2)
as desired.
5.2 Proof of variance asymptotics for Sext(Pα,n)
We first require several auxiliary lemmas. For all r > 0 and p := (x(p), y(p)) ∈ R× R+ we let
B(p, r) denote the closed Euclidean ball of radius r centered at p.
Definition (2.12) implies that for y(p) ∈ [0, H] we have
D(p) = {p′ : y(p′) ≤ y(p), |x(p′)− x(p)|Φ < (1 + λn(p′, p))e 12 (y+y(p))−R/2}.
We set sn := sn(p) := 1 + λn(p
′, p), where λn(p′, p) = o(1).
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Put p0 := (0, y0). We let d0 be the Euclidean distance between p0 and the point in (P˜α ∩
D) ∩D(p0) which is closest to p0. Now we put
Rξ := Rξ(p0, (P˜α ∩D)) :=
{
d0 (P˜α ∩D) ∩D(p0) 6= {p0}
sne
y(p) (P˜α ∩D) ∩D(p0) = {p0}
.
Notice that
ξ˜ext(p0, P˜α ∩D) = ξ˜ext
(
p0, (P˜α ∩D) ∩B(p0, Rξ)
)
,
that is to say that Rξ is a radius of stabilization for ξ := ξ˜ext.
Clearly, for t ∈ [sney0 ,∞), we have P(Rξ(p0, P˜α ∩ D) > t) = 0. We seek to control
P(Rξ(p0, P˜α ∩D) > t), t ∈ [0, sney0 ], as a function of both t and the height parameter y0. Put
c0 :=
√
3β(1 − e−8α)/α and set φ(t) := min{αt/4, c0
√
t} for t ∈ (0,∞). We assert there is a
constant c1 such that for y0 ∈ [0, H] we have
P(Rξ(p0, P˜α ∩D) ≥ t) ≤ c1 exp
(αy0
2
)
exp(−φ(t)), t ∈ [0,∞). (5.3)
We first compute lower bounds on the µα probability content of the regions
Rt(p0) := B(p0, t) ∩D(p0), t ∈ [2y0, e
y0
2 ].
Lemma 5.1. Let y0 ∈ [8, H]. For all n large we have
µα(Rt(p0)) ≥ ct, t ∈ [2y0, e
y0
2 ].
Proof. Notice that B(p0, t) meets the positive x-axis at the point
√
t2 − y20 ≥
√
3t/2 when
t ≥ 2y0. In other words, we have Rt(p0) ⊃ [−
√
3t/2,
√
3t/2]× [0, y0]. Consequently, we have
µα(Rt(p0)) ≥
√
3tβ
∫ y0
0
e−αy
′
dy′.
It follows easily that
µα(Rt(p0)) ≥
√
3βt
(
1− e−αy0) ≥ ct.
Lemma 5.2. Let y0 ∈ [8, H]. For all n large we have
µα(Rt(p0)) ≥ c
√
t, t ∈ [e y02 , sney0 ].
Proof. Since y0 exceeds 8, we have e
y0/2 ≥ 2y0. As in the previous lemma it follows that
Rt(p0) ⊃
[
−
√
3e
y0
2
2
,
√
3e
y0
2
2
]
× [0, y0].
Hence
µα(Rt(p0)) ≥
∫ y0
0
√
3e
y0
2 βe−αy
′
dy′.
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Hence, µα(Rt(p0)) ≥ c0
√
t, as desired.
If y0 ∈ (0, 8) then Rξ(p0, P˜α∩D) ≤ e8. Lemma 5.1 and Lemma 5.2 show that for y0 ∈ [8, H]
P(Rξ(p0, P˜α ∩D) ≥ t) ≤ exp(−c0
√
t), t ∈ [2y0, sney0 ].
For t ∈ [0, 2y0] we have the trivial bound
P(Rξ(p0, P˜α ∩D) ≥ t) ≤ exp
(αy0
2
)
exp
(
−αt
4
)
.
Put φ(t) := min{αt/4, c0
√
t} for t ∈ (0,∞). Summarizing the above we have shown for
y0 ∈ [8, H] that
P(Rξ(p0, P˜α ∩D) ≥ t) ≤ exp
(αy0
2
)
exp(−φ(t)), t ∈ [0,∞). (5.4)
Recall that the left-hand side of (5.5) vanishes for t in the range t ∈ [sney0 ,∞).If y0 ∈ [0, 8],
then Rξ ≤ e8 and so for c large enough we have
P(Rξ(p0, P˜α ∩D) ≥ t) ≤ c exp
(αy0
2
)
exp(−φ(t)), t ∈ [0,∞). (5.5)
Thus we have shown (5.3) as desired.
Recall that 2In = pie
R/2. Since (P˜α ∩ D) is stationary with respect to the spatial x-
coordinate it follows that for all (x(p), y(p)) ∈ [−In, In]× [0, H], we have
P(Rξ((x(p), y(p)), P˜α ∩D) ≥ t) ≤ c exp
(
αy(p)
2
)
exp(−φ(t)), t ∈ [0,∞). (5.6)
Given the probability bound (5.6), we now find asymptotics for n−1VarS˜extH (P˜α ∩ D). In
the remainder of this section we continue to abbreviate ξ˜ext by ξ. In the next lemma, we will
bound the covariance of ξ with respect to (x1, y1), (x2, y2) ∈ R× [0, R]:
cξ((x1, y1), (x2, y2)) =
E
[
ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)}) · ξ((x2, y2), (P˜α ∩D) ∪ {(x1, y1), (x2, y2})
]
− E
[
ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1)})
]
· E
[
ξ((x2, y2), (P˜α ∩D) ∪ {(x2, y2)})
]
.
Lemma 5.3. There is a constant c ∈ (0,∞) such that for all (x1, y1), (x2, y2) ∈ [−In, In] ×
[0, H], we have
cξ((x1, y1), (x2, y2)) ≤ c
(
exp
(αy1
2
)
+ exp
(αy2
2
))
exp
(
−φ
( |x1 − x2|
2
))
. (5.7)
Proof. Write M := max{Rξ((x1, y1), P˜α ∩D), Rξ((x2, y2), P˜α ∩D)}. Since ξ is bounded by 1,
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we note that
E
[
ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)}) · ξ((x2, y2), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)})
]
differs from
E
[
ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)}) · ξ((x2, y2), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)}) ×
1
(
M ≤ |x1 − x2|
2
)]
(5.8)
by at most P(M ≥ |x1 − x2|/2). Likewise
E[ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1)})]E[ξ((x2, y2), (P˜α ∩D) ∪ {(x2, y2)})]
differs from
E
[
ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1)}) · 1
(
M ≤ |x1 − x2|
2
)]
×
E
[
ξ((x2, y2), (P˜α ∩D) ∪ {(x2, y2)}) · 1
(
M ≤ |x1 − x2|
2
)]
(5.9)
by at most 2P(M ≥ |x1− x2|/2). Moreover, the definition of M and Lemma 1.2 of the supple-
ment of [6] yield the independence of ξ((x1, y1), P˜α ∩D) · 1
(
M ≤ |x1−x2|2
)
and ξ((x2, y2), P˜α ∩
D) · 1
(
M ≤ |x1−x2|2
)
. Thus the expression (5.8) coincides with (5.9). Therefore,
cξ((x1, y1), (x2, y2)) ≤ cP
(
M ≥ |x1 − x2|
2
)
.
The bound (5.3) completes the proof.
Recall that P˜α is the Poisson point process on R× [0,∞) with intensity measure µα as at
(2.19). Next, define cξ((x1, y1), (x2, y2); P˜α) analogously as in the definition of cξ((x1, y1), (x2, y2); P˜α∩
D). Note that (P˜α∩D) D−→ P˜α as n→∞. The next lemma follows from stabilization methods;
see for example [4], [21].
Lemma 5.4. We have
lim
n→∞ c
ξ((x1, y1), (x2, y2); P˜α ∩D) = cξ((x1, y1), (x2, y2); P˜α). (5.10)
Now we may finally prove the asserted variance asymptotics at (1.6). Put
σ2 = 2α
∫ ∞
0
E[ξ((0, y1), P˜α)]e−αy1dy1
+ 2αβ
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
cξ((0, y1), (z, y2); P˜α)e−αy2dy2dze−αy1dy1.
(5.11)
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By (2.23), it is enough to show that
lim
n→∞
Var[S˜extH (P˜α ∩D)]
n
= σ2. (5.12)
Proof of (1.6). We have by (4.2)
n−1Var[S˜extH (P˜α ∩D)] = n−1β
∫ In
−In
∫ H
0
E[ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1)})2]e−αy1dy1dx1+
+ n−1β2
∫ In
−In
∫ H
0
∫ In
−In
∫ H
0
cξ((x1, y1), (x2, y2))e
−αy2dy2dx2e−αy1dy1dx1. (5.13)
The first integral in (5.13) reduces to β
∫ H
0 E[(ξ((0, y1), P˜α ∩ D)2]e−αy1dy1 by translation
invariance of ξ in the spatial x coordinate. The stabilization of ξ shows for all y1 that
lim
n→∞E[ξ((0, y1), P˜α ∩D)] = E[ξ((0, y1), P˜α)].
By the dominated convergence theorem and using 2Inβ/n = 2α and ξ
2 = ξ, we obtain
lim
n→∞n
−1β
∫ In
−In
∫ H
0
E[ξ((x1, y1), P˜α ∩D)2]e−αy1dy1dx1
= 2α
∫ ∞
0
E[ξ((0, y1), P˜α)]e−αy1dy1. (5.14)
Now we turn to the second integral in (5.13). By translation invariance in the spatial coordinate
we have
n−1β2
∫ In
−In
∫ H
0
∫ In
−In
∫ H
0
cξ((x1, y1), (x2, y2); P˜α ∩D)e−αy2dy2dx2e−αy1dy1dx1
= n−1β2
∫ In
−In
∫ H
0
∫ In
−In
∫ H
0
cξ((0, y1), (x2 − x1, y2); P˜α ∩D)e−αy2dy2dx2e−αy1dy1dx1
= n−1β2
∫ In
−In
∫ H
0
∫ In−x1
−In−x1
∫ H
0
cξ((0, y1), (z, y2); P˜α ∩D)e−αy2dy2dze−αy1dy1dx1.
Let v := βx1/αn, dv := β/(αn)dx1. Then since In = αn/β the above becomes
= αβ
∫ 1
−1
∫ H
0
∫ In(1−v)
−In(1−v)
∫ H
0
cξ((0, y1), (z, y2); P˜α ∩D)e−αy2dy2dze−αy1dy1dv.
For every v ∈ [−1, 1] we have by (5.7) that cξ((0, y1), (z, y2); P˜α ∩D)e−αy2e−αy1 is dominated
by an integrable function of (y1, y2, z). It follows by the dominated convergence theorem that
for every v ∈ [−1, 1] we have
lim
n→∞
∫ H
0
∫ In(1−v)
−In(1−v)
∫ H
0
cξ((0, y1), (z, y2); P˜α ∩D)e−αy2dy2dze−αy1dy1
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(5.10)
=
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
cξ((0, y1), (z, y2); P˜α)e−αy2dy2dze−αy1dy1.
The second integral in (5.13) thus converges to
2αβ
∫ ∞
0
∫ ∞
−∞
∫ ∞
0
cξ((0, y1), (z, y2); P˜α)e−αy2dy2dze−αy1dy1. (5.15)
Notice that σ2 is the sum of (5.14) and (5.15). This completes the proof of Theorem 1.2.
6 Proof of Theorem 1.3
To prove (1.7) and (1.8), we first assert that it suffices to prove central limit theorems for the
random variables S˜extH (P˜α ∩ D) and S˜isoH (P˜α ∩ D), defined at (2.20) and (2.21), respectively.
We prove this assertion for S˜n := S˜
iso
H (P˜α ∩D) as the proof for S˜extH (P˜α ∩D) is identical.
Set Sn to be S
iso(Pα,n) := S˜iso(P˜α,n). Recall that Sn is determined by the Poisson process
P˜α,n on D defined at (2.14) whereas S˜n is determined by P˜α ∩D defined at (2.19). By Lemma
2.2, the intensities of these two processes differ by n = O(n
−2α). We can couple these two
processes using a sprinkling argument. Let Pˆ be the Poisson process on D with intensity equal
to λ(x, y) := min{βe−αy, βe−αy + n} at (x, y) ∈ D - in other words the minimum of the
intensities of P˜α ∩D and P˜α,n. Now, we define two other independent processes on D: Pˆ1 of
intensity βe−αy − λ(x, y) at (x, y) and Pˆ2 of intensity βe−αy + n − λ(x, y) at (x, y). Now, the
union of Pˆ and Pˆ1 is distributed as P˜α ∩D, whereas the union of Pˆ and Pˆ2 is distributed as
P˜α,n. We will use the symbols P˜α ∩D and P˜α,n to denote the copies of these processes in the
coupling space. For each n, we may define the nth coupling space to be the product of the
spaces on which Pˆ, Pˆ1, and Pˆ2 are all defined. Let P̂n denote the product probability measure
on the coupling space.
So for any α ∈ (1/2,∞)
P̂n
(
P˜α,n 6= (P˜α ∩D)
)
= P̂n
(
Pˆ1 ∪ Pˆ2 6= ∅
)
= O(1) ·R · n1−2α = o(1).
This implies that on the coupling space we have P˜α,n = P˜α∩D with probability→ 1 as n→∞.
Also, the coupling will allow us to assume that the random variables Sn and S˜n are defined on
the same probability space.
Furthermore, by Lemmas 2.5 and 2.6 we have
|ESn − ES˜n| = o(1) and
∣∣∣VarSn −VarS˜n∣∣∣ = o(n).
In particular, the former implies that P(Sn 6= S˜n) = o(1). Henceforth, if Xn, n ≥ 1, is a
sequence of random variables with Xn defined on the nth coupling space, then by Xn
P̂n−→ 0 we
mean that for all  > 0 we have P̂n(|Xn| ≥ )→ 0 as n→∞.
Thus we have |Sn − ESn − (S˜n − ES˜n)| P̂n−→ 0 as n→∞, whence∣∣∣∣∣Sn − ESn√VarSn − S˜n − ES˜n√VarSn
∣∣∣∣∣ P̂n−→ 0.
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as well. If Xn, n ≥ 1, and Yn, n ≥ 1, are sequences of random variables with |Xn − Yn| P̂n−→ 0,
if supn E|Yn| < ∞, and if αn, n ≥ 1, is a sequence of scalars with limn→∞ αn = 1, then
|Xn − αnYn| P̂n−→ 0. Since limn→∞
√
VarSn/
√
VarS˜n = 1 it follows that as n→∞ we have∣∣∣∣∣Sn − ESn√VarSn − S˜n − ES˜n√VarS˜n
∣∣∣∣∣ P̂n−→ 0.
Thus the asymptotic normality for (S˜n − ES˜n)/
√
VarS˜n implies the asymptotic normality of
(Sn − ESn)/
√
VarSn, i.e., we have as n→∞
P
(
Sn − ESn√
VarSn
≤ x
)
→ Φ(x) := 1√
2pi
∫ x
−∞
e−x
2/2dx.
In the following sub-sections, we will show that S˜isoH (P˜α ∩ D) and S˜extH (P˜α ∩ D) satisfy a
central limit theorem, the former for all α ∈ (1,∞) and the latter for all α ∈ (1/2,∞). These
imply (1.7) and (1.8). On the other hand, in the final sub-section, we show that S˜isoH (P˜α∩D)
does not satisfy a central limit theorem for α ∈ (1/2, 1). The above argument implies that
Siso(Pα,n) also does not satisfy a central limit theorem in the same range of α.
6.1 The central limit theorem for S˜extH (P˜α ∩D)
Consider the ball B(p2) centered at a point p2 ∈ D([0, H]). We compute the maximum x-
distance between p2 and a generic point p in the intersection of B(p2) ∩D([0, H]). This tells
us the maximum x-distance xmax := x
ext
max of the set given by the intersection of B(p2) with
D([0, H]). Since both p2 and p have heights at most H = 4 logR, the inclusion B(p2) ⊆ B+(p2)
at (2.15) implies that
xmax = O(1) ·R4.
We define a dependency graph Gn := G
ext
n := (Vn, En) as follows. Firstly, we partition
the interval (−In, In] into Θ(n/R) consecutive intervals of equal length, which we enumerate
J1, . . . , J[2In/R]. For each i = 1, . . . , [2In/R], we set Ci := Ji×[0, R]. The collection of rectangles
{Ci}i=1,...,[2In/R] partitions D. The vertex set Vn consists of the rectangles C1, ..., C[2In/R]. We
put an edge (Ci, Cj) between any two rectangles whenever Ci and Cj are separated by a
rectangle having x-distance at most 2xmax. Let En be the collection of all such edges. Put for
all i = 1, ..., [2In/R]
Zi := Z
ext
Ci :=
∑
p∈P˜α,D,H∩Ci
ξ˜ext(p, P˜α,D).
By the definition of xmax, if C1 and C2 are disjoint collections of rectangles in Vn such that no
edge in En has one endpoint in C1 and the other endpoint in C2, then the random variables
{ZCi , Ci ∈ C1} and {ZCi , Ci ∈ C2} are independent. Note that a rectangle C having x-side
equal to xmax will have non-empty intersection with at most
xmax
2In/[2In/R]
= O(1) ·R3. (6.1)
rectangles from the collection C1, ..., C[2In/R].
39
Thus Gextn := (Vn, En) is a dependency graph for Zi, i = 1, ..., [2In/R]. Now note that
S˜extH (P˜α ∩D) :=
[2In/R]∑
i=1
Zexti .
Now note that
E|C1 ∩ (P˜α ∩D)| = β · 2In · [2In
R
]−1
∫ R
0
e−αydy = O(1) ·R. (6.2)
Standard tail estimates for Poisson random variables give P
(
|C1 ∩ (P˜α ∩D)| > R2
)
≤ e−R2 ,
for n sufficiently large. So
lim
n→∞P(card((P˜α ∩D) ∩ Ci) ≤ R
2, 1 ≤ i ≤ [2In
R
]) = 1−O
( n
R
· e−R2/2
)
= 1− o(n−15). (6.3)
Define
An := {card((P˜α ∩D) ∩ Ci) ≤ R2 for all 1 ≤ i ≤ [2In
R
]}.
The maximal degree Dn of the dependency graph G
ext
n satisfies Dn = O(R
3). We also set
Bn := max1≤i≤[2In/R] Z
ext
Ci
≤ 2R, Vn := card(Vn) = [2In/R]. Set σ2n := Var[S˜extH (P˜α ∩D)|An].
Ho¨lder’s inequality gives
Var[S˜extH (P˜α ∩D)1(Acn)] ≤ E[(S˜extH ((P˜α ∩D)))21(Acn)]
≤ (E[|S˜extH (P˜α ∩D)|3])2/3P(Acn)1/3
≤ n2 · n−5 = n−3
and
E[S˜extH (P˜α ∩D)1(Acn)] ≤ (E[|S˜extH (P˜α ∩D)|2]1/2P(Acn)1/2 ≤ n · n−15/2 = o(1).
We thus conclude that
|Var[S˜extH (P˜α ∩D)]−Var[S˜extH (P˜α ∩D)|An]| = o(1) (6.4)
and ∣∣∣E[S˜extH (P˜α ∩D)]− E[S˜extH ((P˜α ∩D))|An]∣∣∣ = o(1). (6.5)
We have shown that Var[S˜extH (P˜α ∩D)] = Θ(n) and thus also Var[S˜extH (P˜α ∩D)|An] = σ2n =
Θ(n). The Baldi-Rinott central limit theorem for dependency graphs [3] gives
sup
x
∣∣∣∣∣∣P
 S˜extH (P˜α ∩D)− E[S˜extH (P˜α ∩D)|An]√
Var[S˜extH (P˜α ∩D)|An]
≤ x |An
− Φ(x)
∣∣∣∣∣∣ (6.6)
≤ 32(1 +
√
6)
(
D2nB
3
nVn
σ3n
)1/2
.
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Since σn = Θ(n
1/2), we have D2nB
3
nVn/σ
3
n = o(1). This shows a central limit theorem for
S˜extH (P˜α ∩D) conditional on An.
To deduce a central limit theorem for S˜extH (P˜α ∩D), we write
P
 S˜extH (P˜α ∩D)− E[S˜ext(P˜α ∩D)]√
Var[S˜extH (P˜α ∩D)]
≤ x

= P
 S˜extH (P˜α ∩D)− E
[
S˜extH (P˜α ∩D)
]
√
Var[S˜extH (P˜α ∩D)]
≤ x|An
+ o(1)
(6.4)
= P
 S˜extH (P˜α ∩D)− E
[
S˜extH (P˜α ∩D)|An
]
√
Var[S˜extH (P˜α ∩D)|An]
≤ x+ o(1)|An
+ o(1).
Since S˜extH (P˜α ∩D) conditional on An satisfies a central limit theorem by (6.6), the probability
on the right-hand side converges to Φ(x).
6.2 The central limit theorem for S˜isoH (P˜α ∩D): the regime α ∈ (1,∞)
The above approach turns out to be not strong enough for showing the asymptotic normality
for the number of isolated vertices. For a certain range of α a dependency graph defined as
above has high maximum degree making the bounds (6.6) of little use. We will instead prove a
central limit theorem for S˜isoH (P˜α ∩D) using a Poincare´-type inequality for Poisson functionals
due to Last, Peccati and Schulte [18].
Let P denote a Poisson point process on a space S having intensity measure λ. Let F
denote a functional on locally finite point sets in S. Recall that for a point p ∈ S we defined
the first order linear operator ∇pF := F (P ∪ {p}) − F (P). Here, we will also use the second
order operator ∇2p1,p2F := F (P ∪{p1, p2})−F (P ∪{p1})−F (P ∪{p2})+F (P). The functional
F belongs to the domain of ∇ if
E[F (P)2] <∞ and E
∫
S
(∇pF (P))2λ(dp) <∞.
The theorem of Last, Peccati and Schulte [18] uses these differential operators to approximate
the normalised version of F by the standard normal N . For two real-valued random variables
X and Y , let dW (X,Y ) denote the Wasserstein distance between the measures on R induced
by X and Y .
Theorem 6.1. Let F be a functional defined on locally finite collections of points in S. Assume
F belongs to the domain of ∇ and satisfies EF = 0 and VarF = 1. If N is a standard normally
distributed random variable, then
dW (F,N) ≤ γ1 + γ2 + γ3,
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where
γ1 := 4
[∫
S3
(
E
[
(∇p2F )2(∇p3F )2
])1/2 (E [ (∇2p1,p2F )2(∇2p1,p3F )2 ])1/2 λ3(d(p1, p2, p3))]1/2 ,
γ2 :=
[∫
S3
E
[
(∇2p1,p3F )2(∇2p2,p3F )2
]
λ3(d(p1, p2, p3))
]1/2
,
γ3 :=
∫
S
E|∇pF |3λ(dp).
We will apply Theorem 6.1 on the conditional space of the event
En := {card((P˜α ∩D) ∩D([R/2, R])) = 0}. (6.7)
A calculation similar to the one in (6.2) shows that for any α ∈ (1,∞) we have P(En) =
1−O(n1−α).
We shall apply Theorem 6.1 setting λ to be µα and letting
S := D([0, R/2]), P := P˜α ∩D and F := S˜
iso
H (P˜α ∩D)− E[S˜isoH (P˜α ∩D)|En]√
Var[S˜iso(P˜α,D,H)|En]
.
These ensure that on En, one has E[F |En] = 0 and Var[F |En] = 1. We will verify that F is on
the domain of ∇ later on, using the estimate on γ3. We will only check the second condition;
the requirement that EF (P˜α ∩D)2 <∞ follows from our bounds on Var[S˜isoH (P˜α ∩D)].
Set σ2n := Var[S˜
iso
H (P˜α∩D)] and σ′2n := Var[S˜isoH (P˜α∩D)|En]. The proof of the next lemma
is postponed until the next subsection.
Lemma 6.2. For any α ∈ (1,∞), we have
lim
n→∞
σ2n
σ′2n
= 1 and lim
n→∞
E[S˜isoH (P˜α ∩D)]− E[S˜isoH (P˜α ∩D)|En]
σ′n
= 0.
To apply Theorem 6.1 we shall bound |∇pF | by at most the number of points of (P˜α ∩
D) ∪ {p} which are inside the hyperbolic ball around p having height at most H. By the
inclusion-exclusion principle, the second order operator ∇p1,p2F is proportional to the number
of isolated points of P˜α ∩ D which are contained in the intersection of the hyperbolic balls
around p1 and p2 and having height at most H. Thus
|∇pF | ≤ 1
σ′n
·
(
|(P˜α ∩D) ∩B(p) ∩D([0, H])|+ 1
)
and
|∇p1,p2F | ≤
1
σ′n
· |(P˜α ∩D) ∩ (B(p1) ∩B(p2)) ∩D([0, H])|.
(6.8)
Given A ⊂ D([0, H]), we have that card(P˜α ∩D ∩A) is a Poisson-distributed random variable
with parameter equal to the intensity measure of A. The next lemma, a consequence of Lemma
4.1, bounds these intensity measures for the sets A appearing in (6.8).
Lemma 6.3. There exists a constant η > 0 depending on α and ν such that for all p ∈ D we
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have
µα(B(p) ∩D([0, H])) ≤ η · e
y(p)
2 ,
where y(p) denotes the defect radius of p inside DR. Hence,
µα((B(p1) ∩B(p2)) ∩D([0, H])) ≤ η · e 12 (y(p1)∧y(p2)).
Set λ(p) := η · ey(p)/2. Thus, |∇pF | is stochastically dominated from above by a random
variable X(p) + 1, where X(p) distributed as Po(λ(p)). Analogously, |∇p1,p2 | is stochastically
dominated by a Poisson-distributed random variable X(p1, p2) with parameter λ(p1, p2) :=
η · e(y(p1)∧y(p2))/2. We now bound γ3, γ2 and γ1 in this order.
Lemma 6.4. If α ∈ (1,∞), then γ3 = o(1).
Proof. For p ∈ S,
E|∇pF |3 ≤ 1
σ′3n
E[(X(p) + 1)3] = O(1) · 1
σ′3n
· e 3y(p)2 .
We deduce that∫
E|∇pF |3λ(dp) = O (1) 1
σ′3n
·
∫ In
−In
∫ R/2
0
e
3y
2
−αydydx = O (1)
n
σ′3n
·
∫ R/2
0
e
3y
2
−αydy.
Recall that n = νeR/2 and σ′n = Θ(n1/2) by the first part of Lemma 6.2 and (4.21). Therefore
if α ∈ (1, 3/2] then
γ3 = O (R)
n
σ′3n
· n 32−α = O(R) · n1+ 32−α− 32 = O(R) · n1−α = o(1).
If α ∈ (3/2,∞), then γ3 = o(1).
Let us point out that the bound on
∫
E|∇pF |3λ(dp) is also a bound on
∫
E|∇pF |2λ(dp) and
thus F is in the domain of ∇.
Lemma 6.5. If α ∈ (1,∞), then γ2 = o(1).
Proof. The second inequality in (6.8) implies
|∇p1,p2F | ≤
1
σ′n
·min{|P˜α ∩D ∩B(p1) ∩D([0, R/2])|, |P˜α ∩D ∩B(p2) ∩D([0, R/2])|}.
Now, we claim that there exists a constant γ > 0 such that if
|x(p1)− x(p2)|Φ > γeH2
(
e
y(p1)
2 + e
y(p2)
2
)
. (6.9)
then B(p1)∩B(p2)∩D([0, H]) = ∅. Indeed, for any p ∈ D([0, H]) we have B(p)∩D([0, H]) ⊆
B+H(p) where B
+
H(p) is defined at (3.7). Now, Lemma 3.1 implies that there exist some constant
γ > 0 such that B+H(p1)∩B+H(p2) = ∅ if (6.9) holds. This implies that when we integrate with
respect to x(p2) and x(p3), relative distances with respect to p1 greater than this quantity have
no contribution to the integral defining γ2. In other words, p2 (and p3, respectively) contributes
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to this integral only if
|x(p1)− x(p2)|Φ ≤ γeH/2
(
ey(p1)/2 + ey(p2)/2
)
≤ 2γeH/2e(y(p1)∨y(p2))/2.
Therefore, when we integrate over the choices of p1, p2, p3 against the intensity measure
dµ3(p1, p2, p3) (letting xi = x(pi) and yi = y(pi)), we will get (using that e
y1/2 + ey2/2 ≤
2e(y1∨y2)/2)
γ22 ≤ 4γ2 ·
1
σ′4n
∫ In
−In
∫ In
−In
∫ In
−In
∫
[0,R/2]3
E
[
(X(p1, p2)X(p1, p3))
2
]
× 1(|x2 − x1|Φ ≤ 2γeH/2e(y1∨y2)/2)1(|x3 − x1|Φ ≤ 2γeH/2e(y1∨y3)/2)
× e−αy1e−αy2e−αy3dy1dy2dy3dx3dx2dx1.
By the Cauchy-Schwarz inequality we have
E [X(p1, p2)X(p1, p3) ]2 ≤ E
[
(X(p1, p2)
4
]1/2 E [X(p1, p3))4 ]1/2
= O(1) · ey1∧y2 · ey1∧y2 .
(6.10)
Using this inequality and integrating first with respect to x2 and x3 we obtain
γ22 = O(1) · eH ·
1
σ′4n
∫ In
−In
∫
[0,R/2]3
e(y1∨y2)/2 · e(y1∨y3)/2ey1∧y2 · ey1∧y3
× e−αy1e−αy2e−αy3dy1dy2dy3dx1
In=Θ(n)
= O(1) · eH n
σ′4n
∫
[0,R/2]3
e(y1∨y2)/2 · e(y1∨y3)/2ey1∧y2 · ey1∧y3
× e−αy1e−αy2e−αy3dy1dy2dy3.
(6.11)
To bound the triple integral in (6.11) for α ∈ (1,∞), we will split the domain of integration
into four sub-domains:
D1 := {(y1, y2, y3) ∈ [0, R/2]3 : y1 ≤ y2, y3},
D2 := {(y1, y2, y3) ∈ [0, R/2]3 : y2 ≤ y1 ≤ y3},
D3 := {(y1, y2, y3) ∈ [0, R/2]3 : y3 ≤ y1 ≤ y2},
D4 := {(y1, y2, y3) ∈ [0, R/2]3 : y2, y3 ≤ y1}.
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We evaluate the integral in (6.11) on each of these four sub-domains. On D1 we have:∫
D1
e(y1∨y2)/2 · e(y1∨y3)/2ey1∧y2 · ey1∧y3 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D1
ey2/2 · ey3/2 · e2y1 · e−αy1e−αy2e−αy3dy1dy2dy3
≤
∫ R/2
0
e2y1
(∫ ∞
y1
e(
1
2
−α)y2dy2
)(∫ ∞
y1
e(
1
2
−α)y3dy3
)
e−αy1dy1
= O(1) ·
∫ R/2
0
e2y1+(1−2α)y1−αy1dy1
= O(1) ·
∫ R/2
0
e3(1−α)y1dy1 = O(1).
For the second sub-domain D2, we get:∫
D2
e(y1∨y2)/2 · e(y1∨y3)/2ey1∧y2 · ey1∧y3 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D2
ey1/2 · ey3/2 · ey2 · ey1 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D2
e3y1/2+y2+y3/2 · e−αy1e−αy2e−αy3dy1dy2dy3
≤
∫ R/2
0
e3y1/2
(∫ y1
0
ey2(1−α)dy2
)(∫ ∞
y1
e(
1
2
−α)y3dy3
)
· e−αy1dy1
= O(1) ·
∫ R/2
0
e3y1/2+(
1
2
−α)y1−αy1dy1
= O(1) ·
∫ R/2
0
e2(1−α)y1dy1 = O(1).
The third sub-domain D3 gives an identical result due to symmetry.
Finally, for the fourth sub-domain D4 we get:∫
D4
e(y1∨y2)/2 · e(y1∨y3)/2ey1∧y2 · ey1∧y3 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D4
ey1ey2+y3 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫ R/2
0
ey1
(∫ y1
0
e(1−α)y2dy2
)(∫ y1
0
e(1−α)y3dy3
)
e−αy1dy1 = O(1).
Combining the integrals for each of the four sub-domains we obtain∫ R/2
0
∫ R/2
0
∫ R/2
0
e(y1∨y2)/2 ·e(y1∨y3)/2ey1∧y2 ·ey1∧y3 ·e−αy1e−αy2e−αy3dy1dy2dy3 = O(1). (6.12)
Substituting the bound (6.12) into (6.11) we deduce for α ∈ (1,∞) that γ2 ≤ O(1) · eH ·
n1/2/σ′2n = o(1). This completes the proof of Lemma 6.5.
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Lemma 6.6. If α ∈ (1,∞), then γ1 = o(1).
Proof. For γ1 we have:
γ1 = O(1) ·
∫ In
−In
∫ In
−In
∫ In
−In
∫
[0,R/2]3
(
E
[
(∇p2F )2(∇p3F )2
])1/2 (E [ (∇2p1,p2F )2(∇2p1,p3F )2 ])1/2
× e−αy1e−αy2e−αy3dy1dy2dy3dx3dx2dx1
= O(1) ·
∫ In
−In
∫ In
−In
∫ In
−In
∫
[0,R/2]3
(
E
[
(∇p2F )2(∇p3F )2
])1/2 (E [ (∇2p1,p2F )2(∇2p1,p3F )2 ])1/2
× 1(|x2 − x1|Φ ≤ 2γeH/2e(y1∨y2)/2)1(|x3 − x1|Φ ≤ 2γeH/2e(y1∨y3)/2)
× e−αy1e−αy2e−αy3dy1dy2dy3dx3dx2dx1.
By the Cauchy-Schwarz inequality
E
[
(∇p2F )2(∇p3F )2
] ≤ E [ (∇p2F )4 ]1/2 E [ (∇p3F )4 ]1/2
≤ 1
σ′4n
E
[
(X(p2) + 1)
4
]1/2 E [ (X(p3) + 1)4 ]1/2
= O(1) · 1
σ′4n
ey2+y3 ,
where the last equality follows by Lemma 6.3. Therefore,
E
[
(∇p2F )2(∇p3F )2
]1/2
= O(1) · 1
σ′2n
e
1
2
(y2+y3). (6.13)
Using (6.10) and (6.13) and integrating first with respect to x2 and x3, we get
γ21 = O(1) · e2H
1
σ′4n
∫ In
−In
∫
[0,R/2]3
ey2/2+y3/2e(y1∨y2)/2 · e(y1∨y3)/2 · e(y1∧y2)/2 · e(y1∧y3)/2
× e−αy1e−αy2e−αy3dy1dy2dy3dx1
= O(1) · e2H n
σ′4n
∫
[0,R/2]3
ey2/2+y3/2e(y1∨y2)/2 · e(y1∨y3)/2 · e(y1∧y2)/2 · e(y1∧y3)/2
× e−αy1e−αy2e−αy3dy1dy2dy3,
(6.14)
where we use In = Θ(n) in the last equality. We will bound the integral in (6.14) by considering
the four sub-domains we considered for the bound on γ2. We start with D1 on which y1 ≤ y2, y3:∫
D1
ey2/2+y3/2 · e(y1∨y2)/2 · e(y1∨y3)/2e(y1∧y2)/2 · e(y1∧y3)/2 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D1
ey2/2+y3/2ey2/2 · ey3/2 · ey1 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D1
e(1−α)y1e(1−α)y2e(1−α)y3dy2dy3dy1
≤
∫
[0,R/2]3
e(1−α)y1e(1−α)y2e(1−α)y3dy2dy3dy1
α>1
= O(1).
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On D2, where y2 ≤ y1 ≤ y3 we have:∫
D2
ey2/2+y3/2 · e(y1∨y2)/2 · e(y1∨y3)/2e(y1∧y2)/2 · e(y1∧y3)/2 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D2
ey2/2+y3/2 · ey1/2 · ey3/2 · ey2/2 · ey1/2 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D2
e(1−α)y1e(1−α)y2e(1−α)y3dy2dy3dy1
≤
∫
[0,R/2]3
e(1−α)y1e(1−α)y2e(1−α)y3dy2dy3dy1 = O(1).
By symmetry, integration on D3 gives the same upper bound. Finally, on D4 where y2, y3 ≤ y1
we get∫
D4
ey2/2+y3/2 · e(y1∨y2)/2 · e(y1∨y3)/2e(y1∧y2)/2 · e(y1∧y3)/2 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D4
ey2/2+y3/2 · ey1ey2/2+y3/2 · e−αy1e−αy2e−αy3dy1dy2dy3
=
∫
D4
e(1−α)y1e(1−α)y2e(1−α)y3dy2dy3dy1
≤
∫
[0,R/2]3
e(1−α)y1e(1−α)y2e(1−α)y3dy2dy3dy1 = O(1).
Combining these four upper bounds into (6.14) we obtain γ1 = O(1) · eHn1/2/σ′2n = o(1) as
desired, where the last equality follows since σ′n = Θ(n1/2). This completes the proof of Lemma
6.6.
We now establish the central limit theorem at (1.7). Consider the random variable
SˆisoH :=
S˜isoH (P˜α ∩D)− E
[
S˜isoH (P˜α ∩D)|En
]
√
Var[S˜isoH (P˜α ∩D)|En]
on the conditional space En. Theorem 6.1 and Lemmas 6.4- 6.6 yield
dW
(
SˆisoH , N
)
≤ γ1 + γ2 + γ3 = o(1). (6.15)
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Recalling that P(En) = 1−O(n1−α), we have
P
 S˜isoH (P˜α ∩D)− E[S˜isoH (P˜α ∩D)]√
Var[SisoH (P˜α ∩D)]
≤ x

= P
 S˜isoH (P˜α ∩D)− E
[
S˜isoH (P˜α ∩D)
]
√
Var[S˜isoH (P˜α ∩D)]
≤ x|En
+ o(1)
= P
 S˜isoH (P˜α ∩D)− E
[
S˜isoH (P˜α ∩D)|En
]
√
Var[S˜isoH (P˜α ∩D)|En]
≤ x+ o(1)|En
+ o(1),
where the last equality follows by Lemma 6.2. Since the bound (6.15) shows that S˜isoH (P˜α ∩D)
satisfies a central limit theorem on En, the probability on the left-hand side of the above display
converges to Φ(x). Thus the central limit theorem (1.7) holds.
6.3 Proof of Lemma 6.2
For a point process P˜ on D and a point p ∈ D([0, R/2]) ∩ P˜, we define ξˆiso(p, P˜) to be equal
to 1 if and only if B(p) ∩D([0, R/2]) ∩ {P˜ \ {p}} = ∅. In other words, ξˆiso(p, P˜) is equal to 1
precisely when B(p) does not contain any other points of P˜ of height at most R/2. Otherwise
we put ξˆiso(p, P˜) = 0. For such p we have
ξ˜iso(p, P˜) ≤ ξˆiso(p, P˜). (6.16)
We write ξ(p, P˜) instead of ξ˜iso(p, P˜) and we write ξˆ(p, P˜) instead of ξˆiso(p, P˜). With this
definition, we set
ŜisoH (P˜α ∩D) :=
∑
p∈P˜α∩D([0,H])
ξˆ(p, P˜α ∩D).
Observe that ŜisoH (P˜α ∩D) is distributed as S˜isoH (P˜α ∩D) conditional on En.
Thus
Var[S˜isoH (P˜α ∩D)|En] = Var[ŜisoH (P˜α ∩D)].
We will show that
|Var[S˜isoH (P˜α ∩D)]−Var[ŜisoH (P˜α ∩D)]| = o(n). (6.17)
By (4.21) we have Var[S˜isoH (P˜α∩D)] = Ω(n) for α ∈ (1,∞) and thus the first part of Lemma 6.2
will then follow.
With E := {(p1, p2) ∈ D : y(p2) ≤ y(p1) ≤ H}, using (4.2) we write the difference (6.17) as
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follows:
|Var[S˜isoH (P˜α ∩D)]−Var[ŜisoH (P˜α ∩D)]| ≤
2β2 ·
∣∣∣∣∫
E
(cξˆ((x1, y1), (x2, y2))− cξ((x1, y1), (x2, y2)))e−αy1e−αy2dx2dy2dy1dx1
∣∣∣∣
+ E
 ∑
p∈P˜α∩D
(ξˆ(p, P˜)− ξ(p, P˜))
 .
Observe now that B(p)∩D([0, R/2]) ⊆ B+R/2(p) (cf. (3.7)). Furthermore, Lemma 3.1 implies
that if p1, p2 ∈ E, then B+R/2(p1) ∩B+R/2(p2) = ∅, when
|x(p2)− x(p1)| >Φ 2eR/4(ey(p1)/2 + ey(p2)/2).
If this condition holds, we have B(p1) ∩ B(p2) ∩ D([0, R/2]) = ∅, which in turn implies that
cξˆ(p1, p2) = 0. As we did before (see Lemma 3.3), we set Yi = e
y(pi)/2 for i = 1, 2 (we will be
using this notation inside several integrals - there, we will be writing Yi = e
yi/2, for i = 1, 2).
This observation motivates us to split E into two sets:
E1 := {(p1, p2) ∈ E : 0 <Φ |x(p2)− x(p1)| ≤Φ 2eR4 (Y1 + Y2)}
and its complement inside E. In particular, it will suffice to show∣∣∣∣∫
E1
(cξˆ((x1, y1), (x2, y2))− cξ((x1, y1), (x2, y2)))e−αy1e−αy2dx2dy2dy1dx1
∣∣∣∣ = O(n2−α) (6.18)
and ∣∣∣∣∣
∫
E\E1
cξ((x1, y1), (x2, y2))e
−αy1e−αy2dx2dy2dy1dx1
∣∣∣∣∣ = O(n2−α) (6.19)
as on E \ E1 the other covariance vanishes.
Let us first show (6.18). For any p1, p2 ∈ D([0, H]), we write
cξˆ(p1, p2)− cξ(p1, p2)
= E[ξˆ(p1, (P˜α ∩D) ∪ {p1, p2})ξˆ(p2, (P˜α ∩D) ∪ {p1, p2})
− ξ(p1, (P˜α ∩D) ∪ {p1, p2})ξ(p2, (P˜α ∩D) ∪ {p1, p2})]
−
(
E[ξˆ(p1, (P˜α ∩D) ∪ {p1})]E[ξˆ(p2, (P˜α ∩D) ∪ {p2})]
−E[ξ(p1, (P˜α ∩D) ∪ {p1})]E[ξ(p2, (P˜α ∩D) ∪ {p2})]
)
But
ξˆ(p1, (P˜α ∩D) ∪ {p1, p2})ξˆ(p2, (P˜α ∩D) ∪ {p1, p2})
− ξ(p1, (P˜α ∩D) ∪ {p1, p2})ξ(p2, (P˜α ∩D) ∪ {p1, p2})
≤ 1(B(p1) ∩ (P˜α ∩D) ∩D([R/2, R]) 6= ∅) + 1(B(p2) ∩ P˜α ∩D ∩D([R/2, R]) 6= ∅).
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In other words, if the left-hand side is 1, then P˜α ∩ D has a point in B(p1) or in B(p2) that
has height at least R/2. But by (2.15) we have
µ(B(p1) ∩D([R
2
, R])) ≤ µ(B+(p1) ∩D([R
2
, R])).
Recall that B+(p1) is the union of two disjoint sets - so its measure naturally splits into two
terms. The first term is
µ(B+(p1) ∩D([R
2
, R− y(p1)− C])) = O(1) · Y1 ·
∫ R
R/2
ey/2−αydy
= O(1) · Y1 · e( 12−α)R/2
= O(n−(α−
1
2
)) · Y1.
Now, the second term is (using y(p1) ≤ H)
µ(B+(p1) ∩D([R− y(p1)− C,R]))) = O(1) · n
∫ R
R−H
e−αydy
= O(R4α) · n1−2α
= o(n−(α−
1
2
)).
Therefore, since y(p2) ≤ y(p1) we deduce that
µ(B(p2) ∩D([R/2, R])) ≤ µ(B(p1) ∩D([R
2
, R])) = O(n−(α−
1
2
)) · Y1. (6.20)
Using these upper bounds, we obtain:∫
E1
E
[
ξˆ((x1, y1), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)})ξˆ((x2, y2), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)})
−ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)})ξ((x2, y2), (P˜α ∩D) ∪ {(x1, y1), (x2, y2)})
]
×
e−αy1e−αy2dx2dy2dy1dx1
= O(1) · n−(α− 12 )
∫ In
−In
∫ H
0
∫ y1
0
∫ In
−In
1
(
|x2 − x1|Φ < 2eR/4(Y1 + Y2)
)
× Y1e−αy1e−αy2dx2dy2dy1dx1
= O(1) · n−(α− 12 ) · eR/4 ·
∫ In
−In
∫ H
0
∫ y1
0
Y1(Y1 + Y2)e
−αy1e−αy2dy2dy1dx
eR/4=O(n1/2),Y2≤Y1
= O(1) · n1−α
∫ In
−In
∫ H
0
∫ y1
0
Y 21 e
−αy1e−αy2dy2dy1dx1
α>1
= O(1) · n2−α. (6.21)
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Note also that for any p ∈ D([0, H])
E[ξ(p, (P˜α ∩D) ∪ {p})] = E[ξˆ(p, (P˜α ∩D) ∪ {p})] · exp
(
−µ(B(p) ∩D([R
2
, R]))
)
= E[ξˆ(p, (P˜α ∩D) ∪ {p})]
(
1 +O(n−(α−
1
2
))
)
.
Therefore,∣∣∣E[ξˆ(p1, (P˜α ∩D) ∪ {p1})]E[ξˆ(p2, (P˜α ∩D) ∪ {p2})]−
E[ξ(p1, (P˜α ∩D) ∪ {p1})]E[ξ(p1, (P˜α ∩D) ∪ {p2})]
∣∣∣
= O(n−(α−
1
2
)) · E
[
ξ(p1, (P˜α ∩D) ∪ {p1})
]
E
[
ξ(p2, (P˜α ∩D) ∪ {p2})
]
= O(n−(α−
1
2
)).
So∫
E1
∣∣∣E [ ξˆ((x1, y1), (P˜α ∩D) ∪ {(x1, y1)}) ]E [ ξˆ((x2, y2), (P˜α ∩D) ∪ {(x2, y2)}) ]
− E
[
ξ((x1, y1), (P˜α ∩D) ∪ {(x1, y1)})
]
E
[
ξ((x2, y2), (P˜α ∩D) ∪ {(x2, y2)})
]∣∣∣×
e−αy1e−αy2dx2dy2dy1dx1
= O(n−(α−
1
2
)) ·
∫ In
−In
∫ H
0
∫ y1
0
∫ In
−In
1
(
|x2 − x1|Φ < 2eR/4(Y1 + Y2)
)
× e−αy1e−αy2dx2dy2dy1dx1
= O(n−(α−
1
2
)) · eR/4
∫ In
−In
∫ H
0
∫ H
0
(Y1 + Y2)e
−αy1e−αy2dy2dy1dx1
Y1,Y2≥1,Yi=eyi/2
= O(n−(α−
1
2
)) · eR/4
∫ In
−In
∫ H
0
∫ H
0
Y1 · Y2Y −1−2α1 Y −1−2α2 dY2dY1dx1
eR/4=O(n1/2)
= O(n1+
1
2
−(α− 1
2
)) = O(n2−α). (6.22)
Combining (6.21) and (6.22) we obtain (6.18) as desired.
Now we establish (6.19). In particular, Lemma 3.3(ii) implies that for any (p1, p2) ∈ E \E1,
with t = |x(p1)− x(p2)|Φ we have
µ(S±p1p2) = O(1) · t1−2α(Y1 + Y2)2α + n1−2α · Y 2α1 .
But t > 2eR/4(Y1 + Y2) which implies that t
1−2α(Y1 + Y2)2α = O(1) · n−(α− 12 )(Y1 + Y2). Since
Y2 ≤ Y1 ≤ R2, we deduce that
µ(S±p1p2) = O(1) · t1−2αY1 = O(R2) · n−(α−1/2) = o(1).
So by (3.3) we conclude that
cξ(p1, p2) = O(1) · t1−2αY1E[ξ(p1, (P˜α ∩D) ∪ {p1}]E[ξ(p2, (P˜α ∩D) ∪ {p2}].
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Therefore, setting t = |x1 − x2|∣∣∣∣∣
∫
E\E1
cξ((x1, y1), (x2, y2))e
−αy1e−αy2dx2dy2dy1dx1
∣∣∣∣∣
t>2eR/4(Y1+Y2)>eR/4
= O(1) ·
∫ In
−In
∫ H
0
∫ H
0
∫ In
eR/4
t1−2αY1e−αy1e−αy2dtdy2dy1dx1
= O(1) · n · e2(1−α)R/4 = O(n2−α),
where we recall Y1 := e
y1/2, α ∈ (1,∞). Thus (6.19) holds.
To finish the bound on |Var[ŜisoH (P˜α ∩ D)] − Var[S˜isoH (P˜α ∩ D)]|, we also need to bound∣∣∣E[ŜisoH (P˜α ∩D)]− E[S˜isoH (P˜α ∩D)]∣∣∣, from which will conclude the second part of Lemma 6.2.
Applying the Campbell-Mecke formula (4.1), we get∣∣∣E[ŜisoH (P˜α ∩D)]− E[S˜isoH (P˜α ∩D)]∣∣∣
=
∣∣∣∣∣∣E
∑
p∈P˜α∩D([0,H])
(
ξˆ(p, P˜α ∩D)− ξ(p, P˜α ∩D)
)∣∣∣∣∣∣
≤
∫ In
−In
∫ H
0
E[ξˆ((x, y), (P˜α ∩D) ∪ {(x, y)} − ξ((x, y), (P˜α ∩D) ∪ {(x, y)}]e−αydydx.
But by (6.20), for any p ∈ D([0, H]) we have
E[ξˆ(p, P˜α ∩D)− ξ(p, P˜α ∩D)] ≤ µ(B(p) ∩D([R/2, R])) = O(n−(α− 12 )) · ey(p)/2.
Substituting this into the above integral we get∣∣∣E[ŜisoH (P˜α ∩D)]− E[S˜isoH (P˜α ∩D)]∣∣∣ = O(1) · n 32−α.
Combining (6.18) and (6.19) with this, we deduce that |Var[ŜisoH (P˜α ∩D)]−Var[S˜isoH (P˜α ∩
D)]| = O(n2−α) α>1= o(n), which shows (6.17).
Furthermore, since σ′n =
√
Var[S˜isoH (P˜α ∩D)] = O(n1/2) we obtain for α ∈ (1,∞)∣∣∣E[ŜisoH (P˜α ∩D)]− E[S˜isoH (P˜α ∩D)]∣∣∣
σ′n
= O(n
3
2
−α− 1
2 ) = O(n1−α) = o(1),
which concludes the proof of the second part of the lemma.
6.4 The regime α ∈ (1/2, 1)
We establish that S˜isoH (P˜α ∩ D) does not exhibit normal convergence for α ∈ (1/2, 1). We
redefine An to be the event that card((P˜α ∩D) ∩D([h1, R])) = 0, where now h1 := R/(2α) +
(log logR)/2α. That is, on the event An there are no points having height greater than h1. An
elementary calculation shows that P(An) = 1− o(1).
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For any x ∈ R we have
P
 S˜isoH (P˜α ∩D)− E[S˜isoH (P˜α ∩D)]√
Var[S˜isoH (P˜α ∩D)]
≤ x

= P
 S˜isoH (P˜α ∩D)− E[S˜isoH (P˜α ∩D)]√
Var[S˜isoH (P˜α ∩D)]
≤ x|An
+ o(1).
We are going to show that
Var[S˜isoH (P˜α ∩D)|An] = o(Var[S˜isoH (P˜α ∩D)]). (6.23)
Since
Var
 S˜isoH (P˜α ∩D)− E[S˜isoH (P˜α ∩D)]√
Var[S˜isoH (P˜α ∩D)]
|An
 = Var[S˜isoH (P˜α ∩D)|An]
Var[S˜isoH (P˜α ∩D)]
= o(1)
this implies that
P
 S˜isoH (P˜α ∩D)− E[S˜isoH (P˜α ∩D)]√
Var[S˜isoH (P˜α ∩D)]
≤ x|An

cannot converge to Φ(x) and therefore
S˜isoH (P˜α ∩D)− E[S˜isoH (P˜α ∩D)]√
Var[S˜isoH (P˜α ∩D)]
cannot converge in distribution to a standard normally distributed random variable N .
We now show (6.23). We will bound Var[S˜isoH (P˜α ∩ D)|An] using the Poincare´ inequal-
ity (4.8):
VarF ≤ E
[ ∫
S
(∇pF (P))2λ(dp)
]
.
We put λ to be µα and set
F := S˜isoH (P˜α ∩D)|An, S := D([0, h1]), and P := P˜α ∩D.
By Lemma 6.3 and the discussion immediately after its statement, we have that |∇pF (P)|
is stochastically bounded by X(p) + 1 where X(p) is a Poisson-distributed random variable
with parameter η · ey(p)/2. Hence,
E
[ ∫
S
(∇pF (P))2λ(dp)
]
≤
∫
S
E
[
(∇pF (P))2
]
λ(dp)
= O(1) · n
∫ h1
0
e(1−α)ydy
= O(1) · n · e(1−α)h1 .
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Recalling h1 = R/2α+ (log logR)/α and n = νe
R/2 we obtain∫
S
E
[
(∇pF (P))2
]
λ(dp) = O(log
1−α
α R) · n1+(1−α)/α
1−α
α
<2
= O(log2R) · n 1α .
We conclude that Var[S˜isoH (P˜α∩D)|An] = O(log2R)·n1/α. By Theorem 1.1 we have Var[S˜isoH (P˜α∩
D)] = Θ(1) · n3−2α. But 1/α < 3 − 2α, for α ∈ (1/2, 1). Thus (6.23) follows, concluding the
proof of Theorem 1.3.
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