We present a (full) derandomization of HSSW algorithm for 3-SAT, proposed by Hofmeister, Schöning, Schuler, and Watanabe (in STACS 2002, pp. 192-202, 2002). Thereby, we obtain an O(1.3303 n )-time deterministic algorithm for 3-SAT, which is currently fastest.
Introduction
The satisfiability problem (SAT) is one of the most fundamental NP-hard problems. Questing for faster (exponential-time) deterministic algorithms is one of the main research directions on SAT. Initiated by Monien and Speckenmeyer [12] , a number of algorithms for exactly solving SAT have been proposed, and many important techniques to analyze those algorithms have been developed [5] . See also [4, 6, 13, 15, 16, 20] , for example. The most well-studied restriction of the satisfiability problem is 3-SAT [1, 2, 7-10, 18, 19, 21] , i.e., the CNF satisfiability problem with clauses of length at most three. The currently best known time complexities for 3-SAT are O(1.3071 n ) achieved by randomized algorithms [6] , and O(1.3334 n ) derived by deterministic algorithms [13] , where n denotes the number of Boolean variables in the formula.
As we can see, there is a noticeable gap between the current randomized and deterministic time bounds for 3-SAT. This raises a natural question: Can we close the gap completely? One promising way to attack the above question is derandomization. Roughly speaking, the task of derandomization is to construct an algorithm which deterministically and efficiently simulates the original randomized algorithm. There are a lot of strong derandomization results, e.g. [3, 14, 17] to name a few, and one excellent example in the area of satisfiability is the derandomization of Schöning's algorithm for k-SAT.
In [20] , Schöning proposed a simple randomized local search algorithm for k-SAT, and showed that it runs in expected time O((2 − 2/k) n ), which is O(1.3334 n ) when k = 3. (We use the notation O in the ordinary way, that is, O(f (n)) means O(poly(n)f (n)).) Later it was derandomized by Dantsin et al. [4] . They proposed a k-SAT algorithm that deterministically simulates Schöning's algorithm in time O((2 − 2/(k + 1)) n ), which is O(1.5 n ) when k = 3. Schöning's algorithm makes use of randomness in the following two parts: (i) choosing initial assignments for local search uniformly at random, and (ii) performing random walks as the local search. Dantsin et al. [4] derandomized it (i) by constructing a set of Hamming balls (socalled covering codes), which efficiently covers the entire search space {0, 1} n , and (ii) by replacing each random walk by backtracking search. Here (i) is "perfectly" derandomized in some sense, however, the derandomization of (ii) loses some efficiency. For 3-SAT, the efficiency in derandomizing part (ii) was gradually improved by a sequence of works [2, 4, 11, 21] . Finally, and very recently, Moser and Scheder [13] showed a full derandomization of Schöning's algorithm, that is, they proposed a deterministic algorithm for k-SAT that runs in time O((2 − 2/k + ) n ) for any > 0. The running time matches that of Schöning's algorithm, and we now have a deterministic O(1.3334 n ) time algorithm for 3-SAT.
Our Contribution
We investigate the possibility of derandomizing faster randomized algorithms for 3-SAT. In [8] , Hofmeister, Schöning, Schuler and Watanabe improved Schöning's algorithm for the 3-SAT case, that is, they proposed a randomized algorithm for 3-SAT that runs in expected time O(1.3303 n ). Their improvement is based on a sophisticated way of randomly choosing initial assignments rather than just choosing the ones uniformly at random.
In this paper, we present a full derandomization of their algorithm, that immediately implies the following result:
As far as the authors know, it is the currently fastest deterministic algorithm for 3-SAT. To prove the above result, we develop a new way of explicitly constructing covering codes with the properties which corresponds to the distribution used to generate initial assignments in Hofmeister et al.'s algorithm.
More precisely, we respectively denote by SCH and HSSW the randomized algorithms by Schöning [20] , and by Hofmeister, Schöning, Schuler, and Watanabe [8] . Algorithm HSSW is obtained by modifying SCH, where one of the main differences between SCH and HSSW is to choose initial assignments for random walks as the local search: HSSW starts the random walk at an assignment chosen randomly (but non-uniformly) from ({0, 1} 3 \ 0 3 ) m × {0, 1} n−3 m for some m ≤ n/3, while SCH starts it at an assignment chosen uniformly from the whole space {0, 1} n .
We derandomize this random selection of initial assignments for HSSW in the similar way to the case of SCH [4] , that is, by constructing a covering code. (There is another type of random selection in HSSW, which can be derandomized by the technique recently proposed by Moser and Scheder [13] .) However, due to the difference of ({0, 1} 3 \ 0 3 ) m for HSSW and {0, 1} n for SCH, we cannot directly apply a uniform covering code developed in [4] . To efficiently cover the space ({0, 1} 3 \ 0 3 ) m , we introduced a generalized covering code, an [ ]-covering code, which is a sequence of codes C(0), C(1), . . . , C( ) such that (i) C(i) is a set of balls of radius i, and (ii) i=0 C(i) covers ({0, 1} 3 \ 0 3 ) m . We remark that the generalized covering code has non-uniform covering radius while an ordinary covering code has uniform radius.
We first show the existence of a small [ ]-covering code (C(0), C(1), . . . , C( )), and then similarly to [4] , by using an approximation algorithm for the set cover problem, we show a deterministic construction of an [ ]-covering codeC(0),C(1), . . . , C( ) such that |C(i)| ≈ |C(i)|.
We remark that our technique of constructing certain types of covering codes has a potential application, for example, it can be applied to the further extensions [1, 18] of HSSW.
Preliminaries
In this section, we briefly review the HSSW algorithm for 3-SAT proposed in [8] .
In what follows, we focus on 3-CNF formulas. Let ϕ be a 3-CNF formula over X = {x 1 , . . . , x n }. We alternatively regard ϕ as the set of clauses of ϕ. Thus, the size of ϕ, which is the number of clauses of ϕ, is denoted by |ϕ|. For any sub-formula ϕ ⊂ ϕ (resp., any clause C ∈ ϕ), we denote by X(ϕ ) (resp., X(C)) the set of variables of ϕ (resp., C).
A clause set ϕ ⊂ ϕ is independent if X(C) ∩ X(C ) = ∅ for any pair of clauses C, C ∈ ϕ . An independent clause set ϕ is maximal if for any clause C ∈ (ϕ \ ϕ ) there exists a clause C ∈ ϕ such that X(C) ∩ X(C ) = ∅. For any partial assignment t to X(ϕ), we denote by ϕ| t the sub-formula obtained from ϕ by fixing variables according to t. Given a 3-CNF formula ϕ, algorithm HSSW starts with arbitrarily finding a maximal independent clause set of ϕ.
Fact 1 Let ϕ be a 3-CNF formula. Let ϕ ⊂ ϕ be a maximal independent clause set of ϕ. Then, for any assignment t to X(ϕ ), the formula ϕ| t is a 2-CNF formula.
Before describing HSSW, we briefly review the SCH algorithm for k-SAT proposed in [20] . Algorithm SCH is a randomized algorithm which repeats the following procedure exponentially (in n) many times: choose a random assignment t, and run a random walk starting at t as follows: for a current assignment t , if ϕ is satisfied by t , then output YES and halt. Otherwise, choose an arbitrary clause C unsatisfied by t , and then update t by flipping the assignment of a variable of C chosen uniformly at random. This random walk procedure denoted by SCH-RW(ϕ, t) is also exploited in HSSW. The success probability of SCH-RW(ϕ, t) for a satisfiable ϕ was analyzed in [20] : Let ϕ be a 3-CNF formula that is satisfiable. Let t 0 be an arbitrary satisfying assignment of ϕ. Then, for any initial assignment t with Hamming distance d(t 0 , t) = r, we have
Now, we are ready to present HSSW. Given a 3-CNF formula ϕ, HSSW first obtains a maximal independent clause set ϕ ⊂ ϕ. Note here that the formula ϕ| t for any assignment to X(ϕ ) is a 2-CNF, and hence we can check in polynomial time whether ϕ| t is satisfiable. From this observation, when ϕ is small, we can significantly improve the whole running time, that is, it only requires O(7 |ϕ | ) time. On the other hand, when the size of ϕ is large, we repeatedly apply the random walk procedure SCH-RW. In this case, we can also reduce the running time by smartly choosing initial assignments from satisfiable assignments of ϕ : Recall that SCH uniformly chooses initial assignments from {0, 1} n , which utilizes no information on ϕ. Intuitively, HSSW uses initial assignments for SCH-RW that are closer to a satisfiable assignment. In fact, we can prove that the larger the size of ϕ is, the higher the probability that the random walk starts at an assignment closer to a satisfying assignment is.
Formally, algorithm HSSW is described in Fig. 1 . The algorithm contains 5 parameters α, c, and triple (a 1 , a 2 , a 3 ) with 3a 1 + 3a 2 + a 3 = 1. These parameters are set to minimize the whole expected running time.
Consider algorithm HSSW in Fig. 1 when |ϕ | > αn for some constant α > 0. (In what follows, we focus on this case since for the other case, it has no randomness.) Let HSSW-RW(ϕ, ϕ ) be the procedure that is repeated c times. Then, by using the lower bound (1), and setting parameters (a 1 , a 2 , a 3 ) = (4/21, 2/21, 3/21), we have the following: for any satisfiable 3-CNF formula ϕ,
where t is a random assignment to X(ϕ ) obtained via init-assign(X, ϕ 
following the probability distribution: Let t be a random assignment to X(ϕ ) obtained via init-assign(X, ϕ ) with (a 1 , a 2 , a 3 ) = (4/21, 2/21, 3/21). Then, for any assignment
There are two types of randomness that are used in HSSW: (i) the random assignment obtained via init-assign, and (ii) the random walk of SCH-RW. Fortunately, the latter type of randomness can be (fully) removed by the recent result. (Compare it with the inequality (1).) Theorem 2.1 (Moser and Scheder [13] ) Let ϕ be a 3-CNF formula that is satisfiable, and let t 0 be a satisfying assignment of ϕ. Let t be an assignment, and let r = d(t, t 0 ). Then, given the assignment t, a satisfying assignment (not necessarily to be t 0 ) can be found deterministically in time poly(n) · (2 + ) r for any constant > 0.
In the next section, we show that the former type of randomness is not necessary either. It is shown by using covering codes, that is in the similar way to [4] . But, the covering code we make use of is different from ordinary ones. For any positive integer n, a code of length n is a subset of {0, 1} n , where each element of a code is called a codeword. For a subset A ⊂ {0, 1} n , a code C ⊂ A is called an r-covering code for A if for every x ∈ A, there exists a codeword y ∈ C such that d(x, y) ≤ r. In this case, we say C is of radius r. This is the definition of an ordinary covering code. We define a generalization of covering codes in the following way: For ordinary covering codes, it is easy to show the existence of a "good" r-covering code. Moreover, it is known that we can deterministically construct such an r-covering code [4] . The idea is to apply an approximation algorithm for the set cover problem. We consider to cover all the elements of {0, 1} n by few "balls" of radius r. Here, for any x ∈ {0, 1} n , we call the set of elements y ∈ {0, 1} n such that d(x, y) ≤ r a ball of radius r centered at x. A rather naive algorithm for the deterministic construction is to repeatedly apply the following greedy procedure: choose a ball of radius ρn centered at x that covers as many as yet uncovered elements as possible. Let C = C ∪ {x}. We apply it until there is no uncovered elements. Then, the resulting set C is of size at most q(n) · 2 (1−h(ρ))n for some polynomial q, which is derived from the approximation ratio of the algorithm. (The greedy algorithm for the set cover problem has approximation ratio log N for the size N of a ground set.) It is easy to see that an upper bound of the running time is q(n) · 2 3n for some polynomial q. For attaining the running time q(n) · 2 (1−ρ)n , we partition the n bits into d blocks for a large constant d > 0. Using the above algorithm, we construct a covering code C of radius at most ρn/d for the space {0, 1} n/d . Then, we define C as the set of all concatenations of d words from C . (Note that we can obtain the same lemma in the case of n/d and ρn are not integers.) Lemma 2.2 (Dantsin et al. [4] ) Let d ≥ 2 be a constant that divides n ≥ 1, and let 0 < ρ < 1/2. Then, there is a polynomial q d (n) such that a covering code of length n, radius at most ρn, and size at most q d (n)2 (1− h(ρ) )n , can be deterministically constructed in time q d (n) ( 
In the statement of this lemma, we assume for simplicity that d divides n and that ρn is an integer. Even if it is not the case, we can derive the same lemma with small multiplicative factors to the values of size and time, which are negligible in the case of exponential functions in n. In the next section, we also employ this convention.
A Derandomization of HSSW
In this section, we prove Theorem 1.1 by derandomizing HSSW, which is done in the similar way to [4] . Let ϕ be a 3-CNF formula, and ϕ be a maximal independent clause set of ϕ. We assume w.l.o.g. that ϕ is monotone, that is, it has only positive literals. Let |ϕ | = m. We suppose m = Ω(n) since we focus on the case of |ϕ | > αn. As is explained in the Introduction, we will use a generalized covering code: an [ ]covering code. First, we show that there exists an [ ]-covering code for ({0, 1} 3 \ 0 3 ) m where each of its codes is of small size. Proof We show the existence of such an [ ]-covering code by a probabilistic argument, as is the case of the existence of an ordinary covering code for {0, 1} n . However, the probabilistic construction of an [ ]-covering code is different from the simple one of an ordinary covering code in terms of, (i) non-uniform covering radius, and (ii) non-uniform choice of codewords.
For obtaining the desired covering code, we make use of the probability distribution defined by the function init-assign in Fig. 1, and 
we see that r = r x satisfies the above inequality (4). 1 Let B(z, i) be the set of w ∈ {0, 1} 3 m such that d(z, w) ≤ i. Then, from the lower bound (4), the probability that x is not covered by any C(i), that is, d(x, y) > i for any y ∈ C(i) and for any i ∈ [ ], is
Thus, from the union bound, the probability that some x ∈ ({0, 1} 3 \ 0 3 ) m is not covered by any C(i) is at most 7 m · exp(−(2 m − 1)) = o (1) . Therefore, there does exist an [ ]-covering code stated in this lemma.
Note that this lemma only shows the existence of such an [ ]-covering code. We need to deterministically construct it. However, we can get around this issue in the same way as [4] : applying the approximation algorithm for the set cover problem. But, since an [ ]-covering code is not of uniform radius, we can not directly apply the approximation algorithm. Proof Let s i = 8 m 2 (7/3) m /2 i for each i : 0 ≤ i ≤ . First, we deterministically construct an [ ]-covering code D (0), D (1), . . . , D ( ) for ({0, 1} 3 \ 0 3 ) m such that |D (i)| ≤ poly( m ) · s i . (Then, we concatenate all of them. See below for details.)
Recall the proof of the previous lemma: Let p i = (1/2) i Pr{d(x, y) = i} for each i : 0 ≤ i ≤ . For any x ∈ ({0, 1} 3 \ 0 3 ) m , we have defined r x = arg max{p i : 0 ≤ i ≤ }, which depends only on x. Note here that r x is not random but a fixed value. Then, we have concluded that the sequence C (0), C (1), . . . , C ( ) of random codes of |C (i)| ≤ s i satisfies the following with high probability: every x ∈ ({0, 1} 3 \ 0 3 ) m is covered by the random code C (r x ). We can regard this fact as follows: Let
Then, there exists an [ ]-covering code C (0), C (1), . . . ,
The point of the proof is that we apply the approximation algorithm for the set cover problem to each A i (not to the whole space ({0, 1} 3 \ 0 3 ) m ), from which we (deterministically) obtain a covering code for each A i . For this, we obtain all the elements of A i and keep them. This is done by calculating the value of r x for each x ∈ ({0, 1} 3 \ 0 3 ) m . That is, the calculation of r x is done by calculating p j for every j : 0 ≤ j ≤ : enumerate all y ∈ ({0, 1} 3 \0 3 ) m such that d(x, y) = j , and then calculate the probability that y is generated by the function init-assign. 2 Then, summing up those values of the probability over such a y, we can calculate Pr{d(x, y) = j }, and hence p j . 3 Choosing j as r x such that p j is the maximum of all j : 0 ≤ j ≤ , we can obtain the value of r x , and hence A i . In total, it takes poly( m) · 7 2 m time for that procedure. Now, we apply the approximation algorithm for the set cover problem to each A i . (The approximation algorithm takes {B(z, i) ∩ A i : z ∈ A i } as input, and outputs a set S ⊂ A i such that z∈S B(z, i) ∩ A i = A i .) As is similar to [4] , the approximation algorithm finds a covering code D (i) for A i such that |D (i)| ≤ poly( m ) · s i because at least C (i) of size at most s i covers A i , and hence the size of an optimal covering code for A i is also at most s i . Furthermore, this is done in time poly( m ) · |A i | 3 . In total, since |A i | ≤ 7 m , it takes poly( m ) · 7 3 m time for that procedure.
So far, we have obtained an [ ]-covering code D (0), D (1), . . . , D ( ) for ({0, 1} 3 \ 0 3 ) m such that |D (i)| ≤ poly( m ) · s i . We concatenate all those codes. Let A, B be a code. We define A × B to be {a · b : a ∈ A, b, ∈ B}, where a · b is the concatenation of a and b. For each 0 ≤ i ≤ = d, let
It is easy to see that C(0), C(1), . . . , C( ) is an [ ]-covering code for ({0, 1} 3 \ 0 3 ) m . We (naively) estimate the upper bound on |C(i)|. Let i 1 , i 2 , . . . , i d be integers such that i = i 1 + i 2 + · · · + i d and 0 ≤ i j ≤ . Then,
Since the number of combinations i 1 , . . . , i d such that i = i 1 +· · ·+i d and 0 ≤ i j ≤ is at most ( + 1) d , we have Recall that |ϕ | = m = Ω(n). Let n = n − 3 m, which is the number of variables in ϕ not appearing in ϕ . For the space {0, 1} n , we use an ordinary covering code, that can be deterministically constructed by Lemma 2.2. (Note that we can obtain the same corollary in the case of m/d and ρn are not integers.) Corollary 3.1 Let d be a sufficiently large positive constant that divides m, and let 0 < ρ < 1/2. Then, there is a polynomial q d (n) that satisfies the following: an {i + ρn : 0 ≤ i ≤ }-covering code C(0 + ρn ), C(1 + ρn ), C(2 + ρn ), . . . , C( + ρn ) for ({0, 1} 3 \ 0 3 ) m × {0, 1} n such that |C(i)| ≤ q d (n)(7/3) m 2 (1−h(ρ))n /2 i , can be deterministically constructed in time q d (n)(7/3) m 2 (1−h(ρ))n .
Proof It is derived from the previous lemma and Lemma 2.2. Given an [ ]-covering code C 1 (0), C 1 (1), . . . , C 1 ( ) for ({0, 1} 3 \ 0 3 ) m , and a ρn -covering code C 2 (ρn ) for {0, 1} n . For each 0 ≤ i ≤ , let
It is easy to see that C(0 + ρn ), C(1 + ρn ), C(2 + ρn ), . . . , C( + ρn ) is an {i + ρn : 0 ≤ i ≤ }-covering code for the space ({0, 1} 3 \ 0 3 ) m × {0, 1} n . Furthermore, |C(i + ρn )| ≤ q d (n)(7/3) m 2 (1−h(ρ))n /2 i for each i : 0 ≤ i ≤ . From the previous lemma, if the constant d is sufficiently large, the running time for (deterministically) constructing C 1 (0), C 1 (1), . . . , C 1 ( ) is at most q d ( m)(7/3) m . Similarly, from Lemma 2.2, the running time for (deterministically) constructing C 2 (ρn ) is at most q d (n )2 (1− h(ρ) )n . Thus, the total running time is at most
for some polynomial q d (n). Now, using this corollary, we show a derandomization of HSSW, which proves Theorem 1.1. The outline of the deterministic algorithm is almost same as HSSW, which is described in Fig. 1 . We show the derandomization for the case of |ϕ | > αn. Given ϕ , we deterministically construct an {i + ρn : 0 ≤ i ≤ }-covering code C(0 + ρn ), C(1 + ρn ), C(2 + ρn ), . . . , C( + ρn ), as is specified in the proofs of Lemma 2.2, Lemma 3.2, and Corollary 3.1. For any z ∈ {0, 1} n and non-negative integer i, we denote by B(z, i) the set of w ∈ {0, 1} n such that d(z, w) ≤ i. Then, given such an {i + ρn : 0 ≤ i ≤ }-covering code, we check whether there is a satisfying assignment within B(z, i + ρn ) for each 0 ≤ i ≤ and each z ∈ C(i + ρn ). This task is deterministically done by the algorithm recently proposed by Moser and Scheder [13] . It is easy to see that this algorithm finds a satisfying assignment of ϕ if and only if ϕ is satisfiable.
We estimate the running time of the algorithm. For any fixed i and z, the search of a satisfying assignment within B(z, i + ρn ) is done in time poly(n) · (2 + ) i+ρn for any small constant > 0, which is guaranteed by Theorem 2.1. Thus, given an {i + ρn : 0 ≤ i ≤ }-covering code, the running time for this task for all B(z, i + ρn ) is at most q d (n) · 0≤i≤ (7/3) m 2 i · 2 (1−h(ρ))n · 2 i+ρn · (1 + ) n ≤ n · q d (n) · 7 3 m · 2 (1−h(ρ))n · 2 ρn · (1 + ) n (∵ ≤ n) = n · q d (n) · 7 3 m · 4 3 n · (1 + ) n (∵ ρ = 1/3) = n · q d (n) · 4 3 n · 63 64 m · (1 + ) n ∵ n = n − 3 m , for some polynomial q d (n). Note from the above corollary that the running time for constructing the {i +ρn : 0 ≤ i ≤ }-covering code is less than the above value. Thus, the total running time in case of |ϕ | > αn is at most O((4/3) n (63/64) m (1 + ) n ) for any > 0. (Compare this value with the success probability of (2).) On the other hand, it is easy to see that the running time in case of |ϕ | ≤ αn is at most O(7 m ). Therefore, by setting α so that (4/3) n (63/64) αn (1 + ) n = 7 αn holds (with > 0 arbitrarily small), we obtain the running time O(1.3303 n ).
Conclusion
We have shown a full derandomization of HSSW, and thereby present a currently fastest deterministic algorithm for 3-SAT. An obvious future work is to obtain a full derandomization of the currently best known randomized algorithm for 3-SAT [6] .
To do so, it seems to be required to derandomize Paturi et al.'s algorithm [15] completely. Another possible future work is to extend the HSSW algorithm to the k-SAT case. It leads to the fastest deterministic algorithms for k-SAT, combined with the derandomization techniques of this paper and Moser and Scheder [13] .
