Abstract. In this paper, using the idea that Choudhary used, we extend the previously known results for a -core of real bounded sequences.
Introduction
Let m, c be the lineax spaces of real bounded and convergent sequences x = {xn} , respectively, normed by ||x|| = sup |xn| .
We define the functionals I and L on m by
l(x) = liminf xn; L(x) = limsupxn
Let A = (anfc) be an infinite matrix and we write
(.Ax)n := O-nkXk k
if the series converges for each n> 0. By Ax we denote the sequence {(Ax)n}.
A matrix A = (a n k) is called normal if it is lower semi triangular matrix with non-zero diagonal entries [2] .
The famous Knopp's core theorem (see, [2] , [3] , [6] , [12] ) determines a class of regular matrices for which L {Ax) < L (x) for all x 6 m; that is
It is well known that the functional
Das [3] defined the Banach core of x € m to be the closed interval [-q(-x),g(x)] (see also [5] , [7] , [8] , [12] ) .By B -core{x} we denote the Banach core of x G m.
It is known [10] that
where, for p > 0, n > 0,
we assume throughout this paper cry (n) ^ n for all n > 0, j > 1. An infinite matrix A = (a n k) is said to be a-regular if x e c=> Ax eV a and limx = a -limAx [8] . Also A is called strongly a -regular if n p where tpn (x) is given by (1) . The cr-core of x is defined to be the closed interval [-V(-x),y(x)], [7] .
If we take a (n) = o (n + 1) then cr-core {x} is the same as i?-core{x} , ( [3] , [5] , [9] ).
In [7] , Mishra and Satapathy have proved the following two theorems. In this paper using the idea that Choudhary [1] used, we generalize inclusions (2) and (3). Proof. Assume now that (5) holds. Write y = Bx . Let (Ax) n exist for each n whenever y is bounded. Then by Lemma 1, (i) and (iv) of Theorem hold. Morever, for every bounded y we have (4) . Hence by (5), we get 
V(Cy) < L(y)
for every bounded y.
§. Yardimci
Now it follows from Theorem A that (ii) and (iii) hold.
Sufficiency. Observe that conditions (i) and (iv) imply the conditions of Lemma 1. So (4) holds and Cy is bounded whenever y € m. Now from Theorem A, (ii) and (iii) imply that
V(Cy) < L(y)
provided y is bounded. Writing y = Bx we immediately get (5), whence the result.
Using Theorem B, with the same idea, we can give following result.
THEOREM 2. Let B = (b n k)be a normal matrix and A be any matrix. In order that, whenever Bx is bounded, Ax should exist and be bounded and that
it is necessary and sufficient that Proof. Assume now that (7) holds. Write y = Bx. Let (Ax) n exist for each n whenever y is bounded. Then, by Lemma 1, (i) and (iv) of Theorem 2 hold. Morever, for every bounded y we have (4) . Hence by (7) we get 
V(Cy) < V(y)
for every bounded y. Now it follows from Theorem B that (iii) and (v) hold.
Sufficiency. Observe that conditions (i) and (iv) imply the conditions of Lemma 1. So (4) holds and Cy is bounded whenever y € m. Now from Theorem B, (iii) and (v) imply that
provided y is bounded. Writing y = Bx we immediately get (7), whence the result.
If we interchange the roles of the matrices A and B in Theoreml, we immediately get the following 
