case. The second class of problem finds a series of minimum norm vectors subject to a set of quadratic constraints and a cardinality constraint with both binary and continuous variables. We show that in this case the approximation ratio is also bounded and independent of problem dimension for both the real and the complex cases.
Introduction
In this paper, we study two classes of mixed binary nonconvex quadratically constrained quadratic programming (MBQCQP) problems, where the objective functions are quadratic in the continuous variables and the constraints contain both continuous and binary variables. These two classes of optimization problems are difficult as they are nonconvex even with the binary variables being fixed.
The focus of our study is to design efficient semidefinite programming (SDP) based algorithms for both problems and to analyze their approximation bounds. 
for each slot q = {1, 2} a linear transmit beam w q ∈ C N ×1 is used by the BS to transmit a common message to the users. Using these notations, the signal to noise ratio (SNR) at the receiver of each user i ∈ M at a give slot can be expressed as SNR i When the number of users in the network is large, proper user scheduling algorithm is needed in order to guarantee the QoS for all the users. More specifically, the objective of the design is threefold: 1) Properly assign the users into different time slots; 2) Multicast the desired signal to each time slot; 3) Minimize the total transmit power across all slots. In the simplest case where there are only two slots available, the problem can be formulated as the MBQCQP probem (P1) by using β i ∈ {0, 1} and 1 − β i ∈ {0, 1} to represent whether user i is scheduled in slot 1 or slot 2.
This problem is called joint user grouping and physical layer transmit beamforming.
In the special case where there is only a single slot available, the physical layer multicast problem tries to minimize the total transmit power while satisfying all the users' QoS constraint. Mathematically it is equivalent to problem (P1) with β i = 1 for all i. The resulting problem is a continuous QCQP problem, whose SDP relaxation bounds have been extensively studied; see e.g., Luo et al. (2007) . When applying SDP relaxation to solve the related problem, the first step is to reformulate the problem by introducing a rank-1 matrix X = ww H . After dropping the nonconvex rank-1 constraint on X, the relaxed problem becomes an SDP, whose optimal solutionX can be efficiently 
where
H , where w q represents the beamformer used in the qth time slot. Consider the following problem
Note that we have generalized the problem to the one that allows each user i to be assigned to at least P i time slots. Note that P i ∈ [1, · · · , Q] is a given integer that can represent the users's service priorities. The higher the value of P i , the larger the number of slots will be reserved for user i. let V P2 denote its optimal objective value. Note that the above formulation, even for the Q = 2 case, we have M additional discrete integer variables compared with our previous formulation. For this more general case, no approximation bounds for SDP relaxation are known either.
In the absence of the discrete constraints, there is an extensive literature on the quality bounds of SDP relaxation for solving nonconvex QCQP problems, in either a maximization or a minimization form Luo et al. (2007) , Nemirovski (1999) , Ben-Tal et al. (2002) , Beck and Teboulle (2009), He et al. (2008) . In the seminal work by Goemans and Williamson (1995) , the authors show that for the max-cut problem, which can be formulated as certain QCQP problem with discrete variables only, the ratio of the optimal value of SDP relaxation over that of the original problem is bounded below by 0.87856 . . .. Other related results can be found in Ye (2001) , Frieze and Jerrum (1995) . Some alternative approaches to MBQCQP have recently appeared in Billionnet et al.
(2009), Saxena (2011), Saxena (2010) , Saxena et al. (2011 . More detailed reviews of recent progress on related problems can be found in the excellent surveys Burer and Letchford (2012) , Hemmecke et al. (2010) , Koppe (2011) .
Although SDP relaxation technique has been quite successful in solving continuous QCQP, so far little is known about the effectiveness of applying it for MBQCQP, except for two recent results Hong et al. (2013) , Xu et al. (2013) . In those two papers, the authors study MBQCQP models that differ substantially from those considered in this work. In Hong et al. (2013) , the authors considered a quadratic maximization problem with a single cardinality constraint on the binary variables, and those binary variables are used to reduce the dimensionality of continuous variables. In Xu et al. (2013) , the authors consider an MBQCQP problem where the objective is to find a minimum norm vector under some concave mixed binary quadratic constraints and a single cardinality constraint on the binary variables. A special case of that problem is to find a minimum norm vector while satisfying Q out of M quadratic constraints. In this case the binary variables are used to reduce the number of quadratic constraints. In the current work, we consider a significantly harder problem where there are multiple cardinality constraints for the binary variables. As a result, the techniques and analysis developed in Hong et al. (2013) , Xu et al. (2013) can not be applied directly. We note that if we set M = 1, P 1 = q and Q = m, then problem (P2) reduces to a special case of the minimization model considered in Xu et al. (2013) with ǫ = 0.
Our Contributions. In Sections 2, we develop novel SDP relaxation techniques for solving the models (P1) and (P2). The main idea is to first relax the binary variables to continuous variables and using the SDP relaxation for the rest of the continuous variables. Given an optimal solution of the relaxed problem, we devise new randomization procedures to generate approximate solutions for the original NP-hard MBQCQP problems. Moreover, we analyze the quality of such approximate solutions by deriving bounds on the approximation ratios between the optimal solution of the two MBQCQP problems and those of their corresponding SDP relaxations for both the real and complex cases.
Notations. For a symmetric matrix X, X 0 signifies that X is positive semi-definite. We use We consider a relaxation of the problem (P1), expressed as follows min
0, where we do SDP relaxation for the continuous variables and continuous relaxation for the binary variables. Let (X * (1) , X * (2) , α * ) denote the optimal solution to this SDP problem, and let v SDP1 denote its optimal objective value.
In the following, we aim to generate a feasible solution (
, and evaluate the quality of such solution. In particular, we would like to find a constant µ ≥ 1 such that
By using the fact that such generated solution is feasible for problem (P1), we have v P1 ≤ x (1) 2 + x (2) 2 , which further implies that the same µ is an upper bound of the SDP relaxation performance, i.e.,
The constant µ will be referred to as the approximation ratio.
Once we obtain the solution (X * (1) , X * (2) , α * ), we first need to convert it into a feasible solution for the problem (P1). For such purpose, we propose a new randomization procedure; see Table 1 . Table 1 The Randomization Procedure
; S4:
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Note that after a single execution of the algorithm, we obtain a feasible solution (
for the original problem (P1), and we have
In the following two theorems, we will show the approximation ratio for our algorithm for both real and complex cases.
Theorem 1. There exists a constant σ > 0 such that
L et us pick any α > 0, and we have the following series of inequalities
where the last inequality is from the Markov's inequality. Since
Tr
we have
7 When F = R, then by utilizing (Luo et al. 2007 , Lemma 1), and from (6), we obtain
Since H i = h i h H i , we haver i = 1 for all i = 1, · · · , M and thus
By choosing α = , we have
When F = C, then by utilizing (Luo et al. 2007 , Lemma 3), and from (6), we obtain
Since
, we haver i = 1 for all i = 1, · · · , M and thus
By choosing α =
8M √ π
, and set µ = 3α and σ = 2− √ π 3 , we have
This completes the proof.
Theorem 2. For (P1) and its SDP relaxation (SDP1), we have
W e see from the inequality (2) that there is a positive probability (independent of problem size) of at least 2 − √ π 3 = 0.0758 . . .
, max
≤ α,
Let ξ (1) and ξ (2) be any vectors satisfying these two conditions 1 . Then x is feasible for (P1), so
where the last equality uses Tr[X * (1) ] + Tr[X * (2) ] = v SDP1 and µ is defined as in Theorem 1.
The Proposed Algorithm for (P2) and Its Approximation Ratio
We consider a relaxation of problem (P2), expressed as follows:
where we do SDP relaxation for the continuous variables and continuous relaxation for the binary We propose the algorithm listed in Table 2 to obtain a feasible solution {(x (q) ,α (q) )} q=1,··· ,Q to the problem (P2). The main idea of the algorithm is given below. For each user i, we first construct a set P i that collects the largest P i components from {α
i }. The binary variables are then determined using these sets P i , i = 1, · · · , M . Once the binary variables are fixed, standard randomization technique is use to construct each continuous variablex (q) .
. F irst for any given i in the set {1, · · · , M }, by the feasibility ofα
We claim that at least P i elements of the vector {α
i } is greater than or equal to
. We prove this claim by contradiction. Suppose that at most P i − 1 elements in this set is greater than or equal to
Table 2 The Randomization Procedure S0: Denote Q := {1, . . . , Q} and define index sets:
is the P i -th largest element in vector (α
= 1 for all q ∈ P i and i = 1, · · · , M ; otherwise setα
, for all q = 1, · · · , Q.
This contradicts (13). The claim is proved. Since P i contains the P i largest elements of the vector
i }, this completes the proof. Next, we analyze the above proposed algorithm.
Theorem 3. There exists a positive constant σ 2 such that
T he desired probability can be bounded below as follows
Now notice that for all i ∈ M and q ∈ Q, if i ∈ S (q) , then it can be easily checked that q ∈ P i . It follows that, by using Lemma 1 we have that
, when i ∈ S (q) and q ∈ Q.
Then, we have
where the last inequality is from the Markov's inequality.
The Real Case. When F = R, by (Luo et al. 2007 , Lemma 1), we have that
. As a result, we have
By setting α 2 = 9(
The Complex Case. When F = C, by (Luo et al. 2007 , Lemma 3), we have that
, and
By setting
Theorem 4. For (P2) and its SDP relaxation (SDP2), we have
The proof of Theorem 4 is similar to that of Theorem 2, and we omit it.
It is important to mention here that, P i = 1 for all i and Q = 1 in the real case, we havē µ = 27M 2 π , which corresponding to Luo et al.'s result Luo et al. (2007) . Moreover, when we consider case that Q = 2 and P i = 1 for all i, the proposed algorithm and the approximation analysis reduces to the one that we have discussed in Section 2.1. Furthermore, if we set M = 1, P 1 = q and Q = m in the real case, we haveμ
which is exactly the results that we have obtained for the minimization model with ǫ = 0 as in Xu et al. (2013) .
Numerical Experiments
In this section we perform numerical study for the proposed algorithms. Throughout this section, we generate the data matrix H i by using
, with randomly generated vectors h i . The SDP relaxation problems are all solved by CVX Grant and Boyd (2011) , and the optimal objective value for the SDPs are denoted by v Table 3 Mean and standard deviation of the approximation ratio over 300 independent realizations of real We test the proposed procedure listed in Table 1 for (P1) with different choices of M and N .
The
Step S3 and Step S4 are repeated by T = 1000 independent trials, and the solutions generated Table 4 Mean and standard deviation of upper bound ratio over 300 independent realizations of real Gaussian by kth trial are denoted by (
It is clearly that v Table 3 . Table 4 shows the corresponding minimun value, maximum value, average value, and the standard deviation of Moreover, our numerical results also corroborates well with our theoretic analysis. First, the upper bound of the approximation ratio is independent of the dimension of w: the results vary only slightly for N = 4, N = 6 and N = 8 in both real and complex case. Second, from Table 3 and   Table 4 , it can be shown that for fixed N , the maximum value and the average value of v min UBQP /v min SDP over 300 independent trials grow as M increases in all test examples except the case that M = 10 and N = 8 in Table 3 . It corresponds to the result in Theorem 1.
Conclusion and Discussion
In this paper, two classes of nonconvex quadratic optimization problems with mixed binary and continuous variables are considered, both of which are motivated by important applications in wireless networks. New SDP relaxation techniques with novel randomization algorithms are provided for these problems. It is shown that these efficient techniques can provide high quality approximate solutions. Our theoretic analysis provides useful insights on the effectiveness of the new SDP relaxation techniques for these two classes of MBQCQP problems. For both problems, finite and Article submitted to ; manuscript no. (Please, provide the manuscript number!) data independent approximation ratios are guaranteed. It should be pointed out that our worstcase analysis of SDP relaxation performance is based on certain special structure of the discrete and continuous variables. Using a counter example, we have shown in Xu et al. (2013) that SDP relaxation techniques and the corresponding analysis cannot extend directly to general MBQCQP problems.
