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BOUNDARY REGULARITY OF MINIMAL ORIENTED
HYPERSURFACES ON A MANIFOLD
SIMONE STEINBRU¨CHEL
Abstract. In this article we prove that all boundary points of a minimal oriented hyper-
surface in a Riemannian manifold are regular, that is, in a neighborhood of any boundary
point, the minimal surface is a C1, 14 submanifold with boundary.
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2 SIMONE STEINBRU¨CHEL
1. Introduction
Minimal surfaces have been studied in the last two centuries by various mathematicians.
In the 1930’s, T. Rado´ [1] and J. Douglas [2] proved the existence of 2-dimensional minimal
surfaces in R3 and for this work, Douglas was awarded the Fields medal. Since then a lot of
progress has been made and moreover, a new language was invented in order to understand
the higher dimensional case. The language that we use in this article is the one of Geometric
Measure Theory, where we see surfaces as currents supported in a Riemannian manifold
and area minimizing currents are those having least mass among all currents sharing the
same boundary. The existence of such minimizers has been proven by H. Federer and W.
Fleming [3] in the 1960’s. However, such a minimizing (integral) current is supported on
a rectifiable set and thus a priori can have many singularities.
A posteriori singularities are rare. In his Ph.D. thesis [4], W. Allard proved that, in
case the boundary is contained in the boundary of a uniformly convex set and the ambient
manifold is the euclidean space, then all boundary points are regular. This means, in
a neighborhood of a boundary point, the support of the current is a regular manifold
with boundary. Later, R. Hardt and L. Simon came to the same conclusion in [5] when
having replaced the assumption of the uniform convexity by the fact that the current is of
codimension 1. However, as the result of Hardt and Simon is stated and proved only in
the euclidean space, in this paper, we provide an adaptation of the arguments to the case
of general Riemannian manifolds. We show the following
Theorem. Let U ⊂ Rn+k be open and T an n-dimensional locally rectifiable current in
U that is area minimizing in some smooth (n + 1)-manifold M and such that ∂T is an
oriented C2 submanifold of U . Then for any point a ∈ spt(∂T ), there is a neighborhood V
of a in U satisfying that V ∩ spt(T ) is an embedded C1, 14 submanifold with boundary.
The theorem of Hardt and Simon is then a case of the one stated above, however we
follow their strategy of proof with a few modifications in order to deal with additional error
terms coming from the ambient manifold in the main estimates.
Notice that the complete absence of singular points only happens at the boundary and
only in codimension 1. Indeed, in 2018, C. De Lellis, G. De Philippis, J. Hirsch and
A. Massaccesi showed in [6] that in the case of higher codimension and on a general
Riemannian manifold, there can be singular boundary points but anyway, the set of regular
ones is dense. Moreover, in the interior of an area minimizing current, we know thanks to
the works of E. Bombieri, E. De Giorgi, E. Giusti [7], W. Allard [8, 9] and J. Simons [10],
that the set of singularities of an n-dimensional current in an (n+ 1)-dimensional manifold
is of dimension at most n − 7. In the case of higher codimension, the sharp dimension
bound is n − 2 which was first proven in Almgren’s Big regularity paper [11] and then
revisited and shortened by De Lellis and Spadaro in [12, 13, 14, 15, 16].
1.1. Overview of the proof. We would like to measure how flat a current T is. Therefore
we introduce its excess in a cylinder of radius r and denote it by EC(T, r). It is the scaled
version of the difference between the mass of the current in a cylinder and the mass of
its projection. The main ingredient to deduce the boundary regularity is the fact that
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this excess scales (up to a small rotation) like r assuming that the curvature of both the
boundary of the current κT and the ambient manifold A are small.
Theorem (Excess decay). Let M be a smooth manifold and let T be area minimizing in
M such that max{EC(T, 1),A, κT} ≤ 1
C
. Then there is a real number η such that for all
0 < r < R the following holds
EC(γη#T, r) ≤ Cr.
The precise statement can be found in 4.0.2. In order to prove it, we first analyze in
section 3 the current away from the boundary. There we can use results from the interior
regularity theory and to find that the current is supported on a union of graphs of functions
fulfilling the minimal surface equation. When zooming in (up to rescaling), the boundary
(and the ambient manifold) become more flat and therefore, we can find the interior graphs
closer to the boundary. The point is then to study what happens in the limit when the
graphs on both sides of the boundary grow together. This limiting rescaled functions we
call the harmonic blow-ups and they are introduced in section 4.
After proving the uniform convergence of the harmonic blow-ups also at boundary points,
we show in a first step that in case the harmonic blow-ups are linear, they coincide on both
sides of the boundary, see the collapsing lemma 5.0.4. Having proven some technical
estimates on the excess (Theorem 6.0.3), the assumption of linearity then is dropped in
Theorem 7.0.2. This follows by blowing up the harmonic blow-ups a second time. To do
so we need to make some estimates on the harmonic blow-ups (Lemma 7.0.1) to guarantee
the existence of this second blow-up.
Then knowing that the harmonic blow-ups coincide and in fact merge together in a
smooth way, we prove the excess decay via a compactness argument: if the excess decay
did not hold, there would be a sequence of currents whose blow-ups cannot coincide. Then
this decay leads to a C1, 14 -continuation up to the boundary of the functions whose graphs
describe the current (Corollary 4.0.3) assuming that the excess and the curvatures are
sufficiently small. In section 9 we then collect everything together and deduce that either
the current lies only on one side of the boundary or both sides merge together smoothly.
In case of a one-sided boundary, Allard’s boundary regularity theory [9] covers the result.
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2. Notation and preliminaries
2.1. Notation. In this paper, k, m and n denote fixed natural numbers with m ≥ 1 and
n, k ≥ 2. C1, . . . , C80 are positive constants depending only on n, k and m.
2.1.1. Notation associated with Rn. We define the following sets for y ∈ Rn, j ∈ {1, . . . , n}
and any real numbers r > 0 and 0 < σ < 1
Bnr (y) = {x ∈ Rn : |x− y| < r},
Bnr (y) = {x ∈ Rn : |x− y| ≤ r},
ωn = Ln(Bn1 (0)),
L = {x = (x1, . . . , xn) ∈ Bn1 (0) : xn = 0},
V = {x = (x1, . . . , xn) ∈ Bn1 (0) : xn > 0},
W = {x = (x1, . . . , xn) ∈ Bn1 (0) : xn < 0},
Vσ = {x ∈ V : dist(x, ∂V) > σ},
Wσ = {x ∈W : dist(x, ∂W) > σ},
Yj : Rn → R, Yj(y) = yj.
2.1.2. Notation associated with Rn+k. We define the following sets for a ∈ Rn+k, j ∈
{1, . . . , n+ k} and any real numbers ω and r > 0
Br = {x ∈ Rn+k : |x| < r},
Br = {x ∈ Rn+k : |x| ≤ r},
Cr = {x ∈ Rn+k : |p(x)| ≤ r} where p : Rn+k → Rn,p(x1, . . . , xn+k) = (x1, . . . , xn),
ej = (0, . . . , 0, 1, 0, . . . , 0) where the 1 is at the j-th component,
Xj : Rn+k → R, Xj(x) = xj,
X := (X1, . . . , Xn+k),
For the following maps, we identify Rn+k with Rn+1 × Rk−1.
τ a : Rn+k → Rn+k, τ a(x, y) = (x, y) + a,
µr : Rn+k → Rn+k,µr(x, y) = r(x, y),
γω : Rn+k → Rn+k,γω(x, y) =
(
x1, . . . , xn−1, xn cos(ω)− xn+1 sin(ω), xn sin(ω) + xn+1 cos(ω), y
)
.
2.1.3. Notation associated with the current T ∈ Rn(Rn+k). For any real number r > 0, we
define the cylindrical excess as
EC(T, r) = r−nM(T Cr)− r−nM(p#(T Cr))
and the spherical excess as
ES(T, r) = r−nM(T Br)− ωnΘn(‖T‖, 0),
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whenever Θn(‖T‖, 0) = lim
r↓0
‖T‖(Br)
ωnrn
exists.
In Chapter 9, we will see that it suffices to consider only currents with compact support
and whose boundary lies on a (n − 1)-dimensional C2-graph going through the origin.
Namely, we define T to be the collection of pairs (T,M) whereM is an embedded (n+1)-
manifold and T ∈ Rn(Rn+k) is an absolutely area minimizing integer rectifiable current for
which there exist a positive integer m, ϕT , ψT ∈ C2
(
{z ∈ Rn−1 : |z| ≤ 2}
)
and a smooth
map ΦM : Bn+14 (0)→ Rk−1, such that
• {z ∈ C3 : z ∈M} =
{
(x,ΦM(x)) : x ∈ Bn+13 (0)
}
,
• ΦM(0) = 0 and DΦM(0) = 0,
• A ≤ 1,
• spt(T ) ⊂ B3 ∩M,
• M(T ) ≤ 3n
(
1 +mωn
)
,
• Θn(‖T‖, 0) = m− 1/2,
• p#(T C2) = m
(
En {y ∈ Bn2 (0) : yn > ϕT (y1, . . . , yn−1)}
)
+ (m− 1)
(
En {y ∈ Bn2 (0) : yn < ϕT (y1, . . . , yn−1)}
)
• ϕT (0) = 0 = ψT (0),
• ϕT (0) = 0 = ψT (0),
• DϕT (0) = 0 = DψT (0),
• (∂T )
{
x ∈ Rn+1 : |(x1, . . . , xn−1)| < 2, |xn| < 2
}
= (−1)n+kFT#
(
En−1 {z ∈ Rn−1 : |z| < 2}
)
,
• κT ≤ 1,
where
A := ‖D2ΦM‖C1(B2),
Ej := JRj × {0}K ∈ Rj(Rn+k) for all j ≤ n,
FT (z) :=
(
z, ϕT (z), ψT (z),ΦM(z, ϕT (z), ψT (z))
)
,
κT := ‖D2(ϕT , ψT )‖C0
2.2. First variation and monotonicity. We start this paper with the following mono-
tonicity estimates. The first two can be read in [6, Theorem 3.2] and the third one, we
prove in Chapter 10.
Lemma 2.2.1 (Monotonicity Formula). For (T,M) ∈ T and 0 < r < s < 2, the following
holds
‖T‖(Bs)
sn
− ‖T‖(Br)
rn
−
∫
Bs\Br
|X⊥|2|X|−n−2d‖T‖
=
∫ s
r
ρ−n−1
(∫
Bρ
X⊥ · →Hd‖T‖+
∫
spt(∂T )∩Bρ
X · →ndHn−1
)
dρ,
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where X⊥ denotes the component orthogonal to the tangent plane of T and
→
H the curvature
vector of M.
Remark 2.2.2. There exists C1 such that |
→
H| ≤ C1AM.
Lemma 2.2.3. There is a dimensional constant C2 > 0 such that for (T,M) ∈ T and
0 < r < 2, the map
r 7→ exp (C2 (AM + κT ) r) ‖T‖(Br)
rnωn
is monotonously increasing.
Corollary 2.2.4. For (T,M) ∈ T and 0 < r < s < 2, the following holds∣∣∣∣∣‖T‖(Bs)sn − ‖T‖(Br)rn −
∫
Bs\Br
|X⊥|2|X|−n−2d‖T‖
∣∣∣∣∣ ≤ C3(AM + κT )(s− r).
Letting r ↓ 0, we deduce also
Corollary 2.2.5. For (T,M) ∈ T and 0 < r < 2, the following holds∣∣∣∣ES(T, r)− ∫Br |X⊥|2|X|−n−2d‖T‖
∣∣∣∣ ≤ C4(AM + κT ).
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3. Interior sheeting and nonparametric estimates
In this chapter we prove that the minimizing current is, away from the boundary, sup-
ported on graphs.
Definition 3.0.1. Let u : U ⊂ Rn → R. Then we define
graph(u,Φ) :=
{
(x, u(x),Φ(x, u(x))) : x ∈ U
}
.
Away from the boundary, the interior regularity theory gives
us functions whose graphs describe the current. Moreover
they fulfill the Riemannian minimal surface equation (see Def-
inition 3.2.3) that is elliptic and therefore, we can deduce es-
timates on the gradient of these functions. These estimates
are crucial as they guarantee the existence of the harmonic
blow-ups introduced in section 4.
b
σT
VT
WT
Theorem 3.0.2. Let (T,M) ∈ T and assume A ≤ 1/4. Then there are constants C5 ≥ 12,
C6 ≥ 1 such that if
EC(T, 1) + κT +A ≤ (4C5)−2n−3
and we denote σT := C5
(
EC(T, 1) + κT + A
)1/(2n+3)
, VT := VσT and WT := WσT ,
then for i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m − 1} and k ∈ {1, 2, 3} there are smooth functions
vTi : VT → R and wTj : WT → R satisfying the Riemannian minimal surface equation and
such that
(i.) vT1 ≤ vT2 ≤ · · · ≤ vTm and wT1 ≤ wT2 ≤ · · · ≤ wTm−1,
(ii.) p−1(VT )∩spt(T ) =
m⋃
i=1
graph (vTi ,Φ) and p−1(WT )∩spt(T ) =
m−1⋃
i=1
graph (wTi ,Φ),
(iii.) |DkvTi (y)| ≤ C7
√
EC(T, 1) + κT +A dist(y, ∂V)−k−n−1/2 for all y ∈ VT ,
(iv.) |DkwTj (y)| ≤ C7
√
EC(T, 1) + κT +Adist(y, ∂W)−k−n−1/2 for all y ∈WT ,
(v.)
∫
VT
(
∂
∂r
vTi (y)
|y|
)2
|y|2−ndLn(y) +
∫
WT
(
∂
∂r
wTj (y)
|y|
)2
|y|2−ndLn(y)
≤ 2n+7ES(T, 1) + C8(A+ κT )
≤ 2n+7EC(T, 1) + C9(A+ κT ), where ∂
∂r
f(y) := y|y| ·Df(y).
For the existence of these graphs, we need to split the current into pieces and show
that each piece is supported on a graph. Then, once we have these graphs, we show the
estimates by using the regularity theory of elliptic PDEs. This will be done more precisely
in subsection 3.3.
3.1. Comparison between excess and height. To prove the estimate in Theorem
3.0.2(iii.), (iv.), we will deduce from the PDE theory an estimate on the values of the
functions vTi , (wTj respectively). This can be translated into the height of the current in
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the (n+ 1)-component. We wish to estimate the latter quantity with the excess of T and
hence, we need the following lemmata comparing the (cylindrical) excess with the height.
The proofs are given in chapter 10.
First notice that as in the original paper [5], we infer that for 0 < r ≤ s ≤ 2 the following
holds
EC(T, r) ≤
(
s
r
)n
EC(T, s) (3.1)
and
ES(T, r) ≤ EC(T, r) +mrκT . (3.2)
Lemma 3.1.1. There are positive constants C10 and C11 such that for all 0 < σ < 1 and
(T,M) ∈ T , the following holds
σ2
C10
EC(T, 1)− κT −A ≤
∫
C1+σ
X2n+1d‖T‖ ≤ C11 sup
C1+σ∩spt(T )
X2n+1.
Not only it is true, that the height bounds the excess, but also the other way around.
The following estimates rely on an area comparison lemma (Lemma 10.2.1). Its proof will
give us a constant C12 which we will use to prove the following
Lemma 3.1.2. If 0 < σ < 1, A2 ≤ σ/8 and A ≤ (7C1 +C12 + 1)−1 then there are positive
constants C13 and C14 ≥ 2 such that for (T,M) ∈ T , the following holds
(i.) σ
n
C13
sup
C1−σ∩spt(T )
X2n+1 ≤
∫
C1−σ/2
X2n+1d‖T‖+ κT .
(ii.)
∫
C1−σ/2
X2n+1d‖T‖ ≤
C14 − 1
σn+1
(EC(T, 1) + κT +A) .
In particular, we have
sup
C1−σ∩spt(T )
X2n+1 ≤
C13C14
σ2n+1
(
EC(T, 1) + κT +A
)
.
3.2. Splitting of the minimizing current T . Here we prove the fact, that if a current
has no boundary, its excess is not too large and the projection has multiplicity j, then it
consists of j many layers whose projection are of multiplicity 1.
Lemma 3.2.1. Let j ∈ N+, V ⊂ Rn be open and consider the cylinder Γ := {x ∈
Rn+1 : (x1, . . . , xn) ∈ V } and the modified version Γ˜ := {(x,Φ(x)) ∈ M : p(x) ∈ V }. If
S ∈ Rn(Γ˜) satisfies
• (∂S) Γ˜ = 0
• p#S = j(En V )
• M(S)−M(p#S) < Hn(V ),
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then for all i ∈ {1, . . . , j} there exists Si ∈ Rn(Γ˜) such that
Γ˜ ∩ spt(∂Si) = ∅,
S =
j∑
i=1
Si,
p#Si = En V,
‖S‖ =
j∑
i=1
‖Si‖.
Proof. Denote by p˜ the projection to Rn+1 and consider S˜ := p˜#S. Then we have
• (∂S˜) Γ = (p˜#(∂S)) Γ = p˜#((∂S) Γ˜) = 0
• p#S˜ = p#S = j(En V )
• M(S˜)−M(p#S˜) ≤M(S)−M(p#S) ≤ Hn(V ).
Therefore, we can argue as in the original paper [5] to
deduce a decomposition for S˜: There are S˜i ∈ Rn(Rn+1)
such that
Γ ∩ spt(∂S˜i) = ∅,
S˜ =
j∑
i=1
S˜i,
p#Si = En V,
‖S˜‖ =
j∑
i=1
‖S˜i‖.
M1
M2
S˜1
S˜2
V × {s}
We conclude by putting Si := (id,Φ)#S˜i. 
In the situation of Theorem 3.0.2, each of these Si is area minimizing in M and so the
smallness of the excess implies that locally the function, whose graph describe spt(Si),
fulfills an elliptic equation. Thus, we can deduce the following Schauder estimate:
Lemma 3.2.2. Let U be an open neighborhood of 0 ∈ Rn and u : U → R such that
u(0) = 0, Du(0) = 0 and graph(u,Φ) ⊂ M is a minimal surface in M. Then there is
r > 0 such that
r‖Du‖C0(Br/2) + r2‖D2u‖C0(Br/2) + r2+α
[
D2u
]
Cα(Br/2)
≤ C15
(
‖u‖C0(Br) + ‖D2Φ‖∗Cα(Br)
)
,
where
‖f‖∗Cα(Ω) := sup
x∈Ω
dist(x, ∂Ω)2|f(x)|+ sup
x,y∈Ω
x 6=y
max
{
dist(x, ∂Ω), dist(y, ∂Ω)
}2+α |f(x)− f(y)|
|x− y|α .
Proof. We use the Euler-Lagrange equation in the form of Schoen-Simon in chapter 1 of
[17]. Then we use Gilbarg-Trudinger [18, Theorem 6.2] to deduce the estimate. Indeed, we
define
h : Rn×(2n+k) → R, A 7→
√
det(AtA)
φ : graph(u)× Rn → Rn×(2n+k), (z, v) 7→
(
id, vt, DΦ(z)(id, v)t
)
g : Sn ∩
{
zn+1 ≥ 1√1 +R2
}
→ BR, z 7→ −1
zn+1
(z1, . . . , zn)
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and finally
F : graph(u)×
(
Rn+1 ∩ {pn+1
√
1 +R2 ≥ |p|}
)
→ R
(z, p) 7−→ |pn+1| h
(
φ
(
z, g(p/|p|)
))
.
Then F is homogeneous in p and moreover
g
 (−v, 1)√
1 + |v|2
 = v,
∫
graph(u)
F (z, ν(z))dHn(z) =
∫
BR
h
(
D
(
x, u(x), φ(x, u(x))
))
dx = V ol(graph(u,Φ)).
Then the Euler-Lagrange equation reads
div
 Du√
1 + |Du|2
 = n∑
i,j=1
aij(x)∂iju(x) + b(x), (3.3)
where
aij(x) =
∫ 1
0
n+1∑
k=1
zk ∂zkpipjF (tz,−Du, 1)dt evaluated in z = (x, u(x)), p = (−Du, 1)
b(x) =
n+1∑
i=1
∂zi,piF (z, p) evaluated in z = (x, u(x)), p = (−Du, 1).
In order to use elliptic estimates, we define
Aij :=
δij(1 + |Du|2)− ∂iu∂ju
(1 + |Du|2)3/2 − aij
and notice that for r > 0 small enough, we have |Du| + maxij |aij| ≤ 1/12 in Br and
therefore 12 id ≤ A ≤ 2id as a quadratic form. The only thing left to do is to notice that
‖b‖∗Cα ≤ C16‖D2Φ‖∗Cα .

Definition 3.2.3. We define (3.3) to be the Riemannian minimal surface equation.
3.3. Proof of Theorem 3.0.2.
Proof of Theorem 3.0.2.
Let ε > 0 be as in [19, Theorem 5.3.14] with λ, κ, m, n
replaced by 1, 1, n, n + 1 respectively and we choose the
parametric integrand to be the one associated to M:
Ψ : Rn × R× Λn(Rn+k) −→ R,
((x, y), ζ) 7−→|ζ| h
((
id
DΦ(x, y)
)(
v1 · · · vn
))
,
b
σT
VT
WT
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where h is the map from Lemma 3.2.2 and {v1, . . . , vn} are orthonormal and such that
v1 ∧ · · · ∧ vn = ζ|ζ| .
We require C5 to fulfil (4C5)−2n−3 ≤ Ln(VT ) implying that spt(∂T )∩p−1(VσT /3∪WσT /3) =
∅, because κT < 9−nσT . Indeed,
κT ≤
(
σT
C5
)2n+3
≤ σT9n
9n
42n+2C2n+35
≤ σT9n .
Then, we have
p#
(
T p−1(VσT /3)
)
= m(En VσT /3) and p#
(
T p−1(WσT /3)
)
= (m−1)(En WσT /3)
and we can apply Lemma 3.2.1. We obtain for i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m − 1} on
M-area minimizing currents Si and S˜j satisfying
m∑
i=1
Si = T p−1(VσT /3) and
m−1∑
j=1
S˜j = T p−1(WσT /3),
p#Si = En VσT /3 and p#S˜j = En WσT /3.
Denote again by p˜ the projection to Rn+1. Then p˜#Si and p˜#S˜j are absolutely Ψ-minimizing.
Now, we cover p−1(VσT /3) with cylinders CσT /3(x) for all x ∈ V2σT /3∩spt(p#(Si)). In each
of these cylinders, we want to use [19, Corollary 5.3.15] replacing λ, κ, m, n, r, S by 1, 1, n,
n+1, σT/3, τ−x#p˜#Si respectively. To do so, we must have (4C5)−2n−3 ≤ (ε/2)n+1. As a re-
sult, we get in each cylinder a solution u of the Riemannian minimal surface equation whose
graph forms spt(p˜#Si)∩BσT /3(x) and hence, graph(u,Φ)∩BσT /3(x) = spt(Si)∩BσT /3(x) .
These solutions yield a unique function vTi whose graph onM is spt(Si)∩p−1(V2σT /3). As
the integrand is smooth in (x, y), so are the solutions. In p−1(WσT /3) we argue analogously.
By construction of the splitting {Si}i, there is a numbering such that (i.) holds.
Now, we prove (iii.). We want to use Lemma 3.2.2 and Lemma 3.1.2 with σ = 2σT/3.
To do so, we notice that as C5 ≥ 12, we have
A2 ≤ C512
(
EC(T, 1) + κT + A
)1/(2n+3)
= σT12 =
1
8
(2
3σT
)
.
Thus,
sup
C1−2σT /3∩spt(T )
X2n+1 ≤
C13C14(
2
3
)2n+1
σ2n+1T
(
EC(T, 1) + κT + A
)
≤
(3
2
)2n+1 C13C14
C2n+35
σ2T . (3.4)
Let y ∈ VT . We differ between two cases. Either y is near the boundary having distance to
∂V which is comparable with σT , or y lies more in the inner of V, then σT is much smaller
than the distance, but on the other hand, we can choose larger balls. More formally:
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Case 1: σT < dist(y, ∂V) < 2σT .
We define δ := dist(y, ∂V2σT /3). Notice that
Bnδ (y) ⊂ V2σT /3 and δ = dist(y, ∂V)−
2
3σT ≥
1
3dist(y, ∂V) ≥
1
3σT .
Lemma 3.2.2, (3.4) and Lemma 3.1.2 (with σ replaced by 2σT/3) then yield for k ∈ {1, 2, 3}∣∣∣DkvTi (y)∣∣∣ ≤ 2kC15δk
(
sup
Bnδ (y)
|vTi |+ ‖D2Φ‖∗C1(Bδ)
)
≤ 24C15
 1
σkT
sup
C1−2σT /3∩spt(T )
|Xn+1|+ 1
δk
‖D2Φ‖∗C1(Bδ)

≤ 24C15

√√√√√ C13C14(2
3
)2n+2k+1
σ2n+1T
(
EC(T, 1) + κT + A
)
+ 1
δ3
‖D2Φ‖∗C1(Bδ)

≤ C7dist(y, ∂V)n+k+1/2
√
EC(T, 1) + κT + A.
Case 2: dist(y, ∂V) ≥ 2σT .
We choose δ := dist(y, ∂V)/2 ≥ σT . Notice that also in this case Bnδ (y) ⊂ V2σT /3. Indeed,
the following holds
dist(y, ∂V2σT /3) = dist(y, ∂V)−
2
3σT ≥ 2δ −
2
3δ > δ.
also Bnδ (y) ⊂ Vδ. Therefore, Lemma 3.2.2 and Lemma 3.1.2 (with σ replaced by δ) imply∣∣∣DkvTi (y)∣∣∣ ≤ 2kC15δk
(
sup
Bnδ (y)
|vTi |+ ‖D2Φ‖∗C1(Bδ)
)
≤ 16C15
 1
σkT
sup
C1−2σT /3∩spt(T )
|Xn+1|+ 1
δk
‖D2Φ‖∗C1(Bδ)

≤ 16C15

√√√√√ C13C14(2
3
)2n+2k+1
σ2n+1T
(
EC(T, 1) + κT + A
)
+ 1
δ3
‖D2Φ‖∗C1(Bδ)

≤ C7dist(y, ∂V)n+k+1/2
√
EC(T, 1) + κT + A.
This shows (iii.).
(iv.) is done as (iii.).
For (v), we fix i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m− 1} and abbreviate v := vTi , w := wTj . Ad-
ditionally to the conditions before, we now require for C5 to fulfil C2n+35 ≥ C13C14(22/(n+2)−
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1)−1. Then Lemma 3.1.2 implies that
sup
C1−σT ∩spt(T )
X2n+1 ≤ σ2T
C13C14
C2n+35
≤ σ2T (22/(n+2) − 1).
In the following, let y ∈ VT and δ := dist(y,V2σT /3). Then we have∣∣∣(y, v(y),Φ(y, v(y)))∣∣∣2 = |y|2 + v(y)2 + |Φ(y, v(y))|2 ≤ (1−σT )2 +σ2T + |DΦ|2 ≤ 1 + |DΦ|2.
Denote by K := ‖DΦ‖C0(B1). Then p−1(VT ) ∩ spt(T ) ⊂ B1+K . (3.5)
Last, we let C5 also fulfil C2n+35 ≥ 144
(
3
2
)2n+1
C215C13C14. By Lemma 3.2.2, the following
holds ∣∣∣(y, v(y),Φ(y, v(y)))∣∣∣n+2 = (|y|2 + v(y)2 + |Φ(y, v(y))|2)(n+2)/2
≤
(
|y|2 + (22/(n+2) − 1)|y|2|DΦ|2(1 + |Dv|2)|y|2
)(n+2)/2
≤ 22+n/2|y|n+2, (3.6)
|Dv(y)|2 ≤
(2C15
δ
)2 (
sup
Bnδ (y)
|vTi |+ ‖D2Φ‖∗C1(Bδ)
)2
≤ 8C
2
15
(σT3 )2
C13C14(
2
3
)2n+1
σ2n+1T
(
EC(T, 1) + κT + A
)
+ 8C
2
15
δ2
(
‖D2Φ‖∗C1(Bδ)
)2
≤ 72C215
((3
2
)2n+1 C13C14
C2n+35
+ ‖D2Φ‖Cα
)
≤ 1. (3.7)
Now, we compute
∂
∂r
v(y)
|y| =
y
|y|
(
Dv(y)
|y| − v(y)
y
|y|3
)
= yDv(y)− v(y)|y|2 . (3.8)
We notice that this is similar to the projection on span{(Dv(y),−1, 0)}. Let ζ(y) :=
1√
1+|Dv(y)|2 (Dv(y),−1, 0) ∈ R
n+k. Then
〈
(
y, v(y),Φ(y, v(y))
)
, ζ(y)〉 = 〈y,Dv(y)〉 − v(y)√
1 + |Dv(y)|2
. (3.9)
Moreover, the approximate tangent space of spt(T ) at (y, v(y),Φ(y, v(y))) is spanned by
the vectors ∂iG(y) for i ≤ n and G(y) =
(
y, v(y),Φ(y, v(y))
)
. As (Dv(y),−1, 0) is normal
to all of the ∂iG(y), we have that ζ(y) is normal to the approximate tangent space of spt(T )
at (y, v(y),Φ(y, v(y))). In particular,∣∣∣〈(y, v(y),Φ(y, v(y))), ζ(y)〉∣∣∣ ≤ ∣∣∣(y, v(y),Φ(y, v(y)))⊥∣∣∣, (3.10)
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where X⊥ denotes the component orthogonal to the approximate tangent space of T .
Therefore, we deduce by using (3.8), (3.9), (3.7), (3.6), (3.10) and (3.5)∫
VT
(
∂
∂r
v(y)
|y|
)2
|y|2−ndLn(y)
=
∫
VT
〈
(
y, v(y),Φ(y, v(y))
)
, ζ(y)〉2 1 + |Dv(y)|
2
|y|n+2 dL
n(y)
≤
∫
VT
∣∣∣(y, v(y),Φ(y, v(y)))⊥∣∣∣2 22+n/2√2∣∣∣(y, v(y),Φ(y, v(y))∣∣∣n+2
√
1 + |Dv(y)|2 dLn(y)
≤ 2(n+5)/2
∫
B1+K∩p−1(VT )
|X⊥|2|X|−n−2d‖T‖.
We argue in the same manner to extract∫
WT
(
∂
∂r
w(y)
|y|
)2
|y|2−ndLn(y) ≤ 2(n+5)/2
∫
B1+K∩p−1(WT )
|X⊥|2|X|−n−2d‖T‖.
By (10.1), we have∫
B1+K\B1
|X · ζT |2 |X|−n−2d‖T‖ ≤ 4‖T‖(B1+K \B1)
≤ 4
(
C44(1 +K)n − 1
C44
)
≤ C17K ≤ C17A.
In total, we conclude by Corollary 2.2.5 and (3.2) that∫
VT
(
∂
∂r
vTi (y)
|y|
)2
|y|2−ndLn(y) +
∫
WT
(
∂
∂r
wTj (y)
|y|
)2
|y|2−ndLn(y)
≤ 2(n+5)/2
(
ES(T, 1) + C4(A + κT ) + C17A
)
≤ 2(n+5)/2
(
EC(T, 1) + (C4 +m+ C17)(A + κT )
)
.

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4. Blow-up sequence and statement of the excess decay
We now know that, away from the boundary, our minimizing current T is supported on
graphs. We would like to extend that fact up to the boundary. To do so, we use that the
functions describing the current are bounded by the square root of the excess such that
we can introduce a blow-up procedure by rescaling by the latter quantity. Notice that the
domain of the functions converges to the half ball as the excess tends to zero.
We aim to extend the graphs up to the boundary of T and such that they are merging
together smoothly. To do so, we will show that the harmonic blow-ups on V (or W
respectively) are all identical (see Theorem 7.0.2), which will lead to an excess decay
(Theorem 4.0.2) which will then lead to the extension of the graphs (Corollary 4.0.3).
First we describe the blow-up procedure.
Definition 4.0.1. For ν ∈ N, ν ≥ 1, i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m−1} and (Tν ,Mν) ∈ T ,
we define Aν := AMν , εν :=
√
EC(Tν , 1), κν := κTν , v
(ν)
i := vTνi 1VTν : V → R and
w
(ν)
j := wTνj 1WTν : W → R. We call {(Tν ,Mν)}ν≥1 a blowup sequence with associated
harmonic blow-ups fi, gj if the following holds as ν →∞,
(i.) εν → 0,
(ii.) ε−2ν κν → 0,
(iii.) Aν → 0,
(iv.) v
(ν)
i
max{εν ,A1/4ν }
−→ fi uniformly on compact subsets of V,
(v.)
w
(ν)
j
max{εν ,A1/4ν }
−→ gi uniformly on compact subsets of W.
Notice that by the estimates of Theorem 3.0.2 and the Riemannian minimal surface
equation, it follows that fi, gj are harmonic. Furthermore, by Lemma 3.1.2, we have for
0 < ρ < 1
sup
V∩Bnρ (0)
|fi|2 + sup
W∩Bnρ (0)
|gj|2 ≤ lim sup
ν→∞
(
2
max{εν ,A1/4ν }2
sup
Cρ∩spt(Tν)
X2n+1
)
≤ 4C13C14(1− ρ)2n+1 .
(4.1)
Notice that by the Arzela`-Ascoli Theorem and Theorem 3.0.2, every sequence {(Sν ,Mν)}ν≥1 ⊂
T satisfying
lim
ν→∞
(
EC(Sν , 1) +
κSν
EC(Sν , 1)
+ Aν
)
= 0 (4.2)
contains a blow-up subsequence.
The main result of this section is the following excess decay: We define C18, C19 and θ
later (in Remark 7.0.3, Remark 8.0.1 and Theorem 8.0.1) and claim
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Theorem 4.0.2. Let (T,M) ∈ T and assume that max{EC(T, 1),A, C19κT} ≤ θ
C19
. Then
there is a real number |η| ≤ 2C18
√
θ
C19
such that for all 0 < r < θ/4 the following holds
EC(γη#T, r) ≤
θ−n−1
C19
r.
A direct consequence of the Theorem 4.0.2 is the following
Corollary 4.0.3. Let T , M, η, C5 and θ be as in Theorem 4.0.2 and Theorem 3.0.2. If
we define the real numbers β := 14n+10 and δ := θ
2(1+n)(4C5)−(4n+6) and the sets
V˜ :=
{
y ∈ Bnδ (0) : yn > |y|1+β
}
and W˜ :=
{
y ∈ Bnδ (0) : yn < −|y|1+β
}
,
then there are functions v˜i ∈ C1, 14 (V˜ ), w˜j ∈ C1, 14 (W˜ ) such that
(i.) p−1(V˜ ) ∩ spt(γη#T ) =
m⋃
i=1
graph(v˜i,γη ◦Φ) and
p−1(W˜ ) ∩ spt(γη#T ) =
m−1⋃
j=1
graph(w˜j,γη ◦Φ).
(ii.) v˜i|V˜ , w˜j|W˜ satisfy the Riemannian minimal surface equation.
(iii.) Dv˜i(0) = 0 = Dw˜j(0).
(iv.) v˜1 ≤ v˜2 ≤ · · · ≤ v˜m and w˜1 ≤ w˜2 ≤ · · · ≤ w˜m−1.
In order to handle the rotations and scalings of T , we state the following computations
that we will prove in chapter 10.
Remark 4.0.4. For C20 := C3 + 6n(1 +mωn), (T,M) ∈ T and r ≥ 3 the following holds:
if EC(T, 1) + κT +A ≤ 1C3 , then(
(µr#T ) B3,µr(M)
)
∈ T , Aµr(M) ≤
AM
r
and κ(µr#T ) B3 ≤
κT
r
.
Indeed, we apply Corollary 2.2.4 with r, s replaced by 3/r, 1:(
r
3
)n
‖T‖(B3/r) +
∫
B1\B3/r
|X⊥|2|X|−n−2d‖T‖ ≤ ‖T‖(B1) + C3 (A + κT )
(
1− 3
r
)
.
Therefore, we have
M
((
µr#T
)
B3
)
≤ rnM(T B3/r)
≤ 3n
(
‖T‖(B1) + C3 (A + κT )
)
≤ 3n
(
EC(T, 1) +mωn + C3 (A + κT )
)
≤ 3n(1 +mωn).
For the bound of κ(µr#T ) B3 , we refer to the original paper [5].
BOUNDARY REGULARITY OF MINIMAL ORIENTED HYPERSURFACES ON A MANIFOLD 17
Remark 4.0.5. Let (T,M) ∈ T and |ω| ≤ 1/8 and assume that
A ≤ max
{1
8 , (7C1 + C12 + 1)
−1
}
Then, we have
(i.) if EC(T, 1) + κT +A ≤
(
C13C1442n+4
)−1
, then sup
C3/4∩spt(T )
|Xn+1| ≤ 18 .
(ii.) if EC(T, 1) + κT +A ≤ min
{
C−120 ,
(
C13C1442n+4
)−1}
, then
(µ4#γω#T ) B3 = (γω#µ4#T ) B3 ∈ T .
(iii.) if 12 ≤ r < ∞ and ω2 + EC(T, 1) + κT + |DΦ|2 + |D2Φ| ≤ C21−1, where C21 =
42n+4C20C10(1 + C11)(1 + C13)C14, then (µr#γω#T ) B3 ∈ T and
κ(µr#γω#T ) B3 ≤
κT
r
.
Proof of Corollary 4.0.3. We only show it for v˜i, the argument for w˜j goes analogously.
Let 0 < ρ < δ and define Sρ := (µ1/ρ#γη#T ) B3, Mρ := µ1/ρ(M). As in Theorem
4.0.2, (Sρ,Mρ) ∈ T . Moreover, notice that by Theorem 3.0.2, Theorem 4.0.2 and Remark
4.0.5 the following holds
σSρ = C5
(
EC(Sρ, 1) + κSρ + AMρ
)1/(2n+3)
= C5
(
EC(γη#T, ρ) + ρ(κT + A)
)1/(2n+3)
≤ C5
(
θ−n−1
ρ
C19
+ ρ 2θ
C19
)1/(2n+3)
= C5ρ1/(4n+6)
(
ρ1/2
3θ−n−1
C19
)1/(2n+3)
≤ C5ρβ
(
δ1/2
4
C19
θ−n−1
)1/(2n+3)
= C5ρβ
(
42n+5
C19C
2n+3
5
)1/(2n+3)
≤ ρ
β
4 .
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Now, we estimate using Theorem 3.0.2(iii.) (with T , M, k replaced by Sρ, Mρ, 1 and 2)
for all i ∈ {1, . . . ,m}
sup
V 1
4 ρ
β
∣∣∣DvSρi ∣∣∣ ≤ C7√EC(Sρ, 1) + κSρ + AMρ sup
y∈V 1
4 ρ
β
dist(y, ∂V)−1−n−1/2
≤ C7
√
3ρ θ−n−1
(
4
ρβ
)n+3/2
≤ C22ρ1/4,
sup
V 1
4 ρ
β
∣∣∣D2vSρi ∣∣∣ ≤ C7√EC(Sρ, 1) + κSρ + AMρ sup
y∈V 1
4 ρ
β
dist(y, ∂V)−2−n−1/2
≤ C7
√
3ρ θ−n−1
(
4
ρβ
)n+5/2
≤ C22ρ1/4.
(4.3)
Now, we look for functions whose graph contain spt(γη#T ). For a fixed ρ, we apply
Theorem 3.0.2 to (Sρ,Mρ) and get vSρ1 ≤ vSρ2 ≤ · · · ≤ vSρm whose ΦMρ-graph from the
spt(Sρ). Define ρk :=
(
7
8
)k
, k ∈ Z, and look at the annuli
Ak :=
{
y ∈ V˜ : 12pk ≤ |y| ≤
2
3ρk
}
.
These annuli are overlapping as 12ρk <
2
3ρk+1 and moreover they cover all of V˜ . Notice
that for y ∈ Ak the following holds
yn
ρk
>
|y|1+β
ρk
≥
(
ρk
2
)1+β 1
ρk
≥ ρ
β
k
4 ≥ σSρk .
Therefore, yk/ρk ∈ VSρk and we can define for y ∈ Ak
v˜i(y) = ρkv
Sρk
i
(
y
ρk
)
.
Then
p−1(V˜ ) ∩ spt(γη#T ) =
m⋃
i=1
graph(v˜i,γη ◦Φ),
because Sρ := (µ1/ρ#γη#T ) B3. Moreover, all v˜i fulfil the Riemannian minimal surface
equation on V˜ and v˜1 ≤ v˜2 ≤ · · · ≤ v˜m. The only thing we still have to prove is the
C1, 14 -regularity. By using the bounds in (4.3), we estimate for each y ∈ V˜
|Dv˜i(y)| ≤ C22ρ1/4k ≤ 2C22|y|1/4, (4.4)
|D2v˜i(y)| ≤ 1
ρk
C22ρ
1/4
k ≤ C22|y|−3/4. (4.5)
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Let y, z ∈ V˜ be arbitrary. We want to deduce that |Dv˜i(y) −Dv˜i(z)| ≤ 4C22|y − z|. We
differ between the following cases:
Case 1: max
{
|y|, |z|
}
≤ 2|y − z|.
Then the following holds by (4.4)
|Dv˜i(y)−Dv˜i(z)| ≤ |Dv˜i(y)|+ |Dv˜i(z)|
≤ 2C22|y|1/4 + 2C22θ−n/2|z|1/4
≤ 4C22|y − z|1/4.
Case 2: max
{
|y|, |z|
}
> 2|y − z|.
Wlog max
{
|y|, |z|
}
= |y|. We claim that also the path between these two points fulfils
this inequality. Indeed, for every t ∈ [0, 1] we have
|y + t(y − z)| ≥
∣∣∣|y| − t|z − y|∣∣∣ ≥ 2|y − z| − t|y − z| ≥ |y − z|
and
|y + t(y − z)|−3/4 ≤ |y − z|−3/4.
We use this together with (4.5) to infer
|Dv˜i(y)−Dv˜i(z)| ≤ |y − z|
∫ 1
0
∣∣∣D2v˜i(y + t(y − z))∣∣∣dt ≤ C22|y − z|.
Hence, we can extend each v˜i on V˜ with the required regularity. Moreover, the following
holds for all y ∈ V˜
|Dv˜i(0)| ≤ |Dv˜i(y)|+ |Dv˜i(0)−Dv˜i(y)| ≤ 4C22|y|1/4.
Letting |y| ↓ 0 yields (iii.).

5. Glueing of harmonic blow-ups and first collapsing lemma
We aim to prove that under certain conditions, the harmonic blow-ups agree in order
to deduce later that the graphs are equal on V and W respectively. The first step in this
direction is to show that if we glue them together, the result is weakly differentiable.
Lemma 5.0.1. Let {(Tν ,Mν)}ν≥1 ⊂ T be a blow-up sequence with associated harmonic
blow-ups fi, gj. Define h, µ : Bn1 (0)→ R by
h(x) =

∑m
i=1 fi(x), if x ∈ V∑m−1
j=1 gj(x), if x ∈W
0, if x ∈ L
and
µ(x) =
min
{
|f1(x)|, . . . , |fm(x)|
}
, if x ∈ V
0, if x ∈W ∪ L.
Then h and µ are in W 1,2loc (Bn1 (0)).
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Remark 5.0.2. Consider the notion of trace as in [20, Chapter 26]. The previous lemma
implies that µ|V has zero trace on L.
Proof of Leamm 5.0.1. Let {(Tν ,Mν)}ν≥1 ⊂ T be a blow-up sequence with associated
harmonic blow-ups fi, gj and denote Aν , εν , κν as in the Definition 4.0.1 and Φν := ΦMν .
Let C23 > 0 be such that
√
1 + t ≥ 1 + t − C23t2 for all 0 ≤ t ≤ 1. We use Theorem
3.0.2(iii.) to estimate for any i ∈ {1, . . . ,m}
ε2ν =M(Tν C1)−M
(
p#(Tν C1)
)
≥M
(
Tν p−1(V√σν )
)
−M
(
p#(Tν p−1(V√σν ))
)
≥
∫
V√σν
(√
1 + |Dv(ν)i |2 − 1
)
dLn
≥
∫
V√σν
(
|Dv(ν)i |2 − C23|Dv(ν)i |4
)
dLn
≥
∫
V√σν
|Dv(ν)i |2
(
1− C27C23(ε2ν + κν + Aν)σν−n−3/2
)
dLn
=
∫
V√σν
|Dv(ν)i |2
(
1− C−n−3/25 C27C23
√
ε2ν + κν + Aν
)
dLn.
Hence, for ν large enough, it follows that∫
V√σν
|Dv(ν)i |2dLn ≤ 2ε2ν .
Moreover, fix δ > 0. For all ν such that σν ≤ δ2 the following holds∫
Vδ
|Dv(ν)i |2
max{ε2ν ,A1/2ν }
dLn ≤
∫
Vδ
|Dv(ν)i |2
ε2ν
dLn ≤ 2
and by locally uniform convergence, we deduce∫
Vδ
|Dfi|2dLn ≤ 2.
As δ was arbitrary, we can conclude the integrability of the weak derivative of fi in all of
V and analogously for gj in W, thus also of h and µ.

As a next step, we see that also around boundary points, we have local uniform conver-
gence. In fact, the proof of the original paper [5] carries over and thus, we omit the details
here.
Lemma 5.0.3. Let 0 < σ < 1/2, a ∈ L ∩Bn1−2σ(0), U := Bnσ(a), B := ∂U , C ⊂ p−1(U)
compact and {(Tν ,Mν)}ν≥1 ⊂ T a blowup sequence with associated harmonic blowups fi
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and gj. Denote εν :=
√
EC(Tν , 1) and mν := max{εν ,A1/4ν }. Then, the following holds
lim sup
ν→∞
sup
C∩spt(Tν)
Xn+1
mν
≤ max
{
sup
B∩V
fm, sup
B∩W
gm−1, 0
}
,
lim inf
ν→∞ infC∩spt(Tν)
Xn+1
mν
≥ min
{
inf
B∩V
f1, inf
B∩W
g1, 0
}
.
As a first step to the fact, that the harmonic blow-ups coincide, we prove it under the
strong assumptions that they are linear. This will be useful, as for the excess decay we
will use a blow-up argument in which the inequality of Theorem 3.0.2(v.) forces them to
be linear. The argument for the equality of the blow-ups relies on the fact, that in case
they are not equal, we find a better competitor for the minimization problem.
Lemma 5.0.4 (Collapsing lemma). Let {(Tν ,Mν)}ν≥1 ⊂ T be a blowup sequence and
denote εν :=
√
EC(Tν , 1) and mν := max{εν ,A1/4ν }.
Assume the harmonic blowups are of the form
fi = βi Yn|V , gj = γj Yn|W ,
for some real numbers β1 ≤ · · · ≤ βm, γ1 ≥ · · · ≥
γm−1. Then the following holds
β1 = · · · = βm = γ1 = · · · = γm−1
and for every 0 < ρ < 1
lim
ν→∞ supCρ∩spt(Tν)
∣∣∣∣Xn+1mν − β1Xn
∣∣∣∣ = 0.
graph(f1)
graph(f2)
graph(f3)
graph(g1)
graph(g2)
R
Rn−1
Rk
Proof. Let v(ν)i and w
(ν)
j be as in Definition 4.0.1, define ζ := max
{
|β1|, |βm|, |γ1|, |γm−1|
}
,
δ := min
{
{1} ∪ {βi+1 − βi : βi+1 6= βi} ∪ {γi − γi+1 : γi 6= γi+1}
}
and let 0 < σ <
min{δ/2, 1/16}. By Theorem 3.0.2(iii.), (iv.), Definition 4.0.1(i.)-(v.) and the previous
Lemma 5.0.3, we can choose Nσ > 0 such that for all ν ≥ Nσ the following holds
b
2σ
3
4 + σ
σTν <
σ
4 , m
2
ν < σ, κTν < σ
3m2ν (5.1)
sup
Vσ/2
∣∣∣v(ν)i − mνβiYn∣∣∣2 ≤ σn+4m2ν for all 0 ≤ i ≤ m (5.2)
sup
Wσ/2
∣∣∣w(ν)j − mνγjYn∣∣∣2 ≤ σn+4m2ν for all 0 ≤ j ≤ m− 1 (5.3)
sup
C3/4+σ∩spt(Tν)\p−1(V2σ∩W2σ)
|Xn+1| ≤ 2ζσmν + σmν . (5.4)
The grey area in the sketch stands for the set where the supremum in (5.4) is taken.
We divide the proof into several steps.
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Step 1: For all i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m− 1} the following holds
sup
Vσ
∣∣∣D(v(ν)i − mνβiYn)∣∣∣2, sup
Wσ
∣∣∣D(w(ν)j − mνγjYn)∣∣∣2 ≤ C24σ2m2ν . (5.5)
Step 2: There is a Lipschitzian map F σν such that
M(F σν #Tν)−M(Tν) ≤ C25(1 + ζ)2σm2ν .
The maps F σν are constructed by performing the blowup process backwards: we
multiply the harmonic blowups with εν and move it by σ to the origin. These
compressed sheets then almost recreate the original currents.
Step 3: With the help of F σν , we show that
η : Bn1/2(0)→ R, η(y) =
βmYn(y), if y ∈ B
n
1/2(0) ∩V
γm−1Yn(y), if y ∈ Bn1/2(0) ∩W
is harmonic in Bn1/2(0). In particular, η is differentiable in 0 and hence, βm = γm−1. We
argue similarly to deduce that also β1 = γ1.
Step 4: lim
ν→∞ supCρ∩spt(Tν)
∣∣∣∣Xn+1mν − β1Xn
∣∣∣∣ = 0.
Proof of step 1:
Away from the boundary, we want to use [18, Corollary 6.3] on the function u := v(ν)i −
mνβiYn. Recall the coefficients aij and b of (3.3) and define a(ν)ij , b(ν) accordingly. Then for
Akl :=
δk,l√
1 + |Dv(ν)i |2
− Dkv
(ν)
i Dlv
(ν)
i
(1 + |Dv(ν)i |2)3/2
− akl.
we have
n∑
k,l=1
Akl∂klu =
n∑
k,l=1
Akl∂klv
(ν)
i = b(ν) and for ν large enough, Akl are elliptic in
Vσ/3. Hence, we have
sup
Vσ
∣∣∣D(v(ν)i − mνβiYn)∣∣∣2 ≤ C26σ2
(
sup
Vσ/3
∣∣∣v(ν)i − mνβiYn∣∣∣2 + ‖b(ν)‖2C1(Vσ/3)
)
≤ C242
(
σ2m2ν + m8ν
)
≤ C24σ2m2ν .
In the same manner we show that
sup
Wσ
∣∣∣D(w(ν)j − mνγjYn)∣∣∣2 ≤ C24σ2m2ν .
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Proof of step 2: Fix i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m− 1} and define the following subsets
of Rn+1:
Hσ := {x ∈ Rn+1 : |xn| ≤ σ},
Iσi :=
{
x ∈ Rn+1 : (x1, . . . , xn) ∈ Vσ and |xn+1 − βixn| < δσ2
}
,
Jσj :=
{
x ∈ Rn+1 : (x1, . . . , xn) ∈Wσ and |xn+1 − γjxn| < δσ2
}
.
Notice that Iσi ∩ Iσk = ∅ for all βi 6= βk and Jσj ∩ Jσl =
∅ for all γj 6= γl by the definition of δ. Additionally, define
the maps βr : Rn+1 → Rn+1, (x, y) 7→ (x1, . . . , xn, rxn+1) for
r > 0. We define
Gσν := Hσ ∪ βmν
( m⋃
i=1
Iσi
)
∪ βmν
(m−1⋃
j=1
Jσj
)
,
λσν : Gσν → Rn+1
x 7→

(x1, . . . , xn, 0), if x ∈ Hσ(
x1, . . . , xn,mνβi(xn − σ)
)
, if x ∈ βmν (Iσi )(
x1, . . . , xn,mνγj(xn − σ)
)
, if x ∈ βmν (Jσj ),
xn
xn+1
Iσ3
Iσ2
Iσ1J
σ
1
Jσ2
σ−σ 1− σσ − 1
Hσ
xn
xn+1
βmν(Jσ1 )
βmν(Jσ2 )
σ−σσ − 1
βmν(Iσ2 )
βmν(Iσ3 )
βmν(Iσ1 )
1− σ
Hσ
xn
xn+1
λσν ◦ βmν(Iσ3 )
λσν ◦ βmν(Iσ2 )
λσν ◦ βmν(Jσ1 )
λσν ◦ βmν(Jσ2 )
−σ σ
λσν (Hσ)
1− σσ − 1
λσν ◦ βmν(Iσ1 )
Now, we want to construct a homotopy between λσν and the identity map. For this
we take a C1 function µ : Bn1 (0) → [0, 1] satisfying µ|Bn1/2(0) ≡ 0, µ|Bn1 (0)\Bn3/4(0) ≡ 1 and
sup
Bn1 (0)
|Dµ| ≤ 5. Then, we define
Λσν := Gσν ∪ (Rn+1 \C3/4) −→ Rn+1
x 7→
x, if x ∈ R
n+1 \C3/4(
1− µ ◦ p(x)
)
λσν (x) +
(
µ ◦ p(x)
)
x, if x ∈ Gσν
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and finally map everything to Mν with
F σν : (Gσν × Rk−1) ∪ (Rn+k \C3/4) −→Mν ⊂ Rn+k
(x, y) 7→
(
Λσν (x),Φν(Λσν (x))
)
.
We know that in p−1(Vσ), spt(Tν) lives on the Φν-graphs of v(ν)i . As v
(ν)
i m
−1
ν converges to
βiYn, for ν big enough, graph(v(ν)i ,Φν) ⊂ (id,Φν) ◦ βmν (Iσi ). Therefore
p−1(Vσ) ∩ spt(Tν) =
m⋃
i=1
graph(v(ν)i ,Φν) ⊂ (id,Φν)(Gσν ).
Now, we compute the functions whose Φν-graph describes spt(F σν #Tν) ∩ p−1(Vσ):
u
(ν)
i = (1− µ)mνβi(Yn − σ) + µv(ν)i
= (1− µ)mνβiYn + µv(ν)i − (1− µ)mνβiσ
= µ(v(ν)i − mνβiYn) + mνβiYn − (1− µ)mνβiσ.
Then the following holds
u
(ν)
i − v(ν)i = µ(v(ν)i − mνβiYn)− (v(ν)i − mνβiYn)− (1− µ)mνβiσ.
Recall ζ := max
{
|β1|, |βm|, |γ1|, |γm−1|
}
. We bound by step 1 and (5.2)
sup
Vσ
|Du(ν)i | ≤ sup
Vσ
(
|Dµ||v − mνβiYn|+ |D(v(ν)i − mνβiYn)|+ mν |βi|+ mνσ|βiDµ|
)
≤ 5σmν +
√
C24σmν + mνζ + 5mνζσ
≤ C27mν(1 + ζ),
sup
Vσ
|Dv(ν)i | ≤ sup
Vσ
(
|D(v(ν)i − mνβiYn)|+ |D(mνβiYn)|
)
≤ C27mν(1 + ζ),
sup
Vσ
|Du(ν)i −Dv(ν)i | ≤ sup
Vσ
(
|Dµ||v − mνβiYn|+ |1 + µ||D(v(ν)i − mνβiYn)|+ mνσ|βiDµ|
)
≤ 5σ + 2
√
C24σmν + 5mνζσ
≤ C27σmν(1 + ζ).
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With this we can estimate
M
(
F σν #
(
Tν p−1(Vσ)
))
−M
(
Tν p−1(Vσ)
)
≤
m∑
i=1
√
1 + |DΦν |2
∫
Vσ
(√
1 + |Du(ν)i |2 −
√
1 + |Dv(ν)i |2
)
dLn
≤ 2
m∑
i=1
∫
Vσ
(
1 + |Du(ν)i |2 − 1− |Dv(ν)i |2
)
dLn
≤ 2
m∑
i=1
∫
Vσ
|Du(ν)i −Dv(ν)i |
(
|Du(ν)i |+ |Dv(ν)i |
)
dLn
≤ C28(1 + ζ)2m2νσ.
(5.6)
In the same manner, we deduce
M
(
F σν #
(
Tν p−1(Wσ)
))
−M
(
Tν p−1(Wσ)
)
≤ C28(1 + ζ)2m2νσ. (5.7)
Outside of p−1(Vσ∪Wσ) we notice that F σν is the identity inMν∩
(
(Hσ×Rk−1)\C3/4
)
and hence
M
(
F σν #
(
Tν ((Hσ × Rk−1) \C3/4)
))
=M
(
Tν ((Hσ × Rk−1) \C3/4)
)
. (5.8)
In (Hσ × Rk−1) ∩C3/4, the following holds
F σν (x, y) =
(
x1, . . . , xn, µ(x1, . . . , xn)xn+1,Φν(x1, . . . , xn, µ(x1, . . . , xn)xn+1)
)
.
Hence, we can use Lemma 10.2.1 (with A = (Hσ ×Rk−1)∩C3/4, τ = σ, ρ = 5σ) to bound
M
(
F σν #(T (Hσ × Rk−1))
)
−M(T (Hσ × Rk−1))
(5.8)= M
(
F σν #
(
T ((Hσ × Rk−1) ∩C3/4)
))
−M
(
T ((Hσ × Rk−1) ∩C3/4)
)
≤ C45
σ2
(
κ2Tν + 2
∫
(H2σ×Rk−1)∩C3/4+σ
X2n+1d‖Tν‖+ 27Aν
)
(5.4)
≤ C45
σ2
(
κ2Tν + 27Aν + 2‖Tν‖
(
(H2σ × Rk−1) ∩C3/4+σ
)
(2ζσmν + σmν)2
)
.
Further, we see that by the monotonicity property (3.1) and the projection property of
currents in T , the following holds
‖Tν‖
(
(H2σ × Rk−1) ∩C3/4+σ
)
=
(3
4 + σ
)n
EC
(
Tν ,
3
4 + σ
)
+M
(
p#
(
Tν ((H2σ × Rk−1) ∩C3/4+σ)
))
≤ ε2ν +mσ
(3
4 + σ
)n−1
≤ C29σ,
where we used (5.1) in the last inequality.
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Therefore,
M
(
F σν #(T (H2σ × Rk−1))
)
−M(T (H2σ × Rk−1))
≤ C45
σ2
(
κ2Tν + 27Aν + 2C29σ(2ζσmν + σmν)
2
)
(5.1)
≤ C30(1 + ζ)2m2νσ.
Putting this toghether with (5.6) and (5.7) yields
M(F σν #Tν)−M(Tν) ≤ C25(1 + ζ)2m2νσ
for all ν ≥ Nσ.
R
2σ−2σ
3
4 + σ
−34 − σ
m
m− 1
Rn−1
Proof of step 3: We define
η : Bn1/2(0)→ R, η(y) =
βmYn(y), if y ∈ B
n
1/2(0) ∩V
γm−1Yn(y), if y ∈ Bn1/2(0) ∩W.
To show that η is harmonic, we prove that it minimizes the Dirichlet integral. To do so,
we take some arbitrary Lipschitz function θ : Bn1/2(0)→ R satisfying θ|∂Bn1/2(0) = η|∂Bn1/2(0).
Then we notice that
∫ |Dη|2 − ∫ |Dθ|2 is comparable to the difference of the Hausdorff
measure of the graphs of η and θ. These graphs, we express as currents and use the
minimality of Tν to deduce that
∫ |Dη|2−∫ |Dθ|2 ≤ 0. To make this precise, we approximate
both of these functions. Indeed, let {σk}k≥1 be a monotonously decreasing null sequence
with σ1 < min{δ/2, 1/16}. For each k ≥ 1, let νk = Nσk ,
ηk : B
n
1/2(0)→ R, ηk(y) =

βm(Yn(y)− σk), if y ∈ Bn1/2(0) ∩Vσk
γm−1(Yn(y) + σk), if y ∈ Bn1/2(0) ∩Wσk
0, if y ∈ Bn1/2(0) \ (Vσk ∪Wσk),
and choose some C1 function θk : Bn1/2(0)→ R with θk|∂Bn1/2(0) = ηk|∂Bn1/2(0),
lim sup
k→∞
sup
Bn1/2(0)
|Dθk| <∞ and lim
k→∞
∫
Bn1/2(0)
|Dθk −Dθ|2dLn = 0.
With this, we define two auxiliary currents associated to the Φν-graphs of mνηk and mνθk
respectively:
Rk :=
((
idn,mνkθk,Φνk(idn,mνkηk)
)
#
(En Bn1/2)
) ◦
C1/2,
Sk :=
((
idn,mνkθk,Φνk(idn,mνkθk)
)
#
(En Bn1/2)
) ◦
C1/2.
Notice that Rk, Sk are supported in Mνk and moreover, in C1/2 ∩Gσν the following holds
F σkνk = (id,Φν) ◦ Λσkνk = (id,Φν) ◦ λσkνk and hence,
M
(
F σkνk #(Tνk C1)
)
=M
(
F σkνk #(Tνk C1)−Rk
)
+M(Rk). (5.9)
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In addition, we define q(t, x) = (id,Φ)(x1, . . . , xn−1, txn, txn+1) and Qνk := q#
(
[0, 1] ×
((∂Tνk) C2)
)
C1. This is the filling between B
n−1
1 × {0} and spt(∂Tν) ∩ C1 mapped
onto Mνk . Then we consider Pk := Qνk − (F σkνk )#Qνk . Because F σkνk
∣∣∣
∂C1
= (id,Φ)|∂C1 ,
θk|∂Bn1/2(0) = ηk|∂Bn1/2(0) and the homotopy formula [19, 4.1.9], the following holds
∂Rk = ∂Sk,
∂Pk = ∂Qνk − ∂(F σkνk #Qνk)
= (∂Tνk) C1 − (id,Φνk)#
(
(En−1 × {0}) C1
)
− F σkνk #
(
(∂Tνk) C1
)
+ (id,Φνk)#
(
(En−1 × {0}) C1
)
= (∂Tνk) C1 − F σkνk #
(
(∂Tνk) C1
)
= ∂(Tνk C1)− ∂
(
F σkνk #(Tνk C1)
)
.
Moreover, the area minimality of Tνk in Mνk implies
M(Tνk C1) ≤M
(
F σkνk #(Tνk C1) + Pk −Rk + Sk
)
≤M
(
F σkνk #(Tνk C1)−Rk
)
+M(Pk) +M(Sk).
Together with step 2 and (5.9), we deduce
M(Rk)−M(Sk) =M
(
F σkνk #(Tνk C1)
)
−M
(
F σkνk #(Tνk C1)−Rk
)
−M(Sk)
≤M
(
F σkνk #(Tνk C1)
)
−M(Tνk C1) +M(Pk)
≤M(Pk) + C25(1 + ζ)2m2νkσνk .
Notice that again by the homotopy formula [19, 4.1.9], M(Qνk) ≤ C31(κTνk + m4νk). Then
the condition (ii.) in Definition 4.0.1 yields
lim sup
k→∞
M(Pk)
m2νk
≤ lim sup
k→∞
(
1 + Lip(F σkνk )
n
)M(Qνk)
m2νk
= 0.
Thus,
0 ≥ lim sup
k→∞
M(Rk)−M(Sk)
m2νk
= lim sup
k→∞
∫
Bn1/2(0)
√
1 + m2νk |Dηk|2
m2νk
dLn −
∫
Bn1/2(0)
√
1 + m2νk |Dθk|2
m2νk
dLn − C32 |DΦνk |
m2νk

= lim sup
k→∞
∫
Bn1/2(0)
(
1 + m2νk |Dηk|2
)
− (1 + m2νk |Dθk|2)
m2νk
(√
1 + m2νk |Dηk|2 +
√
1 + m2νk |Dθk|2
)dLn
= 12
∫
Bn1/2(0)
|Dη|2 − |Dθ|2dLn.
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As θ was arbitrary, η minimizes the Dirichlet integral and hence, is a harmonic function.
In particular, η is differentiable in 0 and thus, βm = γm−1. We argue similarly to deduce
that also β1 = γ1.
Step 4: Let 0 < ρ < 1 and assume 0 < σ < (1−ρ)/2. Then by Definition 4.0.1(iii.),(iv.),
it follows that
lim sup
ν→∞
sup
spt(Tν)\Hσ/2
∣∣∣∣Xn+1mν − β1Xn
∣∣∣∣ = 0
and by Lemma 5.0.3
lim sup
ν→∞
sup
spt(Tν)∩Hσ/2∩Cρ
∣∣∣∣Xn+1mν − β1Xn
∣∣∣∣ ≤ lim sup
ν→∞
sup
spt(Tν)∩Hσ/2∩Cρ
∣∣∣∣Xn+1mν
∣∣∣∣+ |β1|σ2 ≤ |β1|σ.
Letting σ ↓ 0 concludes the proof.

6. Comparison between spherical and cylindrical excess
In some situations it is more convenient to work with the spherical excess rather than
with the cylindrical one. However, in the context of blow-ups, we see that they are in fact
comparable.
Lemma 6.0.1. There exist positive constants C33, C34, C35 such that if (T,M) ∈ T
satisfies
EC(T, 1) + κT +A ≤ 1
C33
and sup
C1/4∩spt(T )
X2n+1 ≤
EC(T, 13)
C34
,
then
EC(T,
1
3) ≤ C35
(
ES(T, 1) + κT +A
)
.
We will give the very technical proof for this in chapter 10. It follows by computing the
first variation of a suitable vectorfield.
Instead of asking X2n+1 to be small, we now only assume that T is optimal with respect
to rotations. We will argue by contradiction, finding a suitable blow-up sequence and then
we will reduce it to the case when the harmonic blow-ups are linear (in order to use Lemma
5.0.4). Here, we give a sufficient condition for this to happen.
Remark 6.0.2. Let h : V → R be a harmonic function such that for all y ∈ V and
0 < ρ < 1 the following holds h(ρy) = ρh(y). Then it follows
(i.) If h ≥ 0, then h has zero trace on L.
(ii.) If h has zero trace on L, then there is some β ∈ R satisfying h = β Yn|V.
The proof of this fact can be read in the original paper [5].
Theorem 6.0.3. Let (T,M) ∈ T and recall C33 and C35 from Lemma 6.0.1. Then there
is a positive constant C36 such that if for all real numbers |η| < 1/8 the following holds
• EC(T, 1) + κT +A ≤ 12C33 ,
BOUNDARY REGULARITY OF MINIMAL ORIENTED HYPERSURFACES ON A MANIFOLD 29
• EC(T, 13) +
κT
EC(T, 13)
≤ 1
C36
,
• EC(T, 14) ≤ 2EC(γη#T,
1
4),
then
EC(T,
1
4) ≤ C36
(
ES(T, 1) + κT +A
)
.
Proof. We argue by contradiction. Assume that no matter how large C36 is, there is a
current satisfying the four conditions but not the fifth one. This means, there is a sequence
{(Tν ,Mν)}ν≥1 ⊂ T such that for every ν ≥ 1 and |η| < 1/8 the following holds
EC(Tν , 1) + κTν + Aν ≤
1
2C33
,
EC(Tν ,
1
4) ≤ 2EC(γη#Tν ,
1
4), (6.1)
lim
ν→∞
(
EC(Tν ,
1
3) +
κTν
EC(Tν , 13)
)
= 0, (6.2)
lim
ν→∞
(
ES(Tν , 1) + κTν + Aν
EC(Tν , 14)
)
= 0. (6.3)
We define Sν := (µ3#Tν) B3. By Remark 4.0.4 (Sν ,µ3(Mν)) ∈ T and moreover
εν :=
√
EC(Sν , 1) =
√
EC(Tν ,
1
3), κν := κSν≤ κTν and mν := max
{
εν ,
(1
3Aν
)1/4}
.
Up to subsequence (which we do not relabel) is {(Sν ,µ3(Mν))}ν≥1 a blowup sequence (see
(4.2)) with harmonic blowups fi and gj. We want to show that they are of the form βYn.
Then we will be able to deduce that β 6= 0 which will make it impossible for EC(Tν , 14)ε−2ν
to converge to zero. This then leads to a contradiction to (6.1). Notice that by Lemma
2.2.3, the following holds
e
C2
3 (Aν+κTν )3n‖Tν‖(B1/3) ≤ eC2(Aν+κTν )‖Tν‖(B1).
From this, it follows
ES(Sν , 1) = ES
(
Tν ,
1
3
)
≤ 3n‖Tν‖(B1/3)− ων
(
m− 12
)
≤ e 23C2(Aν+κTν )‖Tν‖(B1)− ων
(
m− 12
)
≤ e 23C2(Aν+κTν )ES(Tν , 1) +
(
e
2
3C2(Aν+κTν ) − 1 + κTν
)
ων
(
m− 12
)
≤
(
eC2/C33 + 2 C2
C33
) (
ES(Tν , 1) + κTν
)
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and hence,
lim sup
ν→∞
ES(Sν , 1)
ε2ν
≤
(4
3
)n (
eC2/C33 + 2 C2
C33
)
lim sup
ν→∞
ES(Tν , 1) + κTν
EC(Tν , 14)
= 0, (6.4)
where we used (6.3).
We can apply Theorem 3.0.2(v.) (with T replaced by Sν) combined with Definition
4.0.1(iv.),(v.) (with Tν replaced by Sν), (6.2) and (6.4) to infer∫
VT
(
∂
∂r
fi(y)
|y|
)2
|y|2−ndLn(y) +
∫
WT
(
∂
∂r
gj(y)
|y|
)2
|y|2−ndLn(y)
≤ 2n+7 lim sup
ν→∞
ES(Sν , 1) + C8(Aν + κTν )
m2ν
= 0.
Hence, both terms must vanish and therefore the following holds for all 0 < ρ < 1
fi(ρy) = ρfi(y) for y ∈ V and gj(ρy) = ρgj(y) for y ∈W.
This allows us to use Remark 6.0.2(i.) to the nonnegative functions fm − f1, gm−1 − g1
having vanishing trace on L. We notice that
|fi| =
(
|fi| −min{|f1|, · · · , |fm|}
)
+ min{|f1|, · · · , |fm|}
≤ (fm − f1) + min{|f1|, · · · , |fm|}
and so, also each fi has zero trace on L by Lemma 5.0.1. Remark 6.0.2(ii.) gives that
fi = βi Yn|V for some βi ∈ R. The analogues statement holds for gj because Lemma 5.0.1
implies that also ∑m−1l=1 gl has zero trace on L and we can bound
(m− 1)|gj| =
∣∣∣∣∣
m−1∑
l=1
(gj − gl) +
m−1∑
l=1
gl
∣∣∣∣∣ ≤ (m− 1)(gm−1 − g1) +
∣∣∣∣∣
m−1∑
l=1
gl
∣∣∣∣∣ .
Then we can apply Lemma 5.0.4 to deduce
β1 = · · · = βm = γ1 = · · · = γm−1,
lim
ν→∞ supC7/8∩spt(Sν)
∣∣∣∣Xn+1mν − β1Xn
∣∣∣∣ = 0. (6.5)
Next, we infer β1 6= 0. Indeed, if this were not the case, then Lemma 6.0.1 would imply
that
0 = lim sup
ν→∞
(
ES(Tν , 1) + κTν
EC(Tν , 14)
)
≥ lim sup
ν→∞
( 1
C35
EC(Tν , 13)−Aν
EC(Tν , 14)
)
≥ 3
n
4nC35
> 0,
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where we used (6.3) for the last inequality.
Now, we rotate Tν such that the new blowup sequence has a vanishing harmonic blowups.
To do so, let ην := arctan(β1mν) and consider Rν := (µ4#γην#Tν) B3. From Remark
4.0.5(ii.), we know that (Rν , (µ4 ◦ γην )(Mν)) ∈ T for ν large enough. We use again
Lemma 3.1.1 (with T , σ replaced by Rν , 1/6) and Lemma 5.0.3 to obtain
lim sup
ν→∞
EC(γην#Tν ,
1
4)
m2ν
= lim sup
ν→∞
EC(Rν , 1)
m2ν
≤ lim sup
ν→∞
36C10
C11 sup
C7/6∩spt(Rν)
X2n+1
m2ν
+ κTν + Aν
m2ν

= 0.
(6.6)
But by Lemma 3.1.2 (with T , σ replaced by Rν , 7/8)
lim inf
ν→∞
EC(Tν , 14)
m2ν
= lim inf
ν→∞
EC(µ4#Tν , 1)
m2ν
≥ lim inf
ν→∞
(7
8
)2n+1 1
C13C14
 sup
C1/8∩spt(µ4#Tν)
X2n+1
m2ν
− κTν + Aν
m2ν

= 7
2n+1
82n+1C13C14
(
β1
8
)2
> 0.
For ν large enough, together with (6.6), this contradicts (6.1).

7. Coincidence of the harmonic sheets
As mentioned before, the excess decay will follow from the fact, that the harmonic blow-
ups coincide on V and W respectively. To see this, we want to blow-up the harmonic
blow-ups in a homogeneous way. Thus, we need to make sure that the limit exists, i.e. we
prove that the harmonic blow-ups are C0,1 up to the boundary. The proof uses suitable
rotations of Tν and the uniform convergence of the blow-up sequence at the boundary.
Lemma 7.0.1. Let {(Tν ,Mν)}ν≥1 ∈ T be a blow-up sequence with harmonic blow-ups fi
and gj. Then for all 0 < ρ < 1, i ∈ {1, . . . ,m} and j ∈ {1, . . . ,m− 1} the following holds
sup
V∩Bnρ (0)
|fi(y)|
|y| <∞ and supW∩Bnρ (0)
|gj(y)|
|y| <∞.
Proof. For ν ∈ N with ν ≥ 1, we define εν :=
√
EC(Tν , 1) and κν := κTν . Let 0 < σ ≤ 1/12
and ω(ν, σ) ∈ R such that for all |η| ≤ 1/8
EC(γω(ν,σ)#Tν ,
σ
4 ) ≤ 2EC(γη#Tν ,
σ
4 ). (7.1)
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Notice that by the monotonicity of the excess (3.1) and Definition 4.0.1(i.), it follows
limν→∞EC(Tν , σ) = 0. As (7.1) also must hold for η = 0, it follows by Lemma 3.1.1 that
also
lim
ν→∞ω(ν, σ) = 0. (7.2)
This implies that
lim
ν→∞EC(γω(ν,σ)#Tν , σ) = 0. (7.3)
In a first step, we show that there is a constant C37 such that for infinitely many ν the
following holds
sup
Cσ/5∩spt(γω(ν,σ)#Tν)
|Xn+1| ≤ C37mνσ.
To do so, we first bound EC(γω(ν,σ)#Tν , σ4 ) by looking at two different cases:
Case 1: EC(γω(ν,σ)#Tν , σ3 ) < ε2ν for infintely many ν.
We use the monotonicity of the excess (3.1) to deduce
EC(γω(ν,σ)#Tν ,
σ
4 ) ≤
(4
3
)n
EC(γω(ν,σ)#Tν ,
σ
3 ) ≤
(4
3
)n
ε2ν
for infinitely many ν.
Case 2: EC(γω(ν,σ)#Tν , σ3 ) ≥ ε2ν for all ν ≥ N for some N large enough.
We define Sν := (γω(ν,σ)#µ 1
σ
#Tν) B3 and M˜ν := γω(ν,σ) ◦ µ 1
σ
(Mν). By Remark
4.0.5(iii.) is (Sν , M˜ν) ∈ T . Recall the constants C33 and C36 of Theorem 6.0.3. By (3.1),
(10.28), (7.3), (7.1) and Definition 4.0.1, there is an integer Nσ such that for all ν ≥ Nσ
the following holds
• κν ≤ ε2ν ,
• EC(Sν , 1) + κSν + AM˜ν ≤ EC
(
(γω(ν,σ)#Tν) B3, σ
)
+ σ(κν + Aν) ≤ 12C33 ,
• EC(Sν , 13) +
κSν
EC(Sν , 13)
≤ 3nEC
(
(γω(ν,σ)#Tν) B3, σ
)
+ σκν
ε2ν
≤ 1
C36
,
• EC(Sν , 14) ≤ 2EC(γη#Sν ,
1
4) for all |η| ≤
1
8 .
Therefore, we can apply Theorem 6.0.3 (with T replaced by Sν for ν ≥ Nσ) to deduce
EC(γω(ν,σ)#Tν ,
σ
4 ) = EC(Sν ,
1
4) ≤ C36
(
ES(Sν , 1) + κSν + AM˜ν
)
≤ C36
(
ES(Tν , σ) + σ(κν + Aν)
)
.
(7.4)
Notice that by Lemma 2.2.3, the following holds
eC2(Aν+κν)σσ−n‖Tν‖(Bσ) ≤ eC2(Aν+κν)‖Tν‖(B1).
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Therefore,
ES(Tν , σ) = σ−n‖Tν‖(Bσ)− (m− 12)α(n)
≤ eC2(Aν+κν)
(
‖Tν‖(B1)− (m− 12)ωn
)
+
(
eC2(Aν+κν) − 1
)
(m− 12)ωn.
With this and (3.2), we can continue to estimate (7.4) with
C36
(
ES(Tν , σ) + σ(κν + Aν)
)
≤ C36
(
EC(Tν , 1) + κν + Aν
)
≤ C38m2ν .
Hence, in both cases we have infinitely many ν satisfying
EC(γω(ν,σ)#Tν ,
σ
4 ) ≤ C39m
2
ν .
For these ν we apply Lemma 3.1.2 (with σ, T replaced by 1/5, (γω(ν,σ)#µ4/σ#Tν) B3)
and infer
sup
Cσ/5∩spt(γω(ν,σ)#Tν)
|Xn+1| = sup
C4/5∩spt(γω(ν,σ)#µ4/σ#Tν)
σ
4 |Xn+1|
≤ σ4
√
C13C1452n+1
(
EC(γω(ν,σ)#Tν ,
σ
4 ) +
σ
4 (κν + Aν)
)
≤ C40mνσ.
With this, we now prove the bound on fi and gj.
To be able to jump between V and W, we define
for y ∈ Rn the map y 7→ y¯ := (y1, . . . , yn−1,−yn).
Denote by v(ν)i and w
(ν)
j the maps whose Φν-
graphs form the spt(Tν) as in Definition 4.0.1. By
the previous inequality and (7.2), we can bound
for infintely many ν, arbitrary 0 < τ < 1, i ∈
{1, . . . ,m} and j ∈ {1, . . . ,m− 1}
spt(γω(ν,σ)#T )
2C74mνσ
xn
xn+1
∣∣∣v(ν)i (y) + w(ν)j (y¯)∣∣∣ ≤ 2C40mνσ for y ∈ Vτ ∩Bnσ/5(0).
Consider now any 0 6= y ∈ V ∩Bn1/60(0). Then let σ := 5|y| ≤ 1/12. The previous bounds
imply that ∣∣∣∣∣∣v
(ν)
i (y)
mν
+
w
(ν)
j (y¯)
mν
∣∣∣∣∣∣ ≤ 2C40σ = 10C40|y|
for infintely many ν. Hence, by local uniform convergence,
|fi(y) + gj(y¯)| ≤ 10C40|y| for y ∈ V ∩Bn1/60(0). (7.5)
Moreover, by (4.1), for y ∈ V∩
(
Bnρ(0)\Bn1/60(0)
)
, i ∈ {1, . . . ,m} and j ∈ {1, . . . ,m−1},
the following holds
|fi(y)|2 + |gj(y¯)|2 ≤ 4C13C14(1− ρ)2n+1 (60|y|)
2. (7.6)
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Now, we define the following auxiliary functions
h : Bn1 (0)→ R, h(y) =

∑m
i=1 fi(y), for y ∈ V∑m−1
j=1 gj(y), for y ∈W
0, for y ∈ L
,
H : Bn1 (0)→ R, H(y) = h(y)− h(y¯).
By Lemma 5.0.1, these two functions have locally square integrable weak gradients. More-
over, H is odd in the n-th variable and H|V∪W is harmonic. The weak version of the
Schwarz reflection principle implies that H is harmonic on all Bn1 (0). Therefore, the fol-
lowing holds for all 0 < ρ < 1
sup
Bnρ (0)
|H(y)|
|y| <∞. (7.7)
Notice that for y ∈ V, we can write
fi(y) = H(y)−
i−1∑
k=1
(
fk(y) + gk(y¯)
)
−
m∑
k=i+1
(
fk(y) + gk−1(y¯)
)
,
gj(y¯) =
(
f1(y) + gj(y¯)
)
− f1(y).
(7.5), (7.6) and (7.7) then imply the lemma.

Now, we are ready to prove that all harmonic blowups coincide even if they are not linear.
The definition of the homogeneous blow-up of the harmonic blow-ups and the estimate in
Theorem 3.0.2(v.) will imply that they are linear, and hence, coincide with each other.
Then we will use the E.Hopf boundary point Lemma for harmonic functions to deduce
that also the harmonic blow-ups need to coincide themselves.
Theorem 7.0.2. Let {(Tν ,Mν)}ν≥1 ⊂ T be a blowup sequence with harmonic blowups fi,
gj. Then
(i.) f1 = · · · = fm and g1 = · · · = gm−1.
(ii.) The functions
f : V ∪ L→ R, y 7→
f1(y), for y ∈ V0, for y ∈ L
g : W ∪ L→ R, y 7→
g1(y), for y ∈W0, for y ∈ L
are C2.
(iii.) Df(0) = Dg(0).
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Proof. We first blow fi, gj up and show the equality of these limiting functions. Then we
deduce that also the fi, gj coincide.
Let i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m−1}, 4 ≤ ρ <∞ and define the functions f (ρ)i := ρfi( ·ρ)
and g(ρ)j := ρgj( ·ρ). Then f
(ρ)
i and g
(ρ)
j are harmonic and by Lemma 7.0.1 uniformly
bounded.
Indeed, for all 4 ≤ ρ <∞
sup
V
|f (ρ)i | = ρ sup
V
∣∣∣∣∣fi
(
y
ρ
)∣∣∣∣∣ = ρ supV∩Bn1/ρ(0) |fi| ≤ supV∩Bn1/ρ(0)
|fi(y)|
|y| ≤ supV∩Bn1/4(0)
|fi(y)|
|y| <∞.
Then [18, Theorem 2.11] implies that, up to subsequence, they converge pointwise to a
harmonic function. This means, there exist a strictly increasing sequence ρk → ∞ as
k → ∞ and harmonic functions f ∗1 , . . . , f ∗m on V, g∗1, . . . , g∗m−1 on W such that for all
i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m− 1}
lim
k→∞
f
(ρk)
i (y) = f ∗i (y) and lim
k→∞
Df
(ρk)
i (y) = Df ∗i (y) for y ∈ V,
lim
k→∞
g
(ρk)
j (y) = g∗j (y) and lim
k→∞
Dg
(ρk)
j (y) = Dg∗j (y) for y ∈W.
We want to deduce their equality by using Lemma 5.0.4. To do so, we first must show that
f ∗i , g∗j are of the form βYn for some β ∈ R. A sufficient condition for this is the following
identity ∂
∂r
f ∗i (y)
|y| = 0 =
∂
∂r
g∗i (y¯)
|y¯| , as we have seen in the proof of Theorem 6.0.3. By
Theorem 3.0.2(v.), we have∫
V
(
∂
∂r
fi(y)
|y|
)2
|y|2−ndLn(y) +
∫
W
(
∂
∂r
gj(y)
|y|
)2
|y|2−ndLn(y) ≤ 2n+5C41 <∞,
and hence, Fatou’s Lemma implies that∫
V
(
∂
∂r
f ∗i (y)
|y|
)2
|y|2−ndLn(y) +
∫
W
(
∂
∂r
g∗j (y)
|y|
)2
|y|2−ndLn(y)
≤ lim inf
k→∞
∫
V
 ∂
∂r
f
(ρk)
i (y)
|y|
2 |y|2−ndLn(y) + ∫
W
 ∂
∂r
g
(ρk)
j (y)
|y|
2 |y|2−ndLn(y)

≤ lim inf
k→∞
∫
V∩Bn1/ρk (0)
(
∂
∂r
fi(y)
|y|
)2
|y|2−ndLn(y) +
∫
W∩Bn1/ρk (0)
(
∂
∂r
gj(y)
|y|
)2
|y|2−ndLn(y)

= 0.
Therefore, there exist real numbers β1 ≤ · · · ≤ βm, γ1 ≥ · · · ≥ γm−1 such that f ∗i = βi Yn|V,
g∗j = γj Yn|W . Now, we show that all these numbers coincide.
This must hold by Lemma 5.0.4, if we find a blowup sequence whose associated harmonic
blowups are exactly f ∗i , g∗j . For k ∈ N, k ≥ 1, we define
Skν := (µρkTν) B3.
36 SIMONE STEINBRU¨CHEL
Then there is an N > 0 such that for ν ≥ N the following holds EC(Tν , 1) +κν + Aν ≤ 1C20
and hence, by Remark 4.0.4, (Skν ,µρk(Mν)) ∈ T . Moreover, by Definition 4.0.1(iv.), (v.)
for all i ∈ {1, . . . ,m}, j ∈ {1, . . . ,m− 1} we have
lim
ν→∞
v
Skν
i
mν
= f (ρk)i on compact subsets of V,
lim
ν→∞
w
Skν
j
mν
= g(ρk)j on compact subsets of W.
We choose now for every k an νk ≥ max{N, k} satisfying the following three properties:
(1)
max
{
sup
V∩B1/2
∣∣∣f (ρk)1 ∣∣∣, sup
V∩B1/2
∣∣∣f (ρk)m ∣∣∣, sup
W∩B1/2
∣∣∣g(ρk)1 ∣∣∣, sup
W∩B1/2
∣∣∣g(ρk)m−1∣∣∣} ≤ sup
C1/2∩sptSkνk
|Xn+1|
mνk
+ 1
k
.
(2)
sup
C3/2∩spt(Skνk )
|Xn+1|
mνk
≤ 3 max
{
sup
V
∣∣∣f (ρk/3)1 ∣∣∣, sup
V
∣∣∣f (ρk/3)m ∣∣∣, sup
W
∣∣∣g(ρk/3)1 ∣∣∣, sup
W
∣∣∣g(ρk/3)m−1 ∣∣∣}+ 1k .
This is possible by Lemma 5.0.3, where {(Tν ,Mν)}ν≥1, a, σ are replaced by
{(µρk/3#Tνk ,µρk/3(Mνk)}k≥1, 0, 1/2) and because
sup
C3/2∩spt(Skνk )
|Xn+1|
mνk
= sup
C1/2∩spt(µ1/3#Skνk )
3 |Xn+1|
mνk
= 3 sup
C1/2∩spt(µρk/3#Tkνk )
|Xn+1|
mνk
.
(3) We define the (blowup) sequence {(S∗k ,M∗k)}k≥1 by S∗k := Skνk andM∗k := µρk(Mνk)
and notice
lim
k→∞
v
S∗k
i
mνk
= f ∗i and lim
k→∞
w
S∗k
j
mνk
= g∗j . (7.8)
If all f ∗i , g∗j vanish, then also 0 = β1 = · · · = βm = γ1 = · · · = γm−1. If not, we want
to see whether {S∗k}k≥1 is a blowup sequence to f ∗i , g∗j . Hence, we aim for (7.8) with mνk
replaced by mS∗
k
. Therefore, we shall compare these two quantities. First, we notice that
by Remark 4.0.4,
0 ≤ κS∗k + AM∗k
m2νk
≤ κνk + Aνk
ρkm
2
νk
→ 0 as k →∞.
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Then by Lemmas 3.1.1 and 3.1.2 (with T ,M, σ replaced by S∗k ,M∗k 1/2) and the conditions
1. and 2., it follows that
lim sup
k→∞
EC(S∗k , 1)
m2νk
≤ lim sup
k→∞
4C10
C11
m2νk
sup
C3/2∩spt(S∗k)
X2n+1 +
κS∗
k
+ AM∗
k
m2νk

≤ 36C10C11 max
{
sup
V
(f ∗i )2, sup
W
(g∗j )2 : i, j
}
,
lim inf
k→∞
EC(S∗k , 1)
m2νk
≥ lim inf
k→∞
 1
22n+1C13C14
sup
C1/2∩spt(S∗k)
X2n+1
m2νk
− κS∗k + AM∗k
m2νk

≥ 122n+1C13C14 max
{
sup
V
(f ∗i )2, sup
W
(g∗j )2 : i, j
}
.
Hence,
0 < lim inf
k→∞
max
{
EC(S∗k , 1),A
1/2
S∗
k
}
m2νk
≤ lim sup
k→∞
max
{
EC(S∗k , 1),A
1/2
S∗
k
}
m2νk
<∞,
and we can find a subsequence {(S∗kl ,M∗kl)}l≥1 which is a blowup sequence and whose
associated harmonic blowups are γf ∗i , γg∗j for some fixed γ ∈ R by (7.8). As they are of
the form as in Lemma 5.0.4 it follows that there is a β ∈ R satisfying
f ∗1 = · · · = f ∗m = β Yn|V and g∗1 = · · · = g∗m−1 = β Yn|W .
From this, we want to deduce that also f1 = · · · = fm and g1 = · · · = gm−1. Notice that
f1 − fm and g1 − gm−1 are nonpositive and harmonic functions. By Lemma 5.0.1, fi and
gj have zero trace on L. Hence,
sup
V
(f1 − fm) = 0 = sup
W
(g1 − gm−1).
Moreover, the E. Hopf boundary point Lemma [18, Lemma 3.4] implies that if y0 ∈ L is a
strict maximum point, then the outer normal derivative at y0 (if it exists) must be positive.
But at zero, the following holds
∂(f1 − fm)
∂ν
(0) = lim
t↓0
(f1 − fm)(0, . . . , 0, t)
t
= (f ∗1 − f ∗m)(0, . . . , 0, 1) = 0,
∂(g1 − gm−1)
∂ν
(0) = lim
t↓0
(g1 − gm−1)(0, . . . , 0,−t)
t
= (g∗1 − g∗m−1)(0, . . . , 0,−1) = 0.
Hence, 0 is not a strict maximum point and there must be a point in V (W respectively)
reaching 0 (i.e. the maximum) as well. Then [18, Theorem 3.5] implies that f1 − fm, and
g1 − gm−1 must be constant. In fact, by the vanishing trace, f1 − fm = 0 = g1 − gm−1.
Therefore, (i.) must hold. Also by the vanishing trace and weak version of the Schwarz
reflection principle, there are harmonic functions f ∈ C2(V∩L), g ∈ C2(W∪L) satisfying
(ii.) and (iii.).

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Remark 7.0.3. Let f , g denote harmonic blow-ups as in Theorem 7.0.2(ii.). Then there
are constants C42, C18 such that
(i.) |Df(0)| = |Dg(0)| ≤ C42 min
{√∫
V∩Bn1/2(0)
|f |2dLn,
√∫
W∩Bn1/2(0)
|g|2dLn
}
≤ C18.
(ii.) For all y ∈ Bn1/4(0) the following holds
|f(y)− y ·Df(0)| ≤ C42|y|2
√∫
V∩Bn1/2(0)
|f |2dLn ≤ C18|y|2.
(iii.) For all y ∈ Bn1/4(0) the following holds
|g(y)− y ·Dg(0)| ≤ C42|y|2
√∫
W∩Bn1/2(0)
|g|2dLn ≤ C18|y|2.
Proof. (i.) By the Schwarz reflection principle, we can extend f to an harmonic function
f˜ defined on Bn1/2(0). Then by the interior estimates for harmonic functions [18, Theorem
2.10], the mean value property and Ho¨lder’s inequality, it follows that
|Df(0)| ≤ 8n sup
Bn1/4
|f˜ | ≤ 8n 2
n
ωn
∫
Bn1/2
|f˜ |dLn ≤ 8n
( 2n
ωn
)2√∫
Bn1/2
|f |2dLn.
Moreover, by Lemma 3.1.2(ii.) (with σ replaced by 1/2) and Definition 4.0.1(iii.), this
integral is bounded by 2n+1C14. The same holds for g.
(ii.) By the Taylor formula, |f(y) − y ·Df(0)| ≤ C|D2f(0)||y|2. Also by [18, Theorem
2.10], the following holds
|D2f(0)| ≤ n
2
16 supBn1/4
|f˜ |.
The inequalities follow then as in (i.).
(iii.) Similar to (ii.). 
8. Excess decay
With the C2 functions from Theorem 7.0.2, we prove the following inequalities of the
excess. We will use them to prove Theorem 4.0.2 by constructing inductively a sequence
of currents which will show that the excess of the (slightly rotated) original current decays
at most proportional to the radius.
Theorem 8.0.1. Let (T,M) ∈ T and define θ :=
(
C21(1+C18)
)−2
(see Remarks 4.0.5(iii.)
and 7.0.3). There is a constant C19 ≥ 1 such that if T fulfils max{EC(T, 1), C19κT ,
√
A} ≤
1
C19
, then there is a real number ω satisfying
|ω|2 ≤ C218 max
{
EC(T, 1),
√
A
}
and EC(γω#T, θ) ≤ θmax
{
EC(T, 1), C19κT ,
√
A
}
.
BOUNDARY REGULARITY OF MINIMAL ORIENTED HYPERSURFACES ON A MANIFOLD 39
Proof. We argue by contradiction. If the theorem did not hold, then there would be a
sequence {(Tν ,Mν)}ν≥1 ⊂ T such that for all |ω| ≤ C18mν the following holds
max{ε2ν ,
√
Aν , νκν} ≤ 1
ν
, (8.1)
EC(γω#Tν , θ) > θmax{ε2ν ,
√
Aν , νκν}, (8.2)
where εν :=
√
EC(Tν , 1), κν := κTν and Aν := AMν . Notice that by the monotonicity of
the excess (3.1), the condition (8.2) (with ω = 0) implies
θνκν ≤ θmax{EC(Tν , 1),
√
Aν , νκν} < EC(Tν , θ) ≤ ε
2
ν
θn
.
Hence, by (8.1), we can assume that
ε2ν +
κν
ε2ν
+ Aν <
2
ν
+ 1
νθn+1
.
Therefore, we notice that as in (4.2), {(Tν ,Mν)}ν≥1 is, up to subsequence, a blowup
sequence with associated harmonic blowups fi, gj. Let f , g denote the C2-functions as in
Theorem 7.0.2(ii.). As they vanish on L, for every 0 < σ < 1 the functions ε−1ν v
(ν)
i , ε−1ν w
(ν)
j
converge uniformly on Vσ, Wσ. Thus, we derive from Lemma 5.0.3 that
lim sup
ν→∞
sup
C1/2∩p−1(V)∩spt(Tν)
∣∣∣∣Xn+1mν − f ◦ p
∣∣∣∣ = 0,
lim sup
ν→∞
sup
C1/2∩p−1(W)∩spt(Tν)
∣∣∣∣Xn+1mν − g ◦ p
∣∣∣∣ = 0. (8.3)
From Remark 7.0.3 and the proof of Theorem 7.0.2, we deduce the existence of some
β ∈ [−C18, C18] satisfying
Df(0) = (0, . . . , 0, β) = Dg(0).
Therefore, by applying Remark 7.0.3(ii.), (iii.), it follows∣∣∣f(x)− βxn∣∣∣ = ∣∣∣f(x)− xDf(0)∣∣∣ ≤ C18|x|2 for x ∈ V ∩Bn1/4(0),∣∣∣g(x)− βxn∣∣∣ = ∣∣∣g(x)− xDg(0)∣∣∣ ≤ C18|x|2 for x ∈W ∩Bn1/4(0). (8.4)
Then we rotate the currents such that the new differential vanishes. Indeed, let ων :=
arctan(βmν). Then
|ων | ≤ |β|mν ≤ C18mν . (8.5)
Consider now Sν := (µ1/θ#γων#Tν) B3 and M˜ν := µ1/θ/Mν). By (8.1), the assumptions
of Remark 4.0.5(iii.) are fulfilled for ν large enough, and hence, (Sν ,M˜ν) ∈ T and
κSν ≤ θκν , AM˜ν ≤ θAν . (8.6)
40 SIMONE STEINBRU¨CHEL
By (8.3), (8.4) and the Remark 7.0.3(ii.), (iii.), it follows
lim sup
ν→∞
sup
C2∩spt(Sν)
∣∣∣∣Xn+1mν
∣∣∣∣ ≤ lim sup
ν→∞
sup
C3∩spt(µ1/θ#Tν)
∣∣∣∣Xn+1mν − βXn
∣∣∣∣
≤ 1
θ
lim sup
ν→∞
sup
C3θ∩spt(Tν)
∣∣∣∣Xn+1mν − βXn
∣∣∣∣
≤ 1
θ
lim sup
ν→∞
 sup
C3θ∩V
∩spt(Tν)
|f ◦ p− βYn|+ sup
C3θ∩W
∩spt(Tν)
|g ◦ p− βYn|

≤ 1
θ
C18
(
(3θ)2 + (3θ)2
)
= 18C18θ.
Together with Lemma 3.1.1 (with σ ↑ 1 and T replaced by Sν), (8.6) and Definition
4.0.1(iii.), we yield
lim sup
ν→∞
EC(γων#Tν , θ)
m2ν
= lim sup
ν→∞
EC(Sν , 1)
m2ν
≤ lim sup
ν→∞
C10
(
C11 supC2∩spt(Sν) X2n+1
m2ν
+
κSν + AM˜ν
m2ν
)
≤ C10
(
C11 lim sup
ν→∞
sup
C2∩spt(Sν)
X2n+1
m2ν
+ θ lim sup
ν→∞
κν + Aν
m2ν
)
≤ (18)2C10C11C218θ2
< θ.
As ων is bounded (see (8.5)), the latter inequality contradicts (8.2) for ν large enough.

8.1. Proof of Theorem 4.0.2.
Proof. We construct a sequence of currents {(Tν ,Mν)}ν∈N ⊂ T and real numbers {ων}ν≥1
inductively. We start with (T0,M0) := (T,M). Assume that for some fixed j ∈ N, we
already have (Tj,Mj) ∈ T and denote by Aj; = AMj and mj := max{
√
EC(Tj, 1),A1/4j }.
By Theorem 8.0.1, there is a real number |ωj+1| ≤ C18mj such that if we define
Tj+1 := (µ1/θ#γωj+1#Tj) B3 and Mj+1 := µ1/θ(Mj)
then (Tj+1,Mj+1) ∈ T and by Remark 4.0.5(iii.)
max
{
EC(Tj+1, 1),Aj+1, C19κTj+1
}
≤ θmax
{
EC(Tj, 1),Aj, C19κTj
}
.
Using this inequality j times, we deduce
max
{
EC(Tj+1, 1),Aj, C19κTj+1
}
≤ θj+1 max
{
EC(T, 1),A, C19κT
}
≤ θ
j+2
C19
.
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Moreover, the following holds
|ωj+1| ≤ C18
√
θj+1
C19
, (8.7)
EC(Tj, 1) + κTj + Aj ≤ 3 max
{
EC(Tj, 1),Aj, κTj
}
≤ 3θ
j+1
C19
. (8.8)
Then we define ηj :=
j∑
k=1
ωk and η := lim
j→∞
ηj. This is a valid choice for η as (8.7) and the
fact that θ1/2 ≤ 1/2 implies
|η| ≤ C18
∞∑
k=1
√
θk
C19
= C18√
C19
∞∑
k=1
(θ1/2)k = C18√
C19
θ1/2
1− θ1/2 ≤ 2
C18√
C19
θ1/2.
Fix 0 < r < θ/4 and choose an appropriate j ∈ N such that θj+1 ≤ 4r < θj. Then we
use the inequalities (8.7), (8.8) together with (10.28) from the proof of Remark 4.0.5(iii.)
(with T , M, ω replaced by Tj, Mj, η − ηj) and the excess monotonicity (3.1) to derive
EC(γη#T, r) ≤
(
θj
4r
)n
EC
(
γη#T,
θj
4
)
≤ θ−nEC
(
γη#T,
θj
4
)
= θ−nEC
(
µ4#γη#T, θ
j
)
= θ−nEC
(
γηj#µ4#γη−ηj#T, θ
j
)
= θ−nEC
(
µ(1/θ)j#γηj#µ4#γη−ηj#T, 1
)
= θ−nEC
(
µ4#γη−ηj#Tj, 1
)
≤ θ−nC21
C20
( ∞∑
k=j+1
ωk
)2
+ EC(Tj, 1) + κTj + Aj

≤ θ−nC21
C20
 ∞∑
k=j+1
ω2k + 3
θj+1
C19

≤ θ−nC21
C20
(
C218
C19
θj+1
1− θ + 3
θj+1
C19
)
≤ θ−nC21
C20
3(C218 + 1)
C19
θj+1
≤ θ−nC21
C20
3(C218 + 1)
C19
(4r)
≤ θ
−n−1
C19
r.

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9. The boundary regularity Theorem
Theorem 9.0.1. Let U ⊂ Rn+k be open and T an n-dimensional locally rectifiable current
in U that is area minimizing in some smooth (n+ 1)-manifold M and such that ∂T is an
oriented C2 submanifold of U . Then for any point a ∈ spt(∂T ), there is a neighborhood V
of a in U satisfying that V ∩ spt(T ) is an embedded C1, 14 submanifold with boundary.
Hardt and Simon found out, that it is enough to consider currents whose tangent cones at
boundary are in fact a tangent planes. Once we have this tangent plane, we can parametrize
the support of the current with graphs over the plane.
Lemma 9.0.2. Let Q ∈ Rlocn (Rn+1) be an absolutely area minimizing cone with ∂Q =
En−1 × δ0 × δ0. Then, the support of Q is contained in a hyperplane.
Proof. This can be read in the original paper [5]. 
Lemma 9.0.3. Let U , T andM be as in Theorem 9.0.1 and assume further that for every
a ∈ spt(∂T ), there is a tangent cone C at a such that spt(C) is contained in a hyperplane.
Then for any point a ∈ spt(∂T ), there is a neighborhood V of a in U satisfying that
V ∩ spt(T ) is an embedded C1, 14 submanifold with boundary.
Proof. After some translation, reflection and rotation, we can assume wlog that a = 0 and
the hyperplane is {(y, 0) : y ∈ Rn} ⊂ Rn+k. Hence, for m = Θn(‖T‖, 0) + 12 ∈ N,(
m
(
En {y ∈ Rn : yn > 0}
)
+ (m− 1)
(
En {y ∈ Rn : yn < 0}
))
× δ0
is an oriented tangent cone of T at 0 by [19, 4.1.31(2)]. Therefore, we find a nullsequence
{rk}k≥1 ⊂ R+ such that µ1/rk#T converges inRlocn (Rn+k) to this cone as k →∞. Moreover,
we assume that for every k we have 3rk < dist(0, ∂U). Then it follows that
lim
k→∞
sup
Brk∩spt(T )
Xn+1
rk
= lim
k→∞
sup
B1∩spt(µ1/rk#T )
Xn+1 = 0. (9.1)
By [19, 5.4.2], also the associated measures converge weakly and hence,
lim
k→∞
r−nk M
(
T (B3rk ∩Crk)
)
= lim
k→∞
M
(
(µ1/rk#T ) (B3 ∩C1)
)
= mLn(V) + (m− 1)Ln(W) = (m− 12)ωn,
which implies that
lim
k→∞
∣∣∣∣r−nk M(p#(T (B3rk ∩Crk)))− (m− 12)ωn
∣∣∣∣
≤ lim
k→∞
∣∣∣M(p#((µ1/rk#T ) (B3 ∩C1)))−M((µ1/rk#T ) (B3 ∩C1))∣∣∣
= 0,
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where we also have used (9.1).
Thus, if we define Tk := (µ1/rk#T ) B3 andMk := µ1/rk(M), then for k large enough, we
have (Tk,Mk) ∈ T and
max
{
EC(Tk, 1), C19κTk ,Ak
}
≤ θ
C19
.
Then we can apply Theorem 4.0.2 (with T replaced by Tk) and notice that we can choose
η to be zero, to find the decay
EC(Tk, r) ≤ θ
−n−1
C19
r.
Now, we differ between two cases.
Case 1: m = 1. This is a corollary of Allard’s interior regularity theorem. However, a self-
contained proof could be given from the results of the previous sections. Observe first that,
by Corollary 4.0.3, in a sufficiently small neighborhood of x, the current T is supported
in the Φ-graph of v˜1 and so we can assume, wlog, that spt(T ) \ spt(∂T ) is connected. By
the Constancy Lemma, it follows that the density Θ is an an integer constant k at every
interior point of such neighborhood. So the current is actually k times the one induced
by the Φ-graph of v˜1. However, since the boundary of T is a current with multiplicity 1
we easily conclude that k is actually 1. The current T is thus the current induced by the
Φ-graph of the C1, 14 function v˜1. Notice that there is a neighborhood U of 0 such that
Θn(‖T‖, y) = 12 for all y ∈ U ∩ spt(∂T ).
Case 2: m > 1. We fix k and use Corollary 4.0.3 with γη#T replaced by Tk. Hence,
we get functions v˜i, w˜j whose Φ-graphs around zero form spt(Tk). Moreover, we know
that Dv˜i(0) = 0 = Dw˜j. Hence, similar to the proof of Theorem 7.0.2, by the E. Hopf
boundary point Lemma for quasilinear equations [21, Theorem 2.7.1], we deduce that
v˜m − v˜1 ≡ 0 ≡ w˜m−1 − w˜1. Therefore, they all coincide.
Notice that the regular points of
Brk ∩ (spt(T ) \ spt(∂T )) = µrk
(
B1 ∩ (spt(Tk) \ spt(∂Tk))
)
⊇ µrk
(
graph(v˜1)∪ (graph(w˜1)
)
consist of at least two connected components. Let G denote that component of the regular
points containing µrk
(
graph(v˜1)
)
and consider
S := 1
m
(T G).
Notice that by [19, 4.1.31(2)], the density Θ(‖T‖, x) is constantly m for all x ∈ G. We will
show later that on some open neighborhood V of 0 in U , we have that spt(T ) = spt(T−S),
T − S has no boundary in W and then, we apply interior regularity theory.
First notice that as T , S are area minimizing in M and ‖T‖ = ‖S‖ + ‖T − S‖ holds, is
follows that T − S is also area minimizing M.
Then, we denote W := Brk ∩Cδrk , where δ is as in Corollary 4.0.3, and aim to show that
(∂S) W = (∂T ) W. (9.2)
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Notice that
spt(∂S) ⊂ spt
(
(∂T ) G
)
∪ spt
(
T (∂G)
)
and hence,
spt
(
(∂S) W
)
⊂ spt
(
(∂T ) W
)
∪ spt
(
T (∂G ∩W )
)
= spt
(
(∂T ) W
)
.
Moreover, we can use the Constancy Theorem [19, 4.1.7] to derive
p#
(
(∂S) W
)
=
(
∂
( 1
m
p#
(
T (G ∩W )
)))
p(W )
=
(
∂
(
En {rky ∈ p(W ) : yn > ϕTk(y1, . . . , yn−1)}
)
p(W )
=
(
∂
(
p#(T W )
))
p(W )
= p#
(
(∂T ) W
)
.
As the map p|spt((∂T ) W ) is a C2-diffeomorphism, (9.2) must hold. Then T −S has in W no
boundary and by (9.1), a tangent cone of T −S at 0 is contained in X−1n+1(0). Therefore, we
can apply [19, Theorem 5.3.18] to p#(T−S) and deduce that there is an open neighborhood
V of 0 in U such that
V ∩ spt(T ) = V ∩ spt(T − S)
is a smooth embedded submanifold of M. 
Putting the previous two lemmas together, we deduce the boundary regularity theorem:
Proof of Theorem 9.0.1. Let a ∈ spt(∂T ). Then by [22, Theorem 3.6], T has an absolutely
area minimizing tangent cone Q ∈ Rlocn (TaM) at a. After some rotation, we can assume
that ∂Q = (−1)nEn−1×δ0×δ0. By Lemma 9.0.2, the cone is contained in some hyperplane
and by Lemma 9.0.3, we conclude that T is regular at a. 
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10. Proof of the technical statements
10.1. Proof of Corollary 2.2.4.
Proof. By Lemma 2.2.3, we have for 0 < r < 2
‖T‖(Br) ≤ rnωn exp (C43 (AM + κT ) (2− r)) ‖T‖(B2)2nωn ≤ 2
−ne4CM(T )rn
and
‖T‖(Br) ≥ rnωn lim
s↓0
(
exp (C43 (AM + κT ) (s− r)) ‖T‖(Bs)
snωn
)
≥ ωne−4C43mrn.
Hence, there is a constant C44 > 0 such that
1
C44
rn ≤ ‖T‖(Br) ≤ C44rn. (10.1)
Recall that C1 is such that |
→
H| ≤ C1AM. Then we use Lemma 2.2.1 to estimate∣∣∣∣∣‖T‖(Bs)sn − ‖T‖(Br)rn −
∫
Bs\Br
|X⊥|2|X|−n−2d‖T‖
∣∣∣∣∣
≤
∫ s
r
ρ−n−1
(
C1ρAM‖T‖(Br) + ρωn−1ακTρn
)
dρ
≤ C3(AM + κT ) (s− r) .

10.2. Proof of Lemma 3.1.1. The proof of Lemma 3.1.1 is based on the rather technical
area comparison lemma: if we change slightly the (n+ 1)-component of a current, then its
new mass stays close to its original mass.
In the following, we will denote points in Rn+k by (x, y), where x ∈ Rn+1 and y ∈ Rk−1.
Lemma 10.2.1. Let 0 < τ < 1, ρ > 0 and A ⊂ C1 be a Borel set which is a cylinder (i.e.
A = p−1(p(A))). Let µ : Rn → [0, 1] be a C1-function satisfying supp(A) |Dµ| ≤ ρ/τ and
consider the map
F : Rn+k → Rn+k, F (x, y) =
(
x1, . . . , xn, µ(x1, . . . , xn)xn+1,Φ(x1, . . . , xn, µ(x1, . . . , xn)xn+1)
)
.
Then there is a constant C45 > 0 only depending on n, k and m such that for any current
T with (T,M) ∈ T the following holds
M
(
F#(T A)
)
−M(T A) ≤ C45
(
1 + ρ2
τ 2
∫
A
X2n+1d‖T‖+
κ2T
τ 2
+
(
2 + ρ
2
τ 2
)
A
)
,
where Aτ := {x ∈ Rn+1 : dist(x,A) < τ} is an enlargement of A by τ .
Proof. By [19, Section 4.1.30], we infer that for any ω ∈ Dn(Rn+1)(
F#(T A)
)
(ω) =
∫
A
〈F#
→
T (x), ω(F (x))〉d‖T‖.
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We expand the tangent vector in the following basis for T(x,Φ(x))M
vj(x) := (ej, ∂jΦ(x)) for j ∈ {1, . . . , n+ 1}, (10.2)
where ej denotes the j-th standard basis vector in Rn+1. Then there are real numbers Tj
such that
→
T =
n+1∑
j=1
Tj v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vn+1. (10.3)
We compute
F#
→
T (x, y) = Tn+1 v1(F (x)) ∧ · · · ∧ vn(F (x))
+
n∑
j=1
(
Tjµ− Tn+1xn+1∂jµ
)
v1(F (x)) ∧ · · · ∧ ̂vj(F (x)) ∧ · · · ∧ vn+1(F (x))
and therefore, we have
|F#
→
T |2 ≤
T 2n+1 + n∑
j=1
(
Tjµ− Tn+1Xn+1∂jµ
)2n+1∑
j=1
|v1 ∧ · · · ∧ v̂j ∧ · · · ∧ vn+1|2

≤
T 2n+1 + n∑
j=1
(
Tjµ− Tn+1Xn+1∂jµ
)2(1 + C46|DΦ|2)
≤ T 2n+1 +
n∑
j=1
(
Tjµ− Tn+1Xn+1∂jµ
)2
+ C47|DΦ|2
(
1 + ρ
2
τ 2
)
.
We argue as in the original paper [5, Lemma 3.1.1] to deduce
M
(
F#(T A)
)
−M(T A)
≤ 2ρ
2
τ 2
∫
A
X2n+1d‖T‖+
∫
A
(
1− T 2n+1
)
d‖T‖+ C47A2
(
1 + ρ
2
τ 2
)
M(T ).
(10.4)
In order to bound the second integral, we compute the first variation of T with respect
the following vectorfield
Ξ : Rn+k → Rn+k, (x, y) 7→
(
xn+1 − ψT (x1, . . . , xn−1)
)
λ2(x)en+1,
where en+1 denotes the (n+ 1)-th basis vector of Rn+k and λ : Rn+1 → [0, 1] is a C1 cut-off
function with spt(λ) ⊂ Aτ , λ|A = 1 and sup |Dλ| ≤ C48/τ . Notice that Ξ vanishes on
spt(∂T ) and therefore, by [6, Theorem 3.2]∫
div→
T
Ξ d‖T‖ = −
∫
Ξ · →HT (x) d‖T‖(x), (10.5)
where
→
HT is the mean curvature vector.
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As spt(T ) ⊂M, we have div→
T
Ξ = divMΞ− divνΞ where ν ∈ T(x,Φ(x))M is the outer (?)
normal vector to
→
T . We compute ν by expanding everything in the basis in (10.2):
ν =
n+1∑
j=1
νjvj
→
T = τ1 ∧ · · · ∧ τn with τi =
n+1∑
j=1
ti,jvj.
As ν is normal to
→
T , we can use the expansion (10.3) to find the following equalities for all
j ∈ {1, . . . , n+ 1} and ti := (ti,1, . . . ti,n+1)ᵀ with i ∈ {1, . . . , n}:
Tj = det1,...,jˆ,...,n+1
(
t1 · · · tn
)
, (10.6)
0 = 〈ν, τi〉 = 〈
 ν1:
νn+1
 , g · ti〉, (10.7)
where g = (〈vi, vj〉i,j) = idn+1 + (〈∂iΦ, ∂jΦ〉i,j) =: idn+1 +B is the metric.
From (10.7), we deduce that
νj = ?
(
(g · ti) ∧ · · · ∧ (g · tn)
)
= (−1)jdet1,...,jˆ,...,n+1
(
g · t1 · · · g · tn
)
.
We compute
divνΞ =
n+k∑
j=1
(DνΞj)j = (DνΞn+1)n+1
=
(
〈D
((
xn+1 − ψT (x1, . . . , xn−1)
)
λ2(x)
)
,
ν
|ν|〉
ν
|ν|
)
n+1
= 1|ν|2
λ2ν2n+1 − λ2 n−1∑
j=1
νn+1νj∂jψT + 2λ(Xn+1 − ψT )
n+1∑
j=1
νn+1νj∂jλ
 .
(10.8)
On the other hand, we need to compute the divergence with respect to M. To do so,
we compute the projection onM: Let M be the matrix with column vectors v1, . . . vn+1 ∈
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Rn+k. Then we have
divMΞ =
n+k∑
j=1
(DMΞj)j = (DMΞn+1)n+1
=
(
M · g−1 ·MT ·D
((
xn+1 − ψT (x1, . . . , xn−1)
)
λ2(x)
))
n+1
=


g1,1 · · · g1,n+1
: :
g1,n+1 · · · gn+1,n+1
? ? ?


1 0
. . .
0 1
∂1Φ · · · ∂n+1Φ

T

:
2λ(Xn+1 − ψT )∂iλ− λ2∂iψT
:
2λ(Xn+1 − ψT )∂nλ
2λ(Xn+1 − ψT )∂n+1λ− λ2
0


n+1
=


g1,1 · · · g1,n+1
: :
g1,n+1 · · · gn+1,n+1
? ? ?


:
2λ(Xn+1 − ψT )∂iλ− λ2∂iψT
:
2λ(Xn+1 − ψT )∂nλ
2λ(Xn+1 − ψT )∂n+1λ− λ2


n+1
= λ2gn+1,n+1 − λ2
n−1∑
j=1
gn+1,j∂jψT + 2λ(Xn+1 − ψT )
n+1∑
j=1
gn+1,j∂jλ.
This together with (10.8) yields
div→
T
Ξ = λ2
(
gn+1,n+1 − ν
2
n+1
|ν|2
)
− λ2
n−1∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jψT
+ 2λ(Xn+1 − ψT )
n+1∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jλ.
(10.9)
Together with (10.5), we have
−
∫
Ξ · →HT d‖T‖ =
∫
λ2
(gn+1,n+1 − ν2n+1|ν|2
)
−
n−1∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jψT
 d‖T‖
+ 2
∫
λ(Xn+1 − ψT )
n+1∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jλ d‖T‖.
(10.10)
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In order to regain the term 1− T 2n+1, we first estimate νn+1:
(−1)n+1νn+1 = det1,...,n
(
g · t1 · · · g · tn
)
= det1,...,n
((
id + (〈∂iΦ, ∂jΦ〉i,j)
)
·
(
t1 · · · tn
))
=
∑
σ∈Sn
sgn(σ)
t1,σ(1) + n+1∑
j=1
t1,j〈∂σ(1)Φ, ∂jΦ〉
 · · ·
tn,σ(n) + n+1∑
j=1
tn,j〈∂σ(n)Φ, ∂jΦ〉

=
∑
σ∈Sn
sgn(σ)t1,σ(1) · · · tn,σ(n) +O(|DΦ|)
= T 2n+1 +O(|DΦ|).
Hence,
ν2n+1 ≤ T 2n+1 + C49|DΦ|2. (10.11)
Now, we compute the norm of ν. We use that the Hodge star is norm-preserving and
therefore, we have for ν˜ := (ν1, . . . , νn+1)
|ν˜|2 = det
(
〈g · ti, g · tj〉i,j
)
= det
(
〈ti, g2tj〉i,j
)
= det
((
〈ti, tj〉+ 2〈ti, Btj〉+ 〈ti, B2tj〉
)
i,j
)
.
Notice that
〈ti, tj〉+ 2〈ti, Btj〉+ 〈ti, B2tj〉 ≥ 〈ti, tj〉 − 2‖B‖op|ti||tj| − ‖B‖2op|ti||tj|
≥ 〈ti, tj〉 −
(
2‖B‖+ ‖B‖2
)
|ti||tj|
≥ 〈ti, tj〉 −
(
2
√
n+ 1|DΦ|2 + (n+ 1)|DΦ|4
)
|ti||tj|
≥ 〈ti, tj〉 − 2(n+ 1)|DΦ|2,
(10.12)
where we used in the last inequality the fact
|ti|2 =
∣∣∣∣n+1∑
j=1
ti,j(ej, ∂jΦ)
∣∣∣∣2 − ∣∣∣∣n+1∑
j=1
ti,j∂jΦ
∣∣∣∣2 ≤ |τi|2 = 1.
Therefore, we estimate
|ν˜|2 = ∑
σ∈Pn
n∏
i=1
sgn(σ)〈g · ti, g · tσ(i)〉
≥ ∑
σ∈Pn
(
n∏
i=1
sgn(σ)〈ti, tσ(i)〉 − 2n(2(n+ 1))n|DΦ|2
)
≥ det
(
〈ti, tj〉i,j
)
− 22nn!(n+ 1)n|DΦ|2.
(10.13)
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Now, we use that τ1, . . . τn are orthonormal to deduce that
δi,j = 〈τi, τj〉 = 〈
n+1∑
k=1
ti,k(ek, ∂kΦ),
n+1∑
l=1
ti,l(el, ∂lΦ)〉
= 〈
n+1∑
k=1
ti,kek,
n+1∑
l=1
ti,lel〉+ 〈
n+1∑
k=1
ti,k∂kΦ,
n+1∑
l=1
ti,l∂lΦ〉
= 〈ti, tj〉+
n+1∑
k,l=1
ti,ktj,l〈∂kΦ, ∂lΦ〉
and hence,
|δi,j − 〈ti, tj〉| ≤ 2(n+ 1)|DΦ|2.
By a similar argument as in (10.13), it follows that
det
(
〈ti, tj〉i,j
)
≥ 1− 2nn!(n+ 1)n|DΦ|2.
Putting this into (10.13), we yield
|ν|2 =
∣∣∣∣n+1∑
j=1
νjvj
∣∣∣∣2 = ν21 + · · ·+ ν2n+1 + ∣∣∣∣n+1∑
j=1
νj∂jΦ
∣∣∣∣2 ≥ |ν˜|2 ≥ 1− 22n+1n!(n+ 1)n|DΦ|2.
Therefore,
1
|ν|2 ≤
1
1− 22n+1n!(n+ 1)n|DΦ|2 ≤ 1 + C50|DΦ|
2. (10.14)
Now, we take care of g−1. By the geometric series and the fact g = id + (〈∂iΦ, ∂jΦ〉i,j), we
have
g−1 = id− (〈∂iΦ, ∂jΦ〉i,j) +
∑
l≥2
(−1)l(〈∂iΦ, ∂jΦ〉i,j)l (10.15)
and hence,
|gi,j| ≤ δi,j − 〈∂iΦ, ∂jΦ〉+ C12|DΦ|4. (10.16)
Now, we are ready to estimate piece by piece the right hand side of (10.10)
• We use (10.11), (10.14) and (10.16) to deduce
∫
λ2
(
gn+
,n+1 − ν
2
n+1
|ν|2
)
d‖T‖ ≥
∫
λ2
(
1− |∂n+1Φ|2 − C12|DΦ|4 − T 2n+1 − C51|DΦ|2
)
d‖T‖
≥
∫
λ2
(
1− T 2n+1
)
d‖T‖ − C52M(T )A2.
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• We use (10.11), (10.14) and (10.16) to deduce∫
λ2
n−1∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jψT d‖T‖
≤
∫
λ2
(
C53|DΦ|2 + |(ν1, . . . , νn)||ν|
)
κT d‖T‖
≤ κT
∫
λ2
√
|ν˜|2 − ν2n+1
|ν|2 d‖T‖+ C54M(T )|DΦ|
2
≤ κT
∫
λ2
√
1− T 2n+1 + C55|DΦ|2
(
1 + C50|DΦ|2
)
d‖T‖+ C54M(T )A2
≤ κT
∫
λ2
√
1− T 2n+1 + C56|DΦ|2d‖T‖+ C54M(T )A2.
• We use (10.11), (10.14), (10.16) and a similar argument as in (10.13) to deduce∫
2λ(Xn+1 − ψT )
n+1∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jλ d‖T‖
=
∫
2λ(|Xn+1|+ κT )
(gn+1,n+1 − ν2n+1|ν|2
)
∂n+1λ+
n∑
j=1
(
gn+1,j − νn+1νj|ν|2
)
∂jλ
 d‖T‖
≤ 2
∫
λ|Dλ|(|Xn+1|+ κT )
(
1− |∂n+1Φ|2 − T 2n+1 + C57|DΦ|2 +
|(ν1, . . . , νn)|
|ν|
)
d‖T‖
≤ 2C48
τ
∫ λ(|Xn+1|+ κT )
1− T 2n+1 +
√
|ν˜|2 − ν2n+1
|ν|2
 d‖T‖+ C58M(T )A2

≤ 2C48
τ
(∫
λ(|Xn+1|+ κT )
(
1− T 2n+1 +
√
1− T 2n+1 + C59|DΦ|2
(
1 + C50|DΦ|2
))
d‖T‖
+ C58M(T )A2
)
≤ 2C48
τ
(∫
λ(|Xn+1|+ κT )2
√
1− T 2n+1 + C60|DΦ|2d‖T‖+ C61M(T )A2
)
.
Putting all this into (10.5) yields∫
λ2(1− T 2n+1)d‖T‖
≤
∫
κTλ
2
√
1− T 2n+1 + C56|DΦ|2d‖T‖+
C48
τ
∫
λ|Xn+1|
√
1− T 2n+1 + C60|DΦ|2d‖T‖
+ C48
τ
∫
κTλ
√
1− T 2n+1 + C60|DΦ|2d‖T‖+
∫
Ξ · →Hd‖T‖+ C62M(T )A2.
(10.17)
Using three times the Cauchy inequality (2ab ≤ a2 + b2), we estimate
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•
∫
κTλ
2
√
1− T 2n+1 + C56|DΦ|2d‖T‖
≤
∫
Aτ
λ2
4
(
1− T 2n+1 + C56|DΦ|2
)
d‖T‖+
∫
Aτ
κ2Tλ
2 d‖T‖,
• C48
τ
∫
λ|Xn+1|
√
1− T 2n+1 + C60|DΦ|2d‖T‖
≤ 116
∫
Aτ
λ2
(
1− T 2n+1 + C60|DΦ|2
)
d‖T‖+ C48
τ 2
∫
Aτ
X2n+1 d‖T‖,
• C48
τ
∫
κTλ
√
1− T 2n+1 + C60|DΦ|2d‖T‖
≤ 116
∫
Aτ
λ2
(
1− T 2n+1 + C60|DΦ|2
)
d‖T‖+ C48
τ 2
∫
Aτ
κ2Td‖T‖.
Again putting this into (10.17) yields∫
Aτ
λ2
(
1− T 2n+1
)
d‖T‖ ≤ 12
∫
Aτ
λ2
(
1− T 2n+1
)
d‖T‖+ C48
τ 2
∫
Aτ
X2n+1 d‖T‖
+
∫
Aτ
Ξ · →Hd‖T‖+ C63M(T )
(
A2 + κ2T +
κ2T
τ 2
)
and hence,∫
A
(
1− T 2n+1
)
d‖T‖ ≤
∫
Aτ
λ2
(
1− T 2n+1
)
d‖T‖
≤ 2C48
τ 2
∫
Aτ
X2n+1 d‖T‖+ C64M(T )
(
κ2T +
κ2T
τ 2
+ 2A
)
.
Using (10.4), we deduce the desired inequality
M
(
F#(T A)
)
−M(T A)
≤ C65 1 + ρ
2
τ 2
∫
A
X2n+1d‖T‖+ C64M(T )
κ2T
τ 2
+ C66M(T )A
(
2 + ρ
2
τ 2
)
.

Now we have all the tools to estimate the excess of T with its height.
Proof of Lemma 3.1.1. The second inequality holds true with C11 ≥ 3n(1+mωn) ≥M(T ).
For the first inequality, we want to use Lemma 10.2.1 for A := C1+τ\C1, ρ = 3 and
τ = σ/2. Consider F as in the lemma for some C1-function µ : Rn → [0, 1] satisfying
sup
p(A)
|Dµ| ≤ ρ/τ and

µ(z) = 0 if |z| ≤ 1
µ(z) > 0 if 1 < |z| < 1 + τ
µ(z) = 1 if |z| ≥ 1 + τ.
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Moreover, we define for t ∈ R and (x, y) ∈ Rn+k the homotopy
Ht(x, y) :=
(
p(x), ((1− t)µ ◦ p(x) + t)xn+1,Φ
(
p(x), ((1− t)µ ◦ p(x) + t)xn+1
))
.
Notice that F is the identity on M\C1+τ and F = (p, 0,Φ(p, 0)) on C1.
Then for RT := H#([0, 1]× ∂T ) we have spt(RT ) ⊂M and
∂
(
T C1+τ − F#(T C1+τ )−RT
)
= ∂(T − F#T −RT ) = 0.
Hence, by the area minimality of T in M, we have
M(T C1+τ ) ≤M
(
F#(T C1+τ )
)
+M(RT ).
Moreover, by [23, Remark 26.21(2)], the following holds
M(RT ) ≤ sup
spt(∂T )
|∂tH| sup
spt(∂T )
|∂xH|M
(
(∂T ) C2
)
.
Therefore, we compute
|∂tH|2 ≤ (Xn+1 −Xn+1µ ◦ p) 2 + |DΦ|2 (Xn+1 −Xn+1µ ◦ p) 2
≤
(
1 + |DΦ|2
)
|Xn+1|2 (1− µ ◦ p) 2
≤ κT 2
(
1 + |DΦ|2
)
,
|∂xH|2 ≤ n+ |Dµ|2Xn+12 + |DΦ|2 (n+ |Dµ|Xn+1) 2 + (|µ|+ 1)2 + |DΦ|2(|µ|+ 1)2
≤ n+
( 6
σ
)
2κT
2 + |DΦ|2
(
4 +
(
n+ 6κT
σ
)
2
)
+ 4
≤ C67
(
1 + κT
σ
)
2,
M
(
(∂T ) C2
)
≤ ωn−12n−1
√
n+ κ2T + A2(1 + κT 2) ≤ C68(1 + κT ).
Thus, we have
M(RT ) ≤ C69κT
σ
(1 + A).
Now, we argue as originally in [5] and use Lemma 10.2.1 to deduce
EC(T, 1) ≤M
(
F#(T A)
)
−M(T A) + C69κT
σ
(1 + A)
≤ C10
σ2
(
κT +
∫
C1+σ
X2n+1d‖T‖+ A
)
.

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10.3. Proof of Lemma 3.1.2.
Proof. We call a function f T -subharmonic if
∫
〈D→
T
f,D→
T
ζ〉d‖T‖ ≤ 0 for all ζ ∈ C1(Rn+k;R≥0) with spt(ζ) ∩ spt(∂T ) = ∅.
The functions
hi : Rn+k → R, (x, y) 7→ (−1)ixn+1 + x2n+1, for i ∈ {1, 2}
are T -subharmonic as
∫
〈D→
T
hi, D→
T
ζ〉d‖T‖ =
∫
〈pi ·Dhi, pi ·Dζ〉d‖T‖ =
∫
〈Dhi, pi ·Dζ〉d‖T‖
=
∫
〈(−1)ien+1 + 2Xn+1en+1, pi ·Dζ〉d‖T‖
=
∫ (
div→
T
(
ζ
(
(−1)i + 2Xn+1
)
en+1
)
− 2ζpin+1,n+1
)
d‖T‖
=
∫ (
−ζ
(
(−1)i + 2Xn+1
)
en+1 ·
→
H − 2ζgn+1,n+1
)
d‖T‖,
≤
∫
ζ
(
7C1
∣∣∣D2Φ∣∣∣− 2 (1− |∂n+1Φ|2 − C12|DΦ|4)) d‖T‖
≤
∫
ζ
(
7C1
∣∣∣D2Φ∣∣∣− 2 (1− (1 + C12)|DΦ|2)) d‖T‖
≤ 0,
where pi(x) denotes the orthogonal projection to the tangent plane of T at x and we used
(10.16), [6, Theorem 3.2] and the fact
(
spt(ζen+1) ∩ spt(∂T )
)
⊂
(
spt(ζ) ∩ spt(∂T )
)
= ∅.
Consider the nonnegative, convex function
f : R→ R, t 7→

t− 2κT , if t ≥ 2κT
−t− 2κT , if t ≤ −2κT
0, else
.
Notice that f((−1)iXn+1 +X2n+1) vanishes on spt(∂T ). If f were additionally smooth, than
by [8, Lemma 7.5(3)] f((−1)iXn+1 + X2n+1) would be T -subharmonic. Therefore, we take
a smooth nonnegative mollifier η satisfying spt(η) ⊂ (−1, 1) and ∫R η(x)dx = 1. Define
η(x) := 1η(x/) and f := f ∗ η. f is smooth, convex and converges uniformly to f when
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 ↓ 0. Therefore f ◦ ((−1)iXn+1 +X2n+1) is T -subharmonic and by [8, Theorem 7.5(6)]
sup
C1−σ∩spt(T )
f
(
(−1)iXn+1 +X2n+1
)2
= sup
a∈p−1(0)
sup
τa(B1−σ)∩spt(T )
f
(
(−1)iXn+1 +X2n+1
)2
= sup
a∈p−1(0)
lim
↓0
(
sup
τa(B1−σ)∩spt(T )
f ◦
(
(−1)iXn+1 +X2n+1
))2
≤ sup
a∈p−1(0)
lim
↓0
(
C70
σn
∫
τa(B1−σ/2)
(f ◦
(
(−1)iXn+1 +X2n+1
)
)2d‖T‖
)
≤ C70
σn
∫
C1−σ/2
f 2
(
(−1)iXn+1 +X2n+1
)
d‖T‖.
(10.18)
We deduce further that in B2 the following holds
X2n+1 − 40κT ≤
(
|Xn+1|+X2n+1
)2 − 40κT
≤

(
Xn+1 +X2n+1
)2 − 20κT , if |Xn+1 +X2n+1| ≥ 2κT
0, else
+

(
−Xn+1 +X2n+1
)2 − 20κT , if |Xn+1 −X2n+1| ≥ 2κT
0, else
≤ f 2
(
Xn+1 +X2n+1
)
+ f 2
(
−Xn+1 +X2n+1
)
(10.19)
and
f 2
(
Xn+1 +X2n+1
)
+ f 2
(
−Xn+1 +X2n+1
)
≤ 2
((
Xn+1 +X2n+1
)2
+
(
−Xn+1 +X2n+1
)2
+ 8κ2T
)
≤ 4
(
|Xn+1|+X2n+1
)2
+ 16κ2T
≤ 36
(
X2n+1 + κ2T
)
.
(10.20)
Putting (10.18), (10.19) and (10.20), we conclude
sup
C1−σ∩spt(T )
X2n+1 ≤
C70
σn
∫
C1−σ/2
(
f 2
(
Xn+1 +X2n+1
)
+ f 2
(
−Xn+1 +X2n+1
))
d‖T‖+ 40κT
≤ 36C70
σn
∫
C1−σ/2
(
X2n+1 + κ2T
)
d‖T‖+ 40κT
≤ C13
σn
(∫
C1−σ/2
X2n+1d‖T‖+ κT
)
.
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For (ii.), we specify C71 later and let
C˜ := 12 · 33n+2 (7 + 2m+ 2C4 + C71)C13
(
1 +mωn
)
.
Case 1: EC(T, 1) + κT + A ≥ 3n+2
(
1 +mωn
)σn+1
C˜
.
In this case, as spt(T ) ⊂ B3, we can bound∫
X2n+1d‖T‖ ≤ 3n+2
(
1 +mωn
)
≤ C˜
σn+1
(
EC(T, 1) + κT + A
)
.
Case 2: EC(T, 1) + κT + A < 3n+2
(
1 +mωn
)σn+1
C˜
(10.21).
Here, we aim to show that C1−σ/2 ∩ spt(T ) ⊂ B1. If this were true, the following would
conclude the lemma. Namely, recall the normal vector ν from the proof of Lemma 10.2.1.
Then, by Cauchy’s inequality, we can deduce∫
B1
X2n+1d‖T‖ =
∫
B1
(
〈X, ν|ν|〉+ 〈X, en+1 −
ν
|ν| 〉
)2
d‖T‖
≤ 2
∫
B1
|X⊥|2 + |X|2 ∣∣∣∣∣en+1 − ν|ν|
∣∣∣∣∣
2
 d‖T‖
≤ 2
∫
B1
|X⊥|2|X|−n−2 + ∥∥∥∥∥en+1 · e>n+1 − 1|ν|2ν · ν>
∥∥∥∥∥
2
 d‖T‖
(10.22)
Now, we recall that the cylindrical excess can also be expressed by
1
rn
∫
Cr
‖pi − p‖2d‖T‖,
where pi(x) still denotes the orthogonal projection to the tangent plane of T at x We
compute for (x, y) ∈ B1
(pi − p) (x, y) =
(
M · g−1 ·MT (x, y)T − 〈(x, y), ν|ν|〉
ν
|ν|
)
−
n∑
j=1
xjej
= B(x, y) + xn+1en+1 − 〈(x, y), ν|ν|〉
ν
|ν| ,
where
B(x, y) := M · g−1 ·MT (x, y)T − (x, 0)T .
Using (10.15) we estimate
|B(x, y)| ≤ C72|DΦ|.
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Hence, by Corollary 2.2.5 and the inequality (3.2), we can continue the estimate of (10.22)
in the following way:∫
B1
X2n+1d‖T‖ ≤ 2
(
ES(T, 1) + C4(A + κT ) +
∫
B1
2
(
‖pi − p‖2 + ‖B‖2
)
d‖T‖
)
≤ 2ES(T, 1) + 2C4(A + κT ) + 4EC(T, 1) + C72A2
≤ (6 + 2m+ 2C4) (EC(T, 1) + κT ) + (2C4 + C71) A.
(10.23)
As (6 + 2m+ 2C4 + C71) ≤ C˜ ≤ C˜σ−n−1, we are left with proving that
C1−σ/2 ∩ spt(T ) ⊂ B1.
First, we notice that due to a similar reasoning as we did for (i.) and using (10.23), we
have
sup
B1−σ/6∩spt(T )
X2n+1 ≤
6n
σn
C13
(∫
B1
X2n+1d‖T‖+ κT
)
≤ 6
nC13
σn
((7 + 2m+ 2C4) (EC(T, 1) + κT ) + (2C4 + C71) A)
≤ σ12 . (10.24)
As a next step, we show that spt
(
(∂T ) C1−σ/3
)
⊂ B1−σ/6. (10.25)
We argue by continuity: Assume by contradiction that this is not the case. Then we would
find a z ∈ Rn−1 such that
(
z, ϕT (z), ψT (z),Φ(z, ϕT (z), ψT (z))
)
∈ C1−σ/3\B1−σ/6, hence,
|(z, ϕT (z))| < 1− σ/3 but
∣∣∣(z, ϕT (z), ψT (z),Φ(z, ϕT (z), ψT (z)))∣∣∣ ≥ 1− σ/6. Then it must
hold that
ψT (z)2 + |Φ(z, ϕT (z), ψT (z))| 2 ≥
(
1− σ6
)2
−
(
1− σ3
)2
= σ3 −
σ2
12 . (10.26)
Consider now for t ∈ [0, 1] the curve γ(t) :=
(
tz, ϕT (tz), ψT (tz),Φ(tz, ϕT (tz), ψT (tz))
)
∈
Rn+k. As γ(0) = 0 and γ(1) /∈ B1−σ/6, there is by the mean value Theorem a t ∈ [0, 1]
such that |γ(t)| = 1 − σ/6. Let s˜ := min{t ∈ [0, 1] : |γ(t)| = 1 − σ/6} > 0. Then for all
0 < s < s˜, we have γ(s) ∈ B1−σ/6 and by (10.24), ψT (sz)2 < σ/12. But then we get by
(10.26)
|γ(s˜)− γ(s)| ≥ |ψT (s˜z)− ψT (sz)|
≥
√
σ
3 −
σ2
12 − |Φ(s˜z, ϕT (s˜z), ψT (s˜z))|
2 −
√
σ
12
≥
√
σ
4 − |DΦ|
2
(
1− σ3
)2
−
√
σ
12
≥
√
σ
24 ,
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where we used the assumption of the lemma in the last inequality. As 0 < s < s˜ was
arbitrary, this contradicts the continuity of γ. Hence, (10.25) holds true.
And then spt(T ) C1−σ/2 stays in the unit ball: We denote by p to projection to Rn+1.
Then as T is minimizing inM, p#T is minimizing a parametric integrand described Lemma
3.2.2. Then we can use [24, Corollary 4.2] to deduce that spt(p#T ) is contained in the
convex hull of spt(∂(p#T )). Hence, spt(p#T C1−σ/2) ⊂ B1−σ/6. Using the fact that
T = (id,Φ)#p#T and |DΦ| ≤ σ/6, we conclude that spt(T ) C1−σ/2 ⊂ B1. 
10.4. Proof of Remark 4.0.4.
Proof. (i.) we choose σ = 1/4 in Lemma 3.1.2 and get that
sup
C3/4∩spt(T )
X2n+1 ≤ 42n+1C13C14
(
EC(T, 1) + κT + A
)
≤
(1
8
)2
.
(ii.) We first check, whether we created additional boundary while taking the intersection
with B3. If this were the case, then for |ω| ≤ 18 , there is a point
(u, v) ∈ {x ∈ γω(M) : |(x1, . . . , xn−1)| ≤ 12 , |xn| < 12} ∩ γω
(
X−1n+1
([
−18 , 18
])
∩ ∂B3/4 ∩M
)
with
• u =
(
x1, . . . , xn−1, xn cos(ω)− xn+1 sin(ω), xn sin(ω) + xn+1 cos(ω)
)
• v = Φ
(
x1, . . . , xn−1, xn cos(ω)− xn+1 sin(ω), xn sin(ω) + xn+1 cos(ω)
)
• |xn+1| ≤ 18
• x21 + · · ·+ x2n+1 + |Φ(x1, . . . xn+1)|2 =
9
16
• x21 + · · ·+ x2n−1 ≤
1
4
• |xn cos(ω)− xn+1 sin(ω)| < 12.
This implies that x2n ≥ 1964 − |Φ(x1, . . . , xn+1)|2 ≥ 932 and hence,
1
2 > |xn cos(ω)− xn+1 sin(ω)|
≥
√
9
32 cos(ω) +
1
8(cos(ω)− sin(ω))
≥
√
19− 1
8 cos
(1
8
)
+ 18
(
cos
(1
8
)
− sin
(1
8
))
>
1
2 .
Hence, there is no such x and the intersection is trivial, thus we have
∂
(
(µ4#γω#T ) B3
)
=
(
∂(µ4#γω#T )
)
B3.
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The remaining conditions for (µ4#γω#T ) B3 to belong to T follow like in the orig-
inal paper [5].
(iii.) We write (µr#γω#T ) B3 = (µr/4#µ4#γω#T ) B3 in order to use Remark 4.0.4.
As in the original paper [5], we deduce
sup
{
x2n+1 : x ∈ spt
(
(γω#T ) C1/2
)}
≤ 4
(
ω2 + sup
C3/4∩spt(T )
|Xn+1|
)
.
Hence, by using Lemma 3.1.1 (with σ ↑ 0 and Lemma 3.1.2, we have
EC
(
(µ4#γω#T ) B3, 1
)
≤ C10
C11 sup
C2∩spt(µ4#γω#T )
X2n+1 +
κT + A
4

≤ C10
16C11 sup
C1/2∩spt(γω#T )
X2n+1 + κT + A

≤ C10
43C11ω2 + 43C11 sup
C3/4∩spt(T )
X2n+1 + κT + A
 (10.27)
≤ C21
C20
(
ω2 + EC(T, 1) + κT + A
)
(10.28)
≤ 1
C20
.
Thus, we can use Remark 4.0.4 and conclude.

10.5. Proof of Lemma 6.0.1.
Proof. The plan to prove this lemma is as follows: First, we bound the excess with∫
X2n+1d‖T‖ by Lemma 3.1.1. Then, we construct a vectorfield and compute the as-
sociated first variation. By minimality of T this can be expressed by the mean curva-
ture vector. Moreover, by the choice of the vectorfield, we can bound
∫
X2n+1d‖T‖ with∫ |X⊥|2|X|−2d‖T‖. By Corollary 2.2.5 this carries over to the spherical excess.
Let T be as in the lemma and C10 as in Lemma 3.1.1. Moreover, we define
C33 = 22n+2C13C14,
C34 = 32n+8C10(1 +mωn).
We apply Lemma 3.1.2 with σ = 1/2 to deduce
sup
C1/2∩spt(T )
X2n+1 ≤ 22n+1C13C14
(
EC(T, 1) + κT + A
)
≤ 12 .
Hence, for all x = (x˜, y˜) ∈ C1/2 ∩ spt(T ) the following holds
|x|2 ≤ (1 + |DΦ(x˜)|2)(|p(x)|2 + x2n+1) ≤
4
3
(1
4 +
1
2
)
= 1. (10.29)
60 SIMONE STEINBRU¨CHEL
For x = (x˜, y˜) ∈ Rn+k the projection to the tangent space of M at (x˜,Φ(x˜)) is given by
P = Px˜ := Mg−1MT =
(
id
DΦ
)
g−1
(
id DΦ
)
=
(
g−1 g−1 ·DΦ
(g−1 ·DΦ)T DΦT · g−1 ·DΦ
)
.
Therefore
trn+1(P ) :=
n+1∑
i=1
Pii ≤ n+ 1 + C73|DΦ|2 (10.30)
and ∣∣∣∣∣(P − id)
(
x˜
0
)∣∣∣∣∣ =
∣∣∣∣∣
(
g−1x˜− x˜
DΦ(g−1x˜)
)∣∣∣∣∣ ≤ C74|DΦ(x˜)|, (10.31)
where we used (10.15).
Denote by ν the outer unit normal vector being tangent to M and normal to the
approximate tangent space of T . As ν = (ν1, . . . ,νn+k) ∈ span{(ei, ∂iΦ) : i ≤ n + 1}, we
have
νn+1+j =
n+1∑
i=1
νi∂iΦj for all j ≤ k − 1.
Denote by ν˜ = (ν1, . . . ,νk+1). Then the following holds
|ν| ≤ (1 + |DΦ|) |ν˜| . (10.32)
Moreover, define A := B1 \ B1/4 where B1/4 = Bn+11/4 × Rk−1. Denote κ := κT , ε :=√
EC(T, 1/3), β := 4C−1/234 and for all x ∈ Rn+k let
λ(x) := max
{
0, xn+1|x˜| − βε− κ
}
.
Then in A we have∣∣∣〈(X˜, 0), D→
T
λ〉
∣∣∣ ≤ ∣∣∣∣∣〈(X˜, 0), D→T
(
Xn+1
|X˜|
)
〉
∣∣∣∣∣
=
∣∣∣∣∣〈(X˜, 0),
(
(P − ν ⊗ ν)
(
en+1
|X˜| −
Xn+1
|X˜|3 (X˜, 0)
))
〉
∣∣∣∣∣
≤
∣∣∣∣∣νn+1|X˜| 〈X˜, ν˜〉 − Xn+1|X˜|3 〈X˜, ν˜〉2
∣∣∣∣∣+ 8C74|DΦ|
≤ 2
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣+ 8C74|DΦ|.
(10.33)
Let k ∈ N with k ≥ 1 and choose a C1 function µk : R→ R such that for t ≥ 1/4 we have
µk(t) = max{0, t−n − 1}1+1/k.
Moreover, let hk : Rn+k → Rn+k be a C1 vectorfield satisfying hk|B1/4∩spt(T ) ≡ 0 and
hk(x) = λ2(x)µk
(
|x˜|
)
(x˜, 0) for x /∈ B1/4.
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Notice that for x ∈
(
spt(∂T ) ∩B2
)
⊂
{
x ∈ Rn+k : xn+1 ≤ |x˜|(βε+ κ)
}
we have λ(x) = 0,
and when |x˜| ≥ 1, µk(|x˜|) = 0. Hence, hk vanishes on
spt(∂T ) ∪
(
B1/4 ∩ spt(T )
)
∪
{
x ∈ Rn+k : xn+1 ≤ |x˜|(βε+ κ)
}
and by [6, Thereom 3.2],
∫
B3
div→
T
hk d‖T‖ = −
∫
hk ·
→
HT d‖T‖. (10.34)
We compute
div→
T
hk =
n+1∑
j=1
(
(P − ν ⊗ ν)(2XjλµkDλ+Xjλ2 µ
′
k
|X˜|(X˜, 0) + ejλ
2µk)
)
j
= 2λµk〈(X˜, 0), D→
T
λ〉+ λ2µ′k〈(X˜, 0), (P − ν ⊗ ν)
(X˜, 0)
|X˜| 〉+ trn+1(P − ν ⊗ ν)λ
2µk.
Using (10.34), (10.30), (10.31), (10.32) and (10.33) we find
lim
k→∞
∫
A
hk ·
→
HT d‖T‖
≤ lim
k→∞
∫
A
4λµk
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣+ λ2µ′k〈X˜, (id− ν˜ ⊗ ν˜) X˜|X˜| 〉+ nλ2µkd‖T‖+ C75A
=
∫
A
4λ(|X˜|−n − 1)
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣+ λ2n|X˜|−n − λ2n|X˜|−n−2〈X˜, ν˜〉2 + nλ2(|X˜|−n − 1)d‖T‖
+ C75A
=
∫
A
(
4λ(|X˜|−n − 1)
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣− λ2n|X˜|−n−2〈ν˜, X˜〉2 − nλ2
)
d‖T‖+ C75A
and hence,
n
∫
A
λ2 d‖T‖ ≤
∫
A
(
4λ(|X˜|−n − 1)
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣− λ2n|X˜|−n−2〈ν˜, X˜〉2
)
d‖T‖+ C76A
≤ C77
(∫
A
λ
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣ d‖T‖+ A
)
≤ n2
∫
A
λ2 d‖T‖+ C782
∫
A
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣
2
d‖T‖+ A
 .
We conclude ∫
A
λ2 d‖T‖ ≤ C78
∫
A
∣∣∣∣∣〈X˜, ν˜〉|X˜|
∣∣∣∣∣
2
d‖T‖+ A
 .
We argue in the same way to prove the same inequality for
λ˜ := min
{
0, Xn+1|X˜| + βε+ κ
}
.
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As the spt(λ) =
{
x ∈ Rn+k : xn+1 ≥ |x˜|(βε + κ)
}
and spt(λ˜) =
{
x ∈ Rn+k : xn+1 ≤
−|x˜|(βε+ κ)
}
, we see that spt(λ2 + λ˜2) =
{
x ∈ Rn+k : |xn+1| ≥ |x˜|(βε+ κ)
}
and hence∫
A
X2n+1d‖T‖ ≤
∫
A
X2n+1
|X˜|2 d‖T‖
=
∫
A
(
Xn+1
|X˜| − (βε+ κ)
)(
Xn+1
|X˜| + (βε+ κ)
)
d‖T‖+ (βε+ κ)2‖T‖(A)
≤
∫
A
∣∣∣∣∣Xn+1|X˜| − (βε+ κ)
∣∣∣∣∣
∣∣∣∣∣Xn+1|X˜| + (βε+ κ)
∣∣∣∣∣1spt(λ2+λ˜2)d‖T‖+ (βε+ κ)2‖T‖(A)
≤ 12
∫
A
(
λ2 + λ˜2
)
d‖T‖+ 2(β2ε2 + κ2)‖T‖(A)
≤ C79
∫
A
∣∣∣∣∣〈X˜,ν〉|X˜|
∣∣∣∣∣
2
d‖T‖+ A
+ 2(β2ε2 + κ2)‖T‖(A)
≤ C78
(∫
A
|X⊥|2|X|−n−2d‖T‖+ A
)
+ 2(β2ε2 + κ2)‖T‖(A).
Notice that by the assumption of the lemma∫
B1/4
X2n+1d‖T‖ ≤
EC(T, 1)
C34
‖T‖(B1/4) = EC(T, 1)16 β
2‖T‖(B1/4)≤ 2β2‖T‖(B1/4).
We use Lemma 3.1.1 (with T , σ replaced by (µ3#T ) B3, 1/2), (10.29) and Corollary 2.2.5
(with s = 1) to deduce
ε2 = EC
(
(µ3#T ) B3, 1
)
≤ 4C10
(
κ(µ3#T ) B3 +
∫
C3/2
X2n+1d‖µ3#T‖+ Aµ3(M)
)
≤ 4 · 3nC10
(
κ+
∫
C1/2
X2n+1d‖T‖+ A
)
≤ 3n+2C10
(
κ+
∫
B1
X2n+1d‖T‖+ A
)
≤ 3n+2C10
(
C78
(∫
A
|X⊥|2|X|−n−2d‖T‖+ 2A
)
+ 2M(T )(β2ε2 + κ)
)
≤ 3n+2C10
(
C78 (ES(T, 1) + C4κ+ (2 + C4)A) + 2M(T )(β2ε2 + κ)
)
≤ 3
2n+3C10
(
1 +mα(n)
)
16
32n+8
(
1 +mα(n)
)
C10
ε2 + C352
(
ES(T, 1) + κ+ A
)
≤ ε
2
2 +
C35
2
(
ES(T, 1) + κ+ A
)
.

BOUNDARY REGULARITY OF MINIMAL ORIENTED HYPERSURFACES ON A MANIFOLD 63
References
[1] Tibor Rado´. On Plateau’s Problem. Annals of Mathematics, 31(3):457–469, 1930.
[2] Jesse Douglas. Solution of the Problem of Plateau. Transactions of the American Mathematical Soci-
ety, 33(1):263–321, 1931.
[3] Herbert Federer and Wendell H. Fleming. Normal and Integral Currents. Annals of Mathematics,
72(3):458–520, 1960.
[4] William K Allard. On boundary regularity for Plateau’s problem. Bulletin of the American Mathe-
matical Society, 75(3):522–523, 1969.
[5] Robert Hardt and Leon Simon. Boundary Regularity and Embedded Solutions for the Oriented
Plateau Problem. Annals of mathematics, 110(3):439–486, 1979.
[6] Camillo De Lellis, Guido De Philippis, Jonas Hirsch, and Annalisa Massaccesi. On the boundary
behavior of mass-minimizing integral currents. arXiv preprint arXiv:1809.09457, 2018.
[7] Enrico Bombieri, Ennio De Giorgi, and Enrico Giusti. Minimal cones and the Bernstein problem.
Inventiones mathematicae, 7(3):243–268, 1969.
[8] William K Allard. On the first variation of a varifold. Annals of mathematics, pages 417–491, 1972.
[9] William K Allard. On the first variation of a varifold: boundary behavior. Annals of Mathematics,
pages 418–446, 1975.
[10] James Simons. Minimal Varieties in Riemannian Manifolds. Annals of Mathematics, 88(1):62–105,
1968.
[11] Frederick J Almgren Jr. Almgren’s big regularity paper, volume 1 of World Scientific Monograph
Series in Mathematics, 2000.
[12] Camillo De Lellis. Almgren’s Q-valued functions revisited. In Proceedings of the International Congress
of Mathematicians 2010 (ICM 2010) (In 4 Volumes) Vol. I: Plenary Lectures and Ceremonies Vols.
II–IV: Invited Lectures, pages 1910–1933. World Scientific, 2010.
[13] Camillo De Lellis and Emanuele Spadaro. Multiple valued functions and integral currents. arXiv
preprint arXiv:1306.1188, 2013.
[14] Camillo De Lellis and Emanuele Spadaro. Regularity of area minimizing currents I: gradient Lp
estimates. Geometric and Functional Analysis, 24(6):1831–1884, 2014.
[15] Camillo De Lellis and Emanuele Spadaro. Regularity of area minimizing currents ii: center manifold.
Annals of Mathematics, pages 499–575, 2016.
[16] Camillo De Lellis and Emanuele Spadaro. Regularity of area minimizing currents iii: blow-up. Annals
of Mathematics, pages 577–617, 2016.
[17] Richard Schoen and Leon Simon. Regularity of stable minimal hypersurfaces. Communications on
Pure and Applied Mathematics, 34(6):741–797, 1981.
[18] David Gilbarg and Neil S Trudinger. Elliptic Partial Differential Equations of Second Order, volume
224. Springer Science & Business Media, 2001.
[19] Herbert Federer. Geometric measure theory. Springer, 1969.
[20] Franc¸ois Tre`ves. Basic linear partial differential equations, volume 62. Academic press, 1975.
[21] Patrizia Pucci and James B Serrin. The maximum principle, volume 73. Springer Science & Business
Media, 2007.
[22] John E Brothers. Existence and structure of tangent cones at the boundary of an area minimizing
integral current. Indiana University Mathematics Journal, 26(6):1027–1044, 1977.
[23] Leon Simon et al. Lectures on geometric measure theory. The Australian National University, Math-
ematical Sciences Institute, Centre for Mathematics & its Applications, 1983.
[24] Robert M Hardt. On boundary regularity for integral currents or flat chains modulo two minimizing
the integral of an elliptic integrand. Communications in Partial Differential Equations, 2(12):1163–
1232, 1977.
64 SIMONE STEINBRU¨CHEL
Simone Steinbru¨chel
Institute of Mathematics, University of Zurich, Winterthurerstrasse 190, 8057 Zurich,
Switzerland.
E-mail address: simone.steinbruechel@math.uzh.ch
