The low-lying isomeric state of 229 Th provides unique opportunities for high-resolution laser spectroscopy of the atomic nucleus. We determine the energy of this isomeric state by taking the absolute energy difference between the excitation energy required to populate the 29.2-keV state from the ground-state and the energy emitted in its decay to the isomeric excited state. A transition-edge sensor microcalorimeter was used to measure the absolute energy of the 29.2-keV γray. Together with the cross-band transition energy (29.2 keV→ground) and the branching ratio of the 29.2-keV state measured in a recent study, the isomer energy was determined to be 8.30±0.92 eV. Our result is in agreement with latest measurements based on different experimental techniques, which further confirms that the isomeric state of 229 Th is in the laser-accessible vacuum ultraviolet range.
The energy of the first-excited isomeric state of 229 Th is sufficiently low so that it can be excited by laser light [1, 2] . The natural linewidth of the transition between the ground and the isomer states is predicted to be on the order of mHz [3, 4] . Therefore this nuclear transition offers unique opportunities for laser spectroscopy of the atomic nucleus. One of the promising applications is an optical nuclear clock: an atomic clock referencing a nuclear transition [5] . Since the atomic nucleus is highly isolated from the environment due to shielding by the electron cloud, fractional accuracy of the nuclear clock is expected to approach 1×10 −19 [6] . Extensive experimental efforts have been made to accurately measure this nuclear transition energy (E IS in Fig. 1 ) [1, 2, [7] [8] [9] [10] [11] . While early measurements suggested energy values of 3.5 [12] or 5.5 eV [13] , in the latest measurements the value drastically increased to 7.8 [1] and 8.28 eV [2] . Further measurements based on different experimental techniques are important to improve the confidence in the energy of the isomer state.
Here we determine E IS by taking the difference of absolute energies between two 29.2-keV transitions (E CR and E IN in Fig. 1) . The cross-band transition energy E CR and the branching ratio b were recently experimentally determined by resonantly exciting the 29.2-keV state with narrow-band synchrotron radiation [11] . In order to determine E IN , we performed spectroscopy of γ-rays emitted from the decay of the 29.2-keV state. Two γ-rays, E IN and E CR , were not directly resolved due to insufficient detector resolution. Instead, a single spectrum, whose peak energy E obs IN is the weighted average of the The E obs IN value was previously measured by using a low energy photon spectrometer [14] and X-ray spectrometer [1] . In this study, we measured E obs IN by using a single- [16, 17] pixel transition edge sensor (TES) microcalorimeter [15] . We find that our E obs IN value disagrees with the previous measurement (3.8σ discrepancy from the value in Ref. [14] where σ is their standard deviation), but the extracted E IS is in agreement with latest two measurements based on different experimental techniques [1, 2] .
We detected the 29.2-keV γ-rays emitted following αdecay of 233 U. The 26 MBq of 233 U was first chemically purified as 233 UO 2 Cl 2 by an ion exchange column to remove daughter nuclei. It was then dissolved in dilute hydrochloric acid and sealed in a container made of 0.5mm-thick fluorocarbon polymer, resulting in attenuation of the 29.2-keV γ-rays by the container wall of less than 5%. Diameter and thickness of this 233 U source is 25 mm and 3 mm, respectively. The source is attached to outside of a 1-mm thick beryllium window of a dilution refrigerator in which the TES is installed. The distance between the source and the TES pixel is 5 cm. The TES pixel is made of a titanium-gold bilayer whose transition temperature is designed to be 164 mK. The 3.6-µm thick and 300-µm square gold absorber is attached to the TES pixel [19] . Based on results of Monte Carlo simulations, we estimate the total detection efficiency of the 29.2-keV γrays, including both solid angle and absorption efficiency of γ-rays by an absorber, to be on the order of 10 −7 . Energy resolution for 29.2-keV γ-rays was observed to be 36 eV (full width at half maximum) at a heat sink temperature of 90 mK.
The TES is biased with a pseudo constant voltage using a shunt resistor [15] , and the signal is obtained from the TES current measured by a superconducting quantum interference device (SQUID) array amplifier [20] . The SQUID output voltage was recorded by a 15-bit digitizer and, in the offline analysis, restored to the TES current. The pulse-height of the TES current exhibits a non-linear response to the incident γ-ray energy because of several reasons [21] . A part of the non-linearity can be removed by converting the TES current to the TES resistance value [22] . Spectral data was collected for 18 consecutive days, during which the detector gain drifted due to a change of the detector temperature. We thus divided all data into blocks, where the gain drift is negligible. Each data block was processed independently with the optimum filter [23] to make a pulse height amplitude (PHA) spectrum. The total PHA spectrum ( Fig. 2) was obtained by combining all PHA spectra. The PHA shows non-linearity to the γ-ray energy, and thus energy calibration plays a crucial role in this study. We chose five γ-and X-rays as the energy calibration lines around the 29.2-keV target peak (as labeled in Fig. 2(a) ). In Table I , the energy and natural linewidth of each calibration line are listed. These calibration peaks are simultaneously recorded with the 29.2-keV target peak by attaching 241 Am (2.4 MBq) and 133 Ba (59 kBq) sources behind the 233 U source. The Cs K α1,2 X-rays are emitted in the process of electron capture (EC) decay of 133 Ba. The 26.3-keV γ-rays are from α-decay of 241 Am. Since our 241 Am source is electroplated onto a silver plate, the Ag K α1,2 X-rays are emitted mainly when the strong 59.5-keV γ-rays from the 241 Am source are photoelectrically absorbed by the silver plate.
The centroid PHA values of all calibration peaks and the 29.2-keV target peak were determined by model fitting of the PHA spectrum with a maximum likelihood method. For X-ray calibration peaks, we used a Voigt function as a model function. The natural linewidth was fixed to the literature value (see Table I ) which was converted into the PHA value by assuming a locally linear PHA-to-energy relation [19] . The γ-ray peaks at 26.3 keV ( 241 Am) and 29.2 keV ( 229 Th) were fitted with a Gaussian function. Here we assumed a constant background within a fitting region. Detailed spectra are shown in Fig. 2(b) where the red curve represents the best-fit model curve. The 1σ errors of the centroid PHA values were also estimated from the model fits. The total counts in the 29.2-keV peak was 630 (30) . A small peak observed at the higher-PHA side of the 29.2-keV target peak in the 229 Th spectrum corresponds to the 7/2 + [631](71.82 keV)→7/2 + [633](42.43 keV) cross-band transition (not shown in Fig. 1) .
In order to accurately determine the 29.2 keV γ-ray energy, we need to define a suitable calibration curve which precisely converts PHA to energy. Within the limited energy range from 21.9 keV to 31 keV, in which all calibration lines and the 29.2-keV target line are contained, we found that the calibration curve can be wellapproximated by a polynomial function. To find the optimal polynomial order, we performed χ 2 fitting of the PHA-to-energy relation with n-th order polynomial functions where n =1, 2, or 3. For the σs of the χ 2 , the 1σ errors of the centroid PHA values from the maximumlikelihood PHA fits were used. The errors of energies will be included later in the systematic errors. The best n value was determined to be 2 from the F value of χ 2 improvement [24] (Table II) . The F value from nth to (n + 1)-th order polynomial model is defined by
where χ 2 (n) and dof(n) are, respectively, the minimum χ 2 value and the degrees of freedom of n-th order polynomial fit. F (1 → 2) is very large and the improvement is statistically significant. On the other hand, F (2 → 3) is smaller than unity, which indicates that the added pa- rameter just represents the statistical fluctuation. We thus employed a 2nd-order polynomial function as a calibration curve. In Fig. 3 , the PHA values of five calibration lines are plotted as a function of their energies. The best-fit 2nd order polynomial calibration curve is shown by a blue curve. The dPHA (= data − model) values at each calibration peak are also shown in Fig. 3 . By using this calibration curve, the absolute energy of the 29.2-keV γ-ray E obs IN was determined to be 29182.51 eV. For further validation of the calibration curve, we checked the energy of the 25.5-keV Ag K β2 X-ray and the 25.3-keV 229 Th γray lines in Fig. 2(a) , neither of which were used to define the calibration curve. The first energy, for Ag in a metal form, was determined to be 25456.6(11) eV. Although there is some uncertainty of less than 0.4 eV mainly due to the so-called shake-off effect [25] , the value is in agreement with 25456.71(31) eV in Ref. [16] . The second energy was determined to be 25308.4 (19) eV, which agrees with 25310.6(8) eV in Ref. [12] .
As statistical error for E obs IN , we considered the following two errors. One is the 1σ error of centroid PHA value of the 29.2-keV spectrum converted to energy, which is 0.67 eV. The other is caused by 1σ statistical errors of three coefficients of the 2nd order polynomial calibration curve. To evaluate this, we calculated χ 2 values for all combinations of three coefficients which satisfied χ 2 ≤ χ 2 min + 1, where χ 2 min is the minimum χ 2 value of the fit. We converted the centroid PHA of 29.2-keV line to the energy for each combination. Then the minimum and the maximum energies give the error range. The total statistical error was estimated from root sum square of the two errors, which is 0.72 eV.
The following three errors are considered as systematic errors for E obs IN . The first is the errors in the literature values as listed in Table I . The second is the errors due to various effects which could shift the X-ray energies. For such effects, we regarded hyperfine, chemical and shakeoff effects as follows [25] . The final state of the K α Xray transition has two hyperfine states [26] . When the transition probability to these states is not equal, the Xray spectral peak shifts. Such a shift could occur when, for example, X-rays are generated by the EC decay [27] . Since whether X-rays used in the literature were generated by photoionization or EC decay is not clear, we took half of the hyperfine splitting energy as the largest possible error due to hyperfine effect, which is estimated to be 0.03 eV for Ag K α1,2 and 0.36 eV for Cs K α1,2 [25] . The chemical effect can be partially estimated based on the formula given in Ref. [28] . However, information on the chemical condition of both our calibration sources and sources used in the literature is sparse. We therefore did not include the chemical effect in our systematic error. If we assume the largest possible coordination number (12 for Cs and 8 for Ag [29] ) and electronegativity difference (2.65 for Cs and 2.05 for Ag) as an example, the chemical shift could be estimated to be 0.08 and 0.10 eV for Ag K α1,2 , 0.26 and 0.31 eV for Cs K α1,2 , which would contribute to the total systematic error by only 0.01 eV. For the error induced by the shake-off effect [30] , we conservatively estimated it to be 0.05 eV for all X-rays based on the discussions in Ref. [25] . The combined systematic error caused by the aforementioned first and second errors was determined by a Monte Carlo simulation where we fixed the PHA value for all calibration lines and scanned the energy within each systematic error. Here we used a Gaussian function as a distribution of errors for the literature value and a flat function for all other errors. At each set of energies, we calculated a calibration curve and derived the 29.2-keV energy. The standard deviation of the 29.2-keV energies was taken as the combined systematic error, which is 0.22 eV. The third error is the error due to an inappropriate functional form for the calibration curve. A cubic spline curve with natural boundary conditions [31] was tested as a calibration curve, resulting in an energy discrepancy of 0.25 eV. We therefore determined the overall systematic error by taking a root sum square of both errors (0.22 eV and 0.25 eV), which is 0.33 eV.
As [12, 14] . Error bars for our E obs IN represent root sum square of statistical and systematic error. The blue bar represents ECR with its 1σ error. The isomer energy calculated by using ECR and b [11] is shown in the upper side of the figure. The green and red bands represent the isomer energy reported in Refs. [1] and [2] , respectively, with their corresponding uncertainties, where the isomer energy for Ref. [1] is re-estimated by replacing b with the experimental value reported in Ref. [11] . energy to be E IS = 8.30 ± 0.45 (sys) ± 0.81 (stat) eV.
Here we included the errors of E CR and b in the systematic error. The root sum square of statistical and systematic errors is 0.92 eV.
In Fig. 4 , the E obs IN value determined in this study is compared to previous measurements. The isomer energy calculated by E IS = (E CR − E obs IN )/(1 − b) is presented in the upper side of the figure. The blue bar indicates E CR [11] . The green and red bands denote the isomer energies with errors reported in Refs. [1] and [2] , respectively. In Ref. [1] , the isomer energy is determined to be 7.8±0.5 eV by using an estimated b. If we replace the b by the experimental value reported in Ref. [11] , their isomer energy can be estimated to be 8.1±0.7 eV, which is shown in Fig. 4 [14] ) by more than 3.8σ in their uncertainty, the extracted isomer energy agrees with both latest measurements (red and green bands) within their 1σ uncertainty.
In summary, the energy of the first isomeric state in 229 Th is determined to be 8.30±0.92 eV by measuring the absolute energy difference between two transitions from the 29.2-keV second-excited state. The absolute energy of the 29.2-keV γ-ray following α-decay of 233 U was measured by a single-pixel TES microcalorimeter. Agreement between our E IS value and two latest values measured by different experimental techniques further confirms that the energy of the 229 Th nuclear clock isomer is in the laser-accessible vacuum ultraviolet range and paves the way for high-resolution laser spectroscopy of the atomic nucleus.
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