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Abstract
The classical Szegö theorem can be stated in terms of the sequence of model spaces
(KzN)N∈N . In this article, we are interested in the generalization of the Szegö the-
orem in the case of the sequence (KBN)N∈N where B is a finite Blaschke product.
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The Hardy space of the unit circle T is defined to be H2= {f ∈L2(T, dv), fˆ (n)= 0 if
n < 0} where fˆ (n) denotes the n-th order Fourier coefficient of f . H2 is a Hilbert space
with scalar product :
< f , g >=
∫
T
f(ξ)g (ξ)
dξ
2π
∀f , g ∈H2.
We recall that H2 has the reproducing kernel :
Kλ(z)=
1
1−λz
.
By this we mean that for all λ ∈D, Kλ is an element of H
2 and f(λ) = < f , Kλ > , for
all f ∈H2. We denote kz=
Kz
‖Kz‖
the normalized reproducing kernel such that
kz(λ)=
(1− |z |2)1/2
1−λz
.
Let λ∈D and bλ(ξ)=
ξ−λ
1−λξ
. The Blaschke product B with zero sequence
Z(B)= {λ1, , λn}
is defined to be
B(z)=
∏
i=1
n
bλi(z)=
∏
i=1
n
z −λi
1−λiz
.
In particular B is an inner function, that is |B |=1 almost everywhere on T.
The Toeplitz operator with symbol ϕ ∈ L2 is defined on the dense subset H∞ of H2
to be Tϕ(g) =PH
2
(ϕg). It is well known that Tϕ can be extended to a bounded operator
on H2 if and only if ϕ∈L∞ (see [3])
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Let ϕ ∈L∞ and let θ ∈H∞=L∞(T) ∩H2 be an inner function, thus θH2 is a closed
subspace of H2 and we denote by Kθ the model space H
2 ⊖ θ H2 = H2 ∩ (θH2)⊥. It is
well know that the spaces θH2 are shift invariant and any shift invariant subspace of H2
is of that form. Thus it is easy to see that any model space is backward shift invariant.
We denote by PKθ is the orthogonal projection from H
2 to Kθ and by Tϕ,Kθ denotes the
compression to Kθ of the classical Toeplitz operator Tϕ, this is Tϕ,Kθ = PKθTϕPKθ. Thus
the matrix of Tϕ,Kzn in the basis {1, z, , z
n−1} is a classical finite dimensional Toeplitz
matrix of size n.
If θ is a finite Blaschke product then Kθn is a finite dimensional space and for any
ϕ∈L2, Tϕ,Kθ is a continuous operator.
Recently D. Sarason [6] discussed the properties (finite rank, compacity...) of such
compressions of Toeplitz operators to some model spaces. We are interested in estab-
lishing a type of Szegö theorem for these operators.
In the first section, we recall the classical Szegö theorem. Next we study the space
KBn and give a basis which will be useful in calculating the matrix for a certain function
class M1 ⊂ L2(T). Finally, considering this space, we will be able to give a Szegö-type
result for compressions of Toeplitz operator to model spaces.
1 The classical Szegö theorem.
Definition 1.
1. Let (An)n∈N be a sequence of matrices of size n× n and f a measurable function
on T. An is said to be distributed as f in the sense of the eigenvalues if and only
if for any continuous function G with compact support we have
lim
n→∞
1
n
∑
k=1
n
G(λk(An))=
1
2π
∫
T
G(f(ξ))dξ
where (λk(An))16k6n denotes the sequence of the eigenvalues of An.
2. An is said to be distributed as f in the sense of the singular values if and only if
for any continous function G with compact support, we have
lim
n→∞
1
n
∑
k=1
n
G(σk(An))=
1
2π
∫
T
G(f(ξ))dξ
where (σk(An))16k6n denotes the sequence of the singular values of An.
We shall use the L2 version [8] of the classical Szegö theorem and the theorem of
Avram [1] and Parter [5] concerning the singular values. We can find demonstrations in
the continuous case using the operator theory and the C∗-algebras in [2]. Let us recall
this fundamental theorem :
Theorem 2. [ 8] Let f ∈ L2(T), the sequence of Toeplitz truncated matrices of size n is
distributed as |f | in the sense of the singular values.. If f is real valued then this
sequence is distributed as f in the sense of the eigenvalues.
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2 General sequence of model spaces KBn.
2.1 Vocabulary
We recall a fact and introduce vocabulary. It is well known (see [3] or [4]) that Kθ
is finite dimensional if and only if there exists B a finite Blaschke product such that θ =
cB where c ∈ T. In order to consider the eigenvalues of the compression of Toeplitz
operators to model spaces, we only consider finite dimensional model spaces. Thus we
only consider the case of finite Blaschke products.
Definition 3. Let B ∈H2 be a finite Blaschke product.
1. Tf is said to be distributed as g in the sense of the eigenvalues relative to the
sequence of model spaces (KBn)n∈N if and only if, for all continuous functions G
with compact support, we have
lim
n→∞
1
dimKBn
∑
k=1
dimKBn
G(λk(Tf ,KBn))=
1
2π
∫
T
G(g(ξ))dξ
2. Tf is said to be distributed as g in the sense of the singular values relative to the
sequence of model spaces (KBn)n∈N if and only if, for all continuous functions G
with compact support, we have
lim
n→∞
1
dimKBn
∑
k=1
dimKBn
G(λk(Tf ,KBn))=
1
2π
∫
T
G(g(ξ))dξ
Now, we can state theorem 2 in the following way : If f ∈ L2 then Tf is distributed as
|f | in the sense of the singular values relative to the sequence of model spaces
(KzN)N∈N. If f is real valued then Tf is distributed as f in the sense of the eigenvalues
relative to the sequence of model space (KzN)N∈N.
Now, we study the case of a general finite Blaschke product.
2.2 Basic properties of KBN
While many bases have been proposed for model spaces, the Malmquist basis [4] is par-
ticularly helpful when dealing with our problem. We only need to choose an ordering of
the basis elements appropriate to our problem.
Let B be a finite Blaschke product. We denote by m(B, λi) the multiplicity of λi as
a zero of B. Thus there exists p∈N and distinct λi’s such that
B=
∏
i=1
p
bλi
m(B,λi)
For any 16 j, k6 p, 06 r6m(B,λj)− 1 and 06 s6m(B,λk)− 1, we denote
ej
r= bλj
r
∏
i=1
j−1
bλi
m(B,λi)kλj.
and consider the basis
S=
(
(ej
r)r=0m(B,λj)−1
)
j=1 p
.
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Thus we remark that denoting Sj = {kλj, bλjkλj,  bλj
m(B,λj)−1kλj} for j ∈ {1,  , p}, we
have
S=S1
⋃ (
bλ1
m(B,λ1)S2
)⋃ (
bλ1
m(B,λ1)bλ2
m(B,λ2)S3
)⋃

⋃( ∏
i=1
p−1
bλi
m(B,λi)Sp
)
where fA is the set {fg, g ∈A}.
In the following we denote S vertically :


e1
0


ep
m(B,λp)−1

.
Now, we show that S is an orthonormal basis for KB and generalize to get an
orthonormal one for KBn.
Lemma 4. For all 16 j , k6 p, 06 r6m(B,λj)− 1 and 06 s6m(B,λk)− 1, we have
<ej
r , ek
s >= δj ,kδr,s.
Proof. We remark that ej
r = bλj
r ∏
i=1
j−1
bλi
m(B,λi)kλj. Without loss of generality, we can
suppose j> k. If j > k
< bλj
r
∏
i=1
j−1
bλi
m(B,λi)kλj, bλk
s
∏
i=1
k−1
bλi
m(B,λi)kλk>=<bλj
r
∏
i=k
j−1
bλi
m(B,λi)kλj, bλk
s kλk>
=<bλj
r bλk
m(B,λk)−s
∏
i=k+1
j−1
bλi
m(B,λi)kλj, kλk>
where we set
∏
i=k+1
j−1
bλi
m(B,λi)=1 for k+1> j − 1. Since 16m(B, λk)− s, the function
on the left hand side has a zero in λk and so
<bλj
r bλk
m(B,λk)−s
∏
i=k+1
j−1
bλi
m(B,λi)kλj, kλk>=0.
Suppose k= j, then
<bλj
r
∏
i=1
j−1
bλi
m(B,λi)kλj, bλk
s
∏
i=1
k−1
bλi
m(B,λi)kλk>=<bλj
r kλk, bλk
s kλk>= δs,r.

Now since the space KB has dimension |Z(B)|, S is an orthonormal basis for KB. So
denoting
Σ= {S,BS, , Bn−1S}=
(((
Bkej
r
)
k=0n−1
)
r=0m(B,λj)−1
)
j=1 p
,
it is easy to see that Σ is a basis for KBn.
Proposition 5. [ 4] (Malmquist Basis)For all n∈N, Σ is an orthonormal basis of KBn.
Proof. It follows from the fact that BkS and BpS are orthogonal for k  p. Indeed if
f ∈BkS and g ∈BpS and k > p then
< fBk, gBp>=< fBk−p, g >
and since fBk−p∈BH2 and g ∈S⊂KB we have the result. 
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We have the following corollary (the proof is obvious).
Corollary 6. The sequence (KBn)n∈N verifies
1. (KBn)n∈N is an increasing sequence (with respect to the order ⊂ in H
2).
2. (dimKBn)n is strictly increasing and dimKBn+1−dimKBn= |Z(B)|.
We can write Σ as
Σ=


e1
0, Be1
0, , Bn−1e1
0,


e1
m(B,λ1)−1, Be1
m(B,λ1)−1
 , Bn−1e1
m(B,λ1)−1,
e2
0, Be2
0, , Bn−1e2
0,


ep
0 , Bep
0
 , Bn−1ep
0 ,


ep
m(B,λp)−1, Bep
m(B,λp)−1
 , Bn−1ep
m(B,λp)−1


.
We denote by Σi the i-th line of Σ. Thus if we consider elements of the form B
iej
r and
Blek
s then they are in distincts Σl’s if and only if j  k or r  s. In the following, we are
interested in the matrix of Tϕ,Bn relative to the blocs Σl. Σ is now identified with the
vector (Σ1, ,Σn×|Z(B)|)
t. Thus Σ is a basis of KBn and it is now listed in the order(((
Bkej
r
)
j=1 p
)
k=0n−1
)
r=0m(B,λj)−1
.
2.3 Szegö type result.
We need to do some calculations
Lemma 7. Let B be a finite Blaschke product with B=
∏
q=0
p
bλq
m(B,λq).
For all i, l∈N, n∈Z, 16 j , k6 p, 06 r6m(B, λj)− 1 and 06 s6m(B, λk)− 1, we
have
<BnBiej
r , Blek
s >= δn+i,lδj ,kδr,s
Proof.
If n>− i then BnBiej
r ∈Bn+iS thus <BnBiej
r , Blek
s >= δn+i,lδj ,kδr,s.
If n<− i then <BnBiej
r , Blek
s >=<Biej,r, B
l−nek,s> where n− l> 0 and by the same
reasoning, we have <Biej
r , Bl−nek
s >= δi,l−nδj ,kδr,s= δn+i,lδj ,kδr,s. 
Now we can give the matrix of Tφ,KBn relative to Σ. We begin by considering sym-
bols in M1=Vect(B
t, t∈Z)L
2
.
Theorem 8. Let φ =
∑
t∈Z atB
t ∈ M1 and ϕ(z) =
∑
|t|6n
atz
t. The matrix of Tφ,KBn
relative to Σ (still denoted by Tφ,KBn) is a diagonal block Toeplitz matrix of size
|Z(B)| ×n. More precisely
Tφ,KBn=

 Tϕ,Kzn 0

0 Tϕ,Kzn


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Proof. Let φ=
∑
t∈Z atB
t. We have to calculate for any i, l6n− 1
<Tφ,KBnB
iej
r , Blek
s >=
∑
t∈Z
at<B
tBiej
r , Blek
s >
where 16 j , k6 p, 06 r6m(B, λj)− 1 and 06 s6m(B, λk)− 1. Thus, using lemma 7,
we have ∑
t∈Z
at<B
tBiej
r , Blek
s >= al−iδj ,kδr,s. (1)
We denote by Au,v the blocs corresponding to the subspaces Σu and Σv, that is
Σ1


Σ|Z(B)|
Σ1  Σ|Z(B)|
 A1,1  A1,|Z(B)|
  

A|Z(B)|,1  A|Z(B)|,|Z(B)|


The term δj,kδr,s in (1) means that Au,v is the zero bloc if u v. If j = k and r= s then
we are on a diagonal bloc and the term al−i means that this bloc is Toeplitz of size n.
Thus, in the basis Σ, we have the following matrix
Σ1


Σ|Z(B)|
Σ1  Σ|Z(B)|
 Tϕ,Kzn 0 00  0
0 0 Tϕ,Kzn



In the next section, we show that the space M1 consists of all functions φ =∑
t∈Z atB
t where (at)t∈Z ∈ ℓ2(Z). Then in the final section, we will be able to state a
Szegö type result.
3 The space M1
3.1 The general case.
Lemma 9. Let h: T→ [0,∞] be measurable on T and B a finite Blaschke product. We
have the following inequality∫
T
h(ξ)dξ6
∫
T
h(B(ξ))× |B ′(ξ)|dξ (2)
Proof. In order to use the change of variable ξ = B(eiθ), we denote by j the function
θ	 B(eiθ) and by l the principal argument of j. Denoting by Log the principal value
of the logarithm and Arg the principal argument, one has Log(z) = ln (|z |) + i Arg(z)
and Log(eiθ) = iθ where θ ∈ ] − π, π]. Now, since B has modulus 1, l verifies the fol-
lowing equation
1
i
Log(B(eiθ))= l(θ)
for all θ∈ ]− π, π]. If B has one zero B= bλ then
l ′(θ)=
i eiθbλ
′ (eiθ)
i bλ(eiθ)
= eiθ
(1− |λ|2)
(1−λeiθ)(eiθ−λ)
=
(1− |λ|2)
|1−λeiθ |2
.
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Thus considering the given finite Blaschke product B, we have
l ′(θ)=
∑
j
(1− |λj |2)
|1−λjeiθ |2
> 0.
Thus since j is surjective, continuously differentiable on ]− π, π] and since its argument
has a strictly increasing derivative, there exists I ⊂ ]− π, π] such that j is a continuously
differentiable bijection from I to T. Thus considering the change of variable ξ = j(θ) we
obtain ∫
T
h(ξ)dξ=
∫
j(I)
h(ξ)dξ=
∫
I
h(j(θ))× |j ′(θ)|dθ
moreover j ′(θ)= i eiθB ′(eiθ), which implies∫
I
h(j(θ))× |j ′(θ)|dθ=
∫
I
h(B(eiθ))× |B ′(eiθ)|dθ.
It is clear that eiI ⊂T so by positivity of the integrated function, we have∫
I
h(B(eiθ))× |B ′(eiθ)|dθ6
∫
T
h(B(ξ))× |B ′(ξ)|dξ.

Remark 10. This proof uses only the fact that the winding number of a Blaschke pro-
duct is the number of its zeros.
Proposition 11.
1. If (an)n∈Z∈ ℓ
2(Z) then
∑
n∈Z anB
n∈M1.
2. Let us define Γ: ℓ2→M1⊂L
2 by
Γ(an)=
∑
n∈Z
anB
n.
Γ is a bicontinuous isomorphism. Precisely, we have
1− |
∏
λ∈Z(B)
λ|
2
‖Γ(an)‖26 ‖(an)‖2
26 sup
ξ∈T
|B ′(ξ)| × ‖Γ(an)‖2.
Proof. 1) We see that
<
∑
n∈Z
anB
n,
∑
n∈Z
anB
n>=
∑
n,k∈Z
anak<B
n, Bk> ,
Now, denoting δ = B(0), we have |δ | =
∣∣∣ ∏λ∈Z(B) λ
∣∣∣ < 1. Using the fact that 1 is the
reproducing kernel associated with 0, we have < Bn, Bk > = < Bn−k, 1 > = Bn−k(0) =
δn−k for n> k thus
<
∑
n∈Z
anB
n,
∑
k∈Z
akB
k>=
∑
n>k
anakδ
n−k+
∑
k>n
anakδ
n−k . (3)
We can write ∑
n>k
anakδ
n−k=
∑
u>0
( ∑
n∈Z
anan−u
)
δu. (4)
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Moreover for all u∈Z∣∣∣∣∣
∑
n∈Z
anan−u
∣∣∣∣∣=
∣∣∣∣∣<
∑
i∈Z
aiz
i, zu
∑
i∈Z
aiz
i>
∣∣∣∣∣6 ‖zu‖
∑
i∈Z
|ai|
2=
∑
i∈Z
|ai|
2. (5)
Thus by equations (4) and (5), we have∣∣∣∣∣
∑
n>k
anakδ
n−k
∣∣∣∣∣6
∑
u>0
‖(an)‖2
2.|δ |u= ‖(an)‖2
2 1
1− |δ |
.
By the same reasoning on
∑
k>n
anakδ
n−k, we have∣∣∣∣∣
∑
k>n
anakδ
n−k
∣∣∣∣∣6
∑
u>0
‖(an)‖2
2.|δ |u6 ‖(an)‖2
2 1
1− |δ |
(6)
Thus combining (3), (5) and (6), we get
‖Γ(an)‖2
26 ‖(an)‖2
2 2
1− |δ |
.
2) Since {Bn, n ∈ Z} is a basis of M1, Γ is obviously an isomorphism. 1) shows that
Γ is continuous. Suppose Γ(an)∈M1⊂L
2. By lemma 9, we have
‖(an)‖2
2=
∫
T
|
∑
n∈Z
anξ
n|2dξ6
∫
T
|ϕ(B(ξ))|2× |B ′(ξ)|dξ6 sup
ξ∈T
|B ′(ξ)| × ‖Γ(an)‖2
2.
Moreover supξ∈T |B
′(ξ)|<∞ and since B is a finite Blaschke product, B is holomorphic
in a neighborhood of D, thus (an)∈ ℓ
2(Z). 
In the case where |Z(B)| = 1, we show that M1 is equal to L
2. Moreover in the next
section, we will see that our Szegö type result can be expressed in a simple way.
Proposition 12. If λ∈D and B= bλ then M1=L
2.
Proof. We define the operator Γλ = Γ: L
2
 L2 by Γλ(
∑
n∈Z an) =
∑
n∈Z anbλ
n then
proposition 11 gives
‖Γλ‖
26
2
1− |λ|
.
It is easy to see that bλ ◦ b−λ(z) = b−λ ◦ bλ(z) = z thus ΓλΓ−λ=Γ−λΓλ= I and ‖Γ−λ‖
26
2
1− |λ|
thus M1=Γλ(L
2)=L2. 
4 The results
Proposition 11 shows that φ =
∑
n∈Z anB
n ∈ M1 if and only if ϕ(z) =
∑
n∈Z anz
n ∈
L2(T). Finally, as a corollary of theorem 8, and using the classical Szegö theorem, we
obtain the following theorem.
Theorem 13. Let φ=
∑
n∈Z anB
n ∈M1, denoting ϕ(z) =
∑
n∈Z anz
n ∈ L2(T) then Tφ
is distributed as |ϕ| in the sense of the singular values relative to the sequence of model
spaces (KBn)n∈N. If φ is real valued then Tφ is distributed as ϕ in the sense of the
eigenvalues relative to the sequence of model spaces (KBn)n∈N.
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Proof. By theorem 8, the matrix of Tφ,KBn relative to the basis Σ is
Tφ,KBn=

 Tϕ,Kzn 0 00  0
0 0 Tϕ,Kzn


where this matrix has |Z(B)| blocs and the dimension of KBn is n × |Z(B)|. Thus the
singular values of An are just those of Tϕ,Kzn with multiplicity |Z(B)|. So for all contin-
uous functions G with compact support, we can write
1
dimKBn
∑
k=1
dimKBn
G(σk(Tφ,KBn))=
|Z(B)|
n× |Z(B)|
∑
k=1
n
G(σk(Tϕ,Kzn))
=
1
n
∑
k=1
n
G(σk(Tϕ,Kzn))
and theorem 2 allows us to conclude. The same reasoning gives the distribution of the
eigenvalues in the real case, it suffices to remark that if φ is real valued so is ϕ. 
In fact we could use results on block Toeplitz matrices (see [2] and [7]) and we will
discuss that point at the end of this article.
As an important corollary, we can state a simple form of theorem 13 in the case
|Z(B)|=1.
Theorem 14. Let f ∈ L2 be a real valued function.Then Tf is distributed as f ◦ b−λ in
the sense of the eigenvalues relative to the sequence of model spaces (Kbλn)n∈N, so, for all
continuous functions G with compact support, we have
lim
n→∞
1
dimKbλn
∑
k=1
dimKbλ
n
G(λk(Tf ,Kbλn
))=
1
2π
∫
T
G((f ◦ b−λ))(ξ)dξ
and Tf is distributed as |f ◦ b−λ|, in the sense of the singular values relative to the
sequence of model spaces (Kbλn)n∈N. Thus, if G is a continuous function with compact
support, we have
lim
n→∞
1
dimKbλn
∑
k=1
dimKbλ
n
G(σk(Tf ,Kbλn
))=
1
2π
∫
T
G(|f ◦ b−λ|)(ξ)dξ
The case of general symbols is still open. To solve it we would like to express symbol
φ ∈ L2 so that the matrix of Tφ,KBn in the basis Σ allows us to apply the L
2 version of
the Szegö theorem.
We give some simple remarks exploring the case |Z(B)| = 2 and B = bλ1bλ2. In fact
we need to complete the set {Bn, n ∈ Z} to obtain a basis for L2(T). We first observe
that the set
{kλ1, bλ1kλ2, Bkλ1, Bbλ1kλ2, B
2kλ1, B
2bλ1kλ2 }
is an orthonormal basis for H2.(Indeed if g ∈H2 is orthogonal to any element of the pre-
vious set then < g, kλ1>=0 so g= bλ1g2 where g2∈H
2 and < g, bλ1kl2>=< g2, kλ2>=
0 implies that g2= bλ2kλ2 and g =Bg3. Using the same reasoning, we obtain that λ1 and
λ2 are zeros for g3 and, by induction, λ1 is a zero for g with infinite order so g=0.)
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Now considering rational functions, it is clear that
kλ1, bλ1kλ2∈Span(1, B, bλ1)=
{
P
(1−λ1X)(1−λ2X)
, P ∈C2[X]
}
.
Thus using the multiplication by B we see that {Bnbλ1, n ∈N}
⋃
{Bn, n ∈ Z} is a basis
of H2(T). Now using the equation L2(T) =H2(T)⊕H0
2(T) where H0
2(T) = {f ∈H2(T),
f(0)= 0}, we can write any element φ of L2(T) as
φ=
∑
n∈Z
anB
n+
∑
n∈N
bn
+Bnbλ1+
∑
n∈N
bn
−B
n
bλ1
and thus the matrix can be expressed in a simple way. After calculation, and denoting
φ0=
∑
n∈Z anB
n, φ+=
∑
n∈N bn
+Bnbλ1 and φ
−=
∑
n∈N bn
−B
n
bλ1, we obtain(
Tazϕ++ϕ0+a¯z¯ϕ−,Kzn Tbzϕ++c¯ϕ−,Kzn
Tcϕ++b¯zϕ−,Kzn Tdϕ++ϕ0+d¯ϕ+,Kzn
)
where a= bλ2(λ1), b=< bλ1kλ2, bλ2kλ1 >=< kλ1, kλ2 > , c=< kλ1, kλ2 > , d= bλ1(λ2) and
ϕ0, ϕ+ and ϕ− are associated to φ0, φ+ and φ−. Two questions remain, first ; under the
hypothesis that (an), (bn
+) and (bn
−) are three square summable sequences, can we assure
that aφ++ φ0+ azφ
− ∈L2, second ; can we express eigenvalues or singular values of this
matrix.
Moreover we think that it should be possible to show that, if B is any finite Blaschke
product then the matrix of Tφ,KBn has Toeplitz blocks but is not block Toeplitz and it
can’t be of that form in any basis for L2 containing {Bn, n ∈ Z}, since the diagonal
blocks are equal if and only if φ∈Span{Bn, n∈Z}L
2
.
From another point of view and using the same idea, we can write φ in an orthog-
onal form as
φ=
∑
n∈Z
anB
n+
∑
n∈N
bn
+Bn(Kλ1−Kλ2)+
∑
n∈N
bn
−B
n(Kλ1−Kλ2)
and proposition 11 implies that φ ∈ L2 if and only if (an)n∈Z, (bn
+)n∈N and (bn
−)n∈N are
three square summable sequences but the matrix is much less simple.
Finally even if the problem of finding a nice basis for L2 which completes {Bn, n ∈
Z} has many simple answers, the problem is to get a Szegö-type result.
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