Abstract -We propose a method of interpolating linear time-invariant controllers with observer state feedback structure in order to generate a continuously-varying family of controllers that stabilizes a family of linear plants. Gain scheduling is a motivation for this work, and the interpolation method yields guidelines for the design of gain scheduled controllers. The scheduling method is illustrated with the design of a missile autopilot using loop-shaping H-infinity controllers.
Introduction
To motivate the controller interpolation issue, we briefly describe a typical gain scheduling formulation. is formed by interpolating between these linear controllers in real-time. We derive an interpolation method by imposing the requirement that each linear interpolated controller stabilizes the corresponding linearized plant for each frozen value of the scheduling variable. We say that such an interpolation method is stability preserving.
Although our interpolation scheme satisfies this requirement, it is important to note that the point-wise stabilization property does not carry over to the nonlinear setting, even in a local sense. This fact notwithstanding, if for a frozen value of the scheduling variable the closed-loop system composed of a linear plant and linear interpolated controller is not stable, then there is little hope that the nonlinear closedloop system will be stable. In Section 2, we show that a certain stability property of the nonlinear system can be recovered from the point-wise stability criteria by imposing a bound on the rate of variation of the scheduling variable.
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Much of the recent literature concerning gain scheduling has focused on a nonlinear setting ( [2] , [7] , [8] , [12] , and [14] ) and assumed that continuously interpolated linear controllers are available. The interpolation process needed to schedule linear point controllers is seldom addressed. An exception to this is [13] , where theoretically justified algorithms for the design of linearly interpolated state feedback gains to solve an eigenvalue-placement problem are presented. Our emphasis is on developing interpolation techniques for arbitrary state feedback gains and dynamic controllers with observer state-feedback structure.
Linear interpolation is a specialization of our results. Other, somewhat ad-hoc, though intuitively appealing, interpolation schemes have also appeared. In [10] , the gain, poles, and zeros of controller transfer functions are linearly interpolated. In [5] , the state feedback and observer gains of observer state feedback controllers are linearly interpolated. Although these other approaches have been applied successfully, there is no guarantee that each interpolated controller will stabilize the corresponding linearized plant.
Linear parameter-varying controller design methods for linear parameter-varying plant have appeared recently, for example in [1] , [11] , and [16] . The interpolation problem is addressed "implicitly" in that the controllers are parameter-varying with respect to the scheduling variable. In addition, the controller is designed to meet certain specifications (e.g., closed-loop stability, bounded L 2 -gain) when the rate of variation of the scheduling variable is below a specified bound. Unfortunately, there is no guarantee that such a controller can be found for a given plant and scheduling variable set. In our approach, we provide a sufficient condition on the placement of linear controllers in the scheduling space such that a stability preserving interpolation of the linear controllers can always be found. Once the interpolation has been derived, an upper bound on the rate of variation of the scheduling variable to assure stability is calculated.
We first consider stability preserving interpolation of state feedback gains for a fixed linear plant.
These results are then extended to controllers with observer state feedback structure and parameter-varying plants. Preliminary results needed to describe the proposed interpolation scheme are listed in the remainder of this section. Throughout, ⋅ denotes the spectral norm. 
. This provides a sufficient condition for linear interpolation to preserve stability.
Performance specifications involving input/output behavior can also be addressed.
Lemma 1.3
Suppose that control laws
both stabilize the plant
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Interpolation
The results thus far demonstrate interpolation of state feedback gains for a fixed linear plant. We now extend these results to interpolation of state feedback gains for families of linear plants.
To clarify the exposition, we first consider the interpolation of two state feedback gains with a scalar scheduling variable. , .
If K 1 and K 2 cover ρ ρ 1 2 , , then the stability objective is attained with, 
for all ρ ∈ b c , . Corollary 1.2 is applied to define a continuous interpolated gain, reduces to linear interpolation, which is a traditional approach to interpolation.
Remark 2.1
Interpolation for a vector scheduling variable proceeds in a similar manner to the scalar case. For example,
; @ R 2 and we desire to interpolate between four point designs, K 00 , K 01 , K 10 , and K 11 , designed at 0 0 ,
; @, and 11 , ; @, respectively. Then a stability preserving interpolation for where For the remainder of this report, we restrict our attention to scalar scheduling variables. Using Lemma 1.1 and Remark 2.1 as guides, our approach can be adapted for vector scheduling variables.
We have derived the stability preserving interpolation in terms of frozen values of the scheduling variable. When the scheduling variable is time-varying, stability is established by imposing a bound on the rate of variation of the scheduling variable. Although "slowly varying" conditions are not new (see [12] , and references therein), the result is attractive in that the structure of the interpolation makes the bound easy to calculate. 
(the "covering" condition). Then there exist pairs of points,
and a continuous state feedback gain, 
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Again, since Γ is compact, and T Theorem 2.2 shows that it is desirable to find solutions of (2.4) that are "close together" in norm.
If the solutions of (2.4) are all the same, then there is an infinite stability margin on the rate of variation of the scheduling parameter. This is the quadratic stability result of [3] , further expanded in [4] . In this case, as pointed out in Corollary 1.2, our stability preserving interpolation reduces to linear interpolation.
The following results for interpolation of state observer gains parallel those of the state feedback case and are presented without proof.
Lemma 2.4
If L 1 and L 2 both stabilize (A, C), i.e., A+LC has negative real part eigenvalues, then there exist symmetric, positive-definite matrices P 1 and P 2 that satisfy
for i=1, 2 and for every fixed µ, 
is exponentially stable.
Observer state feedback controllers can be interpolated using our approach by addressing the state feedback and state observer problems separately. It remains to show exponential stability of the closedloop linear parameter-varying system when the observer state feedback controller is constructed from exponentially stable linear parameter-varying state observer and state feedback systems.
Theorem 2.6
Under the hypotheses of Theorems 2.2 and 2.5, suppose that the gains K(ρ) and L(ρ) are given by (2.5) and (2.12), respectively. If ρ t 1 6 satisfies the bounds, (2.6) and (2.13), then
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Proof
Our proof is adapted from the proof of Lemma 4.2.8 in [4] . By defining a change of coordinates,
with ε a real constant, exponential stability of (2.15) is implied by exponential stability of
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For given ρ(t), choose the Lyapunov function,
V z t V z t V z t z W t z z P t z T T
, , , ; @, where
Thus, (2.15) is exponentially stable if ρ t 1 6satisfies (2.6) and (2.13).
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Remark 2.7
The interpolation guidelines in this section have been presented in terms of stability. These results can be adapted for performance requirements by utilizing Lemma 1.3 and solving the Bounded Real Lemma inequality in place of the Lyapunov inequalities, (2.2), and (2.4).
Example
To illustrate features of the interpolation technique, we consider the design of a gain scheduled autopilot for a pitch-axis missile model. Autopilot designs for this missile model have also been presented in [10] and [16] , and we adopt the specifications found in [10] for the design of linear time-invariant point controllers,
1. 25 deg/sec maximum tail deflection rate for 1 g step command 2. Less than 10% and 1% step response overshoot and undershoot, respectively 3. 30 dB attenuation above 300 rads/sec for open loop with loop broken at actuator
The autopilot generates tail fin deflection commands so that the missile tracks normal acceleration commands ( normal acceleration is the component of acceleration normal to the centerline of the missile). = , where α(t) is angle of attack, q(t) is pitch-rate, δ(t) is tail deflection and η(t) is normal acceleration. We assume that the missile velocity is fixed at Mach 3. The tail-fin actuator is modeled as a unity DC gain, second-order system with damping ratio 0.7 and natural frequency 150 rad/sec. Definitions of the nonlinear functions, C α , C q , and C η , are in the Appendix A.2.
Plant equilibrium conditions are parameterized by angle of attack. That is, for each fixed α, there exists q and δ such that α t q t 1 6 1 6 = = 0 and we are able to compute a linear approximation of the plant as in (1.2). We choose to design linear time-invariant controllers for the plant at α = 0 and α = 15 degrees.
Since the missile is symmetric in angle of attack about α = 0 , it suffices to design the linear controllers for α ≥ 0 and schedule on α . Normal acceleration and pitch-rate measurements are inputs to the autopilot.
The linear controllers are designed using the loop-shaping H-infinity method of McFarlane and Glover [9] . This controller is appropriate for our gain scheduling analysis since it has an observer state feedback structure, i.e., the controller is of the form, and (3.4) for 5 11 In addition, we wish to find P 4 1.37 indicating that the linear parameter-varying system will be exponentially stable for . α t 0 5 < 0 64 deg/sec. This is not nearly as encouraging as the state feedback case. However, the analysis suggests that stability preserving interpolation will perform better than linearly interpolating between point designs. Figure 3(a) shows the step response of the missile to a 15 g step command at t = 0 seconds and a 10 g command at t = 1 seconds. In this case, the step response of the linearly interpolated autopilot has larger overshoot and reaches steady-state much slower than the step response of the autopilot with stability-preserving interpolation.
We can better contrast the two interpolation methods by examining the closed-loop system composed of an interpolated LTI controller and LTI plant. Figure 4 shows that the LTI plant with linearly interpolated controller at α = 11 degrees reaches steady-state much slower than same plant with the controller using the stability preserving interpolation. W 1 (s), with poles, zeros, and gains linearly interpolated at α = 11 degrees is the same for both interpolation methods. This example confirms the results of our analysis. That is, it can be advantageous to use a fixed LTI controller over portions of the scheduling space and stability-preserving interpolating method over the remainder of the scheduling space.
Conclusions
Linear interpolation of state observer and state feedback gains has been a customary interpolation technique for implementing gain scheduled observer state feedback controllers. By requiring that each interplated linear controller is stabilizing, we have derived an interpolation technique that is a generalization of linear interpolation. That is, stability preserving interpolation specializes to linear interpolation under specific conditions (see Corollary 1.2). In addition, a bound on the rate of variation of the scheduling variable can be calculated that guarantees a stability property of the closed-loop nonlinear system. 
