We introduce a parallel GPU implementation of the Simple Linear Iterative Clustering (SLIC) superpixel segmentation. Using a single graphic card, our implementation achieves speedups of up to 83× from the standard sequential implementation. Our implementation is fully compatible with the standard sequential implementation and the software is now available online and is open source.
Introduction
Superpixels are regions of pixels grouped in some perceptually meaningful way, usually following colour or boundary cues. They are designed to produce a simpler and more compact representation for an image, while keeping its semantic meaning intact. Superpixel segmentation is used most often as an image preprocessing step, with a view towards reducing computational complexity for subsequent processing steps.
The term superpixel, along with the first notable superpixel algorithm, was introduced by [1] . Many algorithms followed, using various types of image features, various optimisation strategies and various implementations techniques. These algorithms have varying specifications and performance requirements. For example, some algorithms aim to find a fixed number of superpixels, others try to find the minimum possible number of superpixels by imposing a colour cohesion requirement, while others place emphasis on matching image boundaries. Sometimes fast processing is required, when for example, the superpixel algorithm is used as a precursor to a tracker. Sometimes superpixels are designed not to under-segment the image, when used for example as a means of condensing the image information, to serve as the basis of a labelling problem. Regardless of its design, superpixel segmentation is usually among the first steps in a much longer processing pipeline. Therefore, we believe that, for any superpixel method to be useful, it must satisfy the two following requirements: The performance requirement is satisfied in many vision applications by superpixels that are compact, uniform and follow image edges. These requirements motivated the simple iterative clustering algorithm (SLIC) algorithm of [2] . This is simple, efficient and suitable for real-time operation. Still however, the CPUsequential implementation of SLIC need 300∼400ms to segment a single 640x480 image. Reducing the number of iterations for each clustering pass can make the algorithm faster, at the cost of a decrease in performance.
In this work, we propose a GPU implementation of the SLIC algorithm, using the NVIDIA CUDA framework. Our implementation is up to 83× faster than the original CPU implementation of [2] , making it, to our knowledge, the fastest superpixel method to date.
Our full source code with a simple example can be downloaded from https://github.com/carlren/ gSLICr. The following sections describe in detail our algorithm and implementation.
Simple Linear Iterative Clustering (SLIC)
The Simple Linear Iterative Clustering (SLIC) algorithm for superpixel segmentation was proposed in [2] . An example segmentation result is shown in 1.
SLIC uses a k-means-based approach to build local clusters of pixels in the 5D [labxy] space defined by the L, a, b values of the CIELAB color space and the x, y pixel coordinates. The CIELAB color space is chosen because it is perceptually uniform for a small distance in colour.
SLIC uses as input the desired number of approximately equally-sized superpixels K. Given an image with N pixels, the approximate size of each superpixel therefore is N/K. Assuming roughly equally sized superpixels, there would be a superpixel center at every grid interval
where D s is the sum of the lab distance and the xy plane distance normalized by the grid interval S. The variable m controls the compactness of superpixels i.e. the greater the value of m, the more spatial proximity is emphasized and thus the more compact the cluster becomes. This distance metric is next used in a standard local k-means algorithm. First, the cluster centers are perturbed to the lowers gradient position from a local neighborhood. Next, iteratively, the algorithm assigns the best matching pixels in a local neighborhood to each cluster and computes new center locations. The process is stopped when the cluster centers stabilise i.e. when the L1 distance between centers at consecutive iterations is smaller than a set threshold. Finally, connectively is enforced to cleanup the final superpixel lattice.
In the next section we detail our GPU implementation of SLIC. 
gSLICr GPU Implementation
We split our implementation into two parts, as shown in Figure 2 : the GPU is responsible for most of the processing, with only data acquisition and visualization being left for the CPU. The GPU implementation then proceeds as follows:
• Image space conversion: The RGB input image is converted to Cielab, using one thread for each pixel.
• Cluster center initialisation: We use one thread per cluster center (i.e. superpixel) to initialise our superpixel map. This is an ns r × ns c image which contains, for each entry, center coordinates, number of associated pixels and colour information. ns r and ns c represent the number of superpixels per image row and column, respectively.
• Finding the cluster associations: Each pixel in the image determines what is its closest cluster using the 5D distance detailed in the previous section. This requires a maximum of nine cluster centers to be examined and is done using one thread per pixel.
• Updating the cluster center: Here we update each cluster center using the pixels assigned to it. This process is done in two separate kernels. First, each cluster center must access all pixels associated to it, within a local neighborhood that is a function of the superpixel size. Here we use ns r × ns c × n bl , where ns r and ns c are defined as before. n bl = spixel size × 3/BLOCK DIM captures the number of pixels each thread can process, as a function of superpixel size and thread block dimension (16 in our case). The result is written to an image of size ns r × ns c × n bl , upon which we run a reduction step on the third dimension to obtain the final updated cluster center positions.
• Enforce connectivity: We eliminate stray pixels with two one thread per pixel calls of the same kernel. This prompts a pixel to change its label of that of the surrounding pixels (in a 2 × 2 neighborhood) if all have a different label.
Library Usage
Our full code can be downloaded from https://github.com/carlren/gSLICr. It consists of (i) a demo project (which requires OpenCV) and (ii) a separate library (which has no dependencies). The demo project acquires images from the camera, processes them through the library and displays the result back in an OpenCV window. It creates an instances of the core engine class, which is the main access point to our code. This controls the segmentation code in the seg engine class and times the result.
The seg engine class is responsible for all the superpixel processing, and the algorithm is controlled from the Perform Segmentation method. This code is listed below: I n i t C l u s t e r C e n t e r s ( ) ; F i n d C e n t e r A s s o c i a t i o n ( ) ; f o r ( i n t i = 0 ; i < g S L I C r s e t t i n g s . n o i t e r s ; i ++) { U p d a t e C l u s t e r C e n t e r ( ) ;
F i n d C e n t e r A s s o c i a t i o n ( ) ; } i f ( g S L I C r s e t t i n g s . d o e n f o r c e c o n n e c t i v i t y ) E n f o r c e C o n n e c t i v i t y ( ) ; c u d a T h r e a d S y n c h r o n i z e ( ) ; }
Similar to the other projects from the Oxford Vision Library, such as LibISR [3] or InfiniTAM [4] , this class follows our cross device engine design pattern outlined in Figure 3 . The engine is split into 3 layers. The topmost, so called Abstract Layer, contains the main algorithm function calls (listed above). The abstract interface is implemented in the next, Device Specific Layer, which may be very different between e.g. a CPU and a GPU implementation. Further implementations using e.g. OpenMP or other hardware acceleration architectures are possible. We only provide a GPU implementation in this case, in the gSLICr seg engine GPU.h and gSLICr seg engine GPU.cu files. At the third, Device Agnostic Layer, there is some inline C-code that may be called from the higher layers. This contains the bulk of the per-pixel and per-cluster processing code and can be found in the gSLICr seg engine shared.h file.
Results
Our implementation is designed to produce the same result as the sequential SLIC implementation of [2] , so qualitatively and quantitatively the results are virtually identical. Our method is however considerably faster than this, and, to our knowledge, all other superpixel segmentation techniques. We included a comparison with many such techniques in Table 1 . Here we used four images sizes, and our method was consistently much faster than any other approach. Compared to the original SLIC algorithm, our approach is up to 83× faster. Table 1 : Timing results for the tested methods.
