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ABSTRACT
Feature extraction for tensor data serves as an important step in many tasks such
as anomaly detection, process monitoring, image classification, and quality control.
Although many methods have been proposed for tensor feature extraction, there are
still two challenges that need to be addressed: 1) how to reduce the computation cost
for high dimensional and large volume tensor data; 2) how to interpret the output
features and evaluate their significance. Although the most recent methods in deep
learning, such as Convolutional Neural Network (CNN), have shown outstanding
performance in analyzing tensor data, their wide adoption is still hindered by model
complexity and lack of interpretability. To fill this research gap, we propose to use
CP-decomposition to approximately compress the convolutional layer (CPAC-Conv
layer) in deep learning. The contributions of our work could be summarized into
three aspects: 1) we adapt CP-decomposition to compress convolutional kernels and
derive the expressions of both forward and backward propagations for our proposed
CPAC-Conv layer; 2) compared with the original convolutional layer, the proposed
CPAC-Conv layer can reduce the number of parameters without decaying prediction
performance. It can combine with other layers to build novel Neural Networks; 3) the
value of decomposed kernels indicates the significance of the corresponding feature
map, which increases model interpretability and provides us insights to guide feature
selection.
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1. Introduction
With the development of sensing technology in recent years, the high-rate and high-
resolution image sensors have become ubiquitous in the smart manufacturing sys-
tems. Compared with other data types, i.e. spectrum, vector, etc., image data is more
straightforward and easy to understand by human eyes. Images could convey rich and
various information associated with 2D or 3D geometries, spatial-temporal structures,
and multi-channel dynamic changes. Therefore, they are becoming more and more
critical in many applications such as anomaly detection (Yan et al., 2017), spatiotem-
poral characterization(Shao et al., 2017), quality prediction (Li et al., 2020), high
dimensional profile monitoring (Sergin and Yan, 2019), quality control and process
optimization (Gao et al., 2020,Liu et al., 2019).
In the pipeline of image-based data analysis, feature extraction is one essential in-
termediate step. Most of the applications are implemented based on specific features.
Deterministic and stochastic decompositions are effective ways to learn informative fea-
tures (Yue, 2019). For example, Principal component analysis (PCA) and its variants
are classical feature extraction techniques designed for learning a lower-dimensional
representation of the original data. Since traditional PCA is mainly applicable for
vectors or matrices, while the color images are 3-way tensors (multi-arrays), Unfolded
PCA (UPCA) is proposed to unfold the multi-way tensors into matrix or vectors and
then extract the principal components (Nomikos and MacGregor, 1994). However,
UPCA could destroy the structure and spatial information of multi-way tensors. To
tackle this issue, Tensor-based PCA was proposed to bridge the gap between tradi-
tional PCA and multi-way tensors (Vasilescu and Terzopoulos, 2002), which could
directly learn the representation of a multi-way tensor without changing its structure.
Generalized PCA (GPCA) was proposed to consider the spatial locality of pixels in
2D images (Ye et al., 2004), which could extract features by projecting the 2D images
into a vector space. Multi-linear PCA (MPCA) and Uncorrelated multi-linear PCA
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(UMPCA) were proposed to find the orthogonal basis to capture the most of varia-
tion in the original multi-way tensor and avoid the correlations among features (Lu
et al., 2008). Although the PCA methods can compress data and extract features in
a simple and scalable way, their effectiveness is hindered by the high computational
cost when applied to high-dimensional tensors, the assumption that the original data
is the linear combination of principal components, and the interpretability of principal
components. To specify the meaning of each decomposed components, Smooth-sparse
Decomposition (SSD) was proposed to decompose an image into three components,
which are smooth background, sparse anomalous regions, and the random noise (Yan
et al., 2017). This decomposition achieved excellent performance in anomaly detection
for images.
Apart from PCA related methods, tensor decomposition techniques can also be used
for feature extraction. The CANDECOMP/PARAFAC (CP) decomposition (Kiers,
2000) can approximate the original tensor with the summation of rank-one tensors, and
Turker decomposition (Tucker, 1966c) can decompose the original tensor into a core
tensor along with multiple matrices. Kolda and Bader (2009) and Papalexakis et al.
(2016) did thorough literature reviews about tensor decomposition. Yue et al. (2020)
proposed a tensor mixed effects model to decompose fixed effects and random effects in
tensors and learn correlations along different dimensions. Gao et al. (2020) integrated
tensor decomposition and ensemble learning by ultilizing the mutual benefits so as to
improve quality evaluation.
The aforementioned feature extraction techniques are mainly derived from the per-
spective of statistics. Some mathematical signal processing techniques (specifically
computational harmonic analysis) can be used to extract features from image data.
In the field of signal processing, transformation methods will transform an image into
a new domain based on the spatial frequencies characteristics of the pixel intensity
variations. Multi-way PCA (MPCA) and 2D Fast Fourier Transformation (FFT) have
been applied to extract texture features from images (Geladi, 1992). Wavelet trans-
formation also showed its advantages in signal decomposition and has the potential
to extend to multi-way tensor (Mallat, 1989). Jin and Shi (1999) firstly proposed
wavelet-based profile monitoring for quality control. Wavelet-based feature extraction
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was further been adapted to profile data and multi-channel profile data for real-time
detection and quality improvement in advanced manufacturing systems (Paynabar and
Jin, 2011,Yue et al., 2018).
Recently developed deep learning methods have become another important branch
in feature extraction techniques. Among all the structures of neural networks, Con-
volutional Neural Network (CNN) is designed to process multi-way tensor data and
has shown its strength in many fields such as object detection, classification, segmen-
tation, etc. ImageNet was the first CNN model proposed for classification tasks and
outperformed the previous methods (Krizhevsky et al., 2012). In the structure of Im-
ageNet, the Convolutional layer (Conv layer) acts as the feature extractor and the
Fully Connected layer (FC layer) acts as the classifier. Various works on designing
novel CNN structures follow a similar idea, that is to design multiple Convolutional
layers as the feature extractor, and use other types of layers according to the specific
tasks (Girshick, 2015,He et al., 2016,Simonyan and Zisserman, 2015). The aforemen-
tioned models are supervised methods, which means all the features from images are
extracted on the guidance of specific tasks. Auto-encoder is a family of unsupervised
learning methods focusing on extracting features from multi-way tensors. Stacked Con-
volutional Auto-Encoders (CAE) was proposed for unsupervised hierarchical feature
extraction (Masci et al., 2011). Recently, deep probabilistic autoencoders are proposed
for high-dimensional profile monitoring in the field of manufacturing systems (Sergin
and Yan, 2019).
Although deep learning has shown its strength in processing high dimensional and
large-volume data, the model complexity and computational cost are still significant
and hard to adapt the models to devices with limited computational resources. Addi-
tionally, large parameter size makes features from the deep learning methods hard to
interpret. Recently, more and more research works focus on compressing deep learn-
ing models as well as maintaining their performance. Given the fact that most of the
trainable weights in Neural Network are in the tensor format and the operations in
Neural Network can also be expressed as tensor operations, some research works tried
to apply tensor decomposition techniques to project the weight tensors into a lower
dimension space. For the weight tensor of the fully-connected layers (FC layers), a
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Tensor Train format (TT-format) was proposed to represent the weight tensor as the
product of a series of lower-dimensional matrices (Novikov et al., 2015). Tucker Tensor
Layer (TTL) was proposed to employ Tucker Decomposition to decompose the weight
tensor of FC layers into a core tensor and factor matrices (Calvi et al., 2019). The
main idea of these works is to approximate the high-dimensional weight tensor by us-
ing lower-dimensional matrices with fewer parameters and then to derive the gradients
with respect to (w.r.t.) the decomposed components for parameter update. It is rel-
atively straightforward to substitute decomposed components into expressions of FC
layers. Since the Convolutional layer (Conv layer) of CNN may generate a large num-
ber of unknown parameters especially in very deep CNN models. CP-decomposition
can be applied to decompose the weight tensor in the Conv layer to reduce the number
of parameters (Lebedev et al., 2015). The idea is to train the CNN model at first, and
decompose the weight tensor, finally finetune the decomposed weights on the training
data. However, this indirect training method will introduce extra computation cost in
the training phase. Because there is no derivation of gradients w.r.t. the decomposed
weights, it is impossible to train the decomposed weights from scratch directly.
In this paper, we propose a novel layer to use CP-decomposition to approximately
compress the Convolutional layer (CPAC-Conv layer). We derive the expressions of
both forward and backward propagation according to the first principles and matrix
calculus. First, we derive the tensor expression of the Conv layer. Next, substitute the
CP-decomposition results of weight tensor into original expression and formulate the
forward propagation expression of the CPAC-Conv layer. To make our model learn the
unknown parameters efficiently, we further derive the gradients w.r.t. each decomposed
weight matrices to complete the backward propagation. To the best of our knowledge,
our work is the first attempt to approximate and compress the Convolutional layer
and derive the complete expressions of both the forward and backward propagations.
The contributions of this paper could be summarized as three aspects: 1) it creates
a novel CPAC-Conv layer and derives the forward and backward propagation of pro-
posed CPAC-Conv layer; 2) the proposed CPAC-Conv layer uses fewer parameters to
realize the comparable performance with original Convolutional layers in deep learning
models; 3) the CPAC-Conv layer provides an alternative way to interpret the extracted
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features.
The remainder of the paper will be organized as follows. Section 2 introduces the the-
oretical backgrounds needed for method derivation, which include CP-decomposition
and matrix calculus; Section 3 creates the CPAC-Conv layer and contains the com-
plete derivation of forward and backward propagation of CPAC-Conv layer; Section
4 introduces how to build up new Convolutional Neural Network with CPAC-Conv
layers (CPAC-CNN) and generates the training algorithm of CPAC-CNN; Section 5
shows the model performance on classification task using MNIST dataset (LeCun and
Cortes, 2010) and Magnetic Tile Defect dataset (Huang et al., 2018) and justifies the
contributions of our work; Section 6 summarizes the conclusion of this paper.
2. Theoretical Backgrounds
Before diving into the detailed introduction of the CP-decomposed Convolutional
layer, we first introduce the necessary theoretical backgrounds needed to derive and
propose our method.
2.1. CP-Decomposition
Figure 1. CP-decomposition of three-way tensor X
The CANDECOMP/PARAFAC (CP) decomposition decomposes a tensor into a sum
of rank-one tensors (Lebedev et al., 2015). For example, as shown in Figure 1, a three-
way tensor X ∈ Rd×d×S can be decomposed into the summation of ai ∈ Rd, bi ∈
Rd, ci ∈ RS , i = 1, ..., R. The expression of CP-decomposition is given as below, where
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the operator ◦ represents outer product.
X ≈
R∑
i=1
ai ◦ bi ◦ ci (1)
Based on the CP-decomposition on three-way tensor, it can be further extended
to a general Nth-order tensor, X ∈ RI1×I2×...×IN . The expression of general CP-
decomposition is given as equation (2), where the λr represents the weights of each
rank.
X ≈
R∑
i=1
λra
(1)
i ◦ a(2)i ◦ ... ◦ a(N)i (2)
CP-decomposition is one of the most popular tensor decompositions due to its
intuitive interpretation and its uniqueness under very mild conditions. Practically, the
uniqueness of extracted features indicates that the CP decomposition may uncover
the latent factors and hidden patterns.
2.2. Matrix Calculus
Matrix calculus is an important prerequisite in our proposed method. At first, the
column stacking vectorization of a matrix X ∈ Rm×n is given as equations (3) (Fackler,
2005).
vec(X) = [X11, ..., Xm1, X12, ..., Xm2, ..., X1n, ..., Xmn]
T ∈ Rmn×1 (3)
And then, there is an important relationship between the Kronecker product and the
vectorization.
Lemma 2.1 ((Magnus and Neudecker, 1985)). For any three matrices A,X,B, such
that the matrix product AXB is defined,
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vec(AXB) = (BT ⊗A)vec(X) (4)
Furthermore, matrix derivative is essential in deriving back-propagation expressions
of our proposed CPAC-Conv layer. Suppose we have matrix F ∈ Rp×q and X ∈ Rm×n,
we define the derivative of F w.r.t. X as equation (5).
Definition 2.2 ((Magnus and Neudecker, 1985)). Let F be a differentiable p× q real
matrix function of an m × n matrix of real variables X. The derivative of F at X is
the mn× pq matrix.
∂F
∂X
=
∂vec(F )
∂vec(X)
(5)
We also have the extension of the first identification theorem, which describes the re-
lationship between the vectorized matrix differential and derivative shown in equation
(6) (Crowder et al., 1989).
vec(dF ) =
∂F T
∂X
vec(dX) (6)
3. Adapt CP-decomposition to Approximately Compress Convolutional
Layer
In this section, we will create a novel CPAC-Conv layer by adapting CP-decomposition
to approximately compress the convolutional layer. In general, the basic ideas of our
proposed CPAC-Conv layer could be summarized into three aspects: (a) Since the high-
rank tensor could be approximated by the summation of rank-one tensors, we could
reduce the parameters in convolution layer by replacing the convolution kernel with a
group of rank-one kernels given by CP-decomposition; (b) Since the accuracy of CP-
decomposition could be controlled by the hyper-parameter R shown in equation (2),
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our proposed method still maintains the potential to further improve its performance
by tuning R; (c) Convolution operations over those decomposed rank-one kernels can
be regarded as a sequence of convolution operations along each axis of the input tensor.
In this section, we will derive the expressions of forward and backward propagations
of the CPAC-Conv layer, which provides theoretical support to build and train new
Deep Neural Networks with one or more CPAC-Conv layers.
3.1. Expression of Convolutional Operation
At first, we need to develop the expression of the original convolutional operation.
Suppose the input tensor of a convolutional layer is U ∈ RX×Y×S , in which X,Y
represent width and height respectively and S represents the number of channels. The
convolution kernel is K ∈ Rd×d×S×N , in which d is the kernel size, S is the number
of input channels, and N is the number of output channels. Given the stride is one
and no padding applied, the output tensor should be V ∈ R(X−∆)×(Y−∆)×N , in which
∆ = d − 1, and 1 is determined by stride. The scalar expression of convolutional
operation is given by equation (7).
V(x, y, n) =
x+d−1∑
i=x
y+d−1∑
j=y
S∑
s=1
K(i− x, j − y, s, n)U(i, j, s) (7)
Based on the equation (7), in the following sections, we will derive the expres-
sions of forward and backward propagation of CPAC-Conv layer by adapting CP-
decomposition to original convolution operation.
3.2. Forward Propagation of CPAC-Conv Layer
To formulate the forward propagation of CPAC-Conv layer, we need at first apply CP-
decomposition on the original convolutional kernel K, which is a 4-way tensor with
the shape of d × d × S × N . The CP-decomposition of kernel K is given as equation
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(8).
K =
R∑
r=1
KXr ◦KYr ◦KSr ◦KNr (8)
In equation (8), the decomposed rank-one tensors, KXr ,K
Y
r ,K
S
r ,K
N
r , r = 1, ..., R,
could be regarded as the group of small kernels. We can approximate the original
convolution operation by a sequence of convolution operations with smaller kernels
along each axis of input tensor and the channels of output. After substituting the
equation (8) into equation (7), the scalar expression of forward propagation can be
abtained (Lebedev et al., 2015), as shown in equation (9).
V(x, y, n) =
R∑
r=1
KNr (n)
x+d−1∑
i=x
KXr (i− x)
y+d−1∑
j=y
KYr (j − y)
(
S∑
s=1
KSr (s)U(i, j, s)
)
(9)
Next, we need to further reformulate the scalar expression (9) into tensor expression.
At first, we reshape the input U ∈ RX×Y×S into U˜ ∈ Rd×d×S×(X−d+1)(Y−d+1). The
Figure 2 shows an example of reshaping with d = 3. Intuitively, as the original convolu-
tion operation is implemented by sliding the convolution kernel over the input tensor,
the reshape process will duplicate and reorganize the input tensor to enable convolu-
tion operation finished by tensor production. The corresponding tensor expression of
equation (9) is shown in equation (10).
V˜ =
R∑
r=1
(((
U˜ ×3 KSr
)
×2 KYr
)
×1 KXr
)
◦KNr (10)
The output V˜ is of shape (X − d+ 1)(Y − d+ 1)×N , which can be transformed into
the output of equation (7) by one more step of reshaping.
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Figure 2. Visualization of Input Tensor Reshape
3.3. Backward Propagation of CPAC-Conv Layer
From the previous section, we have derived the tensor expression of CPAC-Conv layer
shown as equation (10). Considering the simplest structure of a CNN model with
CPAC-Conv layer (CPAC-CNN) used for classification as an example, the CPAC-
CNN has one CPAC-Conv layer, and this layer is followed by one FC layer. So the
output of the model could be expressed as equation (11).
yˆ =WV˜ + b, (11)
in which, yˆ ∈ RC , W ∈ R(X−d+1)(Y−d+1)×N×C , b ∈ RC , and C is the number of class.
The loss function is denoted as L(y, yˆ), which represents the difference between the
predicted labels yˆ and the real labels y. To estimate the unknown parameters in Neural
Network, stochastic gradient descent and its variants are always applied by using back-
propagation (Rumelhart et al., 1986). To update the parameters in CPAC-Conv layer,
we need to start from deriving the gradient of the loss function L(y, yˆ) w.r.t. the output
yˆ, and then propagate the gradient backwards through each layer to derive the partial
gradient w.r.t to each rank-one tensors in CPAC-Conv layer ( ∂L∂KNr ,
∂L
∂KXr
, ∂L∂KYr ,
∂L
∂KSr
).
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3.3.1. Partial Derivative w.r.t. KNr
According to the chain rule, the expression of ∂L∂KNr is shown in equation (12), in which
the first two components are the same as the original CNN models and we only need
to derive ∂V˜∂KNr .
∂L
∂KNr
=
∂L
∂yˆ
∂yˆ
∂V˜
∂V˜
∂KNr
(12)
At first, we calculate the differential of equation (10) at both sides w.r.t. KNr .
dV˜ =
(((
U˜ ×3 KSr
)
×2 KYr
)
×1 KXr
)
◦ dKNr (13)
After vectorizing both sides, we will have equation (14).
vec(dV˜) = vec
((((
U˜ ×3 KSr
)
×2 KYr
)
×1 KXr
)
◦ dKNr
)
(14)
We use A1 ∈ R(X−d+1)(Y−d+1)×1 to denote the constant part(((
U˜ ×3 KSr
)
×2 KYr
)
×1 KXr
)
, and dKNr ∈ RN×1. Substituting A1 into equa-
tion (14) yields.
vec(dV˜) = vec (A1 ◦ dKNr )
= vec
(
A1[dK
N
r ]
T
)
= (IN ⊗A1)vec
(
[dKNr ]
T
)
= (IN ⊗A1)vec(dKNr )
vec(dV˜)
vec(dKNr )
= (IN ⊗A1)
∂V˜
∂KNr
= IN ⊗AT1 (15)
In equation (15), because dKNr ∈ RN×1, we have vec
(
[dKNr ]
T
)
= vec(dKNr ).
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3.3.2. Partial Derivative w.r.t. KXr
The expression of ∂L∂KXr is shown in equation (16), and we will derive
∂V˜
∂KXr
.
∂L
∂KXr
=
∂L
∂yˆ
∂yˆ
∂V˜
∂V˜
∂KXr
(16)
At first, we calculate the differential of equation (10) at both sides w.r.t. KXr .
dV˜ =
(((
U˜ ×3 KSr
)
×2 KYr
)
×1 dKXr
)
◦KNr (17)
After vectorizing both sides, we will have equation (18).
vec(dV˜) = vec
((((
U˜ ×3 KSr
)
×2 KYr
)
×1 dKXr
)
◦KNr
)
(18)
We use A2 ∈ Rd×(X−d+1)(Y−d+1) to denote the constant part
((
U˜ ×3 KSr
)
×2 KYr
)
,
and B1 ∈ RN×1 to denote the constant part KNr . After substituting A2 and B1 into
equation (18), we can simplify it into equation (19).
vec(dV˜) = vec (A2 ×1 dKXr ◦B1)
= vec
(
AT2 dK
X
r B
T
1
)
= (B1 ⊗AT2 )vec(dKXr )
vec(dV˜)
vec(dKXr )
= (B1 ⊗AT2 )
∂V˜
∂KXr
= BT1 ⊗A2 (19)
3.3.3. Partial Derivative w.r.t. KYr
The expression of ∂L∂KYr is shown in equation (20), and we will derive
∂V˜
∂KYr
.
∂L
∂KYr
=
∂L
∂yˆ
∂yˆ
∂V˜
∂V˜
∂KYr
(20)
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At first, we calculate the differential of equation (10) at both sides w.r.t. KYr .
dV˜ =
(((
U˜ ×3 KSr
)
×2 dKYr
)
×1 KXr
)
◦KNr (21)
We use A ∈ Rd×d×(X−d+1)(Y−d+1) to denote the constant part
(
U˜ ×3 KSr
)
. After
substituting it into equation (21), we can get the equation (22).
dV˜ = ((A×2 dKYr )×1 KXr ) ◦KNr (22)
Then, we can use A(2) ∈ Rd×d(X−d+1)(Y−d+1) to denote the mode−2 unfolding of A. So
that we can rewrite the inner part
(A×2 dKYr ) ∈ Rd×(X−d+1)(Y−d+1) of equation (22)
into P
(
(A(2))TdKYr
) ∈ R(X−d+1)(Y−d+1)×d. P (.) represents a permutation operator,
which means (A(2))TdKYr and A×2 dKYr are matrices containing the same elements,
but arranged differently. Equation (22) can be transformed into equation (23).
dV˜ = [P ((A(2))TdKYr )KXr ] (KNr )T (23)
Further, we can use B2 ∈ Rd×N to denote KXr (KNr )T . Substitute B2 into equation
(23) and vectorize both sides, we can get equation (24).
vec(dV˜) = vec (P ((A(2))TdKYr )B2)
= BT2 ⊗ I(X−d+1)(Y−d+1)vec
(
P
(
(A(2))TdKYr
))
(24)
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Because P (.) is a permutation operator, it is easy to show that vec
(
P
(
(A(2))TdKYr
))
is the same as vec
(
(A(2))TdKYr
)
.
vec(dV˜) = BT2 ⊗ I(X−d+1)(Y−d+1)vec
(
P
(
(A(2))TdKYr
))
= BT2 ⊗ I(X−d+1)(Y−d+1)vec
(
(A(2))TdKYr
)
= (BT2 ⊗ I(X−d+1)(Y−d+1))(I1 ⊗AT(2))vec
(
dKYr
)
vec(dV˜)
vec (dKYr )
= (BT2 ⊗ I(X−d+1)(Y−d+1))(I1 ⊗AT(2))
∂V˜
∂KYr
= [(BT2 ⊗ I(X−d+1)(Y−d+1))(I1 ⊗AT(2))]T
= (I1 ⊗A(2))T (BT2 ⊗ I(X−d+1)(Y−d+1))T
= A(2)(B2 ⊗ I(X−d+1)(Y−d+1)) (25)
3.3.4. Partial Derivative w.r.t. KSr
The expression of ∂L∂KSr is shown in equation (26), and we will derive
∂V˜
∂KSr
.
∂L
∂KSr
=
∂L
∂yˆ
∂yˆ
∂V˜
∂V˜
∂KSr
(26)
At first, we calculate the differential of equation (10) at both sides w.r.t. KSr .
dV˜ =
(((
U˜ ×3 dKSr
)
×2 KYr
)
×1 KXr
)
◦KNr (27)
In equation (27), we have U ∈ Rd×d×S×(X−d+1)(Y−d+1). We can use U(3) ∈
RS×d2(X−d+1)(Y−d+1) to represent the mode-3 unfolding of tensor U . Similarly, we
use P (.) to represent permutation operator and (UT(3)dKSr ) ∈ Rd
2(X−d+1)(Y−d+1),
P (UT(3)dKSr ) ∈ Rd(X−d+1)(Y−d+1)×d, P
(
P (UT(3)dKSr )KYr
)
∈ R(X−d+1)(Y−d+1)×d. So
that
((
U˜ ×3 dKSr
)
×2 KYr
)
∈ Rd×(X−d+1)(Y−d+1) in the equation (27) can be trans-
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formed into equation
[
P
(
P (UT(3)dKSr )KYr
)]T ∈ Rd×(X−d+1)(Y−d+1).
dV˜ =
([
P
(
P (UT(3)dKSr )KYr
)]T ×1 KXr ) ◦KNr
=
(
P
(
P (UT(3)dKSr )KYr
)
KXr
)
(KNr )
T (28)
After vectorizing both sides in equation (28).
vec(dV˜) = vec
(
P
(
P (UT(3)dKSr )KYr
)
KXr (K
N
r )
T
)
= BT2 ⊗ I(X−d+1)(Y−d+1)vec
(
P
(
P (UT(3)dKSr )KYr
))
= BT2 ⊗ I(X−d+1)(Y−d+1)vec
(
P (UT(3)dKSr )KYr
)
=
(
BT2 ⊗ I(X−d+1)(Y−d+1)
) (
(KYr )
T ⊗ Id(X−d+1)(Y−d+1)
)
vec
(
P (UT(3)dKSr )
)
=
(
BT2 ⊗ I(X−d+1)(Y−d+1)
) (
(KYr )
T ⊗ Id(X−d+1)(Y−d+1)
)
vec
(
UT(3)dKSr
)
=
(
BT2 ⊗ I(X−d+1)(Y−d+1)
) (
(KYr )
T ⊗ Id(X−d+1)(Y−d+1)
) (
I1 ⊗ UT(3)
)
vec
(
dKSr
)
vec(dV˜)
vec (dKSr )
=
(
BT2 ⊗ I(X−d+1)(Y−d+1)
) (
(KYr )
T ⊗ Id(X−d+1)(Y−d+1)
) (
I1 ⊗ UT(3)
)
∂V˜
∂KSr
=
[(
BT2 ⊗ I(X−d+1)(Y−d+1)
) (
(KYr )
T ⊗ Id(X−d+1)(Y−d+1)
)UT(3)]T
∂V˜
∂KSr
= U(3)
(
KYr ⊗ Id(X−d+1)(Y−d+1)
) (
B2 ⊗ I(X−d+1)(Y−d+1)
)
(29)
Combining equations (15,19,25,29), we generated the detailed expressions of
{ ∂V˜∂KNr ,
∂V˜
∂KXr
, ∂V˜∂KYr ,
∂V˜
∂KSr
}, which will be used to update decomposed kernels of CPAC-
Conv layer in the backward propagation.
Up to now, we have finished deriving the forward and backward propagations of
CPAC-Conv layer, which makes CPAC-Conv layer well-prepared to replace the original
convolutional layer, and in the following section 4, we will give a general setup of
Convolutional Neural Network with CPAC-Conv layer (CPAC-CNN) and analyze the
compression effect.
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Table 1. CPAC-CNN Setup and Notations
Layer Index Layer Name
Weights
(Rank)
Input
(Shape)
Output
1 CPAC-Conv K
(1)X
r ,K
(1)Y
r ,K
(1)S
r ,K
(1)N1
r
(r = 1, ..., R)
U˜(1)
(Rd×d×S×(X−(d−1))(Y−(d−1)))
V˜(1)
(R(X−(d−1))(Y−(d−1))×N1 )
2, ..., L− 1 CPAC-Conv K
(l)X
r ,K
(l)Y
r ,K
(l)Nl−1
r ,K
(l)Nl
r
(r = 1, ..., R)
U˜(l)
(Rd×d×Nl−1×(X−l(d−1))(Y−l(d−1)))
V˜(l)
(R(X−l(d−1))(Y−l(d−1))×Nl )
L FC W(L), b U˜
(L)
(R(X−(L−1)(d−1))(Y−(L−1)(d−1))×NL−1 )
yˆ
(RC)
4. Convolutional Neural Network with CPAC-Conv Layer (CPAC-CNN)
In this section, we will give a general setup of convolutional neural network with one or
more CPAC-Conv layers and analyze the effect of model compression. It is worth noting
that the proposed CPAC-Conv layer is extendable to other deep learning models.
Suppose the CPAC-CNN consists of L layers, among them, the first (L − 1) lay-
ers are CPAC-Conv layers, and the Lth layer (output layer) is a fully-connected
(FC) layer. Similar to section 3.2, we use U˜ (l) and V˜(l) to represent the input
and output of the lth layer, in which U˜ (l) ∈ Rd×d×Nl−1×(X−l(d−1))(Y−l(d−1)), V˜(l) ∈
R(X−l(d−1))(Y−l(d−1))×Nl , l = 1, ..., L− 1. The detailed model setup and notations can
be found in Table 1.
Given the general CPAC-CNN setup with (L − 1) CPAC-Conv layers and one FC
layer, we further summarize the back-propagation expressions of CPAC-CNN accord-
ing to the derivations in section 3.3. For an arbitrary lth(l = 1, ..., L− 1) CPAC-Conv
layer, the gradients of the loss function w.r.t. the weight matrices are computed as
equations (30).
∂L
∂K
(l)X
r
=
∂L
∂V˜(l)
∂V˜(l)
∂KXr
, r = 1, ..., R
∂L
∂K
(l)Y
r
=
∂L
∂V˜(l)
∂V˜(l)
∂KYr
, r = 1, ..., R
∂L
∂K
(l)Nl−1
r
=
∂L
∂V˜(l)
∂V˜(l)
∂K
(l)Nl−1
r
, r = 1, ..., R
∂L
∂K
(l)Nl
r
=
∂L
∂V˜(l)
∂V˜(l)
∂K
(l)Nl
r
, r = 1, ..., R (30)
In equations (30), the ∂L
∂V˜(l) is the gradient of the loss function w.r.t. the output of
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lth, which is back propagated from the (l + 1)th layer, and the detailed expressions
of { ∂V˜(l)
∂K
(l)X
r
, ∂V˜
(l)
∂K
(l)Y
r
, ∂V˜
(l)
∂K
(l)Nl−1
r
, ∂V˜
(l)
∂K
(l)Nl
r
} are in equations (19,25,29,15). Thus, we could
summarize the training process of CPAC-CNN as Algorithm 1. Note that for sim-
plicity, we exclude the activation function and suppose the rank R are selected to be
same for all layers 1, ..., L − 1. Compared with original CNN, one important prop-
erty of our proposed CPAC-CNN is it could reduce the model parameters by set-
ting different values of rank R in CP-decomposition. For example, given a convolu-
tional layer with kernel K ∈ Rd×d×S×N , the number of parameters in this layer is
M1 = d× d× S ×N . In our proposed CPAC-Conv layer, we will use a series of small
kernels KXr ,K
Y
r ,K
S
r ,K
Nl
r (r = 1, ..., R) to approximate the original kernel. The num-
ber of parameters in these kernels is M2 = R×(d+d+S+N). To numerically analyze
the compression effect of CPAC-Conv layer, we use compression ratio (CR) to denote
the ratio of parameters in CPAC-Conv layers and Conv layers, which is expressed as
CR = M2M1 . It is easy to see that M2 is determined by the rank R of CP-decomposition,
and there always exists an R which makes M2 < M1. By controlling the value of R, our
proposed CPAC-Conv layer could use fewer parameters to approximate convolutional
layer to reduce the model complexity. The proposed CPAC-Conv layer can also be
extended and integrated with other deep learning models.
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Algorithm 1 Forward and Backward-Propagation for CPAC-CNN
1: Inputs:
U ∈ RX×Y×S , y
2: Initialize:
K
(l)X
r ,K
(l)Y
r ,K
(l)Nl−1
r ,K
(l)Nl
r (N0 = S; r = 1, ..., R; l = 1, ..., L− 1)
W˜(L), b
U˜ (1) ← reshape the input U
3: Forward Propagation:
4: for l = 1 to L− 1 do
5: V˜(l) ←∑Rr=1 (((U˜ (l) ×3 K(l)Nl−1r )×2 K(l)Yr )×1 K(l)Xr ) ◦K(l)Nlr
6: if l ≤ L− 2 then
7: U˜ (l+1) ← reshape the V˜(l)
8: end if
9: end for
10: Output of Fully Connected layer yˆ =W(L)V˜(L−1) + b
11: Calculate loss function L(y, yˆ)
12: Backward Propagation:
13: Calculate {∂L∂yˆ , ∂yˆ∂V˜(L−1) ,
∂yˆ
∂W˜(L) } . the same as original CNN
14: Update W˜(L)
15: for l = L− 1 to 1 do
16: for r = 1 to R do
17: Calculate { ∂V˜(l)
∂K
(l)X
r
, ∂V˜
(l)
∂K
(l)Y
r
, ∂V˜
(l)
∂K
(l)Nl−1
r
, ∂V˜
(l)
∂K
(l)Nl
r
} . equations (19,25,29,15)
18: Update K
(l)X
r ,K
(l)Y
r ,K
(l)Nl−1
r ,K
(l)Nl
r . according to selected optimizer
19: end for
20: end for
5. Case Study
In this section, we apply our proposed CPAC-CNN model on two datasets for method
validation, one of which is classification on the MNIST dataset (LeCun and Cortes,
2010), and the other is defect diagnosis on the Magnetic Tile Defects dataset (Huang
et al., 2018). By comparing with the original CNN model, we would like to justify the
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strengths of our proposed method into two aspects: 1) our proposed CPAC-Conv layer
could receive a comparable performance compared with original Convolutional layer
by using fewer parameters; 2) the CPAC-Conv layer increases the interpretability of
the output feature maps. The experiments are implemented by PyTorch (Paszke et al.,
2019) on a single NVIDIA GeForce GTX 1080Ti GPU. The code will be available on
https://github.com/wyn430/CPAC-CNN upon paper submission.
5.1. Case 1: MNIST Dataset
The MNIST dataset is originally collected for handwritten digit recognition, and we
use it to test the performance of our model on classification task. This dataset con-
sists of 60000 28 × 28 grayscale images for training, and 10000 for testing. We use
CPAC-CNN with one CPAC-Conv layer and two CPAC-Conv layers to compare with
CNN with one Conv layer and two Conv layers, respectively. The hyper-parameter
in our proposed CPAC-CNN is the rank R of CP-Decomposition, which will change
the the number of trainable parameters in the model. In Table 2, we summarize the
experiment results and model information, which include model structure, rank R
of CP-Decomposition, kernel size of convolution operation, number of parameters in
Conv/CPAC-Conv layers, compression ratio (CR), and classification accuracy. From
Table 2, we can see that 1) with the increase of Rank (R), the CPAC-CNN tends to
have more parameters, and receive a better classification accuracy; 2) compare the
performance of CNN and CPAC-CNN, we can always find a R to let CPAC-CNN
receive a comparable classification performance with fewer parameters.
For better visualization, we show the change of classification accuracy and loss along
with various values of rank in Figure 3. The left plot in Figure 3 is the result of single-
layer models and the right plot is the result of double-layer models. The blue dashed
line in Figure 3 represents the classification accuracy of CNN, and the red dotted line
represents the loss function value of CNN. The blue line with triangle markers repre-
sents the change of classification accuracy of CPAC-CNN with various ranks, and the
red line with star markers represents the change of loss function value of CPAC-CNN
with various ranks. The horizontal axis represents different ranks, the left vertical axis
represents classification accuracy, and the right vertical axis represents the value of
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Table 2. Experiment Results on MNIST
Model Structure Rank (R) Kernel Size # of Parameters CR* Accuracy
CNN
1×Conv Layer
1×FC Layer - (8, 3, 3, 1) 72 1 0.9794
CPAC-CNN
1×CPAC-Conv Layer
1×FC Layer
1
(8, R)
(3, R)
(3, R)
(1, R)
15R
0.2083 0.9518
2 0.4167 0.9669
3 0.6250 0.9677
4 0.8333 0.9773
5 1.0417 0.9782
6 1.2500 0.9782
CNN
2×Conv Layer
1×FC Layer - (8, 3, 3, 1), (8, 3, 3, 8) 648 1 0.9844
CPAC-CNN
2×CPAC-Conv Layer
1×FC Layer
1
(8, R), (8, R)
(3, R), (3, R)
(3, R), (3, R)
(1, R), (8, R)
37R
0.0571 0.9278
2 0.1142 0.9679
3 0.1713 0.9774
4 0.2284 0.9788
5 0.2855 0.9805
6 0.3426 0.9767
7 0.3997 0.9801
8 0.4568 0.9800
9 0.5139 0.9830
10 0.5710 0.9833
11 0.6281 0.9815
12 0.6852 0.9842
*CR: Compression Ratio
loss function. The general patterns in Figure 3 show that with a larger rank (R) the
CPAC-CNN receives better performance and gradually approaches the corresponding
CNN. Considering the results shown in Table 2 and Figure 3, we can conclude that 1)
compared with original CNN, our proposed CPAC-CNN could receive a comparable
classification accuracy with fewer parameters; 2) the classification accuracy and loss
value tend to improve with the increasing of rank R and rank R determines the number
of parameters in CPAC-CNN, which means we can tune the rank R to meet the accu-
racy requirement and satisfy the computation resource limitation; 3) the compression
effect will be more significant as the model containing more CPAC-Conv layers.
5.2. Case 2: Magnetic Tile Defects Dataset
The Magnetic Tile Defects data are collected for defects detection and diagnosis in the
magnetic tile automation process. The samples are shown in Figure 4. In this dataset,
it contains six classes consisting of five types of defects (blowhole, crack, break, fray,
uneven) and one defect-free class. Because it is an unbalanced dataset and there are too
few samples belonging to crack and fray, we apply the data augmentation technique,
such as flip and rotate, to enrich the dataset. Furthermore, because the samples in the
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Figure 3. Performance Comparison Between CNN and CPAC-CNN on MNIST, Left: one Conv/CPAC-Conv
Layer, Right: two Conv/CPAC-Conv Layers
dataset do not have the same shape, we resize all the image data into 100×100. Finally,
as we want to test the model performance on defect diagnosis, we use the dataset
containing 563 100 × 100 binary samples for training and 100 samples for testing.
Similarly, we test the performances of single-layer and double-layer CPAC-CNN and
compare them with the corresponding CNN model. The detailed experiment settings
and results are summarized in Table 3, from which we can see that the number of
parameters in CPAC-CNN is controlled by rank (R) and it will be comparable to the
corresponding CNN with fewer parameters.
Figure 4. Image Data of Magnetic Tile Defect
The visualization of performance comparison on defects diagnosis are shown in Fig-
ure 5. Similarly, the left plot shows the comparison between single-layer models while
the right plot shows the comparison between double-layer models. In Figure 5, we can
see that the classification accuracy of CPAC-CNN (blue lines with triangle markers) is
comparable to CNN (blue dashed lines), and the value of loss function in CPAC-CNN
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Table 3. Experiment Results on Magnetic Tile Defects
Model Structure Rank (R) Kernel Size # of Parameters CR* Accuracy
CNN
1×Conv Layer
1×FC Layer - (8, 3, 3, 1) 72 1 0.93
CPAC-CNN
1×CPAC-Conv Layer
1×FC Layer
1
(8, R)
(3, R)
(3, R)
(1, R)
15R
0.2083 0.94
2 0.4167 0.94
3 0.6250 0.93
4 0.8333 0.92
5 1.0417 0.95
CNN
2×Conv Layer
2×FC Layer - (8, 3, 3, 1), (8, 3, 3, 8) 648 1 0.96
CPAC-CNN
2×CPAC-Conv Layer
2×FC Layer
1
(8, R), (8, R)
(3, R), (3, R)
(3, R), (3, R)
(1, R), (8, R)
37R
0.0571 0.93
2 0.1142 0.92
3 0.1713 0.94
4 0.2284 0.96
5 0.2855 0.94
*CR: Compression Ratio
(red lines with star markers) also approaches CNN (rad dotted lines). Besides afore-
mentioned conclusions, we can find out the proposed CPAC-Conv layer can realize
significant compression performance when the defects dataset has fewer samples and
less classes compared with MNIST. Specifically, we can use around 23% parameters
compared with conventional CNN to receive the same 96% testing accuracy. The origi-
nal design of CNN have redundancy in parameters and our proposed method provides
a reasonable and flexible way to control the model complexity according to different
tasks and could compress the model to reduce the parameter redundancy.
Figure 5. Performance Comparison Between CNN and CPAC-CNN on Magnetic Tile Defect, Left: one
Conv/CPAC-Conv Layer, Right: two Conv/CPAC-Conv Layers
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5.3. Interpretation of Feature Map
From the results shown in sections 5.1 and 5.2, we can conclude that the rank of
CP-decomposition determines the number of parameters in the CPAC-Conv layer and
further influence the model performance. As we discussed before, the CPAC-Conv layer
serves as a feature extractor in CPAC-CNN. In this section, we will further illustrate
how our proposed method influences the extracted features.
We use the single-layer CPAC-CNN as the example, which consists of one CPAC-
Conv layer as the feature extractor and one FC layer as the classifier. According to
equation (10), we will decompose the original convolutional kernel K into R groups of
small kernels KSr ,K
X
r ,K
Y
r ,K
N
r , (r = 1, ..., R), and then sum up the features extracted
by each kernel group as the output feature map for further classification. To show the
relationship between extracted features and kernels, we plot the overall feature map
and features from each specific kernel group in Figures 6 and 7.
Figure 6. Relationship Between Features and Kernels on MNIST Data
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Figure 7. Relationship Between Features and Kernels on Defect Data
We plot the feature maps from single-layer CPAC-CNN and set the rank R = 5
according to the results in Tables 2 and 3 so that our proposed CPAC-CNN contains 5
kernel groups. There are 6 rows and 8 columns in both Figures 6 and 7. Each column
represents one channel of the output feature maps, the first row represents the overall
output feature maps, and each of the rest 5 rows represents features extracted from
the corresponding kernel group. By analyzing these two figures, we can find out that
the features extracted from the kernel group with the largest KSr share almost the
same pattern as the overall output feature. If we consider the kernel groups as a set of
basis decomposed from the original convolutional kernel, one with the largest KSr can
be regarded as the most significant basis and output the most informative features.
In this perspective, the value of KSr could represent the significance of corresponding
features, and if we use the CPAC-Conv layer as the feature extractor, we could select
the most significant kernel group to get the most informative feature to further reduce
the computation cost and improve model efficiency.
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6. Conclusion
With all the theoretical derivation and analysis in the case study, we proposed the
CPAC-Conv layer and further built the CPAC-CNN to compress the original CNN
model without decaying the performance. In our proposed CPAC-Conv layer, we de-
compose the convolutional kernel into R kernel groups and derive the complete expres-
sions of its forward and backward propagations. With the help of CP-decomposition,
we could approximate the original convolution operation with fewer parameters, which
reduces the model redundancy and computation cost. And then, we propose the gen-
eral setup of the CPAC-CNN model along with its training algorithm. In this way, we
could stack multiple CPAC-Conv layers and use it with other types of layers to build
neural networks for various tasks. Finally, as a feature extractor, we find out the value
of KSr indicates the significance of the feature map output from this kernel group,
which could help us to interpret the importance of output features and provide us an
indicator in feature selection.
In future work, we could extend the CPAC-Conv layer to serve as the feature ex-
traction module in other deep learning models and other applications, such as process
monitoring, image segmentation, quality improvement, etc. The indicator of feature
significance could further be used in feature selection and combine with active learning
to make the model training more efficient. Finally, tensor decomposition techniques
can be adapted to other types of layers (i.e. LSTM (Hochreiter and Schmidhuber,
1997)) in Neural Network.
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