INTRODUCTION
MATING systems are generally thought to be important factors in determining the amount and nature of genetic variability in populations. Many plant species have mating systems which allow partial inter-mating in addition to self-fertilisation; genetic models for such populations have been presented by Hayman and Mather (i) , Hayman (i) , Binet et al. (ig) and Workman and Allard (1962) . Fyfe and Bailey (1951) have presented various procedures for estimating inbreeding coefficients,f, and outcrossing parameters, ; associated with loci scored, where = frequency of random outbreeding and (r -) = frequency of selfing (see also Nei and Syaktdo, 1958) . Estimates of and (i -a) have been presented for naturally occurring populations of Datura metaloides by Snow and Dunford (1961) . Similar results for an experimental population of Hordeum vulgare (Composite Cross V of C. A. Suneson) have been presented by Jam and Allard (1960) .
The purpose of this investigation is to study in detail the mating systems involved in certain artificial populations of Jima beans, Phaseolus lunatus. In all the previously mentioned models, outcrossing was assumed to be at random. In view of the results of Guitierrez and Sprague (1959) , which showed rather conclusively that outcrossing was not at random in their maize populations, we shall attempt to investigate the randomness of observed outcrossing and possible trends in such cases where outcrossing appears non-random.
POPULATIONS
The population which will be designated Population I is a commercial variety known to be segregating for two recognisable loci, D, d and W, w. It was started in 1949 by a commercial lima bean grower in Irvine, California, from breeding stocks which are genotypically Dd Ww. Since 1955 the acreage has ranged from 240 to 8oo acres; hence, the population size has been more than four million individuals per year. Random samples of plants were taken directly from two fields in 1959 and three fields in 1960. These plants were progeny tested for the purpose of estimating genotypic and allelic frequencies at the two marker loci. In addition recessive phenotypes were selected and progeny tested in order to estimate the proportion of outcrossing.
Population II was grown at Davis, California, and originated from an F1 hybrid between L2 i and L48, two homozygous accession stocks differing at seven marker loci, five of which were used to estimate outcrossing. Population size ranged from i000 to 2000 individuals per year. Each generation was a random sample from the seed produced by the previous generation and estimates of outcrossing were made on the F2, F4, F6, F7, F8, F9 and F10. Since seed can be stored over a period of three or four years, in some cases different generations were tested in the same season.
Population III originated from an F1 hybrid of two homozygous accession stocks, L2o and Li85. In ig6r three F2 populations were grown at Davis and three at Irvine; each population consisted of 500 to 6oo individuals. The total seed produced from each population was randomly sampled and F3 populations were grown in i962; population size ranged from 2500 to 2ooo. From the seed which remained after sampling, randomly selected homozygotes for the C, c and S, s loci were tested for the outcrossing estimates.
ESTIMATION PROCEDURE
Ifa random sample of recessives is selected from a population, then a heterozygotes and b recessive homozygotes will be observed in their offspring. The observed proportion of outcrosses, 1', and its variance are (2) which are maximum likelihood estimators. However, not all crosses will be observed because homogeneous matings result in homozygotes. The maximum likelihood estimate of total random outcrossing, &, is
where q is the gene frequency associated with the homozygote selected and which results directly if either expectation, a(J -q)N, or (i -oc+aq)N, is equated with the observed value a or b, respectively (Bailey, 1951) . If q is known, then using maximum likelihood methods
where p+q = Ordinarily q's true value is unknown and q must also be estimated.
If a random sample from the population is available then q can be estimated and its estimate substituted into (s). This procedure of taking two samples, one of recessives and one random, is unnecessary for populations in equilibrium because cc could be estimated from the random sample according to Fyfe and Bailey (1951) . However, experimental populations are seldom, if ever, in equilibrium. Since the true value of q is unknown in such cases, its estimate, which is subject to sampling error, must be used. Since the variance of cc is propagated from variances in T and q, the problem can be approached in the following manner. If small changes in q and T cause changes in cc then the following is approximately true (Kendall and Stuart, 1958) : (5) where loc = (cc-). results from substituting T and q into (s), and is the best approximation to E(cc). By this definition of Jcc, E1cc2 divided by N will be the variance of cc. If both sides of () are squared and summed over i, i x, , ..., N then Var (j__q)4Varq + (j_q)2'VøuT + (1_q)2C07 (q, T). (7) If errors in q and T are independent, the covariance term can be ignored. Substituting from () VarT +cc2Varq
where Varq = pq/2N.
The inbreeding coefficient, f, can be estimated if cc = (i-f) (r +f)
is substituted into ()
which was given by Fyfe and Bailey for the case of progeny arising from homozygous parents. If q's true value is known then () should be used to estimate Var. However, () is biased if q is an estimate since it ignores any sampling error in q. This bias can be evaluated by comparing the relative contributions of errors in T and errors in q. From equations (5), (6) and () it can be seen that variance in q and T are multiplied by their should be used where outcrossing exceeds about 15 per cent. and/or if gene frequency (z -q) is low. In the following discussion reference will always be made to the formula which has been used. 1959, but they were not kept separate; hence, the estimates in 1959 represent averages over two fields. However, the samples from fields I, II and III in i 960 were kept separate and a comparison of field differences can be made. The most striking result of Population I is the fact that oc estimated from ww samples is o 2139, whereas % estimated from dd samples is only o0759. This difference would seem significant in view of their expected standard deviations of 0035 and ooo5, respectively. However, the observed standard deviations between samples for the same locus are much larger than their expected values, viz. S5 = 0039 for dd, = o 189 for ww. Consequently the mean estimates for the two loci are not significantly different using their empirical standard deviations based on 3 d.f. (they might be different since p oxo), but the variability observed between samples is significantly greater than expected in both loci.
Inspection of table i shows that unusual estimates were obtained from field I (1960), viz. ac = oo29 and oc = 0549 for D, d and W, w respectively. The high estimate of oc using w w is subject to a sampling error of nearly 020, but a using dd is less than ooi. Such sporadic results can only be expected to occur in a variable mating system.
In the last two columns of table i, expected variances from (n.) and from (8) have been presented for comparison. For the case of D, d is essentially unbiased, resulting from the fact that q is quite small. To the contrary, q is quite large in the case of W, w and (8) The x2 binomial index of dispersion associated with these estimates indicates that they are heterogeneous (p<ooi). In fact if all the data are pooled and one composite estimate made, = o0784. The approximate expected range (±2o) due to random fluctuations is oo672-oo896; but, if the observed fluctuation of over the 6 genotypic samples is used the approximate range (+2s) becomes oo226-o1342. The observed fluctuation in r is, approximately five times the fluctuation expected on the basis of random chance (s2/a2 = 248).
Except for the S, s locus all estimates are based on recessive samples and hence measure the amount of crossing of dominant males on to and F10 generations and are presented in table 4. A trend for to increase as generations advance is found at the C, c locus. This trend in for the 6 generations is plotted against gene frequency, q ( fig. 2) , and against generations ( fig. 3 ). The correlation of and q is nonsignificant (p 0.2), but the correlation between and generations is significant (r == o•825; p<o•o5). The best fitting linear equation is
where N is the filial generation, (FN) . The slope of the equation, 0o176, is significantly greater than zero (p<oo5). The tendency for cc to increase is therefore not a simple function of its changing gene It can be seen from table 6 that ss and SS estimates from Irvine consistently support the hypothesis of a rather low frequency of outcrossing for that location (viz. = 0.03). While appears the same for reciprocal crosses at Irvine, reciprocal differences appear at Davis. However, a large increase in heterogeneity (significant at P = 0.05) Reciprocal differences appear in Population II and III using both homozygotes at the S, s locus. However, results from Population II (Davis), Population III (Irvine) and Population III (Davis) are not in agreement. Reciprocal differences, therefore, may or may not occur, but depend upon the locus, population, location or year involved.
The difficulty in generalising from these results infers that the heterogeneity in outcrossing is sporadic variation. An exception to this inference is the steady trend for (C, c) to increase in Population II. This suggests the possibility that the mating system is under quantitative genetic control and hence subject to the pressures of natural selection.
All the results combine to warn of the dangers in assuming constant values for outcrossing parameters in genetic models. They also suggest that randomness of outcrossing should not be assumed and that reciprocal as well as more complex differences should be considered. Additional experiments are being conducted which are designed to study reciprocal differences and frequency dependency of outcrossing in P. lunatus.
SUMMARY
Approximately 20,000 individuals were scored for selfing versus outcrossing in three different populations, in two locations, and over a number of seasons. Different marker loci were used to determine the male gamete which had effected fertilisation. The results show that frequency of outcrossing is extremely variable and, furthermore, that propensity to outcross is associated with the genotype of individuals selected for study. In one case, outcrossing was found to be associated very closely with the generation under study. In conclusion the mating systems of populations of P. lunatus must be considered to be quite complex.
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