Analysis of the relationship between International Immigration and Unemployement by Díaz-Emparanza Herrero, Ignacio & Miranda Espinosa, Alexandra
An´ alisis de la Relaci´ on entre la Inmigraci´ on
Internacional y el Desempleo
Ignacio D´ ıaz-Emparanza and Alexandra M. Espinosa∗
Departamento de Econometr´ ıa y Estad´ ıstica
e Instituto de Econom´ ıa P´ ublica




La relaci´ on entre el desempleo y la inmigraci´ on internacional cobra inter´ es a medida
que las diferencias entre pa´ ıses pobres y ricos se acent´ uan. Los pa´ ıses pobres ofrecen
mano de obra barata para ocupar puestos de trabajo poco cualiﬁcados en pa´ ıses ricos, con
ciudadanos cada vez m´ as exigentes y cualiﬁcados. Pese a esta evidencia, la inmigraci´ on
es objeto de enormes pol´ emicas y por este motivo se viene estudiando en aquellos pa´ ıses
donde este fen´ omeno es importante. En este estudio se proporciona evidencia de la
presencia de ra´ ıces unitarias en las frecuencias estacionales de las series Permisos de
Trabajo y Desempleo. Por ello, se contrasta la existencia de cointegraci´ on estacional
entre ambas series. Los resultados se˜ nalan que las ´ unicas relaciones de cointegraci´ on
entre ambas variables son triviales y, por tanto, las variables no est´ an relacionadas a
largo plazo. A corto plazo, la estimaci´ on del modelo VAR muestra que los cambios en
la inmigraci´ on durante los a˜ nos 1981-1998 apenas tuvieron efectos sobre el desempleo.
La relaci´ on en sentido contrario, aunque estad´ ısticamente signiﬁcativa, es tambi´ en muy
d´ ebil.
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1 Introducci´ on
En los ´ ultimos a˜ nos, el inter´ es por conocer la relaci´ on entre la inmigraci´ on y el desempleo ha
crecido. El ´ ultimo informe sobre las Migraciones de Reemplazo de las Naciones Unidas aﬁrma
que el envejecimiento de la poblaci´ on activa de los pa´ ıses m´ as ricos s´ olo puede ser compensado
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1mediante la demanda masiva de trabajadores inmigrantes o mediante el aumento en la edad
de jubilaci´ on a los 75 a˜ nos (ONU 2000). Adem´ as, los j´ ovenes comunitarios se dirigen a los
segmentos del mercado de trabajo mejor cualiﬁcados (Lorca, Lozano & Alonso 1997), por
lo que los inmigrantes son necesarios para cubrir los puestos peor cualiﬁcados. Es decir,
los trabajadores inmigrantes sustituyen la mano de obra poco cualiﬁcada (Dolado & Jimeno
1997) de trabajadores aut´ octonos que, en general, son tambi´ en inmigrantes interiores de
d´ ecadas precedentes en edad madura (Lorca et al. 1997). Por lo tanto, el factor renovaci´ on
generacional vuelve a ser determinante de la demanda. Pese a esta necesidad, la poblaci´ on
aut´ octona y los gobiernos tienden a creer que la inmigraci´ on internacional tiene un impacto
negativo sobre el empleo.
En contra de estas creencias, Altonji & Card (1991) encontraron que los ﬂujos migratorios
apenas provocaron efectos sistem´ aticos sobre la perspectiva laboral de los trabajadores peor
cualiﬁcados en Estados Unidos; y Winegarden & Khor (1991) que el impacto de los inmigran-
t e si l e g a l e ss o b r ee le m p l e od ej ´ ovenes blancos aut´ octonos es positivo y sobre el empleo de los
negros aut´ octonos es negativo pero insigniﬁcante1. Resultados bastante similares se obtienen
para otros pa´ ıses. En concreto, Dolado & Jimeno (1997) encuentran que el efecto de la inmi-
graci´ on sobre el desempleo de los trabajadores menos cualiﬁcados en Espa˜ na es positivo pero
muy d´ ebil. De hecho, Lorca et al. (1997) muestran —ver Tabla 1— que el desempleo afecta
sobre todo a los inmigrantes. Para Canad´ a, Marr & Siklos (1995), analizan algunos trabajos
realizados anteriormente y observan que los resultados dependen del per´ ıodo de tiempo de
referencia y de qu´ e sector se est´ e analizando, pero que en general, estos estudios encuen-
tran que la inmigraci´ on se relaciona d´ ebilmente con el desempleo. Asimismo, mencionan que
Withers & Pope (1985, 1993) obtienen un resultado similar para el caso australiano.
La mayor parte de los estudios anteriores analizan tambi´ en la oferta. As´ ı, Marr & Siklos
(1995), Green (1976), Bodkin & Marwah (1987), Withers & Pope (1985, 1993), muestran
que en Canad´ a y Australia el desempleo interviene en la determinaci´ on de la pauta de la in-
migraci´ on internacional. No obstante, los datos y m´ etodos empleados no siempre hacen com-
parables los estudios realizados, por eso cabe mencionar el estudio realizado por Lee (1992).
En este trabajo, utiliza los datos trimestrales canadienses sobre la Inmigraci´ on relativa a la
Poblaci´ on Activa yl aTasa de Desempleo y, utilizando la misma t´ ecnica que emplearemos
1La elasticidad para el primer colectivo es 0.01 y para el segundo, -0.003














B´ elgica 8.6 1.9 1.4 6.4 7.1 19.4
Dinamarca 2.5 0.9 0.2 1.4 10.5 28.5
Alemania Occ 7.3 2.6 0.8 7.7 — —
Francia 5.0 2.1 1.1 6.4 10.8 20.7
Reino Unido 3.0 1.4 0.7 4.2 — —
Grecia 1.9 0.3 0.1 0.9 — —
Irlanda — 0.6 0.5 2.7 15.2 20.5
Italia 0.8 0.1 0.0 — — —
Luxemburgo 25.8 15.7 14.9 33.2 2.0 2.8
Holanda 3.8 1.2 0.6 3.1 5.8 19.7
Portugal 0.9 0.3 0.1 0.6 — —
Espa˜ na 0.9 0.2 0.1 0.2 ——
a: Winkelmann & Zimmermann (1993)
b: Lorca et al. (1997)
en este estudio, encuentra que la inmigraci´ on causa el desempleo y que el desempleo causa
d´ ebilmente la inmigraci´ on. Adem´ as, obtiene una relaci´ on permanente signiﬁcativa entre am-
bas series. Este resultado contradice claramente los resultados anteriores y por esto merece
un especial inter´ es.
2 Situaci´ on de la Inmigraci´ on Internacional en Espa˜ na
La situaci´ on actual en Espa˜ na —tal como reﬂeja la Tabla 1— est´ a lejos de ser la caracter´ ıstica
de un pa´ ıs abierto, donde la inmigraci´ on pueda ejercer presiones sobre el mercado de trabajo.
Am o d od ee j e m p l o ,e lc o m p o r t a m i e n t od el ai n m i g r a c i ´ on legal (en lo que sigue de este
trabajo, se omitir´ a la palabra legal) en 1998 fue el siguiente: del total de las 111.941 soli-
citudes de permisos de trabajo resueltas, 106.330 correspond´ ıan a trabajadores por cuenta
ajena y el 5% restante, a trabajadores por cuenta propia; de aquellas, —cuenta ajena— el
40,8% correspondieron a permisos para prestar servicios dom´ esticos y el 23% a la agricultu-
ra, lo cual redunda en que, de las solicitudes atendidas, el 72,1% obtuvieron un permiso de
trabajo inferior a 2 a˜ nos. Por or´ ıgenes, los africanos —en su gran mayor´ ıa de Marruecos—
representan el 42,9% y los sudamericanos, el 34,1% del total. Por sectores, los africanos
3mayoritariamente eligen la agricultura y los latinoamericanos, los servicios dom´ esticos y de
limpieza. Las CC.AA. que reciben la mayor parte de la presi´ on de la inmigraci´ on — o son las
mayores demandantes— son Catalu˜ na y Madrid, seguidas, a mucha distancia, por Andaluc´ ıa
yd e m ´ as CC.AA. del litoral mediterr´ aneo, Arag´ on y Canarias; las del Norte apenas reciben
inmigrantes.
3 Las Series
3.1 Evoluci´ on de la Serie Permisos de Trabajo
En este trabajo se utiliza la serie Permisos de Trabajo publicada por el Ministerio de Trabajo
y Asuntos Sociales para los a˜ nos comprendidos entre 1981 y 1999 como informaci´ on b´ asica
para analizar la relaci´ on entre el desempleo y la inmigraci´ on internacional. La elecci´ on de
esta serie se debe, en primer lugar, a su disponibilidad y, en segundo, a que responde a la
informaci´ on sobre aquellas personas que acuden al pa´ ıs y solicitan un permiso de trabajo con
posibilidades de ´ exito —es decir, inmigrantes que por su situaci´ on personal o laboral tienen
una probabilidad elevada de permanecer uno o m´ as a˜ nos en el mercado laboral.
Un elemento poco atractivo de esta serie es la heterogeneidad en cuanto al m´ etodo de
recogida de la informaci´ on. As´ ı, hasta mayo de 1983, los datos provienen de la explotaci´ on
manual de las ﬁchas unipersonales de los solicitantes; de mayo de 1983 a enero de 1984, de
los res´ umenes provinciales y mensuales; de febrero de 1984 a junio de 1986, de los res´ umenes
y datos deﬁnitivos conjuntamente con ﬁchas personales; a partir de 1987, la informaci´ on
proviene del impreso de solicitud de permiso de trabajo —lo que crea dos series paralelas: la
de datos provisionales que contiene la Solicitud de Permisos de Trabajo y la deﬁnitiva que es
publicada el a˜ no siguiente, Permisos de Trabajo Concedidos—; a partir de enero de 1988, se
dan de baja los expedientes que resulten denegados por el Ministerio de Interior de la serie
Permisos de Trabajo Concedidos.
Adem´ as de la heterogeneidad antes analizada, desde el punto de vista de su estructura
(Figura 1), cada observaci´ on es un reﬂejo de la situaci´ on legal existente en cada momento.
Fen´ omenos como el Proceso de Regularizaci´ on,l o sContingentes ol aLibre Circulaci´ on de
Trabajadores del Espacio Econ´ omico Europeo (EEE), provocaron en algunos casos, fuertes
oscilaciones transitorias de la serie, y en otros, cambios permanentes. De hecho, algunos de
4estos fen´ omenos aparecen solapados, de modo que aislar y determinar la magnitud de cada
uno de estos cambios legislativos es casi imposible.
De entre las medidas legislativas, la que tuvo y sigue teniendo mayor impacto es el Pro-
ceso de Regularizaci´ on de inmigrantes en situaci´ on irregular. El primero de estos Procesos
de Regularizaci´ on trat´ o de evitar la ilegalizaci´ on de gran parte de los inmigrantes como con-
secuencia de la entrada en vigor de la Ley Org´ anica 7/1985. No obstante, su resultado fue
peque˜ no ya que s´ olo 45.000 (el 10% aproximadamente) de los inmigrantes ilegales pudieron
obtener permiso de trabajo. En 1991 se inicia el m´ as importante de estos procesos: entre
julio y diciembre de 1991 se procede a la regularizaci´ on masiva de inmigrantes ilegales. El
resultado fue considerable: de las 120.323 solicitudes de permisos de trabajo en 1991, son
resueltas de manera favorable 94.455 de las cuales, el 43% de ´ estas respond´ ıan al Proceso de
Regularizaci´ on. El efecto sobre la serie es doble: por un lado, un efecto transitorio que duran-
te los meses de julio a diciembre provoc´ o un paulatino pero fuerte aumento de los permisos
solicitados; por otro, un efecto permanente, ya que disposiciones posteriores2 garantizaron
que estos permisos concedidos ser´ ıan renovados. Adem´ as, la regularizaci´ on de los familiares
se extendi´ o hasta marzo del a˜ no 1992, lo cual puede explicar el fuerte aumento (Figura 1) de
la serie para el mes de febrero. El Proceso de Regularizaci´ on de 1996, pese a que se extendi´ o
tambi´ en a los familiares de residentes legales, fue menos notorio ya que el n´ umero de permisos
concedidos fue de s´ olo 12.581.
Otro fen´ omeno que a partir de 1994 se deber´ a de tener en cuenta es el denominado Con-
tingente de Autorizaciones, cuyo objetivo es la tramitaci´ on ´ agil y eﬁcaz de aquellas solicitudes
de permisos de trabajo y residencia que responden a una necesidad real del mercado de tra-
bajo. Esto implic´ o ofertar 20.600 permisos de trabajo para realizar tareas en la agricultura
y ganader´ ıa, construcci´ on, hogar y otros servicios. En 1995, 1997 y 1998 se aprueban nuevos
contingentes de magnitud similar. Por lo tanto, ambas medidas favorecieron la entrada de
inmigrantes de origen no comunitario al mercado laboral de manera estable. En cambio, la
libre circulaci´ on de trabajadores extranjeros entre los pa´ ıses miembros de la Uni´ on Europea
(UE), supuso en 1992, una reducci´ on en las cifras de este tipo de permisos de trabajo de
aproximadamente 25.000, los cuales presentaban una clara tendencia al alza (con una varia-
ci´ on del 114% entre 1990 y 1991). En 1994, se extiende el derecho a la libre circulaci´ on a los
2Resoluci´ on 9 de Julio de 1992.
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Paro Registrado
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trabajadores de los pa´ ıses del EEE: Austria, Finlandia, Islandia, Noruega y Suecia, lo cual
implic´ o una reducci´ on aproximada de 2.000 permisos.
3.2 Serie Desempleo Registrado en el INEM
La informaci´ on b´ asica sobre el desempleo procede de la explotaci´ on de los cuestionarios cum-
plimentados mensualmente por las Oﬁcinas de Empleo y Direcciones Provinciales del INEM,
con los datos de gesti´ on de empleo y prestaciones por desempleo. En consecuencia, el Paro
Registrado en las Oﬁcinas del INEM son las demandas sin satisfacer el ´ ultimo d´ ıa del mes,
correspondientes a trabajadores no ocupados, que cumplan determinadas caracter´ ısticas.
En 1978 se empieza a especiﬁcar qu´ e caracter´ ısticas debe cumplir un parado para que
´ este sea contabilizado en las cifras de Desempleo del INEM. En este a˜ no, se especiﬁca que,
los trabajadores en situaci´ on de reducci´ on de jornada, suspensi´ on temporal por regulaci´ on de
empleo o que perciban alguna prestaci´ on por jubilaci´ on, no deben ser considerados en paro a
efectos estad´ ısticos. En 1980, los estudiantes en paro dejan de ser contabilizados. No obstan-
te, los criterios de medici´ on del paro no son establecidos hasta la promulgaci´ on de la Orden de
11 de mayo de 1985, por la cual, adem´ as de los grupos antes citados, se establece que los ocu-
pados en trabajos de colaboraci´ on social o cumpliendo el servicio militar; los trabajadores en
situaci´ on de invalidez absoluta, gran invalidez e incapacidad laboral transitoria; demandantes
de primer empleo; trabajadores que demandan empleo con caracter´ ısticas espec´ ıﬁcas; y tra-
6bajadores agrarios subsidiados, no deben ser contabilizados en las cifras del Paro Registrado.
A partir de febrero de 1988, los demandantes que se niegan injustiﬁcadamente a participar
en Cursos de Formaci´ on Ocupacional, son exclu´ ıdos de las cifras del paro. En 1990, se ex-
cluyen los que pretenden compatibilizar el trabajo actual con otro trabajo (pluriempleados).
Finalmente, en 1994 se excluyen los que rechacen cualquier acci´ on de reinserci´ on laboral y
los que se encuentren en situaci´ on de demanda suspendida.
Se observa que la serie excluye a dos sectores de la poblaci´ on: los j´ ovenes, en especial
los estudiantes, y las mujeres demandantes de puestos de trabajo compatibles con las ta-
reas dom´ esticas. Es decir, los grupos m´ as propensos a abandonar el mercado de trabajo
en momentos de crisis y de reincorporarse en los momentos de expansi´ on econ´ omica. La
distribuci´ on sectorial del Paro Registrado (Toharia 1998) parece favorecer a la industria en
contra de la agricultura y deja en una posici´ on intermedia a la construcci´ on. Por otro lado,
la falta de motivaci´ on por parte de los desempleados en inscribirse en las oﬁcinas del INEM,
dada la ineﬁcacia de este organismo para la b´ usqueda de empleo, signiﬁca que determinados
colectivos con mayor cualiﬁcaci´ on no aparezcan como desempleados.
Desde el punto de vista de la evoluci´ on de la serie (Figura 1), se distinguen cuatro per´ ıodos:
1. La Recesi´ on 1977-1984 supone el fuerte y r´ apido crecimiento del paro cuya tasa alcanza
su m´ aximo en 1981 (un 21%), como consecuencia de la reestructuraci´ on industrial y
del aumento de la poblaci´ on activa por la incorporaci´ on de los j´ ovenes provenientes del
baby boom. Por esto, el desempleo afect´ ob ´ asicamente a los j´ ovenes y a los trabajadores
industriales. Desde un punto de vista legislativo, la reforma laboral de 1984 agiliza el
mercado mediante la ﬂexibilizaci´ on de la contrataci´ on temporal y la reducci´ on de los
costes de despido.
2. Durante la recuperaci´ on de 1985-1990, el empleo crece r´ apidamente. La reforma de
1984 contribuy´ o favorablemente a ello, sobre todo en la inserci´ on de j´ ovenes al mercado
de trabajo (OCDE 1996). No obstante, el aumento r´ apido de la poblaci´ on activa con-
tribuy´ o tambi´ en a que las tasas de desempleo no se redujeran tan r´ apido como ser´ ıa de
esperar.
3. La recesi´ on de 1990-1994 corta pero profunda, se acent´ ua una vez ﬁnalizados los even-
tos internacionales celebrados en Espa˜ na (Juegos Ol´ ımpicos en Barcelona, Exposici´ on
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se esperaba, la reforma laboral de 1984 no signiﬁc´ o que el paro afectara (en mayor
medida) a los trabajadores con contratos de duraci´ on determinada (Toharia 1998), sino
que afect´ o sobre todo a los trabajadores con contratos indeﬁnidos y, desde una perspec-
tiva sectorial, a la industria, coincidiendo con la segunda reestructuraci´ on industrial.
Durante este per´ ıodo se realizan dos grandes reformas laborales: en 1992, la reforma
del sistema de prestaciones por desempleo y en 1994, se ﬂexibiliza m´ as el despido y se
regulan las horas extras.
4. Recuperaci´ on 1995-1998: el despunte de los costes salariales en 1997 lleva a la conclusi´ on
de que ´ esta es atribu´ ıble en mayor medida al crecimiento econ´ omico y, en menor, a las
reformas de mercado de trabajo de los a˜ nos 1992 y 1994 (MEH 1997). En 1998, la
creaci´ on de empleo es consecuencia del crecimiento econ´ omico, por un lado y del ajuste
de plantilla realizado en los a˜ nos precedentes y la moderaci´ on de los costes salariales,
por otro (MEH 1998).
4 Modelo
4.1 Modelo de Intervenci´ on
En la secci´ on 3.1 se analiz´ ol ae v o l u c i ´ on legislativa en materia de extranjer´ ıa, lo cual permi-
te comprender algunas de las causas explicativas del comportamiento de la serie Permisos
de Trabajo, m
†
t.A d e m ´ as, nos permite detectar aquellas alteraciones en la serie provocadas
por efectos externos (Figura 1) y que, por lo tanto, nos interesar´ ıa controlar mediante in-
tervenciones en el an´ alisis del comportamiento permanente de las series. De entre todas las
medidas legales, el Proceso de Regularizaci´ on de 1991 —ver secci´ on 3.1 — es la intervenci´ on
que gener´ o mayor impacto sobre el comportamiento de la serie. Ser´ a necesario modelar de
forma expl´ ıcita ese impacto para corregir su efecto sobre la serie. Adem´ as, se aprecia tambi´ en
un outlier de tipo aditivo en febrero de 1992. Posibles explicaciones de ´ este pueden ser: la
regularizaci´ on de los familiares de los inmigrantes legalizados mediante el proceso de 1991 o
el Acuerdo de febrero de 1992 con Marruecos3, entre otras.
3Acuerdo de 13 de febrero de 1992 Relativo a la Circulaci´ on de Personas en Tr´ ansito y a la Readmisi´ on de
Extranjeros entrados Ilegalmente.
8La intervenci´ on de 1991 —siguiendo a Box & Tiao (1975), Harvey & Durbin (1986), Aznar
&T r ´ ıvez (1993) — es un cambio con comienzo gradual en julio y duraci´ on temporal, con la
caracter´ ıstica de que el efecto desaparece en enero de 1992. Para ella, se propone el siguiente
modelo de intervenci´ on:
x1t = w1(1 + βL+ β2L2 + β3L3 + β4L4)P1t (1)
P1t =
 
1s i t =jul, ..., nov de 1991
0 en otro caso
(2)
La ecuaci´ on (1) es el modelo que se utilizar´ a para representar el impacto de la intervenci´ on.
Entonces, el modelo univariante adecuado para representar el comportamiento de la serie es
m
†
t = ψ(L)εt + x1t + x2t, (3)
donde x2t recoge el efecto del outlier aditivo de febrero de 1992, es decir x2t = w2P2t con
P2t =1s it = febrero de 1992 y P2t = 0 en otro caso. En la secci´ on 5, se trabajar´ ac o nl a
serie corregida mt = m
†
t −x1t−x2t, es decir, una vez eliminados los efectos de la intervenci´ on
y del outlier.
4.2 Estacionalidad, Integraci´ on y cointegraci´ on
Hylleberg (1992a) propone la siguiente deﬁnici´ on de estacionalidad:
Estacionalidad es el movimiento intraanual sistem´ atico, no necesariamente regu-
lar, causado por los cambios en el clima y en el calendario, y por la estructura
temporal de las decisiones, directa o indirectamente, mediante las acciones sobre
producci´ on y consumo tomadas por los agentes econ´ omicos. Estas acciones est´ an
inﬂuenciadas por las dotaciones, las expectativas y las preferencias de los agentes,
yp o rl a st ´ ecnicas productivas disponibles en la econom´ ıa.
Dado un per´ ıodo fundamental ﬁjado —el a˜ no, por ejemplo— la estructura estacional
depender´ ad ec ´ omo se realizan los eventos. As´ ı, se puede esperar una frecuencia diaria en
ciertos tipos de variables, pero en otras una frecuencia semanal, mensual o inclusive anual. Sin
embargo, una variable puede presentar un patr´ on intraanual sistem´ atico que no es observable
porque los datos se recogen con una periodicidad que lo hace imposible. As´ ı, en el presente
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suﬁciente informaci´ on como para analizar si existen ciclos de per´ ıodos mayores al mes, que
adem´ as pueden ser determin´ ısticos o estoc´ asticos.
Mendershausen (1937) propuso clasiﬁcar los m´ etodos de tratamiento de la estacionalidad
en mec´ anicos y causales. Los m´ etodos mec´ anicos utilizados en aquella ´ epoca —ajuste esta-
cional y las series manipuladas por las agencias estad´ ısticas—, compart´ ıan la caracter´ ıstica
de considerar que la estacionalidad pod´ ıa ser aislada de la serie4 y que no interaccionaba con
´ esta, ni serv´ ıa para explicar la estacionalidad de otras series. No obstante, a mediados de
los a˜ nos 60 crece el inter´ es por la estimaci´ on de modelos con variables estacionales; se pasa
a considerar la estacionalidad como un fen´ omeno que contiene informaci´ on relevante para
explicar la serie y se extienden los m´ etodos causales para el tratamiento de la estacionalidad.
De hecho, Whittle (1952) fue el primero en utilizar un n´ umero alto de retardos en un modelo
de series temporales para recoger la estacionalidad. No obstante, se debe a Box & Jenkins
(1970) la propuesta de utilizar los modelos ARMA multiplicativos como un m´ etodo simple
ys i s t e m ´ atico de an´ alisis de modelos estacionarios con parte regular y estacional. Tambi´ en
proponen el tratamiento de los modelos no estacionarios mediante la diferenciaci´ on regular
y estacional de las series —los modelos ARIMA. A partir de aqu´ ı, surge una teor´ ıa dedica-
da al desarrollo de contrastes para detectar ra´ ıces unitarias y relaciones cointegrantes. En
estos contrastes, para extender los m´ etodos aplicados a modelos regulares al tratamiento de
la estacionalidad, se utilizan t´ ecnicas e ideas procedentes del an´ alisis espectral: Johansen
(1988); Hylleberg, Engle, Granger & Yoo (1990), Beaulieu & Miron (1993), Caminero &
D´ ıaz-Emparanza (1997).
El n´ ucleo de estas teor´ ıas parte del modelo ARIMA multiplicativo que, aparte del operador
∆, considera la existencia de un operador de diferencias estacional ∆s. Dado el modelo
∆syt = ψ(L)εt con εt ∼ iid(0,σ2), se observa que, para una serie de s datos al a˜ no, el
polinomio ∆s =( 1− Ls) puede ser factorizado en s ra´ ıces correspondiendo cada una a un
ciclo determinado. A partir de esta idea, se desarrollan contrastes y m´ etodos de estimaci´ on
que tienen en cuenta este conjunto de s ciclos diferenciados y se deﬁnen los conceptos de
estacionariedad y cointegraci´ on estacional.
As´ ı, para una serie generada por un proceso AR(p)c o ns = 12, el polinomio ∆12 contendr´ a
4Para una extensa revisi´ on de los trabajos en este campo ver Hylleberg (1992b) y Bell & Hillmer (1992).
1012 ra´ ıces asociadas a las frecuencias estacionales: ω1 =0 ,ω2 = π, ω3 = π/2, ω4 = −π/2,
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γj∆12yt−j+p +  t (4)




cos(ωkj)Lj−1yt k =1 ,2,3,5,7,9,11 (5)




sin(ωkj)Lj−1yt k =4 ,6,8,10,12 (6)
El modelo (4) puede generalizarse para el caso en que Yt es un vector (n×1) cuyo proceso







Γj∆12Yt−j+p + εt (7)
Esta ecuaci´ on constituye la representaci´ on como Modelo de Correcci´ on de Error (ECM) del
vector Yt.L a sn componentes de Yk,t son los ﬁltros yk,t generados seg´ un las ecuaciones (5)
y (6) para las n variables y εt es un vector de ruido blanco con E(εt)=0yE(εtε 
s)=0
si t  = sE (εtε 
s)=Ωs it = s. En ambos modelos (4) y (7), cada componente yk,t contiene
informaci´ on neta sobre el comportamiento permanente de la serie en la frecuencia ωk ya
que cada yk,t ﬁltra la serie eliminando las ra´ ıces unitarias para todas las frecuencias excepto
para la correspondiente a k.E l i n t e r ´ es de este planteamiento reside en permitir analizar
el comportamiento permanente de la serie de forma separada para los s ciclos, realizar los
contrastes oportunos de integraci´ on y cointegraci´ on y estimar los modelos teniendo en cuenta
las caracter´ ısticas del comportamiento c´ ıclico.
4.3 Contrastes de Ra´ ıces Unitarias y Cointegraci´ on
Los contrastes de existencia de ra´ ıces unitarias para las s = 12 frecuencias desarrollados por
Beaulieu & Miron (1993) son una extensi´ on de los contrastes propuestos por Hylleberg et al.
(1990), para s = 4 en los que se estima la ecuaci´ on (4) por MCO y se contrasta, mediante
un estad´ ıstico t,l ah i p ´ otesis de existencia de una ra´ ız unitaria, πk = 0 contra la alternativa
11πk < 0d eno existencia de ra´ ız unitaria para k =1 ,2; para los dem´ as valores de k, se realiza,
mediante un estad´ ıstico t, un contraste a dos colas para k =4 ,6,8,10,12 primero y, si no se
rechaza la hip´ otesis nula, se realiza el contraste a una cola donde la alternativa es πk < 0 para
k =3 ,5,7,9,11, o alternativamente5, el contraste de signiﬁcaci´ on conjunta πk = πk−1 =0
k =4 ,6,8,10,12 mediante un estad´ ıstico de tipo F. Las distribuciones de estos estad´ ısticos t
y F no son las est´ andar, pero pueden utilizarse las obtenidas en el citado art´ ıculo de Beaulieu
y Miron.
Lee (1992) propone contrastes de cointegraci´ on estacional para s = 4 basados en la esti-
maci´ on de m´ axima veros´ ımilitud del modelo ECM (7) y Caminero & D´ ıaz-Emparanza (1997)
proponen su extensi´ on para el caso mensual. Estos parten de una estrategia bastante seme-
jante a la utilizada para el contraste de ra´ ız unitaria en la frecuencia cero (Johansen 1988),
aunque ahora el contraste trata de determinar el rango de la matriz Πk, lo cual permitir´ a
determinar para cada frecuencia ωk el n´ umero rk de combinaciones lineales independientes de
las componentes de Yk,t que son estacionarias, permitiendo entonces descomponer Πk como
Πk = αkβ 
k, donde βk es una matriz cointegrante de rango rk, es decir, tal que las combinacio-
nes lineales Zk,t = β 
kYk,t son estacionarias. Por lo tanto, el contraste tratar´ a de determinar si
existen como m´ aximo rk relaciones cointegrantes, o sea, la hip´ otesis nula es rango(Πk) ≤ rk
contra la alternativa rango(Πk) >r k. Para construir los estad´ ısticos de contraste se basan
en la idea de que una matriz de rango rk se puede descomponer como Πk = αkβ 
k para alg´ un
par de matrices (rk × k) αk y βk. Entonces muestran que el estimador m´ aximo veros´ ımil de
la matriz αk para un valor ﬁjado de βk es:
  α(βk)=S00βk(βkSkkβk)−1 (8)
Las matrices S00, Skk y S0k = Sk0 son las matrices de correlaciones Sij = T−1  T
t=1 UitU 
jt.
Los residuos Uit y Ujt se obtienen mediante el siguiente procedimiento:
1. R0,t es el vector con los n residuos de la regresi´ on por MCO de ∆12Yt sobre ∆12Yt−1,...,
∆12Yt−(p−12)
2. Para cada k =1 ,2,...,12, Rk,t es el vector con los n residuos de la regresi´ on por MCO
de Yk,t−1 sobre ∆12Yt−1,...,∆12Yt−(p−12)
5Aunque los autores observan que el contraste individual es m´ as potente que el conjunto.
123. Para k =1 ,2, U0,t y Uk,t son respectivamente, los vectores de residuos de las n regre-
siones por MCO de R0,t y Rk,t sobre los k − 1 restantes residuos Rm,t con m  = k.
4. Para las dem´ as frecuencias k =3 ,5,7,9,11, U0,t y Uk,t son los n residuos de las regre-
siones por MCO de R0,t y Rk,t sobre los restantes k − 2 residuos Rm,t, donde m  = k y
m  = k +1 .
El vector βk, a su vez, se obtiene mediante la soluci´ on al problema de encontrar los n
valores propios   λ1,k,...,  λn,k yl o sn vectores propios   υ1,k,...,  υn,k, es decir, la soluci´ on al
problema (10) para cada frecuencia k,
H0,rk :Π k = αkβ 
k (9)
|  λkSkk − Sk0S−1
00 S0k| = 0 (10)
  V  Skk   V = I (11)
Por lo que bajo la hip´ otesis (9) y dada la normalizaci´ on (11), el estimador de m´ axima vero-
similitud de βk es:
  βk =(   υ1,k,...,  υrk,k) (12)
Donde   υ1,k,...,  υrk,k son los vectores propios asociados a los rk mayores valores propios
  λ1,k >   λ2,k >,...,>  λrk,k.
Para determinar el rango rk, se realizan de manera secuencial los contrastes de que hay




log(1 −   λi,k)
k =1 ,2,3,5,7,9,11 (13)
El contraste de la traza de Johansen (1988) se construye bajo la hip´ otesis de que las
perturbaciones son εit ∼ NID(0,σ2
i ). No obstante, Lee & Tse (1996) muestran que en
presencia de heterocedasticidad condicional de tipo GARCH, mediante este contraste se tiende
a rechazar la hip´ otesis nula de no cointegraci´ o ne nf a v o rd el ah i p ´ otesis de cointegraci´ on. Por
otro lado, Cheung & Lay (1993) muestran que para distribuciones no normales (no sim´ etricas
13y leptoc´ urticas), el estad´ ıstico de la traza es robusto al exceso de curtosis o presencia de
asimetr´ ıa y que la consecuencia de relajar la hip´ otesis de normalidad es sesgar el contraste en
el sentido de rechazar con mayor probabilidad la hip´ otesis nula de no cointegraci´ on. Tambi´ en
observan que el contraste de la traza es m´ as sensible a sub-especiﬁcaciones que a sobre-
especiﬁcaciones del n´ umero de retardos relevantes, en particular, la presencia de dependencia
de tipo medias m´ oviles puede sesgar el contraste en el sentido de encontrar cointegraci´ on
esp´ urea.
5 Resultados
5.1 An´ alisis Gr´ aﬁco
Se han corregido los efectos del outlier y de la intervenci´ on sobre la serie m
†
t, para ello se
ha estimado el modelo6 (3) con β =0 ,3;0,5;0,7;0,8;0,9;0,95;0,99 eligiendo ﬁnalmente el
valor β =0 ,9 para corregir la serie.
La Figura 2 muestra que la serie mt, (una vez estimados y eliminados de la serie los efectos
x1t y x2t), presenta una estructura diferenciada para los a˜ nos anteriores a la intervenci´ on.
Es decir, para los a˜ nos posteriores a 1991-1992, la serie (trazo continuo) presenta mayor
volatilidad y un marcado car´ acter estacional. Para el an´ alisis siguiente se utilizar´ al as e r i emt
expresada con respecto a la poblaci´ on activa, m∗
t = mt/at, donde at es la serie de la Poblaci´ on
Activa mensualizada7.
El desempleo —al ser una variable que representa un stock— se expresa en t´ erminos de
los ﬂujos de nuevos desempleados respecto a la poblaci´ on activa, p∗
t =( pt − pt−1)/at.L o s
elementos determin´ ısticos de las variables p∗
t y m∗
t —constante, tendencia y estacionalidad—,
se sustraen a las series, ya que pueden diﬁcultar la detecci´ on y estimaci´ on de los componentes
estoc´ asticos (Hamilton 1994). Con lo cual, creamos las series xmt = m∗
t − Dm(t)yxpt =
p∗
t − Dp(t), donde Di(t) i = p,m denotan los elementos determin´ ısticos estimados.
La estructura y el grado de relaci´ on entre las series pueden deducirse del conjunto de
ﬁguras 3–9. La ﬁgura 3 muestra que la serie xmt parece tener una tendencia estoc´ astica
6El modelo se estima utilizando el programa TRAMO (G´ omez & Maravall 1997).
7La serie Poblaci´ on Activa proviene de la EPA trimestral cuyas estimaciones tienen por per´ ıodo de referencia
la semana 6 de cada trimestre. Por lo tanto, se procedi´ o a la mensualizaci´ on imputando la variaci´ on trimestral
equitativamente a los tres meses que forman el trimestre.
14Figura 2: Permisos de trabajo: Serie Original y Corregida







alrededor de la media, y tambi´ en se aprecia que esta tendencia en la serie xpt aparece m´ as
atenuada. En cambio, la estacionalidad aparece mucho m´ as acentuada para la serie xpt que
para xmt, lo cual hace prever la existencia de ra´ ıces unitarias en las frecuencias estacionales
para xpt. La diferencia estacional de ambas series (Figura 3), muestra que la estructura de
ambas series transformadas podr´ ıa responder a procesos estacionarios.
La ﬁguras 4 y 5 contienen la superﬁcie estacional formada por la representaci´ on tridi-
mensional de los datos dispuestos por a˜ nos y meses; las ﬁguras 6 y 7, el mapa de niveles o
contornos estacionales formado por los datos as´ ı dispuestos. Las l´ ıneas paralelas al eje de
los meses de la superﬁcie estacional, que se denominar´ an sendas estacionales,m u e s t r a nl a
evoluci´ on intraanual de la serie para cada uno de los a˜ nos. En cambio, las l´ ıneas paralelas
a le j ed el o sa ˜ nos de la superﬁcie estacional, que se llamar´ an sendas regulares,m u e s t r a nl a
evoluci´ on interanual de la serie para cada mes. Las gr´ aﬁcas siguientes, los contornos esta-
cionales, representan los niveles en una escala descendiente de grises. As´ ı, los m´ as oscuros
representan los valles (valores bajos de la serie) y los claros las monta˜ nas (valores altos de la
15Figura 3: Series y diferencia estacional
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Diferencia Estacional de xp_t









Diferencia Estacional de xm_t












La superﬁcie estacional de xmt muestra los picos correspondientes a los Procesos de
Regularizaci´ on de 1991-1992 y 1996, y un valle profundo para el a˜ no 1986-1988, coincidiendo
con la entrada de Espa˜ na en la CEE. A su vez, la superﬁcie estacional de la serie xpt (Figura 5)
aparece con el eje de los meses en sentido decreciente. Esta representaci´ on permite observar
los picos correspondientes a las crisis de los a˜ nos 1981, 1986 y 1992, as´ ıc o m ol o sp e r ´ ıodos de
expansi´ on econ´ omica de los a˜ nos 1988 y 1995. La estructura en forma de “cordillera” indica
la fuerte estacionalidad y estocasticidad de las pautas estacionales.
Las sendas estacionales a lo largo de los a˜ nos —Figura 4— para xmt muestran una pauta
menos accidentada (menos estacional), que para la serie xpt —Figura 5. Las sendas regulares
muestran un fuerte cambio en el comportamiento de la serie xmt a partir de 1991, mientras
























Figura 6: Contorno xmt






























Figura 7: Contorno xpt









17que la serie xpt parece responder a una misma din´ amica para toda la muestra.
Los contornos estacionales permiten comparar ambas series (Figuras 6 y 7). Los grises
claros indican que los m´ aximos para la serie xmt corresponden a los a˜ nos en que la serie
xpt muestra tonos m´ as bien oscuros, excepto para los meses de julio-noviembre de 1991. No
obstante, no es f´ acil encontrar una pauta com´ un para ambas series, m´ as all´ ad el aq u ei n d i c a
que para los ´ ultimos a˜ nos, ambas series presentan una tendencia decreciente. Por otro lado,
el contorno estacional de la serie xpt muestra que el conjunto de los 12 meses deﬁnen un arco
de grises, desde los m´ as oscuros para los meses de primavera, a los m´ as claros para los meses
de oto˜ no. Este comportamiento estacional no est´ a tan deﬁnido para la serie xmt.
La ﬁgura 8 contiene los denominados gr´ aﬁcos de Buys-Ballot, donde las sendas estacio-
nales se representan para ambas series y para algunos a˜ nos de la muestra. En general, La
estructura de las l´ ıneas, no constantes y no paralelas entre s´ ı, muestran el marcado car´ acter
estoc´ astico de la estacionalidad. Obs´ ervese adem´ as, que ambas gr´ aﬁcas incluyen los a˜ nos de
mayor desempleo (1982-1986 y 1992-1996) en Espa˜ na. Si se compara la evoluci´ on de am-
bas series observamos que, por un lado, el car´ acter estacional del desempleo parece haberse
acentuado para 1992-1996, fen´ omeno que se reﬂeja tambi´ en en la pauta de la inmigraci´ on,
que adem´ as parece responder a una din´ amica completamente distinta en ambos per´ ıodos.
La ﬁgura 9 muestra, para los 18 a˜ nos de la muestra, la evoluci´ on de ambas series para cada
mes, es decir, la sobreposici´ on de las 2 sendas regulares. De la observaci´ on del conjunto de
las gr´ aﬁcas se puede concluir que existe una pauta estacional, claramente no estacionaria, en
las series. Las gr´ aﬁcas anteriores sirven, adem´ as para mostrar el grado de relaci´ on entre las
series: ambas parecen responder a una pauta com´ un, en especial para los 6 primeros meses
del a˜ no.
La estacionalidad y la estabilidad pueden apreciarse en las gr´ aﬁcas correspondientes a
la representaci´ on espectral de ambas series (Figura 10). En este conjunto de gr´ aﬁcas se
muestran los espectros estimados de la series xmt (trazo cont´ ınuo) y xpt (trazo punteado) y
los espectros de los ﬁltros xmkt y xpkt superpuestos. Si observamos el conjunto de espectros
de la serie xmt, estos muestran picos bastante suaves sobre las frecuencias estacionales, lo
cual denota un comportamiento estacional pero no necesariamente inestable de la serie. En
cambio, los espectros de las serie xpt y de los ﬁltros xpk,t muestran picos muy acusados sobre
todas las frecuencias estacionales, lo que indica que la serie puede presentar ra´ ıces unitarias
18Figura 8: Gr´ aﬁcas de Buys-Ballot (Sendas Estacionales)
xm 1982-1986
  F A J A O D
xm 1992-1996
  F A J A O D
xp 1982-1986
  F A J A O D
xp 1992-1996
  F A J A O D
en todas las frecuencias estacionales.
5.2 Integraci´ on
El correlograma(ACF) ye lcorrelograma parcial(PACF), refuerzan la idea de que ambas series
son inestables y que presentan una fuerte estacionalidad. Los coeﬁcientes de autocorrelaci´ on
de la serie xmt,   ρxm(j) (Figura 11), no decrecen exponencialmente, y los coeﬁcientes de la
serie xpt,   ρxp(j), no decrecen para las correlaciones estacionales.
Como paso previo a la realizaci´ on de los contrastes de ra´ ıces unitarias y de cointegraci´ on,
necesitamos determinar el orden p de la representaci´ on AR(p) de las series. Para las series
individuales, se utilizan el Criterio de Schwartz(SC) y el contraste Ljung-Box(LB), partiendo





πxm,kxmk,t−1 + γxm∆12xmt−1 +  xm,t (14)
19Figura 9: Gr´ aﬁca por meses (Sendas Regulares)
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20Figura 10: Espectros (Log)
Series
LP 12 6 4 3 2,4 2
k=1
LP 12 6 4 3 2,4 2
k=2
LP 12 6 4 3 2,4 2
k=3
LP 12 6 4 3 2,4 2
k=5
LP 12 6 4 3 2,4 2
k=7
LP 12 6 4 3 2,4 2
k=9
LP 12 6 4 3 2,4 2
k=11







γxp,j∆12xpt−j +  xp,t (15)
Dados los residuos de la estimaci´ on por MCO de las ecuaciones (14) y (15), con el contraste
conjunto LB no se rechaza la hip´ otesis de que las correlaciones son cero para 48, 36, 24 y
12 retardos. No obstante, se aprecian posibles cambios en la variabilidad de los residuos, de
hecho, con el contraste de heterocedasticidad condicional ARCH, se rechaza la hip´ otesis de
homocedasticidad para hasta 12 retardos, al utilizar el residuo de la ecuaci´ on (14).
La Tabla 2 muestra los valores de los estad´ ısticos para los contrastes de HEGY de ra´ ıces
unitarias estacionales8. Para la variable xm,l o se s t a d ´ ısticos de contraste t de la hip´ otesis de
que πk =0 k =1 ,...,12, indican que esta serie presenta una ra´ ız unitaria en la frecuencia 0.
En el caso de la variable xp, mediante los estad´ ısticos t, se acepta la hip´ otesis de ra´ ız unitaria
para las frecuencias 0 y π/6; con el estad´ ıstico F, se acepta para ´ estas y adem´ as para π/2.
El estad´ ıstico t para la frecuencia π es superior al valor cr´ ıtico para un nivel de signiﬁcaci´ on
8Los valores cr´ ıticos (Beaulieu & Miron 1993) utilizados son −1.89 y −1.87 k =1 ,2ye li n t e r v a l o
[−1.63,1.63] para k =4 ,6,8,10,12 y −1.88 para k =3 ,5,7,9,11 Para los contrastes F, el valor cr´ ıtico es
3.03. Todos los contrastes son al nivel del 5%.
21Figura 11: ACF, PACF y Correlaciones Cruzadas
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del 5%, pero superior o igual al valor cr´ ıtico (2,52) para un nivel de signiﬁcaci´ on del 1%, por
lo que el rechace o aceptaci´ on de la hip´ otesis nula depende del nivel de signiﬁcaci´ on elegido.
Los resultados, tal como se ha observado, indican que ambas series presentan ra´ ız unitaria
en la frecuencia 0 al nivel de signiﬁcaci´ on del 5%, por lo que, es posible que entre las dos
series exista relaci´ on de cointegraci´ on en tal frecuencia.
5.3 Cointegraci´ on
Dado el modelo VA R (p)c o nYt =( xmt xpt)  y, partiendo de un m´ aximo de 48 retardos
(4 a˜ nos), mediante los criterios HQ y SC se elige p = 13. Es decir, el modelo ECM a
22Figura 12: Residuos Estimaci´ on
Residuos de xm_t
1982 1984 1986 1988 1990 1992 1994 1996 1998
Residuos de xp_t
1982 1984 1986 1988 1990 1992 1994 1996 1998
Tabla 2: Contrastes de ra´ ız unitaria
T = 205 frec. 0 π π/2 2π/3
k = 1 2 3456
xmt t-stat −1,50 −2,52 −4,16 −0,63 −2,90 1,02
F-stat – – 8,86 4,70
xpt t-stat −1,56 −2,19 −2,19 −0,26 −2,86 −0,72
F-stat – – 2,45 4,35
T = 205 frec. π/3 5π/6 π/6
k = 7891 0 11 12
xmt t-stat −2,01 −2,29 −3,32 1,65 −1,73 −3,93
F-stat 4,70 6,99 9,49
xpt t-stat −1,16 −3,05 −3,25 −0,19 −1,36 −0,62
F-stat 5,33 5,36 1,13
23Figura 13: Residuos Estimaci´ on ECM
Res.ECM de xm_t
1982 1984 1986 1988 1990 1992 1994 1996 1998
Res.ECM de xp_t
1982 1984 1986 1988 1990 1992 1994 1996 1998
Tabla 3: Estad´ ısticos de la traza.


































ΠkYt,k +Γ ∆ 12Yt−1 + εt (16)
siendo εt =( εxm,t εxp,t)  un vector ruido blanco.
Mediante el contraste LB de no autocorrelaci´ on, para cada   εi,t i = xm,xp del modelo
ECM (16) y 12,24,36 y 48 retardos, no se rechaza la hip´ otesis nula de que los residuos
no presentan autocorrelaci´ on. Asimismo, los gr´ aﬁcos de las ACF y PACF muestran que,
individualmente, las correlaciones y autocorrelaciones no son signiﬁcativamente diferentes de
cero al nivel del 5%. No obstante, se rechaza la hip´ otesis nula de que los residuos se distribuyen
seg´ un una normal multivariante (Doornik & Hansen 1994). Adem´ as, con el contraste ARCH
se rechaza la hip´ otesis de homocedasticidad para los residuos de la estimaci´ on de la serie
∆12xmt con 12 y 24 retardos.
La Tabla 3 muestra que, para un nivel de signiﬁcaci´ on del 5%, ante la hip´ otesis
24H0 : rango(Πk) = 0, el estad´ ıstico de la traza es inferior al valor cr´ ıtico9 para la fre-
cuencia cero, por lo que no existe relaci´ on cointegrante para esta frecuencia. Para las dem´ as
frecuencias se rechaza la hip´ otesis H0 : rango(Πk) = 0. Para el mismo nivel de signiﬁca-
ci´ on y la hip´ otesis H0 : rango(Πk) = 1, los estad´ ısticos de la traza son superiores al valor
cr´ ıtico para las frecuencias π/2, 2π/3, π/3y5 π/6, por lo que hay evidencia de que las se-
ries no contienen ra´ ıces unitarias en estas frecuencias. Los resultados para las frecuencias
anteriores son consistentes con los resultados obtenidos del contraste individual de ra´ ıces uni-
tarias. Para las frecuencias π y π/6, el hecho de rechazar H0 : rango(Πk) = 0 y no rechazar
H0 : rango(Πk) = 1 implica que, en el vector formado por las dos series, existe s´ olo una ra´ ız
unitaria en las citadas frecuencias. En la secci´ on 4.3 se rechaz´ ol ah i p ´ otesis de existencia de
ra´ ı zu n i t a r i ap a r al as e r i exmt en la frecuencia π/6, pero no para xpt. Esto mismo es lo que
reﬂejan los contrastes de la traza. Existe “cointegraci´ on” en esas frecuencias, ya que la com-
binaci´ on lineal entre una serie estacionaria y otra no estacionaria ser´ a estacionaria siempre
que el coeﬁciente asociado a la serie no estacionaria sea cero. Los resultados del an´ alisis de
cointegraci´ on apuntan en este sentido: el “vector cointegrante” asociado a la frecuencia π/6
es   β11 =(   v11,1)= (5,45 0,005), donde el coeﬁciente asociado a la serie xpt es 0,005, suﬁcien-
temente cercano a cero como para aﬁrmar que esta combinaci´ on lineal es estacionaria, aun
cuando xpt no lo sea para esta frecuencia. La misma idea justiﬁca que se encuentre relaci´ on
cointegrante entre las series xmt y xpt para la frecuencia π, ya que, al contrastar la existencia
de una ra´ ız unitaria en dicha frecuencia en la serie xpt, para un nivel del 1% se aceptaba
la hip´ otesis nula y para un nivel del 5% se rechazaba, y el estad´ ıstico de la traza muestra
evidencia de que la relaci´ on cointegrante existe. Dada la estimaci´ on del vector cointegrante
  β2=(   v2,1)=(8 ,50 −0,33), observamos que el valor del coeﬁciente asociado a la serie xpt,
es cercano a cero, lo cual podr´ ıa indicar que la serie xpt es no estacionaria en la frecuencia π.
5.4 Estimaci´ on del Modelo: Inmigraci´ on y Desempleo
Dado que las ´ unicas relaciones cointegrantes encontradas son triviales, se analizar´ a la estruc-
tura del modelo VA R (p) sobre las variables diferenciadas estacionalmente, para estudiar la
relaci´ on a corto plazo entre las dos series. Al analizar los correlogramas (Figura 14) de las
series ∆12xmt y∆ 12xpt, sus coeﬁcientes indican que ambas series son estacionarias y que
9Tablas con los valores cr´ ıticos en Caminero & D´ ıaz-Emparanza (1997),
25Figura 14: ACF, PACF y CCF: Diferencias estacionales
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existe estacionalidad. Los correlogramas cruzados (CCF), a su vez, indican que existe rela-
ci´ on entre ambas variables. Los criterios HQ y SC son m´ ınimos para p = 1, no obstante,
la estimaci´ on de un modelo VA R (1) para estas series presenta residuos autocorrelacionados.
Por este motivo, se utiliza la metodolog´ ıa Box-Jenkins, cuyo proceso de identiﬁcaci´ on nos
lleva, ﬁnalmente, a proponer el siguiente modelo:
(1 − φ1L − φ6L6)(1 − φ12L12)∆12Yt = εt (17)
Este modelo se estima como un sistema de ecuaciones no lineales: es decir, dado el vector
de residuos εt =( εxm,t,ε xp,t)  el m´ etodo de m´ ınimos cuadrados no lineales minimiza respecto




tΩ−1εt. Los resultados de esta estimaci´ on muestran, mediante el contraste ARCH,
que los residuos   εi,t i = xm,xp de la estimaci´ on de (17) no son homocedasticos para hasta
2624 retardos para ambas series y, mediante el contraste LB, que los residuos son individual-
mente incorrelacionados para retardos de orden superior a 1. Por lo tanto, se corregir´ al a
heterocedasticidad mediante el estimador de White al calcular las desviaciones t´ ıpicas de los
coeﬁcientes. Las matrices de par´ ametros y desviaciones est´ andar estimadas son:













































Los contrastes individuales al nivel del 5% revelan que los coeﬁcientes   φ1(1,2),   φ6(1,2) y   φ12(1,2)
no son signiﬁcativos, por tanto, los par´ ametros asociados a los cambios anuales en la tasa de
desempleo, ∆12xpt−j para j = 1, 6, 12, 13 y 18 no son signiﬁcativos en la primera ecuaci´ on.
A su vez, los coeﬁcientes   φ1(2,1) y   φ6(2,1) tampoco son signiﬁcativos, as´ ı que los par´ ametros
asociados a ∆12xmt−j para j = 1 y 6 son irrelevantes. Por lo tanto, los cambios anuales en
la tasa de desempleo no causan en sentido Granger a los cambios anuales en la inmigraci´ on
relativa, a un nivel del 5%; sin embargo, los cambios anuales en la inmigraci´ on relativa causan
a los cambios anuales en la tasa de paro a un nivel de signiﬁcaci´ on del 5%.
La relaci´ on entre ambas variables puede apreciarse en la ﬁgura 15, donde se muestran las
respuestas del sistema ante un cambio unitario en una de las variables, para los 120 meses
siguientes al shock. Los resultados muestran que el efecto sobre ∆12xmt de un shock unitario
en ∆12xpt es nulo y que el efecto sobre ∆12xpt de un cambio unitario en ∆12xmt,e sn u l o
para los 12 meses siguientes al impacto, y oscilar´ a entre valores positivos en los a˜ nos impares
y valores negativos en los a˜ nos pares. Este resultado puede matizarse teniendo en cuenta que
el operador MA es simplemente la inversa de la representaci´ on VA R , por lo que el efecto
total acumulado a largo plazo se puede obtener f´ acilmente como:





Donde las matrices   φi son las matrices estimadas del modelo VAR asociado al modelo (17).
Los valores de Ψ∞ indican que un cambio unitario en ∆12xmt provocar´ ıa un cambio acu-
mulado a largo plazo en ∆12xpt de 4,45 mientras que, el efecto de un aumento unitario en
∆12xpt provocar´ a una disminuci´ on acumulada de largo plazo en ∆12xmt de −1,0 × 10−14 es
decir, muy cercano a cero. Asimismo, los valores calculados del R2 son 0,45 para la primera
ecuaci´ on y 0,39 para la segunda ecuaci´ on. El valor del R2 calculado a partir de la segunda
27Figura 15: Funciones de Impulso-Respuesta
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ecuaci´ on considerando que ∆12xmt =0∀t, es 0,35 bastante cercano a 0,39, indicando que la
importancia de esta variable, la inmigraci´ on, para explicar el desempleo es bastante baja.
5.5 Conclusiones
En este trabajo se ha estudiado la relaci´ on entre las variables desempleo e inmigraci´ on a lo
largo del per´ ıodo enero 1981-diciembre 1998. Se ha analizado la estructura permamente de las
series por medio de los contrastes de ra´ ıces unitarias estacionales y de cointegraci´ on. Como
resultado, se ha encontrado que ambas series contienen ra´ ıces unitarias en varias frecuencias,
pero no presentan cointegraci´ on, de manera que no est´ an relacionadas a largo plazo. Siguiendo
la interpretaci´ on propuesta por Lee (1992), los datos indican que la pol´ ıtica de inmigraci´ on
llevada a cabo por Espa˜ na no ha logrado el objetivo de adecuar la inmigraci´ on a la estructura
del desempleo, lo cual hubiera redundado en un comportamiento permanente com´ un para al
menos alguna frecuencia. El hecho de no encontrar cointegraci´ on llev´ o a la estimaci´ on del
28modelo (17). Los coeﬁcientes estimados indican que, a corto plazo, no existe causalidad en
el sentido de Granger desde la serie desempleo hacia la serie de inmigraci´ on; sin embargo,
la relaci´ on de causalidad en sentido contrario s´ ı es signiﬁcativa. Pese a ello, la capacidad
explicativa del desempleo por parte de la variable inmigraci´ on es muy d´ ebil. Un posible motivo
p o re lc u a ll ap o l ´ ıtica de inmigraci´ on no ha tenido en cuenta la estructura del desempleo,
ajust´ andose a su evoluci´ on, se debe a que el impacto de la inmigraci´ on sobre el paro es muy
peque˜ no.
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