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Antiferromagnetic Heisenberg model on the triangular lattice is perhaps the best known example
of frustrated magnets, but it orders at low temperatures. Recent density matrix renormalization
group (DMRG) calculations find that next nearest neighbor interaction J2 enhances the frustration
and leads to a spin liquid for J2/J1 ∈ (0.08, 0.15). In addition, DMRG study of a dipolar Heisenberg
model with longer range interactions gives evidence for a spin liquid at small dipole titling angle
θ ∈ [0, 10◦). In both cases, the putative spin liquid region appears to be small. Here, we show that
for the triangular lattice dipolar Heisenberg model, a robust quantum paramagnetic phase exists
in a surprisingly wide region, θ ∈ [0, 54◦), for dipoles tilted along the lattice diagonal direction.
We obtain the phase diagram of the model by functional renormalization group (RG) which treats
all magnetic instabilities on equal footing. The quantum paramagnetic phase is characterized by a
smooth continuous flow of vertex functions and spin susceptibility down to the lowest RG scale, in
contrast to the apparent breakdown of RG flow in phases with stripe or spiral order. Our finding
points to a promising direction to search for quantum spin liquids in ultracold dipolar molecules.
Quantum spin liquids evade conventional long-range
order or symmetry breaking down to zero temperature
[1–4]. These highly entangled states have unique prop-
erties including possible topological order or fractional
excitations. Theoretically, the existence of certain spin
liquid states is firmly established from exactly solvable
models [5, 6]. While powerful numerical methods such
as Density Matrix Renormalization Group (DMRG) and
tensor networks (TN) have yielded clear evidence for spin
liquids in geometrically frustrated spin models including
the kagome lattice spin 1/2 Heisenberg model [7, 8] and
the triangular lattice J1-J2 Heisenberg model [9, 10], the
very nature of these spin liquids remains controversial.
Experimentally, two class of materials, herbertsmithite
[11] with kagome lattice structure and triangular lat-
tice organic compounds [12–14], have emerged as strong
candidates for quantum spin liquids. In the continuing
search for spin liquids, it is useful to examine other model
spin systems that are experimentally accessible.
A new class of quantum spin models, dubbed dipo-
lar Heisenberg model, with long-range exchange inter-
actions were recently predicted to harbor spin liquids.
This model can be realized using polar molecules con-
fined in deep optical lattices [15–18]. Similar spin models
with tunable range and anisotropy have also been exper-
imentally demonstrated with cold atoms with large mag-
netic moments [19], Rydberg-dressed atoms [20, 21], and
trapped ions [22, 23]. These experiments thus motivate
the exploration of the phase diagrams of dipolar Heisen-
berg model. Compared to the J1-J2 model, further range
exchanges compete and sometimes enhance frustration.
For example, TN calculation shows a narrow region of
paramagnetic phase on the square lattice [24] which is
also supported by RG analysis [25]. In Ref. 18, DMRG
predicts a spin liquid phase on the triangular lattice for θ
between 0 to 10 degrees, where the dipole tilting angle θ
controls the spatial anisotropy of the exchange. The spin
liquid regions however seem small for both lattices. In
addition, both DMRG and TN are limited to small lat-
tice sizes: the range of interaction has to be truncated,
and a small cluster is insufficient to accommodate the
spiral order which has incommensurate wave vector and
occupies much of the classical phase diagram. An inde-
pendent, alternative approach is needed.
In this paper, we provide compelling evidence that
the spin liquid region of the dipolar Heisenberg model
can be expanded by five fold, to θ ∈ [0, 54◦), by tilting
the dipoles towards the diagonal of the triangular lat-
tice. Our idea exploits the tunable anisotropy available
in experiments to suppress the stripe phase to arrive at a
simple phase diagram which contains the quantum para-
magnetic phase and the spiral phase, see Fig. 1(d). We
argue that quantum paramagnetic phase is a spin liquid
by comparing to DMRG. We further obtain the full phase
diagram for arbitrary dipole tilting (Fig. 2) using numer-
ical functional renormalization group which is capable of
handling long-range interactions and spiral order using
large cutoffs for the interaction range.
Dipolar Heisenberg model and its classical phases.
Consider dipolar molecules localized in a deep optical lat-
tice. Two rotational states of the molecule can be isolated
to play the role of pseudospin 1/2. The dipole-dipole in-
teraction induces long-range exchange interactions of the
Heisenberg form (see Ref. [17, 18, 24] for details)
H =
∑
i 6=j
JijSi · Sj , (1)
where the sum is over all pairs of sites in a triangu-
lar lattice and Si = (S
x
i , S
y
i , S
z
i ) are spin half operators
at site i. We assume one molecule per site and all the
dipole moments oriented along a common direction dˆ set
by an external electric field. In terms of the polar an-
gle θ and the azimuthal angle φ as shown in Fig. 1(a),
dˆ = (sin θ cosφ, sin θ sinφ, cos θ). The exchange interac-
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2tion then takes the dipolar form
Jij = J0[1− 3(rˆij · dˆ)2]/r3ij (2)
where rij = ri − rj for spins at sites ri and rj . Here the
lattice constant is taken to be unity and the energy unit
is given by J0, the leading dipolar exchange.
The dipolar Heisenberg model, Eq. (1)-(2), is severely
frustrated. In addition to the lattice geometric frustra-
tion, various (the nearest, second and further neighbor)
exchanges, with their relative magnitude and sign con-
trolled by dipole tilting [Fig. 1(c)], prefer different, com-
peting long-range orders. To appreciate the possible or-
ders, we first solve this model for classical spins [26].
Consider for example the case of φ = 0, i.e. dˆ titling
along the x-axis, and varying θ. From θ = 0◦ to ∼ 20◦,
it has the familiar 120◦ order. Stripe order takes over
for θ ∈ (20◦, 60◦), with the spins aligned along x but al-
ternating (S → −S) along y. For all other θ values, the
classical ground state is a spiral with incommensurate
wave vector q(θ, φ). As φ is increased, the stripe phase
shrinks and eventually vanishes. It is largely dictated by
symmetry: stripes along the lattice direction would break
the reflection symmetry of the Hamiltonian with respect
to the zˆ − dˆ plane and cost energy. This trend will con-
tinue to hold in the quantum phase diagram. The energy
minima of the spiral and 120◦ phase are very shallow, a
symptom of frustration [26]. As we will show below, they
are easily melted by quantum fluctuations, leading to a
drastically reconstructed phase diagram, Fig. 1(d).
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FIG. 1. (Color online) Dipolar Heisenberg model on the tri-
angular lattice in the xy plane. (a) The exchange Jij depends
on the dipole orientation dˆ, with polar angle θ and azimuthal
angle φ. (b) High symmetry points within the Brillouin zone.
(c) The competing exchange couplings Jij (site i is at the ori-
gin) for φ = 30◦ and θ = 0◦, 45◦ and 90◦ respectively. The
size of the circle indicates the magnitude of Jij , with positive
(negative) Jij shown in blue (orange). (d) The zero temper-
ature phase diagram at φ = 30◦ includes a wide quantum
paramagnetic phase, θ ∈ [0, 54◦), and a spiral phase.
Pseudo-fermion FRG. The key to find the phase di-
agram of the quantum dipolar Heisenberg model is an
accurate, unbiased many-body technique that can treat
the spiral order, long-range interactions, and large lat-
tices. Functional renormalization group (FRG) is well
suited for this purpose. It starts with the bare inter-
action, and systematically integrates out the high en-
ergy, short wave length fluctuations to track the flow
of the effective action functional. Under the flow to-
ward lower energy and longer wave length, the leading
many-body instability emerges as the dominant diver-
gence. We follow the pseudo-fermion FRG (pf-FRG)
put forward by Reuther and Wo¨lfle, which has been ex-
tensively benchmarked against other methods and ap-
plied to frustrated spin models [27–34]. The spin model
Eq. (1) is first rewritten in a fermionic representation via
Si =
1
2σαβψ
†
αiψβi where ψ’s are fermionic field operators.
The resulting interacting fermion problem is then solved
using the well-established fermionic FRG developed for
strongly correlated electrons [35–38]. Specifically, vertex
expansion up to one loop order yields the flow equations
for the fermion self energy Σ and the effective interaction
vertex Γ as functions of the sliding RG scale Λ,
∂ΛΣ(ω1) = −
∑
2
Γ1,2;1,2S(ω2), (3)
∂ΛΓ1′,2′;1,2 =
∑
3,4
Π(ω3, ω4)
[
1
2
Γ1′,2′;3,4Γ3,4;1,2
− Γ1′,4;1,3Γ3,2′;4,2 + Γ2′,4;1,3Γ3,1′;4,2
]
. (4)
Hereafter the Λ dependence of Σ, Γ, G, S etc. is omitted
for brevity, and we use the shorthand notation Γ1′,2′;1,2 ≡
Γ(i1, α1, ω1, i2, α2, ω2; i
′
1, α
′
1, ω
′
1, i
′
2, α
′
2, ω
′
2) with site index
i, spin α and frequency ω. The sum denotes integration
over ω as well as summation over lattice sites and spin.
The scale-dependent propagators are defined by
G(ω) =
Θ(|ω| − Λ)
iω + Σ(ω)
, S(ω) =
δ(|ω| − Λ)
iω + Σ(ω)
. (5)
Note that the bare fermion propagator only has frequency
dependence, G(0)(ω) = 1/iω [39]. Eq. (4) includes the
particle-particle, the particle-hole as well as the exchange
channel as shown by the following diagrams:
1
2
1′
2′
3
4
+
1
1′
2
2′
3
4
+
1
2′
2
1′
3
4
We adopt an improved truncation scheme beyond one
loop [40] where the bubble Π is given by the full derivative
Π(ω3, ω4) = − d
dΛ
[G(ω3)G(ω4)] . (6)
The first order nonlinear integro-differential equations in
Eq. (3) and (4) are supplemented by the following initial
3conditions at the ultraviolet scale ΛUV →∞,
Σ(ω)|ΛUV = 0, (7)
Γ1,2;1′,2′ |ΛUV =
1
4
σµα1α′1
σµα2α′2
Ji1,i2δi1i′1δi2i′2 − (1′ ↔ 2′).
We numerically solve the coupled flow equations Eq.
(3)-(4) together with the initial condition Eq. (7) and the
dipolar exchange Eq. (2) using the fourth order Runge-
Kutta, for a logarithmic frequency grid of Nω frequencies,
by takingNΛ RG steps from bare scale ΛUV down to zero.
We keep all couplings Γ within an NL × NL parallelo-
gram on the triangular lattice [26]. The computational
cost scales with NΛ · N2L · N4ω. We perform simulations
up to NL = 13, Nω = 64, and NΛ = 4Nω, i.e. four RG
steps between two neighboring frequency points. Fol-
lowing the efficient spin and frequency parametrization
scheme of Ref. 27, and exploiting the reflection symme-
try of H, we still end up with over 22 million coupling
constants (Γs). To make the calculation tractable, the
FRG code is designed to run parallel on thousands of
graphic processing units. We have benchmarked it and
found good agreement with known FRG results on the
square [27] and triangular [34] lattice J1-J2 model.
From Γ and Σ, we compute the static spin-spin correla-
tion functions in real space and then Fourier transform to
obtain the spin susceptibility χ(p) [27]. Let χmax be the
maximum value of χ reached at wave vector p = pmax
within the Brillouin zone shown in Fig. 1(b). Together
χ(p) and pmax offer clues about the onset or lack of long-
range order under the FRG flow. Typically χmax displays
Curie-Weiss behavior for Λ  1 until the build-up of
quantum correlations starts to kick in around Λ ∼ 1. An
instability towards long range order is signaled by the
divergence of χmax at some critical scale Λc < 1. The
finite cluster size and the truncation and discretization
regularize the divergence, and replace it with unstable,
irregular and oscillatory flow below Λc. Despite this, the
breakdown of the smooth flow is unmistakable, and the
type of incipient order can be inferred from the location
of pmax. It may also happen that the flow of χ remains
stable and smooth down to the lowest RG scale Λ → 0.
Then the system settles into a paramagnetic phase.
To orient the full FRG solution and compare with the
classical results, we first carry out static FRG, i.e. solving
the flow equations by ignoring all ω dependences [26, 41].
This approximation was shown to be consistent with ran-
dom phase approximation and Luttinger-Tisza method
[41]. From the flow of Γ, we extract a “critical scale” Λs,
at which the maximum value of Γ reaches a large cutoff
value (diverges). Thus Λs serves as a rough estimation of
the critical temperature for the long-range order. Fig. 2
shows the resulting Λs in false color with contour lines.
Here we find good agreement with the classical analysis.
The 120◦ order, where χ shows maxima at the corners of
the Brillouin zone, lies at small θ. For increasing θ, peaks
at K and K ′ come together and merge at the M point,
indicating the stripe phase. For even larger θ, the peak at
M moves towards the Γ point, signaling the spiral order.
Fig. 2 also shows that the spiral phase has the largest Λs
(in green) whereas Λs is significantly suppressed (in dark
blue) in the region around θ ∼ 15◦ and near the phase
boundaries. These dark areas are where spin liquid is
suspected to reside.
Phase diagram from pf-FRG. Solving the flow equa-
tions with full frequency dependence along multiple cuts
on the (θ, φ) plane and examining the flow of χmax and
the profile of χ(p) in momentum space, we arrive at the
zero temperature phase diagram of the dipolar Heisen-
berg model on triangular lattice shown in Fig. 2. The
solid line and the dashed line mark the phase boundary
between three major phases: the stripe, the spiral, and
the quantum paramagnetic (PM) phase. The most strik-
ing result from pf-FRG is the abundance of the PM phase.
A large portion of the classical spiral, including the 120◦
order, completely melts due to strong quantum fluctua-
tions and gives way to quantum paramagnet. Compared
to the J1-J2 Heisenberg model which shows a narrow
region of spin liquid between the 120◦ and stripe order
[9, 10], here the long-range dipolar exchanges suppress
the 120◦ order to favor a disordered state. Our result
agrees with earlier DMRG study of dipolar Heisenberg
model for φ = 0 with truncated interactions [18]. Both
predict a spin disordered phase for θ < θc, with θc ∼ 19◦
from pf-FRG and θc ∼ 10◦ from DMRG. Our new insight
is that the PM phase becomes much broader, θc ∼ 54◦,
if we tune φ to 30◦ to suppress the stripe phase.
Now we discuss the pf-FRG results for a few represen-
tative points on the phase diagram. Let us start with the
point P1 in Fig. 2, θ = 10◦, φ = 5◦. The spin susceptibil-
ity profile χ(p) at Λ ≈ 0.2 is shown in the middle panel.
It peaks at K and K ′, indicating the 120◦ correlations.
There is however no long-range order. We find instead
a remarkably smooth flow of χmax down to Λ→ 0 with-
out any sign of instability in the bottom panel of Fig. 2.
Note that small fluctuations at small Λ are artifacts due
to the frequency discretization and they diminish with
finer grid. Similar PM behaviors are observed for point
P2 and P3 at larger values of φ, with the χ(p) profile ti-
tled accordingly. These are our most significant findings.
Moving from point P1 towards M1, the peaks at K
and K ′ first become flatter and eventually coalesce at
θ = 17◦. Here χmax shows a massive degeneracy in p-
space: it peaks along the entire K-K ′ line. Beyond this
point, the flow of χmax shows increasing jumps at small
Λ, and a kink (or turning point, indicated by the small
arrow) is developed for θ > 19◦. At the point M1, χ(p)
is sharply peaked at M , and the flow becomes unstable
at small Λ, clearly indicating the stripe phase. Increasing
θ further beyond the pointM2, χ(p) develops a peak at
a location between the M and Γ point. Similar result
is obtained for other values of φ, such as the M3 point
in Fig. 2. Here, the sharp peak of χ(p) as well as the
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FIG. 2. (Color online) Zero temperature phase diagram of the
dipolar Heisenberg model on triangular lattice as a function
of the dipole tilting angle (θ, φ) showing the quantum para-
magnetic (PM), stripe and spiral phases. Solid and dashed
white lines are the phase boundaries (see main text). Color
contours shows estimated critical temperature Λs from static
FRG. Spin susceptibility profiles χ(p) at scale Λ < 0.5 are
shown in the middle panels for representative points marked
with P1, M1 etc.. The flows of peak susceptibility χmax are
shown in the bottom panels. For M1 and M3, the flow be-
comes unstable below some RG scale indicated by the arrows.
unstable flow unambiguously identify the spiral order.
To locate the phase boundaries in a systematic manner,
we introduce an empirical measure to quantify and detect
the breakdown of smooth FRG flow. For a given dipolar
tilting, we compute f(θ, φ) =
∑
Λ(χmax
∣∣
Λ
−χmax
∣∣
Λ−dΛ)
2,
i.e. the “sum of unphysical jumps” during the flow. The
value of f is very small in the paramagnetic phase be-
cause of smooth continuous flow, and very large for or-
dered phases because their unstable flow [26]. By com-
paring to DMRG, we know that at θ = 0, independent
of φ, the system is deep inside the PM phase. Thus, it
provides a standard measure f0 = f(θ = 0, φ = 0). If
f(θ, φ) ≤ f0, the low energy flow is equally smooth or
even smoother than that at θ = 0, we then conclude the
system flows to a disordered, paramagnetic phase. The
resulting boundary of the PM phase is shown by the solid
white line bending to the right in Fig. 2. The transition
from PM to stripe is marked by a rapid increase in f/f0.
In contrast, the transition from stripe to spiral is signaled
by smoothening of the flow and thus suppression of f (see
the flow for M2 in Fig. 2). We identify the stripe-spiral
boundary as where f develops a local minimum along
the horizontal cuts on the (θ, φ) plane. It is shown by
the white dashed line bending to the left in Fig. 2. This
line is also where the peaks in χ(p) become smeared and
the location of pmax begins to change character. In the
hatched region around M2 in Fig. 2, the flow is much
smoother than M1 and M3 at small Λ. It is analogous
to P1 but χmax reaches a much bigger value at Λ = 0.
Therefore, this small region is likely a second PM phase,
but on the verge of being ordered.
To summarize, our numerical FRG calculation reveals
a quantum paramagnetic phase occupying a large portion
of the phase diagram of the dipolar Heisenberg model.
FRG enables us to reach large cutoff distances for an
accurate description of the dipolar exchange and the spi-
ral order. It describes quantum fluctuations beyond the
spin-wave or Schwinger-boson theory. The widespread
lack of divergence in χ is unexpected. In hindsight, three
factors conspire to suppress long-range order. First is the
lattice geometric frustration. Second, the stripe order is
completely suppressed for dipole titling φ = 30◦ due to
symmetry, such that the paramagnetic phase extends to
as far as θ = 54◦. Third is the competition of Jij , i.e. ex-
change frustration, stemming from the long-range dipo-
lar exchange (see Fig. 1). Even in the J1-J2 model, finite
J2 enhances paramagnetic behavior [9, 10, 42]. Longer
range exchanges lead to very flat classical energy land-
scape, with distinct orders close in energy. These weak
classical orders are melted by quantum fluctuations to
form a quantum paramagnet.
Our results suggest that experiments on ultracold
quantum gases of polar molecules with electric dipole mo-
ments or atoms with large magnetic dipole moments are
promising systems to explore frustrated magnetism and
search for spin liquids [15, 19]. There are two limitations
to the current pf-FRG method. First, the flow equation
is restricted to one-loop diagrams. An improvement is
to include two-loop terms as achieved recently in Ref.
[43]. Second, current pf-FRG implementation cannot di-
rectly characterize the spin liquid states. Future work
is needed to elucidate the nature of the predicted spin
5liquid states in various spin 1/2 models on the triangu-
lar lattice [44, 45], which remains an outstanding open
problem.
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CLASSICAL PHASE DIAGRAM
To find the classical ground states of dipolar Heisenberg model, we substitute the operator S with classical vector
Si = S(cosq · ri, sinq · ri, 0) in the Hamiltonian H =
∑
ij JijSi · Sj with dipolar coupling Jij and obtain the classical
energy
Ecl(q) = S
2
∑
ij
Jij cos(q · ri − q · rj). (S1)
We minimize Ecl with respect to q = (qx, qy) to find the ordering wave vector qmin. As an example, we plot the
energy landscapes Ecl(q) and the corresponding spin configurations in real space for three representative angles in
Fig. S1. Here, we have chosen a 40-by-40 lattice grid and performed the summation numerically for each value of q
in the Brillouin zone. By performing this analysis for each point in the parameter space of dipolar tilting (θ, φ), the
phase diagram of the system can be found as shown in Fig. S1.
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FIG. S1. Left: the top row shows classical energy landscapes Ecl(q) as a function of qx and qy for three different dipolar tilting
angles. Dark (blue) regions are energy minima whereas bright (yellow) regions are energy maxima. The wavevector minimizing
the energy is indicated with a white dot in each figure. The bottom row shows the ordering (spin configuration) in real space
for the minimum energy wavevector q = qmin. Right: the phase diagram obtained from classical analysis showing three phases.
From the locations of the minima in the energy landscape, one can see the 120◦ order for small tilting with ordering
vector qmin = 2pi(1/3, 1/
√
3), the stripe order for intermediate tilting with qmin = 2pi(0, 1/
√
3), and finally the spiral
order with wavevectors that are generally incommensurate with the lattice spacing and change continuously within
the Brillouin zone with dipolar angles. Fig. S1 is obtained by scanning the (θ, φ) plane along a few horizontal cuts
and finding the phase boundaries along these cuts.
FREQUENCY INDEPENDENT FUNCTIONAL RENORMALIZATION
When frequency dependence of the vertex is ignored, the self energy term in the flow equations vanishes and the
following spin parametrization can used
Γ1′,2′;1,2 = Γs(i1, i2)δi′1i1δi′2i2σα′1α1σα′2α2 − (1′ ↔ 2′), (S2)
which obeys the following simplified flow equation
d
dΛ
Γs(i1, i2) =
2
pi
1
Λ2
[
− 2Γs(i1, i2)Γs(i1, i2) + Γs(i1, i2)Γs(i1, i1) +
∑
j
Γs(i1, j)Γs(j, i2)
]
. (S3)
2Note that a parametrization in the density channel is also allowed by symmetry in the form δα′1α1δα′2α2 , however such
a term vanishes under frequency independent renormalization flow as demonstrated in Ref. [27] and therefore can
be neglected (we will implement parametrization in the density channel in the next section). The factor in front of
the right hand side of Eq. (S3) comes from the remaining frequency dependence of Green function bubble and the
integral of this term is calculated as
1
2pi
∫
dω2Π(ω, ω) =
1
pi
∫
dω
1
ω2
δ(|ω − Λ|)Θ(|ω| − Λ)
=
1
pi
[
1
2
1
Λ2
+
1
2
1
(−Λ)2
]
=
1
pi
1
Λ2
. (S4)
The first order coupled differential equations are solved numerically starting from the initial condition at the bare
(ultraviolet) scale ΛUV
Γs(i1, i2)
∣∣∣∣
Λ=ΛUV
=
1
4
Jij (S5)
down to the infrared scale Λ0  1. From the vertex, the static spin susceptibility can be calculated as
χ(i1, i2) ≡ 〈Szi1Szi2〉 =
1
2piΛ
δi0i2 −
1
pi2Λ2
Γs(i1, i2). (S6)
From translational invariance, the vertex Γs only depends on i1 − i2. To monitor the flow, we Fourier transform
the susceptibility and inspect its momentum space profile. Since the only energy scale in the problem is the exchange
energy J0 which is taken to be the unit of energy, we set up a renormalization grid for Λ starting from two orders of
magnitude smaller than this scale Λ0 ∝ 10−2 up to two orders of magnitude larger than the exchange scale ΛUV ∝ 102
with logarithmically spaced mesh. We have checked that further increasing this interval (e.g. increasing ΛUV ) does
not change the FRG flow noticeably.
The phase boundary can be located by inspecting the susceptibility profile χ(p) for each parameter to determine
its peak location. Since the sharp peaks turn to flat ridges near the phase boundaries, it is much more convenient
to pinpoint the phase boundary by monitoring the degeneracy of the susceptibility profile. For example, as we move
along a horizontal cut going from the 120◦ phase to the stripe phase, the maxima at K and K ′ points gets elongated
and eventually merge to give the shape of an extended ridge along the K −K ′ line at the phase boundary. Once we
enter the stripe phase, the maxima at M point dominates to lift the degeneracy along the K −K ′ line. To determine
the degeneracy, we divide the momentum space into Nbins bins and count Npeak, the number of bins within which
χ(p) reaches at least 90 percent of its maximum value. Then the degeneracy is assigned as Npeak/Nbins. The phase
diagram resulting from this analysis is shown in Fig. S2. It is very similar to the classical diagram Fig. S1. Note
the static FRG takes into quantum fluctuations not considered in the classical analysis. As a result, the 120◦-stripe
boundary is pushed slightly to the left, while the stripe-spiral boundary is shifted slightly to the right, each by about
2◦. The agreement with the classical phase diagram serves as a sanity check for the back bone of our FRG calculation.
DETAILS OF FULL FUNCTIONAL RENORMALIZATION IMPLEMENTATION
For numerical implementation of FRG flow equations with full frequency dependence, we use the following
parametrization
Γ1′,2′,1,2 = Γ
spin
i1i2
(s, t, u)σα′1α1σα′2α2δi′1i1δi′2i2 + Γ
density
i1i2
(s, t, u)δα′1α1δα′2α2δi′1i1δi′2i2 − (1′ ↔ 2′) (S7)
where (1′ ↔ 2′) implements fermionic antisymmetry and frequency dependence is expressed in terms of Mandelstam
variables s = ω1 + ω2 = ω
′
1 + ω
′
2, t = ω1 − ω′1 u = ω1 − ω′2. In this parametrization, the first term is the spin-spin
interaction parametrized by the well known σ · σ form, whereas the second term is the density-density interactions.
Site dependence is parametrized by terms like δi′1i1 or δi′1i2 so that a ψ
† term is matched with ψ term in the interaction
vertex ψ†ψ†ψψ. This parametrization, along with site independent self energy and full Green function
G(i′1, ω
′
1, α
′
1; i1, ω1, α1; ) = δi′1i1δω′1ω1
1
iω1 + Σ(ω1)
(S8)
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FIG. S2. Right: phase diagram of the dipolar Heisenberg model on triangular lattice from static (frequency-independent)
FRG calculation, in good agreement with classical analysis. Left: the susceptibility profiles for three selected points in the
phase diagram and the corresponding renormalization flow of the susceptibility maximum. The divergence of spin suscepti-
bility maximum indicates long-range order. Dark (blue) regions are susceptibility minima whereas bright (yellow) regions are
susceptibility maxima.
ensures that the fermion hopping is forbidden and number of fermion per site is fixed at one. This has been discussed
in detail in Ref. 27. It has been explicitly checked in Ref. 46 that the fermion number constraint is preserved exactly
in pseudofermion FRG at zero temperature as implemented here.
Once G and Γ are obtained from the numerical renormalization flow, we calculate the static spin susceptibility
using the following diagrammatic expression
χi1,i2 =
∫ ∞
0
dτ〈TSi1(τ)Si2(0)〉 = + (S9)
where “ ” is the representation for the Pauli matrix σ for spin at site i, Si = 1/2σα′αψ
†
α′iψαi.
A. Frequency Grid
We use the zero temperature formalism such that the Matsubara frequencies become continuous variables
ω ∈ [−∞,∞] and frequency summations become infinite integration ∫∞−∞ dω/2pi. Since the vertex contains three
independent frequency variables (the fourth one is given by energy conservation), the computational cost increases
quickly as the frequency resolution is increased. Changing frequency variables into Mandelstam form significantly
reduces the cost due to symmetry of the vertex s→ −s, t→ −t, u→ −u and self energy Σ(−ω) = −Σ(ω) as shown in
Ref. [27] based on the structure of the flow equations. As a result, it is sufficient to restrict the frequency integrations
to positive axis
∫∞
0
dω based on this symmetry. For numerical implementation, one has to introduce minimum ωmin
and maximum ωmax frequencies in the positive axis which can be considered as ultraviolet and infrared limits of the
theory. In choosing these limits, we have to remember that the only energy scale is the dipolar exchange energy J0
defined in Eq. 1 of main text which is taken to be the unit of energy in our theory, i.e. J0 = 1. Thus, the conditions
on the frequency limits are wmax  1 and ωmin  1. In our simulations we take ωmax = 100 or 400 and ωmin = 0.01
or 0.005 and checked that the final results do not change.
The most important step in setting up the frequency grid is to decide the number of points between ωmin and ωmax
and their spacing. Recall that the frequency dependence of the running couplings is weak at large frequencies due to
the Green function bubbles in the flow equation. So we choose a logarithmically spaced frequency grid, with a spacing
increasing with ω, containing Nω = 48 or 64 points within the entire frequency range. We have check that the final
results do not change with further increase in Nω or when we switch to a grid with spacing given by a geometric series
ωn = ωmin(
n − 1)/( − 1) with grid parameter  determined by ωn=Nω = ωmax. Once the frequency grid is set up,
4the RG grid is automatically determined which can be symbolically demonstrated as
ωmin ωmax
Λ
We take four renormalization steps between each frequency grid and solve the flow equation using standard Runge-
Kutta method. Due to discreteness of the frequencies, there may be small “oscillations” in the flow of χ as Λ moves
from one frequency grid point to the next (see for example, point P1 and P3 in Fig. S3). These small oscillations are
natural for any numerical implementation and well controlled: they can be reduced by choosing a denser grid.
B. Truncation of Interaction Range
We emphasize that our calculation is not done for a finite lattice with open boundary conditions. We assume
translational invariance such that the vertex Γspini1i2 and Γ
density
i1i2
only depend on the difference ri1 − ri2 which can be
visualized as a bond between site i1 and site i2. Note that each bond has three frequency variables. In practice, the
computational cost increases rapidly with the number of bonds and the number of discrete frequencies. We choose a
reference site i1 at the origin, consider all bonds within the region of a NL-by-NL parallelogram and discard bonds
outside this region. (We have also tried a circular cutoff region with radius NL. The results are essentially the
same for sufficiently large NL. The parallelogram is adopted because it is easy to implement on parallel computing
platforms.) Formally, this corresponds to an infinite spin system with truncated effective interaction range. (In the
pfFRG literature, this truncation in the interaction range is simply referred to as “the cluster size” for brevity. It
is not to be confused with a finite lattice with open boundary conditions. There is no physical boundary in our
implementation. In passing, we mention that periodic boundary conditions have recently been considered within
pfFRG in an alternative implementation in Ref. [47].) It is critical to choose a sufficiently large NL while keeping the
calculation feasible on modern GPU devices.
From the real space susceptibility data χi1,i2 ≡ χ(ri1 − ri2), we take the Fourier transform as
χ(p) =
∑
i1−i2
χi1,i2e
ip·(ri1−ri2 ). (S10)
Here, the number of points p in the Brillouin zone can be taken as arbitrarily large, since an infinite lattice is
assumed. By inspecting χ(p), we determine the leading ordering tendency from the maximum susceptibility χmax
and monitor its RG flow. To understand the susceptibility flows, one can view heuristically the renormalization scale
Λ as the temperature of the system. Probing collective phenomena at lower energies by reducing the sliding RG
scale corresponds to reducing the temperature of the system. At low temperatures, the system either enters into a
magnetically ordered phase or stays paramagnetic down to the lowest numerical scales. If a magnetic order develops,
the correlations functions such as the spin susceptibility would show divergence at some critical temperature. At
this point, the correlation length becomes infinite indicating long range order in the thermodynamic limit. However,
since we have to truncate the correlations due to finite computational resources, such divergences will be regulated.
Therefore, instead of a simple divergence commonly encountered in single channel RG, the growth of χmax beyond
the critical scale Λc will eventually be replaced by unstable flows as shown in Fig. S3 for point M1 and M3. This
is the price we have to pay for retaining all channels on equal footing and flowing the entire Γ instead of just a few
running couplings. In practice, the breakdown of smooth flow beyond the critical scale is actually a blessing. It serves
as a telling sign of the many-body instability toward the development of long range order. In contrast, if the FRG
flow smoothly reaches the lowest infrared scale without any disturbance (see point P1 and P3 in Fig. S3), there is no
indication for long range order and the ground state is a quantum paramagnet.
We have systematically investigated the effect of varying NL on the flow and phase boundary. Some examples are
shown in Fig. S3 for a few different truncations (NL = 7, 13 and 19).
Paramagnetic phase – We observe that the RG flows for parameters within the quantum paramagnetic phase, such
as point P1 and P3, remain smooth and finite. Susceptibilities stay almost unchanged when we double or triple NL.
Such NL-independence points to a quantum paramagnetic phase in the thermodynamic limit, and is consistent with
the conjecture that it is a spin liquid with short range correlations.
Magnetic phases – On the other hand, for the stripe (M1 point) and spiral phase (M3 point), the onset of the
long range order can be easily identified from the RG flows in Fig. S3. Here the susceptibility shows a divergence
5tendency until a critical scale Λc which is indicated roughly by the black arrows. For these two points, the divergence
becomes stronger and the value of Λc converges as NL is increased. Thus, the instability toward long range order is
unequivocal. Below the critical scale Λ < Λc, the RG flows break down and show unphysical, discontinuous jumps
depending on NL, in sharp contrast to the continuous flows for point P1 and P3.
The spiral phase presents a challenge for FRG calculations. Ideally, a very large NL is preferred because the ordering
wave vector pmax may, in principle, depend on the details of the bare and effective interactions at longer distances
beyond the cutoff NL. This turns out not to be the case. We have checked that pmax is not very sensitive to NL
provided it is large enough (e.g. NL = 13). To get an accurate estimation of Λc and the critical temperature for
the spiral phase, which is not our main goal here, one has to carefully track the dependence of the flows as NL is
increased, preferably to very large NL, because the convergence of the flow is slower compared to the stripe phase.
In summary, we emphasize that whether or not the systems flows into a long range ordered phase, as reflected by the
breakdown of the smooth flow, does not depend in the choice of truncation NL (see Fig. S3). The identification of
the spiral and stripe phase is thus unambiguous.
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FIG. S3. Renormalization flows of the susceptibility maxima χmax toward paramagnetic phases (P1, P3) and magnetic phases
(M1, M3) for different truncations of interaction range NL = 7, 13 and 19. The black arrow indicates the critical scale Λc.
C. Estimation of the Phase Boundaries
Here we present additional details about the f function introduced to estimate the phase boundary between the
paramagnetic and magnetic phases,
f(θ, φ) =
∑
Λ
(χmax
∣∣
Λ
− χmax
∣∣
Λ−dΛ)
2. (S11)
By comparing the flows in Fig. S3, one can see that the value of f is very small in the paramagnetic phase because
of the smooth continuous flow, and very large for ordered phases because the unphysical discontinuous jumps below
Λc. The value of f changes dramatically as the phase boundary is crossed.
As an example, the left panel of Fig. S4 shows the values of f along a cut for small azimuthal angle φ = 1◦ and θ
from 0◦ to 90◦. Details of the susceptibility flow for selected points along this cut is shown in the top row of Fig. S5.
The smooth, continuous flow at θ = 0 indicates a paramagnetic phase. This is consistent with the recent DMRG
study that claims the ground state at this point is a spin liquid [18]. As θ is increased, f stays flat before dipping
slightly around θ = 16◦ and then starts increasing slowly afterwards. At θ = 19◦, f reaches the same value at θ = 0◦
and we mark this point as the phase boundary (the phases are indicated by different color fillings in Fig. S4). Note
that this is a conservative estimation, because a sharp increase of f occurs later. So the paramagnetic phase may
actually persist to larger values of θ. In the stripe phase, f is very large. Around θ = 68◦, f shows a local minimum.
This point is identified as the boundary between the stripe and spiral phase, and it is consistent with the change in
the profile of χmax(p).
The right panel of Fig. S4 shows the value of f for azimuthal angle φ = 30◦. The detailed flows of selected points
are shown at the bottom row of Fig. S5. Here the paramagnetic phase persists to much larger θ angles. The same
6criterion for f gives the phase boundary at θc = 54
◦. The situation here differs from the small φ case. The stripe
phase is completely suppressed and the paramagnetic phase directly transitions to the spiral phase.
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FIG. S4. The value of f along two distinct horizontal cuts of the phase diagram, φ = 1◦ (left) and φ = 30 (right).
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FIG. S5. Details of the susceptibility flow for φ = 1◦ (top row) and φ = 30◦ (bottom row). The values of θ are shown in the
title of each subplot. Insets show the susceptibility profiles in the Brillouin zone.
