University of Alabama in Huntsville

LOUIS
Theses

UAH Electronic Theses and Dissertations

2016

GenScreen : a genetic algorithm for protein crystallization
screening
Samyam Acharya

Follow this and additional works at: https://louis.uah.edu/uah-theses

Recommended Citation
Acharya, Samyam, "GenScreen : a genetic algorithm for protein crystallization screening" (2016). Theses.
174.
https://louis.uah.edu/uah-theses/174

This Thesis is brought to you for free and open access by the UAH Electronic Theses and Dissertations at LOUIS. It
has been accepted for inclusion in Theses by an authorized administrator of LOUIS.

GENSCREEN: A GENETIC ALGORITHM FOR
PROTEIN CRYSTALLIZATION SCREENING

by

SAMYAM ACHARYA

A THESIS

Submitted in partial fulfillment of the requirements
for the degree of Master of Science in Computer Science
in
The Department of Computer Science
to
The School of Graduate Studies
of
The University of Alabama in Huntsville

HUNTSVILLE, ALABAMA
2016

In presenting this thesis in partial fulfillment of the requirements for a master’s
degree from The University of Alabama in Huntsville, I agree that the Library of this
University shall make it freely available for inspection. I further agree that permission
for extensive copying for scholarly purposes may be granted by my advisor or, in
his/her absence, by the Chair of the Department or the Dean of the School of Graduate
Studies. It is also understood that due recognition shall be given to me and to The
University of Alabama in Huntsville in any scholarly use which may be made of any
material in this thesis.

Samyam Acharya

(date)

ii

ABSTRACT
School of Graduate Studies
The University of Alabama in Huntsville
Degree

Master of Science

College/Dept. Science/Computer Science

in Computer Science
Name of Candidate
Title

Samyam Acharya

GenScreen: A Genetic Algorithm for Protein Crystallization Screening

Protein crystallization screening focuses on determining the factors crucial for
successful protein crystallization. Protein crystallization may require large number of
parameters to be considered for setting up cocktails that would yield suitable large
crystals for X-ray data collection. These parameters include types of reagents, ionic
strengths, types of salts, pH value of buffers, temperature, etc. In this thesis, we
introduce GenScreen, a genetic algorithm which identifies combinations of reagents
and concentrations that have a higher degree of synergy and potentially offer better
crystalline outcome. The advantage of using genetic algorithm for protein crystallization
screening lies in its ability to handle large number of parameters in an uneven search
space environment. With GenScreen, we can employ selective pairing of conditions,
which could be useful in identifying precipitant synergy for obtaining crystals and
antergy (pairs that produce no crystals) and thus narrow down the screening process.
Our initial experiments showed that the output of GenScreen had a 33% average
overlap with the associative experimental design (AED) in terms of the crystalline
conditions. Wet lab experiments for protein AbIPPase using the output of GenScreen
produced 50 crystalline conditions (30 more than crystalline conditions by the AED).
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CHAPTER 1

INTRODUCTION

Protein crystallization is the process of formation of protein crystals. This
process depends on a number of experimental conditions such as pH, temperature,
ionic concentrations and various other reactions that affect crystal growth. Every
protein has a unique primary structure and needs its own set of parameters to be
set up in order to yield crystals for that protein [1] [2]. The optimal conditions for
crystallization are difficult to predict because the total number of potential solutions
to be tested turns out of be in the order of hundreds of thousands, and setting up
experiments for all these conditions is highly impractical. Due to this, the conditions
for crystallization are determined using screening experiments.

1.1

Motivation

Visualization of protein structure via crystallography has a significant role
in clinical chemistry [3]. Protein crystallographic methods have been adopted by
researchers in drug discovery and optimization for over two decades to aid in compound
design [4] [5] [6] [7]. It allows researchers to visualize how drug molecules bind with
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target proteins. Structural information lends itself to small-molecule design and the
generation of new chemical ideas for drug discovery process [3].
Crystallization screening aims to identify the important factors that contribute
to the crystallization of proteins. The major hurdle in the screening process is the
vast chemical space that is often expanded to hundreds of thousands of conditions.
Cost and time constraints make exhaustive trial of all these conditions practically
impossible. In order to increase efficiency of the experiments, commercial screens
are now available that are likely to produce successful outcomes for some proteins.
However, these screens are not guaranteed to work for all proteins (especially ones
that are difficult to crystallize). An alternative would be to analyze the results of
existing experiments and derive new conditions based on those results. But this
approach is not without faults because of several reasons. The first and most crucial
is the vast number of possible conditions and only few successful outcomes. Because
of this, the data is highly skewed and identifying factors for crystallization is very
difficult [8]. There may not even be a correlation between those factors. The data
has no known distribution (normal, linear, exponential, etc.) and so modeling the
data using conventional methods is not possible. Also, there is no way to measure the
effectiveness of conditions which makes classification difficult.

1.2

Research Problem

In this thesis, we would like to analyze whether genetic algorithms could be used
to generate crystalline conditions by analyzing the results of previous experiments.
Given a screen (population) of conditions along with their scores, the goal is to
2

generate a new set of conditions that would produce crystalline conditions. A genetic
algorithm makes use of a large and uneven search space to produce optimal results.
Genetic algorithm is suitable for protein crystallization screening since it produces a
population of conditions (or cocktails) as an output compared to other methods (e.g.,
classification methods) that evaluate a single condition.
Initial tests on a few proteins produced multiple hits (crystalline conditions)
which motivated us to implement and refine GenScreen to generate results for screening
experiments of other proteins as well. Firstly, the results of GenScreen was compared
against the associative experimental design (AED) outputs for proteins AbIPPase,
KpIPPase and CjIPPase. GenScreen was then evaluated for protein AbIPPase in the
wet-lab and produced a good number of crystalline conditions (almost 2.5 times the
crystalline conditions of AED).
For future reference, the questions this thesis aims to answer are stated more
clearly below:

Q1: Can data from previous screening experiments be used to generate better
conditions for future experiments?
Q2: How can crystalline conditions be generated without knowing the actual
outcome or score of the conditions?

1.3

Thesis Organization

This thesis is organized as follows. Chapter 2 lays out the background for
some of the key terminologies associated with protein crystallization that will aid
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the reader in understanding the discussions that follow. It also provides related
work for developing experiments for protein crystallization. Chapter 3 explores some
essential genetic algorithm terms and how they are utilized by GenScreen. It then
goes into explaining the algorithm components in more detail. Chapter 4 provides the
theoretical and experimental results of our method along with the analysis of results.
Chapter 5 summarizes results of using GenScreen for protein crystallization. The
thesis concludes with a brief discussion on improvements and possible directions for
future research.
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CHAPTER 2

BACKGROUND

Protein Crystallization is the process of growing crystals in a solution to identify
protein structure. Setting up an experiment with multiple combinations of reagents to
make solutions for crystal growth is called screening. Since the number of combinations
of reagents can be very high, there are several commercial screens available that help
crystallographers to increase experiment efficiency. However, the available commercial
screens are not guaranteed to crystallize difficult proteins. Also, since the number of
solutions in these screens is limited, the data collected from these screens also tend to
be limited to just those solutions. There are no reliable metrics to measure chemical
distances, and so it is hard to establish some sort of correlation between factors that
affect crystallization. There are also cost factors that need to be accounted for. It
is not practical to set up experiments covering thousands of conditions due to the
cost and limited availability of proteins and resources. The success rate for difficult
proteins is low.

5

2.1

Related Work

Existing methods for optimizing protein crystallization screening can be categorized
into two classes based on whether they use results from previous experiments [9]. In the
first category, chemical factors and levels are defined by user. This approach does not
take in data from previously conducted experiments. Full Factorial Design, Incomplete
Factorial Design, Block design and Bayesian design are some of the methods that fall
under this category.
Full Factorial Design is an exhaustive approach and uses all combinations of
reagents and concentrations to generate and exhaustive set of conditions [10]. This
approach is not practical because of redundancy and expense of setting up experiments.
Details of some common experimental designs can be found in [10] [11].
Incomplete Factorial Design selects a shorter list of conditions by identifying the
important factors for crystallization and generating conditions based on those factors.
The incomplete factorial method reduces the number of experiments significantly by
using statistical methods to separate important factors for crystallization [12]. It
makes efficient use of small quantities of proteins to design balanced experiments with
respect to statistically important factors.
Another method is the Sparse Matrix Sampling (SMS), put forth by Jancarik
and Kim (1991). The SMS method further reduces the amount of proteins needed
for initial screening by designing a sparse matrix of trial conditions selected from
known crystallization conditions [13]. The major parameter variables chosen were pH
and buffer materials, additives and precipitating agents. The values for the pH and
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buffer were chosen from known conditions with successful crystalline outcomes. The
choice of reagents was also based on past experiences of many crystallization trials.
Commercial screens based on SMS have been developed.
The second approach would be to design experiments using data from previously
conducted experiments. Data mining methods such as regression, classification,
association analysis, etc. have been used for experimental design domain [14] [15].
However, these methods did not prove to be effective in the context of screening
optimization due to insufficient and highly skewed data and a very large solution
space [16] [17].
A third method called Associative Experimental Design (AED), proposed
by Dinc et al. [18], uses outcomes of previously conducted experiments to generate
new conditions by identifying screening factors that are most likely to produce high
scoring crystalline outcomes. It is not an initial screening process as it uses results
from the previous screening conditions having a higher probability of producing good
crystals. It analyzes conditions that have common reagents and swaps the rest of
the reagents among the conditions to produce new candidate conditions to be tested
in the lab. AED is different from previously discussed methods in that it analyzes
possible interactions between reagents to determine new crystalline conditions.
A genetic algorithm-inspired concept for optimizing screening process was put
forward by Emmanuel et al, which used the principles of crossover and mutation
to produce novel conditions [19]. This method used hits (conditions that produced
crystals) from previously conducted experiments and applied crossover and mutation
to some of the hits to generate new conditions. It does not assign scores to reagents or
7

conditions and the crossover and mutation process and was run only up to the second
generation. But even with this extremely simplified version of the genetic algorithm,
the researchers were able to generate crystalline conditions from the 50 conditions of
the Hampton Research Crystal Screen [19].

2.2

Setting Up Experiments

Protein crystals are grown in a saturated solution in the wet lab. A solution is
made up of several crystallization agents such as buffers, precipitants, salts and other
additives. The buffers are used to maintain pH of solution and additives to control
solubility of protein. Once the solutions are prepared, experiment plates are set up
with the solutions and protein (Figure 2.1).

Figure 2.1: Sample Plate for Crystallization Screening
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Protein is generally dissolved in a liquid solution. Formation of protein crystals
requires the solution to be super-saturated (the concentration of the solute is above
the solubility limit). Solutions that are under-saturated or saturated will not produce
crystals. However, a super saturated solution alone does not guarantee crystal
growth and the process is affected by several other physical factors such as pH,
temperature, activation energy, and other chemical reactions within the solution. For
successful crystallization, a specific activation energy and an ordered sequence of
inter-molecular-interactions are required [20] [21].

2.3

Scoring of Protein Crystals

There are many scoring schemes for protein crystallization outcomes. In our
experiments, we have used Hampton scoring [22], which uses a range of 1 to 9 to
score proteins (Table 2.1). In this thesis, the scores for protein crystals are assigned
manually by experts. Figure 2.2 shows sample images corresponding to each Hampton
score.
Table 2.1: List of Hampton and revised scores
Hampton scoring
1
2
3
4
5
6
7
8
9

Revised
0
1
2
3
4
5
6
7
8
9

Outcome
Heavy amorphous precipitate
Clear solution
Phase change (oiling out)
Precipitate (light)
Bright spots or granular precipitate
Spheroids, dendrites, urchins
1D needles
2D needles
3D crystals, small, <200µm
3D crystals, large, >200µm
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Figure 2.2: Sample microscopic images of the protein crystallization outcomes. (0)
Heavy amorphous precipitate (1) Clear solution (2) Phase change (oiling out) (3)
Precipitate (light) (4) Bright spots or granular precipitate (5) Spheroids, dendrites,
urchins (6) 1D needles (7) 2D plates (8) 3D crystals, small (9) 3D crystals, large

10

CHAPTER 3

GENETIC ALGORITHM

3.1

Overview

Methods for protein crystallization screening such as full factorial and incomplete
factorial experiments are balanced. These methods do not consider generation of
novel conditions. The AED method proved that novel conditions can be generated
by swapping reagents among cocktails having common elements. The success of
AED in generating novel conditions with good crystalline outcomes was the primary
motivation for developing GenScreen. However, AED works only with cocktails that
have a common reagent, meaning that there could be some potential conditions with
a high degree of crystallization that could be missed by AED.
GenScreen takes a different approach. It analyzes reagents and their individual
scores in the dataset and then generates conditions based on the aggregate score of
individual reagents in a condition. It can be said that GenScreen is a more generic
implementation of AED in that it pairs two conditions that do not necessarily have
common reagents, but rather have a high individual score themselves, to generate new
conditions. This allows GenScreen to capture conditions that may have been missed
by AED.
11

3.2

Method

The key steps in a genetic algorithm are encoding, selection, crossover and
mutation. The last 3 steps are repeated in succession until an optimal result set is
achieved.

3.2.1

Chromosome Encoding
The primary issue to be addressed while implementing a genetic algorithm is

the representation of the chromosome. In our case, a chromosome is a single cocktail
made up of pH (buffer), precipitant and salt. Hence, our chromosome is of length
3 (buffer, precipitant and salt). The most common way of encoding chromosomes
in many genetic algorithms is binary encoding. However, we did not adopt binary
encoding because it only adds to the complexity of our problem. Instead, we chose to
represent our conditions by their index values in the dataset.

D = {(Ci , Si )|(C1 , S1 ), (C2 , S2 ), ..., (Cn , Sn )}

where D is our dataset and the pair (Ci , Si ) corresponds to the condition Ci
and its score Si for the ith entry in the dataset. Our method uses 3 components of any
given condition: pH of the solution, type of precipitant and type of salt. Therefore, a
cocktail is represented as

Ci = {pHi , Pi , Si }
where i is the number of samples in our dataset, pHi is the pH of the ith
solution, Pi is the type of precipitant, and Si is the salt
12

While our primary implementation considers only 3 reagents (buffer, precipitant
and salt), we also have another version that splits salts into their respective cations
and anions and evaluates them separately. In this case the length of the chromosome is
4 (buffer, precipitant, cation and anion). We call this version as ion-separated version
of GenScreen. The chromosome for an ion-separated condition is represented as:

Ci = {pHi , Pi , Ci , Ai }
where i is the number of samples in our dataset, pHi is the pH of the ith
solution, Pi is the type of precipitant, Ci is the salt cation and Ai is the salt anion.

3.2.2

Fitness Score Calculation
One of the challenges we faced while developing GenScreen was the lack of a

robust mechanism for calculating the fitness score of conditions. The actual score
of a condition can only be known by setting it up in the wet lab and observing the
outcome. However, this cannot be done for every condition generated by the program.
We had to develop a scoring mechanism that would make use of available scores from
previous experiments. After analyzing the ranking mechanism of AED, we decided
that we could use the significance ratio [18] to compute scores for individual reagents
and then average the individual scores to obtain the overall score for a given condition.
Each reagent (δr ) in the dataset has its own significance score ρ(δr ), which is
the ratio of the average of the scores of conditions in the dataset having that reagent
vs. average of scores of cocktails without that reagent. As an example, the significance
ratio of a precipitant P is calculated as:
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ρ(δp ) =

µ(δp )
µ(∆ − δp )

(3.1)

where µ(δp ) is the average score of all cocktails containing precipitant P and
µ(∆ − δp ) is the average score of all cocktails not containing precipitant P.
Significance ratio greater than 1 (i.e. ρ(δp )>1) implies that the reagent performs
better than average while this significance ratio less than 1 (i.e., ρ(δp )<1) implies that
the reagent performs worse than other reagents.
The Fitness Score (FS) for a chromosome is the average of the significance ratio
of all 3 components (i.e. buffer, precipitant and salt) of the corresponding cocktail.

F Si =

µ(δb ) + µ(δp ) + µ(δs )
n

(3.2)

where i is the index of cocktail in the dataset, ρ(δb ) is the significance ratio of buffer,
ρ(δp ) is the significance ratio of precipitant, ρ(δs ) is the significance ratio of salt and n
is the total number of cocktails in the dataset.
In case of the ion-separated implementation, the fitness score is calculated as:

F Si =

a)
µ(δb ) + µ(δp ) + ( µ(δc )+µ(δ
)
2
n

(3.3)

where i is the index of cocktail in the dataset, ρ(δb ) is the significance ratio of buffer,
ρ(δp ) is the significance ratio of precipitant, ρ(δc ) is the significance ratio of cation,
ρ(δa ) is the significance ratio of anion and n is the total number of cocktails in the
dataset.
14

3.2.3

Selection
The selection process consists of picking two cocktails from the population

with a relatively high fitness score for the crossover step. There are several techniques
for selection available such as fitness proportionate selection, reward based selection,
stochastic universal sampling, tournament selection, etc. [23]. GenScreen maintains
diversity in the choice of reagents and does not completely eliminate the weaker
reagents. For this reason, we have chosen the tournament selection technique. The
idea behind tournament selection is to select the fittest candidate (one with the highest
fitness score) out of a small subset of the total population. So, if there are 100 cocktails
in the main population, we create a subset of (say 5) randomly chosen cocktails, and
then select the fittest out of that subset. This selection process is done twice to
produce two parent chromosomes.

3.2.4

Crossover
Crossover is the process of creating a new chromosome using genes from two

parent chromosomes. In our case, we have chosen a single point crossover to determine
gene inheritance. In single point crossover, a number between 1 and the total length
of the chromosome is taken at random. That number is the crossover point and it is
the index that marks the separation of inheritance for the child chromosome.

P Ci = {pHi , Pi , Si }
P Cj = {pHj , Pj , Sj }

15

P Ci and P Cj are two parent chromosomes obtained from the tournament
selection process described in the previous section. Let the random crossover point be
2. With this value, the child chromosome receives its first two genes from parent i
and the remaining genes from parent j and generates the following child:

CCi j = {pHi , Pi , Sj }

The ion-separated implementation has a similar crossover process.

3.2.5

Mutation
The next step in the algorithm is called mutation, and its purpose is to introduce

some variation in the child chromosome. We maintain the original screening dataset
and pick a random gene from the child chromosome and replace that gene with a
corresponding gene from a randomly selected candidate in the original dataset. Thus,
the child chromosome has a gene from the original dataset that is different from the
ones inherited from its parents.
Mutation is controlled by a parameter called mutation rate, which is assigned a
random value between 0 and 1. Before applying mutation, a random number between
0 and 1 is generated and its value is checked against the set mutation rate. If the
value of the newly generated random number is less than the mutation rate, then the
child chromosome is mutated. Otherwise the child chromosome is left as is.
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3.3

Optimization of Results

Once the algorithm runs for a specified number of iterations, we apply some
enhancements to the conditions to increase the efficiency of the output dataset. This
includes filtering out undesirable conditions, adding concentrations of reagents and
ranking the conditions.

3.3.1

Removing Prohibited Conditions
Certain combinations of reagents are known, either from literature or empirically,

to produce bad results (precipitates or phase separation). Such combinations are
defined in a list by an expert. The final population generated by the algorithm is
scanned for any prohibited conditions. All conditions that are deemed forbidden are
removed from the final population.

3.3.2

Generating Concentrations
Once we obtain the final list of candidate cocktails, we vary the concentration

of the additive reagent to make at least 3 variations of the same cocktail. A cocktail
with buffer B, precipitant P and additive S would have three solutions of varying
concentrations of S. The initial concentration is the highest concentration from either
the input dataset, or from the original screen compositions. The concentration of S is
reduced typically by 20-25% for the two subsequent solutions. This means that for
a 96-condition screen, there are 32 unique combinations of A, B and S with three
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different concentrations of S. Concentration of buffer and precipitant are kept constant
(usually at 0.1 and 0.2M respectively).

3.3.3

Applying Ranking to Candidate Cocktails
Since the algorithm produces a large number of candidate cocktails, there

needs to be ranking mechanism for the cocktails so that the lab personnel may use
higher ranked cocktails in the experiment for better results. The rank of a cocktail
is calculated as the average value of the significance ratio of its individual reagents,
which is the fitness score of that cocktail. Candidates are ranked and sorted from the
highest to lowest in the final output file.

3.4

Principle of Operation

The first step in the algorithm is the reduction of the dataset. The program
takes the output of previous experiments as input and generates a reduced dataset by
taking only the distinct rows from the file. This dataset is the original population and
subsequent generations will be derived from this population. The original population
is maintained throughout the program execution for mutation purposes.
Once we have the original population, we apply tournament selection, crossover
and mutation in iterations to create a new population of cocktails. The number of
iterations is set to a size around twice the original population (i.e., twice the count of
distinct cocktails in the reduced dataset). This yields the first generation of cocktails.
Successive generations produce higher scoring cocktails. Figure 3.1 summarizes the
logistics of GenScreen.
18

Figure 3.1: GenScreen flowchart

A sample case of applying the genetic algorithm in GenScreen is shown in
Figure 3.2. In this case the crossover point (cp) is set to 1, which means the child
chromosome receives its first gene from parent 1 and the second and third genes are
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inherited from parent 2. A random number between 0 and 2 is used to select the gene
for mutation. In this case the number is 2 so the third gene is mutated. Concentrations
for precipitant and salt are added next and then finally the condition is assigned a
ranking score.

Figure 3.2: Sample case

3.5

Genetic Algorithm Parameters

There are 4 important parameters in the algorithm: population size, tournament
size, iteration count and mutation rate. The initial population is made up of the
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distinct cocktails in the input file. This count is usually lower than that of the original
input file. Since the process of selection of parent chromosomes is random, the size
of the second-generation cocktails needs to be greater than the first. The population
size parameter can be used to set the desired size of the successive generations. This
reduces the chances of losing reagents that could have good outcomes.
Tournament size parameter sets the size of the tournament during the parent
chromosome selection process. If the tournament size is set to 1, a single random
chromosome will be selected from the population. If the tournament size is set 3 then
3 random conditions will be selected from the population and the fittest of the three
is chosen as a parent chromosome. The second parent chromosome is selected by the
same process.
Iteration parameter specifies the number of iterations the algorithm should be
run. This is related to the number of cycles of crossover and mutation that will be
applied to the original dataset. For low number of iterations, high ranking cocktails
may not have been identified completely. The number of iterations is kept within the
range of 100-200 to make sure the algorithm does not converge to the local maxima.
The fourth parameter is the mutation rate. This parameter is used to decide
whether to mutate a reagent in a cocktail or not. It is assigned a value between 0
and 1. Once the crossover process is completed and a new generation is formed, the
process of mutation begins. Mutation process goes through every reagent of every
cocktail in the new generation. A random number is generated for each reagent and
compared with the mutation rate. If the random number happens to be smaller than
the mutation rate, the reagent is mutated. Mutation in our case is replacement of
21

a reagent of a cocktail with a randomly chosen reagent of the same category from
the original dataset. It should be noted that mutation is not applied to the final
generation.
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CHAPTER 4

EXPERIMENTS AND RESULTS

GenScreen was implemented as a C# application using .NET 4.0 framework in
Visual Studio 2015. The application has a simple GUI which allows users to upload a
Microsoft Excel file with the results of a screening experiment. The file must be in a
specific format for it to be read by the application (proper headers and data types).
The output of the application is an MS Excel file that lists the candidate cocktails
sorted by their ranks.
3 different proteins were used for analysis: AbIPPase, KpIPPase and CjIPPase.
The input file for all 3 proteins were the combined results of 4 previous screening
experiments on 96-well plates. Therefore, every input file had 384 rows. The files were
fed into the program and a set of results were derived for each protein. For a single
protein, the algorithm was run using different values for the algorithm parameters
(i.e., population size, tournament size, number of iterations and mutation rate) and
the output files obtained from different sets were combined to form a single output
file. Different values of the algorithm parameters produced different conditions, so
merging the output files gave us a larger dataset with additional families.
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To evaluate GenScreen, we compared our results with the results of AED for
the same proteins mentioned above. AED analysis had been done on all 3 proteins
and the results were tested in the lab. We generated output for the same proteins and
compared our results with that of AED and observed the number of hits obtained. Our
goal is to get a subset of AED hits while generating distinct cocktails not generated
by AED.
Our major experiments use three reagents (buffer, precipitant and salt). At
the end of the chapter, we also provide an analysis of experiments where salts are
separated into their ions.

4.1

Experiment Results

There are 4 important genetic algorithm parameters that affect the outcome of
the program:
1. Number of iterations (ω)
2. Population size (ρ)
3. Tournament size (θ)
4. Mutation rate (µ)

4.1.1

Number of Iterations
The number of iterations plays a crucial role in determining the high-ranking

cocktails. Higher number of iterations are likely to produce higher ranking cocktails.
However, in our case, since we apply mutation to the new generation by taking genes
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from the original population, slight fluctuations may occur in the overall score of the
dataset as shown in Figure 4.1. The optimal value of iteration is hard to determine,
but it can be estimated by analyzing the top-ranking condition.
In Figure 4.1, highest score was obtained around 40 iterations for protein
CjIPPase while the highest score was around 50 iterations for KpIPPase. For AbIPPase,
the score was the highest at 10 iterations and between 30-40 iterations. There are
some fluctuations in the score and higher number of iterations does not always mean
higher score. There is a limit on the highest score that can be obtained from a dataset
and that score fluctuates based on the number of iterations. The exact number of
iterations required for a protein cannot be known initially, but it can be estimated by
running the algorithm for several iterations.

Figure 4.1: Number of Iterations vs. Score
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Figure 4.2 shows the relationship between the number of iterations and the
number of distinct families obtained in the final output. Usually, the number of distinct
families is initially high because the first population is the input dataset itself. After
that however, the number of distinct families usually goes down for some iterations
and climbs back up. This is because of the initial scoring process, which tends to
maintain high ranking conditions in the population. Since high ranking conditions
are favored by the algorithm, the genes that contribute to higher scores remain in
the dataset. Successive mutations add diversity to the population and the number of
distinct families starts to climb after certain number of iterations.

Figure 4.2: Number of Iterations vs. Distinct families

4.1.2

Population Size
High ranking cocktails do not necessarily guarantee crystal formation. Figure 4.3

shows the plot for population size vs. score. Larger population size is generally

26

expected to produce higher scoring conditions because of the large number of distinct
conditions. However, due to the randomization of the selection process, the highest
scoring condition may be identified early in the process. In such cases, further runs
may generate lower ranking conditions. It is up to the analyst to filter out conditions
(from prior experience) that are known to produce bad outcomes. Because of this, we
need to have a large number of samples in the final output. If the input file has 96
cocktails, then we need to produce about 3 times that number in the final output.
Setting the population to be the same as the input file size yielded low number of
distinct families of conditions in the final output as seen in Figure 4.4. Of these, some
conditions are removed because they either already appear in the input dataset, or
they are forbidden conditions. The score usually increases with larger population.
The score also depends on the data and the number of distinct reagents present in the
input dataset.
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Figure 4.3: Population size vs. Score

Population size did not have much effect on the number of distinct families
as depicted in Figure 4.4. Setting the population size to a very low value lowers the
number of distinct families, and setting the value to about 2 or 3 times the size of the
input dataset produced the best results.
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Figure 4.4: Population size vs. Distinct families

4.1.3

Tournament Size
Tournament selection was the preferred choice for parent chromosome selection

in the algorithm. The advantage of this approach is that it can identify top ranking
reagents among the list and prioritize pairings with the best ranked reagents. As
shown in Figure 4.5, setting high values for tournament size produced higher ranking
conditions. The scores remain constant after a certain point, which means the highest
ranking conditions have been identified and the score cannot increase further. However,
this could also mean that the result set may be dominated by a very limited number
of families. In Figure 4.6, the number of distinct families increases up to a certain
point with increase in tournament size, but then it starts decreasing. This means that
the tournament size should be maintained at a low value to ensure variation in the
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final output. We found that a tournament size between 1 and 3 usually had the best
results.

Figure 4.5: Tournament size vs. Score

Figure 4.6: Tournament size vs. Distinct families
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4.1.4

Mutation Rate
The value of the mutation rate had a major effect on the diversity of reagents in

the progressive generations. Since an old population is replaced by a new population
in every iteration, low values of mutation rate extracts fewer reagents from the original
dataset. In the end, only the high ranking reagents remained in the final output.
Figure 4.7 shows the correlation between mutation rate and scores of conditions.
Mutation rate does not have much effect on scores since high ranking conditions will
be identified eventually by the algorithm. Figure 4.8 shows the correlation between
the mutation rate and the number of distinct families. For low mutation rates, there
are fewer number of families because fewer child chromosomes undergo mutation and
so variation in genes is not as apparent as it is in the case of high mutation rates.

Figure 4.7: Mutation rate vs. Score
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Figure 4.8: Mutation rate vs. Distinct families

4.2

Comparison with AED

3 output files were generated for each protein using different values of our
genetic algorithm parameters. The 3 files were merged into one single file to aid in
analysis of the overall performance of the algorithm. We have evaluated GenScreen
with respect to the original (ion-combined) as well as the ion-separated versions. The
output of GenScreen was compared with the experiment results of the AED output.

4.2.1

Ion-combined Version
Our initial goal was to analyze the overlapping conditions between AED and

GenScreen. Table 4.1 lists out the 3 proteins considered for our experiments and the
number of conditions generated by the algorithm for different values of the algorithm
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parameters along with the highest scoring conditions. The results were merged into
one single output file to contain a wider range of conditions for experiment design.

Table 4.1: Comparison of algorithm parameters

Protein

# of
Population Tournament Mutation
# of
Highest
iterations
size
size
rate
conditions
score
400

200

1

0.5

410

3.25

KpIPPase 400

200

3

0.75

244

3.91

400

300

2

0.75

489

3.74

400

200

1

0.75

291

3.09

AbIPPase 400

200

3

0.75

232

3.25

400

300

1

0.5

401

3.09

400

200

1

0.75

495

4.00

400

300

1

0.75

630

3.67

400

300

2

0.75

447

4.01

CjIPPase

In Table 4.1, protein CjIPPase with a 43.75% match on the crystalline conditions
had the highest degree of overlap with AED. KpIPPase had the lowest overlap (26.3%).
Since randomization is involved in the genetic algorithm, the overlap with AED may
go up or down on different trials of the algorithm. Around 30-40% overlap shows the
success of GenScreen while producing different conditions not found in AED. Table 4.2
shows detailed comparison results of GenScreen against AED.
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Table 4.2: Comparison of GenScreen hits against AED hits

Protein

# of
# of
Common
conditions
conditions
conditions
(GenScreen)
(AED)

AED
hits

Common % of
hits
AED

AbIPPase

896

812

258

20

6

30%

CjIPPase

1187

588

339

16

7

43.75%

KpIPPase

894

383

154

19

5

26.3%

Table 4.3, Table 4.4 and Table 4.5 list the crystalline conditions generated by
AED for proteins AbIPPase, CjIPPase and KpIPPase respectively. The highlighted
rows are the common conditions generated by both AED and GenScreen.
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35

36

37

38

39

40

4.2.2

Ion-separated Version
We also ran the input files on the ion-separated version of GenScreen which

analyzes ions separately. It is hard to compare results with AED for the ion-separated
version since AED only considered combined cations and anions whereas ours generates
new combinations of cations and anions. The ion-separated version of GenScreen
creates new conditions that are not generated by AED and its results can only be
confirmed after testing it in the wet lab. We provide a comparison for protein AbIPPase
for the two different implementations of GenScreen (ion-combined and ion-separated)
with AED in Table 4.7. There were several problems with the separate analysis of
ions. Firstly, there are a lot of entries in the input dataset that do not ionize, and so
there are no separate ions. For example, Sodium Chloride can be split into Sodium
(cation) and Chloride (anion). However, additives like propanol cannot be split into
ions. Because of this, crossover could not be applied in the conventional manner to
the additives since it would lead to formation of many forbidden conditions. Due to
this, several rules had to be applied to the crossover process in case of separate ion
implementation.
Secondly, mutation had to be checked to avoid invalid combinations of ions.
The child chromosome was checked for empty values and rules of association had to
be established. Because of these severe restrictions on the algorithm, there were not
many distinct families in the output file. Also, this implementation did not produce
high ranking conditions as the original.
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The third problem was generating concentrations of the newly created salts.
Since the algorithm produced a lot of salts that were not in the original input dataset,
their concentrations could not be derived from the dataset. As a work-around, the
concentrations of new salts were assigned the concentrations of their parent salts
having the same cation in the input dataset. For example, assume that crossover is
applied on two parent conditions having Sodium Chloride and Potassium Tartrate as
their respective salts. After the crossover, child condition may have Sodium Tartrate
as its salt. If Sodium Tartrate is a new salt that does not appear in the input dataset,
then its concentration is assigned the same value as that of Sodium Chloride (i.e., the
parent salt with the same cation).

Table 4.7: Comparison of ion-combined and ion-separated versions of GenScreen
with AED
Protein
(AbIPPase)

# of
# of
Common
conditions
conditions
conditions
(GenScreen)
(AED)

AED
hits

Common % of
hits
AED

Ion
combined

896

812

258

20

6

30%

Ion
separated

784

812

135

20

2

10%

Table 4.8 lists a subset of the output of the ion-separated implementation of
GenScreen. The highlighted rows are the conditions common with AED that produced
crystals.
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Besides the common hits stated in Table 4.2, there are several conditions
generated by GenScreen that have the same chemical composition as the ones that
generated crystals, but only differing slightly by concentration. We have observed
from past experiments that a family of conditions (a triplet of buffer, precipitant
and additive with varying concentrations) could produce good results by changing
concentrations in the favorable direction (increasing or decreasing). Since GenScreen
produces conditions that have the same family, it is highly likely that there could be
additional crystalline conditions in GenScreens output.

4.3

Wet-lab Experiments for GenScreen

In addition to comparison of results with AED generated outputs for the three
proteins, we have also evaluated GenScreen for protein AbIPPase in the wet lab
using a 96-well plate (i.e., 96 conditions selected from the GenScreen output file for
AbIPPase). Out of the 96 conditions, 50 produced crystals. These results are very
good compared to AED which produced 20 hits. GenScreen produced almost 2.5
times the hits AED generated. Table 4.6 lists the crystalline conditions generated
by GenScreen for AbIPPase. The list does not include the 6 overlapping crystalline
conditions mentioned in Table 4.3. Therefore, all the conditions in Table 4.6 are
unique conditions generated by GenScreen.

4.4

Running Time for GenScreen

We have compared the running time of GenScreen and AED. We have used
(provide your PC configuration) for time analysis. Table 4.9 compares the average
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program execution time of GenScreen and AED for the 3 proteins tested. It can be
observed that GenScreen produces within 2 seconds and with similar running times
as AED. We may state that GenScreen produces good crystalline conditions without
increasing the running time.

Table 4.9: Comparison of execution times of AED and GenScreen

Protein

Average execution time (seconds)
AED

GenScreen

AbIPPase

2.23

1.43

CjIPPase

1.48

1.94

KpIPPase

1.12

1.12
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CHAPTER 5

CONCLUSION

We have introduced a genetic algorithm, GenScreen, to produce crystalline
conditions by analyzing results (scores) of existing experiments. We have compared
the output conditions of GenScreen with the conditions of AED that were already
tested in the wet lab. For proteins AbIPPase, CjIPPase and KpIPPase, GenScreen
had an average 33.35% overlap with respect to the AED crystalline conditions. We
have further tested the output conditions of GenScreen for protein AbIPPase in the
wet lab and obtained 50 crystalline conditions (not including 6 overlaps with the
AED), which was 20 for the AED. This shows that GenScreen is an effective protein
crystallization screening method.
The output of the algorithm is determined by 4 parameters (iteration count,
population size, tournament size and mutation rate). At the time of the analysis, the
values were assigned intuitively by observing the output. For high ranking conditions,
higher values of tournament size and iterations are favorable. This would mean that
there would be a small variation in the family of conditions in the output file, and most
conditions would have the same family only differing in concentrations. Even though
the score of a cocktail may be high, we know that this alone is not the sole determinant
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of the actual goodness of the condition. Variation in the family is generally desired.
The parameter values were set such that there was a reasonable balance between score
and variation of the final set of output conditions. Due to the randomized nature
of the algorithm, it does not produce the same set of results at each run. For a set
of parameters, multiple runs of the same input file will generally produce the same
conditions at the top (high ranking conditions), but the conditions further down the
list may be different on each run. This is in part due to the principle of randomization
embedded in the various steps of the genetic algorithm.
We expanded our implementation of the algorithm to incorporate separate
analysis of cations and anions of salts as well. Even though there was not much
overlap between the output of the primary implementation and the ion-separated
implementation, there are still many conditions that were generated by interchanging
the ions of salts that are not generated by AED. The output of the ion-separated
implementation may be merged with our original output set to create a more
comprehensive candidate dataset for wet lab experiments.
Analysis of different concentrations of reagents could be studied in future work.
It has been observed that the effects of concentrations of reagents are significant.
Therefore, including concentrations of reagents in the chromosome may offer better
conditions.
One of the major issues associated with developing screening conditions is
the lack of a standardized notation for various reagents. A single reagent is often
represented by different names. For example, Polyethylene Glycol 3000 may be written
as PEG 3000. The two chemicals are the same, but our algorithm will treat them as
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separate entities. To resolve this problem, a parser is needed to recognize and resolve
duplicates in the input file to map to a standard notation.
The genetic algorithm parameters could be studied in more detail to establish
a correlation between their values and the outcomes to identify the optimal state.
By analyzing the output data for different values of the algorithm parameters on a
given input dataset, we can estimate the best values for the parameters and generate
conditions not generated by existing methods.
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