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ABSTRACT 
While highway safety has steadily improved throughout the United States, highway 
crashes and the resulting losses continue to be a significant concern in Louisiana.  Louisiana 
consistently lags behind the country in many key areas of highway safety.  To improve the 
conditions of roads in Louisiana, the Louisiana Department of Transportation and Development 
(LADOTD) has begun to implement the Highway Safety Manual (HSM) to evaluate existing and 
expected safety conditions and how to allocate limited improvement funds.  However, as the 
HSM was developed using aggregated national statistics, it is not always able to reflect the 
conditions present on specific Louisiana roadways.  The goal of this research was to address the 
limitations of applying the HSM predictive method in Louisiana, by creating and testing an HSM 
crash modification factor (CMF) founded on naturalistic driving behavior.  The intent of this new 
CMF was to identify abrupt braking and evasive maneuvers in specific freeway segments 
because these conditions have been demonstrated to be strong predictors of high crash potential. 
The CMF was applied to the HSM predictive method to more accurately and reliably forecast 
crashes on Louisiana freeways.   This research was conducted on freeway segments in Baton 
Rouge and showed that naturalistic driving behavior correlated with the HSM predicted crash 
frequency and also demonstrated that use of the crash modification factor affects the predicted 
crash frequency. 
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CHAPTER 1. INTRODUCTION 
In the United States, motor vehicle related crashes accounted for over three million 
injuries and over 40,000 deaths in 2003 (Hourdakis, Davis, Garg, Michalopoulos, 2005).  The 
State of Louisiana has some of the highest rates of highway crashes and crash-related fatalities. 
From 1993 to 2008, the average highway fatality rate in the United States declined; however the 
average fatality rate in Louisiana remained relatively steady and consistently ranked as one of the 
worst in the United States.  To address this issue, the Louisiana Department of Transportation 
and Development (LADOTD) created programs in 2009 to minimize crashes and fatalities. 
These programs included preventing alcohol impaired driving, promoting occupant protection, 
improving infrastructure and operations, and educating young drivers.  One of the programs was 
the Louisiana Strategic Highway Safety Plan (SHSP), which sought to accomplish “Destination 
Zero Deaths”.  The goal of the SHSP is consistent with the goals of the American Association of 
State Highway and Transportation Officials (AASHTO) to reduce fatalities by at least 50 percent 
by 2030.  The SHSP was based on statistical analyses of historical data, and focused on 
Infrastructure and Operations.  To reduce motor vehicle injuries and deaths, it emphasized the 4E 
approach: engineering, enforcement, education, and emergency response. 
With the introduction of the SHSP programs, the Louisiana fatality rate dropped by 14 
percent from 1.84 to 1.58 per 100 million vehicle miles from 2009 to 2010.  The 14 percent drop 
was viewed as a success in the state; however, it fell short of the state goal of 1.54 and the 
national average fatality rate of 1.09. 
Prior to 2010, the process used to identify high-risk locations for crashes was analysis of 
long-term historical data.  While this was beneficial to analyze prior crash history, the approach 
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was retroactive because it required the occurrence of crashes for analysis.  The historical data 
that engineers evaluated not only quantified the frequency of collision, but also the severity of 
collisions and their economic toll.  Using this method, engineers determined roadways that were 
less safe due to a high amount of crashes and losses, and provided recommendations for 
improvements to the safety of the roadway. 
In 2010, AASHTO published the Highway Safety Manual (HSM). The HSM provided 
analytical tools and techniques for traffic engineers to quantify the safety effects of planning, 
design alternatives, and operations and maintenance decisions.  The HSM methods were 
developed using aggregated national statistics and allowed computation of expected future crash 
frequency based on general national conditions.  However, because local conditions can vary 
widely from the national conditions used to develop the models, the HSM needs be calibrated to 
better reflect specific local conditions.  The HSM provides a calibration process to accomplish 
this, but that process can become more complicated for a multitude of reasons.  The most 
significant problem is identifying sites that meet the required HSM criteria.  The HSM criteria 
requires sites to be segmented by facility type such as rural two lane, rural four lane, urban 
arterial, and more.  The facility designation guides the user into steps that require specific data. 
Another problem is acquiring and including data for the HSM computation.  Past research has 
shown that calibration factors can vary significantly based on the data included and assumptions 
made.  These challenges while potentially yielding less than reliable crash predictions still 
represent the current state of practice. 
In recent years, researchers have developed various approaches to identify hazardous 
driving locations in a more efficient manner to increase the predictive capability of crash 
forecasting.  The 100-Car Study, performed by the Virginia Tech Transportation Institute at 
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Virginia Polytechnic Institute and State University (Neale, Dingus, Klauer, Sudweeks, & 
Goodman, 2005) analyzed abnormal driving actions that can result in near-collisions.  These 
“jerks” are also used as “crash surrogates”.  Near-collisions are defined as a conflict situation 
that requires a severe rapid maneuver to avoid a crash.  Locating these near-collisions gives the 
potential to pinpoint locations with a high risk for collisions, thus providing greater insight into 
the decisions made for improvements that can prevent injury or death.  The Virginia Tech 
research approach used Global Positioning System (GPS) sensors to collect detailed travel 
information including time, location, speed, acceleration, and direction, to better understand 
traffic conditions and incidents.  This type of data is often described as “naturalistic driving 
behavior”.  Once the data was collected, it was processed using Geographic Information Systems 
(GIS) to show the location of certain naturalistic driving behaviors, in particular, jerks. 
This thesis presents the results of a research effort to evaluate the safety of roadways 
using naturalistic driving behavior and its potential effect on the HSM predictive method when 
integrated into the HSM model.  This was accomplished by analyzing the historical crash data 
and the naturalistic driving behavior of subjects on Interstate 12 (I-12), applying the HSM 
predictive method to the same roadway segments, then creating a “crash modification factor” 
from the jerks and historical crash data.  This crash modification factor was then applied to the 
predictive method of the HSM to, theoretically, improve prediction results.  The effects of the 
factor were analyzed using statistical analysis. 
However as with most research there were limitations.  For example, the availability of 
data required for the HSM and data from the GPS was not always available due to disruptions 
from signal blockage.  Based on this, the focus of this thesis was centered on creating a 
calibration factor that could be used specifically for I-12, while also providing future researchers 
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a platform upon which to compare the calibration factors for other freeways.  It was theorized 
that this could ultimately lead to the creation of a statewide freeway naturalistic driving behavior 
calibration factor. 
In the following chapter of this thesis is a literature review to summarize how the HSM is 
used and presents background information relevant to the application of the HSM.  The literature 
review also examines naturalistic driving behavior and its predictive capabilities.  In the 
methodology chapter, the process used for data collection, application of the HSM predictive 
method and calibration factor development are discussed.  The quantitative results of the analysis 
are presented next and they are followed by a description of the key findings and conclusions 
drawn from the results of this research.  Finally, suggestions for the application of this 
knowledge and ideas for future research are offered. 
1.1 Objectives 
The goal of this research was to evaluate the safety of roadways using naturalistic driving 
behavior.  To achieve this goal, the following objectives were established and accomplished. 
1. Follow the prescribed procedure of the HSM to determine the predicted crashes 
on the segments of interest. 
2. Analyze naturalistic driving behavior using GIS systems to determine the 
number of critical jerk occurrences on the segments of interest. 
3. Analyze the historical crash data that occurred on the segments of interest. 
4. Determine a crash modification factor based on the critical jerks and observed 
crashes for use in the HSM. 
5. Repeat the prescribed procedure of the HSM and introduce the Critical Jerk 
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crash modification factor. 
6. Complete statistical analysis of the results of the HSM procedures as well as 
the historical crash data. 
1.2 Scope of Work 
The development of the critical jerk crash modification factor for I-12 in East Baton 
Rouge Parish was based on previous research studies about the predictive capability of 
naturalistic driving behavior.  The results of implementing this factor into the HSM predictive 
method were compared to that of the results without it.  The potential for future work was 




CHAPTER 2. LITERATURE REVIEW 
A comprehensive review was conducted of relevant literature to the current state of HSM 
application practice and to the current state of naturalistic driving behavior studies.  The focus of 
the literature review is on the HSM predictive method, the data collection process, naturalistic 
driving data, and critical jerk analysis.  The HSM predictive method uses roadway characteristics 
to estimate the annual crash frequency of a particular location.  Along with a summarization of 
the HSM predictive method, this review focused on data collection issues that arose from other 
studies of the HSM.  Naturalistic driving data required recording real-time driving data using 
GPS sensors.  Critical jerk analysis determined a jerk value that characterized a near-collision.  
The following sections analyzed each of these focuses. 
2.1 HSM Predictive Method 
The HSM is made up of three sections; the section critical to this research is the Part C 
Predictive Method.  The method uses a procedure to determine how safe an intersection or 
segment is based on its predicted crash frequency.  The predicted average crash frequency, 
Npredicted, is based on several factors.  These factors include various geometric design 
characteristics, traffic control, and traffic volume.  The predictive method is applied using safety 
performance functions (SPFs) that are found in the HSM, and are used to predict the average 
crash frequency of a segment under base conditions.  The description of base conditions for each 
SPF is located in Chapters 10, 11, and 12. The HSM has a specific SPF for each roadway 
segment and intersection type, including rural road segments, urban and suburban arterials, 
signalized and unsignalized intersections, and freeways. The SPF is a regression equation that 
relates average annual daily traffic (AADT) to crash frequency.  Crash modification factors 
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(CMFs) are used to account for the local conditions of an area by multiplying the CMF by the 
SPF.  These CMFs are a way of estimating the expected number of crashes to an area by using a 
ratio of the base conditions to the local conditions.  A CMF of less than one reduces the 
predicted number of crashes resulting in a safer roadway, but a CMF greater than one will result 
in an increase in predicted crashes. 
After multiplying the SPF by the applicable CMFs to account for deviations from the 
base conditions, the final step is based upon using a calibration factor (Cx) to account for the 
differences between national data and the local data.  When the SPFs, CMFs, and Calibration 
Factor are all multiplied together, the total number of predicted crashes for that particular 
location is given: 
 = 
	 × ( ×  × …× ) ×   (1)
where: 
Npredicted = predicted average crash frequency for a specific year for site type x; 
Nspf x = predicted average annual crash frequency determined for base conditions of the SPF 
developed for site type x; 
CMFyx = crash modification factors specific to SPF for site type x; and 
Cx = calibration factor to adjust SPF for local conditions for site type x. 
The HSM requires a roadway segment to offer two-way operation and continuous travel 
and is defined by consistent geometric and traffic control features.  In Table A-2 in Volume 2 
Appendix A, the required and recommended data elements can be found.  These include average 




signals, and other traffic control features.  However, gathering all of the relevant information can 
prove to be more difficult because Department of Transportations (DOTs) for each state 
generally do not have all of the data elements readily available.  The difficulties in collecting 
data are described in the following section of this literature review. 
A common issue when using the HSM predictive method and in particular when 
calibrating the results to a specific site was the lack of consistency in data available.  Many states 
have standard DOT data, but more data is required for the model to be conducted.  There have 
been many calibration studies done by various universities and agencies, and each one found its 
own challenges.  Utah Department of Transportation (UDOT) (Saito, Brimley, & Schultz, 2011) 
and the University of Florida Transportation Research Center had to exclude curved road and 
local road segments from their calibration due to lack of data and time restrictions (Srinivasan, 
Haas, Dhakar, Hormle, Torbic, & Harwood, 2011).  A more comprehensive study completed on 
this subject came from Oregon State University and Portland State University.  These 
universities were working on a joint project for the Oregon Department of Transportation and the 
Oregon Transportation Research and Education Consortium.  Their calibration included curved 
sections of roadway and provided more comprehensive results.  This study still had shortcomings 
due to data limitations so the calibration was limited to state highway segments, and not local 
roads (Dixon, Monsere, Xie, & Gladhill, 2012).   
Many of the state DOTs do not have all of the required information for calibration, and 
therefore relied on other sources to gather all of the required information, such as Google® 
Earth®.  The Oregon research teams used the Oregon DOT database as well as video logs and 
Google® Earth® to gather all of the necessary information (Dixon et al., 2012). The research 




to gather the required information (Saito et al., 2011).  The North Carolina Department of 
Transportation, with the help of the University of North Carolina Highway Safety Research 
Center, used multiple sources for calibration including aerial photographs, GIS, Traffic 
Engineering Accident Analysis System and roadway inventory databases (Srinivasan & Carter, 
2011) The University of Missouri completed a study for the Missouri Department of 
Transportation (MoDOT), and used the MoDOT Transportation Management Systems and 
Automated Road Analyzer system, along with Google Earth, to collect the necessary data (Sun, 
Brown, Edara, Claros, & Nam, 2013).  Studies completed by Clemson University on two-lane 
rural roads (Alluri, 2010) and by University of Louisiana at Lafayette on rural multilane 
segments (Sun, Magri, Shirazi, Gillella, & Li, 2011) also required multiple data sources.  Based 
on these findings, many of the state DOTs did not have all of the data required to conduct the 
HSM and therefore researchers needed to use other sources.  Although acquiring data was the 
most time consuming portion of these studies, the inclusion of as many data elements as possible 
allowed for the most reliable forecasting capabilities of the HSM. 
2.2 Naturalistic Driving Behavior 
 Naturalistic Driving Behavior (NDB) Studies are a new approach to understanding 
traffic.  It provides insight into driver behavior during every day trips by recording information at 
a continuous rate.  Generally, observations are made from a driver’s own car such as vehicle 
movements, and information about the driver and the surrounding area.   
The first study of this kind was the 100-Car Naturalistic Driving Study, and its purpose 
was to collect naturalistic driving data on a large scale.  The study was conducted by Virginia 
Polytechnic Institute and State University, where they equipped driver vehicles with unobtrusive 
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instrumentation to gather data (Neale, Dingus, Klauer, Sudweeks, & Goodman, 2005).  The Data 
Acquisition System (DAS) stored all of the data recorded by the various sources.  These sources 
were accelerometers, a headway detection system, side obstacle detection sensors, Doppler radar 
sensors, and five video cameras.  With all of these data sources feeding into the DAS, 
researchers were able to better understand driver characteristics, traffic conditions, and vehicle 
characteristics. 
The 100-car study got its name from the fact that there were 100 vehicles equipped with 
instrumentation.  The data collected from this study contained over 2,000,000 vehicle miles, 
which equates to over 43,000 hours of data to be analyzed.  During the time of data recording, 
there were 83 crashes recorded, and based upon loose definitions of near-crash and incident, 
there were 761 near-crashes and 8,295 incidents (Neale et al., 2005). 
Further research was done with the data from the 100-car study.  One study investigated 
various degrees of driver inattentiveness.  Utilizing a normal driving baseline, different types of 
driver conditions were associated with risks. The risks of near-crashes and crashes included a 
four to six time higher risk with drowsiness and three times higher when conducting complicated 
tasks (Klauer, Dingus, Neale, Sudweeks, & Ramsey, 2006). 
The next extension of the 100-car study was to determine if near-crashes could be used to 
determine the safety of a roadway.  With over 700 near-crash events and less than 100 actual 
crashes, it would be beneficial to use these near-crash events for roadway analysis as opposed to 
actual crashes.  For the purposes of the analysis, a near-crash event was defined as an instance 
that required a rapid and evasive maneuver to avoid a crash for the driver or any other vehicle, 




but they have similarities in contributing factors, which suggested that both events were 
complex.  This was an important observation because increasing sample size could potentially 
increase the amount of information available (Klauer, Dingus, Neale, Sudweeks, & Ramsey, 
2006). 
In southern Michigan, a report on road-departure crashes through the use of surrogates or 
near-crash events was conducted.  The correlation of surrogates to crashes could bring about a 
new understanding of risk factors for various types of crashes based upon the variations in 
everyday driving (Kostyniuk, Barnes, Blakenspoor, Blower, Bogard, Gordon, Green, 2011).  
This correlation was important because it presented the use of surrogates for analysis as a viable 
option.  The data was gathered in a Field Operation Test (FOT) in Southern Michigan using 11-
instrumented cars.  The vehicles were able to gather GPS data and lane tracking information.  
Upon completion of the study, the data was linearly referenced using Geographic Information 
Systems (GIS).  Statistical methods were used to model the crashes and surrogates to determine 
if surrogates correlated well with crashes.  The results confirmed that the study of surrogates 
allowed for greater data depth when analyzing crashes and safety of roadways. 
 In 2012, a study was completed to further extract data from the 100-Car Study.  The 
study created a new value called a critical jerk to aid in the analysis of near-crash events.  The 
goal of this research was to gain the ability to utilize data to identify near-crash events in a more 
accurate manner.  Utilizing critical jerks instead of longitudinal acceleration to determine near-
crash events was found to be 1.6 times more accurate than longitudinal acceleration. Another 
added benefit of using critical jerks is that it is capable of detecting these near-crash events 




 Research was completed to determine the threshold at which jerks became critical and the 
sensitivity of this analysis.  Using the 100-Car study dataset, a jerk threshold was determined to 
be 1.0 gravity/sec with a 95 percent confidence interval of 0.8-1.2 gravity/sec.  These findings 
showed that critical jerks provide less uncertainty to the number of detected near-crashes than 
that of longitudinal acceleration (Bagdadi, 2012). 
 Further research was conducted to explore the relationship between vehicle jerk with 
long-term traffic safety.  A study conducted by James Loy analyzed US Highway 101 in San 
Luis Obispo, California and found that using jerk percentage showed significant correlation with 
historical crash records.  This was done by running a negative binomial regression model, and 
showed that jerks provided a stronger correlation than geometric effects and average daily traffic 
(Loy, 2013). 
 After Loy proved that a correlation between jerks and historical crash records existed, 
Seyedeh Mousavi conducted research to increase the strength of correlation between jerk 
threshold and historical crash records.  Mousavi conducted a sensitivity analysis, and determined 
that the jerk threshold that adequately described an abnormal braking maneuver was a value of -
2.5 ft/sec
3
 for quarter-mile segment lengths (Mousavi, 2014). 
 Upon the success of the 100-Car Study, the Federal Highway Administration (FHWA) 
began the Strategic Highway Research Program 2 (SHRP2, 2006).  SHRP2 aimed to further the 
knowledge that was gained from the 100-Car Study in terms of driver behavior.  With the ability 
to gain even more knowledge about drivers, researchers would be able to better understand the 
effects that driving conditions have on drivers.  The major goal was to learn how drivers react in 




With the data gathered, researchers could potentially find counter measures for these risks.  
SHRP2 utilized similar DAS and instrumentation that was used for the 100-Car Study, but on a 
much larger scale with over 1,950 instrumentation packages.  Upon completion of the study, the 
FHWA expected to have 3,900 vehicle-years of data.  SHRP2 and the 100-Car Study were 
remarkably similar except SHRP2 was being done across the United States and with multiple 
vehicle types with the hope that it would provide a more comprehensive and complete dataset for 
analysis (Campbell, 2010). 
 Recent years have seen an increasing reliance on linear referencing to adequately locate 
incidents that occur on a roadway.  A dataset from Madison, WI contained about 130,000 
reported crashes per year from the years 1996 to 2005.  An algorithm was written for this dataset 
to provide location of crashes (Dutta, Noyce, Parker, Qin, Qiu, 2007).  The crash database that 
was used contained many data elements including accident-number, accident-location, 
intersection-direction, and more.  Along with this database, the use of the Wisconsin Information 
System for Local Roads (WISLR) was vital because it is a geo-spatial map of local roads in 
Wisconsin.  The findings showed that “86 percent of the crash records [from the algorithm map] 
matched in their locations” (Dutta et al., 2007) with a hand digitized map of Madison.  However, 
the Google Maps comparison yielded a 98 percent location match.  This accuracy could lead to 
the development of more detailed algorithms that can separate crashes into more specific groups 
and potentially lead to a decrease in crashes.  As technology improved, the use of GIS allowed 







The literature review above showed that there have been numerous studies across the 
country about naturalistic driving behavior as a predictor for crash potential and the application 
of the HSM predictive method.  This review also showed that for major naturalistic driving 
studies to be conducted there needed to be thorough vehicle instrumentation.  Many states have 
begun implementing the HSM predictive method, and their research has provided information on 
potential issues that arose during the process including data recording problems.  Some of these 
potential issues included data limitations, the selection of segments, and the segregation of 
crashes.  There existed a gap in the current state of the practice in that the current method did not 
utilize surrogate safety and naturalistic driving data for long-term safety performance of a 






CHAPTER 3. METHODOLOGY 
 The research methodology used in this thesis was aimed at improving the current state of 
practice in crash prediction, by incorporating naturalistic driving behavior data into the HSM 
predictive method.  The six objectives completed can be seen in Figure 1.  The first objective 
was using the traditional HSM predictive method to forecast crashes.  The second was collecting 
and analyzing naturalistic driving behavior characteristics using a method prescribed by Pande et 
al., 2014.  The NDB data provided real-time information about driver and roadway conditions 
such as speed, location, time of day, and more.  The next objective required sorting the historical 
crash data to include only crashes in the area of interest.  Using the historical crash data and the 
NDB data, a new crash modification factor was developed for inclusion in the HSM, and a 
second iteration of the HSM was conducted using the traditional method and including the new 
NDB-based CMF.  The sixth and final objective of this research was completing a statistical 
analysis to determine the effectiveness of a critical jerk crash modification factor in the HSM 
predictive method. 
3.1 HSM Predictive Method 
The HSM predictive method follows a prescribed set of steps with well-established 
parameters.  The methodology described in this chapter was for conducting the HSM predictive 
method on a freeway in Baton Rouge, in particular Interstate 12 (I-12) from its western 
beginning to the east border of East Baton Rouge Parish, as shown in blue in Figure 2.  This 
process required the use of the HSM Supplement that was released in 2014.  Due to the infancy 
of it, many state DOT’s have only just begun to implement it as current state of practice.  It 




injury, and Property Damage Only (PDO) crashes, or multiple vehicle or single vehicle 
scenarios. 
 
Figure 1: Flow Chart of the Methodology 
HSM Predictive Method
Historical Crash Data Analysis
Naturalistic Driving Data
Develop a Critical Jerk Crash 
Modification Factor
Conduct a Second Iteration of the 






Figure 2: Highway Segment of Interest on I-12 
3.1.1 Defining the Limits of Study 
The first five steps of the HSM were based on defining the extents of the predictive 
method and determining the availability of data.  Upon selection of the roadway type, the next 
step was the data collection.  This step required gathering and organizing roadway data by both 
geometric design and traffic control features.  This data was obtained from the LADOTD 
reference files in the form of an attribute table and an ArcGIS shapefile, which contained 
geometric design and traffic control features along with AADT.  Along with the roadway data, 
the historical crash data in East Baton Rouge Parish from 2009-2011 was obtained in the form of 
a Microsoft® Excel® spreadsheet.  In Table 1, the attributes of the segments are organized to 
include the key data required for analysis; Functional ID (FID), Average Daily Traffic (ADT), 
Section Length (Section_LE), Pavement Width (PAVEMENT_W), Number of Lanes 




shapefile provided by the LADOTD also contained census and population information that led to 
the determination that all of the roadway segments were in an Urban area. 
The LADOTD shapefile was separated into 10 segments totaling 10.13 miles in its 
original form.  The segments needed to be split according to the definition of a homogenous 
segment by the HSM to be used in this research.  A homogenous segment is defined by the 
following characteristics; number of through lanes, lane width, outside shoulder width, inside 
shoulder width, median width, ramp presence, or clear zone width.  Any change in these 
characteristics marked the beginning of a new segment. 
Table 1: Key Roadway Attributes from I-12 
 
To create the necessary homogenous segments, shape features were inserted into ArcMap 
at locations to mark where one segment ended and another began.  Once all of these features 
were inserted, the clip feature of ArcMap was used to split the shapefile into the proper 
FID 9 8 7 6 5 4 3 2 1 0
SECTION_LE 1.35 0.7 1.42 2.07 0.63 1.6 0.45 0.34 1.08 0.49
ADT 112400 92300 96200 92300 102300 96200 114700 92300 114700 102300
ROW_WIDTH 300 300 300 300 300 300 300 300 300 300
SHOULDER_T 4 4 4 4 4 4 4 4 4 4
PAVEMENT_T 70 60 60 70 70 60 70 60 70 70
PAVEMENT_W 72 48 48 72 72 48 72 72 72 72
NUM_LANES 6 4 4 6 6 4 6 6 6 6
MEDIAN_TYP 5 5 5 8 8 5 5 8 5 8
SHOULDER_1 0 0 0 0 0 0 0 0 0 0
PAVEMENT_1 0 0 0 0 0 0 0 0 0 0
PAVEMENT_2 0 0 0 0 0 0 0 0 0 0
NO_LANES_O 0 0 0 0 0 0 0 0 0 0
NEUT_GROUN 64 10 64 10 10 64 64 10 64 10
SHOULDER_W 10 10 10 10 10 10 10 10 10 10




homogenous segments.  These steps created a new dataset of 16 homogenous segments with the 
same key roadway attributes as in Table 1. 
3.1.2 Determination of Factors  
Using the data gathered from the LADOTD shape file, further progress could be made 
into the multi-step process of the HSM.  The remaining steps are based upon manipulating the 
base formula to include the appropriate factors, ultimately taking the following form: 
 = 
	 × ( ×  × …× ) ×     (2) 
where: 
Npredicted = predicted average crash frequency for a specific year for site type x; 
Nspf x = predicted average crash frequency determined for base conditions of the SPF developed 
for site type x; 
CMFyx = crash modification factors specific to SPF for site type x; and 
Cx = calibration factor to adjust SPF for local conditions for site type x. 
 For the selected sites, an appropriate SPF was determined and applied to the model.  The 
SPF served as an estimate of the predicted crash frequency under base conditions.  After crashes 
were predicted assuming base conditions, the crash modification and calibration factors were 
applied based upon the findings.  The crash modification factors accounted for the differences 
between base conditions and the specific site of interest, but no calibration factors were 
developed to refine the HSM predictive method.  Once the appropriate crash modification factors 
were applied for this specific site, the same steps were applied to each subsequent site.  Finally 





3.2 Naturalistic Driving Data  
Naturalistic driving behavior data provides real-time information about conditions that 
occur on a roadway, and this research aimed to improve the long-term safety of I-12.  To analyze 
the long-term safety, the traditional HSM predictive method was conducted on I-12 and a 
method was developed to include the NDB data.  As previous research stated, the use of a 
derived critical jerk measurement could be used to determine near-crash events within 
naturalistic driving data.  This methodology aimed to determine a critical jerk CMF that could be 
included in the HSM to improve the accuracy of it. 
This research used 31 anonymous drivers from Louisiana State University staff members, 
and to maintain anonymity each driver was given a random identifier.  All the drivers were 
between the ages of 20 and 65 and provided nearly 10 days of data, which can be seen in 
Appendix A.  Loy et al. (2014) used a similar dataset as this research.  All of the data was 
gathered using a GPS Data Logger V3.15, which could record up to two weeks of travel in a 
standard comma-separated format.  The dataset contained universal time code, date, latitude, 
longitude, altitude, heading, speed, number of satellites used, position dilution of precision, 
horizontal and vertical dilution of precision.  The logger recorded at a rate of three hertz but 
contained a sleep functionality to preserve battery life when the position readings did not change 
after 300 seconds. 
 The GPS data was recorded in an efficient manner but still encountered recording errors.  
GPS error was categorized in three different ways known as gaps, noise, or wandering.  GPS 
gaps were the simplest error to explain because they were a result of GPS satellite unavailability.  




impedance of signal.  GPS noise occurred when a vehicle was either travelling slowly or was 
completely stopped, and the error created a data cluster due to inaccurate GPS data recording.  
The cluster was caused because the positional data recorded was inaccurate, but due to the low 
speeds or stopped vehicle the speed measurements were inaccurate.  The final error of GPS 
wandering typically occurred when the vehicle was travelling at higher speed.  This type of error 
was generally random, but was identified by the GPS data points appearing to travel on non-
existent roadways.  To derive the jerk measurement, the GPS data was manipulated because a 
jerk is defined as the rate of change of acceleration per change in time. 
To ensure that the proper GPS data was being utilized for the roadway of interest, a 
buffer zone of 25 feet in each direction was created along the roadway.  This was done to capture 
any data that occurred on I-12 and any GPS points that drifted due to GPS signal disruptions.  
Once the buffer zone was created, a clip of the driving data to the buffer zone was conducted, 
which created a new shapefile of driving data that only occurred on I-12.  Once all unnecessary 
data was removed, the process of linear referencing could be conducted using ArcMap.  Linear 
referencing is a spatial analytical technique that references points relative to their position on a 
route.  Linear referencing was completed by merging individual segments of I-12 that were 
determined to be homogenous by the HSM, together to create a merged polyline.  Once these 
segments were merged together it created routes upon which features could be located.  Using 
the ArcMap tool of “locate features along route”, GPS data was linearly referenced to the nearest 
point on the created route. 
 Once all of the GPS data was incorporated into ArcMap and linear referenced, the 
research proceeded to determine the jerk measurement that would improve the accuracy of the 




create a critical jerk factor for implementation in the HSM.  To determine the critical jerk 
threshold previous research was consulted.  Bagdadi (2012) showed that a jerk threshold of 1.0 
g/s with a 95 percent confidence interval of 0.8 – 1.2 g/s, while Loy (2014) performed a Pearson 
Correlation to determine the threshold that would provide the highest correlation between crash 
rates and jerks.  Based on the research conducted by Loy (2014) and Mousavi (2015), the critical 
jerk threshold for this research was determined to be -2.5 g/s.   
Once the threshold was determined, it required simply creating a query of the driver data based 
upon a jerk value that was of greater magnitude than the threshold, and then determining how 
many critical jerks occurred on each roadway segment.  However, this query did not sort out the 
proper values due to unknown problems in ArcMap, and required manually sorting the jerk 
values in descending order and selecting all jerk values that surpassed the critical jerk value.  A 
new dataset was created that included only data that surpassed the critical jerk threshold.   
3.3 Historical Crash Data 
Analysis of the crash database was conducted after all of the data was collected and the HSM 
predictive method had been completed.  This was done to determine the number of crashes along 
each homogenous segment.  The crash database contained three consecutive years but was 
analyzed as one complete study period.  The crash database, shown in Figure 3, is a list of all the 
crashes for 2009 in East Baton Rouge Parish.  Included in the database are the following: 
Severity (Severity_C), Milepost, Latitude (Lat), Longitude (Long), Parish Code (Parish_Cod), 
Primary Highway Number (Primary_Hi), Intersection Code (Intersection), Highway Type 
(Highway_Ty), Number Injured (Number_Inj), Number Killed (Number_Kil), and Manner of 





Figure 3: Crash Database 
 All unrelated crashes needed to be removed within ArcMap for the crash data to be 
analyzed.  The crash database for each year was brought into ArcMap, along with the ArcGIS 
shapefile for the I-12 roadway network.  Using the I-12 roadway network as a base map for the 
crashes allowed for the refinement of the crash database to only those crashes occurring along I-
12.  This was conducted using the same buffer areas and methods for the removal of unrelated 
NDB data. 
Further refinement was conducted to remove any potential crashes that were captured in 
the I-12 buffer zone that were not along I-12.  For example, potential crashes that occurred near 
or in an intersection at access ramps were removed.  All crashes in the crash database were given 
a code of “0” or “1” which stood for “non-intersection” or “intersection”.  This characteristic was 
entered by the reporting police officer whose determination of an intersection could be faulty.  
For example, a faulty report could be because a crash occurred in an intersection but those 
involved in the crash had pulled off the road a significant distance from the intersection.  For the 




was conducted to remove any crashes that contained a code of “1”.  Once the refinement of the 
crash database was completed as shown in Figure 4, the total number of crashes on I-12 could be 
determined. 
 
Figure 4: Crashes on I-12 from 2009-2011 
 Due to construction areas within the area of interest, it was determined that these 
locations needed to be removed from the study area.  This was determined because areas of 
construction affected traffic conditions and resulted in unnatural driving.  The area under 
construction during the time of study was along the eastern portion of I-12, in particular from the 
O’Neal Lane exit to the Millerville Road exit.  A conservative approach was taken to remove all 
lingering effects of the construction area, which included removing all homogenous segments 
from the Sherwood Forest Boulevard exit to the East Baton Rouge Parish border.  This removed 
six homogenous segments from the area of interest, with ten remaining for analysis, as shown in 
blue in Figure 5. 
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Figure 5: Effect of Removing Construction Areas from Area of Interest 
3.4 Critical Jerk Crash Modification Factor 
Once the number of critical jerks was determined and the construction areas removed, a 
critical jerk CMF could be established based on the relationship between the number of critical 
jerks recorded in each segment and the average number of critical jerks per mile.  This was 




∑ ($)*$'	,$')ℎ ∗ ($)*$'	,$')ℎ
	(3)
where: 
CMFcj = Critical Jerk Crash Modification Factor 
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The critical jerk crash modification factor was implemented into the HSM predictive 
method and the model followed the steps prescribed by the HSM. 
3.5 Second Iteration of the HSM Predictive Method 
To include the NDB-based CMF into the HSM predictive method, a second iteration was 
conducted and was done by simply including the new CMF in the traditional HSM predictive 
method, provided by Equation 2.  This second iteration was conducted to show the effect of the 
NDB-based CMF on the results of the HSM predictive method. 
3.6 Pearson Correlation Coefficient 
To assess the statistical significance of the critical jerk factor, a correlation was 
conducted using the Pearson Correlation.  This model was chosen because it was a well-
established model for measuring how strong the relationship is between sets of data.  The model 
provided an r-value between -1 and 1, to show the strength of the relationship.  A high 
correlation results from r-values that are greater in magnitude than 0.5, while a medium 
correlation results from r-values that are between 0.3 and 0.5 in magnitude, and finally a low 
correlation results from r-values less than 0.3 in magnitude. 
A Pearson Correlation was conducted to compare the relationship between critical jerks 
and a dataset, and the results can be found in detail in Appendix B.  This was conducted using 
the following formula: 
 =
∑(0 − 02)(3 − 32)





for the relationship between critical jerks and the observed crashes where: 
r = the strength of relationship between the two sets of data 
X = number of critical jerks in the segment 
X7 = average	number	of	critical	jerks 
Y = number	in	the	segment	from	the	comparison	dataset 
Y7 = average	number	in	the	segment	from	the	comparison	dataset 
 This formula was applied to determine the correlation between critical jerks and these 
three different datasets; the observed crashes, the HSM predicted crashes, and the HSM 
predicted crashes with the new NDB-based CMF applied where the Y-variable describes the 







CHAPTER 4. DISCUSSION OF RESULTS 
 This chapter presents the results of the six research objectives that were completed.   
These included conducting two iterations of the HSM predictive method, one following the 
prescribed HSM steps and another that implemented the naturalistic driving behavior.  Before the 
second iteration of the HSM could be conducted the naturalistic driving behavior was analyzed 
to determine the amount of critical jerks.  The historical crash data was analyzed to determine the 
number of crashes that occurred on each segment.  Once this was done a new crash modification 
factor was created, and then the second iteration of the HSM could be conducted.  Finally a 
Pearson Correlation was completed between critical jerks and the three sets of data – the 
observed crashes, predicted crashes, and predicted crashes using naturalistic driving data.  The 
results are discussed in the following sections. 
4.1 Results of the First Iteration of the HSM Predictive Method 
The HSM predictive method was conducted for each segment along I-12 using 
Microsoft® Excel®.  The result of this analysis created one of the datasets for the research.  
Table 2 shows the total number of predicted crashes along each segment over one year using the 
HSM predictive method, while Table 3 shows the results of the HSM predictive method for 
Segment 8, including the SPFs for Multiple-Vehicle Fatal and Injury, Multiple-Vehicle Property 
Damage Only, Single Vehicle Fatal and Injury, and Single Vehicle Property Damage Only.  The 
SPF produces the predicted crash frequency for the base conditions.  Once all of the data was 
input in Microsoft® Excel®, the crash modification factors began to be generated by creating a 
series of formulas in the spreadsheet that would use the HSM prescribed values and data inputs. 
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The HSM predictive method used CMFs that explain roadway characteristics that are 
specific for Multiple-Vehicle crash situations such as; presence of a horizontal curve, lane width, 
inside shoulder width, median width, presence of median barrier, high volume of traffic, and 
presence of lane changes.  There are Weaving Section and Lane Change adjustment factors that 
are based upon the presence of ramps entering or leaving the roadway.  Once the CMF fields and 
the Weaving Section and Lane Change adjustment factor fields populated, the predicted number 
of crashes were calculated. 
The same CMF values applied in Multiple-Vehicle crash situations were also used for 
Single Vehicle crash scenarios in addition to CMF’s specific to single vehicle.  These additional 
CMFs included outside shoulder width, presence of shoulder rumble strips, acceptable outside 
clearance, and presence of an outside barrier.  In Segment 8, the total number of crashes was 
rounded up to 28. 






























































SPF for Fatal and Injury
CMF Horizontal Curve (F/I)
CMF Lane Width (F/I)
CMF Inside Shoulder Width (F/I)
CMF Median Width (F/I)
CMF Median Barrier (F/I)
CMF High Volume (F/I)
CMF Horizontal Curve (PDO)
CMF Inside Shoulder Width (PDO)
CMF Median Width (PDO)
CMF Median Barrier (PDO)
CMF High Volume (PDO)
CMF Lane Change (PDO)
CMF Lane Change (F/I)
Weaving Section Adjustment Factor in Increasing Milepost
Weaving Section Adjustment Factor in Decreasing Milepost
Lane Change Adjustment Factor in Increasing Milepost
Lane Change Adjustment Factor in Decreasing Milepost
SPF for Multiple Vehicle (PDO)
CMF Horizontal Curve (F/I)
CMF Lane Width (F/I)
CMF Inside Shoulder Width (F/I)
CMF Median Width (F/I)
CMF Median Barrier (F/I)
CMF High Volume (F/I)
Weaving Section Adjustment Factor in Increasing Milepost
Weaving Section Adjustment Factor in Decreasing Milepost
Lane Change Adjustment Factor in Increasing Milepost
Lane Change Adjustment Factor in Decreasing Milepost
Single Vehicle
SPF for Single Vehicle (F/I)
CMF Horizontal Curve (PDO)
CMF Inside Shoulder Width (PDO)
CMF Median Width (PDO)
CMF Median Barrier (PDO)
CMF High Volume (PDO)
CMF Outside Shoulder Width (PDO)
CMF Outside Shoulder Width (F/I)
CMF Shoulder Rumble Strips (F/I)
Rumble Strip Presence Factor
CMF Outside Clearance (F/I)
CMF Outside Barrier (F/I)
SPF for Single Vehicle (PDO)




4.2 Results of Naturalistic Driving Data Analysis 
The procedure for determining jerks from the GPS data loggers required the manipulation 
of recorded data, due to the fact that jerk is not a recorded measurement.  This calculation could 
be done simply using the inherent properties of the recorded measurements of velocity and time.  
In order to determine the jerk values, it required taking the second derivative of velocity.  Using 
the velocity and time values recorded, acceleration could be determined using the change in 
velocity divided by the change in time and jerk could be determined using the change in 
acceleration divided by the change in time.  This calculation was executed for all of the data 
available to determine jerk values.  The results from this data can be seen in Table 4.  The 
amount of jerks for each segment corresponded with the number of data points in each segment.  
The jerk number varied from a low of 391 jerks in Segment 14 to a high of 4,849 jerks in 
Segment 13. 
Table 4: Jerks Calculated in Each Segment 
 
For this study, a critical jerk threshold needed to be determined for analysis, and based 
upon previous research, the critical jerk threshold for this research was chosen to be -2.5 g/s.  















threshold and drastically reduced the number of jerks for analysis.  In Table 5 and Table 6, the 
number of critical jerks was at a maximum in Segment 13 and at a minimum in Segment 14.  
However, not all segments from Table 5 matched the results shown in Table 5.  This proved that 
critical jerks differed from jerks in regard to their abilities to evaluate naturalistic driving 
behavior. 
Table 5: Critical Jerks in Each Segment 
 
4.3 Results of Historical Crash Data Analysis 
 The historical crash data was assigned to the segments on which it occurred and this 
created a dataset that would be used later in this research.  The results were initially broken up by 
each year and then combined into a total number of observed crashes in order to increase the size 
of the dataset as seen in Table 6. 
When looking at this dataset it was clear that the year 2009 resulted in more crashes as a 
whole and in 6 of the 10 segments.  This crash data reflected the effects of Louisiana’s 
implementation of their Strategic Highway Safety Plan in 2009, and provided evidence of the 
Louisiana SHSP success. 














Table 6: Yearly and Total Historical Crash Data 
Segment 2009 Crashes 2010 Crashes 2011 Crashes Total Crashes 
0 37 30 36 103 
1 19 21 16 56 
3 32 15 16 63 
5 50 27 29 106 
8 35 22 21 78 
11 137 60 79 276 
12 7 10 14 31 
13 59 42 60 161 
14 1 2 1 4 
15 18 22 20 60 
SUM 395 251 292 938 
MEAN 39.5 25.1 29.2 93.8 
 
4.4 Development of the Critical Jerk Factor Crash Modification Factor 
 All of the results from the previous subsections provided the necessary information to 
create the critical jerk CMF as well as apply the factor.  The CMF was the result of the number 
of critical jerks per segment compared to the average number of critical jerks per mile.  The 
completed calculations provided 514.83 critical jerks per mile, and then inputted to create the 
CMFs for each segment shown in Table 7.  It was important to note that these CMFs were 
created only for I-12, and not as a global CMF for all uninterrupted flow freeways. 
4.5 Results of the Second Iteration of the HSM Predictive Method 
Once the crash modification factor was implemented into the HSM, the results of the 
HSM predictive method for each segment changed.  The results of the HSM predictive method 
with the added critical jerk crash modification factor can be seen in detail in Appendix C, and 
can be compared with those shown in Table 2.   
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In Segment 8 with the use of the critical jerk crash modification factor there was an 
annual predicted crash frequency of 24, which is lower than the predicted 28 annual crashes 
without the critical jerk crash modification factor.  It should be noted that not all of the segments 
experienced an increase in predicted crash frequency; some experienced no change while others 
experienced a decrease in predicted crash frequency.  The net change for each segment can be 
seen in Table 8. 




Predicted Crashes with 
NDB-based CMF 
Change in Predicted 
Crashes 
0 14 14 0 
1 12 14 2 
3 8 10 2 
5 9 13 4 
8 28 24 -4 
11 12 9 -3 
12 6 7 1 
13 21 25 4 
14 2 2 0 
15 16 14 -2 
SUM 128 132 4 




4.6 Results of Pearson Correlation 
 Using a Pearson Correlation allowed the ability to show the relationship between two 
datasets.  The first correlation was between the number of critical jerks and the total observed 
crashes, the results of which can be seen in Table 9.  The columns represent the segment number, 
total number of jerks, total number of critical jerks, sum of squares of critical jerks, sum of 
squares between critical jerks and observed crashes, total number of observed crashes, and the 
sum of squares of observed crashes.  
The important result to note from this data is that the r (Observed Crashes) value is 
0.42910739.  This r-value is not an especially good result for this dataset because it stated that 
there was neither a weak nor a strong relationship between the amount of critical jerks and 
observed crashes in a segment.  This was a discouraging result, because previous research proved 
that critical jerks and observed crashes had a strong correlation.  Due to previous research, the 
results did not detract from the usefulness of a critical jerk crash modification factor for 
application with the HSM. 
The results of Pearson Correlation between the number of critical jerks and the HSM 
predicted crash frequency are shown in Table 10.  The columns represent the segment number, 
total number of jerks, total number of critical jerks, sum of squares of critical jerks, sum of 
squares between critical jerks and predicted crashes, total number of predicted crashes, and the 
sum of squares of predicted crashes.  As the Pearson Correlation r-value approaches 1 the 
strength of correlation improves.  Because of an r-value of 0.84974168 there is a strong 
















0 2915 244 1421.29 346.84 103 84.64 
1 3102 218 136.89 -442.26 56 1428.84 
3 1700 145 3757.69 1888.04 63 948.64 
5 2071 226 388.09 240.34 106 148.84 
8 4005 294 7691.29 -1385.66 78 249.64 
11 2232 180 691.69 -4791.86 276 33196.84 
12 1091 106 10060.09 6298.84 31 3943.84 
13 4849 396 35986.09 12747.84 161 4515.84 
14 391 25 32869.69 16280.74 4 8064.04 
15 3544 229 515.29 -767.26 60 1142.44 
SUM   2063 93518.1 30415.6 938 53723.6 
MEAN   206.3     93.8   











0 2915 244 1421.29 45.24 14 1.44 
1 3102 218 136.89 -9.36 12 0.64 
3 1700 145 3757.69 294.24 8 23.04 
5 2071 226 388.09 -74.86 9 14.44 
8 4005 294 7691.29 1333.04 28 231.04 
11 2232 180 691.69 21.04 12 0.64 
12 1091 106 10060.09 682.04 6 46.24 
13 4849 396 35986.09 1555.54 21 67.24 
14 391 25 32869.69 1958.04 2 116.64 
15 3544 229 515.29 72.64 16 10.24 
SUM   2063 93518.1 5877.6 128 511.6 
MEAN   206.3     12.8   
 This was an expected result due to the fact that the HSM was developed to accurately 
predict crashes and that critical jerks have been proven to correlate with crashes.  This result 
further encouraged the ability of using the critical jerks to increase the accuracy of the HSM. 
 The final Pearson Correlation Coefficient analysis was conducted using the number of 




were the result of using the Critical Jerk Crash modification factor in the HSM.  Table 11 
presents these results. 


















0 2915 244 1421.29 30.16 14 0.64 
1 3102 218 136.89 9.36 14 0.64 
3 1700 145 3757.69 196.16 10 10.24 
5 2071 226 388.09 -3.94 13 0.04 
8 4005 294 7691.29 947.16 24 116.64 
11 2232 180 691.69 110.46 9 17.64 
12 1091 106 10060.09 621.86 7 38.44 
13 4849 396 35986.09 2238.46 25 139.24 
14 391 25 32869.69 2030.56 2 125.44 
15 3544 229 515.29 18.16 14 0.64 
SUM   2063 93518.1 6198.4 132 449.6 
MEAN   206.3     13.2   
 These results provided the strongest correlation between the amount of critical jerks and 
the calibrated predicted crashes.  This result was expected as the critical jerk factor utilizes the 
amount of critical jerks as a variable, but an r-value of 0.95591353 proved that the critical jerk 
factor increased the predicted crash frequency by 4 and increased the correlation by over 10 
percent.  From the results provided in this section, the creation of a critical jerk crash 
modification factor provided positive results for the HSM predictive method.  The conclusions 





CHAPTER 5. SUMMARY AND CONCLUSIONS 
 The goal of this research was to advance the evolving effort to improve safety on the 
nation’s roadways, and in particular, the State of Louisiana.  Most broadly, this project sought to 
strengthen the understanding of the link between the incidence of abrupt and evasive driving 
maneuvers and the occurrence of crashes.  As prior research in California and Louisiana 
suggested there was an increase in crash potential on arterial roadways and on freeways in 
California for locations where high concentrations of such maneuvers were apparent, there was 
interest to investigate whether similar relationships existed on Louisiana freeway routes.  If such 
associations were apparent, there was also interest to determine if they could be quantified and 
integrated into the state-of-practice crash prediction models, like those of the HSM, to improve 
the accuracy and reliability of their forecasts.  Similar to many locations, there are limitations of 
applying the HSM predictive method in Louisiana.  Issues such as limited roadway characteristic 
data and crash reporting accuracy along with limited budgets and personnel limit the full 
potential of the HSM predictive model.  It was theorized that the creation and validation of a new 
HSM crash modification factor based on direct field observations of driving behavior could 
provide significant benefits for crash forecasting.  This research sought to address these needs.  
There were three major results and conclusions from this work that advance the state of 
knowledge in the field of highway safety analysis.  The first was the creation of a conceptual 
crash modification factor based on observations of naturalistic driving behavior on Interstate 12 
in Baton Rouge.  The second was the integration of this new factor into the HSM predictive 
method, and the comparisons to the traditional HSM model without the new factor.  Then, the 
fourth was a comparison of the results of these two HSM modeling approaches and the historic 
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crash record of I-12 to the observed naturalistic driving behavior.  Each of these contributions 
and their broader impacts are discussed in the sections that follow. 
5.1 Creation of an NDB-Based HSM CMF 
The first significant contribution of this research was the creation of a crash modification 
factor based on naturalistic driving behavior (NDB).  Currently, the HSM predictive method uses 
a safety performance function (SPF) based on a relatively straightforward regression equation 
that takes into account nationally observed relationships of exposure (ADT) and observed crash 
history.  As a model that represents aggregated national statistics, users are encouraged to apply 
crash modification factors (CMF) to account for specific traffic control, and geometric design 
characteristics of the segment under analysis.  CMFs with values greater than one would be 
suggestive of local conditions would results in more crashes than national norms and CMFs with 
values less than one would suggest local conditions that would be expected to result in fewer 
crashes than national averages.  The HSM predictive methods does not, however, account for an 
observed history of jerk events, which have been recognized, in prior research to be correlated to 
the existence of crashes. 
In this project, a NDB-based CMF equation was developed to increase or decrease the 
HSM mathematical prediction of the expected number crashes on a freeway segment that 
experience greater or less number of jerks indicative of evasive maneuvering and near-miss crash 
avoidance.  Naturalistic driving behavior data gathered from I-12 in Baton Rouge, suggested the 
occurrence of one crash for every 240.83 observed critical jerks and an average of 514.83 critical 
jerks per mile, where a critical jerk is defined as a jerk event above 2.5 ft/sec
3
.  Using this
baseline critical jerk condition, it was theorized that freeway segments with more critical jerks 




similar segments and, conversely, freeway segments with less than the average number of critical 
jerks per mile would be expected to experience less crashes.  Thus, the CMF would be equal to 
the number of critical jerks in a segment divided by the average number of critical jerks per mile 
and length of segment.  
To illustrate, if a half-mile segment of freeway experienced 20 critical jerks and the 
predicted number of crashes computed from the HSM predictive method was 28, then the 
forecasted number of crashes would be 28 * (20/(514.83*0.5) for a total of 2.2 expected crashes 
on this segment.  Conversely, if the same segment of freeway experienced 450 critical jerks, then 
the forecast number of crashes would be 28 * (20/(514.83*0.5) for a total of 48.9 expected 
crashes on the segment.  These findings provided a way to quantify the number of crashes that 
would occur for each critical jerk observed in a segment.  The practical implication of this 
finding was that it could permit critical jerks to be used in a quantitative manner for crash 
prediction.  However, this relationship did not necessarily permit a direct integration into the 
HSM predictive method as a CMF.  The results from the suggested method for its use are 
described in the following section. 
5.2 Findings from Applying the NDB-Based CMF 
 The second significant contribution of this research was the implementation of an NDB-
based CMF into the HSM predictive method and the comparison of the results from the two 
HSM iterations.  As the HSM provides an aggregate nationally developed predictive equation 
then applies CMFs to reflect site-specific geometric design and traffic control features of a 
roadway to adjust the prediction up or down, it was assumed that the new NDB-based CMF 




related to about one crash, there was not enough knowledge or experience to completely 
understand how the presence and frequency of critical jerks might also contribute to a potential 
decrease in the likelihood of crashes from the baseline.  For example, if the number of observed 
critical jerks were less than some theoretical average, would it result in a decrease in crash 
likelihood from an “average” road segment.  Due to this information, the prescribed method for 
implementing CMFs in the HSM was used. 
The HSM has a set of steps to calculate a predicted crash frequency, and begins with the 
selection of an SPF for a specific type of roadway.  Then the SPF was modified using the CMFs 
provided by the HSM to predict crash frequency based on site-specific conditions.  These steps 
were followed for the first and second iteration of the HSM however; the second iteration 
included the NDB-based CMF.  It was hypothesized that using this new method to incorporate 
the new crash modification factor into the HSM would increase the predictive capability of it. 
The first iteration of the HSM forecasted 128 total crashes and the second iteration 
predicted 132.  The segment with the maximum number of predicted crashes in the first iteration 
was Segment 8 with 28 crashes and in Segment 13 with 25 crashes.  These results showed that in 
the second iteration of the HSM, Segment 8 no longer had the maximum number of predicted 
crashes.  This was due to the NDB-based CMF reducing the number of predicted crashes in 
Segment 8 from 28 to 24, and increasing the number of predicted crashes in Segment 13 from 21 
to 25.  The segment with the minimum number of forecasted crashes was Segment 14 for both 
iterations was 2 crashes.  The maximum increase in predicted crashes was four and occurred in 
Segment 5 and 13, while the maximum decrease was four and occurred in Segment 8.  This was 
expected because Segment 13 had more critical jerks per mile than the average per mile and 
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Segment 8 had less critical jerks per mile than the average. The average difference in predicted 
crash frequency between iteration 1 and iteration 2 was 0.4 crashes per segment. 
To illustrate the effect of the NDB-based CMF, Segment 13, 8, and an “average” segment 
are shown.  In Segment 13 there were 396 critical jerks observed in a 0.646-mile long segment, 
which forecasted one additional crash, or four crashes for all crash types.  In Segment 8 there 
was 294 critical jerks observed in a 0.77-mile long segment, which computed to a decrease of 
one expected crash or four when all crash types were considered.  Segment 14 describes an 
“average” segment, and there were 218 observed critical jerks in a 0.36-mile long segment.  In 
the second iteration, there was an estimated 0.5 additional crashes, but when all four types of 
crashes are considered the total predicted crash was 2.  These findings lent evidence that the new 
NDB-based CMF effectively integrated into the HSM.  The practical implication of this was that 
the new method both increased and decreased the amount of predicted crashes based on the 
amount of critical jerks per mile. 
5.3 Comparing Historical Crash Data and the HSM Results to Critical Jerks 
The final significant contribution of this research was comparing the historical crash data 
and the results of the two HSM iterations to the observed critical jerks.  It was hypothesized a 
strong correlation between the observed critical jerks and the historical crash data would exist. 
Previous research in California suggested that critical jerks had a strong correlation with crashes 
on both arterial roadways and freeways, and research in Louisiana suggested the same finding on 
arterial roadways.  The Louisiana research effort used the same dataset as this research.  Due to 
these findings and that the HSM predicts a crash frequency based on aggregate national statistics, 
it was also hypothesized that the results of the two iterations of the HSM predictive method 
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would have a strong correlation with the observed critical jerks.  A Pearson Correlation was 
conducted to determine if a strong correlation existed between the observed critical jerks and the 
three sets of data. 
The Pearson Correlation is a measure of the linear correlation between two variables 
where 1 represents a positive correlation, -1 represents a negative correlation, and 0 represents no 
correlation.  The first correlation was conducted to lend more evidence that critical jerks and 
historical crash data correlated strongly.  The results of the first correlation suggested that there 
was a weak relationship between the historical crash data and the observed critical jerks because 
of a correlation of 0.42910739 or 43 percent.  This was an unexpected result because it suggested 
that these results contradicted the findings in California and Louisiana.  In those research efforts, 
segment length was limited to half of a mile segments.  However, in this research segment 
lengths were not limited to a half of a mile but were determined by the HSM definition of a 
homogenous segment.  Therefore, segment lengths varied from almost three-fourths of a mile to 
less than 250 feet.  This lack of control on segment length could be what caused the weak 
correlation between crashes and critical jerks, or there could be another unknown characteristic 
that caused this weak correlation. 
The second and third correlations were conducted to lend evidence that the results of the 
HSM correlated with critical jerks.  The second correlation described the relationship between 
the results from the first iteration and the observed critical jerks, and a correlation of 0.84974168 
or 85 percent was calculated.  The third correlation used the results from the second iteration and 
calculated a correlation of 0.95591353 or 96 percent.  The increase in correlation was expected 
because the second iteration of the HSM incorporated the NDB-based CMF.  These findings 




data from I-12, but that the traditional HSM predictive method as well as the method developed 
in this thesis did have a strong correlation.  The practical implication of these findings was that 
critical jerks did not suggest a correlation with the historical records, but they did suggest a seven 
percent increase to the predictive capability of the HSM. 
5.4 Future Work 
 A research topic to further the integration of naturalistic driving characteristics into crash 
forecasting models would be to develop a technique for predicting the occurrence of critical jerks 
based on geometric and traffic control features of a roadway.  This research introduced critical 
jerks as a crash modification factor for the HSM, however the purpose of the HSM is to forecast 
a crash frequency and to use critical jerks in the model, a roadway must be in operation.  The 
predictive capability of the HSM is not necessary for a roadway in operation because an 
observed crash rate could be used to evaluate the safety of a roadway.  Future research could be 
focused on developing a method for predicting critical jerks, and once an effective method is 
developed the predicted critical jerks could be implemented into the HSM as a crash 
modification factor. 
Another interesting research topic would be to apply the process prescribed in this 
research to other uninterrupted flow freeways in Louisiana.  The intent of this work would be to 
verify the applicability of the critical jerk crash modification factor across different segments of 
freeways throughout the state.  The results would provide insight into whether this crash 
modification factor is solely applicable to I-12 in East Baton Rouge Parish, or if it would provide 
a means of creating a statewide crash modification factor.  Once a statewide crash modification 
factor was created the same process could be applied to uninterrupted flow freeway segments 
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nationwide.  The ultimate goal of this work would be to create a procedure for developing a 
crash modification factor that could be implemented into the Highway Safety Manual 
nationwide. 
A final suggestion would be to determine if critical jerks have a stronger correlation with 
specific types of crashes.  This would require a separation of crashes by type as coded by the 
reporting officer, and could provide insight into which types of crashes, if any, are more strongly 
correlated with critical jerks. 
While crashes occur randomly and cannot be predicted 100 percent accurately, the 
methods presented by the HSM represent an effective manner to evaluate roadway safety.  The 
findings presented in this thesis suggested that Naturalistic Driving Behavior to be a good 
evaluator of predicted crash potential via the HSM.  As the HSM Supplement and Naturalistic 
Driving Studies are still in their relative infancy, the results of this research can provide a basis to 
improve future applications of incorporating NDB data into the HSM and other crash forecasting 
models and support further refinement to address the issues presented in this thesis. 
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SS(j<-2.5, Predicted Crashes 
with NDB-based CMF) 
0 0.49 2915 244 1421.29 346.84 45.24 30.16 
1 0.36 3102 218 136.89 -442.26 -9.36 9.36 
3 0.222 1700 145 3757.69 1888.04 294.24 196.16 
5 0.311 2071 226 388.09 240.34 -74.86 -3.94 
8 0.77 4005 294 7691.29 -1385.66 1333.04 947.16 
11 0.472 2232 180 691.69 -4791.86 21.04 110.46 
12 0.183 1091 106 10060.09 6298.84 682.04 621.86 
13 0.646 4849 396 35986.09 12747.84 1555.54 2238.46 
14 0.049 391 25 32869.69 16280.74 1958.04 2030.56 
15 0.509 3544 229 515.29 -767.26 72.64 18.16 
SUM 4.01 2063 93518.1 30415.6 5877.6 6198.4 



















37 6.25 30 24.01 36 46.24 103 84.64 
19 420.25 21 16.81 16 174.24 56 1428.84 
32 56.25 15 102.01 16 174.24 63 948.64 
50 110.25 27 3.61 29 0.04 106 148.84 
35 20.25 22 9.61 21 67.24 78 249.64 
137 9506.25 60 1218.01 79 2480.04 276 33196.84 
7 1056.25 10 228.01 14 231.04 31 3943.84 
59 380.25 42 285.61 60 948.64 161 4515.84 
1 1482.25 2 533.61 1 795.24 4 8064.04 
18 462.25 22 9.61 20 84.64 60 1142.44 
395 13500.5 251 2430.9 292 5001.6 938 53723.6 





Predicted Crashes with 
NDB-based CMF 
SS (Predicted Crashes with 
NDB-based CMF) 
Change in Predicted 
Crashes 
14 1.44 14 0.64 0 
12 0.64 14 0.64 2 
8 23.04 10 10.24 2 
9 14.44 13 0.04 4 
28 231.04 24 116.64 -4 
12 0.64 9 17.64 -3 
6 46.24 7 38.44 1 
21 67.24 25 139.24 4 
2 116.64 2 125.44 0 
16 10.24 14 0.64 -2 
128 511.6 132 449.6 4 
12.8 13.2 0.4 
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Number of Lanes N = 6 
Lane Width (ft) Wi = 12 
Inside Shoulder (ft) Wis = 15 
Median Width (ft) Wm = 40 
Median Barrier Width (ft) Wib = 
Length of Segment (miles) Lfs = 0.77 
Total Length of Entrance Len = 0 
Total Length of Exit Lex = 0 
AADT (veh/day) AADT = 112400 
Radius of Curvature Ri = 3246.69 
Proportion of Curvature Pc = 1 
Proportion of Median in Segment Pib = 1 
Distance from Edge of Inside Shoulder Wicb = 0.75 
Length of Lane Paralled by Inside Barrier Lib,i = 1.54 
Horizontal Clearance from the Edge of the Traveled Way 
to Inside Barrier Woff,in,i = 15 
Proportion of AADT > 1,000 (veh/hr/ln) Phv = 0 
Proportion of Type B Weaving in Increasing P(wevB,inc) = 0 
Proportion of Type B Weaving in Decreasing P(wevB,dec) = 0 
Weaving Section Length in Increasing L(wev,inc) = 0 
Weaving Section Length in Decreasing L(wev,dec) = 0 
Distance from Segment Begin Milepost to Nearest 
Upstream Entrance Ramp Gore Point X(b,ent) = 0 
Distance from Segment Begin Milepost to Nearest 
Downstream Exit Ramp Gore Point X(b,ext) = 0 
Distance from Segment End Milepost to Nearest 
Upstream Entrance Ramp Gore Point X(e,ent) = 0 
Distance from Segment End Milepost to Nearest 
Downstream Exit Ramp Gore Point X(e,ext) = 0 
Paved Outside Shoulder Width Ws = 10 
Proportion of Segment Length with Inside Shoulder 
Rumble Strips Pir = 0 
Proportion of Segment Length with Outside Shoulder 
Rumble Strips Por = 0 
Proportion of Segment Length with a Roadside Barrier 
Present Pob = 1 




AADT Volume of Exit Ramp at X(b,ext) AADT(b,ext) = 0 
AADT Volume of Entrance Ramp at X(e,ent) AADT(e,ent) = 0 
AADT Volume of Exit Ramp at X(e,ext) AADT(e,ext) = 0 
Clear Zone Width Whc = 0 
Distance from Edge of Outside Shoulder to Barrier Wocb = 0.75 
Length of Lane Paralled by Outside Barrier Lob,i = 1.54 
Horizontal Clearance from the Edge of the Traveled Way 
to Outside Barrier Woff,o,i = 10 
Critical Jerks C,j = 294 
Speed Change Lane Calculations     
Ramp Side Indicator Variable Ileft = 0 
AADT Volume of Ramp (for use in Speed Change 




Effective Length = 0.77 
Multiple Vehicles 
SPF for Fatal and Injury = 3.31002 
CMF Horizontal Curve (F/I) = 1.05357 
CMF Lane Width (F/I) = 1 
CMF Inside Shoulder Width (F/I) = 0.85659 
CMF Median Width (F/I) = 1.15077 
CMF Median Barrier (F/I) = 1.19085 
CMF High Volume (F/I) = 1 
CMF Lane Change (F/I) = 1 
CMF Critical Jerks (F/I) = 0.74164 
Weaving Section Adjustment Factor 
in Increasing Milepost = 1 
Weaving Section Adjustment Factor 
in Decreasing Milepost = 1 
Lane Change Adjustment Factor in 
Increasing Milepost = 1 
Lane Change Adjustment Factor in 
Decreasing Milepost = 1 
SPF for Multiple Vehicle (PDO) = 7.93712 
CMF Horizontal Curve (PDO) = 1.1059 
CMF Inside Shoulder Width (PDO) = 0.87136 
CMF Median Width (PDO) = 1.1449 
CMF Median Barrier (PDO) = 1.25274 
CMF High Volume (PDO) = 1 
CMF Lane Change (PDO) = 1 
CMF Critical Jerks (PDO) = 0.74164 
Weaving Section Adjustment Factor 
in Increasing Milepost = 1 
Weaving Section Adjustment Factor 
in Decreasing Milepost = 1 
Lane Change Adjustment Factor in 
Increasing Milepost = 1 
Lane Change Adjustment Factor in 
Decreasing Milepost = 1 
Single Vehicle 
SPF for Single Vehicle (F/I) = 2.08358 
CMF Horizontal Curve (F/I) = 1.22395 
CMF Lane Width (F/I) = 1 
CMF Inside Shoulder Width (F/I) = 0.85659 
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CMF Median Width (F/I) = 0.95368 
CMF Median Barrier (F/I) = 1.19085 
CMF High Volume (F/I) = 1 
CMF Outside Shoulder Width (F/I) = 1 
CMF Shoulder Rumble Strips (F/I) = 1 
Rumble Strip Presence Factor = 1 
CMF Outside Clearance (F/I) = 1.0907 
CMF Outside Barrier (F/I) = 1.19085 
CMF Critical Jerks (F/I) = 0.74164 
SPF for Single Vehicle (PDO) = 4.9588 
CMF Horizontal Curve (PDO) = 1.19499 
CMF Inside Shoulder Width (PDO) = 0.87136 
CMF Median Width (PDO) = 1.14383 
CMF Median Barrier (PDO) = 1.25274 
CMF High Volume (PDO) = 1 
CMF Outside Shoulder Width (PDO) = 1 
CMF Outside Barrier (PDO) = 1.25274 
CMF Critical Jerks (PDO) = 0.74164 
Safety Performance Functions 
SPF Fatal/Injury SPF Property Damage Only 
a(multi) = -5.587 a(multi) = -6.809 
b(multi) = 1.492 b(multi) = 1.936 
c(multi) = 0.001 c(multi) = 0.001 
a(single) = -2.055 a(single) = -2.274 
b(single) = 0.646 b(single) = 0.876 
c(single) = 0.001 c(single) = 0.001 
a(enter) = -3.974 a(enter) = -2.998 
b(enter) = 1.173 b(enter) = 1.215 
c(enter) = 0.0005 c(enter) = 0.0005 
a(exit) = -2.679 a(exit) = -1.798 
b(exit) = 0.903 b(exit) = 0.932 
c(exit) = 0.0005 c(exit) = 0.0005 
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Crash Modification Factors for Freeway Segments 
CMF Horizontal Curvature CMF Inside Shoulder Width 
a(multi fi) = 0.0172 a(multi fi) = -0.0172 
a(multi pdo) = 0.034 a(multi pdo) = -0.0153 
a(single fi) = 0.0719 a(single fi) = -0.0172 
a(single pdo) = 0.0626 a(single pdo) = -0.0153 
CMF Lane Width CMF Median Width 
a(multi fi) = -0.0376 a(multi fi) = -0.00302 
b(multi fi) = 0.963 a(multi pdo) = -0.00291 
a(single fi) = -0.0376 a(single fi) = 0.00102 
b(single fi) = 0.963 a(single pdo) = -0.00289 
Crash Modification Factors for Freeway Segments 
CMF Median Barrier CMF Lane Change 
CMF Outside Shoulder 
Width 
a(multi fi) = 0.131 a(multi fi) = 0.175 a(single fi) = -0.0647 
a(multi pdo) = 0.169 a(multi pdo) = 0.123 b(single fi) = -0.0897 
a(single fi) = 0.131 b(multi fi) = 12.56 a(single pdo) = 0 
a(single pdo) = 0.169 b(multi pdo) = 13.46 b(single pdo) = -0.084 
c(multi fi) = 0.001 
CMF High Volume c(multi pdo) = 0.001 CMF Outside Barrier 
a(multi fi) = 0.35 d(multi fi) = -0.272 a(single fi) = 0.131 
a(multi pdo) = 0.283 d(multi pdo) = -0.283 a(single pdo) = 0.169 
a(single fi) = -0.0675 
a(single pdo) = -0.611 
Average Critical Jerks 
per Mile 
CJ/mile = 514.831 
69 
VITA 
Nicholas Hart, a native of Baton Rouge, Louisiana, received his Bachelor’s Degree in 
Civil Engineering with a Minor in Transportation Engineering.  He worked part-time as an 
Executive Assistant at LSU and as a Basketball Coach at a local Middle School during his 
Undergraduate Studies.  He was accepted into the LSU Graduate School majoring in Civil 
Engineering.  He anticipates graduating with his M.S. degree in August 2016.  He plans to 
continue to live and work in the Baton Rouge Area for years to come. 
