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Abstract This paper establishes the Razumikhin-type theorem on stability for neutral
stochastic functional differential equations with unbounded delay. To overcome difficulties
from unbounded delay, we develop several different techniques to investigate stability. To
show our idea clearly, we examine neutral stochastic delay differential equations with un-
bounded delay and linear neutral stochastic Volterra unbounded-delay-integro-differential
equations.
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1 Introduction
The theory of neutral stochastic functional differential equations recently received increas-
ing attentions since they may describe some phenomena of the chemical-engineering and aeroe-
lasticity more precisely. After such equations were introduced by Kolmanovskii et al. [6, 7],
by using the Razumikhin-type technique, Mao and his co-authors [8, 11, 13] examined their
stability which includes p-th moment exponential stability and almost sure exponential stability.
However, some well-known exponential stability results by Mao [8, 11, 13] were only es-
tablished on bounded delay and could not naturally be extended to unbounded delay since the
bounded delay plays a crucial role when these results are proved. Infinite delay systems (includ-
ing deterministic and stochastic systems) recently received increasing attentions (see [3–5, 18,
19]) since they hold wide applications in population dyanmics, applied mathematics and so on.
By using the semi-martingale convergence theorem, [4, 19] examined the almost sure stability
∗Received October 7, 2008; revised August 18, 2010. Supported by NSFC (11001091) and Chinese University
Research Foundation (2010MS129).
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of stochastic system with infinite delay. By using the Razumikhin-type technique, this paper
will examine stability of neutral stochastic functional differential equations with the unbounded
delay.
Consider the n-dimensional neutral stochastic functional differential equation
d[x(t) − u(xt)] = f(t, xt)dt + g(t, xt)dw(t) (1.1)
with unbounded delay on t ≥ 0, whose initial data x
0
= ξ ∈ Lp
F
0
((−∞, 0]; Rn). This equation
is the same as that in [8, 11, 13] except the definition of xt. In [8, 11, 13], xt = {x(t +
θ) : −τ ≤ θ ≤ 0} ∈ C([−τ, 0]; Rn), where τ is finite. But in this paper, xt is defined as
xt = {x(t + θ) : −∞ < θ ≤ 0} ∈ C((−∞, 0]; Rn). They are essentially different since every xt
is always related to the initial data in eq. (1.1).
In existing stability results to deterministic and stochastic functional differential equations,
the Razumikhin-type argument is a crucial tool. [1, 2, 8–15] as well as the references therein
develop various Razumikhin-type theorems to deal with stability for various determinstic and
stochastic functional differential equations with bounded delay. This paper employs completely
different technique from [8, 11, 13] to overcome difficulties from unbounded delay. Furthermore,
this paper also considers the more general stability, which includes the traditional exponential
stability and polynomial stability.
In this paper, a new stability definition, named as ψγ stability, will be introduced in Section
2, which includes the exponential and polynomial stabilities. The main results of this paper
will be shown in Sections 3 and 4, where several useful stability criteria will be established
on pth moment and almost sure ψγ stability for the trivial solution to eq. (1.1). In Section
5, we apply the results in Sections 3 and 4 to the stochastic delay differential equations with
unbounded delay. The linear neutral stochastic Volterra unbounded-delay-integro-differential
equations and an example will be discussed in Section 6.
2 Notations and Neutral Stochastic Functional Differential Equations
Throughout this paper, unless otherwise specified, C((−∞, 0]; Rn) denotes the family of
continuous functions ϕ from (−∞, 0] to Rn with the norm ‖ϕ‖ = sup
θ≤0
|ϕ(θ)|, where | · | is the
Euclidean norm in Rn. If A is a vector or matrix, its transpose is denoted by AT . If A is a
matrix, its norm ‖A‖ is defined by ‖A‖ = sup{|Ax| : |x| = 1} (without any confusion with
‖ϕ‖).
Let (Ω,F , {Ft}t≥0, P) be a complete probability space with a filtration {Ft}t≥0 satisfying
the usual conditions, that is, it is right continuous and increasing while F
0
contains all P -null
sets. Denote F
∞
=
⋃
t≥0
Ft. Let w(t) = (w1(t), · · · , wm(t))T be an m-dimensional Brownian
motion defined on this probability space. In practice, it is quite often to let {F}t≥0 be the
natural filtration generated by the Brownian motion. Let p ≥ 1. For each t ≥ 0, denote
by Lp
F
t
((−∞, 0]; Rn) be the family of Ft-measurable C((−∞, 0]; Rn)-valued random variables
ϕ = {ϕ(θ) : −∞ < θ ≤ 0} such that sup
θ≤0
E|ϕ(θ)|p < ∞ and Cb
F
0
((−∞, 0]; Rn) be the family
of F
0
-measurable C((−∞, 0]; Rn)-valued bounded random variables. If x(t) is an Rn-valued
stochastic process, let xt = {x(t + θ) : −∞ < θ ≤ 0} for t ≥ 0.
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Consider the n-dimensional neutral stochastic functional differential equation
d[x(t) − u(xt)] = f(t, xt)dt + g(t, xt)dw(t) (2.1)
on t ≥ 0 with initial data x
0
= ξ ∈ Lp
F
0
((−∞, 0]; Rn). Here
u : C((−∞, 0]; Rn) → Rn,
f : R
+
× C((−∞, 0]; Rn) → Rn,
g : R
+
× C((−∞, 0]; Rn) → Rn×m
are all continuous functionals. Moreover, xt = {x(t + θ) : −∞ < θ ≤ 0} is regarded as a
C((−∞, 0]; Rn)-valued stochastic process. An Ft-adapted process x(t),−∞ < t < +∞ (let
Ft = F0 for −∞ < t ≤ 0) is said to be a solution of eq. (2.1) if it satisfies the initial condition
and, moreover, for every t ≥ 0,
x(t) − u(xt) = ξ(0) − u(ξ) +
∫ t
0
f(x, xs)ds +
∫ t
0
g(s, xs)dw(s).
Kolmanovski and his co-authors [6, 7] not only established the theorem of existence and
uniqueness of the solution to (2.1), but also investigated the mean square stability. Mao and
his co-authors [8, 11, 13] examined p-th moment and almost surely exponential stability under
bounded delay. In this paper, we will establish the Razumikhin-type theorem to examine
stability of eq. (2.1). We first introduce a new definition of stability, named as ψγ stability,
which includes the traditional exponential stability and polynomial stability. Here we impose
the following constraint on the function ψ(t): ψ(t) ∈ C1((−∞, +∞); R
+
), ψ′(t) < 0, ψ(0) =
1, ψ(t − s) ≤ ψ(t)ψ(−s), φ = sup
t>0
|ψ′(t)/ψ(t)| < ∞ and ψ(t) → 0 as t → ∞. For example,
ψ(t) = e−t, ψ(t) = (1 + t)−1 for t ≥ 0 and ψ(t) = e−t for t < 0 satisfy these conditions.
Definition 2.1 The trivial solution of eq. (2.1) is said to be p-th moment ψγ stable if
there exist a pair of positive constants p, γ and the function ψ(·) defined above such that
lim sup
t→∞
log E|x(t, ξ)|p
| log ψ(t)|
≤ −γ (2.2)
for all ξ ∈ Lp
F
0
((−∞, 0]; Rn). It is said to be almost surely ψγ¯ stable if there is a positive
constant γ¯ such that
lim sup
t→∞
log |x(t, ξ)|
| log ψ(t)|
≤ −γ¯ a.s. (2.3)
for all ξ ∈ Cb
F
0
((−∞, 0]; Rn). When ψ(t) = e−t, it is said to be exponentially stable. When
ψ(t) = (1 + t)−1, it is said to be polynomial stable.
For the stability purpose of this paper, we always assume that u(0) = 0, f(t, 0) = 0, g(t, 0) =
0, which mean that eq. (2.1) admits a trivial solution x(t, 0) ≡ 0. Since the existence and
uniqueness of the solution is not the main topic of this paper, we shall not discuss it in detail.
Readers may refer [3, 4]. All we need in this paper is to assume that a unique solution exists,
which is continuous and its p-th moment is finite. The solution will be denoted by x(t, ξ).
To study the stability, we need, in addition, to introduce some other notations. Let
C1,2(R
+
×R
n; R
+
) denote the family of all functions V (t, x) from R
+
×R
n to R
+
, which are twice
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continuous differentiable in x and once in t, and define an operator LV : R
+
×C((−∞, 0]; Rn) →
R by
LV (t, ϕ) = Vt(t, ϕ(0) − u(ϕ)) + Vx(t, ϕ(0) − u(ϕ))f(t, ϕ)
+
1
2
trace[gT (t, ϕ)Vxx(t, ϕ(0) − u(ϕ))g(t, ϕ)]. (2.4)
Let us emphasize that LV is a functional defined on R
+
×C((−∞, 0]; Rn), while V is a function
on R
+
× R
n.
3 The p-th Moment ψγ Stability
In this section, we will establish the Razumikhin-type theorem on the p-th moment ψγ
stability of neutral stochastic functional differential equations. For simplicity, define x˜(t) =
x(t) − u(xt) and
h(t) = ψ−γ(t)E|x(t)|p, H(t) = sup
s≤t
h(s),
˜h(t) = ψ−γ(t)E|x˜(t)|p, ˜H(t) = sup
s≤t
˜h(s).
Now we describe the Razumikhin-type theorem on the p-th moment ψγ stability, which is the
main result in this paper.
Theorem 3.1 Let p ≥ 1. Assume that there is a pair of positive constants κ ∈ (0, 1)
and μ ≥ 0 such that
E|u(ϕ)|p ≤ κp sup
θ≤0
ψ−μ(θ)E|ϕ(θ)|p (3.1)
for ϕ ∈ Lp
F
∞
((−∞, 0]; Rn). Assume furthermore that there exist constants c
1
, c
2
, q ≥ (c
2
/c
1
)(1−
κ)−p and functions V (t, x) ∈ C1,2(R × Rn; R
+
), ζ(t) ∈ C(R
+
; R
+
) such that ψ−μ(t)ζ(t) ∈
L1(R
+
; R
+
) and
c
1
|x|p ≤ V (t, x) ≤ c
2
|x|p (t ∈ R, x ∈ Rn), (3.2)
and
ELV (t, ϕ) ≤ ζ(t) + μ
ψ′(t)
ψ(t)
EV (t, ϕ(0) − u(ϕ)), on t ≥ 0, (3.3)
for all ϕ ∈ Lp
F
t
((−∞, 0]; Rn) satisfying
ψ−μ(θ)EV (t + θ, ϕ(θ)) ≤ qEV (t, ϕ(0) − u(ϕ)), on θ ≤ 0.
Then for all ξ ∈ Lp
F
0
((−∞, 0]; Rn),
E|x(t)|p ≤
[
c
2
(1 + κ)p
c
1
(1 − κ)p
sup
θ≤0
ψ−μ(θ)E|ξ(θ)|p +
1
(1 − κ)pc
1
∫
∞
0
ψ−μ(s)ζ(s)ds
]
ψμ(t) (3.4)
on t ≥ 0, in other words, the trivial solution of eq. (2.1) is p-th moment ψμ stable.
In order to prove this theorem, we need the following useful lemma.
Lemma 3.2 For any constants p ≥ 1 and γ ≥ 0, if condition (3.1) is satisfied except that
μ is replaced by γ, then for any initial data ξ satisfying sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p < ∞,
H(t) ≤
sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p
1 − κ
∨
˜H(t)
(1 − κ)p
, on t ≥ 0. (3.5)
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Proof By the definition of x˜(t),
h(t) = ψ−γ(t)E|x(t)|p = ψ−γ(t)[E|x˜(t) + u(xt)|p].
Recall the elementary inequality: for any a, b > 0, ε ∈ (0, 1), and p ≥ 1,
(a + b)p ≤ (1 − ε)1−pap + ε1−pbp. (3.6)
For any t ≥ 0 and κ ∈ (0, 1), by condition (3.1) and the properties of the function ψ(·), we thus
have
h(t) ≤ ψ−γ(t)[(1 − κ)1−pE|x˜(t)|p + κ1−pE|u(xt)|p]
≤ ψ−γ(t)[(1 − κ)1−pE|x˜(t)|p + κ sup
θ≤0
ψ−γ(θ)E|x(t + θ)|p|]
= (1 − κ)1−p˜h(t) + κ sup
θ≤0
ψ−γ(t)ψ−γ(θ)E|x(t + θ)|p
≤ (1 − κ)1−p ˜H(t) + κ sup
θ≤0
ψ−γ(t + θ)E|x(t + θ)|p
≤ (1 − κ)1−p ˜H(t) + κH(t).
By the definition of H(t),
H(t) ≤ sup
s≤0
h(s) ∨ sup
0<s≤t
h(s) ≤ sup
s≤0
h(s) ∨ [(1 − κ)1−p ˜H(t) + κH(t)].
By sup
θ≤0
h(θ) = sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p < ∞ from ξ ∈ Lp
F
0
((−∞; 0]; Rn), we have H(t) < ∞, then
we know
H(t) ≤
sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p
1 − κ
∨
˜H(t)
(1 − κ)p
,
as required. 
Proof of Theorem 3.1 When μ is replaced by γ, if we can prove (3.4) for all γ ∈ (0, μ),
then the desired result is obtained. We may consider to prove the following stronger result:
h(t) ≤
c
2
(1 + κ)p
c
1
(1 − κ)p
sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
1
c
1
(1 − κ)p
∫ t
0
ψ−γ(s)ζ(s)ds, t ≥ 0. (3.7)
This is equivalent to
H(t) ≤
c
2
(1 + κ)p
c
1
(1 − κ)p
sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
1
c
1
(1 − κ)p
∫ t
0
ψ−γ(s)ζ(s)ds, t ≥ 0, (3.8)
since the right-hand of (3.7) is an increasing function. By Lemma 3.2, we may complete this
proof if we can prove that
c
1
˜H(t) ≤ c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
∫ t
0
ψ−γ(s)ζ(s)ds.
We may obtain this result if we can prove that
c
1
˜h(t) ≤ c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
∫ t
0
ψ−γ(s)ζ(s)ds.
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By condition (3.2), we may obtain this assertion if we can prove that
ψ−γ(t)EV (t, x˜(t)) ≤ c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
∫ t
0
ψ−γ(s)ζ(s)ds,
which is equivalent to prove that, for any t ≥ 0,
W (t) := ψ−γ(t)EV (t, x˜(t)) −
∫ t
0
ψ−γ(s)ζ(s)ds
≤ c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p. (3.9)
In the following, we come to prove (3.9) for any t. First, taking ε = κ/(1 + κ) and applying the
elementary inequality (3.6), by the properties of ψ(·), we have
W (0) = EV (0, x˜(0)) ≤ c
2
E|x˜(0)|p = c
2
E|ξ(0) − u(ξ)|p
≤ c
2
(1 + κ)p−1[E|ξ(0)|p + κ1−pκp sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p]
≤ c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p.
If (3.9) is not satisfied for all t, by the continuity of W (t), there exists the maximum r ≥ 0,
such that for any t ∈ [0, r],
W (t) ≤ c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p
and W (r) = c
2
(1+κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p, as well as W (r+δ) > W (r) for any sufficiently small
δ > 0. To prove (3.9) for all t, we claim that
ψ−μ(t − r)EV (t, x(t)) ≤ qEV (r, x˜(r)), for t ≤ r. (3.10)
We divide it into two steps to prove this assertion. Note that (3.9) holds for all t ≤ r, which
implies that (3.7) also holds for any t ≤ r. For any 0 ≤ t ≤ r, by (3.7) and the definition of
W (t), also noting the properties of ψ(·),
ψ−μ(t − r)EV (t, x(t))
≤ ψ−γ(t − r)c
2
E|x(t)|p
≤ c
2
ψγ(t)ψ−γ(t − r)
[ c
2
(1 + κ)p
c
1
(1 − κ)p
sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
1
c
1
(1 − κ)p
∫ t
0
ψ−γ(s)ζ(s)ds
]
=
c
2
c
1
(1 − κ)−p
[
c
2
(1 + κ)p sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p +
∫ t
0
ψ−γ(s)ζ(s)ds
]
ψγ(t)ψ−γ(t − r)
≤
c
2
c
1
(1 − κ)−p
[
W (r) +
∫ r
0
ψ−γ(s)ζ(s)ds
]
ψγ(t)ψ−γ(t − r)
≤ qψγ(t)ψ−γ(t − r)ψ−γ(r)EV (r, x˜(r))
≤ qEV (r, x˜(r)).
When t < 0, by the properties of ψ(·) and the definition of W (t), also noting that q ≥ 1, we
have
ψ−μ(t − r)EV (t, x(t)) ≤ ψ−γ(t − r)c
2
E|ξ(t)|p
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≤ c
2
ψγ(t)ψ−γ(t − r) sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p
= ψγ(t)ψ−γ(t − r)W (r)
≤ ψ−γ(t − r)ψγ(t)ψ−γ(r)EV (r, x˜(r))
≤ qEV (r, x˜(r)).
If EV (r, x(r)) = 0, by condition (3.2), for any t ≤ r,
c
1
ψ−μ(t − r)E|x(t)|p ≤ ψ−μ(t − r)EV (r, x(r)) = 0,
which means xr = 0 a.s.. By the existence and uniqueness of the solution, x(t) = 0 a.s., which
contradicts the definition of r. We therefore obtain EV (r, x(r)) > 0. By (3.3), (3.10) implies
that
ELV (r, xr) ≤ ζ(r) + μ
ψ′(r)
ψ(r)
EV (r, x˜(r)) < ζ(r) + γ
ψ′(r)
ψ(r)
EV (r, x˜(r)).
Now, by the Itoˆ formula and continuity of W (·), for all sufficiently small δ,
W (r + δ) − W (r) =
∫ r+δ
r
ψ−γ(t)
[
ELV (t, xt) − γ
ψ′(t)
ψ(t)
EV (t, x˜(t)) − ζ(t)
]
dt < 0,
which means W (r + δ) < W (r). This contradicts the definition of r. Therefore, for any t ≥ 0,
(3.9) is satisfied, which means (3.7), as desired. 
Remark 1 The result in Theorem 3.1 extends the Razumikhin-type theorems in [5, 8, 10]
on two directions. The first one, of course, is that this result considers the unbounded delay.
The second one is that, we may investigate not only the p-th moment exponential stability
when we choose ψ(t) = e−t, but also the p-th moment polynomial stability when we take
ψ(t) = (1 + t)−1 for t ≥ 0.
Remark 2 The proof here employed is completely different from the existing one, since,
in [5, 8, 10], the proof of stability depends on the boundedness of the delay, which means that
our proof is not trivial.
Remark 3 In this theorem, we only require that, for sufficiently small δ and γ ∈ (μ−δ, μ),
the initial data satisfies sup
θ≤0
ψ−γ(θ)E|ξ(θ)|p < ∞, which is a condition weaker than the corre-
sponding ξ ∈ Cb
F
0
([−τ, 0]; Rn) in [5, 8, 10] and ξ ∈ Lp
F
0
((−∞, 0]; Rn) in this theorem. Another
condition (3.1) is stronger than the corresponding condition E|u(ϕ)|p ≤ κp sup
−τ≤θ≤0
E|ϕ(θ)|p in
the existing literature, but it is reasonable from ecology and other subjects since it implies that
the sufficiently long history will only have very weak effect on the current state.
In this theorem, (3.3) is a crucial condition, which shows the idea of the well-known Razu-
mikhin argument [2, 13, 14]. To explain this idea, applying the Itoˆ formula to ψ−μ(t)V (t, x˜(t)),
one may see that, to have the p-th moment ψμ stability, it would require that
ELV (t, ϕ) ≤ μ
ψ′(t)
ψ(t)
EV (t, ϕ(0) − u(ϕ)) (3.11)
for all t ≥ 0 and all ϕ ∈ Lp
F
t
((−∞, 0]; Rn). As a result, one would be forced to impose very
severe restrictions on the functionals f(t, ϕ) and g(t, ϕ). However, by the Razumikhin-type
argument, one needs to require that (3.3) holds only for those ϕ ∈ Lp
F
t
((−∞, 0]; Rn) satisfying
ψ−μ(θ)EV (t + θ, ϕ(θ)) ≤ qEV (t, ϕ(0) − u(ϕ)), on θ ≤ 0,
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but not necessarily for all ϕ. Also consider that condition (3.3) is weaker than (3.11) since we
introduce the function ζ(t) > 0. Hence the restrictions on the functionals f(t, ϕ) and g(t, ϕ)
can be weakened considerably. This is the basic idea in this paper.
If we take V = |x|p, then condition (3.3) may be rewritten as
p
2
E[|ϕ(0) − u(ϕ)|p−2(2(ϕ(0) − u(ϕ))T f(t, ϕ) + |g(t, ϕ)|2
+(p − 2)|ϕ(0) − u(ϕ)|−2|(ϕ(0) − u(ϕ))T g(t, ϕ)|2)]
≤ ζ(t) + μ
ψ′(t)
ψ(t)
E|ϕ(0) − u(ϕ)|p (3.12)
for all ϕ ∈ Lp
F
t
((−∞, 0]; Rn) satisfying
sup
θ≤0
ψ−μ(θ)E|ϕ(θ)|p ≤ qE|ϕ(0) − u(ϕ)|p.
We therefore have the following corollary.
Corollary 3.3 Let p ≥ 1. Assume that there exist constants κ ∈ (0, 1/2), λ
0
, λ
1
≥ 0, α =
(1−κ)−p[λ
0
(1−2κ)p −λ
1
] and function ζ(t) ∈ C(R
+
; R
+
) such that ψ−α(t)ζ(t) ∈ L1(R
+
; R
+
).
Assume furthermore λ
1
< λ
0
(1 − 2κ)p and
E|u(ϕ)|p ≤ κp sup
θ≤0
ψ−α(θ)E|ϕ(θ)|p (3.13)
for ϕ ∈ Lp
F
t
((−∞, 0]; Rn). If
p
2
E[|ϕ(0) − u(ϕ)|p−2(2(ϕ(0) − u(ϕ))T f(t, ϕ) + |g(t, ϕ)|2
+(p − 2)|ϕ(0) − u(ϕ)|−2|(ϕ(0) − u(ϕ))T g(t, ϕ)|2)]
≤ ζ(t) +
ψ′(t)
ψ(t)
[λ
0
E|ϕ(0)|p − λ
1
sup
θ≤0
ψ−α(θ)E|ϕ(θ)|p] (3.14)
for all ξ ∈ Lp
F
0
((−∞, 0]; Rn), then
lim sup
t→∞
log E|x(t)|p
| log ψ(t)|
≤ −α. (3.15)
Proof Noting that κ ∈ (0, 1/2), by (3.13), we have (3.5). By the elementary inequality
(3.6) with ε = κ/(1− κ) and condition (3.13), for any ϕ ∈ Lp
F
t
((−∞, 0]; Rn) satisfying
sup
θ≤0
ψ−α(θ)E|ϕ(θ)|p ≤
1
(1 − κ)p
E|ϕ(0) − u(ϕ)|p,
we have
E|ϕ(0) − u(ϕ)|p ≤
(1− 2κ
1 − κ
)
1−p
E|ϕ(0)|p +
( κ
1 − κ
)
1−p
κp sup
θ≤0
ψ−α(θ)E|ϕ(θ)|p
≤
(1− 2κ
1 − κ
)
1−p
E|ϕ(0)|p +
( κ
1 − κ
)
1−p
κp(1 − κ)−pE|ϕ(0) − u(ϕ)|p
≤
(1− 2κ
1 − κ
)
1−p
E|ϕ(0)|p +
κ
1 − κ
E|ϕ(0) − u(ϕ)|p. (3.16)
We thus have
E|ϕ(0)|p ≥
(1 − 2κ
1 − κ
)p
E|ϕ(0) − u(ϕ)|p,
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which implies that
λ
0
E|ϕ(0)|p − λ
1
sup
θ≤0
ψ−γ(θ)E|ϕ(θ)|p
≥ λ
0
(1 − 2κ
1− κ
)p
E|ϕ(0) − u(ϕ)|p − λ
1
(1 − κ)−pE|ϕ(0) − u(ϕ)|p
= (1 − κ)−p[λ
0
(1 − 2κ)p − λ
1
]E|ϕ(0) − u(ϕ)|p.
This, together with condition (3.14), yields
p
2
E[|ϕ(0) − u(ϕ)|p−2(2(ϕ(0) − u(ϕ))T f(t, ϕ) + |g(t, ϕ)|2
+(p − 2)|ϕ(0)− u(ϕ)|−2|(ϕ(0) − u(ϕ))T g(t, ϕ)|2)]
≤ ζ(t) +
ψ′(t)
ψ(t)
(1 − κ)−p[λ
0
(1 − 2κ)p − λ
1
]E|ϕ(0) − u(ϕ)|p.
This satisfies condition (3.3), which implies the desired result. 
4 Almost Sure ψγ Stability
In this section, we shall discuss almost sure ψγ stability for neutral stochastic functional
differential equations. Under additional conditions (see (4.2) and (4.3) below), the p-th moment
ψμ stability implies the almost sure ψγ/p stability.
Theorem 4.1 Let p ≥ 2, β, μ > 0 such that
E|x(t)|p ≤ βψμ(t) for t ≥ 0. (4.1)
Assume that there exist constants κ ∈ (0, 1) and K > 0 such that (3.1) is satisfied and
E|f(t, xt)|p ∨ E|g(t, xt)|p ≤ K sup
θ≤0
ψ−μ(θ)E|x(t + θ)|p. (4.2)
For all ξ ∈ Cb
F
0
((−∞, 0]; Rn), if there exists γ ∈ (0, μ) such that
∞
∑
n=0
ψμ(n)
ψγ(n)
< ∞, (4.3)
then
lim sup
t→∞
log |x(t)|
| log ψ(t)|
≤ −
γ
p
a.s.. (4.4)
That is, the trivial solution of eq. (2.1) is almost surely ψγ/p stable.
Proof We can finish the proof if we can prove that, for almost all ω ∈ Ω,
ψ−γ(t)|x(t)|p ≤ c
1
, (4.5)
where c
1
is a constant. Since condition (3.1) implies |u(ϕ)|p ≤ κp sup
θ≤0
ψ−μ(θ)|ϕ(θ)|p. Then, by
the same proof process of Lemma 3.2, we have
sup
s≤t
ψ−γ(s)|x(s)|p ≤
sup
θ≤0
ψ−γ(θ)|ξ(θ)|p
1 − κ
∨
sup
s≤t
ψ−γ(s)|x˜(s)|p
(1 − κ)p
. (4.6)
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ξ ∈ Cb
F
t
((−∞, 0]; Rn) implies sup
θ≤0
|ξ(θ)|p < ∞. We can therefore complete the proof if we can
prove ψ−γ(t)|x˜(t)|p is bounded a.s.. We claim
In := E
[
sup
n−1≤t≤n
|x˜(t)|p
]
≤ cψμ(n) for n ∈ N. (4.7)
In this proof, c is a constant dependent on p and independent of t, whose precise value is not
important. By the Chebyshev inequality, we thus have
P
(
sup
n−1≤t≤n
|x˜(t)|p ≥ ψγ(n)
)
≤ Inψ
−γ(n) ≤ c
ψμ(n)
ψγ(n)
.
By condition (4.3) and the Borel–Cantelli lemma, for sufficiently large n, when n − 1 ≤ t ≤ n,
|x˜(t)|p < ψγ(n) ≤ ψγ(t), (4.8)
which means that ψ−γ(t)|x˜(t)|p is almost surely bounded. In the following, we come to prove
In ≤ cψ
μ(n). By the definition of x˜(t) and eq. (2.1), for n − 1 ≤ t ≤ n,
In = E
[
sup
n−1≤t≤n
|x˜(t)|p
]
= E
[
sup
n−1≤t≤n
∣
∣
∣
x˜(n − 1) +
∫ t
n−1
f(s, xs)ds +
∫ t
n−1
g(s, xs)dw(s)
∣
∣
∣
p]
≤ cE|x˜(n − 1)|p + cE
[
∫ n
n−1
|f(s, xs)|ds
]p
+cE
[
sup
n−1≤t≤n
∣
∣
∣
∫ t
n−1
g(s, xs)dw(s)
∣
∣
∣
p]
=: An + Bn + Cn.
We estimate An, Bn and Cn, respectively. For 0 < τ ≤ t,
log
ψ(t − τ)
ψ(t)
=
∫ t
t−τ
∣
∣
∣
ψ′(s)
ψ(s)
∣
∣
∣
ds ≤ τφ,
which means that ψ(t − τ) ≤ ψ(t)eτφ. Especially, ψμ(n − 1) ≤ ψμ(n)eμφ. By conditions (3.1)
and (4.1),
An ≤ cE|x˜(n − 1)|p
≤ c[E|x(n − 1)|p + E|u(xn−1)|p]
≤ c
[
ψμ(n − 1) + sup
t≤n−1
ψ−μ(t − n + 1)E|x(t)|p
]
≤ c
[
ψμ(n) + sup
t≤n−1
ψ−μ(t − n + 1)ψμ(t)
]
≤ c[ψμ(n) + ψμ(n − 1)]
≤ cψμ(n).
By the Ho¨lder inequality and condition (4.2), applying the properties of ψ(·) yields
Bn = c
∫ n
n−1
E|f(t, xt)|pdt
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≤ c
∫ n
n−1
sup
s≤t
ψ−μ(s − t)E|x(s)|pdt
≤ c
∫ n
n−1
sup
s≤t
ψ−μ(s − t)ψμ(s)dt
≤ cψμ(n).
Noting p ≥ 2, by the Burkholder–Davis–Gundy inequality [7], the Ho¨lder inequality and con-
dition (4.2),
Cn = cE
[
sup
s≤t
∣
∣
∣
∫ s
n−1
g(r, xr)dw(r)
∣
∣
∣
p
]
≤ c
∫ n
n−1
E|g(t, xt)|pdt ≤ cψμ(n).
We therefore have In ≤ cψμ(n), which implies the desired result.
Remark 1 For ψ(t) = e−t, it is obvious that condition (4.3) is satisfied. In other
words, under conditions (3.1) and (4.2), p-th moment exponential stability implies almost sure
exponential stability. For polynomial stability, it is required that μ > r +1 to guarantee almost
surely polynomial stability.
5 Neutral Stochastic Delay Differential Equations with Unbounded
Delay
As an application, let us apply the theory established in the previous sections to deal with
the stability of neutral stochastic delay differential equations of the form
d[x(t) − u(x(t − δ(t)))] = F (t, x(t), x(t − δ(t)))dt + G(t, x(t), x(t − δ(t)))dw(t) (5.1)
on t ≥ 0 with initial data x
0
= ξ ∈ Cb
F
0
((−∞, 0]; Rn), where u : Rn → Rn, F : R
+
×R
n
×R
n
→
R
n, G : R
+
×R
n
×R
n
→ R
n×m and δ(t) ∈ C1(R
+
, R
+
). As before, assume that eq. (5.1) has a
unique global solution denoted by x(t, ξ) and moreover, u(0) = 0, F (t, 0, 0) = 0, G(t, 0, 0) = 0.
In addition, we impose the following assumption on function u(x(t − δ(t))):
Assumption 5.1 For any δ ≥ 0 and κ ∈ (0, 1),
|u(x(t − δ))| ≤ κψ−
γ
p (−δ)|x(t − δ)|. (5.2)
Under Assumption 5.1, we can easily observe condition (3.1), which implies Lemma 3.2.
We therefore have the following theorem from Corollary 3.3 and Theorem 4.1.
Theorem 5.1 Let p ≥ 1. There exist constants κ ∈ (0, 1/2), λ
0
, λ
1
≥ 0, μ = (1 −
κ)−p[λ
0
(1 − 2κ)p − λ
1
] and function ζ(t) ∈ C(R
+
; R
+
) such that λ
1
< λ
0
(1 − 2κ)p and
ψ−μ(t)ζ(t) ∈ L1(R
+
; R
+
). Under Assumption 5.1, for all ξ ∈ Cb
F
0
((−∞, 0]; Rn), if
p
2
|x|p−2[2xT F (t, x, y) + |G(t, x, y)|2 + (p − 2)|x|−2|xT G(t, x, y)|2]
≤ ζ(t) +
ψ′(t)
ψ(t)
[λ
0
|x|p − λ
1
ψ−μ(−δ(t))|y|p], (5.3)
then the trivial solution of eq. (5.1) is the p-th moment ψμ stable. In addition, if p ≥ 2,
E|F (t, x, y)|p ∨ E|G(t, x, y)|p ≤ KE[|x|p + ψ−μ(−δ(t))|y|p] (5.4)
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and there exists γ ∈ (0, μ) such that (4.3) is satisfied, then the trivial solution of eq. (5.1) is
also almost surely ψγ/p stable.
Proof Since Assumption 5.1 implies (3.13), we can complete this proof if we can test
condition (3.14). So condition (5.3) implies the p-th moment stability. Then Theorem 4.1 gives
the almost sure stability. 
6 Linear Neutral Stochastic Volterra Unbounded-Delay-Integro-Diff-
erential Equations and an Example
As another application, linear neutral stochastic Volterra unbounded-delay-integro-diff-
erential equations may clearly show the characters of this Razumikhin-type theorem. In this
section, we only examine the exponential stability in mean square and almost surely exponential
stability. We consider the equation
d[x(t) − u(xt)] = [−Ax(t) + B(xt)]dt + C(xt)dw(t) (6.1)
on t ≥ 0 with initial data x
0
= ξ ∈ Cb
F
0
((−∞, 0]; Rn). Here A is an n × n constant matrix and
u(ϕ) =
∫
0
−∞
eαθϕ(θ)dφu,
B(ϕ) =
∫
0
−∞
eαθϕ(θ)dφB ,
C(ϕ) =
∫
0
−∞
eαθϕ(θ)dφC ,
where φi(i = u, B, C) are functions with bounded variation on −∞ ≤ θ ≤ 0. Eq. (6.1) can be
regarded as the stochastically perturbed equation of the following ordinary differential equation
x˙(t) = −Ax(t). (6.2)
Let Vi(i = u, B, C) denote the total variations of φi. In particular, let
uˆ = Vu, Bˆ = VB and Cˆ = VC .
Then for any ϕ ∈ L2
F
∞
((−∞, 0]; Rn), by the Ho¨lder inequality,
E|u(xt)|2 ≤ E
[
∫
0
−∞
eαθx(t + θ)dφu
]
2
≤ uˆ
∫
0
−∞
e2αθE|x(t + θ)|2dφu
≤ uˆ2 sup
θ≤0
(
e2αθE|x(t + θ)|2
)
. (6.3)
Similar reason yields
E|B(xt)|2 ≤ Bˆ2 sup
θ≤0
(
e2αθE|x(t + θ)|2
)
, (6.4)
E|C(xt)|2 ≤ Cˆ2 sup
θ≤0
(
e2αθE|x(t + θ)|2
)
. (6.5)
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Let us now impose the first assumption
0 < uˆ <
1
2
. (6.6)
By the elementary inequality 2ab ≤ εa2 + b2/ε for any ε > 0, we have
2E|xT (t)B(xt)| ≤
Bˆ
1 − 2uˆ
E|x(t)|2 +
1 − 2uˆ
Bˆ
E|B(xt)|2
≤
Bˆ
1 − 2uˆ
E|x(t)|2 + (1 − 2uˆ)Bˆ sup
θ≤0
(
e2αθE|x(t + θ)|2
)
. (6.7)
Similarly, we can show
2E|uT (xt)Ax(t)|2 ≤
uˆ
1 − 2uˆ
‖A‖E|x(t)|2 + ‖A‖(1− 2uˆ)uˆ sup
θ≤0
(
e2αθE|x(t + θ)|2
)
, (6.8)
2E|u(xt)T B(xt)|2 ≤ 2uˆBˆ. (6.9)
Let λ
min
(A + AT ) denote the smallest eigenvalue of A + AT , then we have
2E[x(t) − u(xt)]T [−Ax(t) + B(xt)] + E|C(xt)|2
≤ −
[
λ
min
(A + AT ) −
Bˆ + uˆ‖A‖
1 − 2uˆ
]
E|x(t)|2
+[(1 − 2uˆ)(Bˆ + uˆ‖A‖) + 2uˆBˆ + Cˆ2] sup
θ≤0
e2αθE|x(t + θ)|2. (6.10)
Take V (t, x) = |x|2. Then applying Corollary 3.3 and Theorem 4.1 yields the following corollary.
Corollary 6.1 Let (6.6) hold. If
λ
min
(A + AT ) >
2(Bˆ + uˆ‖A‖)
1 − 2uˆ
+
2uˆBˆ + Cˆ2
(1 − 2uˆ)2
, (6.11)
then the trivial solution of eq. (6.1) is exponentially stable in mean square and is also almost
sure exponentially stable.
To close this paper, let us discuss a specific example of eq. (6.1).
Example 6.1 Consider the scalar linear neutral stochastic Volterra unbounded-delay-
integro-differential equation
d
[
x(t) − κ
∫
0
−∞
e2θx(t + θ)dθ
]
= −ax(t)dt +
∫
0
−∞
e2θx(t + θ)dθdw(t), (6.12)
where κ ∈ (0, 1/3), a > 0 and the initial data ξ ∈ Cb
F
0
((−∞, 0]; Rn).
Applying Corollary 6.1, choose dφu = κdeθ, dφB = 0 and dφC = deθ, then condition
(6.11) may be written as
a >
1
2(1− 3κ)(1 − 2κ)
.
Therefore, this condition and κ ∈ (0, 1/3) mean that the trivial solution of eq. (6.12) is exponen-
tially stable in mean square and is also almost surely exponentially stable. Here if we may also
constrain 2a(1−2κ)(1−3κ)−1 ≥ 2(1−κ)2, then for any γ ∈ (0, 2), lim sup
t→∞
t−1 log E|x(t)|2 ≤ −γ.
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