A new thermographic methodology for measuring the thermal diffusivity of a platelike sample is presented. In particular, the study of the time evolution of the spatial distribution of the surface temperature of the rear face of the plate (after heating its front surface by a flash Gaussian shaped source) enables to determine the in-plane thermal diffusivity. This technique is applied to an AISI304 stainless steel plate and the results are compared with literature value and with the value obtained on the same material by using Thermal Wave Interferometry.
Introduction
In the last fifteen years, the progress in infrared technology as well as in electronics have allowed to apply infrared thermography to the thermal diffusivity evaluation starting from the experience matured in the frame of phothermal science.
The main advantage of thermographic methods is related, in principle, to the possibility of obtaining either time or space resolved analysis of the surface temperature of the whole sample. In this way, new approaches to thermal diffusivity evaluation become possible or at least less time consuming.
Thermographic methods have been successfully developed for measuring thermal diffusivity in bulk materials [1] and both isotropic [2, 3] and anisotropic [4] [5] [6] [7] plates; these techniques typically allow to measure also the in-plane thermal diffusivity that is usually more difficult to be measured by conventional photothermal methods like Laser Flash [8] .
Usually the methods applied for determining the in-plane thermal diffusivity exploit the inplane heat diffusion subsequent to a non uniform heating of the sample surface that can be achieved typically either using a non uniform heating source (i.e. a spotwise or a linewise source) [1, 2, 9, 10] or masking in a suitable way part of the sample surface during heating by a uniform source [5] [6] [7] .
Thermal diffusivity can be estimated by analysing the time evolution or the spatial distribution or the phase image (the latter for lock-in thermography) of the temperature of either the front or the rear sample surface.
Here a thermographic technique for the in-plane thermal diffusivity evaluation is presented: it consists in analysing the time evolution of the spatial distribution of the temperature of the rear surface of a platelike sample heated on its front surface by an instantaneous circular Gaussian source.
Theory
The solution describing the temperature distribution within an infinite platelike isotropic sample of thickness L whose front face is instantaneously heated by a circular Gaussian source of radius R (defined as the distance where the beam intensity reduces by a factor 1/e 
where  is the thermal diffusivity,    k C (k  and C are the thermal conductivity, the density and the specific heat respectively) is the thermal effusivity, J r 0 ( )  is the zero order first type Bessel function, Q is the total amount of heating energy, t is the time, z and r are the axial and radial co-ordinates respectively. In particular, if the rear surface is considered, taking into account that [11] :
Eq. (1) can be simplified as follows: As far as the thermal diffusivity measurement is concerned, the proposed technique consists in best fitting, at some fixed times, the spatial profile of the temperature along a line passing through the centre of the heated spot on the rear sample surface by using a Gaussian function; in fact the shape of the temperature profile at any fixed time depends only from the Gaussian term in eq.(3) as clearly shown by Fig. 2 . At each time t the value of the parameter:
is thus obtained.
The thermal diffusivity value can be obtained by using eq.(4) from the knowledge of both the value of the beam radius and the time the spatial distribution refers to; this procedure can be repeated at some different times in order to obtain an averaged value for thermal diffusivity.
Experimental
The experimental set-up is shown in Fig. 3 . A 1000W continuous lamp (PSC 1000 ILC Technology Inc. CA) was used as heating source. The beam was focused on the sample surface using a suitable lens system. A photographic shutter was used for producing the heating flash. The infrared camera used for measuring the surface temperature of the sample was a Focal Plane Array (320x240pixel) CEDIP Jade system sensitive in the spectral range 8-10m with a NETD of 30mK and able to acquire snapshot infrared images with a frequency rate ranging from 50 up to 1000Hz as a function of the image dimension. The shape and dimension of the heating spot impinging on the sample surface were measured analysing the IR image produced by the heating beam on a very thin black sheet of paper. Specifically, the heating spot approximated very well a Gaussian distribution as shown in Fig.  4 . The beam radius (7.7mm) was determined from the experimental data through a least-square analysis of the spatial profile of the temperature. In particular the procedure consisted in the four steps: -to consider the temperature profile along two mutually normal lines crossing the heating spot; -to fit them by a Gaussian in order to obtain the co-ordinates of the centre of the spot; -to make the two lines passing through the centre of the spot; -to fit temperature profiles along these two lines by a Gaussian in order to obtain the beam radius along both normal directions. In order to be allowed to neglect the finite duration effects of the flash according to Maillet [12] and Cielo [13] the following conditions should be satisfied:
and observation times t  10
As the sample considered for this study was an AISI304 stainless steel plate (1.7mm thick) with thermal diffusivity literature value 0.04 10 -4 m 2 /s [14] , the first condition is satisfied for heating time duration  equal to or shorter than 33ms while the second one for observation times longer than 330ms.
Results and Discussion
As the procedure for the thermal diffusivity evaluation requires the precise values of the times the spatial profiles refer to, and as no synchronisation between the photographic shutter and the infrared camera was available, the initial time t=0 (corresponding to the flash) was not clearly determined. In order to solve this problem the following iterative procedure was developed: -in first approximation to consider as initial time t 0 the one corresponding to the first IR image where the heating spot is distinguishable; -to extract temperature spatial profiles at different times after t 0 and fit them by a Gaussian in order to obtain the parameter b; -to determine the thermal diffusivity from eq.(3) ; -to extract the temperature in the spot centre as a function of the time and to compare it with the one-dimensional model (Laser Flash); in particular in this way the correct time t x corresponding to a fixed percent rise x (always lower than 10%) of the temperature can be estimated by using the following equation [15] :
where k x is a constant. After that, a new t 0 can be evaluated and the other times can be consequently corrected;
-to determine again the thermal diffusivity from eq.(3) using the corrected times. This iterative process usually converges in very few steps and the approximation in using the one-dimensional model for temperature rise percentage lower than 10% affects the data in a negligible way. As a matter of fact the difference between the two curves at 10% is less than 5% which in this specific case corresponds to a time difference of 2ms. In Fig. 5 the experimental spatial profiles of temperature as well as the Gaussian curves are shown at two different times after the flash. The final thermal diffusivity was obtained averaging the values taken at 9 different times from 0.5 to 2.5s and resulted 0.0420.01*10 -4 m 2 /s. Notwithstanding the satisfactory agreement between experimental and literature values [14] , in order to get a further confirmation of the ability of this technique to estimate the thermal diffusivity, Thermal Wave Interferometry (TWI) [16] was also applied to a thin plate 660m thick extracted from the platelike sample and a very good agreement between all the thermal diffusivity values was found. In fact the value obtained by TWI resulted 0.0400.001*10 -4 m 2 /s. In the theoretical model considered heat losses were completely neglected. As far as radiative heat losses are concerned, taking into account that the maximum temperature difference on the rear surface did not exceed 0.4°C their effect can be surely negligible.
Convective heat losses can be estimated considering the Biot number :
where h, d, and k are the convection coefficient, a characteristic length and the material thermal conductivity respectively. In this case d could be assumed as the length along which the temperature spatial profile is taken. For an AISI304 sample considering indoor free convective phenomena (h=10W/mK) and d=6R=6*10 -2 m, the Biot number results (0.04) widely smaller than value Bi=0.1 usually considered as the limit for neglecting convective heat losses. 
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