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INTRODUCTION 
The purpose of this paper is to investigate the functional (b - u) Jbp 
where p is in a certain class of sub or superfunctions and a and b are s&h 
that the boundary value problem 
ye spy = 0 y(u) = y(b) = 0 y f 0 on (a, 6) (1) 
has a solution. 
The best known result in this direction is the well known theorem of 
Lyaponov to the effect that (6 - a) r,” 1 p / > 4. Although 4 is the best 
possible constant, if something else is known about p, this can be improved. 
Banks ([I] and [2]) has given some inequalities for eigenvalues which have 
inequalities for (b - a) Jbp as obvious consequences. Fink [4] has proved 
a generalization of Lya:onov’s inequality which gives the best possible 
bounds for functions which are between positive bounds. These are both 
upper and lower bounds. Also, for p linear, Fink [5] has described the 
behavior of (b - u) J”p. 
In the present pap&, our point of departure is two observations. One is 
Theorem 1 of [4]. It says that if the boundary value problem (1) has solutions 
for p, and p, with y;(c) = y;(c) f or some c E (a, b) and the graphs of p, 
and p, cross twice, then J-“p, < J” p, if pi(u) < p,(u). Secondly, if p, is 
convex or concave and pZais linea:, then the graphs cannot cross more 
than twice. Consequently it seems reasonable that the information about 
(b--)Jbpforpl’ mear should yield information about that quantity for p 
convex or” concave. In fact, we will show that it does. 
Our results will be slightly different from those of Banks. He gives bounds 
for the class of all convex (or concave) functions. We shall let p be a given 
concave or convex function and try to estimate (b - u) Jbp using associated 
linearp. We will discuss these matters in the second ‘part of the paper. 




functional with p a subfunction or superfunction with respect to the solution 
of a second order differential operator. Banks [3] gives results for the linear 
case. 
PRELIMINARY RESULTS 
We shall consider the operator 
Ly = y# -f(x, y, y’) == 0 (2) 
where we assume the following: 
(i)fiscontinuousfora<x<bandIy,+;y’i<+co, 
(ii) for any y1 and yz and a < x1 < xg G b the boundary value problem 
y* -= f(X, Y? Y’), Y(4 = Yl 9 Ye%) = Ys (3) 
has a solution which extends throughout [a, b] and any two solutions which 
agree at two distinct points are identical throughout [a, b], and 
(iii) solutions of initial value problems of (2) are unique. 
DEFINITION. The function CD is a subfunction with respect to solutions 
of (2), if @(x1) < y1 and @(x2) < yz imply that CD(X) < y(x) on [x1 , ~~1 
where y is the solution of (3). Similarly, @ is a superfunction if all the 
inequalities are reversed. 
It follows that if @ is a subfunction and y is a solution of Ly == 0 such 
that @(x1) =: y(xl) and 0(x2) = y(xz), then @ < y on (x1 , x2) and @ > y 
outside this interval. This is an obvious generalization of convex functions, 
which have this property for L-y -= y”. Similarly, superfunctions are general- 
izations of concave functions. The following theorem proved in [7] strengthens 
this idea. 
THEOREM 1. If @E CZ[a, b] then @” >, f (x, Q(x), W(x)) on [a, b] is a 
necessary and sz@cient condition for @ to be a subfunction on [a, b] with respect 
to solutions of (2). For superfunctions, reaerse the inequality. 
In order to simplify the notation and statement of the results we shall say 
that y and p is an admissible pair, or simply that p is admissible if p 2 0, 
y” + py = 0, y(a) = y(b) = 0, and y > 0 on (a, 6). 
The following is proved in [4] and we quote it for reference. 
THEOREM 2. If p, and p, are admissible and their graphs cross twice and 
y;(c) = y;(c) = 0 for some c E (a, b), then pi(u) .< p,(a) implies that 
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Finally we shall make use of the following two lemmas. 
LEMMA 1. Let (Yl ,Pd and (Yz ,P2) b e a d missible pairs and let the graphs 
of p, and p, cross once on (a, b) with PI(a) < ~~(a). Then there exist x2 < x1 
such that y;(x2) = y;(xJ = 0. 
Proof Let p, < pa on [a, c) and pa < p, on (c, b] and assume yi > 0. 
Then for w = ya y; - yr y; we have W(U) = w(b) = 0 and w’ = ( p, - p,) y1 yz . 
Now let y6(~a) = 0 and xe < c then y2(xZ)y;(xg) = w(xp) == JIa w’ > 0 
hence y;(xJ > 0. If x2 > c then -y2(xa)y;(xa) = -w(xJ == s:, w’ < 0 
and hence y;(x,) > 0. Since y,(b) < yr(x,) it follows that in either case there 
is a zero of y; to the right of xp . 
LEMMA 2. Let Ly = 0 satisfy (i), (ii) and (iii). Then the solutions to the 
boundary value problems y(a) = y1 and y(b) = y2 are continuous with respect 
to y1 and y2 . 
Proof. Let y,(t) be solutions to boundary value problems Ly = 0, 
y(a) = yr , y(b) = & where ,&, is a monotone convergent sequence, say 
to ,Q,, . By hypothesis (ii), y,(t) is a monotone sequence for each t E [a, b], 
and is bounded by yl(t) and ye(t). Let z(t) be the limit of the y,Jt) on [a, b]. 
Suppose for sake of argument, that fla is increasing. If z(t,,) f y,,(t,,) for 
some t, E (a, b), then consider the boundary value problem Ly = 0, y(a) = yI , 
y(t,) = z(t,,). This solution w(t) extends throughout [a, b], and w(t) < ye(t) 
for t E (a, 61 by (ii). Also y,(tJ < z(t,) = w(t,,) for all n but y,(b) > w(b) 
for n sufficiently large. Thus for large n, y,, and w agree at two places 
violating (ii). Thus z = y0 . Now yn converges monotonically to y,, so by 
Dini’s Theorem the convergence is uniform. The general case can now be 
reduced to several of the above arguments. 
The following two lemmas will give a criterion for satisfaction of the 
hypotheses of Theorems 3 and 4. 
LEMMA 3. Let p be an admissible superfunction on [a, b] such that there 
e&St soh&ns r1 , r2 and r3 to Ly = 0 such that 
y&4 = p(a) fl b P on [a, 4 
Ydb) = P(b) rz2p on [a,4 
y3(4 = PW Y&4 = P(b), r,bO on [u,b]. 
Then there exist admissible solutions q1 and q2 ofLy = 0 such that ql(a) = p(u) 
and s(b) = p(b). 
Proof. Consider the family of solutions q(x, 8) to the boundary value 
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problem, Lq = 0, q(a) = p(u), q(b) = /3 where /3 E [p(h), r,(h)]. Now 
q(x, p(b)) = F&X) :C p(x) on [a, b] since p is a superfunction, and 
q(x, r,(b)) = rt(x) > P(X) on [a, 61 by hypothesis. The problems 
y” + q(s, ,Q y = 0, y(u) = 0, y’(u) := 1, lead to a family of solutions 
parametrized by /3. These solutions are continuous with respect to /3 since 
by Lemma 2, q(x, /3) are uniformly continuous in .X with respect to /3. Now b! 
the Sturm comparison theorem, if p = p(6), then the next zero of y is 
greater than b, and if /3 = or, the next zero ofy is less than 6. By continuity 
there is a p E (p(b), rr(D)) so that q(zc, /3) . IS a d missible on [a, 61. We shall set 
P(X, 8 = 41. 
The proof for q2 proceeds in a similar manner. 
LEMMA 4. Let p be an admissible subfunction on [a, b] such that there exist 
solutions r1 and r2 to Ly = 0 such that ~~(a) == p(a), 0 < TV -< p(x) on 
[a, b] and yZ(b) == p(b), 0 < Y(X) < p(x) on [a, b]. Then there exist admissible 
solutions ql and q2 of Ly = 0 such that ql(n) = p(a) and q2(b) = p(b). 
Proof. One observes that ~a , the solution of Ly = 0, y(a) = p(u), 
y(b) = p(b) satisfies ra(x) 3 p(x), since p is a subfunction. Now the proof 
proceeds exactly as in Lemma 3. 
SUB AND SUPERFUNCTIONS 
We shall assume in this section that p is a given non-negative admissible 
sub or superfunction with respect to the solutions of Ly =:: 0 where L 
satisfies (i), (ii), and (iii). Let (9,~) be the admissible pair. 
THEOREM 3. Let p be an admissible superfunction such that there exist 
admissible solutions q1 and q2 of Ly = 0 with ql(a) p(u) and q,(b) = p(b). 
Then there exists an admissible pair (z, Y) such that Lr =- 0 and z’ and 7’ have 
a common zero. Consequently, J,: p 
r(b) E (P(b), !zl(b)). 
J: 7. Furthermore r(u) E (p(u), q2(a)) and 
Proof. Sincep and q1 are admissible, it follows from the Sturm comparison 
theorem that their graphs must cross. Since p(a) = ql(a) and p is a super- 
function, the graphs cross exactly once on (a, b) and q,(b) > p(b). Now by 
Lemma 1, there is the zero of y; to the right of the zero of r’, where ( yt , ql) 
is an admissible pair. Similarly if ( y2 , q2) is an admissible pair, then 
g,(a) > p(a) and yi has a zero to the left of the zero of 7’. 
We now consider boundary value problems of the form Ly = 0, y(a) = 01, 
y(b) = ,6 where o! E [p(a), q2(u)] and p E [p(b), ql(b)]. Using the fact that (ii) 
implies that solutions can only cross once on [a, b], and a Sturm comparison 
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argument as in the proof of Lemma 3, we can show that for each 
a E [p(u), q2(a)] there exists exactly one ,l3 E [p(6), q,(b)] such that the 
solution qor to the boundary value problem is admissible. Let p(a) be chosen 
in this way. Then /3(a) is a strictly decreasing continuous function of 0~. 
Now from Lemma 2, qa is a continuous function of ac such that qPca) = q1 
and s+) = q2. Th en ybi and y: are continuous functions of a and the zeroes 
of yi are continuous functions of 01. As a matter of fact, the zeroes are strictly 
increasing functions of N by Lemma 1. Consequently, the solutions to 
Y’: -t qa YR = 0, Y,(Q) = Y,(b) = 0, ye > 0 on (a, 6) have zeroes of the 
derivatives which sweep out in a continuous way the interval [,vr , x2] where 
~i~(~)(h*d = 0 and YL,(x~) = 0. B u c, the zero of a’, is in this interval. t 
Let y:(c) = 0. Then r(u) and y(b) satisfy the indicated inequalities. Now r 
and p cross twice since p is a superfunction, hence theorem 2 applies. 
In a similar manner one proves the subfunction counterpart of Theorem 3. 
THEOREM 4. Let p be an admissible subfunction such that there exist 
admissible solutions q1 and q2 of Ly = 0 zoith e(u) = p(u) and q,(b) = p(b). 
Then there exists an admissible pair (z, r) such that Lr = 0 and :x’ and 7’ have 
a common zero. Consequently, SC: Y < Jl p. Furthermore, r(a) E (q2(a), p(a)) 
and 4) E (q,(b), p(b)). 
APPLICATION TO CONVEX AND CONCAVE FUNCTIONS 
In the special case when Ly = y” some of our results are already known. 
We shall have occasion to use some results from [5]. First, the functional 
(b-a)sIp forp>O, 1’ mear, and admissible is an even function of the 
slope p’, which is decreasing for positive slopes. Consequently the maximum 
is 4. The minimum for non-negative p is (9/8)X,2 attained by p(t) = ! 
h,2/((b - a)“)(t - a), where Ji,a(Xa) = 0 and /\a = 2.902+. Secondly, there 
is a, not necessarily non-negative, admissible linear function through any 
point. With these ideas we can now state an old result ([2] and [6]). 
COROLLARY 1. If p is a non-negative concave admissible function on [a, b] 
then (b - a) Jtp < 9. 
Proof. A concave function is a superfunction with respect to solutions 
of Ly = y” = 0. We apply Theorem 3 since the admissible lines through 
the endpoints must intersect p again so are non-negative. Thus there is a 
Y 2 0, a linear admissible function and (b - a) Jbp ,( (b -- u) J” Y < r2. 
The next result appears to be new. Banks [I] giv& a lower bouid for all 
convex functions, which is slightly smaller than ours. 
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COROLLARY 2. If p is a non-negative convex admissible function on [a, b] 
such that p(a) < 3 A,-,2/((b - a)“) and p(6) CC z ho2/((b - a)2), then (b - a) 
Jzp > (9/8)h,2 where j1,3(X,,) = 0 and A, == 2.902*. 
Proof. In view of the above discussion, the upper bounds for p(a) arc 
necessary and sufficient conditions for the existence of a linear admissible 
function through p( a and non-negative on [a, b]. Similarly for p(b). KOW p ) 
is a subfunction and we apply Theorem 4 to get an admissible linear Y such 
that (b - a) jbp 3 (b - a) J”” Y > (9/8)hu2. 
Slight imprkements on th&e results follow from the observation that in 
Corollary 1, (b - a) s,” r < (b - a) J-” q2 where q,(b) = p(b) if p is monotonc 
increasing and (b - a) s” r < (b -“a) s” q1 , where ql(a) = p(a) if p is 
monotone decreasing. Similarly Corollary i” has the slightly stronger statement. 
In both cases (b -- a) s” qi < T?. 
It is clear that it is %esirable to study the behavior of (b - a) s” p as p 
ranges over the solutions of an appropriate differential equation. Further 
results in this direction will appear in forthcoming papers by some of my 
students. 
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