show how local approximations, each accurate on a subinterval, can be blended together to form a global approximation which is accurate over the entire interval. The blending functions are smoothed approximations to a step function, constructed using the error function. The local approximations may be power series, asymptotic expansion, or other more exotic species. As an example, for the dilogarithm function, we construct a one-line analytic approximation which is accurate to one part in 700. This can be generalized to higher order merely by adding more terms in the local approximations.
INTRODUCTION: LOCAL APPROXIMATIONS
Functions are often approximated by different expansions on different parts of its range. For example, Bessel functions are usually evaluated by a power series for small 2 and an asymptotic series for large 2. In numerical software, it is most efficient to use an "IF" statement to switch discontinuously from one representation to the other. However, for many purposes, it is very convenient to have an analytical representation of a function which is accurate over its entire range.
OUTLINE OF THE BLENDING METHOD
Let &t(s) and fright(X) denote approximations which are accurate to the left and right of x = zs. If H(z) is the usual stepfunction, (1) This work was supported by NSF Grant 0CE9521133.
I thank the editor, E. Y. Rodin, and the reviewer for helpful suggestions. then a discontinuous but global approximation to f is Our strategy is to replace the step function by a similar function which is smooth and continuous.
BLENDING FUNCTIONS: THEORY
A good blending function H(X) has the following properties.
1. H(-oo) = 0, H(oo) = 1. 2. H varies smoothly, analytically, and monotonically between its limits.
3. H = l/2 + A( ) f z or some function A(z) which is antisymmetric with respect to z = 0, that is, A(z) = -A (-z) for all z.
The first two constraints merely demand that H should resemble the step function but be smoother. The third constraint is more subtle. lf we replace _&&n&j, fieft, and fright by the function they all approximate, f(z), then
This equality is true if and only if, replacing 2 -20 + z and H = l/2 + A, A(-cc) + A(z) = 0, (4 which demands that A(z) must be antisymmetric as asserted in property 3. Many functions, such as H(z;X) E (l/2)(1 + tanh(Xz)}, satisfy these criteria. However, the diffusion equation smooths the step function to the shape of our preferred choice:
4. THE DILOGARITHM FUNCTION AND THE
FAILURE

OF SINGULARITY SUBTRACTION (5)
The dilogarithm function is a useful example. Lewin's monograph [l) was written as a labor of love by an engineer who was smitten by the sheer beauty of this function's many identities, as he recounts in an amusing preface. Beauty has often blossomed into utility, and the dilogarithm is no exception: Lewin's book has been cited 182 times as of August, 1999. The dilogarithm is the star of the statistical physical articles [2, 3] , for example.
This function arose in our work on water waves in [5] , where the interesting range is z E [0, 11. Efficient numerical subroutines (for all z) are given by
the dilogarithm is free of singularities in the complex plane except at 2 = 1, and has the "singularity decomposition"
where a(z) and p(s) are holomorphic functions near 2 = 1. Since the dilogarithm is singular only at one point and the singularity structure is completely captured by the "singularity decomposition" (7), it is plausible that a(z) and p(z) would both be entire functions. Their Taylor series about z = 1 would then have infinite radii of convergence, and blending would be unnecessary.
lThe same label is applied in the NBS Handbook of Mathematical Flrnctions [4] and Maple to a different function, dilog(z), which is related to Lewin's by Liz(z) = dilog(1 -2).
Unfortunately,
the plausible conjecture is wrong. Explicitly [l],
a(z) and p(z) are both singular at 5 = 0, but the singularities cancel in the sum so that the dilogarithm is free of pathologies at the origin. It is not possible to subtract off the singularities at zr = 1 so as to obtain a global approximation. The power series of Li:! converges only at a firstorder rate, i.e., error decreasing as 0(1/n), at 2 = 1, whereas the series for D(X) and p(z)
are cursed with first-order convergence at z = 0. However, the complementary expansions about z = 0 (for the dilogarithm) and at x = 1 (for cr and p) provide the local approximations needed for blending.
BLENDED APPROXIMATION FOR THE DILOGARITHM
Define the local approximations of iVth order by 
where N is the number of terms retained in the power series. The blended approximation, accurate over the whole range 2 c [0, 11, is then
Li z M fblended(z; N) E H .fieft(T N) + H fright(x; N),
where H(x; A) is the 'erf-step" function defined by (5). The blending point was chosen to be zs = l/2 because for the dilogarithm, the errors in both truncated power series grow equally fast in the middle of the interval. Small X is bad because the erf-step function is very wide, so that the left approximation makes a nonnegligible contribution even near z = 1, where it is very inaccurate. Large X is also bad because the blended approximation will be nearly discontinuous. Thus, for functions in general, and not merely for the dilogarithm, intermediate X is preferred.
For the dilogarithm, X has a further role as a tunable parameter. Figure 1 shows that optimal X can reduce the error by a factor of twenty (!) compared to the asymptotic, X + co error of the power series.
The N = 1 approximation, which after some cancellations simplifies to 
has a maximum pointwise error which is smaller than the maximum of the function by almost a factor of 800! This implies that a plot of the approximation (12) would be graphically indistinguishable from the true dilogarithm function. Table 1 shows the accuracy of higher approximations. Table 1 . Errors and best width parameter for the blended approximation of the dilogarithm for various power series truncations N.
TRIPLE BLENDING: COMBINING THREE PARTS
This idea can be generalized to combine approximations on three subdomains:
J E H(zl -z)fleft(z) + {H(z -21) + H(~z -z) -1) fmiddle(z) + H(X -Zz)fright(Z). (13)
The expression in the middle braces is a smoothed "top hat" function T where 
MULTIPLICATIVE BLENDING
It is also possible to combine local approximations by multiplication such as the following approximation to the Lambert W-function [9] :
W(Y) = wo f {log(y + 10) -log(log(y + 10))) tanh (&) ,
where p = fi/(log(lO) -log(log(l0))). Each factor is approximately one in the region where the other factor is accurate.
At present, we know no reason for preferring additive blending to multiplicative blending except that the former seems easier, and requires less ingenuity. The best advice is the proverb: Approximation is an experimental as well as a theoretical art.
SUMMARY
We have show that it is possible, using nothing fancier than error functions, to smoothly and analytically blend disparate local approximations into a global approximation, accurate everywhere on a given interval. As an example, we derive a on&line approximation to the dilogarithm which is accurate, everywhere on CC E [O,l], to no worse than one part in 770. However, the method is general, and can be applied to a very wide range of functions.
We also show that knowledge of the precise structure of convergence-limiting singularities does not necessarily provide a simple global approximation. For example, the identity Liz(z) = log(z) log( 1 -CC) -Liz(l -z) explicitly displays the branch point singularities to all orders as series about CC = 1. Unfortunately, both Liz(l -z) and log(z) are singular at 2 = 0, even though the dilogarithm itself is not. Taylor expansions about x = 1, therefore, fail to give an efficient global approximation on z E [0, l] 
