Abstract-The aim of this paper is to construct a practical forensic steganalysis tool for JPEG images that can properly analyze single-and double-compressed stego images and classify them to selected current steganographic methods. Although some of the individual modules of the steganalyzer were previously published by the authors, they were never tested as a complete system. The fusion of the modules brings its own challenges and problems whose analysis and solution is one of the goals of this paper. By determining the stego-algorithm, this tool provides the first step needed for extracting the secret message. Given a JPEG image, the detector assigns it to six popular steganographic algorithms. The detection is based on feature extraction and supervised training of two banks of multiclassifiers realized using support vector machines. For accurate classification of single-compressed images, a separate multiclassifier is trained for each JPEG quality factor from a certain range. Another bank of multiclassifiers is trained for double-compressed images for the same range of primary quality factors. The image under investigation is first analyzed using a preclassifier that detects selected cases of double compression and estimates the primary quantization table. It then sends the image to the appropriate single-or double-compression multiclassifier. The error is estimated from more than 2.6 million images. The steganalyzer is also tested on two previously unseen methods to examine its ability to generalize.
I. INTRODUCTION

S
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Digital Object Identifier 10.1109/TIFS. 2008.2002936 is undetectability, which, stated informally, means that no algorithm exists that can determine whether an object contains a hidden message. While there were several attempts to formalize the concept of undetectability in steganography [12] , [16] , [36] , the most frequently used definition was given by Cachin [5] using an information-theoretic framework.
The counterpart of steganography is steganalysis whose goal is to discover the presence of hidden messages. Even though steganography is considered broken when the mere presence of the secret message is discovered, we often desire to recover some attributes of the message, such as its length, or the message content itself. The first necessary step toward this goal is to determine the data-hiding algorithm. In some special situations, this information may be readily available, such as when a suspect's computer is seized and stego-software is installed on the hard disk. Perhaps a more typical situation occurs when steganographic content is detected while monitoring network traffic. In this case, the task of recovering the message is more challenging and must start with determining the stego-algorithm used to embed the message, which is the focus of this paper.
We constrain ourselves to the JPEG format because it is the most ubiquitous image format in use today. There are several challenges that need to be overcome to obtain an accurate multiclassification of JPEG images. First, the JPEG format accepts, as a parameter, the quantization table(s). The tables drive the quantization of discrete cosine transform (DCT) coefficients and, thus, change their statistical properties. This effectively enlarges the space of covers and further complicates steganalysis because a classifier trained on one quality factor may give less accurate results on images with a different quality factor (see, e.g., [24, Tables III and IV] ). Second, multiple JPEG compression may dramatically change the statistics of DCT coefficients, thus causing some steganalysis methods to fail [7] . Steganalyzers that extract features in the spatial domain [1] - [3] , [6] , [20] , [21] , [35] are somewhat less sensitive to the aformentioned two effects than steganalyzers with features calculated from quantized DCT coefficients [7] , [23] , [25] , [26] , [32] , especially those that use calibration for estimating the cover image [7] , [26] . On the other hand, recent comparisons provided in [23] , [26] , [32] , and [35] indicate that features computed directly from DCT coefficients provide more accurate detection results.
The classifier proposed in this paper uses such features obtained by merging the extended DCT feature set with a reduced Markov feature set. This set was recently shown in [26] to achieve significantly improved performance over prior art. We build upon our previously published partial results [23] , [26] to obtain a practical solution to the problem of multiclassification of a larger set of steganographic algorithms that produces single-and double-compressed images. Even though individual modules of this steganalyzer were previously analyzed by the same authors [23] , [25] , [26] , the fusion of the modules into one general steganalysis system brings its own challenges. For example, it is not clear how the errors of each individual module accumulate when the modules interact with each other. This paper is organized as follows. To reduce the complexity and storage needed to construct the steganalyzer, in the next section, we make some simplifying assumptions about the cover images used by the steganographer. Section III describes the structure of the proposed multiclassifier and explains some of our design choices. Subsequent sections describe the individual modules from which the multiclassifier is built, such as the double-compression detector and the primary quality factor estimator in Section IV, the multiclassifier for single-compressed images in Section V, and the multiclassifier for double-compressed images in Section VI. Experimental results appear in Section VII. Finally, Section VIII concludes this paper.
II. BASIC ASSUMPTIONS
In this section, we explain the assumptions based on which we devise our steganalyzer. These assumptions define its scope and guide our design choices. First, we introduce notations used throughout this paper.
A. Notation
JPEG compression [22] begins by dividing the image into disjoint 8 8 pixel blocks and transforming each block using the DCT, thus obtaining an 8 8 block of real numbers , . Next, the DCT coefficients are divided by quantization steps from the quantization matrix 1 and rounded to integers round Let be the total number of all 8 8 blocks in the image. The th-quantized DCT coefficient in the th block is denoted as , . The pair indexes a horizontal and vertical spatial frequency (or mode) of the DCT coefficient.
During decompression, each block of quantized DCT coefficients is multiplied by the quantization matrix , , and the inverse discrete cosine transformation (IDCT) is applied to . The resulting values are rounded to integers and truncated to a finite dynamic range. The block of decompressed pixel values is thus round
B. Assumptions
The first assumption concerns the selection of stego-algorithms for multiclassification. The classifier will be trained to recognize six current popular steganographic programs: F5 [34] , model-based steganography without [30] (MBS1) and with [31] deblocking (MBS2), JP Hide&Seek (http://www. linux01.gwdg.de/%7Ealatham/stego.html), OutGuess [29] ver. 0.2 with histogram correction, and Steghide [13] . We intentionally left out the very first publicly available steganographic program Jsteg (http://www.zooid.org/~paul/crypto/jsteg/) and the state-of-the-art MMx algorithm [18] so that we can test how well the multiclassifier handles stego-images produced by previously unseen stego-methods. The six stego-programs were carefully selected to cover essentially all types of stego-algorithms available today. The F5 uses a different embedding operation than least-significant bit (LSB) flipping and incorporates matrix embedding to minimize the number of embedding changes. MBS1 and MBS2 use LSB flipping and are designed to preserve a model of DCT coefficients. OutGuess and Steghide preserve the first-order statistics. OutGuess does so by making additional changes (statistical restoration) while Steghide exchanges pairs of coefficients. JP Hide&Seek, due to Allan Latham, is a heuristically improved modification of Jsteg.
All algorithms before, with the exception of OutGuess and F5, accept as input JPEG images and embed by directly manipulating their DCT coefficients. Thus, when a single-compressed image is used as cover, the stego-image is never recompressed (double compressed). F5 and OutGuess, when presented with a JPEG cover image, first decompress it to the spatial domain and then recompress prior to embedding a message (the default quality factor is 75 for OutGuess and 80 for F5) . Thus, the resulting stego-image is double compressed.
The second assumption concerns the source of cover images. We assume that the steganographer uses as covers either singlecompressed JPEG images or images that were never JPEG compressed (images in some raw format). We also assume that F5 and OutGuess are only run with two quality factors-75 and 80. Under these assumptions, the stego-image is either single compressed or double compressed with a secondary quality factor of 75 or 80. This assumption was accepted to reduce the storage and computational complexity required to construct the steganalyzers (see a more detailed discussion in Section VI-B).
Based on the assumptions from before, we pronounce a JPEG image to be double compressed if the JPEG compression was applied twice, each time with a different quantization matrix but with the same alignment of the 8 8 grid. The first matrix is called the primary quantization matrix and the second matrix is the secondary quantization matrix. We say that a specific DCT coefficient was double quantized if and only if . Note that the assumptions exclude the case when the cover image is spatially shifted (cropped) after decompression but prior to the second compression. We do not consider such images to be double compressed even though the previous compression will undoubtedly have some effect on steganalysis.
III. MULTICLASSIFIER
Blind steganalyzers based on feature extraction and machine learning are well suited for multiclassification because images embedded using different steganographic algorithms form distinct clusters in the feature space [23] . This is because different steganographic algorithms introduce different artifacts into images and, thus, shift the feature vector to a specific portion of the feature space. For instance, the F5 algorithm [34] increases the number of zeros and slightly decreases the number of all nonzero DCT coefficients. By using a large number of features, we increase the chances that two different embedding programs will produce feature vectors located in different parts of the feature space. The differences between distributions of feature vectors for cover and stego-images can be captured using machine-learning methods.
The features are usually constructed using heuristic principles that in one way or another aim to capture small modifications due to steganographic embedding. The first known application of blind classifiers to steganalysis used features computed from quality metrics [2] . The same work also presented a classifier of selected watermarking methods based on linear regression. The same authors later proposed a different set of features based on binary similarity measures [1] , [3] . Farid [6] , [20] constructed the features from higher order moments of distribution of wavelet coefficients from several high-frequency subbands and their local linear prediction errors. Other choices include the center of gravity of the histogram characteristic function [11] , absolute moments of the histogram characteristic function constructed in the wavelet domain [35] , higher order absolute moments of the image noise residual in the wavelet domain [10] , and the statistics of full-frame discrete Fourier transform (DFT) coefficients [33] .
In this paper, we use calibrated features computed directly from the quantized DCT coefficients as described in detail in our previous paper [26] . Since the embedding changes are "lumped" in the DCT domain, some features will be very sensitive to embedding changes while other features may not change at all. This is a desirable property for multiclass steganalysis. The purpose of calibration is to make the features sensitive to embedding changes and relatively insensitive to image content by taking differences between quantities calculated from the stego-image and an estimate of the cover image. 2 The main reason for choosing these features is their excellent performance documented by comparisons to prior art [23] , [26] , [32] . The disadvantage is that they are more sensitive to the quality factor of the stego-image and the combinations of quality factors in double-compressed images [8] . In this paper, we resolve this issue by first detecting selected cases of double-compressed images and then sending the stego-image to an appropriate multiclassifier, depending on the stego-image quality factor and the fact whether it was double compressed. Fig. 1 shows a high-level description of the proposed steganalyzer. Its structure logically follows from the assumptions made in Section II-B. The steganalyzer consists of two multiclassifiers preceded by a detector of double compression that preclassifies the image under inspection and then sends it to the appropriate multiclassifier. The single-compression multiclassifier is, in fact, a collection of 34 multiclassifiers , indexed by the quality factor This set of quality factors was a compromise between our desire to create as much of a general classifier as possible and our limited computational and storage resources. Each multiclassifier is trained to assign JPEG images with quality factor to seven categories-covers and six stego-algorithms described in Section II-B. The second multiclassifier consists of two multiclassifiers and that assign double-compressed JPEG images with secondary quality factors 75 and 80 to cover, F5, or OutGuess, because only these two algorithms can create doublecompressed images during embedding under the assumptions of Section II-B.
The whole process of analyzing an image starts by inspecting its quality factor 3 . If , the image is sent directly to the multiclassifier for single-compressed images . If , the image is forwarded to the double-compression detector. If the double-compression detector detects the image as single compressed, the image is sent to . If the image is detected as double compressed, the primary quality factor of the image is estimated, added as an additional 275th feature, and sent with the image to the multiclassifier for double-compressed images , which classifies it as either cover, F5, or OutGuess.
The accuracy of the double-compression detector has a major impact on the accuracy of classification of images with quality factors 75 and 80. If the double-compression detector deems a single-compressed image as double compressed, it can be classified only as cover or embedded by F5/OutGuess, even though the image was embedded by a different algorithm. One of the goals of this paper is to evaluate the performance of the complete system when all of its modules are cascaded as explained before. We estimate the accuracy of the blind steganalyzer from more than 2.6 million images under conditions similar to real use (no side knowledge about compression history of the inspected image is provided to the classifier). Results show that the error of the blind steganalyzer is acceptable.
IV. DETECTION OF DOUBLE COMPRESSION
In this section, we describe the preclassifier whose function is to detect selected cases of double compression and estimate the primary quality factor for images detected as double compressed. Due to the impact of the double-compression detector on the accuracy of the overall solution (explained in the previous section), the double-compression detector has to be tuned to a low false positive rate (incorrectly detecting a single-compressed image as double compressed). Since the construction of the double-compression detector and the primary quality factor estimator was described in detail in a separate paper [27] , we only provide a brief description of both.
A. Quality Factor Estimator
The JPEG standard allows using arbitrary quantization matrices that do not necessarily have to correspond to any standard quantization matrix for any quality factor. Since the multiclassifiers from which our steganalyzer is constructed are indexed by the quality factor, if the secondary JPEG quantization matrix is nonstandard, we find the closest standard quantization matrix so that we can send the image to the proper multiclass steganalyzer. This is achieved by using the following formula:
where the sum is taken over a selected band of spatial frequencies . Since most nonzero DCT coefficients in natural images are in the low-frequency band, it is important to match these modes rather than the modes corresponding to high spatial frequencies. For the range of quality factors from , we used the band .
B. Double-Compression Detector
The detector of double compression returns a binary output-regardless of whether a JPEG image was double compressed. Since double-compressed images may also be modified by steganographic embedding, the detector must not be confused by the embedding changes. In other words, the double-compression detection and primary quantization table estimation must be robust to steganographic modifications. In addition, for the reasons explained at the end of Section III, the detector needs to be tuned to a low false positive rate (incorrect detection of a single-compressed image as double compressed). One possible approach to the detection of double compression would be to accept a parametric model for the distribution of DCT coefficients for each DCT mode (e.g., a generalized Gaussian distribution), further accepting a model of the noise introduced by stego-embedding, and then formulating the problem of estimation of primary quantization steps by using the maximum-likelihood principle with the parameters of the cover DCT coefficients as nuisance parameters. The problem with this approach is that the character of the embedding changes varies across steganographic methods and is not possible to model the stegochannel using a simple stochastic process. Optimal detectors derived under the wrong model may thus provide highly unstable results.
Prior art on double-compression detection and estimation includes [8] , [9] , [19] , and [28] . In this paper, we selected the detector designed for use in steganalysis [27] because it is robust and exhibits the required low false positive rate. We briefly describe the general ideas of its construction here, while referring to the original publication for full details.
The detector is a binary classifier that decides whether a given image is double compressed. The features for classification are histograms of selected low-frequency DCT modes. We denote as the histogram of absolute values of DCT coefficients for spatial frequency (1) where is an integer and is the indicator function if and when . In a single-compressed image, the histograms follow the quantized Laplacian (or generalized Gaussian) distribution [15] . After the image is decompressed to the spatial domain and compressed again with a different (secondary) quantization matrix , the histograms may no longer follow the same distribution. Depending on the combination of the primary and secondary quantization steps, the histograms may exhibit different artifacts of double compression. We refer to [19] for an indepth description of different types of double-compression artifacts. The same work also discusses why tools of pattern recognition are well suited to detect these artifacts. Our implementation of the double-compression detector uses soft-margin support vector machines (SVMs) ( -SVM) [4] with a Gaussian kernel. The feature vector of the -SVM consists of normalized histograms of absolute values of DCT coefficients for the nine lowest spatial ac frequencies (2) where are normalization constants . The dimension of the feature vector is . To speed up the training of the double-compression detector, a separate detector is trained for each value of the secondary quality factor.
C. Primary Quality Factor Estimator
Images detected as double compressed are further sent to an estimator of the primary quality factor. This estimator works in two steps. First, it estimates the primary quantization steps of DCT modes from and then from these estimated quantization steps, it finds the primary quality factor using the maximumlikelihood principle.
The primary quantization steps for modes from 
where is a normalization constant chosen so that . Note that the feature vector cannot distinguish between the following three cases:
is a divisor of , , and . Thus, all of these cases are classified into one common class where . This phenomenon imposes a fundamental limitation on the performance of the detector. Fortunately, the double-compressed image in these three cases does not exhibit any discernible traces of double compression; hence, it influences steganalysis in a negligible manner. In other words, the failure to distinguish between these cases is not essential for steganalysis.
If we denote the estimated and the true primary quantization steps as and , respectively, the closest standard quantization matrix is calculated by using the maximum-likelihood principle as
The value is the probability that the multiclassifier detects the primary quantization step when the correct primary quantization step is and the secondary quantization step is . These probabilities are obtained from the training set used for training the classifiers .
V. SINGLE-COMPRESSION MULTICLASSIFIER
In this section, we provide the details of the multiclassifier for single-compressed JPEG images, including the description of the feature set and the training and testing methodology.
A. Features
The feature set is comprised of 274 features-193 extended calibrated DCT features (the original 23 DCT features were introduced in [7] ) and a reduced set of 81 Markov features (the original 324 Markov features were proposed by Shi et al. [32] ). We merged both feature sets because each feature set captures different types of dependencies between DCT coefficients. While the extended DCT features model interblock dependencies between DCT coefficients, the Markov features capture intrablock dependency among DCT coefficients of similar spatial frequencies within the same 8 8 block. Another reason for merging the sets is that the classifiers employing each feature set individually have complementary performance [26] .
All features in the merged feature set are calibrated (see Fig. 2 ). Calibration is a process through which one can estimate macroscopic properties of the cover image from the stego-image. We briefly review it here, because it is an essential part of the feature calculation and because it has to be done properly for double-compressed images. A more detailed description of calibration can be found in [7] and [23] .
Calibration starts by decompressing the stego JPEG image to the spatial domain, desynchronizing the spatial 8 8 grid (e.g., by cropping a few pixels in both directions), and compressing it again with the same quantization matrix as the stego-image . The newly obtained JPEG image has most macroscopic features similar to the original cover image because the cropped image is visually similar to the original image. The cropping brings the 8 8 DCT grid "out of sync" with the previous compression, which effectively suppresses the influence of the previous JPEG compression and the embedding changes. The calibrated feature is obtained as the difference between a functional calculated for and . The net effect of calibration is that the calibrated feature will be less sensitive to image content and more sensitive to embedding changes.
1) Extended DCT Feature Set:
The original DCT features [7] were constructed from 23 functionals , which is a mapping assigning a scalar, vector, or a matrix to a JPEG image. The calibrated features are obtained as the difference . The first functional is the normalized histogram of all luminance DCT coefficients
where , . Here, and in the rest of this section, by normalization, we understand dividing the absolute counts in the histogram by their sum so that . The next five functionals are the normalized histograms (5) of DCT coefficients for the following five ac DCT modes . The next 11 functionals are dual-normalized histograms represented with 8 8 matrices , , for each (6) where is again the indicator function. The normalization here means that . The next six functionals capture interblock dependency among DCT coefficients. The first functional is the variation (7) where and denote the vectors of block indices while scanning the image by rows and by columns, respectively.
Two blockiness functionals in (8) , shown at the bottom of the next page, are scalars calculated from the decompressed JPEG image representing an integral measure of interblock dependency over all DCT modes over the whole image. In (8) , and are image height and width in pixels, and are grayscale values of the decompressed JPEG image , 2.
The remaining functional in (9) , shown at the bottom of the next page, is the co-occurrence matrix . The original DCT features [7] were obtained as the norm of the difference between the functionals . This, however, removed too much information potentially useful for steganalysis. Thus, in the extended DCT feature set, we replaced the norm by the difference constrained to a small finite range. For the global histogram functional and the five normalized histograms of individual DCT modes , , the features are formed by the differences of the normalized histogram vectors in the range . The normalized histogram features are thus
In the formulas from before and in the rest of this section, the superscript denotes the image to which the functional is applied. For the dual histogram functionals , , the differences for the nine lowest ac modes are used
We opted for features defined as the difference between the normalized histograms in a fixed range rather than using shape parameters, such as moments [6] and [35] , because the changes to individual DCT coefficients are characteristic for many steganographic schemes. For example, Jsteg avoids coefficients 0 and 1 and introduces characteristic step artifacts in the counts of the remaining values. F5 increases the number of zeros and decreases the counts of other coefficients, while OutGuess influences mostly the coefficient pair 2, 1. Thus, first-order statistics of DCT coefficients will be quite sensitive and useful features for steganalysis.
Since the variation and two blockiness functionals are scalars, they are not extended. For the co-occurrence matrix, we take the differences of central elements in the range , yielding 25 features
The rationale behind restricting the range of the differences between functionals to a small interval around zero is that the DCT coefficients follow a generalized Gaussian distribution centered around zero. Thus, the central part of the functionals holds the most useful information for steganalysis. The total number of extended DCT features is thus (see Table I ).
B. Original, Calibrated, and Reduced Markov Features
The Markov feature set, as proposed in [32] , models the differences between absolute values of neighboring DCT coefficients as a Markov process. The features are then obtained as the empirical transition probability matrices. Their calculation starts by forming the matrix of absolute values of DCT coefficients in the image by simply arranging the DCT coefficients in the same way as pixels in the image by replacing each 8 8 block of pixels with the corresponding block of DCT coefficients. Next, four difference arrays are calculated along four directions: horizontal, vertical, diagonal, and minor diagonal (further denoted as , , , and , respectively) From these difference arrays, four empirical transition probability matrices , , and , are constructed as where and denote the dimensions of the matrix . If the matrices , , , and were taken directly as features, the dimensionality of the feature set would be too large, because the range of differences between absolute values of neighboring DCT coefficients could be quite large. To alleviate this problem, the authors of [32] proposed using only the central portion of the matrices with the caveat that the values in the difference arrays , , , and larger than 4 were set to 4 and values smaller than 4 were set to 4 prior to calculating , , , . Thus, all four matrices have the same dimensions 9 9 and the number of features is . Since calibration is known to improve features' sensitivity to embedding, we incorporated it into the calculation of the Markov features. The calibrated Markov features are formed by the differences . The dimensionality of the calibrated Markov features is the same as is the dimensionality of the original Markov features. In [26] , an observation was made that the accuracy of the steganalyzer with the averaged calibrated Markov features (dimension 81) is similar to the accuracy of the steganalyzer based on full calibrated Markov features (dimension 324) combined with extended DCT features. Thus, in this paper, we use the feature set obtained by merging 193 extended DCT features and 81 averaged Markov features, thus obtaining a 274-D feature set.
C. Multiclassifier
The multiclassifier for single-compressed JPEG images detects cover images and images embedded by six steganographic algorithms listed in Section II-B. It consists of a bank of SVMbased multiclassifiers trained for each value of the quality factor . This modular approach has several advantages over the monolithic design with one big multiclassifier for all quality factors. First, the training of the modular multiclassifier is by the order of faster. This is because the complexity of SVM training is approximately cubic in the number of training examples. Second, it is possible to extend the multiclassifier to other quality factors without having to change the classifiers that were already trained. Although it is possible to use a multiclassifier to classify images with quality factors different from the one the multiclassifier was trained for, the accuracy of classification decreases [24] .
The multiclassifiers are implemented as a set of binary classifiers for every pair of classes, where is the number of classes into which we wish to classify ( in our case). During classification, the feature vector is presented to all binary classifiers and the histogram of their answers is created. The class corresponding to the maximum value of the histogram is selected as the final target class. If there are two or more classes with the same number of votes, one of the classes is randomly chosen. Since we classify into seven classes, we need binary classifiers. This approach to multiclassification is known as the max-wins or one to one extension. According Hsu and Lin [14] , it is one of the most versatile frameworks for classification into more than two classes.
The binary classifiers used in each multiclassifier were soft-margin SVMs with the Gaussian kernel . Soft-margin SVMs can be trained on nonseparable data by penalizing incorrectly classified images with the factor , where is the distance from the separating hyperplane and is a constant. The penalization parameter can be different for the positive and the negative classes, which allows lowering the false positive rate at the expense of a higher false negative rate.
The hyperparameters of the -SVMs were determined as where denotes the error estimated by five-fold crossvalidation for hyperparameters , and is a multiplicative grid To overcome the problem that the set is unbounded, we exploit the fact that for most practical problems, the error surface of SVMs estimated using cross-validation is convex. The grid search for a particular SVM began by estimating the error on all points in a set common to all SVMs. After this initial search, we checked if the point with the least estimated error was at the boundary of the grid. If so, we enlarged the grid for this machine in the direction perpendicular to the boundary the best point laid on. We kept doing this until the best point ended up within the explored grid (not on the boundary). This simple algorithm ensured that the distance between the best point and the optimal point was small (within the size of the grid) under the convexity assumption.
If one prefers using different costs for the penalization parameter for the positive and negative classes, for example, to lower the false positive rate, the grid search has to be performed for the triplet , instead of the pair . Since the search for a suitable triplet is very computationally expensive, we did not use this approach in our classifiers.
Prior to training, all of the elements of the feature vector were scaled to the interval [ 1, 1] . The scaling coefficients were always derived from the training set. For the -fold cross-validation, the scaling coefficients were calculated from the remaining subsets.
VI. DOUBLE-COMPRESSION MULTICLASSIFIER
To motivate our effort in this section, we first explain why double compression presents a problem for reliable steganalysis using features calculated in the DCT domain and why it is necessary to detect double compression and modify the classifier. To this end, we created stego-images using F5 and OutGuess from 2500 covers unseen by the classifier whose layout was outlined in the previous section. Details of the construction and the training procedure are in Section VII. Each raw image was first compressed with 34 quality factors from and subsequently embedded with 100%, 50%, and 25% of relative payload. The quality factor for F5 and OutGuess was set to 75. The stego-images were thus double compressed during embedding. Out of these images, we randomly selected 10 000 images and presented them to the multiclassifier . The resulting confusion matrix is shown in Table II and should be contrasted with  Table III , which demonstrates classification accuracy that can be achieved using the same classifier on single-compressed images embedded using F5 and OutGuess. We clearly see that the classifier trained on single-compressed images does not handle double-compressed images well. The reason for the poor performance on double-compressed images is that the calibration did not properly estimate the properties of the cover image. We explain this in more detail in the next section.
A. Calibration of Double-Compressed Images
If the stego-image has been double compressed before embedding (as is the case for F5 and OutGuess), the calibration will output an approximation to the single-compressed cover image instead of the double-compressed one. Failure to calibrate properly may lead to very inaccurate steganalysis results [7] . The proper way to calibrate is to estimate the primary quantization matrix and mimic double compression when calibrating. In other words, the decompressed stego-image after cropping should be first compressed with the primary (cover) quantization matrix , decompressed, and finally compressed again with the secondary quantization matrix . The primary quantization matrix is estimated using the primary quantization matrix estimator described in Section IV. Fig. 3 shows the calibration process properly modified to compensate for double compression.
B. Multiclassifier
The multiclassifier for double-compressed JPEG images classifies into three classes: cover images, images embedded by F5, and OutGuess algorithms, because under the assumptions from Section II-B, only these two algorithms can produce doublecompressed images. The construction of the multiclassifier for double-compressed images is very similar to the construction of the multiclassifier for single-compressed images described in Section V. It consists of two max-wins SVM-based multiclassifiers , , designed for secondary quality factors 75 and 80. We remark that the feature vector for these classifiers has dimensionality 275 (one more than for the single-compression classifiers) because we add the estimated primary quality factor as another feature.
The development of the multiclassifier for double-compressed JPEG images requires considerable computation power, because we have to prepare examples of all combinations of primary and secondary quality factors we want to detect. This is why we only created the multiclassifier for two secondary quality factors chosen as the default quality factors of OutGuess and F5, respectively. The primary quality factors were all taken from .
VII. EXPERIMENTAL RESULTS
Here, we first describe the image database used to create the multiclassifier and the training and testing sets. This section also contains an interpretation of all experimental results.
A. Image Database
The image database was created from 6006 images of natural scenes taken under varying conditions (exterior and interior images, images taken with and without flash, and at various ambient temperatures) with the following digital cameras: Nikon D100, Canon G2, Olympus Camedia 765, Kodak DC 290, Canon PowerShot S40, images from Nikon D100 downsampled by a factor of 2.9 and 3.76, Sigma SD9, Canon EOS D30, Canon EOS D60, Canon PowerShot G3, Canon PowerShot G5, Canon PowerShot Pro 90IS, Canon PowerShot S100, Canon PowerShot S50, Nikon CoolPix 5700, Nikon CoolPix 990, Nikon CoolPix SQ, Nikon D10, Nikon D1X, Sony CyberShot DSC F505V, Sony CyberShot DSC F707V, Sony CyberShot DSC S75, and Sony CyberShot DSC S85. All images were taken either in the raw TIFF format or in a proprietary manufacturer raw data format, such as NEF (Nikon) or CRW (Canon) converted to the 24-b TIFF format. The image resolution ranged from 800 631 for the scaled images to 3008 2000. We have included scaled images into the database to increase its diversity.
In the beginning, we divided all 6006 raw images into two disjoint groups. The first group, which consisted of 3500 images, was used to create the training examples from the first seven cameras on the list (including the downsampled images). The second group containing the remaining 2500 images was used for testing. Thus, no image or its different form were simultaneously used for testing and training. This strict division of images enabled us to estimate the performance on never seen images from completely different sources. Images from both groups were processed in exactly the same way.
We created single-compressed stego-images with 34 different quality factors from the set embedded by six steganographic algorithms: F5, MBS1, MBS2, JP Hide&Seek, OutGuess, and Steghide. Using all algorithms, except MBS2, we embedded messages of three different lengths: 100%, 50%, and 25% of the embedding capacity for each algorithm. All MBS2 images were embedded only with 30% of the capacity of MBS1 because during embedding of longer messages, the deblocking part of MBS2 often fails. The capacity of JP Hide&Seek was estimated as 10% of the size of the JPEG file, as recommended by its author. The implementation of OutGuess had to be modified to produce images with a quality factor of smaller than 75.
The double-compressed stego-images were created by OutGuess and F5 only. We embedded message lengths 100%, 50%, and 25% of embedding capacity for each algorithm and image. The double-compressed images were prepared with 34 different primary quality factors from and with secondary quality factors 75 and 80-the default of OutGuess and F5.
The database contains single-and double-compressed cover images with the same combinations of quality factors as the stego-images. The total number of images in the database was .
B. Training the Multiclassifier for Single-Compressed JPEG Images
The max-wins multiclassifier trained for each quality factor out of employs binary classifiers for every pair out of classes. The construction of the training set for multiclassifiers for quality factor 75 and 80 differs from multiclassifiers for other quality factors . This difference is caused by the fact that the multiclassifiers on quality factors 75 and 80 should also be trained on double-compressed images detected as single compressed.
For quality factors , the training set of each binary classifier consisted of 3400 examples from each class (6800 examples in total). If, for a given class, more than one message length was available (all algorithms except MBS2 and cover), the training set had an equal number of stego-images embedded with message lengths corresponding to 100%, 50%, and 25% of the algorithm embedding capacity.
For quality factors 75 and 80, the training set should also contain double-compressed images incorrectly detected by the double-compression detector (Section IV-B) as single compressed. There are two main benefits of including these double-compressed images in the training set for the single-compression multiclassifier. First, the multiclassifier needs to handle such images properly, because the double-compression detector is tuned to a low false positive rate, which comes at the expense of a higher false negative rate (double-compressed images detected as single compressed). Second, these misclassified images increase the number of cover, F5, and OutGuess examples for training, which enables us to have a larger training set for all binary classifiers except for the binary classifiers detecting MBS2. The training set for binary classifiers detecting the MBS2 algorithm consisted of 3400 examples from each class (6800 examples in total). The training sets for all other binary classifiers consisted of approximately 3 3400 examples from each class (20 400 examples in total).
C. Training the Multiclassifier for Double-Compressed JPEG Images
Both max-wins multiclassifiers (for secondary quality factors 75 and 80) employ only three binary classifiers. All images available for training were preclassified by the double-compression detector (Section IV-B) in order to train the binary classifiers on double-compressed images detected as double compressed. The training set for all three binary classifiers consisted of 10 000 examples (20 000 examples total). The distribution of primary quality factors of images in the training sets followed the distribution determined by the double-compression detector. The training set did not contain examples of single-compressed images detected as double compressed.
D. Accuracy of the Entire Steganalyzer
The accuracy of the entire steganalyzer, depicted in Fig. 1 , was obtained on a testing set containing approximately images never seen by the classifier. The actual running time needed to classify one image depends its type (single-or double-compressed image) and size. On average, for a five-megapixel image, the running time is about 10 s on a 64-bit 2.2-GHz AMD Opteron machine. Fig. 4 shows the detection accuracy (the image is correctly assigned to the embedding algorithm) of the multiclassifier on stego-images. The accuracy on images containing longer messages (50% and more) is better than 97% most of the time and remains practically the same through the entire range of quality factors. As the embedded message becomes shorter, the accuracy of correct detection decreases, which is to be expected. The accuracy on images embedded with MBS1, MBS2, JP Hide&Seek, and Steghide exhibits drops for quality factors 75 and 80 caused by an incorrect detection of single-compressed images as double compressed (recall that the double-compression detector is used only for secondary quality factors 75 and 80). This phenomenon underlines the importance of a low false positive rate of the double-compression detector, as already discussed in Section IV-B.
The overall false positive rate on single-compressed cover images is 1.2%, which is relatively low, considering the fact that during training, we did not impose any bias to lower the false positive rate. The detection accuracy on cover images with different quality factors is shown in Fig. 5 .
Comparing the detection accuracy on double-compressed images shown in Fig. 6 with the detection accuracy on single-compressed images (Figs. 4 and 5) , we can see that the accuracy is not much affected by double compression. Moreover, it changes only little with varying primary quality factor, which confirms our claim made in Section IV-C that the failure to correctly estimate the primary quality factor has a negligible effect on steganalysis. The only exceptions are images embedded with a 25% message by the F5 algorithm. In this case, the performance is worse for double-compressed images. We attribute this loss in accuracy to the combined distortion caused by double compression and the small number of embedding changes due to matrix embedding. Tables III and IV show the confusion matrices on single-and double-compressed images with secondary quality factors 75 and 80. The classification accuracy decreases as the embedded message gets shorter. At this point, we would like to point out certain fundamental limitations that cannot be overcome. In particular, it is not possible to distinguish between two algorithms that employ the same embedding mechanism by inspecting the statistics of DCT coefficients. For example, two algorithms that use LSB embedding along a pseudorandom path will be indistinguishable in the feature space. This phenomenon might be responsible for the "merging" of the MBS1, MBS2, and Steghide classes.
E. Novelty Detection (Jsteg and MMx)
To assess the ability of the multiclassifier to generalize to previously unseen stego-methods, we present to it stego-images created by two methods on which the classifier was not trained: Jsteg (http://www.zooid.org/~paul/crypto/jsteg/) and the recently proposed MMx [18] . Jsteg is a simple adaptation of LSB embedding to the quantized DCT coefficients (coefficients 0 and 1 are skipped), while the MMx method is a sophisticated algorithm that utilizes the knowledge of the uncompressed image as side information to minimize the overall embedding distortion. The embedding mechanism also uses modified matrix embedding to further minimize the impact of steganographic changes.
From our testing image database, we prepared stego-images embedded with 100%, 50%, and 25% of the embedding capacity of Jsteg. The stego-images for MMx were embedded with random messages of relative length 2/3, 3/7, 4/15 bpac (bits per nonzero DCT coefficient). These payloads were selected to match the capacities determined by the codimension of the Hamming codes used for matrix embedding. MM2, and MM3 stand for the version of the algorithm that allows up to two or three modifications per embedding block. The security improves with the number of allowed changes. The "MM1" algorithm would be essentially identical to F5. The quality factor for all images was set to 75. All stego-images were single compressed. Table V shows that Jsteg is very reliably detected using the multiclassifier even though Jsteg embedded images were not used for the classifier construction. It is interesting to note that Jsteg was mostly detected as F5 and OutGuess. Images embedded with the MMx algorithm were also reliably detected as stego and were assigned mostly to model-based steganography and steghide (see Table VI ). The missed detection rate for MMx quickly increases with decreasing message length due to the improved matrix-coding scheme. We note that it is possible that the multiclassifier will not be able to detect steganographic methods with entirely different types of embedding changes. This interesting and relevant issue will be the subject of future research.
F. Steganalysis of Images With a Custom Quantization Matrix
The purpose of the experiment presented in this section is to evaluate the accuracy of the steganalyzer on images with custom (nonstandard) quantization matrices. Such matrices are used in some consumer digital cameras.
We collected 300 JPEG images from a six-megapixel camera Fuji E550 with a JPEG compression setting of HQ. We chose this camera because it uses a wide range of custom quantization tables depending on the scene. Among the 300 images, there were a total of 165 different quantization matrices. The average quality factor across all 300 images, determined as described in Section IV-A, was approximately 90. As before, we embedded three relative payloads, 25, 50%, and 100% of the image capacity, using F5, JP Hide&Seek, MBS1, Steghide, and OutGuess, and 30% relative message length using MBS2. The stego-images produced by JP Hide&Seek, Steghide, MBS1, and MBS2 retained their original custom quantization matrices, while images from F5 and OutGuess produced double-compressed images with their default quality factors.
The classification accuracy of the proposed blind steganalyzer is presented in Table VII . The detection accuracy for stegoimages is quite good, but the detection suffers from an increased false positive rate. It is to be expected that the steganalyzer may not classify images with very high quality factors correctly. This limitation occurs due to the fact that at higher JPEG qualities, more nonzero ac coefficients start appearing in medium and high frequencies. And if the match between the custom quantization matrix and the closest standard matrix is poor in those bands, the features extracted by the steganalyzer will start statistically deviating from the training set, which will result in less reliable detection. 
VIII. CONCLUSION
The goal of this paper is to demonstrate that it is possible to reliably classify single-and double-compressed JPEG images to current popular steganographic algorithms using a multiclassifier based on supervised training. We expect this tool to be useful for law enforcement and forensic analysts, because identification of the stegoprogram is the first necessary step toward extracting the secret message.
Even though some of the individual modules of the proposed steganalysis system were previously analyzed by the authors, they were never tested when incorporated in a large system. The fusion of the modules called for an appropriate architecture that scales well with the number of classified stego-systems and the number of images in the training and testing database while satisfying specific design criteria, such as a low probability of false alarm. The solution described in this paper required a proper internal hierarchical structure of the modules as well as the development of new tools and their tuning to meet specified performance criteria.
In designing the classifier, several obstacles had to be overcome. Since the JPEG format accepts the quantization matrix as a parameter, cover images stored with different matrices (quality factors) have different statistical properties and, thus, the classifier should not be confused by this diversity. Moreover, some stego-programs may produce double-compressed images on their output, which further increases the diversity of images to be classified and may lead to very inaccurate steganalysis without appropriate attention. We approached this problem by constructing the classifier from three parts-the double-compression detector, the classifier for single-compressed images, and the classifier for double-compressed images. The task of the double-compression detector is to detect when an image has been double compressed and then, if it was, estimate its primary quality factor. The image under inspection is then sent either to a single-compression multiclassifier separately designed for each quality factor, or a double-compression multiclassifier, designed for two secondary quality factors-75 and 80, the default quality factors of F5 and OutGuess.
The classifier design is a result of several simplifying assumptions that we imposed in order to make our task manageable. First, we assume that the cover images are always either single compressed or uncompressed (i.e., we do not consider the case when the cover image has gone through multiple compression prior to embedding even though this scenario is not unlikely). Furthermore, we assume that F5 and OutGuess were run only with quality factors 75 and 80. These assumptions were necessary to reach a reasonable tradeoff between the computational cost of training the classifiers and available storage for storing the stego-images and their features. The complete process of training and testing required the processing of more than six million images and more than 4TB of disk space. All classifiers were implemented as soft-margin support vector machines with the Gaussian kernel. The feature set consisted of 193 extended DCT features and 81 Markov features (Section V).
The accuracy of the presented steganalyzer was evaluated from experiments on more than 2.6 million images under very general settings. The ability of the blind steganalyzer to generalize to previously unseen stego-methods was tested on Jsteg and MMx algorithms. The steganalyzer was able to reliably detect the stego content for all tested relative payloads. We note that, in general, the multiclass steganalyzer may not be able to detect stego-methods with an embedding mechanism that is dissimilar to those of the trained methods. In our future work, we would like to investigate the generalization limits of the multiclassifier in more detail and focus on the problem of detecting unknown algorithms.
This paper on the steganalysis of JPEG images points to novel design principles for steganalysis since it is not limited to the JPEG domain. In particular, the idea is to preclassify the image under investigation based on its origin or processing history and then to analyze it with appropriately trained steganalyzers which can boost the performance of the steganalyzer in other embedding domains. For example, a preclassifier of the type of cover source (e.g., scan, digital photograph, decompressed JPEG) might be used to select the best steganalysis method for the particular cover class. This idea was recently proposed to improve the accuracy of LSB detectors [17] .
