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Samenvatting
Tegenwoordig zijn cardiovasculaire aandoeningen ongeveer verantwoor-
delijk voor een derde (33 %) van alle sterfgevallen. Dat is het hoogste
percentage van alle ziekten. Twee speciﬁeke cardiovasculaire problemen
worden aangepakt in dit proefschrift. Het eerste probleem is de nauw-
keurige ontleding van een arterioveneuze malformatie (AVM) in bloed-
vaten waaruit de AVM bestaat. Deze ontleding kan gebruikt worden
bij de embolisatie procedure. Het tweede probleem is het kwantiﬁceren
van de stijfheid van de aorta, die wordt gebruikt bij de diagnose en de
prognose van ziektes. Om deze cardiovasculaire problemen op te lossen
worden verschillende beeld modaliteiten gebruikt.
Medische beeldvorming ontwikkelde zich snel sinds de ontdek-
king van röntgenstraling in 1895. Medische beelden zijn geëvolueerd van
eenvoudige 2-D projecties naar multi-dimensionele data (bijvoorbeeld 4-
D of zelfs 5-D beelden). Deze complexe beelden zijn echter vaak moeilijk
te interpreteren. Medische beelden tonen een groot aantal weefsels en
organen, waarvan sommige moeilijk van elkaar te onderscheiden zijn (dit
is over het algemeen de situatie bij bloedvaten). Het probleem is dat
een eﬃciënte manier nodig is om klinisch relevante informatie uit deze
beelden nauwkeurig te extraheren. Gelukkig evolueerden computers net
zoals de medische hulpmiddelen. Het beschikbare computergeheugen en
rekenkracht zijn voldoende om de overvloed aan gegevens te verwerken
die door medische scanners gegenereerd worden. Graphics Processing
Units (GPU) laten een snelle parallelle data-analyse toe. Hierdoor is
aan alle voorwaarden voldaan voor de uitvoering van beeldverwerkings-
methoden die de relevante informatie uit complexe medische beelden
kunnen extraheren. Deze methoden worden medische beeldanalyseme-
thoden genoemd.
Beeldanalyse is een kwantiﬁcatie proces van afbeeldingen en
bestaat dusdanig het uit wiskundige metingen. Om de metingen te
verrichten, moeten we de bloedstructuren scheiden van hun omgeving.
De methoden die de bloedvaten scheiden van de omliggende weefsels
zijn bloedvaten segmentatie methoden (zij detecteren pixels die tot de
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bloedvaten behoren). Een andere belangrijke klasse van beeldanalyse-
methoden zijn skeletonisatie methoden ( extraheren de middellijnen van
de gesegmenteerde vaten). Dit proefschrift gaat over de analyse van
cardiovasculaire beelden: wij ontwikkelen segmentatie en skeletonisatie
methoden voor het kwantiﬁceren van vasculaire structuren en functies.
Ons doel is om de artsen te ondersteunen in de diagnose en de behan-
deling van cardiovasculaire ziekten.
Bij aortastijfheid willen wij voorzien van pulse wave velocity
(PWV) en distensibiliteit berekening (om de stijfheid van de aorta te
schatten). Methoden zijn nodig om de aorta middellijn te extraheren,
zijn lengte te meten, om de aortawand te segmenteren en om de pulse
waves te analyseren. In het geval van de AVM ontleding hebben wij
methoden nodig voor de analyse van de complete cerebrale bloedvaten
structuur, deze analyse kan helpen bij de AVM embolisatie procedure.
De methoden moeten volgende punten realiseren: de segmentatie van
de cerebrale bloedvaten, de extractie van de bloedvaten middellijnen, de
berekening van de beste paden moeten door bloedvaten structuur (dit
voor verschillende criteria) en tot slot de extractie van de AVM regio
met zijn ontleding van slagaders, aders en de nidus.
Veel segmentatiemethoden gebruiken hoge hoeveelheid voor-
kennis over de bloedvaten. De invoering van hogere-niveau kennis levert
goede segmentatie resultaten in geval van gezonde vaten, want ze kun-
nen goed worden gemodelleerd met cilindrische of buisvormige vormen.
Echter, vaatafwijkingen zijn zeer moeilijk te modelleren. Ze verschijnen
op verschillende posities en hebben “onvoorspelbare” vormen. Ander-
zijds zijn de structuren van vaatafwijkingen van het grootste belang voor
chirurgen, aangezien hun duidelijke afbakening en structuuranalyse aan-
zienlijk bijdraagt tot de klinische praktijk. Dit is het geval indien we
arterioveneuze malformaties segmenteren.
We hebben veralgemeende proﬁelen ontwikkeld voor de AVM
segmentatie, als een veralgemening van morfologische proﬁelen (MP).
Nieuwigheden van onze methode zijn: (1) de introductie van een struc-
tuurelement (SE) gedeﬁniëerd door twee parameters, die een meer al-
gemene pixel verzameling is in vergelijking met klassieke structuur ele-
menten; (2) we maken gebruik van verschillende operatoren en hun com-
binaties, in tegenstelling tot het minimum en maximum als de basis van
morfologische operaties; (3) we ontwikkelen een methode voor de beoor-
deling van de proﬁel operatoren. De resultaten op fantomen en echte
beelden tonen aan dat veralgemeende proﬁelen beter presteren dan de
huidige state of the art methoden voor AVM segmentatie.
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Bij het uitvoeren van de AVM embolisatie moeten we de hele
structuur van de cerebrale bloedvaten kennen om de katheter met succes
naar de AVM te begeleiden. Dit betekent dat de gehele bloedvatenstruc-
tuur moet gesegmenteerd worden. De veralgemeende proﬁelen methode
is een multiscale methode en is tijdrovend wanneer toegepast op grote
datasets. Segmentatie algoritmen in de klinische praktijk moeten echter
zo snel mogelijk zijn. Om de hele cerebrale bloedvatstructuur te seg-
menteren (inbegrip van de AVM), hebben we een lijnvormige proﬁelen
methode geïntroduceerd. Het basisidee van deze benadering is om sim-
pele structuur elementen (lijnen) te gebruiken, maar met toepassing van
complexere operatoren. De belangrijkste nieuwe aspecten van deze me-
thode zijn: (1) een nieuw wiskundig kader voor lijnvormige proﬁelen; (2)
het aantonen van de voordelen in termen van kwaliteit van de resulta-
ten en de verbetering van de uitvoersnelheid ; (3) de introductie van een
nieuw type van proﬁel operatoren. De resultaten op fantoom beelden
tonen dat de lijnvormige proﬁelen beter presteren dan de huidige state
of the art methoden in termen van de hoeveelheid van gesegmenteerde
bloedvatstructuren en Dice coëﬃciënten.
Voor de AVM embolisatie procedure is de segmentatie alleen
niet genoeg. De gesegmenteerde AVM bloedvaten moeten in slagaders,
aders en de nidus worden ingedeeld om de katheter succesvol te navi-
geren en om embolisatie uit te voeren. Om deze reden hebben we een
skeletonisatie methode ontwikkeld die de AVM ontleedt. De belangrijk-
ste nieuwe aspecten zijn: (1) een nieuwe werkwijze voor de berekening
van labels in geordende skeletonisatie die resulteert in zeer nauwkeu-
rige middellijnen; (2) een methode voor het maken van een graaf skelet
structuur van de verkregen skeletonisatie beelden; (3) een automatische
methode voor AVM detectie en extractie, met de afbakening van de ader.
De voorgestelde aanpak is gevalideerd op bloedvatfantomen van de ader
en de AVM-structuur, en ook op de hersenen CTA beelden voor en na
embolisatie. De resultaten tonen potentieel voor gebruik in chirurgische
planning.
Ten slotte hebben we onze ontwikkelde segmentatie en skeleto-
nizatie methoden aangepast om aortastijfheid te schatten. Aortastijfheid
wordt geschat door pulse wave velocity (PWV) en aorta distensibiliteit
berekening. De PWV en de aorta distensibiliteit worden berekend op
basis van magnetische resonantie beelden (MRI). Dit vereist diverse seg-
mentatie taken: de extractie van de aorta middellijn en segmentatie van
de aorta wand, gecombineerd met signaalverwerking voor de analyse van
de puls golf propagatie. We hebben ons onderzoek op gezonde vrijwil-
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ligers en Marfan syndroom patiënten uitgevoerd. De resultaten van de
PWV metingen werden vergeleken met gevalideerde software. De re-
sultaten toonden hoge nauwkeurigheid en eﬀectiviteit van de werkwijze
voor de aorta PWV en distensibiliteit berekening.
Ons werk resulteerde in één gepubliceerd en vier ingediende
artikelen in internationale tijdschriften in de Science Citation Index,
waarvan drie als eerste auteur. Tien andere artikelen verschenen in de
proceedings van internationale en nationale conferenties, waarvan negen
als de eerste auteur.
Summary
In the present-day world cardiovascular diseases account for approxi-
mately one third (33%) of all deaths, which is the highest rate among
all diseases. Two speciﬁc cardiovascular problems are addressed in this
thesis. The ﬁrst is the accurate decomposition of an arteriovenous mal-
formation (AVM) into its comprising vessels for embolization procedure.
The second problem is quantifying the aortic stiﬀness, which is used in
diagnosis and prognosis of disease outcome. To aid solving these cardio-
vascular problems, various imaging modalities are used.
Medical imaging developed rapidly since the discovery of X-
rays in 1895. Medical images have evolved from simple 2-D projections
to multi-dimensional data (e.g. 4-D or even 5-D images). However,
these complex images are often hard to interpret. Medical images show
a multitude of tissues and organs, some of which are very hard to tell
apart (this is a common case of blood vessels). The problem is that an
eﬃcient way is needed to accurately extract the clinically relevant infor-
mation from these images. Fortunately, as medical devices advanced in
development, so did computers. The available computer memory and
processing power are suﬃcient to handle the abundancy of data pro-
duced by medical scanners. Graphics processing units (GPU) allow for
fast parallel data analysis. Hence, all conditions are met for implementa-
tion of image processing methods that extract the relevant information
from the complex medical data. These methods are called medical image
analysis methods.
Image analysis is a process of quantifying images and as such,
it is comprised of mathematical measurements. To perform the mea-
surements we have to separate the blood vessel structures from their
surrounding. The methods that separate the blood vessels from sur-
rounding tissues are vessel segmentation methods (they extract pixels
that belong to vessels in the image). Another important class of image
analysis methods are skeletonization methods that extract centerlines
of the segmented vessels. This thesis is about analysis of cardiovascu-
lar images: we develop segmentation and skeletonization methods for
xquantifying vascular structures and functions. Our goal is to aid the
physician in decision making for diagnostics and treatment of cardiovas-
cular diseases.
In case of the aortic stiﬀness we want to provide for pulse wave
velocity (PWV) and distensibility calculation (to estimate the aortic
stiﬀness). Methods are needed to extract the aortic centerline and mea-
sure its length, to segment the aortic wall and analyze propagation of
pulse waves. In case of the AVM decomposition we need methods for
complete cerebral blood vessel tree analysis to aid in the AVM em-
bolization procedure. The methods must allow for segmentation of the
cerebral blood vessels tree, extraction of vessel centerlines, calculating
best paths through the vessel tree for diﬀerent criteria and extracting
the AVM region with its decomposition to arteries, veins and the nidus.
Many segmentation methods incorporate a high amount of
prior knowledge on blood vessels. The introduction of higher-level
knowledge yields good segmentation results in case of healthy vessels,
because they can be modeled well using cylindrical or tubular shapes.
However, vessel anomalies are very hard to model. They appear at
various positions and constitute “unpredictable” shapes. On the other
hand, vessel abnormalities are the structures of the highest interest for
surgeons, since their clear delineation and structure analysis signiﬁcantly
aids in clinical practice. This is the case when segmenting arteriovenous
malformation.
For the AVM segmentation, we have developed generalized pro-
ﬁles, as a generalization of morphological proﬁles (MP). Novelties of our
method are: (1) introduction of a structuring element (SE) controlled
by two parameters, as a more general pixel set in comparison to classical
structuring elements; (2) using various operators and their combinations
applied to SE as opposed to minimum and maximum as the basis of mor-
phological operations; (3) a method for evaluation of proﬁle operators.
The results on phantoms and real data show that generalized proﬁles
outperform the current state of the art methods for AVM segmentation.
When performing the AVM embolization, the structure of the
whole cerebral blood vessel tree needs to be known in order to eﬃciently
guide the catheter to the AVM. This means that the whole blood ves-
sel tree needs to be segmented. The generalized proﬁles method is a
multiscale method, and is time consuming when applied to large data
sets. However, the clinical practice requires from the segmentation algo-
rithms to be as fast as possible. Hence, for the purposes of segmenting
the whole cerebral blood vessel tree (including the AVM), we have intro-
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duced a line-shaped proﬁling method. The main idea of this approach
is to use simple structuring elements (lines), but to apply more complex
operators on them. The main novelties of this method are: (1) a new
mathematical framework for line-shaped proﬁling, (2) the demonstra-
tion of the advantages in terms of quality of results and the execution
speed-up, (3) the introduction of a new type of proﬁle operators. The
results on phantom data show that line-shaped proﬁles outperform cur-
rent state of the art methods in terms of the amount of segmented blood
vessel structures and Dice coeﬃcients.
For the AVM embolization procedure, the segmentation alone
is not enough. The segmented AVM blood vessels need to be classiﬁed
into feeding arteries, draining veins and the nidus in order to successfully
navigate the catheter and perform embolization. For this reason we have
designed a skeletonization method to perform AVM decomposition. The
main contributions are: (1) a method for calculation of labels in ordered
skeletonization yielding highly accurate centerlines; (2) a method for
inferring skeleton structure from the obtained skeletonization images
and (3) an automatic method for AVM detection and extraction, with
the delineation of the draining vein. The proposed approach is validated
on blood vessel phantoms representing the vein and the AVM structure,
as well as on brain CTA images before and after embolization. The
results indicate potentials for use in surgical planning.
Finally, we adapted our developed segmentation and skele-
tonization methods with the goal to create an application for estimating
aortic stiﬀness through pulse wave velocity (PWV) and aortic disten-
sibility. Obtaining the PWV and the aortic distensibility from mag-
netic resonance imaging (MRI) data requires diverse segmentation tasks,
namely the extraction of the aortic center line and the segmentation of
aortic walls, combined with signal processing methods for the analysis
of the pulse wave propagation. In our study was performed on healthy
volunteers and Marfan syndrome patients and the results of PWV mea-
surements were compared to a validated software. The results showed
high correctness and eﬀectiveness of our method for the aortic PWV and
distensibility calculation.
Our work resulted in one published and four submitted papers
in journals in the Science Citation Index, of which 3 as ﬁrst author. In
total, 10 other papers appeared in the proceedings of international and
national conferences, of which 9 as the ﬁrst author.
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Introduction
Nowadays cardiovascular diseases account for approximately one third
of all deaths, which is the highest rate among all diseases. Various imag-
ing modalities are used for diagnosing and treatment of cardiovascular
diseases. The problem is that an eﬃcient way is needed to accurately
extract the clinically relevant information from these images. In other
words, we need accurate and fast image analysis algorithms. This thesis
is about analysis of cardiovascular images: we develop segmentation and
skeletonization methods for quantifying vascular structures and func-
tions. Our goal is to aid a physician in decision making for diagnostics
and treatment of cardiovascular diseases.
1.1 Vascular image analysis
Image analysis is a process of quantifying images and as such, it is
comprised of measurements. To perform the measurements we have
to separate the blood vessel structures from their surrounding. Methods
that perform this are vessel segmentation methods. In this thesis we
propose novel methods for vessel segmentation (extracting pixels that
belong to vessels in the image) and skeletonization (ﬁnding centerlines
of the segmented vessels).
In the beginning of medical imaging, the images were assessed
visually. A physician would look at the image, perform manual segmen-
tation (e.g. by drawing on the image or just by rough estimation of
regions of interest), which was used for decision making. However, as
the time passed, more advanced medical scanners have been designed,
yielding high quantity of complex data. Some of these data are very
hard to interpret because of their multi-dimensionality (e.g. 4-D images
have become common in today’s practice). Manual analysis (in 2-D
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slice-by slice manner) has become exceedingly time consuming (manual
analysis of some images can take weeks to perform). Furthermore, the
images show a multitude of tissues and organs, some of which are very
hard to tell apart (this is a common case with blood vessels). Hence,
image analysis algorithms have been designed to derive relevant infor-
mation from abundant and complex medical data for decision making.
The parallel processing on Graphics Processing Units (GPU) allows for
fast and often real-time data analysis. Image analysis methods allow for
easy quantiﬁcation of medical images, while lowering the intra-observer
variability.
One problem with segmentation methods is that their perfor-
mance is hard to evaluate due to nonexistent ground truth (golden stan-
dard information). In other words, the segmented vessels are in reality
often physically inaccessible (e.g. a surgery would be needed to access
the cerebral blood vessels). This issue is mostly resolved by designing
(either software or hardware) phantoms. In case of a software phan-
tom, the imaging artifacts and noise are added to create realistic scan-
ner images. These images are processed and the segmentation result is
compared to the phantom. Although designing good segmentation al-
gorithms is a diﬃcult task, there is a clear advantage of using them in
diagnostic and clinical practice instead of visual image interpretations.
The segmentation algorithms will allow quantitative measurements on
vascular images giving an added value to decision making.
1.2 Cardiovascular diseases and anomalies
1.2.1 Cerebral Arteriovenous malformation (AVM)
Cerebral arteriovenous malformation (AVM) represents a highly entan-
gled vessel structure with a high possibility of rupture, posing a great
health risk factor. It appears at locations where the arterial vessels
merge directly with venous vessels (capillary vessels are omitted). Since
the vessel walls of the veins are more elastic than the aortic ones, these
walls deform into a nidus. The nidus permits shunting of high pres-
sure arterialized blood from feeding arteries (they “feed” the AVM with
blood) to thin-walled draining veins (they drain the blood from the
AVM).
AVMs most often cause cerebral hemorrhage, which is associ-
ated with 10-20% morbidity and 10-30% mortality. Seizure is the second
most frequent result of an AVM. It is mostly associated with superﬁcial
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Figure 1.1: Illustration of a brain arteriovenous malformation (AVM)
[Friedlander 07].
AVMs and in particular those residing within the temporal lobe. AVM
can also cause headache or progressive neurological decline. Unfortu-
nately, most AVMs are completely asymptomatic and are diagnosed as
an incidental ﬁnd (i.e. they are usually found by accident during an
examination of another type).
Most AVMs are well visible on CT and MRI images, although
small lesions might sometimes prove diﬃcult to identify. However, for
thorough examination and clinical planning, all AVMs require catheter
angiography to fully assess their architecture and to examine for asso-
ciated aneurysms. Fig. 1.2 shows images from a digital subtraction an-
giography (DSA) time sequence taken for the examination of an AVM.
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Figure 1.2: Digital subtraction angiography (DSA) of a cerebral AVM. (a)
Arterial phase where only arteries are visible (striped arrow). (b) Arteries are
visible with the AVM (outlined arrow) and a part of a vein. (c) Contrast agent
diﬀuses into capillaries, but vein is very visible (ﬁlled arrow). This indicates
that blood ﬂows directly from arteries into the vein. (d) Venous phase shows
mostly venous blood vessels.
Three phases can be distinguished during the injection of the contrast
material into an artery. The ﬁrst phase is the arterial phase, where
only the arteries are covered by the injected contrast agent (hence, they
are the only vessels visible as seen in Fig. 1.2a). The second phase is
the one during which the contrast agent diﬀuses into the capillaries (see
Fig. 1.2c). Finally, in the venous phase the contrast agent has entered
venous blood vessels (therefore, veins are visible as in Fig. 1.2d). The
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listed angiography phases are often used to determine the existence of
small AVMs. In case of AVM the arterial blood ﬂows directly into veins.
Hence, the arterial and venous phase are not going to be clearly sepa-
rated. Fig. 1.2b shows a part of the vein visible in the arterial phase,
which clearly indicates the presence of an AVM.
The following options exist for AVM treatment: micro-surgical
resection, Gamma Knife radiosurgery, endovascular embolization, obser-
vation or multimodality treatment. Microsurgical resection is a surgery
to acutely remove the brain AVM. The disadvantage of this approach is
its high invasiveness (longer hospitalization is needed), and it sometimes
carries a signiﬁcant risk. Radiosurgery involves stereo-tactically target-
ing an AVM with high-dose radiation in order to thicken the AVM. It is
important to minimize the radiation dose in the surrounding brain tis-
sue. The advantage of this procedure is a very short period of recovery
with low risk of the procedure. However, the main disadvantage is that
it takes about 1 to 3 years for the AVM to thicken, during which the risk
of hemorrhage remains. This procedure is also limited to smaller lesions
(i.e. diameter smaller than 3 cm). Endovascular embolization involves
guiding a microcatheter through the blood vessel tree into the AVM
nidus, after which the embolic agent is administered to ﬁll in the nidus
and reduce blood ﬂow. Its advantages include a less invasive procedure
(compared to surgery), a short period of hospitalization, and a relative
short period of overall recovery. Its disadvantages are that endovascular
therapy can at times carry signiﬁcant risk and that it uncommonly leads
to complete AVM obliteration. Because of these reasons, embolization is
often combined with radiosurgery and surgical resection. In this thesis
we have developed a number of image processing methods to reduce the
risk of embolization procedure and to improve AVM obliteration rate.
In order to determine the optimal approach to AVM treatment,
several grading systems have been developed. The most common AVM
grading system is the Spetzler-Martin (S-M) Grading System (see Table
1.1), which is based on the size, position and type of venous drainage
of AVMs. The points assigned for each of the listed characteristics are
summed up to give the grade of the AVM. AVMs of grade 1 and 2 are
generally considered operable. They are small, superﬁcial, and located
in non-eloquent site (they are not proximate to one of the following:
sensimotor, language, visual cortex, hypothalamus, thalamus, internal
capsule, brain stem, cerebellar peduncles or cerebellar nuclei). AVMs of
grade 3 and 4 require discussion on a case-by-case basis for best course of
treatment. They are large, deep, and situated in neurologically critical
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Table 1.1: Spetzler-Martin (S-M) Grading System for AVMs.
Characteristic Points
AVM Size
Small (<3 cm) 1
Medium (3-6 cm) 2
Large (>6 cm) 3
Location
Non-eloquent site 0
Eloquent site 1
Venous drainage
Superﬁcial 0
Deep 1
areas. Malformations of grade 5 are considered inoperable.
1.2.2 Stiffness of abdominal aorta
The aorta is the largest artery in the human body that represents the
main “highway” of the blood traveling from the heart into other organs
and tissues (see Fig. 1.3). Normal functioning of aorta includes expand-
ing of vessel walls to absorb energy passed by the heart that pumps
blood into the aorta. For this reason, the aorta needs to be elastic. As
the age increases, the aorta becomes stiﬀer, which yields an increase in
systolic blood pressure and decrease in diastolic pressure after the age
of 60. Increasing the systolic blood pressure and lowering the diastolic
blood pressure reduces coronary perfusion. This means that the risk
of the pressure-induced damage on coronary and cerebral arteries is in-
creased, together with increased susceptibility to myocardial ischemia
(higher possibility of getting a heart attack). Many (common) diseases
have been associated with the increase of aortic stiﬀness (e.g. hyperten-
sion and diabetes).
Arterial stiﬀness is deﬁned as the arteries’ capacity to expand
and contract during the cardiac cycle. Aortic compliance is used to
estimate the aortic stiﬀness and is deﬁned as the change in volume for
a given pressure change. It is related to the change in diameter during
the heart cycle. Aortic distensibility is the change in the initial aortic
volume or diameter. A loss of arterial elasticity results in reduced arterial
compliance and distensibility. A number of methods exist for assessment
of arterial stiﬀness.
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Figure 1.3: 3-D MRI image of abdomen with marked aorta [Babin 13a].
Pulse pressure is the diﬀerence between systolic and diastolic
blood pressure and it is the consequence of cardiac contraction. Its main
characteristic is that it is strongly inﬂuenced by the properties of the
arterial tree. As we mentioned earlier, systolic blood pressure increases
with age, while diastolic pressure tends to decrease because of the aortic
stiﬀening. This results in signiﬁcant increase in pulse pressure. Pulse
pressure, as an estimate of the aortic stiﬀness, can be measured with
a standard sphygmomanometer that is widely available. However, this
measure can be highly inaccurate due to pulse wave ampliﬁcation from
the aorta to the peripheral arteries, which mostly inﬂuences systolic
blood pressure.
Pulse wave velocity (PWV) is the speed of the pressure wave,
generated by cardiac contraction, which travels from the aorta to the
peripheral arteries. It is mostly inﬂuenced by the aortic stiﬀness and
lumen diameter. PWV is calculated by measuring the time for the pulse
to pass between two points with known distance. The measurement
usually involves recording the pulse wave at (at least) two locations.
The recorded pulse waves are compared to the start moment of the R
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wave of a simultaneously recorded ECG. The PWV can be measured
using Doppler ultrasound or magnetic resonance (MR) imaging, which
we discuss in this thesis. Pulse wave velocity is a method for estimating
the aortic stiﬀness, which has been widely applied and has been found to
be both robust and reproducible. It is a good predictor of cardiovascular
disease and mortality in hypertensive patients, patients with end-stage
renal disease, as well as in diabetic and elderly population samples.
Pulse wave analysis (PWA) involves comparing the recorded
pulse waves with the expected pulse wave outcomes [Wilkinson 97].
Recorded pressures and a validated generalized transfer function are
used to generate the corresponding pulse waveform [Fetics 99]. The aug-
mentation index (AIx), as a measure of arterial stiﬀness, is calculated as
the diﬀerence between the ﬁrst and second systolic peaks expressed as a
percentage of the central pulse pressure. Satisfactory waveform record-
ings from the radial artery are typically obtained within a few minutes
by a trained examiner. The problem when using AIx is that it is also
inﬂuenced by peripheral vascular resistance and by the distending eﬀect
of an elevated blood pressure. Another problem is that the generalized
transfer function is not appropriate for all patients (e.g. diabetes) or
drugs, which makes this measure unreliable [Kelly 01]. Diastolic pulse
contour analysis is used for compliance assessment. In this case, the
diastolic portion of the pressure pulse contour is analyzed.
Imaging modalities used to estimate aortic stiﬀness are ultra-
sound and magnetic resonance imaging (MRI). Ultrasound is used to
calculate aortic stiﬀness by measuring its distensibility and compliance.
This is done by measuring the minimum and maximum aortic diam-
eters from the obtained images. The advantage of ultrasound is its
non-invasiveness, ease of use and fast examination. Magnetic resonance
imaging (MRI) can be used for the most thorough estimation of aor-
tic stiﬀness. MRI allows for stiﬀness assessment through distensibility,
compliance, pulse wave velocity and pulse wave analysis. MRI measure-
ments have proven as the most accurate and reproducible. The problem
is that this examination requires expensive equipment, while being time-
consuming.
1.2.2.1 Factors that affect aortic stiffness
We address in this section factors that aﬀect aortic stiﬀness. This will
show that aortic stiﬀness is a good estimate of overall patient health.
Age is an important factor inﬂuencing the aortic stiﬀness. It
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has been proven that the stiﬀness increases with age, which in turn
increases the risk of heart disease.
Hypertension is a wide-spread cardiovascular disease, which
makes it a very important inﬂuencing factor of arterial stiﬀness
[Laurent 01]. Large number of studies found an increase in aortic stiﬀ-
ness due to hypertension. Recent research shows that the connection
between hypertension and aortic stiﬀness is twofold: lower arterial elas-
ticity is related to the development of hypertension. Hence, aortic stiﬀ-
ness is an independent predictor of progression to hypertension.
Physical activity was proven to have a positive eﬀect on overall
cardiovascular health. Physical activity modiﬁes cardiovascular risk fac-
tors such as blood pressure, lipid proﬁle, and body weight in a favorable
manner [Rönnback 07].
Muscle fiber-type distribution is related to type of physical ac-
tivity performed and diﬀers between elite athletes of various types of
sports [Hernelahti 05]. A high proportion of type I (slow-twitch) ﬁbers
is generally found in endurance sports athletes, while speed and power
sports athletes have a preponderance of type II (fast-twitch) ﬁbers. En-
durance athletes have a substantially lower risk of developing atheroscle-
rotic disease and hypertension compared with power sport athletes and
the general population. Age-induced aortic stiﬀening is less pronounced
in those who engage in regular endurance exercise.
Apart from the mentioned factors, the relation of aortic stiﬀ-
ness has been established with the metabolic syndrome, inﬂammation
levels in healthy individuals, renal insuﬃciency, smoking and alcohol
consumption.
1.2.2.2 Treatment of arterial stiffness
Vasodilating agents easily reduce the dynamic component of arterial stiﬀ-
ness by relaxing smooth muscle cells in muscular arteries and arterioles.
This treatment improves multiple measures of aortic stiﬀness (blood
pressure, pulse wave velocity and reﬂection).
Drugs affecting vessel wall structure actually modify the struc-
ture of arterial walls. Besides reducing arterial stiﬀness (measured
through pulse wave velocity), the drugs are proven to cause signiﬁcant
reduction in pulse pressure. Other drugs that are used to treat diseases
related to aortic stiﬀness (e.g. diabetes) can also help in treating the
stiﬀness
Sodium intake has a high inﬂuence on the aortic stiﬀness. High
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salt intake accelerates arterial aging, and both short-term and long-
term sodium restriction decreases arterial stiﬀness independently from
the eﬀect on mean blood pressure.
Weight loss reduces both blood pressure, which in turn has a
positive eﬀect on aortic stiﬀness. However, it has also been shown that
weight loss reduces arterial stiﬀness independently of blood pressure (the
examination was done on type 2 diabetes patients).
1.2.3 Clinical goals
This thesis presents the work on solving two problems in connection to
vascular structures: quantifying the aortic stiﬀness and accurate AVM
decomposition for the embolization procedure. In order to estimate the
aortic stiﬀness we want to measure aortic pulse wave velocity and dis-
tensibility. Methods are needed to extract the aortic centerline and
measure its length, to segment the aortic wall and analyze propagation
of pulse waves. In the case of the AVM decomposition we need methods
for complete cerebral blood vessel tree analysis to aid in the AVM em-
bolization procedure. The methods must allow for segmentation of the
cerebral blood vessels tree, extraction of vessel centerlines, calculating
best paths through the vessel tree for diﬀerent criteria and extracting
the AVM region with its decomposition to arteries, veins and the nidus.
1.3 Novelties and contributions
The novelties and contributions of this thesis can be divided in two cat-
egories: (i) novel methods for image analysis, and (ii) novel applications
for clinical use. The novelties in terms of vessel analysis approaches are:
1. Generalized proﬁling method used for the detailed segmentation
of arteriovenous malformations. The algorithm outperforms the
current state of the art segmentation methods [Babin 12a].
2. Line-shaped proﬁling method used for the segmentation of cere-
bral blood vessel system containing arteriovenous malformations.
The method outperforms all other segmentation methods in terms
of quality of segmentation, while achieving much higher computa-
tional eﬃciency than the generalized proﬁling method [Babin 13b].
3. A vessel skeletonization method for angiographic CT images with
algorithms for extracting the highest radii and contrast agent in-
tensity paths. The method automatically locates an AVM in the
1.3 Novelties and contributions 13
blood vessel tree and performs its decomposition into constituting
vessels (arteries, veins and the nidus) [Babin 13c].
4. A method for aortic pulse wave propagation analysis comprising of
the method for segmentation of cardiac magnetic resonance images
and the pulse wave analysis method [Babin 13a].
5. AVM and blood vessel tree phantoms used for validation of the
segmentation and skeletonization results.
6. An aortic centerline extraction method for black blood MRI im-
ages. It incorporates the generalized proﬁling principle into cre-
ation of a grid type skeleton used for best path calculation. The
method is robust to various artifacts and high presence of noise
[Babin 12b]. A variation of this approach is used for segmentation
of the abdominal aorta [Babin 09b].
In terms of clinical use, the listed methods have been imple-
mented for two cases:
1. The application for complete cerebral blood vessel tree analysis
with an emphasis on aiding in the AVM embolization procedure.
This package allows a physician to segment the blood vessels tree,
extract vessel centerlines, calculate best paths through the vessel
tree for diﬀerent criteria, extract the AVM region and decompose
it into its main vessels.
2. The application for aortic pulse wave velocity (PWV) and aor-
tic distensibility calculation to estimate stiﬀness of the aorta. The
developed methods allow for centerline extraction and length mea-
surements of the aorta, aortic wall segmentation, blood ﬂow anal-
ysis. The results of PWV measurement correspond well to the
results obtained with the validated software.
In terms of publications, so far this work resulted in two A1-
publications [Babin 12a, Babin 13b], with three other A1-papers that
are currently in review: [Babin 13c, Babin 13a, Devos 13]. Next to
that, six publications were published in the proceedings of international
peer-reviewed conferences: [Babin 08, Babin 09b, Babin 10, Babin 11c,
Babin 12b, De Vylder 12] and three publications and abstracts in na-
tional conferences [Babin 09a,Babin 11a,Babin 11b].
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1.4 Organization of the thesis
This section presents an overview of the content of the various chapters
of the thesis.
Chapter 2: Cardiovascular imaging. In this chapter the
most common cardiovascular imaging approaches and functions are in-
troduced. The underlying imaging principles of the listed modalities are
explained in order to clarify the properties of the obtained images. We
focus on imaging aimed at solving two cardiovascular problems: em-
bolization of arteriovenous malformations (AVM) and quantiﬁcation of
aortic stiﬀness. In the AVM case, X-ray based imaging is predominantly
used: X-ray computed tomography (CT), digital subtracted angiogra-
phy (DSA) and 3-D rotational angiography (3DRA), while magnetic res-
onance imaging (MRI) is mostly used for diagnosis and post-operative
evaluation. However, for estimating the aortic stiﬀness MR imaging
is used to asses both anatomy (bright-blood imaging and black-blood
imaging) and the aortic function (velocity encoded imaging). Finally,
we analyze techniques available to a physician to visualize the obtained
images.
Chapter 3: Vessel Delineation Methods. This chapter re-
views some of the common approaches in vessel delineation aimed at
gaining information on the structure of blood vessels. The methods
can be classiﬁed into three basic groups according to the type of the
resulting delineation, namely segmentation, skeletonization and vessel
enhancement. However, most of the algorithms today incorporate mul-
tiple methods into one to obtain more information on the vascular struc-
ture. Hence, our classiﬁcation of vessel analysis techniques is based on
the amount of higher-level (structural) information on vessels that they
use. This results in four classes of algorithms that are sorted in ascend-
ing manner according to the amount of used vessel-speciﬁc information,
namely: thresholding and region growing, local pixel neighborhood anal-
ysis, model based methods and other structure based methods. The
conclusion of this chapter is that multiscale segmentation methods show
high robustness without a need for ﬁne parameter tuning. Hence, these
methods are the motivation for our work presented in this thesis.
Chapter 4: Generalized Profiles. In this chapter we in-
troduce generalized proﬁles (GP) method with the goal of using it to
perform ﬁne structure segmentation and vessel delineation of arteriove-
nous malformation (AVM). For surgery or embolization of AVM, a clear
distinction between feeding arteries, nidus and vein of the AVM is of the
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utmost importance. Novelties of our method are: (1) introduction of a
structuring element (SE) controlled by two parameters, instead of only
one parameter; (2) using various operators and their combinations ap-
plied to the structuring element, as opposed to minimum and maximum
as the basis of morphological operations; (3) a method for evaluation
of diﬀerent operators. The results on AVM phantoms and real data
demonstrate its eﬀectiveness and potentials for ﬁne delineation of the
AVM.
Chapter 5: Line-shaped Profiles. In this chapter we exam-
ine the use of line segments as oriented SEs. The line segments will diﬀer
only in orientation, while having the maximum size (deﬁned by the im-
age). The goal is to segment the cerebral blood vessel tree together with
an AVM, while achieving high computational eﬃciency (which is reduced
when multiscale SEs are used). The main novelties of this method are:
(1) a new mathematical framework for orientation-dependent proﬁling,
(2) the demonstration of the advantage of using line segments as strictly
oriented SEs (in terms of quality of results and the execution speed-up),
(3) the introduction of a new type of proﬁle operators (second order
profile operators) and the method for their evaluation, and (4) the ap-
plication to segmentation of the whole cerebral blood vessel tree. The
method was validated on blood vessel tree and AVM phantoms, while
the results on real 3-D image data show well segmented smooth blood
vessel structures
Chapter 6: Skeletonization. In this chapter we propose
a novel ordered thinning-based skeletonization used for arteriovenous
malformation (AVM) vessel decomposition. The goal is to classify the
segmented AVM blood vessels into feeding arteries, draining veins and
the nidus in order to successfully navigate the catheter and perform
AVM embolization. The main contributions are: (1) a new method
for calculation of distances in ordered skeletonization yielding highly
accurate centerlines; (2) two methods for inferring skeleton structure
from the obtained skeleton images; (3) an automatic method for AVM
detection and extraction, with the delineation of the draining vein. The
proposed approach is validated on blood vessel phantoms representing
the vein and the AVM structure, as well as on brain CTA images before
and after embolization. The vein delineation method results show high
correspondence to ground truth vein structures.
Chapter 7: Pulse Wave Velocity Calculation. In this
chapter we present robust segmentation techniques for the pulse wave
velocity (PWV) and aortic distensibility calculation as a complete image
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and signal processing toolbox. The segmentation techniques are com-
binations of methods and ideas from preceding chapters on generalized
proﬁles, line-shaped proﬁles and skeletonization. The introduced nov-
elties are: (1) graph-based method for the centerline extraction of the
thoraco-abdominal aorta for the length calculation from 3-D MRI data
robust to artifacts and noise; (2) a new projection-based segmentation
method for transverse aortic region delineation in cardiac magnetic res-
onance (CMR) images (3) a novel method for analysis of velocity curves
in order to obtain pulse wave propagation times; (4) an application in-
corporating these methods for eﬀective aortic stiﬀness measurement. In
order to validate the proposed method we compare the obtained results
with manually determined aortic centerlines and a region segmentation
by an expert, while the results of the PWV measurement were com-
pared to a validated software (LUMC, Leiden, the Netherlands). The
obtained results show high correctness and eﬀectiveness of our method
for the aortic PWV and distensibility calculation.
Chapter 8: Conclusions. The ﬁnal chapter states the global
conclusions of the thesis and points out in which direction further related
research might proceed.
2
Cardiovascular imaging
In this chapter we introduce some of the most common cardiovascular
imaging modalities and their use. We focus on imaging for the two car-
diovascular problems introduced in this thesis, namely: embolization of
arteriovenous malformations (AVM) and quantifying aortic stiﬀness. In
the AVM case, X-ray imaging is predominantly used: X-ray computed
tomography (CT), digital subtraction angiography (DSA) and 3-D ro-
tational angiography (3DRA), while magnetic resonance imaging (MRI)
is mostly used for diagnosis and post-operative evaluation. For esti-
mating the aortic stiﬀness MR imaging is used to asses both anatomy
(bright-blood imaging and black-blood imaging) and the aortic function
(velocity encoded imaging). We describe in this chapter the underlying
imaging principles of the listed modalities and the resulting properties
of the obtained images. Finally, we analyze visualization techniques
available to a physician to represent the images.
2.1 X-ray Computed Tomography
In this and the next two sections we will explain the principles of X-
ray imaging. For a more elaborate explanation refer to [Bushberg 11,
Webb 12].
X-rays (discovered by Wilhelm Röntgen in 1895) are high en-
ergy photons able to pass through the human body. The X-rays are
attenuated by traveling through the body. Beer’s law relates the atten-
uation in a ﬁxed medium to the travel distance x as follows [Webb 12]:
I(x) = I0 e−µx, (2.1)
where the µ is the linear absorption coeﬃcient, x is the object thickness
and I0 the incident beam energy. It is important to emphasize that the
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Figure 2.1: Typical X-ray image. Bones are well visible because they absorb
more photons than the surrounding tissue. The 2-D image does not give enough
depth information as a 3-D image (source: Wikipedia).
linear absorption coeﬃcient is linked to the local density of the material
that the beam passes through. In other words, the objects that have
higher density will absorb more photons and appear bright in the X-ray
image (e.g. bones and metal implants). On the other hand, objects with
lower density will absorb fewer photons and appear dark in the X-ray
image. A typical X-ray image is shown in Fig. 2.1. The obvious problem
of conventional X-ray radiography is the loss of depth (3-D) information,
because the structure of the body has been projected onto a 2-D ﬁlm.
For this reason, computed tomography (CT) was introduced (see Fig.
2.2).
With the CT approach, the 3-D body is scanned in planar
slices. Hence, the resulting 3-D image is in fact a sequence of 2-D slices.
In general, the X-ray source is rotated with respect to the patient to
obtain projections from various angles (see illustration in Fig. 2.3). A
linear array of detectors measure the energy of X-rays for each speciﬁc
source location through the body of the patient. The system rotates at
the constant speed around the patient, acquiring a projection at each
step. After the required number of projections is obtained, the Radon
Transform is applied to reconstruct the 2-D image from the obtained
projections. A CT slice of lungs is shown in Fig. 2.4.
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Figure 2.2: An X-ray CT scanner [Gupta 08].
Detector
Source
X-rays
Patient
Figure 2.3: X-ray fan beam source and detector. The source (and the detec-
tor) can move in various conﬁgurations depending on the generation of the CT
scanner [Webb 12].
Conventional X-ray radiographs are not suited for display-
ing blood in the blood vessels and other soft-tissue details (as heart
anatomy). In order to make blood vessels visible, a liquid contrast agent
has to be injected into blood. The contrast agent increases the linear
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Figure 2.4: A CT image of lungs [Babin 10].
attenuation coeﬃcient of the blood, which makes blood vessels clearly
visible in the images. The use of a contrast agent for the visualization
of blood vessels is called angiography (or arteriography). The contrast
agent injection is performed either as an intravenous or intra-arterial
injection using a catheter. The advantage of the catheter is that it can
be guided to the location of interest in the blood vessel tree. Using
the catheter the contrast agent is only locally injected, which allows for
higher image quality, while aﬀecting only the region of interest.
2.2 Digital Subtraction Angiography
As discussed earlier, angiography presents a good way to visualize blood
vessels in CT images. However, angiographic images are not always
easy to interpret, because of other organs and tissues that are present
in the images. A special case is the imaging of brain blood vessels,
where the region of interest is surrounded by the skull, which reduces
the contrast of blood vessels compared to their surrounding (see left and
middle image in Fig. 2.5). The solution to this problem is to record two
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Figure 2.5: Subtraction of angiographic images. Left: image mask (non-
contrast enhanced). Middle: contrast enhanced image. Right: result of sub-
traction of previous images (DSA) [Kerrien 00].
sets of images: the ﬁrst one without the contrast agent and the second
one after the contrast agent was injected. The bony structures in the
image are removed by subtracting the recorded images, as seen in Fig.
2.5.
The described modality is called Digital Subtracted Angiography
(DSA) and is the modality on which the interventional neuroradiology
is based. DSA is an example of a temporal subtraction, which means
that a number of images are taken from the same view point at periodic
time intervals. This allows us to follow the propagation of contrast agent
through the blood vessel system over time. The quality of subtracted
images is usually high in detail, depending on the movement of the
patient in between the two scans. A number of registration techniques
have been developed to solve any misregistration problems caused by
patient movement [Kerrien 00].
2.3 3D Rotational Angiography
3-D Rotational Angiography (3DRA) can acquire and display three-
dimensional volumes of the cerebral vessels during interventional pro-
cedures. As such, it is of a great aid in understanding the vascular mor-
phology during the interventions for guideline positioning of catheters,
coils, balloons, stents and glue [Moret 98].
In rotational acquisition the images are acquired as a sequence
of 2-D projections while the C-arm rotates around the head of the patient
(see Fig. 2.6). When the 3-D imaging of blood vessels is required,
an injection of contrast ﬂuid is performed during the acquisition. In
that case data sets are obtained from rotational series consisting of two
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Figure 2.6: An X-ray C-arm scanner [Gupta 08].
Figure 2.7: 3-D visualization from 3-D rotational angiography (3DRA)
[van Rooij 08]. (A), (B), (C), (D) Four DSA projections and (E) 3RDA vi-
sualization of a blood vessel tree with an aneurysm (arrow).
rotations, where the ﬁrst acquires the subtraction mask (see Fig. 2.7).
State of the art scanners have high stability of the C-arm, which
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allows for the reproducible acquisition of the rotational sequence. The
system is calibrated to compensate for various factors (e.g. pincush-
ion distortion and varying distortion) and remains stable for at least
four months. This, in turn, allows us to perform a subtracted acquisi-
tion, where the ﬁrst rotational acquisition is performed without injection
contrast, and the second acquisition is performed with the injection of
contrast agent.
In order to acquire a 3-D image with a ﬁxed C-Arm, the C-
Arm is positioned at the body part in question so that this body part
is in the isocenter between the x-ray tube and the detector. The C-
Arm then rotates around that isocenter, the rotation being between
200◦ and 360◦ (depending on the equipment manufacturer). Such a
rotation takes between 5 and 20 seconds, during which a few hundred
2-D images are acquired. A piece of software then performs a cone
beam reconstruction. The resulting voxel data can then be viewed as
a multiplanar reconstruction, i.e. by scrolling through the slices from
three projection angles, or as a 3-D volume, which can be rotated and
zoomed.
2.4 Magnetic Resonance Imaging
In this section we will explain the basic magnetic resonance (MR) prin-
ciples needed to understand the properties of obtained images. For a
more elaborate explanations refer to [Kwong 06].
Magnetic Resonance Imaging (MRI) is based on the hydrogen
atoms contained in the water molecule. The abundance of water in phys-
iological tissues is the reason for usefulness of MRI. The MRI signal is
generated from the hydrogen nucleus (for this reason MRI is also known
as nuclear magnetic resonance). Each atom is characterized by its spin,
which we represent by a vector. In general, the spins are randomly ori-
ented until an external magnetic ﬁeld B0 is applied. Then the spins align
parallel or anti-parallel to B0. Crucially, there will be a higher number of
positively oriented spins than the negative ones. This diﬀerence creates
a detectable MR signal.
The frequency with which the spins precess about the exter-
nal magnetic ﬁeld ν0 increases as the strength of B0 increases. This is
described by the Larmor equation:
ν0 = γB0, (2.2)
where γ represents gyromagnetic ratio of the nucleus involved. For the
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Figure 2.8: Illustration of magnetization process and spins [Kwong 06]. (a)
Spins precess on the surface cones (more positive than negative spins exist).
(b) Illustration for positive spins. (c) Vector components of spins in xy plane
cancel out, only the component in z direction remains. (d) Main magnetization
vector M.
hydrogen nucleus, it is 42.58 MHz/T, which results in a precessional
frequency of ν0 = 64 MHz for a typical clinical MRI scanner (1.5 T).
In reality the spins precess on the surface cones (in positive
and negative directions) as seen in Fig. 2.8. Each spin vector can be
decomposed into a component along the z axis and a component on
the base of the cone. The vector components situated in the cone base
cancel out (add up to zero). Hence, the components of positive spins
along the z axis create the main magnetization vector M.
The MR signal is created by application of a secondary mag-
netic ﬁeld B1 for a short time interval (1˜.5 ms) known as radio frequency
(RF) signal. It is applied at 90◦ angle to B0 ﬁeld (x axis) and rotates the
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Figure 2.9: Inﬂuence of RF signal on the main magnetization vector M
[Kwong 06]. (a) Secondary magnetic ﬁeld B1 is introduced. (b) B1 rotates
the magnetization vector M to the xy plane in a spiral trajectory. (c) From a
rotating point of view the M vector simply dropped to the local y′ axis. (d)
The magnetization vector M produces a signal.
magnetization vector M to the transversal xy plane. The RF signal has
a frequency ν1, which means that vector B1 is rotating in the xy-plane
as seen in Fig. 2.9. In order to record the MR signal, the rotation of B1
around z axis needs to be at the same frequency that the spins precess,
which means that ν1 = ν0. In the Rotating Frame of Reference the net
magnetization produces a signal onto a wire antenna. (see Fig. 2.9d).
The produced signal is called the free-induction decay (FID) signal.
Fig. 2.10 illustrates the one-pulse experiment used to create an
FID signal. It consists of introducing the 90◦ RF pulse for a short period
of time followed by turning on the receiver (ACQ) to acquire the MR
signal.
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Figure 2.10: One-pulse experiment (creating an FID signal) [Kwong 06]. The
90◦ RF pulse is introduced, after which the acquisition (ACQ) starts.
2.4.1 Relaxation times T1, T2 and T2*
T2 relaxation happens due to spin-spin interaction. The interaction of
spin magnetizations modify the magnetic ﬁeld observed by each spin,
causing them to precess at diﬀerent rotational speeds. In other words,
the spins acquire a phase. This process is known as dephasing, where
the spins eventually return to randomness they had before the RF signal
was introduced (see Fig. 2.11). The signal loss over time follows an
exponential decay:
Mxy(t) =Mxy(0) e
− t
T2 , (2.3)
where Mxy(0) refers to the magnetization observed at time t = 0 on the
transverse xy plane.
T2* relaxation happens due to spin-spin interaction (the same
as T2 relaxation), but also due to inhomogeneities in static magnetic
ﬁeld B0. Inhomogeneity of magnetic ﬁeld is a result of the presence of a
human body in the magnetic ﬁeld. As with T2, the signal loss over time
follows an exponential decay:
Mxy(t) =Mxy(0) e
− t
T∗2 . (2.4)
T2* relaxation happens faster than T2 relaxation. The one-pulse exper-
iment (Fig. 2.10) experiences T2* relaxation. In order to acquire an MR
signal that decays with T2 (and exploit the longer acquisition windows)
we use the spin echo pulse sequence (see Subsection 2.4.2).
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Figure 2.11: Illustration of dephasing [Kwong 06]. (a) The magnetization
vector. (b) Because of the spin-spin interactions, the spin magnetizations are
modiﬁed and they start to precess at diﬀerent rotational speeds. (c) Completely
dephased magnetization.
T1 relaxation refers to spin-lattice relaxation, which happens
due to energy exchange between the spins and their surrounding. This
means that the magnetization vector M moves back to the z axis. This
occurs at a relatively slow rate:
Mz(t) =Mz (1− e−
t
T1 ). (2.5)
where the Mz refers to the z axis component of magnetization vector M
under the inﬂuence of ﬁeld B0.
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Figure 2.12: Spin-echo pulse sequence diagram [Kwong 06]. The signal is
acquired after the sequence of the 90◦ RF pulse, waiting TE/2 period of time
and the introduction of a 180◦ RF pulse.
2.4.2 Spin echo
The one-pulse experiment reﬂects the T2* decay. If we are interested
in the T2 decay rather than T2* decay, we have to create a spin echo
sequence. The pulse sequence diagram to achieve this is presented in
Fig. 2.12.
A spin echo sequence diﬀers from the FID sequence in that the
signal is not acquired right after the 90◦ RF pulse. Instead the signal
is acquired after a TE/2 waiting period and the introduction of a 180◦
RF pulse, followed by the acquisition at the right moment. Fig. 2.13
illustrates the eﬀect of the described pulse sequence to the magnetization
vector. As the 90◦ B1 pulse along the x axis is introduced into the
magnetic ﬁeld (Fig. 2.13a), the M vector is moving onto the y-axis of
the transverse plane (Fig. 2.13b).
The signal loss (decrease in absolute value of M) is caused by
spin-spin interactions and additional loss caused by dephasing as a result
of static magnetic ﬁeld (B0) inhomogeneities. We focus here on dephas-
ing caused by static ﬁeld inhomogeneities (Fig. 2.13c), which comprises
the diﬀerence between T2 and T2*. Faster spins will have positive phase
(they move clockwise), while slower spins will have negative phase (they
move counterclockwise).
When we introduce a 180◦ B1 pulse along x axis, we cause the
dephasing spins to rotate along the x-axis (Fig. 2.13d). The dephasing
spins rotate to the other half of the xy-plane (Fig. 2.13e). After we re-
move the 180◦ pulse, spins continue to dephase at their previous speeds,
causing them to realign (rephase) at −y. The time interval for rephasing
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Figure 2.13: The spin-echo principle [Kwong 06]. (a) and (b) A 90◦ RF signal
puts magnetization vector to the xy plane. (c) The spins start dephasing. (d)
A 180◦ RF signal is introduced, (e) The RF signal rotates all the spins by 180◦.
(f) Spins get into phase again.
will be exactly the same as dephasing interval and is known as echo time
(TE). Dephasing will take place after TE, and the signal will decay past
TE (Fig. 2.12).
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Figure 2.14: Gradient magnetic vector ﬁeld [Kwong 06].
2.4.3 Gradient echo and position selection
Gradient echoes are created by means of a gradient magnetic ﬁeld. This
means that the ﬁeld strength depends on the position in space (unlike
the case of static magnetic ﬁeld B0) and is proportional to the distance
from the center of the magnet (the isocenter). Gradients can be applied
in each of the directions: Gx, Gy and Gz for x, y and z axis, respectively.
Fig. 2.12 illustrates Gz gradient magnetic ﬁeld where the mag-
netic ﬁeld strength depends on the z position. This modiﬁes the Larmor
equation to:
ν0 = γ(B0 + xGx + yGy + zGz). (2.6)
It is important to notice that based on the given spin’s preces-
sional frequency (Larmor equation) we are able to determine the position
of the spin on the axis of interest (e.g. z axis based on the gradient ﬁeld
Gz). Conversely, given a location on the axis we are able to determine
the precessional speed at that location. Typical gradient strengths on
state-of-the-art MR scanners are 0.040 T/m.
Slice selection is performed by applying a gradient ﬁeld along
the z axis at the same time when the RF pulse is introduced (see
Fig. 2.15). The gradient ﬁeld Gz will perform “slicing” in such fash-
ion that each transversal plane (orthogonal to z axis) will have spins
that precess with the same frequency. Only the spins in a transversal
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Figure 2.15: Gradient echo pulse sequence [Kwong 06]. It allows us to acquire
magnetization of every position in 3-D space.
plane where the precessional Larmor frequency ν0 is equal to the fre-
quency ν1 of our RF pulse will respond to the RF pulse (only those
spins will produce a signal). In other words, by selecting the proper
RF pulse frequency, we can select any desired transversal plane (slice
orthogonal to z axis). With a higher ﬁeld gradient Gz, it is possible to
select thinner slices. In order to allow signal recording in each position
of the 3-D space, we need to encode the signal along the remaining two
dimensions x and y.
Frequency encoding is performed to encode spins along the x
axis. The Gx gradient is introduced during the “read-out” interval (ac-
quisition window interval in Fig. 2.15) and is called the readout gradient.
It forces spins at diﬀerent locations on the x axis to precess at diﬀerent
speeds (see Fig. 2.16). In this fashion the magnetization of each row of
the x axis is unique (i.e. spins in the same row have the same precessional
frequency), which is used to extract information along the x axis. The
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Figure 2.16: Frequency encoding principle [Kwong 06]. Diﬀerent arrows in-
dicate diﬀerent precessing frequencies along the x axis.
information about each frequency is extracted using the Fourier Trans-
form (FT). At this point we only need to extract information along the
y axis to complete the 3-D information gathering.
Phase encoding is performed to encode spins along the y axis by
introducing a Gy pulse immediately after the RF pulse but also before
the acquisition begins. If we introduce a short Gy gradient pulse right
after the RF pulse (see Gy in Fig. 2.15) along the y axis, the spins
will precess at diﬀerent speeds according to their position on the y axis
(as long as Gy is present). As soon as Gy stops, spins will precess
with the same frequency (as before the Gy was introduced), but with
diﬀerent phase (see Fig. 2.17). This means that the information about
their position onto the y axis has been encoded onto their phase and
the magnetization vectors will be at progressively larger angles relative
to the y axis (i.e., they will have acquired more phase) the further away
from zero they are located.
In order to acquire the y axis position-encoded information
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Figure 2.17: Phase encoding principle [Kwong 06]. Diﬀerent arrow directions
indicate diﬀerent phases along the y axis.
from the phase, we have to “convert” the phase information into fre-
quency information, after which we can use the Fourier transform. This
is done by multiple measurements using diﬀerent values of Gy (repre-
sented by diﬀerent colors for Gy in Fig. 2.15) with a constant diﬀerence
in Gy values along consecutive measurements. The phase sum along y
axis for each experiment will be diﬀerent, yielding a “speed” of change
in phase across repeating experiments (with increasing phase-encoding
gradient strengths in consecutive experiments). Hence, similarly to the
frequency encoding, we use FT to derive the phase information (i.e.
information along the y axis). The data from multiple phase-encoded
experiments are placed in a 2-D matrix we call k-space, whose FT results
in a 2-D image.
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2.5 Cardiac Magnetic Resonance imaging
Cardiac magnetic resonance imaging (CMR) is a medical imaging tech-
nology for the non-invasive assessment of the function and structure of
the cardiovascular system. It is comprised of basic MRI principles that
have been optimized for imaging of the cardiovascular system. Its ad-
vantages over Conventional MRI imaging modalities when cardiovascu-
lar analysis is considered are: the capability for tissue characterization,
qualitative and quantitative evaluation of the motion of both the blood
and the myocardium, and assessment of regional perfusion [Klepac 06].
A cardiac MRI examination is typically performed by initial screening
of the patient and setting up of cardiac gating. Optionally an intra-
venous access for contrast administration is prepared. The initial MRI
scan gives a quick insight into overall chest anatomy, after which more
detailed scans can be performed.
2.5.1 Electrocardiographic gating
The main obstacle in the MR cardiovascular imaging is cardiac motion
(heart movement). The problem of cardiac motion is resolved by cardiac
gating (using electrocardiogram - ECG). The ECG gating allows us to
acquire imaging data at the same stage of the cardiac cycle over several
heart beats, thus yielding “static” images. Two gating approaches exist.
Prospective gating uses QRS (part of ECG signal that corre-
sponds to the depolarization of the right and left ventricles) detection
to trigger acquisition at the start of each cardiac cycle, typically over
several cardiac cycles. Disadvantages of this approach are prolonged ac-
quisition times, the fact that the end of cardiac cycle can not be sampled
(a dead period is needed to allow for variation in length of cardiac cycle)
and possible delay in recognizing the R wave (data acquisition is late).
Retrospective gating performs continuous acquisition over sev-
eral cardiac cycles. The acquired data is interpolated to reconstruct
images at selected moments in time (based on the heart rate, the rate of
data acquisition and the number of requested time moments per cardiac
cycle). Advantages of this method are higher robustness to arrhythmia
and it can be used to image the whole cardiac cycle (there is no need to
stop image data acquisition to wait for the next QRS detection). One
disadvantage of this approach is that images are more blurry because of
the interpolation performed in post-processing.
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2.5.2 Bright blood imaging
An advantage of CMR is that blood can appear either bright or dark in
the images, depending on the acquisition. When imaging with rapid T1-
weighted gradient echo imaging (e.g. Fast Low-Angle Shot [FLASH]),
the blood can appear relatively bright compared to the surrounding tis-
sue. This is caused by blood ﬂow, where the less magnetically saturated
blood (left in the slice being imaged from the last excitation) is replaced
by fully magnetized blood ﬂowing into the slice. The higher magnetized
blood produces a stronger signal and appears bright in the images.
Spoiled gradient echo imaging uses “spoiling” to suppress the
residual transverse magnetization. The residual magnetization is a con-
sequence of a common case where the TR is shorter than the T2 of most
tissues, and the transverse magnetization will not have fully decayed be-
fore the next RF pulse. Thus, the residual transverse magnetization will
add T2 contrast (in addition to T1 contrast) to the image. The spoiling
can be accomplished with an RF pulse or gradients.
Steady-state gradient echo (or Steady-State Free Precession
(SSFP)) is performed without spoiling and residual transverse magne-
tization. This means that the residual magnetization is retained, it
increases the SNR (compared to the spoiled sequences) and the contrast
will depend on the T2/T1 ratio. In steady-state sequences, only ﬂuid
and fat will have a high signal (ﬂuid and fat have comparable T1 and
T2 times, while in most other tissues, the T2 time is much shorter than
T1 time). In many cases this is an undesired eﬀect. However, in bright
blood cardiac MRI, the high intensity blood compared to other tissues is
exactly what is needed. Therefore, steady-state gradient echo sequences
are optimal for cine cardiac imaging, which will be discussed later.
Balanced steady-state free precession (bSSFP) sequences are
used in cardiac imaging. Commercial names for these sequences are
TrueFISP (Siemens), FIESTA (GE), and balanced FFE (Phillips).
SSFP sequences do not depend on ﬂow; they have a higher SNR; and
they are faster. Spoiled gradient echo sequences are T1 weighted and
depend on through plane ﬂow enhancement (similar to time-of-ﬂight MR
angiography) to generate contrast (blood may become saturated if the
ﬂow is slow or the TR is short).
High-quality SSFP imaging depends on a low TR, a high ﬂip
angle FA (the angle to which the net magnetization is rotated relative
to the main magnetic ﬁeld direction using the RF pulse), and a uni-
form magnetic ﬁeld. SSFP sequences are very sensitive to ﬁeld inhomo-
geneities. In regions of high local magnetic-ﬁeld variations, SSFP images
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Figure 2.18: MRI images of abdomen [Babin 13a]. Left: bright blood imaging
shows aorta as a bright blood vessel. Right: black blood imaging shows aorta
as a black blood vessel.
often suﬀer from characteristic bands of signal loss (oﬀ-resonance band-
ing artifact), which can disrupt the steady-state. In SSFP sequences,
the SNR does not change substantially with diﬀerent ﬂip angles, but
the T2/T1 weighting will increase with an increasing ﬂip angle. SSFP
sequences, therefore, should use the largest ﬂip angle achievable (range
from 40◦ to 70◦), because this will maximize the contrast-to-noise ratio.
2.5.3 Black blood imaging
The goal of the black blood MR imaging is to cancel out the inﬂuence of
blood ﬂow in order for the blood to appear black in the acquired images.
These images are usually used to analyze the anatomy of the heart and
blood vessels (because they contain no interference of blood).
Black blood imaging is based on spin echo pulse sequences (this
means that spins must experience a 90◦ pulse followed by a 180◦ pulse to
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generate a signal). If the blood that was in the slice when the 90◦ pulse
was applied has left the slice when the 180◦ pulse is applied (at TE/2),
there will be no prepared magnetization to refocus and form an echo
from the blood. The blood in the slice at the time of the 180◦ pulse will
not have received the 90◦ pulse, and so there will be no magnetization
in the transverse plane to refocus to an echo. This means that blood
will not generate any signal (or a very weak signal will be generated), so
it will appear dark in the image. Black blood imaging is best achieved
by decreasing the volume of the slice (thinner slices), positioning the
slice orthogonal to blood ﬂow or imaging during the high speed blood
ﬂow (during systole). Another method is to increase the time interval
between the 90◦ and 180◦ pulses (increase TE, or echo time).
The purpose of black blood imaging most usually is to examine
anatomy. This means that TR should be as short as possible to shorten
imaging time (that is why black blood MRI scans are most often T1-
weighted). For cardiac mass evaluation, speciﬁc T2-weighted sequences
may be performed.
Fast spin echo (FSE) imaging is used in clinical practice because
the acquisition can be performed during a breath-holding time (unlike
standard spin echo). Fast spin echo has the same pulses as the spin
echo, followed by multiple 180◦pulses (i.e. “echo train”, “echo factor”
or “turbo factor”). The FSE sequence has a much faster scan time than
a spin echo. However, a disadvantage of FSE over spin echo is image
blurring as a result of acquiring data at diﬀerent echo times during
the echo train. To minimize this artifact, FSE cardiac MRI is often
performed during the diastole. As mentioned earlier, the fastest blood
ﬂow happens at systole (not diastole). In order to get low blood signal
the FSE cardiac MRI is often performed with the addition of double
inversion recovery (see below) pulses to achieve optimal nulling of blood
signal.
Double inversion recovery is used to cancel out the signal from
ﬂowing blood. It is composed of a non-selective 180◦ RF pulse and a
selective 180◦ RF pulse. The non-selective 180◦ RF pulse inverts all
spins (in the imaged object). The selective 180◦ RF pulse is applied
only to the spins in the imaged slice. This means that the spins in the
imaged slice revert to their original alignment (before these 2 pulses were
introduced). Note that this applies only to the spins in the imaged slice,
while all other spins (in the imaged object) are inverted. This means that
due to blood ﬂow, the blood from the slice (whose spins were reverted
to original alignment) will go away and will be replaced by blood from
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neighboring slice whose spins were inverted. If the imaging begins at the
time the blood from the neighboring slice replaces the blood originally
present in the slice, the blood will not produce any signal.
For analysis of vessel morphology half-Fourier, single-shot, fast
spin echo (SS-FSE) sequences are the fastest. Diﬀerent trade names
for these half-Fourier single shot sequences are HASTE (Half-Fourier
Acquired Single-shot Turbo spin Echo; Siemens) and SS-FSE (GE,
Phillips).
2.5.4 T1 and T2 weighting
The T1 and T2 relaxation times inﬂuence the acquisition based on the
imaging method and TR and TE times. In general, if the TR is shorter
the magnetization will have a shorter time period for its recovery be-
tween two excitations. This means that regions with shorter T1 values
(e.g. fat or contrast enhanced blood) will tend to appear relatively
brighter (T1 weighting). In a similar fashion, the longer TE times will
allow for longer signal decay before signal detection. This means that
regions with longer T2 values (e.g. ﬂuid or swelling tissue) will tend to
appear relatively brighter (T2 weighting).
2.5.5 Cine imaging
The ECG gating allows us to synchronize the image acquisition with the
cardiac cycle. In turn, this allows us to record high-quality movies (cine
imaging) of the diﬀerent phases of the cardiac cycle. This is possible
even though the image data may be acquired over the course of multiple
cardiac cycles: it depends on the assumption that cardiac cycles are
reasonably consistent with each other. This may not be the case in the
presence of cardiac arrhythmia. For examination of abdominal aorta,
velocity encoded Cine images are of interest, which are composed of
modulus sequence (deﬁnes vessel anatomy), and phase-contrast sequence
(deﬁnes blood ﬂow), as depicted in Fig. 2.19.
Cine imaging can be readily implemented with gradient echo
imaging (e.g., FLASH imaging). Both types of gating (retrospectively
or prospectively) can be used. In gradient echo cine imaging the TE is
kept as short as possible to obtain the highest imaging speed.
SSFP imaging approaches are also used for cine imaging. In
this case only retrospective gating is used. The bright signal from blood
in SSFP cine imaging depends on the relaxation times of blood rather
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Figure 2.19: Velocity encoded Cine images of abdominal aorta at ascending
and descending levels [Babin 13a]. Up: modulus image. Down: phase-contrast
image. Pixel values in the phase-contrast image depend on the direction and
intensity of blood ﬂow.
than on its motion, leading to a more consistent bright blood appearance
independent of image orientation or blood ﬂow patterns.
2.5.6 Phase-contrast images
Phase-contrast images are a type of cine images that use motion-induced
phase shifts to represent velocities in vascular and cardiac structures.
Two main parameters have to be set: the imaging plane and velocity
encoding value (venc).
Only one spatial component of velocity can be measured at
a time. This is typically the component perpendicular to the imaging
plane as this is most useful for ﬂow volume calculations (perpendicular
to the axis of the vessel lumen of interest).
The velocity encoding value (venc) is the velocity for which the
corresponding phase shift will be ±180◦. Greater velocities, leading to
greater phase shifts than this, will be indistinguishable (aliased) from
velocities with smaller magnitudes and possibly opposite sign (usually
venc on the order of 150 cm/s is used).
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2.5.7 Contrast-enhanced images
Another way that blood can appear bright in the image is by injection of
an MRI contrast agent, which will lead to increased signal in the presence
of T1 weighting. If a 3D volume is rapidly and repeatedly imaged after
the injection of a bolus of contrast agent, then the blood vessels with
high concentrations of the agent at the time of image acquisition will
appear bright. If the image acquisition is fast enough, then the delay
after the injection can be adjusted to have prominent enhancement of
only a desired portion of the vascular tree (e.g. arteries vs veins or
pulmonary vs systemic). Choosing the timing of this delay can be aided
by acquiring a rapid series of sequential images of a representative vessel
after the injection of a small test bolus of the agent, often called a timing
run. The bright vessel images in the imaged region can then be processed
with a suitable computer program to produce a synthetic angiographic
display of the vessels from any desired point of view (an MRA).
2.6 Visualization
Visualization techniques have become the inseparable part of medical
imaging. A number of visualization methods have been implemented
in hardware on vendor workstations. We will summarize here the most
important visualization approaches illustrated in Fig. 2.20.
Multiplanar reconstruction is the simplest method of visualiza-
tion by displaying 2-D images as planes that cut through the 3-D image.
This is usually performed for three orthogonal planes: transversal, coro-
nal and sagittal. However, most visualization software packages allow
for oblique (non-orthogonal) display planes, so that the optimal plane
can be chosen to display an anatomical structure.
Surface rendering (also known as “Surface Shaded Display”)
displays a set of voxels from the 3-D image as a surface. The set of
voxels to be visualized is usually deﬁned by a threshold value. Hence, the
surfaces represent isosurfaces (surfaces with the same scalar quantity).
The surfaces can be colored according to the isosurface value or set to a
single color manually. The marching cubes algorithm is one of the most
known surface generation methods.
Volume rendering is used to directly visualize the 3-D image
without intermediate geometric representation of the volume (as in sur-
face rendering). The idea is to visualize a volume using voxels or other
volume elements with predeﬁned visual properties (opacity, color and
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Figure 2.20: Visualization methods [Babin 13c,Kerrien 00]. Upper left: Mul-
tiplanar reconstruction. Upper right: volume visualization. Lower left: surface
rendering. Lower right: virtual endoscopy.
shading). Several diﬀerent approaches for volume rendering exist. Ray
casting determines the visual properties projected on a viewing plane by
casting a ray through the volume . At a predetermined number of evenly
spaced locations along the ray the color and opacity values are obtained
by interpolation. The interpolated colors and opacities are merged with
each other and with the background by compositing in back-to-front or-
der to yield the color of the pixel. The color and opacity of voxels is
controlled by transfer functions. Manipulation of the transfer function
yields various visualization results. Splatting uses convolving ﬁlters to
compute visual properties of a neighborhood of pixels. This method is
faster than ray casting, but also less accurate. Maximum intensity pro-
jection (MIP) works in a similar way as ray casting, except that only
the voxels that have maximum intensity along rays are projected. This
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method is computationally fast, but the 2-D results do not provide a
good sense of depth of the volume.
Virtual endoscopy is a visualization that simulates the naviga-
tion of a (virtual) camera through the 3-D surface representation of a
patient’s anatomy. It is especially useful for tubular structures, enabling
the internal exploration in order to assist in surgical planning.
2.7 Conclusion
In this chapter we gave a broad overview of imaging modalities and
functions that are most common in cardiovascular examinations, and
we discussed their advantages and limitations. Especially, we aimed to
introduce modalities used in this thesis. In other words, we concentrated
on imaging required for surgery on cerebral vascular malformations and
for deﬁning and quantifying the function of the abdominal aorta. Addi-
tionally, we introduced various visualization techniques that are widely
used today and implemented in hardware. Although various imaging
modalities combined with diverse visualization approaches give a good
insight into vascular anatomy and function, the performed examination
is not quantitative. Visualization alone does not allow a physician to
perform measurements on vascular structures. In order to quantify vas-
cular anatomy and function, more sophisticated algorithms are required
that can extract and analyze vascular anatomy. These are image seg-
mentation algorithms.
3
Vessel Delineation Methods
This chapter reviews some of the common approaches in vessel delin-
eation aimed to gain information on the structure of blood vessels. The
methods can be classiﬁed into three basic groups according to the type
of the resulting delineation, namely segmentation, skeletonization and
vessel enhancement. However, most of the algorithms today incorporate
multiple methods into one to obtain a higher amount of information
of the vascular structure. Current medical imaging reviews use diﬀer-
ent classiﬁcations of state-of-the-art methods. The work of [Kirbas 04]
classiﬁes vessel delineation methods based on their mathematical frame-
work, while the [Yaniv 06] classiﬁes methods from a user and application
point of view. The review of [Lesage 09] classiﬁes algorithms accord-
ing to three criteria: appearance and geometric models, image features
and extraction schemes. Our classiﬁcation relates mostly to the algo-
rithmic classiﬁcation of [Kirbas 04]. This chapter gives an overview of
delineation techniques grouped and sorted according to the amount of
higher-level (structural) information on vessels that they use. Hence,
four classes of algorithms have been formed and sorted in ascending
way according to the amount of incorporated vessel-speciﬁc informa-
tion, namely: thresholding and region growing, local pixel neighborhood
analysis, model based methods and other structure based methods.
3.1 Thresholding and region growing
Angiography is one of the most common vascular imaging modalities,
which leads to relatively clear distinction of blood vessels in angiographic
images (due to the use of contrast medium the vessels stand out in com-
parison to other tissues in the image). Hence, thresholding, as the most
basic segmentation technique, is often used to extract blood vessels.
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The main advantage of thresholding is its low computational complexity,
which results in fast execution. This is particularly suitable in clinical
practice, where the results have to be obtained in real time for perform-
ing surgeries. This method is susceptible to noise and imaging artifacts.
The main disadvantage is its inability to segment vessel regions with
the range of pixel intensities that overlaps with intensity ranges of other
tissues. Therefore, thresholding is often used in combination with region
growing, where a seed point has to be deﬁned (either by a predeﬁned au-
tomatic seed point determining algorithm or manually by specifying the
seed point). The region is grown from the initial seed point based on the
pixel value similarity and spatial proximity [Kirbas 04]. Multiple seed
points result in a number of segmented regions, which are often initially
disconnected, and because of this subsequent region merging is needed.
The criteria for merging the initially obtained regions range from simple
intensity comparisons to extensive use of prior knowledge on the vessel
shape and structure. It should be emphasized that many algorithms
today use basic principles of region growing and region merging in com-
bination with more advanced criteria for growing or merging. Therefore,
segmentation algorithms have been classiﬁed by the prior information
implemented in these basic mechanisms.
The simplest thresholding is single threshold value operation
where all the pixel intensities higher than the threshold value are con-
sidered as the ﬁnal segmentation result. This method is suﬃcient only
for obtaining a general preview of the region of segmented object since
ﬁner details are often not visible and the segmentation result often con-
tains a lot of incorrectly segmented regions. However, the result of this
operation (often in combination with binary connectivity ﬁltering) is
used as the input mask in a preprocessing step for deﬁning the region of
interest for more advanced segmentation algorithms. This shortens the
execution times of demanding segmentation methods [De Bock 10].
Multiple threshold value algorithms are often used to extract
multiple objects from a single image with diﬀerent ranges of pixel in-
tensities, where the extracted regions can be used as mask regions or
bounding regions for a ﬁner segmentation of another object. The draw-
back of these methods is the manual threshold setting, with often dif-
ferent threshold values in diﬀerent parts of 3-D data sets. This problem
is solved using automatic threshold setting algorithms, which adjust the
threshold values by examining the intensities in diﬀerent slices or pixel
neighborhoods.
Histogram-based techniques analyze the histogram of the image
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(usually each slice is processed separately) to obtain the criteria for auto-
matic threshold selection. The simplest methods work under assumption
that diﬀerent objects in the image have diﬀerent pixel intensity ranges,
which do not signiﬁcantly overlap. The method of [Otsu 79] calcu-
lates the lowest point between two classes. [Brink 96] propose the cross-
entropy as a non-metric measure to determine the optimum threshold.
Other histogram-based approaches include moment-preserving thresh-
olding [Tsai 85] and minimum error thresholding under assumption of
object and pixel intensities being normally distributed [Kittler 86].
Since the conditions presented by the aforementioned method
are rarely met, other methods use prior knowledge on the pixel intensity
distribution in the image. In this fashion, pixels are classiﬁed according
to probabilities of belonging to various objects in the image, which is
then employed for thresholding. The work of [Chung 99] implements
such a method with proving that the Rician distribution gives better
quality-of-ﬁt than a Gaussian distribution. Illustration of threshold
based on histogram analysis is shown in Fig. 3.1. Two peaks in the his-
togram in Fig. 3.1 indicate the lowest background values (image corners)
and highest background values (circular background). Since the images
are contrast-enhanced and the contrast agent disperses into capillaries,
it is logical that the highest curvature in the histogram represents gray
values corresponding to the least visible capillary vessel pixels (before
the contrast disperses into the bright background). Hence, the threshold
value is determined as the point at the maximum planar curvature in
the histogram. The problem of the cited methods is that the number
of classes has to be known a priori in order to segment multiple ob-
jects. The adaptive thresholding approach of [Wilkinson 03] makes use
of either ﬂat or Gaussian weighted windows for local thresholding with
robust automatic threshold selection. The most common use of thresh-
olding and region growing in vascular imaging is the segmentation of
cerebral angiographic (CTA and MRA) images [Wilkinson 03,Chung 99]
and retinal angiographic images [Jiang 03,Hoover 00].
3.2 Local neighborhood analysis methods
Local neighborhood analysis methods incorporate knowledge about fea-
tures of vessel pixel neighborhoods. This is the most basic prior infor-
mation on the local pixel neighborhood level: although neighborhoods
of pixels are examined, the segmentation decision is made on a pixel-by-
pixel basis.
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(a) (b)
Figure 3.1: An illustration of histogram analysis-based thresholding
[Chung 99]. (a) A digital subtracted angiography (DSA) image of cerebral
blood vessels. (a) Histogram of the corresponding DSA image. The threshold
is determined by ﬁnding the point at the maximum planar curvature.
3.2.1 Mathematical morphology
Mathematical morphology [Serra 82,Soille 86], is a popular tool in image
processing and can be used for very diverse tasks such as noise reduc-
tion, feature extraction, segmentation, etc. Let p ∈ Z2 denote a pixel
with gray value g(p), from a range of discrete gray scale values. The
structuring element (SE) Sn(p) is deﬁned as a set of points in Z2, of
certain shape and size n, centered at p. With this notation, the result
of morphological erosion is:
(g ⊖ Sn)(p) = min
p′∈Sn(p)
g(p′). (3.1)
The result of morphological dilation is:
(g ⊕ Sn)(p) = max
p′∈Sn(p)
g(p′). (3.2)
From these two basic operations, morphological opening is deﬁned as:
g ◦ Sn = (g ⊖ Sn)⊕ Sn, (3.3)
while the closing is:
g • Sn = (g ⊕ Sn)⊖ Sn. (3.4)
Morphological openings and closings remove objects (connected
components) in the image smaller than the structuring element (see
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(a) (b) (c) (d) (e)
Figure 3.2: An illustration of morphological operations with a rectangular
SE. (a) Original image, and the results of (b) erosion, (c) dilation, (d) opening
and (e) closing.
Fig. 3.2). Openings modify bright objects, because the erosion reduces
their scale, while the dilation “rescales” them. Accordingly, closings
modify dark objects because the dilation reduces their scale, while the
erosion restores it. This is illustrated in Fig. 3.2, together with the
eﬀects of morphological erosion and dilation. The result of the mor-
phological opening and closing depend also on the shape of the SE.
For the square-shaped SE like in the example of Fig. 3.2a the rectan-
gular objects (with horizontal and vertical edges) will not be modiﬁed
by opening or closing, while those with diagonal edges will be aﬀected
(see Fig. 3.2d and Fig. 3.2e). The diagonally-placed white object will
be modiﬁed in the case of morphological opening, as shown in Fig. 3.2d,
but will not be aﬀected by morphological closing, as shown in Fig. 3.2e.
On the other hand, the diagonally-placed black object will be modi-
ﬁed in the case of morphological closing, as shown in Fig. 3.2e, but
will not be modiﬁed by morphological opening, as shown in Fig. 3.2d.
Mathematical morphology is used in the segmentation of retinal ves-
sel images, where diﬀerent combinations of morphological operators are
used [Zana 01,Huang 06,Bouchet 07].
The most common SE shapes are square and circle-like neigh-
borhoods in 2-D and cube and sphere-like neighborhoods in 3-D (these
can be deﬁned as equidistant neighborhoods by using diﬀerent metrics).
In multiscale morphological approaches multiple SE sizes are used in
order to better distinguish between diﬀerent objects (classes). Mor-
phological profiles (MP) [Pesaresi 01,Plaza 04] are a multiscale morpho-
logical method introduced in the context of remote sensing and have
proven useful for segmentation and classiﬁcation of remote sensing im-
agery [Bellens 08, Benediktsson 05]. Morphological proﬁles are deﬁned
using a sequence of openings or closings with increasing structuring el-
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Figure 3.3: Diﬀerential morphological proﬁles where circular structuring
element was used with an increasing diameter for four information classes
(Shadow, Street, Small house, and Large house). Obviously, classes can be
diﬀerentiated based on the calculated proﬁles [Benediktsson 05].
ement size. In other words, the result of the opening (or closing) for a
given pixel is calculated for a number of diﬀerent SE sizes. This yields
a sequence of the opening (or closing) operation results, which is called
a morphological proﬁle (MP). The main principle of segmentation and
classiﬁcation using MPs is to determine the size of the objects in the im-
age. This is done by examining the values (results of opening or closing)
found in the MP and identifying the scale at which their change is max-
imal [Bellens 08], which allows us to classify each pixel independently of
the size of the object (see Fig. 3.3).
The novel methods developed in this PhD thesis are a gen-
eralization of MPs, with the diﬀerence that more general SEs are de-
ﬁned, shaped by variation of two parameters (instead of only one “size”
parameter in classical MPs). Also, a number of additional operators
are proposed as opposed to only minimum and maximum operators in
MPs [Babin 11c,Babin 12a].
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3.2.2 Multiscale and geometric methods
Multiscale segmentation methods make use of pixel neighborhoods of
diﬀerent sizes (MP is an example of using morphological methods at
diﬀerent scales). Usually, multiscale segmentation is more robust to vari-
ations in object size, since it combines segmentation at higher and lower
scales. [Sarwal 94] register and extract centerlines in three coronary arte-
riography images by applying linear programming and relaxation based
consistent skeleton labeling at three diﬀerent scales. [Chwialkowski 96]
describe a robust system for automated extraction of ﬂow information
from velocity-sensitive, phase contrast aortic MR images using multires-
olution analysis based on wavelet transform, while employing a multi-
variate scoring criterion.
Watershed transform considers an image as a topographic land-
scape in which “valleys” correspond to the interior of segments and the
“mountains” correspond to the boundaries of segments. This corre-
spondence is deﬁned in terms of the gradient magnitude of the input
image as the topographic landscape for the watershed transform. The
watershed transform derives the interconnecting “valleys” from the to-
pographic landscape, which, in turn, delineate the image into micro
segments. The main characteristic of the watershed transform is that
it performs an over-segmentation of an image, which means that the
segments need to be merged afterward into larger (“more meaningful”)
regions using a region merging algorithm [Haris 98]. In other words,
region merging techniques (e.g. graph cuts) often use fast watershed
algorithms to produce an initial over-segmentation and reduce computa-
tion time [De Bock 05]. [Passat 07] incorporates a watershed transform
with prior structure information for superior sagittal sinus brain vessel
segmentation. It should be emphasized that the watershed transform
is closely related to mathematical morphology, and various reviews on
the topic [Kirbas 04, Lesage 09] classify it under morphology. Fig. 3.4
illustrates the watershed flooding technique.
The ridge detection approach is similar to the watershed ap-
proach in that it converts the gray scale image into a 3-D elevation map
(see Fig. 3.5). However, the processing of the map diﬀers from the wa-
tershed approach. While the watershed transform processes the map
by over-segmenting it using “valley” tracking, the ridge-based methods
extract local maxima by tracking maximum ascents from each pixel.
The segmented pixels are parts of vessel centerlines, and hence, are
often used in skeletonization algorithms. [Thirion 92] develop March-
ing Lines algorithm to extract characteristic lines from 3D images.
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Figure 3.4: An illustration of time stages of watershed ﬂooding principle for
image segmentation [De Bock 05].
Figure 3.5: The original image and ridges as a 3-D map [Aylward 96].
[Eberly 94,Pizer 98] describe the use of ridges in image processing and
the mathematical background. [Staal 04] uses the ridge detection algo-
rithm described in [Kalitzin 02] to segment 2-D retina images. Ridge
detection algorithms are also widely used in Diﬀusion Tensor Tractog-
raphy (DTI) [Kindlmann 06,Kindlmann 07].
A similar approach to the watershed transform is used in differ-
ential geometry-based techniques, where the input images are segmented
by transforming 2-D and 3-D gray scale images to 3-D and 4-D hypersur-
faces, respectively. The segmentation is performed using the curvature
and the crest lines (lines corresponding to vessel centerlines) of the sur-
face. Applications of hypersurfaces to vessel extraction are presented
in [Prinet 95,Monga 94].
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3.2.3 Segmentation by filtering
Segmentation by filtering (also known as ﬁlter matching) is obtained by
correlating the designed ﬁlter with the image. The operation is per-
formed at each image pixel and the obtained response value describes
how well the pixel neighborhood correlates to the given ﬁlter. The ﬁl-
ter is designed to correspond to characteristic neighborhoods of vessels
structures. In this fashion, the ﬁltering will yield high response values at
the vessel pixels and low values at background pixels. After the response
values are calculated, they are thresholded using the local thresholding
or morphological operations to obtain the ﬁnal segmentation result. Ob-
viously, the segmentation depends on accurate and representative design
of ﬁlters, which means that they must represent all possible vessel con-
ﬁgurations and orientations. Because of this, multiple kernels are used
that represent diﬀerent parts of vessels that we want to detect. This is a
problem, because the execution time increases together with the number
of used kernels.
The hit-and-miss transform is an example of a binary segmenta-
tion by ﬁltering, which is often used for extracting centerlines (skeletons)
of a binary structure. [Hoover 00] performs a type of hit-and-miss pro-
cedure by repeatedly thresholding a gray-scale image (with decreasing
threshold values) and calculating the ﬁlter response. [Sato 98] segment
curvilinear structures such as vessels and bronchi in three-dimensional
(3-D) medical images by designing a ﬁlter based on a combination of
the eigenvalues of the 3-D Hessian matrix. This is also a multiscale inte-
gration approach performed by taking the maximum among single-scale
ﬁlter responses and its characteristics formulate the criteria for param-
eter selection. [Al-Rawi 07] propose ﬁlter parameters for matching and
detecting retina images. [Lowell 04] uses matching ﬁlters approach to
localize optic disk for optic nerve segmentation.
3.2.4 Centerline extraction
Skeletonization and centerline-tracking techniques extract centerlines of
objects. Centerline extraction is an essential process in the examina-
tion of tubular objects (like blood vessels or lung airways) due to their
graph-like structure, which supports distance and radii calculations, best
path determination and bifurcation detection. In other words, center-
line extraction oﬀers higher-level object information by simplifying ob-
ject structure, usually obtained using segmentation methods. We di-
vide centerline extraction algorithms into tracking and skeletonization
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Figure 3.6: Original image and the result of vessel tracking methods proposed
by [Quek 01].
methods. Tracking methods perform, in fact, the ordered propagation
(region growing) from which the centerlines are extracted “on the way”.
Besides the centerlines, tracking methods produce segmentation, which
is a product of ordered region growing. On the other hand, skeletoniza-
tion algorithms produce only centerlines as a simpliﬁed representation
of the object.
3.2.4.1 Vessel tracking methods
Based on the review of centerline extraction techniques from [Bühler 02],
we classify centerline-tracing techniques into three categories based on
the type of tracing wave front propagation.
Wave front propagation tracing is often described as an or-
dered region growing method. The idea is to grow a region from a
seed point, and to track the propagation of the surface of the region.
In the process, the centerlines are extracted by tracking the surface
growth (propagation). This approach can also locate vessel bifurca-
tions by detecting the places where the surface of the region “splits”
(continues propagating in diﬀerent directions). [Quek 01] presents a 2-
D algorithm for vessel extraction by wave propagation, while its 3-D
extension is presented in [Kirbas 03]. [Al-Kofahi 02] develop algorithms
for tracking neurites, following an assumed 3-D tube-like local geome-
try. [Tyrrell 07] develop an advanced tracing technique capable of track-
ing non-connected structures, while being robust to low-contrast and
noisy data. [Abdul-Karim 03] describe an automated method for tracing
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and analysis of changes in angiogenic vasculature obtained by a multi-
photon laser-scanning confocal microscope. [Carrillo 05] use the evolu-
tion connected components to extract 3-D vascular skeletons. [Yu 04] use
both segmented and original (gray-scale) 3-D image for centerline track-
ing, for which a generalized cylinder model is used. [Luboz 05] design an
algorithm for vessel surface extraction, which is used as a skeletonization
input. [Mohan 09] create an initial vessel tube from given seed points and
evolve it by a variational energy optimization approach to capture the
vessel while automatically detecting branches in the vessel tree. [Yim 00]
present a method for centerline extraction of small vessels in MRA.
Directional path tracking from a seed point and a given direction
is an interactive method for extracting single vessel [Wink 00]. The
diﬀerence with the wave propagation approach is that the region growing
is performed in the predeﬁned direction (and not in all directions). This
method relies extensively on user interaction if multiple vessels need to
be extracted, since a seed point and direction have to be speciﬁed for
each vessel separately.
Best path tracking from a seed point to given multiple
end-points uses the Dijkstra’s shortest path algorithm [Dijkstra 59].
[Kanitsar 01] use the best path tracking for extracting centerlines of
lower extremities in CTA images. The 3-D CTA image is considered as
a graph, with voxels representing nodes and links representing neighbor-
ing voxels. Metric cost for best path calculation of graph links is derived
from absolute diﬀerence of node values (voxel intensities). This method
works well in clearly visible vessels (ones with higher diameter values)
without higher presence of noise or artifacts.
3.2.4.2 Skeletonization
The diﬀerence between skeletonization and vessel tracking methods is
that the skeletonization algorithms process all the pixels of a region of
interest (or the whole image), while the tracking methods work only on
local image data starting from a vessel seed point.
Diﬀerent skeleton deﬁnitions exist, which are based on the type
of skeletonization algorithm. [Blum 67] deﬁnes the skeleton in terms
of maximal inscribed circles (spheres), where the skeleton is the set of
points equidistant from at least 2 points on the boundary of the object.
In this case, skeleton is called a medial axis and skeletonization is a me-
dial axis transform (MAT) [Choi 97]. Sometimes additional criteria are
imposed on the skeletons for objects in real images: the skeleton should
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be smooth, thin and continuous. Moreover, the skeleton must preserve
the topology of the original shape, it must approximate the central axis
and it should allow full object recovery [Bühler 02].
The grass fire (prairie fire) method extracts the centerlines of
an object “as if the object boundaries were set on ﬁre” and the skeleton
points are formed at the places were ﬁre fronts meet. This principle
is related to wave propagation using the Eikonal equation, as a type of
Hamilton-Jackobi equation [Siddiqi 02]. The distance surface skeleton is
deﬁned using the distance of object points from the object boundary and
represents the set of points where the distance surface is not continuously
diﬀerentiable. Voronoi diagram skeleton in 2-D is deﬁned as Voronoi
diagram of boundary object points [Naf 96,Näf 97]. In case of the 3-D
object, the method is transformed into a Delaunay tetrahedralization,
where the skeleton is the set of centers of tetrahedra.
A number of reviews exist on skeletonization algorithms
[Klette 02,Bühler 02,Krissian 04,Žitkevičius 07]. [Suri 02] compares seg-
mentation and skeletonization methods for vessel extraction. The re-
views listed above mostly consider skeletonization algorithms applied to
binary images (images that have been previously segmented). The prob-
lem with this approach is that the skeletonization result relies heavily
on the result of segmentation algorithm, which often contains errors due
to noise or image artifacts. Hence, some important structural details
are often lost and some non-existent branches get detected due to noise
and artifacts. For this reason, we divide centerline extraction algorithms
to the binary segmentation methods, which take a segmented object as
input, and the gray-scale segmentation methods, which operate directly
on (original) gray-scale images.
Binary skeletonization algorithms can be classiﬁed into three
basic groups: thinning methods, distance-based methods and hybrid
methods.
Thinning skeletonization methods repeatedly apply the thin-
ning procedure on object boundaries until one-pixel wide centerlines
remain. A thorough review of thinning methods for centerline extrac-
tion can be found in [Saeed 10]. The methods are classiﬁed into itera-
tive and non-iterative methods, where iterative methods can be further
classiﬁed into sequential and parallel (parallel methods diﬀer mostly in
performance represented as a number of subcycles needed for execu-
tion). [Hilditch 69] performs pixel connectivity check and pixel deleting
in a raster scan order. [Palágyi 02] presents a three subiteration thin-
ning algorithm, with the fully parallel thinning algorithm in [Palágyi 08].
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Figure 3.7: Hierarchical skeleton example [Yuan 09].
[Klette 06] deﬁnes diﬀerent notions of junctions in 3-D skeletons and
uses them for branch voxel classiﬁcation. [Gerig 93] present a thinning
skeletonization method applied to centerline extraction of segmented
MRA vessel data. [Gagvani 99] deﬁne a thinness parameter to control
the thinning process and the density of the skeletal structure, and apply
the method to various medical images. [Haris 01] extract skeletons of
coronary artery trees.
Distance-based skeletonization methods use weighting of ob-
ject pixels to deﬁne their proximity to centerlines or directionality to-
wards the desired skeleton curve. The simplest approach was deﬁned
by [Blum 67] as a medial axis transform (MAT), which deﬁnes the skele-
ton as the set of pixels equidistant to at least two pixels on the object
boundary. The Euclidean distance of each pixel to the object boundary
determines the skeleton points at pixels where the distance values are
not continuously diﬀerentiable. [Chang 07] describes a method of skele-
ton extraction from distance maps. [Montanari 68] introduced a quasi-
Euclidean distance, as an approximation of the Euclidean distance, for
skeleton extraction. Following the given approach, various force ﬁelds
based on the object structure can be deﬁned, where the backtracking of
force vectors determines the object skeleton.
In [Cornea 05], hierarchical curve-skeletons are extracted using
the repulsive force ﬁeld [Ahuja 97] and concepts from vector ﬁeld topol-
ogy are employed to extract skeletons. This principle allows diﬀerent
hierarchies of skeletons to be computed (they are skeletons of diﬀerent
level-of-detail in multiscale approach), where each hierarchical level is
included in the next level. The idea of the potential-based algorithm de-
veloped in [Ahuja 97] is extended to 3-D in [Chuang 00]. [Wu 03] uses the
“visible repulsive force” model, which is the sum of all repulsive forces
derived from the visible charged planes, so the faces invisible from the
seed point do not contribute in the force model. Connected local mini-
mum positions complete the skeleton. [Ma 03] compute skeletons using
radial basis functions (RBF), where the gradient vector ﬁeld is con-
structed with the partial derivatives of RBF. Surface points converge to
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Figure 3.8: Diﬀerent skeletonization principles [Chuang 00]. Left: Medial
Axis Transform. Right: skeletonization based on the potential ﬁeld. (a) Po-
tential ﬁeld depicted with gray values, (b) streamlines of force ﬁeld and (c)
derived skeleton.
the local maxima, which are linked with a snake (active contour model),
which is, in turn, pushed by the external force toward the direction
that decreases the potential energy until the potential energy is mini-
mized. [Hassouna 07] derived a new energy function as a combination
of the Euclidean distance ﬁeld and a variant of the magnitude of the
gradient vector ﬂow (GVF), where the ﬁrst energy controls the identiﬁ-
cation of the shape topological nodes from which curve skeletons start,
while the second one controls the extraction of curve skeletons. Skeleton
structures can also be extracted from point clouds, e.g. using rotational
symmetry axis (ROSA) [Tagliasacchi 09].
Hybrid skeletonization methods combine the good characteris-
tics of thinning and distance-based approaches, where the distance map
is used to deﬁne the order in which thinning procedure will be applied,
while the thinning ensures that the resulting skeleton will be composed
of thin centerlines. Distance Ordered Homotopic Thinning (DOHT) uses
a basic thinning procedure that is done in an ordered way, usually being
controlled by a distance map (e.g. a map obtained by a distance trans-
form applied to the segmented image). This means that the voxels are
removed in the increasing order of distance, leading to a thinned, cen-
tered skeleton. [Schirmacher 98] use a distance gradient map to control
thinning order. [Fouard 04] uses the DOHT approach for skeletoniza-
tion of extremely large images of micro-vascular network by dividing
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the large image into sub-images and overlapping them.
Gray-scale skeletonization algorithms compose an important
group of skeletonization algorithms that try to extract centerlines di-
rectly from gray-scale images. The gray-scale skeletonization uses seg-
mentation principles with the diﬀerence that the resulting “segmented
structure” represents centerlines or sparse centerlines connected af-
terward using a connecting algorithms (usually based on active con-
tours). [Hanger 01] present a skeletonization approach that utilizes pla-
nar images at diﬀerent angular rotations combined with unﬁltered back-
projection to locate the central axes of the pulmonary arterial tree
in high resolution micro-CT images. [Abeysinghe 09] create an inter-
active method for gray-scale image skeletonization by graph calcula-
tion. [Antunez 08] propose a gray-scale thinning algorithm for protein
structure determination.
[Yu 04] develop an anisotropic vector diﬀusion based skele-
tonization method, where the diﬀused vector ﬁeld (skeleton strength
map) provides a measure of possibility of a pixel belonging to a skele-
ton. [Mersa 99] design a gray-scale thinning skeletonization algorithm
based on conditional erosion (designed to preserve connectivity) of the
gray level objects in the image until a one pixel thick pattern is ob-
tained along the center of the high intensity region. The method
of [Dokladal 99] is similar, with the diﬀerence that the gray values are
thresholded with diﬀerent threshold value and binary erosion is applied
to object boundaries. [Jang 01,Jang 02] calculate a pseudo-distance map
from the original image using a nonlinear governing equation. [Wang 06]
propose a technique using the watershed algorithm to extract the skele-
tons of vein patterns from gray-scale images. [Yuan 09] develop gray
scale skeletonization algorithm that is constrained by a structural com-
plexity penalty using the minimum description length (MDL) principle
for 3-D images of neurons acquired by confocal or multi-photon ﬂuores-
cence microscopy.
3.3 Model-based segmentation methods
Model based approaches diﬀer from pattern analysis approaches in the
application of structural prior knowledge, i.e. they use knowledge about
conﬁgurations of pixels rather than about individual pixels. In this fash-
ion, a conﬁguration of pixels is segmented in case they agree with the
predeﬁned model well. Clearly, there exists a signiﬁcant overlap between
model-based and local pixel neighborhood analysis algorithms, where the
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multiscale methods are often extended to model-based approaches yield-
ing hybrid methods (this is especially the case with methods using the
Hessian or Weingarten matrix to estimate the orientation of low vessel
curvature). We divide the model-based approaches into two categories,
namely: deformable models and template shape matching.
3.3.1 Deformable models
Two major categories of deformable models are: parametric models
based on the energy minimization of deforming curves and geometric
models based on the level set theory.
Active contours (snakes) were ﬁrst introduced by [Kass 88] as
an energy minimizing deformable model. The snake is a set of connected
control points (snaxels) that form a deforming model, where each snaxel
has an associated energy depending upon the forces that act on it. The
energy of a snaxel is composed of internal energy and external energy.
Internal forces impose smoothness constraints on the contour while ex-
ternal forces pull the snake towards the desired image features like lines
and edges. The disadvantage of snakes is that they usually require user
initialization and to manually set parameters. [Al-Diri 09] use the rib-
bon of twins contour model, which uses two contours inside the vessel
moving outwards to the internal side of the edges (linked together to
maintain vessel width consistency, hence the “ribbon”) and two located
outside the edges and moving inward the internal contours. In that fash-
ion, the edge is squeezed between the two (“twin”) external and internal
contours.
[Makowski 02] proposed two-phased segmentation, where bal-
looning is used to approximate vertices and is used as the input for snakes
in the second phase of the algorithm. [Florin 06] use particle ﬁlters to
learn the variations in direction and shape of the blood vessels during
the segmentation for active contour guiding. [Li 07] develop a region-
based active contour model for image segmentation with a variational
level set formulation and apply it to diﬀerent medical images. [Kaus 04]
integrate deterministic, parametric model of the variation of surface fea-
tures, inter-subject and intra-subject shape variation, and spatial rela-
tionships to handle multiple objects into deformable models and apply
them for segmentation of cardiac 3-D MRI time series. [Toledo 00] deﬁne
eigensnakes for segmentation of elongated structures, where the snake
learns the optimal object description and searches for such image feature
in the target image by applying principal component analysis on image
3.3 Model-based segmentation methods 59
Figure 3.9: Principal component analysis on the level set function. Airplane
shapes are used to show the mean level set function and its deformation along
the ﬁrst eigenmode [Cremers 07].
responses of a bank of Gaussian derivative ﬁlters.
[Caselles 95] and [Malladi 95] developed Geodesic Active Con-
tours (GAC) by introducing of geodesic parametrization of active con-
tours as a type of level set methods [Osher 88]. The level set methods
represent propagating curves as zero level set of a higher dimensional
function in the Eulerian coordinate system. Intuitively, this princi-
ple can be described by an arbitrary surface (of a volume) cut by a
plane (which represents a level). The curve resulting from the inter-
secting positions of the plane and the surface is called a level set. The
advantage of such an approach over classical energy-minimizing active
contours is that the level set approach is capable of handling complex
shapes and sharp curve turns (angles). Another drawback of snakes in
comparison to GAC is that snakes require a regridding (or reparame-
terization) process to avoid self-intersection and overlap. [Cremers 07]
gives an overview of level set techniques. [Lorigo 00] develop consider
1-D curves in 3-D (“codimension-two”) for automatic segmentation of
MRA images of blood vessels. The work is based on their method of
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curve evolution for vessel segmentation (CURVES) [Lorigo 01], which
represents active contours with adjusted parameters and prior knowledge
for vessel segmentation using both pixel intensities and local boundary
smoothness properties. The approach of [Manniesing 06] optimizes rel-
evant parameters of the level set evolution using a training set. This
principle can be very eﬃcient, but only in the case if the images are
well represented by the training set, which has to be carefully cho-
sen. [van Bemmel 03] developed a semi-automatic method for artery-
vein separation by simultaneous evolving of two level set curves (venous
and arterial curve), where the pixels are classiﬁed based on the arrival
time of respective curve. [Hernandez 07] propose a geometric deformable
model that uses an energy functional. It incorporates the estimated sta-
tistical region-based information, obtained from a high-order multiscale
non-parametric model. The method was applied to segmentation of
cerebral aneurysms in 3DRA and CTA images. [Yan 06] introduce the
capillary geodesic active contour that is optimized for surface evolution
into very thin branches of blood vessels. [Nain 04] presented a soft shape
prior that can be combined with any other image force to deform an ac-
tive contour and penalize leaks. [Deschamps 04] use level sets to perform
vessel segmentation and blood ﬂow simulation. [Shang 08,Shang 11] in-
troduced a region competition based active contour (RCAC) model ex-
ploiting the Gaussian mixture model to robustly segment thick vessels
and the vascular vector ﬁeld is built using the Hessian based vesselness
measure to evolve the contours.
3.3.2 Parametric models
The most common parametrically deﬁned models are ellipsoids and
cylinders. The circular representation [Chan 00] is not as common and
has lower capabilities than the 3-D models.
Ellipsoid models have proven successful when segmenting
healthy, “ordinary” vessel structures, but encounter problems when seg-
menting structures of non-healthy vessels (e.g. aneurysms or arteriove-
nous malformations). [Pellot 94] use ellipses to initially model healthy
vessels and stenosis in angiographic images. [Frangi 98] use second order
ellipsoid models (all eigenvalues of a Hessian matrix) to obtain a vessel-
ness measure, which is a probability of a pixel to belong to the blood
vessel structure (this is not a segmentation, but a vessel enhancement
method).
[Schmitt 04] use generalized cylinders with circular cross sec-
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tions, where the user interactively provides a rough initialization by
marking the branching points. [Worz 07] develop a method based on
a 3-D cylindrical parametric intensity model, directly ﬁtted to the im-
age intensities through an incremental process based on a Kalman ﬁl-
ter. [Florez-Valencia 06] present a vascular segmentation method based
on the right generalized cylinder state model, which includes a curvilin-
ear axis associated to a stack of contours. The axis is described by a
state vector (local curvature, torsion and rotation), while the contours
are described by a Fourier series decomposition. [Santamarıa-Pang 06]
implement learning and predicting tubular models in 3D images by us-
ing Support Vector Machines to estimate the posterior probability of
an element belonging to a tube-like object. A vesselness principle sim-
ilar to [Frangi 98] is used by [Qian 09], except that the single cylinder
assumption is relaxed and the method relies more on multiscale pixel in-
tensities. [Tyrrell 07] introduce superellipsoids that are explicitly deﬁned
and take shape from ellipsoids to cylindroids.
3.4 Template matching and atlas-based meth-
ods
Methods described in this section rely on matching vascular structures
in the image with explicitly deﬁned shapes (templates) to perform seg-
mentation. Hence, the templates are a priori models used by top-down
approach algorithms. The vessel models are often represented in a graph-
like manner and the algorithms perform by deforming the predeﬁned
model based on the image properties. Diﬀerent predeﬁned shapes can be
used to detect “unusual” (unhealthy) structures in vessel trees, which are
not easily detected using parametric or deformable models, since these
models are mostly optimized to detect healthy vessel structures. An
overview of shape searching techniques is given in [Iyer 05]. [Lemaitre 11]
proposed an approach to curvilinear and wiry object detection and
matching based on a curvilinear region detector (CRD) and a shape
context-like descriptor (COH).
Atlases can be deﬁned as n-dimensional images that model the
higher-level knowledge of structure properties. They are often used in
segmentation of head and brain tissues. However, due to the tortuosity
and variability of brain vessels, the creation of vascular atlas is a hard
task. Vessels are very “unpredictable” in their structure (e.g. circle
of Willis), position and abnormalities. [Musse 03] designed one of the
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Figure 3.10: Visualization of segmentation and atlas throughout the building
process [Passat 06]. Top row from left to right: segmented vessels, skeleton,
vessel diameters. Bottom row fro left to right: vascular density (brighter regions
indicate higher probability of ﬁnding a vessel), average vessel diameters (the
brighter the region, the larger the vessels) and 3D visualization of a part of the
orientation image.
ﬁrst vessel segmentation methods using the deformable image match-
ing to 3-D atlas. [Cool 03] built a brain atlas of vascular density using
the tissue-based registration, to identify a standard vascular tree with
expected variance. [Chillet 03] developed a method for forming vascu-
lar atlas using vascular distance maps and apply it to liver and brain
vasculature. The general approach of these methods is to calculate an
inverted distance map for each blurred image, after which the elements
in the data base are given the distance from an arbitrarily chosen ele-
ment. [Passat 05a] design the atlas from MRA magnitude image (similar
to a classical T1 MRI), using semi-automated segmentation tools. Its
main purpose is to provide a set of regions presenting homogeneous
properties about vessel size, orientation and position relative to other
brain structures. This atlas is then used for guidance of region-growing
segmentation from phase contrast MRA images. [Passat 06] designed a
method to generate model knowledge as vector ﬁelds, thus overcoming
the drawback of classical image atlas that divide the structure into ﬁnite
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set of vascular areas [Passat 05a]. The most recent works are the works
of [Nowinski 09,Nowinski 11], where the cerebral vascular atlases were
created using images with 3T and 7T scanners.
3.5 Other segmentation methods
The blood vessel delineation is a wide and repeatedly examined ﬁeld of
study, yielding high number of various methods for vessel segmentation.
Some of the other most important methods in vessel segmentation are
described next.
Artificial intelligence-based methods use higher level knowledge
to guide the segmentation process. The implemented knowledge can con-
tain information on image properties (imaging modality dependent) or
on the structure of objects that need to be delineated. Knowledge-based
methods apply low level image processing algorithms (e.g. thresholding
or morphology) and use a priori (high-level) knowledge of the anatom-
ical structure to guide the segmentation process. The drawback is that
it has a higher complexity when compared to average image processing
techniques. [Rost 98] described a knowledge-based system for automatic
adapting of low-level image processing algorithms, where the image
processing operators are conﬁgured using explicitly formulated expert
knowledge rules. [Bombardier 97] design a knowledge based approach
for the automatic and reproducible identiﬁcation of artery boundaries
based on the cooperation of two fuzzy segmentation operators.
The most interesting property of neural networks is its possibil-
ity of learning. The learning process requires a training set, which has
to be representative, meaning that it has to include all the possible ves-
sel characteristics. The network is composed of elementary processors
(nodes). A node has multiple inputs, performs elementary computa-
tions, and generates a single output. A cost function is deﬁned, which
measures how close a particular solution is to the optimal solution. The
costs are parameters adjusted (learned) through training and used in the
analysis (segmentation) process. A drawback of neural networks is that
they require a large diversity of training samples. The segmentation may
fail in case an image is processed that has characteristics not found in
the training set. [Jiang 10] give an overview of neural network method-
ologies with the focus on medical image analysis. [Kobashi 01] uses the
watershed to perform initial segmentation. The neural network classiﬁes
each primitive (a group of voxels) by evaluating the intensity and the
3D shape. [Perfetti 07] propose a cellular neural networks (CNNs) ap-
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proach to retinal vessel segmentation. The CNN design is characterized
by a virtual template expansion obtained through a multistep opera-
tion, based on linear space-invariant templates. [Lasch 06] demonstrate
how optimized network models can be utilized to re-assemble false color
images from infrared spectral maps of tissue sections.
3.6 Conclusion
In this chapter we gave a broad overview of methods used for segmen-
tation of vascular structures obtained using various imaging modalities,
and we discussed their advantages and limitations. The techniques are
rated according to the amount of the incorporated “higher-level” knowl-
edge on vessel pixel neighborhoods, models and structures. Currently,
many methods use lower-level techniques (less prior knowledge) to pro-
duce an input for higher-level methods (model- or template-based tech-
niques that incorporate high amount of prior knowledge). The introduc-
tion of higher-level knowledge yields good segmentation results in case
of healthy vessels, because they can be modeled well using cylindrical
or tubular shapes. However, vessel anomalies are very hard to model.
They appear at various positions and constitute “unpredictable” shapes,
and for this reason, the model-based or template-based approaches often
have problems when segmenting these structures. On the other hand,
vessel abnormalities are the structures of the highest interest for sur-
geons, since their clear delineation and structure analysis signiﬁcantly
aids in clinical practice. For this reason, our opinion is that multiscale
methods (as local pixel neighborhood analysis-based techniques) play a
critical role in analysis of “unpredictable” structures.
4
Generalized Profiles
Multiscale segmentation methods show high robustness without a need
for ﬁne parameter tuning. These properties are of great value for
segmentation of cerebral blood vessels with an emphasis on cerebral
aneurysms and arteriovenous malformations (AVM). For surgery or em-
bolization of an AVM, a clear distinction between feeding arteries, nidus
and vein of the AVM is of the utmost importance. However, techniques
addressing the problem of the AVM inner structure segmentation are
rare. In this chapter we introduce generalized proﬁles, as a generaliza-
tion of morphological proﬁles (MP). Novelties of our method are: (1)
introduction of a structuring element (SE) controlled by two parame-
ters, as a more general pixel set in comparison to classical structuring
elements; (2) using various operators and their combinations applied to
SE as opposed to minimum and maximum as the basis of morpholog-
ical operations; (3) a method for evaluation of proﬁle operators. Our
algorithm stands out in situations with low resolution images and high
variability of pixel intensity. The results on phantoms and real data
demonstrate its eﬀectiveness and potentials for ﬁne delineation of the
AVM. The work presented in this chapter has been published on inter-
national conferences [Babin 09b, Babin 12b], as well as a journal arti-
cle [Babin 12a].
4.1 Introduction
The cerebral arteriovenous malformation (AVM) is a collection of dense,
intertwined blood vessels (see Section 1.2.1). It is formed at the loca-
tion where the arterial blood ﬂows directly into the vein without passing
through a capillary system. Because of a higher elasticity of a venous
blood vessel wall and a high arterial blood pressure (when compared
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to venous blood pressure), the vessel is repeatedly deformed. The mal-
formation often consists of numerous small blood vessels with a high
probability of a rupture, leading to an intra cranial hemorrhage (i.e. in-
ternal head bleeding). The main components of the AVM are feeding
arteries, the draining vein and the nidus. Feeding arteries are blood
vessels that bring the blood into the malformation. The draining vein
is the blood vessel that takes the blood out of the malformation. The
nidus is a collection highly intertwined vessels, which usually rupture.
In order to cure a patient, an embolization procedure is performed. The
embolization is a way to occlude the nidus by inserting a glue-like sub-
stance using a guided catheter. It is essential to occlude the whole nidus
structure to prevent bleeding. It is also very important to keep the
draining vein clear to allow a continuous blood ﬂow from feeding arter-
ies into the vein. Therefore, accurate delineation between the nidus, the
draining vein and feeding arteries is required. The resolution typically
used in CTA brain vessel imaging is often not suﬃcient for visualization
of the AVM, which consists of large number of intertwined vessels in a
very small volume (see Fig. 4.1).
Multiple imaging approach of [Säring 07] combine 3-D and 4-
D MR image sequences to visualize and analyze malformations. Dig-
ital subtraction angiography (DSA) methods [Coste 01, Söderman 00]
have proven crucial in AVM related surgery [Zhang 03], and validation
methods for this imaging modality have also been developed [Berger 08].
However, DSA methods [Coste 01,Söderman 00], while eﬃcient in deter-
mining volume of the AVM, are not able to delineate the inner structure
of the malformation. Based on the current reviews of vessel extrac-
tion techniques [Kirbas 04,Lesage 09,Yaniv 06], we classify the existing
methods for AVM extraction into visualization and segmentation meth-
ods.
The goal of a blood vessel segmentation is to provide a surgeon
with a blood vessel tree model. The resulting model can be analyzed
to provide valuable vessel information (e.g. vessel radii, bending angles
and the best paths). The segmentation of blood vessels is a diﬃcult
task in general, because of a varying structure, size and direction of
blood vessels in a 3-D image and these problems escalate in the case of
the AVM segmentation, because of its highly unpredictable structure.
Therefore, prior knowledge concerning the position of blood vessels and
even their number in the malformation is limited. Simple approaches as
adaptive thresholding and connected components methods [De Bock 10]
have diﬃculties in dealing with high variety of pixel intensities. Active
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contours [Shang 08,Shang 11] give good results when segmenting blood
vessels in images of suﬃcient resolution, which is not the case in AVM
segmentation. Shape and ﬂow driven methods optimized for segmenting
tubular structures [Cebral 05,Castro 07,Hoi 04,Nain 04] are able to seg-
ment vessels going in or out of the malformation, but are not applicable
for segmenting complex structure (such as the nidus of the malforma-
tion) at lower resolutions.
The goal of the visualization is to enhance the existing blood
vessel images in order to aid a surgeon in decision making and surgery.
Visualization is performed either by application of advanced image pro-
cessing and computer graphics methods or by using multiple imag-
ing modalities and acquisitions (multiple data sets acquired by a sin-
gle modality). A large number image processing studies treat visu-
alization of cerebral aneurysms and malformations, as well as blood
vessels of brain in general [Antiga 06,Bullitt 01,Coenen 05,Forkert 09,
Piccinelli 09]. However, these visualizations are usually not capable of
ﬁne delineation between the feeding arteries, draining vein and nidus,
which is exactly the focus of this work. The approach of [Qian 09] exam-
ines the polar neighbor intensity proﬁle of a voxel in order to determine
a “vesselness measure” for characterizing vascular structures. The ves-
selness measure is usually obtained on the basis of eigenvalues of the
Hessian as in [Frangi 98], where an assumption is used that a single
cylinder exists around each voxel. However, the vesselness measure is
hard to determine in case of complex AVM structures. Diﬀusion tensor
(DT) ﬁber tractography has also been applied in AVM examination and
is more suitable for therapeutic stages [Okada 07]. A disadvantage of
visualization is that the blood vessel models are not explicitly generated.
Hence, computational analysis of the blood vessel structure and the best
path calculations are not possible.
In this chapter we propose a new segmentation method based
on multiscale operators, taking into account both local spatial context
of a pixel and pixel intensities. Our method is related to mathemat-
ical morphology in combination with a multiscale approach. Classical
morphological operators [Serra 82, Soille 86] make use of a structuring
element (SE) of a given shape (like square or circle) and size. The
SE shape and size can also be adaptive, like in [Cheng 00]. Our ap-
proach can be seen as a generalization of the morphological proﬁles (MP)
[Pesaresi 01, Plaza 04], introduced in the context of segmentation and
classiﬁcation of remote sensing imagery [Bellens 08, Benediktsson 03].
Morphological proﬁles are a multiscale approach deﬁned using a se-
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Figure 4.1: Left: a slice from a 3-D CTA image of cerebral blood vessels.
CTA AVM images (upper right) are extracted from the data set of cerebral
blood vessels images. The AVM vessels show no clear structure compared to
normal vessels. Lower right: DSA image of the brain blood vessel tree with
marked AVM region (arrow). Note that the AVM is a highly dense structure
of entangled vessels.
quence of morphological openings or closings with an increasing struc-
turing element size. It is necessary to identify the scale at which the
change of values is maximal in order to determine the size of the object
the pixel belongs to [Bellens 08].
The main novelties of our work in comparison to existing mor-
phological proﬁles (MP) are the following. Firstly, we introduce an SE
with two size parameters (instead of only one size parameter in classical
MPs) to produce a wider variety of SE shapes. Secondly, we deﬁne more
general operators as opposed to only minimum and maximum operators
in MPs. We calculate the operator values for various SE parameters.
The obtained values represent the proﬁle of a pixel. Finally, we intro-
duce the profile measure, which is used to quantify (measure) calculated
proﬁles and to obtain the ﬁnal segmentation. The experimental results
show a clear beneﬁt from both of these extensions to classical morpho-
logical proﬁles. Moreover, in earlier reports only remote sensing applica-
tions were considered and to our knowledge this is the ﬁrst application
of this type of methods for blood vessel segmentation.
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The chapter is organized as follows. In Section 4.2 we explain
the idea of generalized proﬁles. The choice of proﬁle operators and their
combinations is explained and the relation to morphological proﬁles is
shown. Section 4.3 presents the results of the proposed algorithm ap-
plied to the phantom and CTA images of cerebral AVM. We discuss the
advantages of using structuring elements deﬁned with two parameters
instead of one, and we discuss the 2-D approach in case of CTA images
of cerebral vessels. Section 4.5 concludes this chapter.
4.2 The proposed method
4.2.1 Segmentation using the spherical mean
In this subsection we present for clarity reasons a simpliﬁed case of our
generalized proﬁles method. The method was used for segmenting low
quality 3-D MRI images of an abdominal aorta and was published in an
international conference [Babin 09b]. Fig. 4.2 shows several slices of a
3-D MRI data set. The MRI images were taken without injecting a con-
trast ﬂuid, so blood vessels appear dark (contrary to CTA images, where
blood vessels are bright). A number of artifacts are present in these im-
ages like: noise in the aorta due to heart movements and breathing,
“merging” of adjacent vessels due to low contrast and misalignment of
vessels in neighboring slices due to low inter-slice resolution (large spac-
ing between slices). The hardest part of the data for segmentation is the
lower abdomen and legs, where all of the mentioned artifacts are present.
Therefore, we need a robust segmentation algorithm that is capable of
separating adjacent blood vessels with various contrast. This is the exact
requirement as for the CTA AVM images depicted in Fig. 4.1. In case of
CTA images of an AVM, the available resolution is typically low, so that
the structure changes signiﬁcantly from one slice to the other. Due to
a very large inter-slice spacing (6.6mm) in abdominal MRI images and
registration problems, the method would beneﬁt from a 2-D approach
(later in this chapter we will extend the idea to the 3-D case). Hence, we
propose to segment each slice separately. Multiple segmentation candi-
dates will be produced for each slice and a separate algorithm will select
the best candidate as a ﬁnal segmentation for that slice. An advantage
of the slice-by-slice approach is that it is computationally much more
eﬃcient (reduces computation times).
We will now explain our simpliﬁed proﬁling segmentation
method in case of abdominal MRI images (blood vessels appear dark
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Figure 4.2: Slices of a 3-D MRI image of the abdominal aorta. The images
are not contrast-enhanced, so blood vessels appear as dark regions. A lot of
noise and artifacts are often present in the aortic regions (outlined arrows).
(a), (b) Part of the original MRI slice with marked arterial vessels (outlined
arrows) and venous vessels (full arrow).
in these images). Consider a dark pixel in the image (see Fig. 4.4). We
want to compare the pixel gray value to the average gray value of its
neighborhood. The average gray value of the neighborhood tells us how
bright or dark the neighborhood is. Therefore, if we compare the gray
pixel value with the average gray value in the neighborhood, we could
say if the pixel is “darker” or “brighter” than the neighborhood. Let
us assume that the pixel was darker than its closest neighborhood. We
can repeat this analysis by examining the average gray value in the next
larger pixel neighborhood. Let us repeat this process until we come to
the opposite conclusion: that the pixel is not darker than its neighbor-
hood any more (i.e. pixel gray value is higher than the average gray
value of the neighborhood). The size of the last neighborhood for which
the condition was fulﬁlled represents a distance to which the pixel is
darker than all its neighborhoods. This distance will be the new pixel
gray value. In other words, our analysis results in a distance map im-
age. The calculated (distance) gray value we call the profile measure.
The proﬁle measure tells us which pixels are the “darkest” in the image
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Figure 4.3: (a) A part of the original MRI slice. (b) Important regions in the
original image: striped arrow shows the artery, outlined arrow the vein and full
arrow the region that needs to be well separated. (c) The transformed image
using the spherical mean. (d) The segmented image using spherical means
for low threshold value. There is noise in the artery and the vein could be
better delineated (full arrow). (e) The segmented image using spherical means
for median threshold value. Less area is segmented. (f) The segmented image
using spherical means for the highest threshold value. Note that the separation
of vessels and presence of noise did not change for any of the given threshold
values.
when compared to their multiscale neighborhoods. This is a valuable
information in images aﬀected by noise and artifacts.
The result of ﬁnding the average of all pixel gray values in an
equidistant neighborhood is called the spherical mean. The spherical
mean operator on a function at a point is the average of all values of
the function on a sphere of given radius centered at that point. Since
we consider the multiscale 2-D approach, we actually compare the pixel
gray value to the spherical means of the image, centered at the given
pixel, for diﬀerent radii r.
We will now present the described algorithm in a more formal
way. Let p ∈ Z2 denote the pixel position in a 2-D discrete image g with
pixel gray value range [0,255]. For the given pixel position p = (xp, yp)
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Figure 4.4: The spherical mean of a function is the average of the values on
a sphere. In case of a 2-D function, samples are taken on a circle (function
values are represented as a height map).
we deﬁne a set of equidistant pixels at a radius r ∈ N as:
Rr(p) =
{
q ∈ Z2 | (r − 1)2 < (xq − xp)2 + (yq − yp)2 ≤ r2
}
(4.1)
The average of all gray values in this set can be expressed as:
µr(p) =
1
|Rr(p)|
∑
q∈Rr(p)
g(q), (4.2)
where |Rr(p)| denotes the number of pixels in the equidistant neighbor-
hood.
Definition 1 Let r be the longest consecutive r′ ∈ N for which g(p) ≤
µr′(p). We then define the proﬁle measure as ρ(p) = r.
The segmented image is obtained by thresholding the proﬁle measure
image. It should be noted that a similar principle will be used to segment
bright blood vessel pixels in CTA images by replacing ≤ with ≥ in
Deﬁnition 1.
A part of the original MRI slice is shown in Fig. 4.3a and its
corresponding transformed image in Fig. 4.3c. As mentioned earlier,
we perform segmentation by thresholding the proﬁle measure image. In
fact, our goal is to obtain various candidate segmentations, from which
a separate algorithm will select the best one. Candidates are obtained
by thresholding the transformed image with diﬀerent threshold values.
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If the proﬁle measure image contains m distinct pixel values, we can
obtain m − 1 distinct segmentation candidate images by thresholding
the transformed image. Some of the obtained candidates for Fig. 4.3a
are shown in bottom row of Fig. 4.3. From these images, a “higher level”
algorithm estimates the likelihood of each binary connected region being
a vessel structure. This estimation is done on the basis of circularity of
and expected size of blood vessel (this is a known parameter). Our
focus in this chapter is on the “lower level” segmentation (i.e. creating
candidate images). Therefore, at this point we will not go further into
explaining the details of the candidate image evaluation.
Let us examine the segmentation candidate images in Fig. 4.3.
In general, blood vessel regions are separated from surrounding tissues.
However, Fig. 4.3a shows a blood vessel region that could be better sepa-
rated from non-vessel region (it is connected to the tissue if 8-connected
neighborhood is considered). An important observation comes from ex-
amining segmentation candidate images in the bottom row of Fig. 4.3.
These images were obtained by thresholding the transformed image with
the lowest, median and the highest possible threshold value. It should
be observed that in each of these images the blood vessel regions appear
the same; the threshold value only aﬀects the other regions.
Since the threshold does not aﬀect the separation between the
blood vessels and other tissues, we will examine another approach that
redeﬁnes how the “brightness” of the neighborhood is calculated. In
other words, instead of using the spherical mean value as the brightness
of the neighborhood, we will try using other operators (for illustration
we will show the results when the median operator is used to deﬁne the
brightness). In fact, since the threshold does not play such a signiﬁcant
role in deﬁning the separation of blood vessels, it could be ﬁxed to the
highest possible value (corresponding to the highest gray value found in
the proﬁle measure image). Instead, diﬀerent segmentation candidate
images could be generated using various operators on pixel values in
the neighborhood. This idea is motivated by order statistic filters (Ll
filters) [Pitas 92].
Let s1 ≤ s2 ≤ . . . ≤ sR be the gray values in Rr(p) ordered
from dark to bright. Then si is called the i-th order statistic. With
R we denote the number of elements in neighborhood Rr(p). For our
purposes we deﬁne the Ll ﬁlter as:
l =
R∑
i=1
aisi, (4.3)
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where the weights ai are real numbers. The formulation (4.3) allows us
to deﬁne various ﬁlters (e.g. moving average, median, rth ranked-order,
α-trimmed mean and midpoint) by appropriate selection of coeﬃcients
ai.
The following choice of ai will result in a median ﬁlter:
med :

ai =
{
1, i = R/2 + 1
0, i 6= R/2 + 1 , R is odd
ai =
{
0.5, i = R/2 ∨ i = R/2 + 1
0, i 6= R/2 ∧ i 6= R/2 + 1 , R is even
(4.4)
Fig. 4.5b shows the transformed and the segmented image in case the
median operator is used (equations (4.3) and (4.4)) instead of the spheri-
cal mean (4.2). The segmented image (obtained by thresholding with the
highest possible threshold value) shows a better separation of blood ves-
sels from the surrounding tissue. Moreover, all dark circular structures
are well delineated, independently of their size. This is an advantage
when small blood vessels need to be segmented.
The median operator gave a better result than the mean op-
erator in this example, although this might not be the case for each of
the blood vessel structures or image modalities. However, it proves the
beneﬁt of examining multiple operators and using them to create vari-
ous segmentation candidates, from which a “higher level” algorithm will
select the best result.
Before introducing a more general framework, we will now ad-
dress the question of size and shape of the pixel neighborhood. The
segmented blood vessels in Fig. 4.5b are well separated from the neigh-
boring dark tissue regions. However, some pixels in the darkest (arterial)
blood vessels are not included in the segmented region. This happens due
to noise that makes these pixels slightly brighter than their surround-
ing. Therefore, these pixels have low values in the transformed (proﬁle
measure) image and are discarded by thresholding. In case of the lowest
radius r = 1, the equidistant neighborhood consists of a small number
of elements. Hence, a small diﬀerence in neighboring pixel intensities
might stand out as a large diﬀerence in values of corresponding pix-
els in the transformed image. A drawback is that small neighborhoods
also increase sensitivity to noise. However, it also clearly delineates ﬁne
structures, which is an important property for the segmentation of CTA
AVM images. In case when we need to segment large blood vessels (e.g.
aorta), ﬁne detail delineation is not essential. Hence, we propose to use
larger neighborhoods.
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Figure 4.5: Illustration how neighborhood size inﬂuences segmentation in case
of a median operator. (a) The original image (artery indicated with striped
arrow, vein with outlined arrow and region of interest for separation with full
arrow). (b) Transformed and the segmented image for thickness of the neigh-
borhood n = 2. The delineation is ﬁne, but there is segmentation noise in the
aorta. (c) Transformed and the segmented image for thickness of the neigh-
borhood n = 3. The delineation is ﬁne and very little noise is present. (d)
Transformed and the segmented image for thickness of the neighborhood n = 4.
There is no noise in the aorta, but the delineation is not as good as before.
Let us consider a neighborhood deﬁned in terms of 2 parameters
r, n ∈ R:
Rr,n(p) =
=
{
(x, y) ∈ Z2 | (r − 1)2 < (x− xp)2 + (y − yp)2 ≤ (r + n− 1)2
} .
(4.5)
The transformed image in Fig. 4.5c was obtained using the median op-
erator and a pixel neighborhood with a constant parameter n = 2 (the
area of the neighborhood is increased). The corresponding segmented
image has well separated blood vessels well with less segmentation noise.
The reason for this is that each neighborhood includes more pixels in
the transformed value calculation than in the previous case (see equa-
tion (4.5)). If we further increase the parameter n = 3, the inﬂuence
of noise is completely eliminated (see Fig. 4.5d). However, note that as
the pixel neighborhood area increases, the proposed algorithm tends to
merge dark regions together. We conclude that in case of CTA AVM
images, it is of interest to use the neighborhood with n = 1, since ﬁne
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details need to be segmented and the inﬂuence of noise is not drastic.
In the case of aortic MRI images, it is better to use neighborhoods with
higher n parameter values to eliminate noise from the segmentation, but
still achieve good delineation.
For clarity, we summarize our most important observations
(conﬁrmed in practice on multiple experiments):
• It is of interest to use multiple operators (deﬁned using Ll ﬁlter)
for segmentation purposes.
• The size and shape of the pixel neighborhood also play role in the
ﬁnal segmentation result. With increasing the neighborhood size,
robustness to noise increases but less details are obtained in the
segmentation result (and the other way around).
4.2.2 Generalized profiling
In the previous subsection we have gradually (through examples) in-
troduced novelties in our proﬁling method. In this subsection we will
introduce a more general framework for our method. We introduced
a ring-shaped pixel neighborhood with 2 parameters Rr,n, where the
ﬁrst controls the neighborhood size and the second the thickness of the
neighborhood (from now we consider Rr,n without argument as Rr,n(0)).
The neighborhood in (4.5) is a ﬁlter window, which we call ring-shaped
structuring element (RSE). The idea of an equidistant neighborhood
with controllable size and thickness can be extended to the 3-D space.
The layer structuring element Dr,n can be thought of as a diﬀerence
between two structuring elements (SE) Sr (a structuring element with
a single size parameter in either 2-D or 3-D) of diﬀerent size:
Dr,n = Sr+n\Sr, (4.6)
where r ∈ N∪{0} denotes the size of a smaller SE and parameter n ∈ N
is deﬁned as the diﬀerence in sizes between the two SEs. By convention,
the SE of size r = 1 is a window containing only one (center) pixel, while
the SE of the size r = 0 is an empty set. In general, the SE of any size
can be expressed as a layer SE with the r parameter set to zero (r = 0):
Sn = D0,n. (4.7)
Note that the equation (4.6) can be applied to creating both 2-D and
3-D structuring elements.
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Singleparameter SE:
RSE with n=1:
RSE with r=1:
r=1
r=2
r=4
r=3
r=0
r=1
r=3
r=2
n=1
n=3
n=2
Figure 4.6: An illustration of the proposed ring-shaped structuring element
(RSE) compared to standard SE. Top row: SE with diﬀerent size r, middle
row: RSE with varying r parameter and constant n parameter, bottom row:
RSE with varying n parameter and constant r parameter.
The ring-shaped SE creation principle is illustrated in Fig. 4.6.
Since we design the algorithm to perform segmentation of blood vessels,
we will use only ring-shaped SE as deﬁned in (4.6) and spherical layer SE
shown in Fig. 4.7 for the results presented in this chapter. This means
that we will perform our experiments with a 2-D SE in a slice-by-slice
manner and a with a 3-D SE in the 3-D image.
In the ﬁrst example of previous subsection we calculated the
brightness of the neighborhood by averaging the pixel intensities in the
neighborhood (4.2) (our example was with spherical mean, which is an
average of pixel intensities in an RSE with n = 1). In the second example
we calculated the brightness using the median of the pixel intensities in
the neighborhood. If future, we will use various operators to estimate
the brightness of the pixel neighborhood.
We will now extend the classical operator notation convention
to arbitrary statistical operators. Let g(p) be the gray value at position
p, and let:
f (i)(r, n,p) △= opr(i)
p′∈Rr,n
g(p+ p′) (4.8)
have the following meaning: opr(i) is the name of the operator. The
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Figure 4.7: Illustration of the spherical layer SE as a 3-D structuring element.
Each color represents a diﬀerent layer (diﬀerent r parameter value).
superscript (i) refers to which operator we are talking about, e.g. for
i = 1 we may have: opr(1) = min. Hence, the operator is applied to the
multi set (a set in which elements can appear more than once) of gray
values of pixel positions deﬁned by the SE centered at the position p.
As discussed earlier, our idea is to determine the typical bright-
ness of a neighborhood at multiple size and thickness of the neighbor-
hood. The layer structuring element is deﬁned by 2 parameters: r, which
controls its size and n, which controls its thickness. For segmentation
purposes, two cases of interest arise. The ﬁrst case is when various
equidistant neighborhoods are examined (in that case n parameter is
ﬁxed to a constant value, while the r parameter value is changed). This
is of interest when the inﬂuence of the equidistant neighborhoods is ex-
amined (e.g. as in our case of AVM segmentation). The second case
is when diﬀerent neighborhoods at a constant distance from the central
pixel are examined (in that case r parameter is ﬁxed to a constant value,
while the n parameter value is changed). This is of interest when seg-
menting images of vessels with higher radii values (r parameter value
can be set to surpass the radii of small and irrelevant vessels).
Let p ∈ Z3 denote the pixel position in a 3-D discrete image g
with pixel gray value range [0,255]. The ﬁrst approach we discussed is
to vary the layer SE size (r parameter), while the thickness is predeﬁned
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(n parameter). The transformed (proﬁle measure) image is obtained in
the following fashion.
Definition 2 Let f (i)(r′, n,p) be the calculated value for a given oper-
ator and layer SE parameters r′ and n at pixel position p. Let r be the
longest consecutive r′ ∈ N for which g(p) ≥ f (i)(r′, n,p) for a constant
n value. We then define the R-proﬁle measure as ρ(i)(n,p) = r.
The second approach we discussed is to vary the layer SE thickness (n
parameter), while the size is predeﬁned (r parameter).The transformed
(proﬁle measure) image is obtained in the following fashion.
Definition 3 Let f (i)(r, n′,p) be the calculated value for a given oper-
ator and layer SE parameters r and n′ at pixel position p. Let n be the
longest consecutive n′ ∈ N for which g(p) ≥ f (i)(r, n′,p) for a constant
r value. We then define the N-proﬁle measure as ν(i)(r,p) = n.
It should be noted that both deﬁnitions are adjusted for segmentation of
CTA images. In case of black blood MRI images ≥ should be replaced
with ≤.
The segmented image is obtained by thresholding the proﬁle
measure image. However, it is computationally beneﬁcial to set the
upper limit for the proﬁle measure. In other words, as the algorithm
iteratively compares the pixel gray value g(p) and calculated operator
value f (i)(r, n,p) for layer SEs of diﬀerent r parameter, it should stop
if it reaches value rmax. The output value will be rmax. With this
approach we introduce the size of interest (rmax), which eliminates un-
needed computations. The size of interest is easily deﬁned by the size
of blood vessels that need to be segmented. Our experience shows that
optimal rmax value is twice as large as the maximum radius of the vessels
for segmentation. Another important advantage is that we do not need
to set the threshold value manually. Instead, we will set it to the size of
interest value rmax, and only those pixels whose proﬁle measure reaches
this size will be included in the segmented image.
Definition 4 Let rmax be the maximum R-profile measure. The seg-
mented image contains only those pixels whose R-profile measure is max-
imum: ρ(i)(n,p) = rmax.
The same reasoning is applied to N-proﬁle measure, where the thickness
of interest is nmax.
The segmentation of an artiﬁcial image is shown in Fig. 4.8.
Gaussian blur is applied to the artiﬁcial image in Fig. 4.8a to simulate
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Figure 4.8: (a) An artiﬁcial image of size 60×62. (b) The artiﬁcial image after
applied Gaussian blurring and added sample noise from the CTA image. (c)
R-proﬁle measure image for mid-range operator. (d) Segmentation obtained
by including only pixels with proﬁle measures reaching to rmax
.
the properties of CTA images of small objects, and the sample of noise
from the original CTA image is added to it, as shown in Fig. 4.8b. For
this image we calculate the R-proﬁle measure for mid-range operator
(ﬁlter coeﬃcients ai : {0.5, 0, . . . , 0, 0.5}) and rmax = 16. The resulting
image is shown in Fig. 4.8c. Only the pixels with proﬁle measures equal
to rmax are included in the segmentation in Fig. 4.8d.
4.2.3 Specification of profile operators
One of our conclusions from Subsection 4.2.1 was that we could ben-
eﬁt from introducing other operators to calculate the “brightness” of
the neighborhood. For this reason we use the approach of order statis-
tic ﬁlters (equation (4.3)) to deﬁne various operators. It is well known
that image characteristics (e.g. local statistics) change from one im-
age region to the other. Therefore, the pixel intensity distribution in
an SE will vary. Hence, we will deﬁne here a number of operators to
handle various intensity distributions (i.e. to achieve diﬀerent levels of
sensitivity to outliers). The beneﬁt of our approach is that any (gener-
alized) operator can be used. We introduce in Table 4.1 a set B of base
operators (selected as the most widely used operators in image process-
ing applications). The listed base operators have been chosen based on
their sensitivity to distribution outliers, with the intent to describe both
the outliers and the centrality of the distribution. Therefore, minimum
and maximum operators represent outliers. The centrality is measured
with: mid-range operator (average of minimum and maximum), which is
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Table 4.1: A set of base operators B.
Operator Values of ai coeﬃcients
mean µ : {1/D, 1/D, . . . , 1/D}
minimum min : {1, 0, . . . , 0}
maximum max : {0, 0, . . . , 1}
median low medL : {0, . . . , aD/2 = 1, . . . , 0}
median high medH : {0, . . . , aD/2+1 = 1, . . . , 0}
mid-range mdr : {0.5, 0, . . . , 0, 0.5}
median med : {0, . . . , aD/2 = 0.5, aD/2+1 = 0.5, . . . , 0}
highly dependent on outliers; mean operator with moderate sensitivity
to outliers, but being more robust than the mid-range; median operators
with high robustness to outliers.
Our goal is to combine the listed ﬁlters from in Table 4.1 to
get a good estimate of the centrality that represents the neighborhood’s
brightness. By combining base operators we can get a wide variety of
results from which a “higher level” algorithm can select the best one.
We propose to create a more complex proﬁle operator as a combination
of the base operators. Let us introduce weights ci, which we assume to
sum to 1. Some of these weights are 0, which means the corresponding
base operator is not taken into account. The aggregation step computes:
f(r, n,p) =
|B|∑
i=1
ci opr(i)
p′∈Dr,n
g(p+ p′), (4.9)
where |B| is the number of base operators and Dr,n is a layer SE. Typ-
ically we compute an average of a selected set of statistics (selected
proﬁle operators), so all ci either equal a constant c or 0. The advan-
tage of this approach is that by combining diﬀerent second order base
operators into complex ones, we obtain a qualitatively wider range of
segmentation results.This is similar to the concept of separable and hy-
brid median ﬁlters in rank order statistics [Pitas 92] where the median
ﬁlter is applied in multiple directions or is combined with other ﬁlters.
Note that by computing an average of a selected set of statistics in (4.9)
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we generate 2|B| − 2 = 126 new operator values (a combination of min-
imum and maximum operators exists as a mid-range base operator).
Each of these would yield a diﬀerent segmented image (we would have
126 segmentations) by thresholding as given in Deﬁnition 4. The algo-
rithm for segmenting MRI images of the abdominal aorta evaluates all
of the segmentation candidates and select the best candidate from the
segmented vessel images (described in Chapter 7).
In case of CTA AVM images, we are not able to take the same
approach (for selecting the best segmentation result) as for the vessels
of the abdominal aorta, since there is no clear way to evaluate the seg-
mented regions in case of an AVM. Therefore, we need a way to estimate
the performance of each operator to be able to select the best one. In
other words, AVM has such an unpredictable structure that we do not
have suﬃcient criteria to evaluate the vessel segmentation result (there
is no clear vessel radius, curvature, connectedness or structure to relate
to). Instead, we will examine proﬁle values in the image for each of
the operators in order to estimate the overall number of pixels that will
be segmented for each of the operators. In this fashion, we will grade
and order the proﬁle operators based on the number of pixels they seg-
ment. Based on the obtained order, the optimal proﬁle operator can
be (if needed) also manually selected in an easy to use “threshold value
selection” manner.
Let us examine the R-proﬁle of a single pixel from the original
CTA AVM slice (bright object segmentation) depicted in Fig. 4.9. The
R-proﬁle is depicted for two base operators (mean and median). Based
on the Deﬁnition 2 the R-proﬁle measure will be the highest possible
(ρMEAN = rmax) for mean operator. This is because none of the proﬁle
values are higher than the pixel gray value. Since the pixels with proﬁle
measure rmax are segmented, the currently processed pixel will be a
part of the segmented vessel region for the mean operator. This is not
the case for the median operator, since its proﬁle measure is lower than
rmax (at the place where the median gray value in the layer SE becomes
higher than the gray value of the processed pixel g(p). From this we
conclude that the maximum proﬁle value will determine if the pixel
will be segmented or not (if maximum value is below g(p) the pixel is
segmented, otherwise it is not segmented). If we calculate the average of
proﬁle values for each r,n parameter and operator in the whole image,
the maximum average proﬁle value can be used to estimate the total
number of segmented pixels in the image (higher maximum value yields
less number of segmented pixels. Therefore, if we have maximum average
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Figure 4.9: Illustration of R-proﬁles of a single pixel from the original CTA
AVM image for mean and median operators. Maximum values of each proﬁle
are marked with a circle. The proﬁle measure for mean operator is rmax because
none of the proﬁle values are higher than g(p). The proﬁle measure for median
operator is lower than rmax because of the proﬁle value that is higher than
g(p). The pixel is segmented only if its proﬁle measure is rmax. Hence, we can
know if the pixel will be segmented for a given operator if its maximum value
in the proﬁle is lower than g(p).
proﬁle values for each proﬁle operator, we can sort them in the ascending
order. Operators with lower values will result in a larger segmented area.
The average operator value f(r, n) in image g for layer SE pa-
rameters r and n is:
f(r, n) = 1
m
∑
p
f(r, n,p), (4.10)
where m represents the number of pixels in the image. An implemen-
tational advantage is that only average values of base operators (see
Table 4.1) for each r and n parameter need to be calculated, from which
the values of combined operators (4.9) are derived. This reduces memory
requirements and computation time.
We deﬁne the maximum average R-proﬁle value of as:
fmax(n) = maxr (f(r, n)), (4.11)
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The maximum average N-proﬁle value is deﬁned similarly by maximizing
over n parameter.
Finally, the maximum average R-proﬁle values fmax(n) are
sorted in an ascending order. Based on the ordered fmax(n) values,
the proﬁle operator is manually selected in the following fashion. The
initial segmentation is obtained for an arbitrarily chosen operator. The
user evaluates the segmentation. If a larger area needs to be segmented,
the user selects another operator with lower fmax(n) value (to obtain a
smaller area, higher fmax(n) value operator needs to be selected). The
optimal segmentation is usually obtained in three to four steps. Since
the segmentation step given in Deﬁnition 4 is easy to compute, the seg-
mentation is fast.
4.2.4 Algorithm overview
The block diagram of the generalized proﬁling algorithm for AVM seg-
mentation is shown in Fig. 4.10.
The proposed algorithm starts by calculating the values of R-
proﬁle operators for each pixel in the 3-D image using a speciﬁed struc-
turing element (we use ring-shaped SE for the 2-D analysis and spherical
layer SE for the 3-D analysis), the thickness n = 1 and the size of interest
rmax = 16 for RSE and rmax = 8 for layer SE. The maximum average
proﬁle values fmax(n) (4.11) are calculated and sorted in an ascending
order.
In the second step the user selects the proﬁle operator and the
segmented image is computed by comparing the proﬁle measure with
rmax value. Together with the blood vessels, some artifacts and noise
pixels are segmented. The blood vessels are extracted as the largest con-
nected region using binary connectivity ﬁltering. The algorithm depends
on the expertise of the user to select the optimal segmentation result. If
the segmentation result is not satisfactory, the user can select another
proﬁle operator and repeat the comparison. An advantage of our ap-
proach is that the proﬁle operators do not need to be recalculated. Since
all the operators are ordered based on their resulting segmented area,
the user can choose the best operator by trial-and-error. By examining
the previous segmentation result the user can determine if the AVM is
over- or under-segmented. Since the operators are ordered, the selec-
tion of a desired operator is done in a easy “threshold value selection”
manner.
It should be emphasized that the only parameter that a user
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Figure 4.10: The block diagram of the algorithm for the AVM segmentation.
has to select is the proﬁle operator. The base proﬁle operator set is pre-
deﬁned (see Table 4.1), while rmax is easily determined as the maximum
blood vessel diameter length, which is a clinically known parameter.
The manual thresholding can be performed as an optional preprocessing
step to obtain a mask for the presented algorithm (however, this is not
necessary). This is useful when large data sets are processed because the
multiscale analysis is a computationally demanding process. Since all
the proﬁle values have been calculated beforehand, obtaining diﬀerent
segmentation results when trying diﬀerent proﬁle operators is performed
in a matter of seconds (the time interval needed for the comparison in
Deﬁnition 4 to be executed).
Diagram in Fig. 4.11 shows the diﬀerence in obtained Dice co-
86 Generalized Profiles
0.2
r
MAX
Dicecoefficient
difference
set 1
set 3
0.1
0.15
0.05
0
155321 10
0.25
set 2
Figure 4.11: Diﬀerence in obtained Dice coeﬃcients for diﬀerent rmax values.
Function becomes stable for values rmax ≥ 3, which shows the insensitivity to
change in the parameter value.
eﬃcients as a function of r parameter limit rmax for the phantom data
sets. It should be observed that the function takes constantly high values
for rmax values higher or equal to 3, which shows the relative insensi-
tivity of the segmentation to this parameter and it means that selecting
any value rmax ≥ 3 will yield suﬃciently good segmentation results.
4.3 Results and discussion
In our experiments we use phantom data and real CTA data sets, where
we compare our method with 8 diﬀerent segmentation approaches. We
use both 2-D approach with ring-shaped SE and 3-D approach with
spherical layer SE. The segmentation is performed by the algorithm
with the block diagram in Fig. 4.10.
4.3.1 Results on phantom data sets
For segmentation evaluation, we design 3-D phantom model data sets
representing the random structure of the AVM. Our phantom models are
tubular structures with random curvatures and tube radii (intertwined
in a random way to simulate the unpredictable structure of the AVM
nidus), as shown in Fig. 4.12. The user speciﬁed number of randomly
placed points is generated with a random scalar which will indicate the
radius of the vessel at this point. B-spline is ﬁtted to the generated
points (it is a closed curve). The curve is ﬁtted to the discrete grid (3-D
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Figure 4.12: AVM phantom creation principle. B-spline is ﬁtted to randomly
generated points in space. Scalar values are assigned to the spline (skeleton) to
form varying radii tube. Mesh and binary phantom image are generated from
the tube.
Figure 4.13: An example of phantom data set used for segmentation valida-
tion: (a) volume rendering of the phantom data set, (b) and (c) examples of
two slices from the rendered data set.
image) and from these the vessels are formed by dilation with spheri-
cal structuring element with radius taken from the randomly generated
scalars (prior to dilation the scalars for adjacent pixels are averaged to
obtain a smooth variation of vessel radius). The main goal was to de-
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sign a phantom that will contain vessels with the lowest possible radii in
terms of voxels (this situation is also encountered in real CTA images).
Hence, the minimum thickness vessels are one voxel wide tubes in the
phantom. In order to obtain realistic CT images with noise, streaking
artifacts and blurring we used the following procedure. First the images
were transformed to sinogram space (using a suﬃciently large number
of projection angles) and the inverse logarithmic transform is applied
to obtain the raw detector signal. The overlap of neighboring detector
element responses is simulated through a Gaussian blurring operation of
the data along the detector array. Poisson noise is added to the ﬁltered
data, in order to simulate the x-ray photon arrival process. Finally, the
forward logarithmic transform is applied and the resulting sinograms are
backprojected by the ﬁltered backprojection algorithm using the ramp
ﬁlter. An example of a CTA simulated phantom data set is shown in
Fig. 4.13.
In total, 9 phantom data sets were used for validation (approx-
imate dimensions 60×60×60), each with diﬀerent parameter setting for
simulating radiation quantity (which is signal amplitude, inverse to noise
level) and blur. First, all segmentation methods that were selected for
comparison were validated on 3 phantom data sets with parameters. Af-
ter that, the best performing methods were further compared for 6 phan-
tom data sets. CT reconstruction artifacts and noise have been added to
each 3-D phantom data to simulate cases ranging from medium to high
levels of blurring and from low to high levels of noise. Using blur and
noise levels higher than our proposed range yields images with highly
distorted vessel structures, which is beyond the level of noise and arti-
facts found in real CTA images. We evaluate the segmentation results
using the Dice coeﬃcient [Dice 45], which is a set similarity measure. It
is deﬁned as twice the ratio of the number of elements in the intersection
of two sets and the number of elements contained in both of them:
s(IS , IG) =
2|IS ∩ IG|
|IS |+ |IG| , (4.12)
where one set indicates the set of segmented pixels and the other one
the set of ground truth pixels.
Results obtained on the phantom data are shown in Fig. 4.14,
where the ground truth phantom model is visualized in the ﬁrst
row, followed by the segmentation models obtained using the classi-
cal MPs [Pesaresi 01], enhanced MPs [Bellens 08], connected compo-
nents [De Bock 10], region competition based active contour incorporat-
ing a Gaussian mixture model classiﬁer (RCAC) [Shang 08, Shang 11],
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geodesic active contours (GAC) [Caselles 95], curve evolution for ves-
sel segmentation (CURVES) [Lorigo 01], vesselness measure (F. Ves-
selness) [Frangi 98], [Papademetris 06], vesselness measure (Q. Vessel-
ness) [Qian 09], [Papademetris 06] and our proposed method, respec-
tively. The GAC and CURVES segmentation was obtained using Vas-
cular Modeling Toolkit (VMTK) [Antiga 06], using 3 manually set seed
points in each data set.
The segmentation obtained using our proposed method shows
the best delineation of the tubular structure of the phantom, while
all other segmentation methods either remove signiﬁcant parts of the
phantom, or merge diﬀerent tubular parts into a single region. Clas-
sical MPs [Pesaresi 01] result in poor quantity of segmented structure,
with leaks present in some of the slices. Enhanced MPs [Bellens 08]
show more structure segmented than in the case of classical MPs, but
with the tubular structures “merged” into a single region (there is no
clear separation between them). Connected components [De Bock 10]
produce either an over-segmented or under-segmented results (depend-
ing on threshold values set). RCAC [Shang 11] method results in in-
complete or “merged” segmentation. Results of GAC [Caselles 95] and
CURVES [Lorigo 01] methods show more segmented structure than the
previous methods, but still without segmenting the whole structure (re-
sults are very dependent on the seed points). The vesselness measure (F.
Vesselness) [Frangi 98], [Papademetris 06] delineates well tubular struc-
tures, but tends to remove their interconnections. The vesselness mea-
sure (Q. Vesselness) [Qian 09], [Papademetris 06] performs well with
clearly diﬀerentiated structures, but is not able to delineate the com-
plex “entangled” vessels. The results of our method show a completely
segmented phantom region with clear delineation between tubular struc-
tures (in case RSE is used). This statement is supported by the calcu-
lated Dice coeﬃcients shown in Table 4.2, which have the highest values
in case our proposed method (using ring-shaped SE) is used for any
of the three phantom data sets. The result of the same method using
spherical layer SE yields lower Dice coeﬃcients. This demonstrates the
advantage of 2-D over 3-D SEs, which comes from the fact that the
2-D SE contains smaller number of elements than the 3-D SE (this is
important because it enables diﬀerentiation of small structures). An-
other important fact is that the 2-D SE contains pixels from a single
transversal slice, while the 3-D SE contains voxels from multiple slices
(this is elaborated in detail in Section 4.3.3). It should be emphasized
that the input parameters for each method were tuned to produce the
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Table 4.2: Calculated Dice coeﬃcients for comparison of various segmentation
methods applied to the phantom data
Dice Data Set 1 Data Set 2 Data Set 3
Classical MP 0.7 0.74 0.74
Enhanced MPs 0.71 0.75 0.79
Connected components 0.8 0.79 0.83
RCAC 0.77 0.77 0.79
GAC 0.8 0.8 0.8
CURVES 0.8 0.81 0.83
F. Vesselness 0.81 0.78 0.8
Q. Vesselness 0.77 0.77 0.8
GP (spherical-layer SE) 0.76 0.76 0.77
GP (RSE) 0.84 0.85 0.85
segmentation with the highest resulting Dice coeﬃcient.
The results in Table 4.3 present the absolute deviation of the
segmented volumes from the volume of the ground truth. Our proposed
method is the most accurate if the segmented volume is considered (only
two cases of the CURVES and Q. Vesselness segmentation results had a
slightly smaller deviation, but with a lower Dice coeﬃcient). Moreover,
other methods make big errors in calculating the volume when the best
segmentation is determined by the highest Dice coeﬃcient, which is not
the case for our method that has good results both for Dice coeﬃcients
and calculated volumes. Besides obtaining higher Dice coeﬃcient values
and smaller volume deviation results, only our method is able to segment
all the tubular structures, while separating them. Note that our method
gives better results than the classical and enhanced MPs, which clearly
proves the advantage of using RSE over single size parameter SE, as well
as including new operators into segmentation process instead of onlymin
and max. For a more detailed explanation of using RSE over single size
parameter SE refer to the discussion in Section 4.3.3. Our GP method
was designed for blurred (low resolution) images. Hence, the method is
not suited for segmentation of sharp and noisy images (which is usually
the case with large blood vessel tree images), but only for segmentation
of small blurred structures. We performed additional experiments on
6 more phantom data sets with diﬀerent noise and blur level settings,
where we compared the best scoring (both in Dice coeﬃcient values and
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Table 4.3: Calculated volume absolute deviation for comparison of various
segmentation methods applied to the phantom data
Volume deviation (%) Data Set 1 Data Set 2 Data Set 3
Classical MP 62.7 49.7 54
Enhanced MPs 73.3 59.2 45.7
Connected components 20.7 13.5 18.1
RCAC 18.1 17.5 23.1
GAC 11.5 6.1 31.1
CURVES 4.5 8.2 20
F. Vesselness 4.6 18.6 11.3
Q. Vesselness 2.2 4.4 3.4
GP (RSE) 4.9 5.2 2.2
Table 4.4: Calculated Dice coeﬃcients on additional test sets for best scoring
algorithms of each segmentation approach
Dice CURVES Q. Vesselness GP (RSE)
a = 211, σ = 1.7 0.85 0.74 0.88
a = 211, σ = 1.9 0.8 0.78 0.84
a = 210, σ = 1.7 0.85 0.79 0.86
a = 210, σ = 2.1 0.79 0.76 0.8
a = 29, σ = 1.9 0.83 0.77 0.82
a = 29, σ = 2.1 0.82 0.76 0.83
volume deviation) methods of proﬁling, vesselness measurements and
deformable models. The resulting Dice coeﬃcient values are shown in
Table 4.4, supporting our previous conclusions.
4.3.2 Results on original AVM images
We apply the presented method of generalized pixel proﬁling and com-
parative segmentation for segmentation of 3-D CTA images of brain
blood vessels with spacing between slices of 0.62mm and pixel spacing
of 0.62mm×0.62mm. From the original data set, the data set containing
only AVM is taken out, which consists of 68 slices with resolution 60×56
pixels. The goal is to segment the AVM with an insight into its inner
structure.
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Figure 4.14: Comparison between diﬀerent segmentation methods on three
phantom data sets. Each row represents segmentation results on diﬀerent phan-
tom data sets.
Fig. 4.15 depicts segmentation results of various methods on
the original CTA images. The segmentation result of the classical MP
4.3 Results and discussion 93
Figure 4.15: Results obtained using diﬀerent methods for the segmentation
of the AVM. Our proposed method segments more AVM structure than the
other methods, while obtaining the clearest delineation of vessels comprising
the AVM.
method shows that the AVM structure is poorly segmented with leaks
present in some of the slices. The enhanced MP method results show
further segmentation of the blood vessel structure than in the case of
classical MPs, but still with some of the regions missing and without
clear delineation between existing segmented vessels. The results of the
connected components and RCAC method show that the structure of
the blood vessels has been completely segmented, but the blood vessels
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are poorly delineated and most of the vessel regions are merged together
into a single region. GAC and CURVES methods outperform the previ-
ously listed ones (CURVES perform slightly better than GAC), but are
still not able to segment and delineate structure to such an extent as
our proposed method. The vesselness measures (F. Vesselness and Q.
Vesselness) [Qian 09], [Frangi 98], [Papademetris 06] perform very well
in delineating arteries prior to entering the AVM, but are not as good in
delineating the AVM structure. Results of our proposed method show
the most accurate blood vessel structure segmentation with a clear sep-
aration between the most important parts of the AVM, which are the
feeding arteries, draining vein and the nidus.
4.3.3 Advantage of a layer structuring element
The main diﬀerence between the layer SE and single size parameter SE
is that the shape of the layer SE is controlled by two parameters, while
the SE is controlled by only one (size) parameter. Hence, layer SE is a
generalization of SE. Any SE of arbitrary size can be represented as a
special case of the layer SE, but the opposite is not true.
Generally the layer SE contains lower number of pixels than the
size-based SE (this is clear when we consider that the single size-based
SE can be decomposed into a number of layer SEs). This makes the layer
SE suitable for segmenting high detail vessel structures. Hence, for the
purpose of AVM segmentation we calculate the R-proﬁle measure with
the smallest possible n parameter (n = 1).
A comparison between segmentation results using the ring-
shaped SE and the circular SE is illustrated in Fig. 4.16. The Dice
coeﬃcients [Dice 45] calculated for diﬀerent threshold values of the pro-
ﬁle measures with mid-range operator for the central part of the image
are shown in Fig. 4.8. At each threshold value the segmented object area
is also indicated. Results obtained using the ring-shaped SE yield higher
Dice coeﬃcients, while the segmented object areas do not diﬀer much
from the ground truth object area. The higher values of Dice coeﬃcients
for segmentations obtained using ring-shaped SE over circular SE show
that the strength of the proposed method does not come solely from
the multiscale approach, but also from the fact that layer SEs perform
better in our segmentation method than the size-based SEs.
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Figure 4.16: Dice coeﬃcients calculated for diﬀerent threshold values of the
R-proﬁle measures with mid-range operator using ring-shaped SE and circular
SE. At each of the threshold values the segmented area is indicated at function
points. Dice coeﬃcient in case of ring-shaped SE reaches higher values than
in the case when circular SE is used, while the segmented areas do not diﬀer
signiﬁcantly. This proves the advantage of using ring-shaped SE over circular
SE for the segmentation principle proposed in this chapter.
4.3.4 Segmentation using N-profiles
The ring-shaped SE of the N-proﬁle is a ring with constant inner radius,
and increasing outer radius (varying the n parameter value). Hence,
the ring-shaped SE of the N-proﬁle contains higher number of pixels
than the R-proﬁle with n = 1 (except for n = 1 parameter of N-proﬁle,
when both SEs have equal number of pixels). As discussed earlier, the
ring-shaped SE containing a smaller number of pixels will be better for
segmentation of ﬁne details, but with low robustness to noise. Therefore,
the N-proﬁle segmentation method will be more robust to noise, but the
resulting segmentation will be poorer in detail than the one using the R-
proﬁle. A special case of N-proﬁle when r = 0 turns layer SE into single
size parameter SE and represents the classical morphological proﬁles
approach if only the minimum and the maximum operator are used.
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Table 4.5: Calculated Dice coeﬃcients for ground truth (G) and R-proﬁle (R)
and N-proﬁle (N) segmentations
Dice N&R N&G R&G
Phantom 1 0.84 0.81 0.84
Phantom 2 0.84 0.82 0.85
Phantom 3 0.85 0.82 0.85
AVM CTA 0.84 n/a n/a
Table 4.6: Calculated Dice coeﬃcients for ground truth (G) and R-proﬁle
segmentations in transversal (T), coronal (C) and sagittal (S) direction
Dice T&S T&C C&S T&G C&G S&G
Phantom 1 0.69 0.69 0.88 0.84 0.74 0.75
Phantom 2 0.71 0.7 0.86 0.85 0.79 0.79
Phantom 3 0.72 0.69 0.87 0.85 0.72 0.75
AVM CTA 0.8 0.8 0.83 n/a n/a n/a
The comparison of results for the segmentation using N-proﬁles (r = 4,
nmax = 6), and R-proﬁles (n = 1, rmax = 16) is shown in Table 4.5. The
resulting segmentation using N-proﬁles has high Dice coeﬃcient values,
but lacks in detail when compared to the R-proﬁles segmentation.
4.3.5 Direction of slice-by-slice processing
The resolution of typical 3-D CTA images is not isotropic. A 3-D CTA
image is composed of 2-D transversal slices, which often diﬀer from one
another in terms of present artifacts, noise and signal level. Hence, we
segment the slices in the transversal direction. A single proﬁle operator is
used for every slice. The method gives satisfactory results on sagittal and
coronal slices too, but not as good as in the transversal direction, due to
the fact that diﬀerent artifacts and noise are less stationary (i.e. much
more spatially varying) in sagittal and coronal slices. This statement
is supported by calculated Dice coeﬃcients in Table 4.6. High Dice
coeﬃcient values were obtained when comparing segmentation results in
sagittal and coronal directions, while Dice values of transversal-sagittal
segmentations and transversal-coronal segmentations are always smaller
and almost equal for each data set.
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(a) (b)
(c) (d)
Figure 4.17: Extraction of major blood vessels. (a) segmented blood vessel
tree, (b) blood vessel tree skeleton with calculated vessel radii (red indicates
smaller radii values, green higher radii values). Arrow at the bottom of the
image indicates the start of the arterial blood vessel tree, arrow at the top
indicates the end of the draining vein. (c) skeleton with AVM model. (d)
extracted feeding arteries, draining vein and AVM.
4.4 Application to AVM delineation
We designed an application for segmentation of cerebral blood vessels
with an aim to aid a surgeon during endovascular embolization proce-
dures or during surgical planning. During such procedures the delin-
eation between feeding arteries, draining vein and nidus is essential.
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The processed data sets are 3-D CTA images of brain blood
vessels with approximately 230 slices of resolution 256×256, with spac-
ing between slices of 0.62mm and pixel spacing of 0.62mm×0.62mm.
The initial segmentation of the whole brain blood vessel tree is obtained
using the connected components method [De Bock 10], due to its fast
execution and satisfactory results, as shown in Fig. 4.17a. The seg-
mented image is skeletonized using our binary skeletonization method
presented in Chapter 6, and the skeleton image is converted to vector
skeleton structure shown in Fig. 4.17b. The nodes in the vector skeleton
are created from node voxels in the skeleton image (voxels that have
more than 2 neighbors in their 26-neighborhood) by taking the average
position of all the adjacent node voxels. Because of the entangled struc-
ture of the AVM, the skeleton image of the AVM will consist of a high
number of adjacent node voxels, which will be merged into a single node
in vector skeleton, as seen in the central part of Fig. 4.17b (it is the
node with the highest number of links). Hence, the AVM structure at
the given image resolution can be automatically extracted by selecting
the region in the segmented image corresponding to the node with the
most links in the vector skeleton, together with its links. This region
is depicted in Fig. 4.17c together with the vector skeleton. We apply
our proposed method only to the region of the automatically extracted
AVM, for which the result is shown in the last column of Fig. 4.15. The
skeleton links connected with the region of AVM will be vessels of feed-
ing arteries and draining vein. If the user manually selects the starting
point of the feeding arteries (arrow at the bottom in Fig. 4.17b) and the
ending point of the draining vein (arrow at the top in Fig. 4.17b), these
vessels can be extracted using the shortest path algorithm to the AVM
with vessel radii as link cost (explained in detail in Chapter 6). The
result of the vessel tree extraction is shown in Fig. 4.17d.
Since we are able to classify vessels going in and out of the
AVM as feeding arteries and the draining vein, vessels in the extracted
structure of the AVM are delineated by calculating vessel radii at each
voxel. The radii calculation performed at each voxel of the segmented
AVM is in fact a 3-D radius calculation done by ﬁtting the largest sphere
centered at the current voxel into the segmented structure and assign-
ing the sphere radius as a new voxel value. Since the entry positions
of arteries and their radii are known, the arteries inside the AVM are
delineated by connecting the voxels close to each other with similar radii
values, where the threshold radius and expansion are user controlled pa-
rameters. The same principle is applied to extracting the vein. The
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Figure 4.18: The AVM is “broken up” into its most important parts, where
the draining vein is colored in blue, the feeding arteries in red and the nidus
in white. The delineation is done by radius calculation in the segmented AVM
data and thresholding at diﬀerent radius size. The model shows clearly seg-
mented vein as the largest blood vessel in the AVM, feeding arteries that go
into the AVM from diﬀerent directions and a nidus as a place where arteries
and the vein meet.
remaining region after delineation of the vein and arteries is the nidus
of the AVM. It should be emphasized that the threshold value can be
automatically determined by examining the radii values of vessels (each
vessel separately) in the blood vessel tree prior to the AVM region. With
this principle we are able to “break up” the complicated structure of the
AVM into its most important parts as depicted in Fig. 4.18. The drain-
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(c)
Figure 4.19: Various visualizations of major blood vessels inside the blood
vessel tree. (a) draining vein (blue), feeding arteries (red) and nidus (white),
(b) feeding arteries, (c) draining vein.
ing vein is colored in blue, the feeding arteries are red, while the nidus
is white. In the ﬁnal stage, we merge the extracted vessels of AVM and
the blood vessel tree to obtain full delineation of cerebral blood vessels,
as shown in Fig. 4.19.
The algorithm with block diagram shown in Fig. 4.10 takes
approximately 8 minutes to segment the presented AVM data set on a
2.2 GHz processor for the AVM 3-D region of interest (in our case it is
approximately of dimensions 70×70×70). However, there is still a lot
of space for algorithm optimization and for implementation of parallel
execution, since the algorithm works on each slice separately. The strong
points of our method in comparison to other methods include good vessel
delineation results with highly accurate volume calculation. Since no
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prior model is used, the method is able to detect even the smallest
vessels accurately (unlike most of the state of the art methods that use
either a tubular or a blob-like prior model, neither of which is good
enough for AVM segmentation). In the ﬁnal application, very little user
intervention is needed (the segmentation is performed by setting a single
main parameter). For enhanced visualization of presented data sets
we used ParaView [Squillacote 06], while Visualization Toolkit (VTK)
[Schroeder 03] was used to implement user interaction and visualization
in our ﬁnal application.
4.5 Conclusion
We have introduced in this chapter a novel method of generalized pixel
proﬁling and comparative segmentation with an application to segmen-
tation of 3-D CTA images of arteriovenous malformation. Our method
generalizes morphological proﬁles, that were previously shown eﬀective
in remote sensing applications. Firstly, we introduced layer structuring
element as a window with 2 parameters to control its size and thickness.
The experiments in this chapter were conducted using ring-shaped struc-
turing elements, which proved promising for delineation of ﬁne vessel
structures in low resolution images. Secondly, instead of using only the
minimum and the maximum operator (as in mathematical morphology),
we introduced a number of other base operators and their combinations
called proﬁle operators to obtain higher quality segmentation. Finally
we designed an algorithm for aiding in selection of the optimal proﬁle op-
erator. For validation purposes we created a digital 3-D phantom model
of randomly intertwined tubular structure with varying radii to which
noise and CT artifacts were added. The results on the phantom and
real CTA data demonstrate the eﬀectiveness of the proposed method,
especially on low resolution images with high intensity variations. Us-
ing the presented proﬁling method we have designed an application for
segmenting the inner structure of the AVM. The obtained segmentation
results give a nice insight into the structure of the AVM, clearly delin-
eating between feeding arteries, the draining vein and the nidus. As the
future work, subjective measures (human observer measures) could be
used to evaluate the phantom images against the resulting segmentation.
Ultimately, the information about segmentation uncertainty (variance in
results introduced by diﬀerent parameters) can be reported to the user,
giving an idea on accuracy of the obtained results. This work is pub-
lished in [Babin 09b,Babin 12a,Babin 12b].
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5
Line-shaped Profiles
In Chapter 4 we introduced the method of generalized profiling (GP),
where the main proposed novelties were the introduction of layered struc-
turing element and profile operators as operators applied to the struc-
turing element. The layered structuring element has proven valuable
for purposes of ﬁne structure segmentation and vessel delineation of an
arteriovenous malformation (AVM). However, the method based on the
multiscale structuring elements can be computationally ineﬃcient when
it is applied to the segmentation of large data sets due to the wide pixel
neighborhoods that are taken into account. Hence, for the purposes of
segmenting the whole cerebral blood vessel tree (including the AVM), in
this chapter we examine the use of line segments as oriented SEs. The
line segments will diﬀer only in orientation, while having the maximum
size (deﬁned by the image). The main novelties of our method presented
in this chapter are: (1) a new mathematical framework for orientation-
dependent GP, (2) the demonstration of the advantage of using line
segments as strictly oriented SEs (in terms of quality of results and the
execution speed-up), (3) the introduction of a new type of proﬁle oper-
ators (second order profile operators) and the method for their evalua-
tion, and (4) the application to segmentation of the whole cerebral blood
vessel tree. Our segmentation method requires selection of only one pa-
rameter to perform segmentation (implemented in an intuitive way),
yielding very little user interaction. The work presented in this chapter
has been published on international conferences [Babin 10, Babin 11c]
and submitted to an international journal [Babin 13b].
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5.1 Introduction
Examining the structure and conﬁguration of cerebral blood vessels is
especially important in embolization procedure. These are procedures
to insert coils or glue for creating an occlusion in aneurysms or arteri-
ovenous malformations (AVM). This type of procedure requires precise
guiding of a catheter through the blood vessel tree to the aneurysm or
the AVM nidus (the entangled vessels that need to be occluded). It is
important to accurately steer the catheter in order not to damage the
blood vessels and to insert the glue exactly at designated positions (a
mistake in this procedure can rupture the blood vessels causing a stroke).
For this reason we will focus on both the ﬁne segmentation of the cere-
bral blood vessel tree and a structure delineation between the feeding
arteries, the draining vein and the nidus of the AVM. Beside the exact
computation of AVM geometry and volume, computational eﬃciency is
also an important requirement. In this chapter we seek a solution to the
problem of the accurate and detailed segmentation of a cerebral blood
vessel tree with an AVM.
We have given an overview of major algorithms applicable for
AVM segmentation in Chapter 4, which are also applicable to whole
cerebral blood vessel segmentation. For this reason, we will now address
only methods applicable speciﬁcally for blood vessel tree segmentation.
Adaptive thresholding method [Carrillo 05] is a simple and fast segmen-
tation approach. However, its main disadvantage is the diﬃculty in
“separating” proximate blood vessels. Many segmentation method use
prior information about vessel shape and blood ﬂow [Pechaud 09]. Ves-
selness measure [Frangi 98, Jackowski 05], which is usually obtained on
the basis of eigenvalues of the Hessian matrix is often used to characterize
tubular or blob-like vessel structures. Atlas-based methods [Passat 05b]
or methods incorporating anatomical prior knowledge [Passat 06] show
good results for segmenting non-malformed vessels of the cerebral blood
vessel tree, but lack prior knowledge concerning the AVM anatomy.
Vessel segmentation methods based on centerline and path extraction
[Dokladal 99,Wesarg 04] extract centerlines either from an existing seg-
mentation or from ridges in the original image. Ridge-based methods
have diﬃculties with gray value inhomogeneities in the AVM. Methods
based on deformable models [Caselles 95,Lorigo 01] are able to segment
even smaller blood vessels, but the parameters are highly dependent
on the pixel gray value distribution, which can result in the incorrect
thickness of the segmented vessels.
5.2 The proposed method 105
In this chapter we further extend our idea of generalized proﬁles
by deﬁning novel oriented structuring elements. The use of line-shaped
SE, as one of our main novelties, transforms the idea of multiscale analy-
sis into a multiorientation approach, which enhances the computational
eﬃciency and shortens execution times. We will enhance the segmenta-
tion quality by introducing a combination of operators, namely second
order operators. The method requires only manual setting of a single
parameter (second order operator). We design a method for evaluation
of proﬁle operators based on their average values, which allows a user
to easily perform segmentation. The segmentation results are nicely
smoothed vessels. Finally, our method uses no prior information, which
leaves space for its further development.
The chapter is organized as follows. In Section 5.2 we intro-
duce lines as alternative structuring elements used with second order
proﬁle operators, as operators applied to the set of base operator val-
ues. Section 5.3 presents the results of the proposed algorithm applied
to phantom data sets and CTA images of brain blood vessels. We dis-
cuss the applicability and results of the proposed method. Section 5.4
concludes this chapter.
5.2 The proposed method
5.2.1 Line-shaped profiling
The main novelty of this chapter is the introduction of a line-shaped SE
as a set of positions deﬁned by the line segment passing through a pixel
position p and stretching through the whole image, as illustrated in
Fig. 5.1. In this case the line-shaped SEs diﬀer only in their orientation
(while their size depends solely on the image dimensions). Hence, such
SE shapes we call oriented SEs.
In the 3-D case, the SE is a set of pixel positions on a line
segment deﬁned by the direction unit vector kn:
Ln =
{
tkn ∈ Z3 | t ∈ R
}
. (5.1)
The direction vector kn is the unit vector that determines the line seg-
ment direction from a set of predeﬁned direction unit vectors (n ∈
[1, nmax]).
This yields nmax number of line-shaped SEs. We generate the
set of direction vectors in such way that the vectors are distributed
uniformly in the 3-D space.
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Figure 5.1: Multiorientation approach with line-shaped SEs as introduced in
this chapter illustrated for the 2-D case. Each of the nmax SEs is represented by
a line segment, limited by the image size. We tend to distribute SEs uniformly
in the plain (space), hence the constant angle β between them.
In Chapter 4 we introduced a profile operator as an arbitrary
operator on the gray values windowed by the SE. In this chapter we
take a similar approach. Let g(p) be the gray value at position p.
We will extend the classical operator convention to arbitrary statistical
operators. Let:
f (i)(n,p) △= opr(i)
p′∈Ln
g(p+ p′) (5.2)
have the following meaning: opr(i) is the name of the operator. The
superscript (i) refers to which operator we are talking about, e.g. for
i = 1 we may have: opr(1) = min. Hence, the operator is applied to the
multi set (a set in which elements can appear more than once) of gray
values of pixel positions deﬁned by the line-shaped SE centered at the
position p.
In order to analyze the multi set of windowed gray values, we
introduce the following base profile operators: µ (mean), min (minimum)
and max (maximum). The main advantage of line segments as strictly
oriented SEs is that the minimum, maximum and mean base operators
are easily calculated for all pixels belonging to a single line segment.
This yields shorter computation times compared to the GP approach,
where the operator values had to be recalculated for each pixel and SE
size.
It should be noted that other operators deﬁned on the multi
set of gray values are possible (e.g. the median can also be used as a
base proﬁle operator, but we avoid its use due to required array sorting
that prolongs execution times). Later in the chapter we will introduce a
simple method for selecting the optimal proﬁle operator for segmentation
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purposes (as a combination of available base proﬁle operators from the
set of base proﬁle operators B).
5.2.2 Second order profile operators
The base operators calculated on line-shaped SEs are directional, be-
cause the SEs diﬀer only in their orientation. For the purposes of
blood vessel segmentation we need to take into account all the direc-
tions. Hence, we propose in this subsection a way to eﬃciently combine
the base operator values (calculated for each SE) into a single operator
value for all SE directions.
Similarly to the concept of separable and hybrid median ﬁlters
in rank order statistics [Pitas 92] (where the median ﬁlter is applied
in multiple directions or is combined with other ﬁlters), we apply the
base proﬁle operators (minimum, mean and maximum) to the set of
calculated base proﬁle operators for each direction n. In this fashion we
take into account the operator values obtained on multiple windowed
gray value sets of SEs, instead on a single windowed gray value set. We
call these operators the second order base profile operators (see Fig. 5.2).
Using the notation introduced in (5.2), the second order base
proﬁle operators can be written as:
h(j,i)(p) △= opr(j)
n
opr(i)
p′∈Ln
g(p+ p′). (5.3)
Superscripts i and j deﬁne which of the base operators are used, e.g.
for j = 1 and i = 2 and base operators min, max and µ, the equation is
equivalent to:
h(1,2)(p) = min
n
max
p′∈Ln
g(p+ p′).
Let us denote the set of base proﬁle operators with B (in our
example B = {min,max, µ}). In that case, for |B| base proﬁle operators,
|B|2 diﬀerent second order base proﬁle operator values are generated
using (5.3). Similarly to the proﬁle operator combination principle in
Chapter 4, a more complex second order proﬁle operator value is created
as a combination of the second order base proﬁle operator values. Let
us introduce weights ci,j , which we assume to sum to 1. Some of these
weights are 0, which means the corresponding second order base operator
is not taken into account. The aggregation step computes:
q(p) =
nmax∑
j=1
|B|∑
i=1
ci,j opr(j)
n
opr(i)
p′∈Ln
g(p+ p′). (5.4)
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Figure 5.2: The principle behind the second order base proﬁle operators. For
each SE the base operator (B = {min,max, µ}) values are calculated. These
values are combined to form second order base proﬁle operator values.
Typically we compute an average of a selected set of statistics (selected
second order proﬁle operators), so all ci,j either equal a constant c or 0.
The advantage of this approach is that by combining diﬀerent
second order base operators into complex ones, we obtain a qualita-
tively wider range of segmentation results, and we design an eﬃcient
way for the user to easily select the optimal one, which we describe in
Section 5.2.4.
Similarly to the proﬁle measure in Chapter 4, we obtain the
ﬁnal segmentation by comparing the calculated complex second order
operator value from (5.4) with the original pixel gray value:
λ(p) =
{
1, q(p) < g(p)
0, otherwise . (5.5)
Fig. 5.3 shows an original CTA slice with its corresponding transformed
and segmented image for an arbitrary second order proﬁle operator.
5.2.3 Optimal number of line directions
In this subsection we explain the inﬂuence of the number of directions
(SEs) on the ﬁnal segmentation result and give an explanation on how
the optimal number of directions was determined. Our proposed algo-
rithm performs segmentation by comparing the current pixel gray value
to its second order proﬁle operator value (see (5.4) and (5.5)). Fig. 5.4
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(a) (b) (c)
Figure 5.3: Illustration of segmentation using the line-shaped SE. (a) The
original slice of the 3-D CTA brain blood vessel image with the illustration of
6 directions of line-shaped SEs (nmax = 6) for an arbitrary pixel. (b) Trans-
formed image for an arbitrarily chosen proﬁle operator (image is normalized)
and (c) the corresponding segmentation for nmax = 16 line directions.
shows how increasing the number of directions aﬀects segmentation re-
sult in the 2-D case (for a single second order proﬁle operator). Fig. 5.4b
shows the segmentation result when only one SE direction (horizontal)
is used. It should be noted that pixels segmented as background appear
mostly in horizontal lines where most of the high gray value pixels from
the original image are situated. Fig. 5.4c shows the segmentation result
when two SE directions (horizontal and vertical) are used. Notice that
more pixels exist that are segmented as background. Clearly, by in-
creasing the number of directions we increase the number of segmented
background pixels and improve the detail of the segmentation. For this
reason, the uniform distribution of SE directions is important, because
it allows us to “separate” pixels containing noise and those containing
vessel structures. This is illustrated in Fig. 5.5. Assuming that the cur-
rent (central) pixel belongs to a vessel structure (i.e. it has a high gray
value), increasing the number of directions will increase the number of
segmented background pixels in the circular area surrounding the cur-
rent pixel (we call it the separation area). Hence, with the increase in
number of SE directions, we will improve the segmentation.
We determine the optimal number of directions based on the
desired separation area, which we estimate by taking into account the
maximum blood vessel size. Experience shows that the separation area
should be at least the size of the maximum vessel radius (this is always
a known parameter). Hence, in our experiments we use 45 SE directions
in the 3-D space that are uniformly distributed.
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Figure 5.4: Increasing the number of directions increases the number of seg-
mented background pixels and improves the detail of the segmentation. (a)
Original CTA slice. Segmentation results using: (b) one and (c) two direc-
tions.
Figure 5.5: Increasing the number of directions increases the number of
equidistant pixels covered by the resulting line-shaped SEs and enlarges sepa-
ration area between the object and noise background pixels (in the 2-D case,
4, 8 and 10 directions create the circle shaped separation area with radii of 2,
3 and 4 pixels, respectively).
Due to the large enough separation area, the blood vessels are
easily extracted as the largest connected 3-D region using 3-D binary
connectivity ﬁlter (see Fig. 5.6c and Fig. 5.6f). Another way to remove
the noisy background is to use a mask image in a preprocessing step,
which can also further speed-up the computation. It should be empha-
sized that using the mask image is not necessary to obtain the ﬁnal
segmentation.
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(a) (b) (c)
(d) (e) (f)
Figure 5.6: Example of the segmentation inﬂuenced by the area and gray
values in the blood vessels (nmax = 32). (a), (d) The original 3-D CTA slices.
(b), (e) The segmentation results before the binary connectivity ﬁltering. (c),
(f) The ﬁnal segmentation of vessels (after applying the 3-D binary connectivity
ﬁltering).
5.2.4 Evaluation of profile operators
Second order proﬁle operators take into account the pixel gray value
distribution in a wider pixel neighborhood. For a given base operator
set B, we can obtain 2|B|2 − 1 diﬀerent second order proﬁle operators
(see equation (5.4)), and hence, diﬀerent segmentation results. The seg-
mentation is performed by comparing the pixel gray value to its second
order proﬁle operator value (5.5). The only parameter the user can se-
lect is the second order proﬁle operator. As usual, the user performs the
segmentation on trial and error basis. In other words, the user selects
a second order operator and generates the result. If the result is not
satisfactory, the user can select another operator. The problem is how
to eﬃciently (in a fast and easy way) come to the satisfactory opera-
tor combination and the segmentation result. This problem is evident
from the aggregation step (5.4), where adding or removing an operator
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from an existing operator combination can produce completely diﬀerent
segmentation results.
Hence, it would be beneﬁcial to grade (sort) the operators ac-
cording to the area of segmented pixels. The segmented area for a given
operator is inversely proportional to its average value for all pixels:
h
(i,j) = 1
m
∑
p
h(i,j)(p), (5.6)
where m is the number of pixels in the image. This means that higher
h
(i,j) values yield lower segmented area. Since the complex second order
proﬁle operator is generated in an aggregation step (5.4), the average
value for all pixels is obtained in the same fashion:
q =
nmax∑
j=1
|B|∑
i=1
ci,jh
(i,j)
. (5.7)
Based on the ordered q values, the second proﬁle operator is manually
selected in the following fashion. The initial segmentation is obtained
for an arbitrarily chosen operator. The user evaluates the segmentation.
If a larger area needs to be segmented, the user selects another operator
with lower q value (to obtain a smaller area, higher q value operator
needs to be selected). The optimal segmentation is usually obtained in
three to four steps. Since the comparison in (5.5) is easy to compute,
the segmentation is fast.
5.2.5 Implementation
An important advantage of using oriented SEs over multiscale SEs (e.g.
ring-shaped SEs) is a higher computational eﬃciency. When compared
to multiscale SEs, the amount of calculations for the line-shaped SEs is
signiﬁcantly reduced. This is illustrated in Fig. 5.7, where the same SE
(considered as a set of positions) is used when any of the pixels covered
by that SE is the currently processed pixel (illustrated for two pixels).
This is not the case for a ring-shaped SE, because of which the base
operators (minimum, maximum and average) have diﬀerent values for
each of the SEs. Since the line-shaped SE can be a large window, it
is of interest to use operators for which the result can be calculated by
a single pass over the windowed gray values. Therefore, we use mean,
minimum and maximum operator in our experiments, and we will show
in Section 5.3 that they yield good quality results. For the calculation of
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Figure 5.7: Computational eﬃciency of line-shaped proﬁles illustrated for
two pixels. Left: a single line-shaped SE covers both pixels when either one of
them is the currently processed pixel. Hence, the same values for minimum,
maximum and average operator are used. Right: for ring-shaped SE the con-
sidered pixels have diﬀerent neighborhoods. Hence, the values for operators in
SE1 will not be the same in SE2, and have to be recalculated.
the mean pixel gray value in the line-shaped SE, the sum of all the pixel
gray values in the SE and the number of elements of the SE need to be
accumulated. As in case of the minimum and the maximum base proﬁle
operators, the resulting values are also determined by one pass over the
windowed gray value multi set. Although other base operators can be
used, for computational reasons it is of interest to avoid operators that
require ordering (e.g. median operator).
5.2.6 Algorithm overview and application
Fig. 5.8 shows the block diagram of the line-shaped SE proﬁling using
second order proﬁle operators (the main novelty of our work besides
introduction of line-shaped SEs), as proposed in Sections 5.2.2 and 5.2.4.
The proposed algorithm starts by calculating the values of second order
proﬁle operators for each pixel in the 3-D image using a speciﬁed number
of line-shaped SEs (in our experiments 45 directions in 3-D space were
used). The average proﬁle values q (5.7) are calculated and sorted in
an ascending order. In the second step the user selects the second order
proﬁle operator and the segmented image is computed by comparing
original pixel gray values with their calculated operator values (5.5). If
the segmentation result is not satisfactory, the user can select another
second order proﬁle operator and repeat the comparison. An advantage
of our approach is that the second order base proﬁle operators do not
need to be recalculated. By examining the obtained segmentation result,
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Figure 5.8: Block diagram of the algorithm using second order proﬁle opera-
tors.
the user can easily determine if a larger or smaller area needs to be
segmented and choose the adequate second order proﬁle operator.
It should be emphasized that the only parameter that a user
has to select is the second order proﬁle operator. The base proﬁle oper-
ator set is predeﬁned (B = min,max, µ), as well as the number of line
directions, for which the only requirement is that it has to be suﬃciently
high. We set this value to default 45 directions (equally distributed in
the 3-D space), which ensures the spherical separation area radius of 4
pixels, which is enough for segmenting CTA images of cerebral blood
vessels. Since all the proﬁle values have been calculated beforehand, ob-
taining diﬀerent segmentation results when trying diﬀerent proﬁle oper-
ators is performed in a matter of seconds (the time interval needed for
the comparison (5.5) to be executed).
5.3 Results and discussion
In order to compare various segmentation methods, we use phantom data
and real CTA data sets of cerebral blood vessels in our experiments.
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Figure 5.9: Vessel tree phantom data set after adding noise and CT artifacts
(176 slices with resolution of 256×256 pixels). Left: volume rendering of the
whole data set, center and right: slices from the data set.
Table 5.1: Calculated Dice coeﬃcients for comparison of various segmentation
methods applied to the binary tree phantom data
Dice a = 29, σ = 0.9 a = 210, σ = 0.8 a = 211, σ = 0.6
MP 0.687 0.681 0.7
GAC 0.762 0.801 0.868
CURVES 0.799 0.844 0.892
Q.V. 0.701 0.715 0.787
GP 0.732 0.78 0.802
LP 0.874 0.897 0.902
5.3.1 Segmentation of phantom data
For evaluating the combined proﬁle operators we have generated three
3-D phantom cerebral blood vessel tree data sets (each 3-D set consists
of around 200 slices, see Fig. 5.9) and three 3-D phantom AVM data sets.
The 3-D phantom model data sets of cerebral blood vessel tree represent
a binary tree with a random branch distribution, and with a random
shape and thickness corresponding to the random structure of the AVM.
The phantom tree models are tubular structures with random curvatures
and tube radii, while the AVM part of the phantom is intertwined in a
random way to simulate the unpredictable structure of the AVM nidus,
as shown in the ﬁrst column of Fig. 5.10. The creation of 3-D AVM
phantom data sets was addressed in detail in Section 4.3.1. A vessel
tree phantom data set is depicted in Fig. 5.9.
Results obtained on the cerebral blood vessel tree phantom
data are shown in Fig. 5.10, where ground truth phantom mod-
els are visualized in the ﬁrst column, followed by the segmenta-
tion models obtained using the classical MP [Pesaresi 01], the vessel-
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Figure 5.10: Comparison between diﬀerent segmentation techniques on 3-
D phantom data representing binary tree with AVM. The results are orga-
nized in two rows with two phantoms in consecutive columns: original phan-
tom models, morphological proﬁles (MP) [Pesaresi 01], vesselness measure
[Jackowski 05,Papademetris 06], geodesic active contours (GAC) [Caselles 95],
curve evolution for vessel segmentation (CURVES) [Lorigo 01] and our line-
shaped proﬁling method (LP) (block diagram in Fig. 5.8).
ness measure [Jackowski 05,Papademetris 06], geodesic active contours
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Figure 5.11: Comparison between diﬀerent segmentation techniques on
three 3-D AVM phantoms. The results are sorted in rows from left to
right: original AVM phantom model, volume rendering of the model with
CT artifacts, morphological proﬁles (MP) [Pesaresi 01], vesselness measure
[Qian 09,Papademetris 06], geodesic active contours (GAC) [Caselles 95], curve
evolution for vessel segmentation (CURVES) [Lorigo 01], generalized proﬁles
[Babin 12a] (Chapter 4) and our line-shaped proﬁling method (LP) (see block
diagram in Fig. 5.8).
(GAC) [Caselles 95], curve evolution for vessel segmentation (CURVES)
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[Lorigo 01] and our LP method using the second order proﬁle operators
(block diagram in Fig. 5.8). The GAC and CURVES segmentation was
obtained using Vascular Modeling Toolkit (VMTK) [Antiga 06] in 3D
Slicer [Pieper 06], with manually set seed points. After the examina-
tion of the results by an expert, the following conclusions were drawn.
The results of our LP method (depicted in the last column of Fig. 5.10)
show the best delineation of the tubular structure of the phantom and
the complex AVM phantom structure. While most of the other seg-
mentation methods segment individual vessels well, they either remove
signiﬁcant parts of the AVM phantom, or merge them into a single
region. This is conﬁrmed by the calculated Dice coeﬃcients [Dice 45]
shown in Table 5.1, which have the highest values for our LP method
with second order proﬁle operators (block diagram in Fig. 5.8) for each
phantom data set. We emphasize that the Table 5.1 shows results of
binary tree segmentation (with an AVM), for which the GP method is
not optimal, and is outperformed by few other methods (for this reason
the LP method was designed).
To evaluate our proposed algorithm for the segmentation of
AVM vessels, we design three 3-D phantom data sets of highly inter-
twined tubular structure of varying radii. The CT radiation quantity
a and blur σ were set to diﬀerent values for each data set. Fig. 5.11
shows the segmentation results for various segmentation methods. The
original AVM phantom models and their corresponding CT data volume
renderings are shown in the ﬁrst two columns. The results of the fol-
lowing methods are shown: morphological proﬁles (MP) [Pesaresi 01],
vesselness measure (Q. V.) [Qian 09, Papademetris 06], geodesic active
contours (GAC) [Caselles 95], curve evolution for vessel segmentation
(CURVES) [Lorigo 01], generalized proﬁles (GP) [Babin 12a] (see Chap-
ter 4) and our proposed method (LP) as in the block diagram in Fig. 5.8.
The tubular AVM structure is delineated the best using the general-
ized proﬁles (GP) approach. However, our LP method yields smoother
segmentation results, which is supported by the Dice coeﬃcients in Ta-
ble 5.2, where the LP algorithm has the highest scores of all other meth-
ods. Table 5.3 shows relative volume errors for segmented models in
comparison to the volume of the ground truth. The proposed algorithm
gives the best scores for the least blurred images, but also estimates
well the volume of other AVM phantoms. Finally, we use the Hausdorﬀ
distance as a measure of distance between two sets:
dH(A,B) = max{sup
a∈A
inf
b∈B
(d(a, b)), sup
b∈B
inf
a∈A
(d(a, b))} (5.8)
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Table 5.2: Calculated Dice coeﬃcients for comparison of various segmentation
methods applied to the AVM phantom data
Dice a = 29, σ = 1.9 a = 210, σ = 2.1 a = 211, σ = 1.7
MP 0.753 0.796 0.854
GAC 0.819 0.795 0.794
CURVES 0.831 0.799 0.87
Q. V. 0.777 0.768 0.743
GP 0.826 0.819 0.882
LP 0.853 0.832 0.883
Table 5.3: Calculated relative volume errors for comparison of various seg-
mentation methods applied to the AVM phantom data
Vol. % error a = 29, σ = 1.9 a = 210, σ = 2.1 a = 211, σ = 1.7
MP 17.5 16.05 18.58
GAC 3.96 3 47.4
CURVES 27.18 39.86 17.36
Q. V. 20.17 26.08 29.6
GP 15.19 14.67 7.73
LP 8.3 16.3 8.1
Table 5.4: Calculated Hausdorﬀ distances for comparison of various segmen-
tation methods applied to the AVM phantom data
Hausdorﬀ a = 29, σ = 1.9 a = 210, σ = 2.1 a = 211, σ = 1.7
MP 4.12 4.35 2.44
GAC 14.86 6.48 2.82
CURVES 7.21 3.6 4.24
Q. V. 8.06 4.35 6.4
GP 4 5 4.12
LP 6.4 4.12 3.6
where one set indicates the set of segmented pixels and the other one
the set of ground truth pixels. Table 5.4 presents the Hausdorﬀ distance
values for the obtained segmentation models, where our proposed algo-
rithm gives the best results (overall) when compared to other methods.
To compare our proposed line-shaped proﬁling with the gener-
alized proﬁles described in Chapter 4, we design 15 additional phantom
AVM data sets with varying CT radiation a and blurring σ parameters.
Table 5.5 shows the Dice coeﬃcient values for our proposed LP method
using second order line-shaped proﬁles (LP) and generalized proﬁling
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Table 5.5: Calculated Dice coeﬃcients for comparison of segmentation using
second order line-shaped proﬁles (LP) and generalized R-proﬁling (GP).
Dice LP GP
a = 29, σ = 1.7 0.872 0.818
a = 29, σ = 1.8 0.86 0.803
a = 29, σ = 1.9 0.854 0.781
a = 29, σ = 2.0 0.839 0.763
a = 29, σ = 2.1 0.84 0.764
a = 210, σ = 1.7 0.877 0.871
a = 210, σ = 1.8 0.857 0.801
a = 210, σ = 1.9 0.855 0.831
a = 210, σ = 2.0 0.84 0.813
a = 210, σ = 2.1 0.84 0.807
a = 210, σ = 1.7 0.874 0.868
a = 210, σ = 1.8 0.877 0.859
a = 210, σ = 1.9 0.85 0.843
a = 210, σ = 2.0 0.848 0.841
a = 210, σ = 2.1 0.84 0.829
(GP) as described in [Babin 12a]. The obtained results show higher
Dice coeﬃcient values when the line-shaped proﬁling is used.
Fig. 5.12 illustrates the results of the skeletonization [Babin 08]
for the original AVM phantoms and the corresponding LP segmentation
results, where the skeleton is colored according to the calculated vessel
radii. Skeletons obtained from the proposed segmentation algorithm are
simpliﬁed in the inner AVM regions compared to the skeletons of the
original models, while maintaining the correct information on the AVM
structure. This allows us to eﬃciently determine the best paths in the
AVM, used to navigate the catheter in the embolization procedure on
the AVM.
5.3.2 CTA data segmentation
We apply the presented method of proﬁling using line-shaped SEs for
segmentation of 3-D CTA images of brain blood vessels with spacing be-
tween slices of 0.62mm and pixel spacing of 0.62mm×0.62mm (the reso-
lution of the images is 256×256 with around 230 slices in each data set).
The results obtained by volume rendering, morphological proﬁles (MP)
[Pesaresi 01], the vesselness measure [Jackowski 05, Papademetris 06],
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Figure 5.12: Comparison of skeletons obtained from the ground truth models
and from segmented models of phantom AVMs. Columns from left to right:
the binary AVM phantom model, the skeleton of the binary phantom model,
the segmentation using our LP algorithm and the skeleton of the LP segmenta-
tion. The skeleton color mapping indicates the calculated vessel radii (red for
smaller vessels and blue for larger). The original skeletons and the skeletons
obtained from the segmentation show good correspondence in the outer vessel
regions. The inner regions are simpliﬁed in the skeletons obtained from the
segmentation, which makes it possible to extract larger vessels from the inside
of the AVM.
geodesic active contours (GAC) [Caselles 95], curve evolution for vessel
segmentation (CURVES) [Lorigo 01] and our LP method (block diagram
in Fig. 5.8) are given in Fig. 5.13, respectively. The MP methods show
poor segmentation of the blood vessel tree because the segmented regions
are not connected in 3-D. The vesselness measure produces smooth re-
sults, with a bit more structure segmented than with the MP method.
The GAC result shows even more segmented structure, but with a high
impact of noise to the segmentation. Although CURVES method gives a
visually nice segmentation result with high amount of segmented blood
vessel structure, our LP method gives the most detailed segmentation of
the blood vessel tree. This is obvious when the result of our method is
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Figure 5.13: Diﬀerent segmentation techniques applied to 3-D CTA im-
ages of brain blood vessels. The depicted results are obtained using vol-
ume rendering, morphological proﬁles (MP) [Pesaresi 01], vesselness measure
[Jackowski 05,Papademetris 06], geodesic active contours (GAC) [Caselles 95],
curve evolution for vessel segmentation (CURVES) [Lorigo 01] and our LP
method (see block diagram in Fig. 5.8), respectively.
compared to volume rendering, where we observe that even the smallest
blood vessels that are only partially visible in volume rendering are seg-
mented using our LP method. The results of our LP method are nicely
smoothed tubular-shaped vessels, which happens due to the radial posi-
tioning of line-shaped SEs for a single pixel. More results of segmenting
the 3-D CTA images of brain blood vessels using our LP method for
diﬀerent data sets are shown in Fig. 5.14.
Fig. 5.15 shows comparison of skeletons obtained from segmen-
tation using generalized proﬁles (GP) and the proposed line-shaped pro-
ﬁles (LP). Due to robustness to noise, the LP method yields more ac-
curate skeletons, in which the draining vein and the largest arteries are
easy to delineate because of high radii values. This is illustrated in the
third row, where the best path through the largest vessels of the AVM
are depicted. It should be noticed that the skeleton paths using the LP
method represent the vessels accurately, while the best paths obtained
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Figure 5.14: The segmentation of the blood vessel tree for diﬀerent CTA data
sets using our LP method. Each segmentation result shows a nicely segmented
blood vessel tree with a clearly visible AVM area (where existing) with its
feeding arteries and the draining vein.
using GP method tend to take shorter paths through the vessels that
are not well delineated.
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Figure 5.15: Comparison of skeletons and best paths calculated using the
generalized proﬁles (GP) and line-shaped proﬁles (LP) method. The ﬁrst row
shows segmentation models of two AVM structures for each method. The
corresponding skeletons are in the second row. The third row depicts the best
paths from the vein to the arteries through the AVM. The skeleton of the LP
method follows the vessels more accurately than the GP method.
5.3.3 Validation
The validation of our algorithm is performed on four data sets consisting
of CTA images of blood vessels containing AVMs, the CTA images of
blood vessels after the embolization procedure (where the AVM is no
longer visible) and the CTA images of the onyx cast (glue used to occlude
the AVM). To achieve a quantitative validation we segment the onyx
cast images by thresholding with the highest skull pixel gray value in
the image (the cast and the skull are clearly visible in the CTA images).
The segmented onyx is further ﬁlled-in (closed) to obtain an onyx mask.
We use the obtained onyx mask to extract the AVM region from the
segmented blood vessel image. Finally, in order to validate our results
we compare the extracted AVM and the onyx cast segmentations in
Table 5.6.
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Figure 5.16: The segmentation of the blood vessel tree for two diﬀerent
CTA data sets using our proposed method. Each segmentation result shows
a well segmented blood vessel tree with clearly visible AVM area with the
skeleton structure clearly depicting feeding arteries and draining vein. The
third column shows the extracted AVM region and the corresponding onyx
cast segmentation.
It is important to take into account the fact that embolization
procedure can deform some AVM vessels (especially in the nidus). How-
ever, this deformation is usually not extensive and allows us to perform
validation. The obtained Dice coeﬃcient and the relative volume error
values in Table 5.6 show expected values for onyx and AVM segmen-
tation comparisons (the Hausdorﬀ distance was not calculated due to
its high susceptibility to deformations). Fig. 5.16 shows two diﬀerent
validation data sets with visualized segmented blood vessels, skeleton,
onyx casts and extracted AVM regions. Cerebral blood vessel CTA
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Table 5.6: Comparison of the segmented onyx cast with the extracted AVM
segmentation.
Validation set 1 set 2 set 3 set 4
Dice 0.75 0.77 0.82 0.61
Vol. % error 6.58 12.54 10.9 10.5
data sets are segmented using our proposed algorithm. The segmented
blood vessel images are skeletonized using our binary skeletonization
method presented in Chapter 6, and the skeleton image is converted to
a vector skeleton structure. The nodes in the vector skeleton are cre-
ated from the node voxels (voxels that have more than 2 neighbors in
their 26-neighborhood) in the skeleton image by computing the geomet-
ric median (position with the minimum cumulative distance to all other
positions in an object) of the positions of all the adjacent node voxels. It
can be observed that the segmented blood vessels correctly coincide with
the feeding arteries and the draining vein of the AVM. The extracted
AVM segmentation corresponds well to the onyx cast segmentation as
depicted in the third column of Fig. 5.16.
The total computation time for a data set of 230 slices with
resolution of images 256× 256 on 2GHz CPU is 2 minutes. The visual-
ization was done using Visualization Toolkit (VTK) [Schroeder 98] and
ParaView [Squillacote 07].
In some cases the diﬀerence between the highest and the lowest
pixel gray values in the vessel region is too large (sometimes, the lowest
gray values fall under 5% of the highest gray values), and the vessels
containing the lowest gray values do not get segmented. However, this
happens only at the vessels with the low concentration of contrast ﬂuid,
and these vessel structures are most often no longer at the region of
interest for the brain blood vessel structure analysis. On the other hand,
if the low contrasted vessels need to be segmented, it can be done by
setting the region of interest to contain only these vessels and applying
our proposed algorithm.
5.4 Conclusion
In this chapter we have introduced line-shaped proﬁling with an appli-
cation to segmentation of 3-D CTA images of brain blood vessels. The
main novelty is the use of line-shaped SEs, which transforms the idea
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of a multiscale approach from our earlier work into a multiorientation
approach and signiﬁcantly shortens execution times. Another major
novelty is the introduction of second order proﬁle operators, as a combi-
nation of various base operators. The strength of our LP method comes
from the use of both local proximate (close) and a wider neighborhood
of the processed pixel. The method requires only the selection of one
parameter, which is easy to select (performed similarly to “threshold
value selection” manner). The results on phantom data sets for various
noise and artifact levels show high robustness of the proposed method.
The validation was performed by comparison of the segmented AVM re-
gions with the segmented images of the onyx cast after an embolization
procedure. The obtained results on real CTA data are nicely smoothed
tubular-shaped vessels, which is a consequence of the radial positioning
of line-shaped SEs for a single pixel. Our method accurately segments
the highest amount of blood vessel structure compared to other segmen-
tation methods discussed in the chapter. The presented method uses no
prior information, which could be implemented in the future. Due to
its slice-by-slice processing, there is also a possibility of parallel execu-
tion. This work is published in [Babin 10,Babin 11c] and has also been
submitted to an international journal [Babin 13b].
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6
Skeletonization
In Chapter 4 and Chapter 5 we introduced our proposed segmentation
methods and with an application to cerebral blood vessel and AVM
segmentation. However, for the AVM embolization procedure, the seg-
mentation alone is not enough. The segmented blood vessels need to
be classiﬁed into feeding arteries, draining veins and the AVM nidus
in order to successfully navigate the catheter and perform emboliza-
tion. For this reason we address here the AVM decomposition using the
segmentation and the vessel centerlines obtained from the original and
segmented vessel images. We propose in this chapter a novel AVM ves-
sel classiﬁcation and extraction approach using ordered thinning-based
skeletonization. The main contributions are: (1) a new method for cal-
culation of distances in ordered skeletonization yielding highly accurate
centerlines; (2) the method for inferring skeleton structure from the
obtained skeletonization images; (3) an automatic method for AVM de-
tection and extraction; (4) AVM decomposition into veins, arteries and
the nidus (with an emphasis on the draining vein). The proposed ap-
proach is validated on blood vessel phantoms representing the vein and
the AVM structure, as well as on brain CTA images before and after
embolization. The vein extraction results show high correspondence to
ground truth vein structures. The AVM detection was validated on real
3-D CTA images of cerebral blood vessels. The results indicate poten-
tials for use in surgical planning. The work presented in this chapter
has been published in international conferences [Babin 08,Babin 14] and
submitted to an international journal.
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6.1 Introduction
Inferring the structure and position of blood vessels from medical images
is crucial for surgical and diagnostic purposes. In the abundant literature
on the topic special attention is given to locating cerebral aneurysms
and arteriovenous malformations (AVM). It is of utmost importance for
surgery to precisely determine the exact locations of vessels going in
and out of the malformation, as well as their radii, bending angles and
entering (exiting) directions. The most important vessels are the feeding
arteries that supply the AVM with blood, the draining vein that drains
the blood from the AVM and the nidus, which is an entangled vessel
structure that poses a hemorrhage risk and needs to be embolized. The
embolization is a procedure of inserting coils (glue) into the blood vessels
in order to occlude them to avoid their rupture.
An overview of software for analysis of a 3-D vasculature is
given in [Bullitt 02]. Recent approaches for segmentation of cerebral
blood vessels include direction-dependent level sets and vesselness mea-
sures [Forkert 11]. A method of [Bullitt 01] employs ridge detection us-
ing seed points for the analysis and visualization of the vascular anatomy.
The approach of [Jackowski 05] traces blood vessels based on their ves-
selness measures [Frangi 98, Qian 09]. The Vascular Modeling Toolkit
(VMTK) [Antiga 06,Piccinelli 09] is used for eﬃcient delineation of cere-
bral aneurysms. A number of techniques combine various imaging ap-
proaches (and modalities) for visualization of cerebral aneurysms and
AVMs, such as 3-D digital rotation angiography (3DRA) and 2-D dig-
ital subtraction angiography (DSA) [Hristov 11] or 3-D and 4-D MRA
images [Forkert 12]. Albeit several accurate methods have been pro-
posed to automatically analyze AVMs, none of these methods address
the internal AVM structure decomposition.
Centerline extraction is essential for examining tubular struc-
tures allowing distance and radii calculations, best path determina-
tion and bifurcation detection. Commonly they are divided into two
groups: tracking [Kirbas 03, Carrillo 05, Yu 04,Mohan 09, Kanitsar 01]
and a skeletonization [Klette 02, Bühler 02, Krissian 04, Žitkevičius 07]
approach.
Vessel tracking methods perform region growing from seed
points and track the propagation of the grown surface. They ex-
tract blood vessel centerlines as a byproduct. The most common tech-
niques are based on wave front propagation for ordered region growing
[Kirbas 03], connected components evolution [Carrillo 05], generalized
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cylinder model [Yu 04], variational energy optimization [Mohan 09] and
the application of the Dijkstra’s shortest path algorithm [Dijkstra 59]
with the link costs derived from absolute diﬀerence of voxel gray val-
ues [Kanitsar 01].
Skeletonization algorithms produce centerlines from binary or
gray-scale images by extracting medial axis or ridges. Common criteria
for a skeleton are: that it is smooth, thin, continuous, preserves the
topology of the original shape and allows full object recovery [Bühler 02].
Based on the type of input image, skeletonization algorithms are grouped
into binary and gray-scale methods.
Binary skeletonization methods operate on binary images (i.e.
segmented vessels). Many of these methods apply repeatedly the mor-
phological thinning procedure on an object until one-pixel wide center-
lines remain, using diﬀerent deﬁnitions of pixel connectivity and junc-
tions [Gerig 93,Lee 94,Saeed 10,Palágyi 08,Klette 06]. The medial axis
transform extracts centerlines by ﬁnding pixels equidistant to at least
two object boundaries [Blum 67]. In [Cornea 05], hierarchical curve-
skeletons are extracted using repulsive force ﬁelds [Ahuja 97] and con-
cepts from vector ﬁeld topology to extract skeletons. This principle
allows diﬀerent hierarchies of skeletons to be computed using a mul-
tiscale approach, resulting in skeletons with diﬀerent levels of detail,
depending on the scale. Other common techniques are based on radial
basis functions and the gradient vector ﬁeld [Ma 03], gradient vector
ﬂow [Hassouna 07] and visible repulsive force [Wu 03]. Skeleton struc-
tures can also be extracted from point clouds, e.g. using rotational
symmetry axis [Tagliasacchi 09].
Ordered skeletonization methods (also known as hybrid skele-
tonization) combine thinning and distance-based approaches, where a
label (index) map is used to deﬁne the order of the thinning procedure.
Distance Ordered Homotopic Thinning (DOHT) uses a distance map to
deﬁne the order of the thinning procedure. This means that voxels are
removed in increasing distance map order, leading to thinned, centered
skeletons. The approach of [Schirmacher 98] uses a distance gradient
map to control the thinning order. We will show in this chapter that
the ordered skeletonization principle can be applied to original gray-scale
values, resulting in a gray-scale skeletonization method.
Gray-scale skeletonization algorithms extract centerlines di-
rectly from gray-scale images. These methods usually extract and con-
nect ridges of “maps” (images) obtained using various segmentation ap-
proaches. The most common approaches are based on anisotropic vector
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diﬀusion [Yu 04], conditional morphological erosion [Mersa 99], thresh-
olding prior to morphological erosion [Dokladal 99], pseudo-distance
maps [Jang 02], the watershed algorithm [Wang 06] and planar im-
ages at angular rotations with unﬁltered back-projection [Hanger 01].
[Abeysinghe 09] create an interactive method using a graph based rep-
resentation for gray-scale image skeletonization.
Assuming that we have the segmentation of the cerebral blood
vessel tree, two problems arise when AVM analysis is performed. The
ﬁrst is the automatic locating and extracting the AVM region from the
segmented image. The main diﬃculties in this case are to determine
the location of the AVM in an automatic way and to accurately extract
the whole AVM region with its composing vessels.The second problem
regarding AVM analysis is to perform the AVM vessel classification,
which is a procedure of decomposing the AVM into its main vessels:
arteries, veins and the nidus. This is done using the prior knowledge
about the vessel characteristics. However, the AVM is the region where
these vessels merge, and hence, their characteristics mix, which poses
the main diﬃculty in their classiﬁcation.
In order to solve the listed problems, we will perform skele-
tonization of the segmented image and use measured vessel radii from
the segmented image, pixel gray values from the original CTA image
(gray values correspond to contrast agent density in the vessels) and
the prior knowledge about vessels (veins, arteries and the nidus). To
obtain more accurate centerlines, we propose a novel method for calcu-
lating order labels for the ordered skeletonization. To eﬃciently analyze
vessel structures, we introduce two approaches for creating graph-like
skeletons and we show how these methods are used to perform AVM ex-
traction and vessel classiﬁcation. Moreover, we propose a novel method
to exploit the characteristics of our thinning approach for locating and
extracting the AVM, as well as for the AVM decomposition into its main
vessels: the draining vein, the nidus and feeding arteries.
The skeletonization is performed on the segmented image and
results in a skeletonized image. The skeletonized image is converted into
a graph by turning every pixel into a vertex and adding edges between
26-connected pixels. The advantage of the graph representation over
skeletonized image is that it allows for the better analysis of the ves-
sels and the best path calculation. However, in order to map the vessel
structures (branches and nodes) to the graph, we group together the
graph structures to obtain a graph-type skeleton. This skeleton consists
of skeleton nodes (parts of the graph that represent vessel bifurcations)
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and skeleton links (parts of the graph that represent vessel branches).
In other words, the graph-type skeleton allows us to analyze the blood
vessel tree in terms of branches and bifurcations. The constituting ele-
ments of a skeleton are a skeleton node and a skeleton link, or just node
and link. Although these terms are synonyms for a vertex and an edge,
to avoid confusion, in this work we will use node and link strictly for the
skeleton structure and vertex and edge strictly for the graph structure.
The chapter is organized as follows. In Section 6.2, we ex-
plain the proposed method in several subsections. First, we describe
the general algorithm, followed by an explanation of proﬁle volumes for
ordered skeletonization principle. The main novelties are presented in
separate subsections: pixel proﬁle volume, graph-type skeleton creation
methods, and AVM decomposition. In Section 6.3, we present and dis-
cuss the results of our proposed algorithm and we conclude this work in
Section 6.4.
6.2 Materials and methods
In this chapter we propose a novel method for locating and extracting the
AVM from the segmented image of cerebral blood vessels and the AVM
decomposition into the nidus, the draining vein and feeding arteries. Our
method is inspired by DOHT skeletonization, where distance transform
(on the segmented image) is used to generate order labels for iterative
thinning.
Fig. 6.1 gives an overview of our method. The ﬁrst step is
the segmentation of blood vessels (the resulting image has one label for
the vessels and one for the background). The segmentation itself is not
the focus of this chapter and we shall assume that the segmented im-
age is available. In our experiments we use the segmentation method
from Chapter 5, but other segmentation methods can be used instead (as
long as they yield reasonably good results). The second step is the skele-
tonization using our novel proﬁle volume measures (Section 6.2.2). In
this step we create graph-type skeletons (Section 6.2.3) based on proﬁle
volumes and original pixel gray values. In the third step we automati-
cally locate and extracts the AVM using the skeletons from the previous
step ( described in Section 6.2.4). The fourth step extracts the draining
vein using the previously extracted AVM and a user speciﬁed vein vessel
start position. Fine delineation between the draining vein and the AVM
nidus is performed (Section 6.2.5). Finally, the last step extracts feeding
arteries based on a user speciﬁed arterial position (Section 6.2.6).
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Figure 6.1: A block diagram of the proposed method for the decomposition
of cerebral AVMs. The segmentation step is not the focus of this chapter.
6.2.1 Initial considerations
The proposed method is based on the following observations of blood
vessels in CTA images (see Fig. 6.2):
• The vein usually (but not necessarily) constitutes the largest blood
vessel in the scanned region of interest. Due to lower density of
contrast agent in the vein, pixel gray values are spatially varying.
• The feeding arteries are most often smaller in diameter than the
draining vein. Due to a high density of contrast ﬂuid in the arter-
ies, pixel gray values are the highest in the center of the arterial
vessels and lower at vessel edges. In other words, pixel gray values
in arterial vessels can be used as labels in the ordered skeletoniza-
tion.
• The AVM is an entangled blood vessel structure from which the
vein drains blood. Due to its high density of small intertwined
vessels, the AVM is a region of highly inhomogeneous pixel gray
values.
The goal of our work is to design a method to automatically lo-
cate and extract the AVM from the segmented image of cerebral blood
vessels and decompose the AVM into its main vessels: the nidus, the
draining vein and feeding arteries. To achieve this we will use the struc-
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Figure 6.2: Left: a slice from a 3-D CTA image of cerebral blood vessels with
close-up on the AVM (in the upper right). The AVM vessels show no clear
structure compared to normal vessels. Arteries are brighter (striped arrows)
due to higher density of contrast ﬂuid. The vein (ﬁlled arrow) is the largest
vessel with inhomogeneity in pixel gray values. Lower right: digital subtraction
angiography (DSA) image of the brain blood vessel tree with marked AVM
region (outlined arrow). Note that the AVM is a highly dense structure of
entangled vessels.
tural (anatomical) vessel diﬀerences and the diﬀerences in distribution
of their gray values (from the original images).
6.2.2 Profile volume for ordered skeletonization
Before explaining the proposed skeletonization method we will introduce
deﬁnitions of pixel neighborhood, adjacency and connectivity.
In this chapter we consider a 3-D neighborhood N (p) of a pixel
position p consisting of the 26 nearest neighbors. A pixel q belongs to a
26-neighborhood of a pixel p if and only if the diﬀerence in any of their
coordinates equals 1:
q ∈ N (p) iﬀ max(|xp − xq|, |yp − yq|, |zp − zq|) = 1, (6.1)
If a pixel is in the neighborhood of another pixel we also say that these
pixels are adjacent. A set of foreground (non-zero gray value) pixels is
a connected component C if for every D,E ⊂ C, with D ∩ E = ∅ and
D∪E = C, there exist at least one pixel in D that is adjacent to a pixel
in E. Any two pixels that belong to the same connected component are
connected pixels.
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We will now explain the ordered skeletonization principle. The
ordered skeletonization is an iterative thinning process of a binary image,
where the pixels are removed in a predeﬁned order. It consists of two
steps:
• Compute proﬁle volume for each pixel in the segmented image.
• Iteratively remove pixels from the segmented image in the ascend-
ing proﬁle volume order using the pixel redundancy rule.
Obviously, the method is composed of two important principles: the
pixel ordering and the pixel redundancy rule.
The pixel redundancy rule is a decision rule determining if a
pixel from the segmented image should be removed in the thinning pro-
cess. The goal is to iteratively remove pixels to obtain one pixel wide
centerlines. The redundancy rule determines if a pixel can be removed
from the segmented image while preserving pixel connectivity. In this
chapter we use a condition from [Babin 08], where the 26-neighborhood
of a pixel in a 3-D image is considered. The pixel redundancy rule is
applied to any pixel with more than one foreground neighbor in the 26-
neighborhood (if only one neighboring pixel exists, the processed pixel
represents the end of a vessel and should not be removed). Considering
the 26-neighborhood of a processed pixel, our goal is to preserve the
connectivity of all neighboring pixels if the processed pixel is removed.
Definition 5 Let N (p) be the 26-neighborhood of the pixel p. The pro-
cessed pixel p is considered redundant if all foreground (non-zero gray
value) pixels in N (p) belong to a single connected component (consider-
ing only the pixels in N (p)). If the number of foreground pixels in N (p)
is 1, the pixel is not redundant.
This means that we examine if the surrounding foreground pixels are
connected to each other if the current pixel p is removed. In other words,
if the processed pixel is not needed to sustain the connectivity between
surrounding foreground pixels, it will be removed. The above reasoning
applies only if the neighborhood contain more than one foreground pixel.
The redundancy function changes the pixel label to background
(zero gray value) if the pixel is redundant:
s(p) =
{
0, p is redundant
1, otherwise . (6.2)
6.2 Materials and methods 137
Figure 6.3: Illustration of a pixel redundancy rule. The processed pixel
is colored black, while the object pixels are gray. The processed pixel p is
redundant if all its adjacent pixels belong to the same connected component in
N (p) (where the number of neighbors is more than 1).
By preserving the connectivity in the 26-neighborhood of the processed
pixel, we ensure that the connectivity will be preserved in the whole
binary image. The illustration in Fig. 6.3 shows various 26-neighborhood
pixel conﬁgurations and the result of redundancy rule for each of them.
The order in which pixels are removed plays a crucial role in
the thinning process. Various skeletonization results can be obtained
using a diﬀerent order of pixel removal. The order in which the pixels
are removed is usually determined by the Euclidean distance transform,
i.e. the minimum distance of a pixel from the edge of a vessel in the
segmented image. Let B be the set of background (zero gray value)
pixels from the segmented image. The Euclidean distance transform is
deﬁned as:
δ(p) = min
q∈B
d(p,q) (6.3)
where d(p,q) represents the Euclidean distance between the given pixels.
Most usually squared values of the Euclidean distances are used to deﬁne
the thinning order (which is always performed in the ascending manner),
as depicted in Fig. 6.4.
The advantage of this metric is that the thinning will propagate
from the vessel borders to the central parts of the vessels (where the
highest values are situated). This yields a skeletonization result which
represents well the medial axis of the skeletonized object.
One problem with the distance transform of a binary object
is that it often results in a small range of distance values (Fig. 6.4).
This means that a lot of pixels will be processed in the same thinning
iteration. Pixels with the same label value (i.e. pixels that are processed
in the same iteration) are removed in a “raster-scan” order. However,
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the thinning in raster-scan order is not robust to shape irregularities (i.e.
the places where the segmentation is not smooth) [Hilditch 69,Babin 08].
This is illustrated in Fig. 6.5, where the skeletonized image for the largest
segmented vessel contains a lot of branches instead of only a centerline.
For the purpose of a more accurate skeletonization, we propose
here a novel method for assigning pixel labels for the skeletonization
thinning order. The main idea is to use the number of foreground pixels
in a neighborhood of the processed pixel (i.e. a volume of the neigh-
borhood), where the size of the neighborhood is determined as in case
of the Euclidean distance transform. We call this measure the profile
volume. The advantage of this is that the range of values we assign to
pixels will be wider. Hence, there will be more thinning iterations (this
will disrupt the raster-scan order in which many pixels were processed),
which will yields higher robustness to segmentation noise.
LetW be the set of foreground pixels from the segmented image
and Sδ(p) be the spherical neighborhood of radius δ calculated from the
distance transform (6.3) at pixel p. The proﬁle volume is deﬁned as the
number of foreground pixels “covered” by the sphere neighborhood:
ϕ(p) = |W ∩ Sδ(p)|. (6.4)
With the proﬁle volume we assign pixel labels from a wider range of
values (when compared to the squared Euclidean distance) and obtain a
higher accuracy for the thinning process. The calculated proﬁle volumes
for a binary object are depicted in Fig. 6.4. Comparison of skeletoniza-
tion results using squared Euclidean distance and proﬁle volume as the
thinning order labels is illustrated in Fig. 6.5. Our proposed method
results in fewer irrelevant details, while the centerline is accurately com-
puted.
6.2.3 Graph-type skeletons
Before explaining methods for the graph-type skeleton creation, we will
now introduce the needed graph notation and deﬁnitions. An undirected
graph G is a pair (V,E), where V is a ﬁnite set of vertices and the edge
set E consists of unordered pairs of vertices {u, v}, u, v ∈ V . The
vertex v is adjacent to the vertex u if {u, v} is an edge in E. In other
words, vertices are adjacent if they share a common edge. Similarly,
edges are adjacent if they share a common vertex. An edge e = {u, v}
is incident to vertices v and u. Given a set V ′ ⊂ V , the subgraph of
G = (V,E) induced by V ′ is the graph G′ = G[V ′] = (V ′, E′), where
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Figure 6.4: Pixel labels for ordered skeletonization of a binary structure (gray
pixels). Left: the squared Euclidean distance (6.3) for a single pixel. Middle:
distance transform using the squared Euclidean distance. Range of values is
small (4 distinct values), and many pixels are processed in the same thinning
iteration, which results in less accurate skeletonization images. Right: labels
obtained using our proposed proﬁle volume measure. The range of values (8
distinct values) is higher than in case of the distance transform, yielding a
higher accuracy in the ordered skeletonization.
Figure 6.5: An ordered skeletonization of cerebral blood vessels. Left: close-
up view of segmented vessels. Middle: the ordered skeletonization using
squared Euclidean distance has a lot of irrelevant details. Right: the ordered
skeletonization using our proposed proﬁle volumes yields a much more accurate
skeleton with fewer irrelevant details.
E′ = {{u, v} ∈ E|u, v ∈ V ′}. The set of adjacent vertices of a vertex
v of G, other than v itself, is denoted by A(v). If V ′ is a subset of the
vertex set of G, then A(V ′) is the set of those vertices that are not in
V ′, but are adjacent to a vertex in V ′. As we explained earlier, to avoid
confusion, in this work we will use the expressions “node” and “link”
strictly for the skeleton structure and “vertex” and “edge” strictly for
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Figure 6.6: Skeleton creation principles. (a)The skeletonized image. Each
pixel is labeled with its number of foreground neighbors. (b) The graph created
from the skeletonized image. (c) The notation legend. (d) The link subgraphs
GL. (e) The node subgraphsGN . (f) The skeleton obtained by creating skeleton
nodes using node subgraph contraction and creating skeleton links from link
subgraphs. The bifurcation is deﬁned by a single skeleton node and each branch
with a single skeleton link.
the graph structure.
As we mentioned earlier, in order to analyze the vessel struc-
ture, we need to convert the skeletonized image into a graph-type skele-
ton structure composed of nodes (to represent bifurcations and vessel
ends) and links (to represent vessel branches). In the ﬁrst step we con-
vert the skeletonized image into a (simple) graph (the graph will not
have any multiple edges between two vertices or loop edges). In the sec-
ond step, the graph is partitioned into subgraphs comprising skeleton
nodes and links (vessel bifurcations and branches). Ideally, each skele-
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ton link should represent a vessel branch and each skeleton node should
represent a bifurcation.
Let us consider a skeletonized image in Fig. 6.6a. The image
represents three blood vessel branches with a single bifurcation. Each
foreground pixel is represented together with a number of its foreground
neighboring pixels. Pixels without any 26-neighbors are excluded from
the creation of a graph. Pixels with two foreground neighbors are parts of
paths connecting ends and bifurcations of blood vessels. Pixels with one
foreground neighbor are the ends of blood vessels, and will be represented
as nodes in the graph-type skeleton. In case a pixel has more than two
foreground neighbors, it is obviously a part of a vessel bifurcation. It
should be noted that in such situation, the bifurcation is characterized
by several pixels (e.g. three pixels with three foreground neighbors in
Fig. 6.6a).
We convert the skeletonized image into an undirected simple
graphG = (V,E) by considering every foreground pixel as a graph vertex
(we emphasize that only the foreground pixels with non-zero number of
foreground neighbors are considered). We create graph edges between
vertices representing 26-neighboring pixels in the skeletonized image, as
illustrated in Fig. 6.6b with a legend in Fig. 6.6c. It should be noted
that the resulting graph is a simple graph (i.e. a graph that has no loops
and not more than one edge between any two diﬀerent vertices).
In order to analyze the graph we classify vertices by their vertex
degree deg(v) representing the number of incident edges of the vertex
(normally, loop edges are counted twice, but our graph is simple and
does not contain loops). From the illustrations in Fig. 6.6a and Fig. 6.6b,
it is clear that the vertices with degree 2 are parts of vessel paths and
will constitute skeleton links, while the vertices with any other degree
value represent vessel ends or bifurcations and will constitute skeleton
nodes. Hence, we classify graph vertices into L-vertices vL with degree 2
(deg(vL) = 2) and N-vertices vN with any other degree value (deg(vN ) 6=
2) In the same fashion, we classify edges into L-edges eL, which are
incident to at least one L-vertex vL (these edges will constitute skeleton
links) and N-edges eN , which are incident only to N-vertices vN . The
edge and vertex classiﬁcation principle is illustrated in Fig. 6.6b and
Fig. 6.6c.
We will now introduce a graph decomposition into subgraphs
that will represent vessel branches and bifurcations. As we concluded
earlier, all pixels with two neighbors are parts of paths (i.e. vessel
branches) and will be represented by links in the skeleton. In Fig. 6.6d,
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these paths are the link subgraphs GL between N-vertices vN comprised
of L-edges and L-vertices. Let VL denote a set of connected vL vertices.
We deﬁne the link subgraph GL as a graph induced by the vertex set
VL and their adjacent vertices A(VL):
GL = G[VL ∪A(VL)]. (6.5)
Fig. 6.6d shows link paths as subgraphs GL of the graph G in Fig. 6.6b.
We concluded earlier that any pixel with one or more than
two foreground neighbors in the skeletonized image represents either
the end of a blood vessel or its bifurcation. In Fig. 6.6e, these are
the node subgraphs GN comprised of N-vertices vN and node links eN
connecting them. Let VN denote a set of connected N-vertices vN . The
node subgraph is a graph induced by the vertex set VN :
GN = G[VN ]. (6.6)
Fig. 6.6e shows node subgraphs GN of the graph G in Fig. 6.6b.
With equations (6.5) and (6.6) we have deﬁned a graph de-
composition F into subgraphs of type GL and GN . This is an edge
decomposition since it creates a family of edge-disjoint subgraphs. Let
FN denote a subset of F consisting only of subgraphs GN and FL a
subset of F consisting only of subgraphs GL. Obviously, skeleton nodes
n will be created from node subgraphs GN , while skeleton links l will be
created from link subgraphs GL.
However, in order to deﬁne a skeleton node as a single position,
we need to contract the subgraph GN into a single vertex position. We
do this using the geometric median. The geometric median of a set
of positions D is the position from the set with the minimum sum of
distances to all other positions in the set:
medg(D) = argmin
p∈D
(
∑
q∈D
d(p,q)), (6.7)
where d(p,q) denotes the Euclidean distance between the two positions.
In our case the skeleton node will be represented as the geometric median
of vertices in node subgraph V (GN ). We deﬁne the skeleton node as:
n = medg(V (GN )). (6.8)
In order to maintain a mapping from the skeleton node to its subgraph,
we deﬁne the node mapping function m:
m(n) = GN . (6.9)
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The function m maps the resulting node to the contracted subgraph GN
in order to maintain the information from all the skeletonization pixels
to allow reconstruction of the segmented vessels from the skeleton.
A skeleton link connects two skeleton nodes:
l = {ni, nj}. (6.10)
In order to maintain a mapping from the skeleton link to its subgraph,
we deﬁne the link mapping function k:
k(l) = GL. (6.11)
As with the node mapping function, with the link mapping function m
we maintain the information from all the skeletonization pixels to allow
reconstruction of the segmented vessels from the skeleton.
Finally, we deﬁne the skeleton that consists of the set of skeleton
nodes N , the set of skeleton links L and the two mapping functions: m :
N → FN mapping a node to the node subgraph (6.9), and k : L → FL
mapping a link to the link subgraph (6.11):
S = (N,L,m, k). (6.12)
The graph-type skeleton of the skeletonized image in Fig. 6.6g is illus-
trated in Fig. 6.6f. The bifurcation from the skeletonized image is repre-
sented by a single node in the skeleton. This is an advantage because the
blood vessels can be analyzed in terms of bifurcations and branches (e.g.
locating bifurcations, ﬁltering vessels based on their lengths, detecting
segmentation errors, reconstruction of the segmentation for certain ves-
sels, etc.). Important graph operations (e.g. best path calculation, graph
cuts, pruning) are applicable to the skeleton as well. It should be noted
that the skeleton can contain multiple links between two nodes, as well
as link loops. The mapping between the skeleton links (or nodes) and
their corresponding subgraphs is important for reconstruction purposes.
While the skeleton allows us to easily divide the vessel structures, it is
important to maintain their corresponding subgraphs that will allow us
to extract individual (segmented) vessels.
However, the most important advantage is that malformations
of blood vessels can be detected. This is illustrated in Fig. 6.7, where the
skeleton representation in Fig. 6.7d shows that multiple links merge in
a single node at the center of the malformation phantom. Visualization
of the graph in Fig. 6.7c is done by rendering a line for each edge.
The visualization of the skeleton in Fig. 6.7d is done by rendering lines
skeleton link with ends modiﬁed to correspond to the incident skeleton
nodes.
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(a) (b)
(c) (d)
Figure 6.7: Skeleton creation method. (a) Segmentation of an intertwined
structure. (b) Skeletonization of the segmented structure. (c) The graph of the
segmentation. The intertwined structure is well represented, but bifurcations
are not represented by single nodes. (d) The graph-type skeleton. Bifurcation
is represented by a single node. Note that in case of intertwined (malformed)
vessels the skeleton contains a node with high amount of links, which allows
for malformation detection.
6.2.4 Locating and extracting the AVM
In this subsection we propose a novel method for locating and extracting
the AVM automatically (the third step in the block diagram shown in
Fig. 6.1). Fig. 6.8 shows an original CTA data set with its slice, the
segmented vessels, corresponding skeletonizations and skeletons.
The skeletonization in Fig. 6.8c is a result of ordered thinning
using our proﬁle volumes on the segmented image. It should be observed
that arterial and smaller blood vessels are represented well with one
pixel thick paths, while the vein and the AVM are represented by a
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(a) (b)
(c) (d)
(e) (f)
Figure 6.8: Skeletonization and skeleton creation. (a), (b) The original slice
of the 3-D CTA cerebral blood vessels and the corresponding segmentation. (c),
(d) Radii-based ordered skeletonization and the corresponding skeleton struc-
ture. (e), (f) Gray value-based ordered skeletonization and the corresponding
skeleton structure. Color coding of skeleton links ranges from red (low values)
to blue (high values).
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“bundle” of pixels. The reason for this is that the segmented blood
vessels contain cavities in the vein and the AVM structure. The cavities
are caused by vessel anatomy and the ﬂawed segmentation as a result
of high inhomogeneity of pixel gray values. The skeleton of the proﬁle
volume ordered skeletonization is shown in Fig. 6.8d. Color coding of
links represents vessel radii values (in fact, these are proﬁle volumes
that approximate radii values) inherited from skeletonization pixels and
range from red (for low values) to blue (for high values).
Let us assign costs to each link as the highest vessel radius
corresponding to the links. Two important observations follow. Firstly,
high radii values are found in the vein and the main feeding arteries.
Hence, the vein and the main arteries can be extracted by tracing the
paths with the largest link costs for known starting seed points. Sec-
ondly, pixel “bundles” found in the skeletonization image are converted
into skeleton nodes with large number of links. Such nodes are highly
present in the vein, but their density is the highest in the AVM. Hence,
nodes with the highest number of links can determine the location of
the AVM.
The skeletonization in Fig. 6.8e is a result of ordered skele-
tonization using the original pixel gray values in the 3-D CTA image. It
should be observed that pixel “bundles” in larger vessels and the AVM
are even more common than in case of the proﬁle volume ordered skele-
tonization. The corresponding skeleton is shown in Fig. 6.8f. The color
coding of links represents the original pixel gray values inherited from
the skeletonization pixels and range from red (low values) to blue (high
values). Pixel gray values in the original image are proportional to the
density of the contrast agent in the vessels.
Two important remarks about this skeleton follow. The highest
link costs are found in the feeding arteries and partly in the vein. This
means that main feeding arteries can be extracted by tracing paths with
the highest link costs for known starting seed points. The second and
our most important observation is that the node with the highest num-
ber of links is positioned in the AVM. The whole AVM region can be
represented with only a few nodes in which numerous links merge. This
means that we are able to automatically locate and extract the AVM.
We propose to locate the AVM by ﬁnding a node with the
largest number of links in the skeleton of original pixel gray values:
nAVM = argmax
n∈N
(deg(n)), (6.13)
where deg(n) is a node degree representing the number of incident links
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Figure 6.9: Automatic AVM detection and extraction. (a) Gray value based
skeleton. (b) Detected (AVM) node with the most links. (c) Extracted AVM
with the skeleton. (d) Extracted AVM in the whole blood vessel tree.
of the node, where the loop links are counted twice.
We will now deﬁne the rule for the AVM region extraction. We
base this rule on the observations concerning vessel branchings. In case
of a vessel bifurcation, its corresponding node will have three links. A
common case in segmenting the cerebral blood vessels is that two vessels
touch, in which case the corresponding node has four links. Hence, the
AVM region will consist of all adjacent nodes of the nAVM node, with
number of links higher than four:
NAVM = {n | n ∈ A(nAVM ), deg(n) > 4} ∪ {nAVM}, (6.14)
where A(nAVM ) is a set of adjacent nodes of the node nAVM . The
subskeleton of the AVM is induced by the AVM node set SAVM =
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S[NAVM ]. The proposed AVM extraction principle is illustrated in
Fig. 6.9. Fig. 6.9a shows the gray value based skeleton of the blood
vessel tree. The extracted AVM subskeleton is shown in Fig. 6.9b. Our
proposed skeleton creation method (Subsection 6.2.3), allows us to ac-
curately map the AVM subskeleton (by region growing) to the corre-
sponding region in the segmented image. The pixels are included into
the region if they belong to the largest inscribed spheres from the skele-
tonization pixels of the corresponding skeleton links and nodes. The
resulting segmented AVM region is shown together with the skeleton
structure in Fig. 6.9c and as a part of the whole blood vessel tree in
Fig. 6.9d. The AVM region is slightly overestimated (it contains a part
of the vein), which is a desired property for the draining vein extraction.
In the next step we will decompose the resulting AVM region, which
means that we will classify its composing vessels as parts of the draining
vein, the feeding arteries or the nidus.
6.2.5 Draining vein extraction
In this subsection we propose a novel method for extracting the drain-
ing vein of an AVM, as the fourth step of the block diagram in Fig. 6.1.
Consider the segmented blood vessels shown in Fig. 6.10a. As we con-
cluded in Section 6.2.4, the vein has higher radii than the other blood
vessels. If we assign the calculated radii values as costs to skeleton links,
the venous links have higher costs than the rest of the structure.
Hence, we are able to extract the vein by best path calculation,
where the user has to specify the start position of the vein, while the
end position is the AVM node nAVM , which is determined automatically.
We use the Dijkstra’s shortest path algorithm [Dijkstra 59], where the
link costs are assigned from the vessel radii (larger radius value implies a
higher link cost). The calculated best path skeleton and its correspond-
ing segmentation are depicted in Fig. 6.10b and Fig. 6.10c, respectively.
The obtained results are inaccurate, both in the centerline and the seg-
mentation. This happens due to segmentation errors. The problem is
that the shortest path approach tends to shorten the highly bended parts
of the vein (because they appear as loop links in the skeleton) or pass
into the vessels “leaning” onto the vein (which the segmentation is not
able to separate).
Since the vein usually has the highest radii of all its surrounding
vessels, we need to extract links with the highest costs (corresponding
to the highest radii vessels). Also, as a part of the vein is often deeply
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Figure 6.10: Vein extraction example. (a) Blood vessel tree segmentation.
(b), (c) Best path from user selected vein start position and the corresponding
extracted segmentation do not represent the vein well. (d) The HCVM graph
for the vein. (e), (f) The resulting vein skeleton after stub link removal and the
extracted segmented region.
embedded in the AVM region, we need to work on the graph structure
instead of the skeleton. This is because the skeleton represents the whole
AVM region as a single node with its neighbors (it does not contain
the detailed structure of the AVM). On the other hand, the graph was
created from the skeletonization image and contains all of its details.
We propose a novel method for vein extraction that is similar
to ordered region merging. Our idea is to assign costs to graph vertices
based on the highest cost of their incident edges. Then we perform
the merging of the vertices with highest costs (this is also called edge
contraction). Every contracted edge is copied to the new (output) graph
that will contain the desired paths. The merged vertices form a new one
with the cost that equals the average of the merged vertices. The loop
edges created during merging will be deleted. Note that at each step
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Figure 6.11: Block diagram of the proposed highest cost vertex merging
(HCVM) method.
we merge only the vertex with the highest cost with its highest cost
adjacent vertex. This way the processed graph will shrink, while the
output graph will grow until a single vertex remains in the processed
graph. The resulting graph will contain the paths with the highest
costs, while all irrelevant low cost edges (which mostly correspond to
segmentation error) will be removed. The vein can ﬁnally be extracted
by shortest path calculation applied to the newly generated graph. We
call this approach the highest cost vertex merging (HCVM) procedure.
The block diagram of the proposed algorithm is shown in
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Figure 6.12: Highest cost vertex merging (HCVM) example. In the ﬁrst step
each vertex is assigned the highest cost of its incident edges. In each iteration
the vertices with the highest costs are merged (through the highest cost edge,
in case more edges between the vertices exist). Loop edges are discarded. The
algorithm stops when all edges are incident to a single vertex.
Fig. 6.11. The algorithm starts by assigning each edge a cost equal
to the maximum radius of the corresponding vessel (this information is
acquired by radii measurements in the segmented image). The initial
vertex cost is assigned as the maximum cost of all of its incident edges.
Vertex costs are used to deﬁne the order in which the vertex merging will
be performed, where the priority is given to higher costs. In the second
step of the algorithm we check if all graph edges are connected to a single
vertex and we repeat the rest of the algorithm while this condition is not
fulﬁlled. The algorithm searches for a vertex with the highest cost (if
multiple vertices exist, we select the one that has a neighboring vertex
with the highest cost). The selected vertex and its neighboring vertex
with the highest cost will be merged into a single new vertex and the
edge connecting them is copied into the resulting graph. We denote the
output graph of the vertex merging operation as G′ = (V ′, E′):
V ′ = (V \{vi, vj}) ∪ {v′}
E′ = E\{ei,j}, (6.15)
where V ′ and E′ represent the new vertex and edge sets. Edge ei,j is
the edge with the highest cost incident to vertices vi and vj . Vertex v′ is
the vertex obtained by merging of vertices vi and vj . If multiple edges
connecting the two vertices exist, only the edge with the highest cost
is added to the output graph. Loop edges generated in the process of
merging are discarded (removed from the graph that is processed). In
this fashion we ensure that there will be a single path leading to or from
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any part of the graph. The cost of the new vertex is the average of costs
of the two merged vertices. In this fashion, if a vertex with a high cost
merges with vertices with lower costs, the cost of the resulting vertex
decreases (compared to the highest cost of the merged vertices). Thus,
the merging process may be continued at another part of the graph (on
the vertex with the currently highest cost). At the point where all the
edges are incident to a single vertex, the output graph will represent the
resulting tree.
An example of the proposed algorithm is shown in Fig. 6.12.
The ﬁrst iteration in the example shows the graph with edge costs,
from which vertex costs are assigned. The edge selected for merging is
represented with a dashed line. Note that the process of merging creates
a double edge between two vertices in the next iteration. Since these two
vertices are selected for merging, the edge that is copied to the output is
the one with the higher cost. It should also be noted that the other edge
will become a loop by the process of vertex merging, and is therefore,
removed. The merging process in the third iteration results in the graph
with edges that are all connected to the same vertex, which indicates
the end of the algorithm. The last graph in Fig. 6.12 represents the
resulting graph, which is the “backbone” tree of the graph structure. It
is composed of the edges with the highest costs. Each edge from the
original graph is either included in the resulting graph or adjacent to an
edge in it. Although we explained HCVM method on graphs, the same
principle can be applied on graph-type skeletons. The presented method
is similar to Karger’s min-cut algorithm [Karger 96] in the sense of the
vertex merging principle.
We apply the presented HCVM algorithm on the skeleton of
the segmentation in Fig. 6.10a for connecting the manually set vein seed
position and the automatically determined AVM center position. Since
the start and end vein positions (vertices) are known, we run the HCVM
algorithm until both vertices are not merged into a single one (instead
of waiting for all the vertices in the graph to merge into a single vertex).
The resulting graph is depicted in Fig. 6.10d. On the obtained graph we
could calculate the shortest path between the given positions to obtain
the vein centerline. However, that would yield a single path, while the
vein often contains branches at the AVM region. Hence, we need a
method to determine the best path together with its longest branches
(the number of these branches would be speciﬁed by the user). In order
to do this we will iteratively remove smaller branches until we are left
with the desired number of branches. This principle is called pruning.
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Figure 6.13: Stub link (node) iterative removal principle. The removal starts
from links with the lowest costs. A node is merged into its links only if it is
left with 2 links, where the new link cost equals the sum of costs of the two
merged links.
The vertex containing only one edge is called a stub vertex, and the
edge whose one vertex is a stub vertex is called a stub edge. The same
reasoning is applied to skeletons, where similarly the stub skeleton node
and the stub skeleton link are deﬁned. It should be noticed that stub
links are path dead ends. An example of pruning principle is shown
in Fig. 6.13, where the skeleton is simpliﬁed by sequential removal of
stub nodes (links), starting from the ones with the lowest costs. After
removing each stub node, the nodes that are left with only two incident
links are merged into a single link with the cost equal to the sum of the
two merging links. In this fashion, we simplify the obtained skeleton by
removing stub links until only major paths are left. The resulting order
in which links are removed makes a hierarchical skeleton. The major
paths can be deﬁned in the term of length or the user speciﬁed number
of links that need to remain. In our case we aim at delineating a single
branching of the vein, which is an input parameter to stub link removal.
However, we also leave a possibility of user adjusted number of links in
the resulting skeleton. The results of pruning the graph in Fig. 6.10d
is shown in Fig. 6.10e, which represents the vein centerline well. This
is conﬁrmed with the well extracted segmentation of the vein shown in
Fig. 6.10f.
We obtain the segmented structure of the AVM nidus by re-
moving the extracted draining vein from the complete AVM segmented
region.
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Figure 6.14: Decomposition of blood vessel phantom. First row: the vein
and the AVM phantom are combined into a single region. Second row: the
vein phantom skeleton, the skeleton after decomposition procedure and the
delineated vein region in the original phantom.
6.2.6 Extracting the feeding arteries
In this subsection we explain the principle of extracting the feeding
arteries as the last step of the block diagram in Fig. 6.1. After the
extraction of the AVM and the draining vein from the segmented image,
the remaining vessel structure represents the feeding arteries. In our
images the arteries are the vessels with the high density of contrast ﬂuid,
which yields high pixel gray values. Hence, we use the Dijkstra’s best
path algorithm on the gray value based skeleton to extract the arteries.
The user has to specify the start position of the arteries and the best
paths are calculated to the AVM vessels, which are the closest to the
nidus. Afterward, the algorithm automatically extracts the best paths
to the links of the extracted AVM skeleton. To ensure that the arteries
can also be extracted (if needed) based on their radii, we allow the use
of the HCVM algorithm for the extraction of arteries.
6.3 Results and discussion
We validate our proposed algorithm for locating and extracting the AVM
on three cases of cerebral vessels containing AVMs, where the onyx cast
images were acquired after the embolization procedure. We apply a hole
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Table 6.1: Comparisons of the ﬁlled segmented onyx cast with the ﬁlled
extracted AVM segmentation
Validation Set 1 Set 2 Set 3
Dice 0.83 0.77 0.81
Vol. % error 10 18 13
AVM location distance (pixels) 2.99 0.98 1.73
ﬁlling on the extracted AVM region and the corresponding onyx region to
suppress the inﬂuence of segmentation algorithm on obtained models (in
this fashion segmentation of the inner AVM structure does not inﬂuence
the comparison). For evaluating the obtained results we use the Dice
coeﬃcient [Dice 45], which is a set similarity measure deﬁned as twice
the ratio of the number of pixels in the intersection of two sets (set
of segmented pixels and set of ground truth pixels) and the number of
elements contained in both of them:
s(X,Y ) = 2|X ∩ Y ||X|+ |Y | . (6.16)
Besides the Dice coeﬃcient, we calculate the volume percent error and
the distance between the calculated AVM center positions. The com-
parison of the obtained results is given in Table 6.1. In each case, our
method was able to accurately determine the position of the AVM with
slightly over-estimating the AVM volume, which is needed for the vein
extraction procedure.
For validating our vein extraction algorithm we have generated
three 3-D phantom data sets. The 3-D phantom model data consists
of an AVM phantom and a vein phantom (see Fig. 6.14). The AVM
phantom is generated as a tube intertwined in a random way (with ran-
domly varying radii) to simulate the structure of the AVM nidus. The
vein phantom is constructed as a part of a binary tree with the ran-
dom branch distribution, shape and thickness. Each vein phantom was
generated to contain diﬀerent number of bifurcations (one containing a
single vessel without bifurcations, one with a single bifurcation and one
with two bifurcations). The vein model is merged with the AVM model
to obtain a single vessel tree phantom (see ﬁrst row of Fig. 6.14), which
we use in our experiments.
The obtained phantom poses a hard decomposition problem
due to a high number of intertwined vessels with similar radii values. The
last row of Fig. 6.14 shows the well extracted vein region and skeleton
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Table 6.2: Comparison of delineated and ground truth vein models (Dice
coeﬃcient) and skeletons (ratio of their lengths)
Vein phantoms Dice length ratio
Phantom 1 0,87 0.92
Phantom 2 0,84 0.86
Phantom 3 0,84 0.94
together with the vessel tree phantom. The results for the three phantom
vein models with an AVM are given in Table 6.2. High Dice coeﬃcient
values indicate high accuracy of our decomposition method. The second
column of the Table 6.2 represents the ratio of lengths of delineated vein
skeleton and ground truth vein skeleton. The obtained ratios indicate a
high accuracy in vessel length calculation.
An advantage of our proposed method is that it is applicable
in combination with any (suﬃciently good) segmentation algorithm. To
demonstrate the robustness of our AVM and vein extraction approach,
we perform the AVM decomposition on real CTA data set segmented
using three diﬀerent segmentation algorithms: thresholding, Curve Evo-
lution for Vessel Segmentation (CURVES) [Lorigo 01] and projection
based segmentation [Babin 11c]. The results of this comparison are
given in Table 6.3. Firstly, we compare the Dice coeﬃcients for the
segmentation of the whole blood vessel tree and extracted AVM and
vein using the listed segmentation algorithms. In each case high Dice
coeﬃcients were obtained, where the lowest values correspond to cases
when the whole blood vessel tree segmentations are compared, which is
expected. Secondly, the volume relative error comparison shows fairly
good results, with the highest values in case the whole blood vessel tree
segmentations are compared, which is in accordance with the Dice co-
eﬃcient comparisons. Finally, the distance between the AVM centers is
very low, showing the high accuracy of AVM locating method.
We compared our method for vein delineation with a centerline
extraction method in Vascular Modeling Toolkit (VMTK) [Antiga 06,
Piccinelli 09] and a vessel tracking tool [Jackowski 05] using vesselness
measure [Qian 09] in BioImage Suite [Papademetris 06]. The extracted
AVM region using our proposed algorithm is shown in Fig. 6.15a, where
an expert indicated the most probable path of the draining vein. The
vessel tracking tool needed multiple seed points for the vein extraction
shown in Fig. 6.15b. Centerlines were computed by selecting seed points
in the vein and multiple feeding arteries. Ideally, the result should show
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Table 6.3: Analysis of extracted vein and AVM regions for CURVES (C),
projections (P) and threshold (T) based segmentation
Robustness T&C C&P P&T
Dice whole 0.874 0.829 0.848
Dice vein 0.933 0.899 0.909
Dice AVM 0.942 0.911 0.918
Vol % err. whole 6.99 18.06 31.22
Vol % err. vein 2.34 5.44 3.33
Vol % err. AVM 2.97 14.37 13.41
AVM center dist. 0.308 0.737 0.338
Figure 6.15: Comparisons of the draining vein centerline calculation algo-
rithms. (a) Extracted AVM region with vein path indicated by an arrow, drawn
by an expert. (b) Centerlines of vessel tracking algorithm [Jackowski 05] using
a vesselness measure [Qian 09]. The vein is shorter than expected. (c) VMTK
centerlines [Antiga 06,Piccinelli 09] are also shorter than they should be. (b)
Our proposed method delineates the vein very well, with detailed representa-
tion including vein bifurcations.
correct venous centerlines with the connection to the arteries (a similar
principle is usually used when aneurysm delineation is performed). How-
ever, the obtained centerlines using vessel tracking tool do not follow the
correct vein path, which is clear when compared to expert drawn cen-
terline in Fig. 6.15a. VMTK centerline extraction yields similar results
(see Fig. 6.15c), although with a higher accuracy than the vessel track-
ing approach. The result of our vein delineation method (Fig. 6.15d) is
more accurate than the others and is the only one that reveals the vein
bifurcation.
The strength of our approach for locating the AVM and its
decomposition comes from the ordered skeletonization and the graph-
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Figure 6.16: Comparison of diﬀerent skeletonization techniques in combi-
nation with our AVM locating and extraction step. (a) Segmented blood
vessels. (b) Result of the [Gerig 93] skeletonization method (from Slicer3D
image processing application [Pieper 04, Pieper 06]) with extracted AVM. (c)
Result of the [Lee 94] skeletonization method (from Fiji image processing ap-
plication [Schindelin 12]) with extracted AVM. (d) The result of our proposed
skeletonization. We observe that our skeleton creation method was able to lo-
cate the AVM for any presented skeletonization method. However, the entire
AVM region was extracted only for our proposed algorithm.
based skeleton creation principle. The pixel redundancy rule in our
skeletonization is highly sensitive to inhomogeneities in pixel gray val-
ues, where each of smaller variations is considered as a cavity in ordered
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Figure 6.17: Delineation result of a real cerebral 3-D CTA data set. The vein
skeleton and segmented region are colored blue, the feeding arteries are red
and the nidus is green. The AVM structure is clearly delineated into details.
The obtained delineation allows the surgeon to separately visualize appropriate
vessels to obtain a better view of the AVM structure.
skeletonization process. Hence, the resulting skeletonization image con-
tains a lot of cavities itself, which are turned into a single node using
our skeleton creation principle. This allows us to easily identify the re-
gion with the highest amount of cavities. To illustrate the strength of
our skeletonization method, we use diﬀerent skeletonization methods in
combination with our AVM extraction step (see Fig. 6.16). The result
of [Gerig 93] in Fig. 6.16b, shows that the location of the AVM was
accurately determined, but the AVM extraction is not correct (only a
small part of the nidus is extracted). Similarly, the method of [Lee 94]
under-determines the AVM region (Fig. 6.16c). On the other hand,
our proposed skeletonization accurately locates and extracts the AVM
(Fig. 6.16d).
The result of AVM vessel classiﬁcation is shown in Fig. 6.17
with close-up on AVM in Fig. 6.18. The obtained skeleton results show
good correspondence to the real vessel anatomy, while clearly delineating
160 Skeletonization
Figure 6.18: Close-up of AVM decomposition result. The veins are colored
blue, the arteries are red and the nidus is green. The AVM structure is decom-
posed into details.
the main vessels of the AVM. The presented method is automatic, with
little user interaction required. The algorithm needs about 6 minutes to
execute on a 2.2 GHz processor.
6.4 Conclusion
We designed an eﬀective inner AVM decomposition method based on the
ordered skeletonization principle. We introduced an advanced method of
proﬁle volume calculation to obtain a higher accuracy of ordered skele-
tonization in terms of structure representation. Moreover, we described
an approach for creating a graph-type skeleton structure from skele-
tonized images and use it to extract main AVM vessels. Using the pro-
posed skeleton structures, we introduced a new method for automatic
AVM detection and extraction. In order to extract the draining vein, we
designed methods for determining the highest cost path in the skeleton
graph and a stub link removal principle. Based on the delineated nidus
and the draining vein, feeding arteries were extracted from the remaining
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part of the data set by the best path calculation. The AVM detection
and extraction method was validated on real 3-D CTA data sets of cere-
bral vessels with the scan of onyx cast after embolization procedure. In
each case the AVM position was accurately determined, with the well ex-
tracted region of the AVM. We evaluated the vein extraction algorithm
on the three 3-D phantom data sets representing the vein and the AVM
region merged together into a single region. The obtained high Dice
coeﬃcient values indicate high accuracy of our proposed algorithm. We
demonstrated the robustness of our algorithm on segmentation methods,
by applying it to various segmentation results. The designed application
requires little manual intervention to perform delineation. This work is
published in [Babin 08] and has also been submitted to an international
journal [Babin 13c] and conference [Babin 14].
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7
Pulse Wave Velocity
Calculation
In previous chapters we have introduced segmentation and skeletoniza-
tion techniques for analysis of vascular images. In this chapter we com-
bine and modify these methods with the goal to create an application
for estimating aortic stiﬀness. The aortic stiﬀness has proven to be an
important diagnostic and prognostic factor of many cardiovascular dis-
eases, as well as an estimate of overall cardiovascular health. Pulse wave
velocity (PWV) represents a good measure of the aortic stiﬀness, while
the aortic distensibility is used as an aortic elasticity index. Obtaining
the PWV and the aortic distensibility from magnetic resonance imaging
(MRI) data requires diverse segmentation tasks, namely the extraction
of the aortic centerline and the segmentation of aortic regions, combined
with signal processing methods for the analysis of the pulse wave. In
this chapter we present a novel robust segmentation technique for the
PWV and aortic distensibility calculation as a complete image process-
ing toolbox. We introduce a novel graph-based method for the centerline
extraction of a thoraco-abdominal aorta for the length calculation from
3-D MRI data, robust to artifacts and noise. Moreover, we design a
new projection-based segmentation method for transverse aortic region
delineation in cardiac magnetic resonance (CMR) images that is robust
to high presence of phase-encoded motion artifacts. Finally, we propose
a novel method for analysis of velocity curves in order to obtain pulse
wave propagation times. In our study non-contrasted MRI images of
abdomen were used in healthy volunteers (22 data sets) for the sake
of non-invasive analysis and contrasted magnetic resonance (MR) im-
ages were used for the aortic examination of Marfan syndrome patients
(8 data sets). In order to validate the proposed method we compare
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the obtained results with manually determined aortic centerlines and a
region segmentation by an expert, while the results of the PWV mea-
surement were compared to a validated software (LUMC, Leiden, the
Netherlands). The obtained results show high correctness and eﬀective-
ness of our method for the aortic PWV and distensibility calculation.
7.1 Introduction
Aortic stiﬀness is an important factor in estimating the cardiovascular
risk in several disease conditions. The pulse wave velocity (PWV) is
a good indicator of the aortic stiﬀness in patients with hypertension
[Brandts 09], Marfan syndrome [Groenink 98, Kröner 12], Metabolic
syndrome [Roes 08], Diabetes [van Elderen 11], etc. The PWV is a car-
diovascular parameter which is intensively studied [Hirata 06] both in
humans and animals [Wang 00]. Aortic PWV is a strong predictor of
cardiovascular events and all-cause mortality [Vlachopoulos 10]. The
PWV is measured using various techniques [Ibrahim 10,Gatehouse 05].
The main idea behind the PWV calculation is to track the propagation
of the pulse wave from the ascending level of the aorta to its abdominal
level in order to obtain the transition speed. Another way to estimate
the aortic stiﬀness is to calculate the aortic distensibility (the extent to
which the aortic wall is stretched under a given pressure condition).
We classify approaches for the PWV measurement into three
categories: the blood pressure, ultrasound Doppler and magnetic reso-
nance (MR) techniques. The blood pressure PWV analysis is done us-
ing a cuﬀ sphygmomanometer on a peripheral limb, where the measured
values reﬂect the pressure throughout the arterial tree in large conduit
arteries. The commercially available hardware (TensioClinic Arterio-
graph) [Horváth 10] uses the time interval between the pulse wave (the
early systolic peak) and its reﬂection from the abdominal aortic bifur-
cation (the late systolic peak). However, the PWV values are obtained
using an estimate of the aortic length between the jugulum and the
symphysis, which introduces inaccuracies in measurements. The pulsed
wave (PW) ultrasound Doppler hardware (e.g. Siemens, Philips) uses
the Doppler eﬀect to determine the transition time of the pulse wave in
the aorta. However, the length of the aorta still needs to be estimated,
resulting in a lower accuracy of the PWV measures. The same approach
is taken if a heart sound sensor is used.
Various approaches exist to PWV calculation using MR images.
The transit time (TT) approach requires modulus and phase-contrast
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images at various aortic levels to calculate the velocity curves and a
whole MR abdomen and thorax image to calculate aortic lengths be-
tween the given levels. The PWV is calculated as the speed of wave
propagation. Often only two cross-sectional slices are required for cal-
culating the velocity wave proﬁles, where the aortic length is measured
from an oblique sagittal slice. The time interval between pulse wave
is often determined by the “foot” of the wave curve [Boese 00]. Al-
gorithms based on ﬁnding the maximum (or the minimum) velocity of
the pulse wave depend on the assumption that the sampling rate at
which the images were taken is suﬃciently high to accurately capture
the peak of the wave. Similar approach is to deﬁne the wave arrival
moment as the time instant in which the wave reaches its mid-range
value (the average of the minimum and the maximum value). The ﬂow
area (QA) approach [Vulliémoz 02] uses one data set at one site across
the aorta (cross-sectional through-plane velocity encoding), where the
aortic area is acquired from magnitude images and the ﬂow from phase-
contrast images. The PWV is estimated as the ratio of diﬀerence in
the total (the maximum and the minimum) ﬂow and diﬀerence in the
total area at early systole. The extension to TT approach is a mul-
tisite method that uses a single para-sagittal slice of aorta, which al-
lows for obtaining ﬂow waveforms at multiple locations along the aorta.
The multisite method [Giri 07] uses the maximum velocity change (at
a single cross section) to deﬁne the arrival moment of the pulse (at the
given cross section). The cross-correlation (XC) approach [Fielden 08]
is a multisite method that uses cross-correlation to determine the time
interval between ﬂow waves at diﬀerent locations along the aorta. A
ﬂow-sensitive 4D MRI approach for PWV measurements has also been
proposed [Markl 10]. An axial velocity proﬁle method for estimating the
PWV of the descending aorta was developed in [Yu 06], which allows vi-
sualization of the pulse wave propagation. Apart from these, methods
based on deformable surfaces are applied to the segmentation of modulus
images for an aortic distensibility calculation [Herment 10]. The com-
parison of MR PWV calculation approaches was done in [Ibrahim 10]
and concluded that TT and XC methods result in a closer and a more
reproducible aortic PWV measurement than in the QA method.
The main idea of our approach is to design a complete PWV
analysis software tool for subjects scanned without injection of contrast
agent (for aorta check-up purposes), as well as for patients (studied
with contrasted images). In our case, the non-contrast enhanced MR
approach results in “black-blood” images (the aorta appears as a black
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blood vessel). This poses a much harder segmentation problem due to
the fact that the structures surrounding the aorta appear in the same
range of (low) gray values (lungs, veins and heart), with low visibility
of separating tissues.
The current reviews on vessel extraction techniques [Kirbas 04,
Lesage 09] show a wide variety of segmentation methods developed for
angiographic vessel images. The work of [Zhao 09] combines level-
set and optimal surface segmentation algorithms. The aortic seg-
mentation based on robust machine learning algorithms is proposed
in [Vitanovski 12] to estimate the personalized aortic model parameters.
The work of [Tek 05] describes the segmentation of the aortic wall by
detecting the edges along 1-D rays in multiple scales using mean shift
analysis and combining them using the properties of mean-shift clus-
tering. “Black-blood” vessel extraction methods show good results on
segmenting the vessel wall, usually with some user interaction needed.
A semi-automatic method is described in [Ladak 01], where the discrete
dynamic contour is approximately initialized, deformed to the inner ves-
sel boundary, dilated, and ﬁnally deformed to the outer vessel boundary.
The method of [Rueckert 97] uses deformable models in combination
with the Markov Random Field framework. For segmenting low qual-
ity MRI images we developed a multiscale method [Babin 09b] robust
enough to deal with slice discontinuities and blood ﬂow artifacts. How-
ever, the mentioned method is not fast enough. Most common methods
for the segmentation of the abdominal aorta are methods for segmenting
aortic aneurysms, which work on angiographic images of much higher
quality than in our case. The methods based on gradients and ves-
sel unwrapping [Wang 04] need ﬁne parameter tuning to surpass image
discontinuities and avoid connecting unrelated tissues in MRI images,
where diﬀerent regions of the aorta might need to be segmented sep-
arately with diﬀerent parameters. The existence of discontinuities of
aortic regions in neighboring slices is also a problem these methods are
not able to cope with.
In this chapter we propose novel and robust segmentation meth-
ods for the PWV measurement. First, we propose a novel method for
extracting the centerline of the abdominal aorta in contrasted and black-
blood MR images by combining graphs and our previous work on mul-
tiscale proﬁling in Chapter 4. The main novelty of this approach is the
eﬃcient method for creating the image subsampling grid (graph), which
allows a fast and robust centerline extraction. Next, we introduce a
method for the segmentation of the aortic region in modulus CMR im-
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ages by selection of candidate regions obtained using projections (based
on line-shaped proﬁles in Chapter 5). The main idea of this approach is
to apply various operators on images to obtain a range of segmentation
candidates. The best candidate is chosen as the ﬁnal segmentation based
on the circularity (roundness) and the size of the aortic region. Finally,
we propose a novel method for the analysis of the pulse wave by taking
into account its steepest slopes and deformation over time. In order
to validate our algorithm, we compare our results to the results of al-
ready validated method for pulse wave analysis using the QFlow package
for analysis of phase-contrast images and an in-house developed PWV
tool [van der Geest 98, Grotenhuis 09,Westenberg 10] (LUMC, Leiden,
the Netherlands). The results of our method show good correspondence
to the PWV results obtained by the validated method, both for data
sets of healthy volunteers and Marfan syndrome patients. However,
unlike the LUMC and QFlow software combination, our method (and
application) an integrated image and signal processing toolbox that al-
lows processing of black-blood MR images and robust pulse wave curve
analysis.
The chapter is organized as follows. In Section 7.2, we explain
the proposed method. In subsections we describe the used data sets, the
centerline extraction and the modulus image segmentation. We com-
plete the section by proposing a novel algorithm for pulse wave analysis.
In Section 7.3, we present and validate the results of our proposed algo-
rithm. Section 7.4 concludes this work.
7.2 Materials and methods
7.2.1 Problem definition and data sets
The data sets for the PWV calculation consist of a 3-D MRI image
(as a series of 2-D slices) of an abdomen and an arbitrary number of
CMR series of modulus and phase-contrast images at diﬀerent aortic
levels. In our case, the CMR images were acquired at four diﬀerent aor-
tic positions: ascending, descending, diaphragmal and abdominal levels
(see Fig. 7.1). Fast imaging with steady-state free precession (True-
FISP) modulus images are acquired as a retrospective electrocardiogram
(ECG) gated scan with reconstruction of 40 images per RR-interval,
slice thickness 6mm, repetition time (TR) 26ms, echo time (TE) 1ms,
ﬂip angle (FA) 80o, ﬁeld of view (FOV) 240mm×320mm and matrix
size 192×256 pixels adjusted to body habitus to avoid ghosting artifacts.
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Figure 7.1: The 3-D HASTE MRI data set of a healthy volunteer (“black-
blood” images) with marked cardiac axes at the ascending, descending, di-
aphragmal and abdominal level. At each level the modulus images need to be
segmented and used as a mask for velocity calculation on phase-contrast images
in order to obtain the pulse wave.
Fast Low Angle Shot (FLASH) 2-D phase-contrast images were acquired
as a retrospective ECG gated scan with reconstruction of 40 images per
RR interval, slice thickness 6mm, TR=61ms, TE=3ms, FA=30o, ve-
locity encoding (VENC) of 150cm/s, where the matrix size and slice
position were adjusted to the TrueFISP image allowing their mapping.
Phase-encoded motion artifacts appear as bright noise or repeating den-
sities oriented in the phase direction. They occur as the results of motion
(e.g. arterial pulsations, swallowing, breathing, peristalsis and physical
movement of a patient) during image acquisition. In our case phase-
encoded motion artifacts are visible in modulus images at the ascending
level of the aorta inﬂuencing up to 20% of the sequence. For this reason
we need a robust method for the modulus image segmentation.
The main idea of our research is to develop an image processing
toolkit for the PWV calculation for contrast enhanced or non-contrast
enhanced MRI images. Hence, the experiments are conducted on the
images of healthy volunteers (22 data sets) and Marfan syndrome pa-
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Figure 7.2: A Marfan Syndrome patient data set. Left: the 3-D FLASH
MR data set of a patient obtained by subtracting the contrast-enhanced data
set with the non-contrast enhanced image. Right: a modulus image and its
corresponding phase-contrast CMR image at the diaphragmal aortic level.
tients (8 data sets) obtained from the Ghent University Hospital (UZ
Gent). The 3-D MR images of healthy volunteers were acquired using
the Half Fourier Acquisition Single Shot Turbo Spin Echo (HASTE,
properties: slice thickness 6mm, TR=700ms, TE=26ms, FA=160o,
FOV=233mm×340mm and a matrix of 176×256 pixels adjusted to a
body habitus) technique on a 1.5T scanner using a high inter-slice
spacing of 6.6mm without injected contrast agent, yielding low quality
“black-blood” images (see Fig. 7.1). The black-blood aorta images pose
a hard segmentation problem due to unclear boundaries between the
aorta and surrounding organs (veins, heart and lungs). However, the
advantage of such scanning process is the increased acquisition speed
with a non-invasive approach. The 3-D MR images of patients were ob-
tained using Fast Low Angle Shot (FLASH, properties: slice thickness
0.9mm, TR=3.8ms, TE=1.3ms, FA=20o and a matrix of 288×384 pixels
adjusted to body habitus) technique on a 1.5T scanner by subtracting
the contrast-enhanced data set with the non-contrasted scan in order to
obtain clear images of an aorta as shown in Fig. 7.2. All the subject
gave their consent to their inclusion in this study.
Fig. 7.3 shows the block diagram of our proposed algorithm
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Figure 7.3: Block diagram of the proposed algorithm.
decomposed into three major parts representing the main contributions
of this chapter. The left column represents the centerline extraction
algorithm, the central column shows the algorithm for segmenting mod-
ulus CMR images, while the column on the right represents the pulse
wave analysis method. The PWV is measured by “tracking” the prop-
agation of the pulse wave from the ascending level to the abdominal
level to determine the transition time. For this the aortic region in the
modulus images is segmented and the obtained result is used as a mask
for the mean velocity calculation in phase-contrast images as depicted
in Fig. 7.1. The length of the aorta between each of the levels is ob-
tained by extracting the centerline from 3-D MRI images and is used in
combination with the obtained propagation time intervals to obtain the
speed of the pulse wave, which is the PWV. Another important param-
eter is the distensibility of the aortic wall, which is represented through
the maximum, minimum and average circumference of the aortic wall
calculated for each aortic level.
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Figure 7.4: Artifacts found in “black-blood” MRI images are marked in red.
Left: the aorta is not visible in the transversal slice at the diaphragmal position,
right: noise in the descending aorta.
7.2.2 Aorta centerline extraction
In this subsection we describe our proposed algorithm for extracting
the centerline of the aorta, as depicted in the left column of the block
diagram in Fig. 7.3. The extraction of the aortic centerline is a nec-
essary step in PWV calculation in order to obtain the length of the
aortic vessel between the four levels of the abdominal aorta. Our goal
is to create a general algorithm applicable for both contrast-enhanced
and “black-blood” MRI images. The black blood aortic images pose a
hard segmentation problem [Babin 09b] due to their low quality with
high presence of artifacts and a high inter-slice spacing of 6.6mm (pixel
spacing is 1.32mm×1.32mm), which often causes the eﬀect of a single
object not being connected in the neighboring slices. Fig. 7.4 illustrates
artifacts found in the “black-blood” MRI data sets, where the aorta is
often not clearly visible in a number of adjacent slices due to blood ﬂow.
For this reason, the centerline extraction method has to be robust, while
requiring as little user interaction as possible.
The main idea of our approach is to build a structured grid
graph, where node and link values are sampled from the image. The
centerline of the aorta is extracted in a semi-automatic way, where the
user has to specify the start and end point of the aorta. We design our
algorithm to allow a quick examination of multiple alternative paths for
the extraction of complicated vessel structures.
7.2.2.1 Creating the sampling grid
In order to eliminate the inﬂuence of artifacts that appear in certain
slices of black-blood MRI images of abdomen we propose construction
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Figure 7.5: Illustration of a 2-D sampling grid. Left: regular grid with many
nodes placed at “invalid” (bright) regions. Nodes are repositioned in the region
deﬁned as the half of the node spacing in each direction (dashed square). Right:
repositioned nodes in the darkest regions. Links between adjacent nodes form
a grid (illustrated for a single node).
of a sampling grid that takes into account only the “valid” (since the
aorta appears dark, these are the darkest pixels in a predeﬁned neighbor-
hood) candidate pixels of the abdominal aorta. This means that nodes
of the grid will be positioned only at those pixels that have the highest
possibility of belonging to the region of the aorta in a given neighbor-
hood (e.g. in case of MRI images the aorta is dark, and therefore, the
grid nodes will be positioned at the darkest pixels of a predetermined
neighborhood). We create an initial regular structured grid (graph) of
arbitrary size, whose nodes are equally distributed with the constant
spacing in each direction (x, y and z directions). The node spacing
is determined by the user speciﬁed number of sampling nodes in each
of directions. Our experiments show that sampling grid of dimensions
25×25×25 results in the best balance of given results and required pro-
cessing times. Advantage of the sampling approach is reduced processing
times compared to techniques that process every voxel of the 3-D image.
Since the nodes in the initial grid are regularly distributed,
some of them are situated in bright regions of the MRI image, which are
not likely to be the region of the aorta. For this reason it is of interest to
move the nodes to the pixels that can be a part of the aorta. However,
in order to maintain a relatively regular distribution of the nodes in the
image, we can reposition the nodes only in the region up to the half
of the node spacing in each direction. This principle is illustrated in
Fig. 7.5 for a 2-D case. This method ensures that the nodes will not
overlap after repositioning, while we increase the possibility that they
fall in a region of the aorta. This means that our algorithm searches for
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the darkest region around each node (search areas do no overlap).
The multiscale approach to deﬁning the darkest regions was ex-
plained in detail in Chapter 4, and we use it now to reposition the nodes
to the darkest region of their neighborhood. We consider an equidistant
neighborhood (that is a ring-shaped structuring element) of a pixel. We
use the mean operator to estimate the “darkness” of the neighborhood.
This is the principle of spherical means in equation (4.2). The darkness
of the pixel p with respect to its neighborhood is the proﬁle measure
ρ(p) deﬁned in Deﬁnition 1 of Chapter 4.
Finally, we deﬁne the position of the darkest region as the po-
sition of the pixel with the gray value belonging to the lowest 10% of
all searched values in the given node area, which has the highest trans-
formed value ρ(p), as deﬁned in Deﬁnition 1. In this fashion we combine
the pixel intensities with the range of inﬂuence of their neighborhoods,
which constitutes valid candidate positions of the aorta. When the po-
sition of the darkest region for a given node is located, the node of the
grid is moved to the found position. In this fashion, we reposition all the
nodes to the darkest regions while making sure that the nodes do not
overlap. We ﬁnalize the grid construction by entering costs for the links
connecting each node to its six closest neighbors from the initial grid.
The cost of a link c(l) is calculated as the average of all the pixel gray
values belonging to the line segment set L connecting the two nodes of
the link:
c(l) = 1|L|
∑
p∈L
g(p), (7.1)
where g(p) represents the gray value of the pixel p. Fig. 7.6(a) shows
the modiﬁed grid of size 25×25×25, where the red color indicates higher
link values and blue indicates lower link values.
7.2.2.2 Centerline extraction
The centerline extraction algorithm is illustrated in Fig. 7.6. In order for
the centerline to be extracted, the user must specify the start and the end
position of the desired centerline path. These positions are entered into
the existing sampling grid as new nodes, which we connect with their
closest six neighboring nodes and enter their link costs as described by
(7.1). We use the link costs of the sampling grid to converge the graph
using Dijkstra’s shortest path algorithm [Dijkstra 59] with respect to
the entered start and end nodes separately. This means that each of the
nodes contains the shortest distance and path to both the user selected
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Figure 7.6: Illustration of the sampling skeleton grid construction and the
centerline extraction. (a) Left: the ﬁnal sampling grid, center: calculated
(intermediate) best path, right: the aortic centerline (smoothed best path).
(b) Extracted centerlines from the Marfan syndrome patient data set.
start and end node. In this fashion, the ﬁnal metric for each of the nodes
m(n) is calculated as the sum of distances from both the start and end
node:
m(n) = d(n, nstart) + d(n, nend), (7.2)
where d(n1, n2) represents shortest path between the given nodes (ob-
tained using the Dijkstra’s shortest path algorithm). All distinct paths
between the start and end nodes are calculated by going through all grid
nodes and extracting paths to start and end node while keeping track
which paths have already been considered. In order to obtain only dis-
tinct paths, nodes that are a part of already found paths are not taken
into account. The found distinct paths are sorted based on the calcu-
lated path distances. Finally, the obtained paths are smoothed as shown
in Fig. 7.6(a). Fig. 7.6(b) shows an extracted centerline for a Marfan
syndrome patient where contrast enhanced MR images were used.
We designed our algorithm in such way that it can be used with
a predeﬁned aortic model (given as a calculated centerline). In this case
each link in the sampling grid is compared to the corresponding link on
the predeﬁned aortic path (model). The corresponding link in the model
is determined by projecting the point situated at the middle of the link
(when considered as a line segment) to the links (line segments) of the
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predeﬁned model. The corresponding link is the one where the projec-
tion falls on the link line segment while having the shortest distance from
the given (original) link line segment. This way the directions of the link
l and its corresponding link on the predeﬁned model lS are compared
and used as a weighting factor w(l; lS) for link costs:
w(l; lS) = 1− cos(α(l, lS)), (7.3)
where α(l, lS) denotes the angle between the link l and its corresponding
link in the model lS . In this case, the link cost is:
cw(l) = w(l; lS)c(l). (7.4)
It should be noted that in the case of contrast enhanced images, the
priority will be given to brighter pixels and image regions, unlike in
the case of “black-blood” images, where the priority is assigned to dark
regions of the image.
The ﬁrst column of the block diagram in Fig. 7.3 shows the im-
plementation of our proposed robust aorta centerline extraction method
by creating the sampling grid using image characteristic values. The
default size of the sampling graph is set to 25×25×25 nodes, although
the user can specify the sampling grid of any dimensions. The user is
required to manually select the start and end positions of the aorta, af-
ter which the sampling graph is created and the best path is extracted.
We implement our application in such a way that the user can select
the best centerline out of all calculated found paths (however, in 80% of
cases, the automatically selected path is the optimal one).
7.2.3 Segmenting modulus images
This subsection describes our proposed algorithm for the segmentation
of modulus CMR images, as presented in the middle column of the
block diagram in Fig. 7.3. The aorta does not signiﬁcantly change its
position or shape throughout the time sequence. Although this fact can
be used for the delineation of the aortic region, the exact segmentation
of the aortic wall is a hard segmentation problem due to phase-encoded
motion artifacts (see Fig. 7.7). Hence, we propose a robust segmentation
method using line-shaped proﬁles explained in Chapter 5. The idea
is to process the images with diﬀerent second order proﬁle operators
(equation (5.3)) and to obtain a segmentation for each of these operators
(5.5), which yields a multitude of candidate segmentations. To select the
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Figure 7.7: Modulus images of the ascending aorta aﬀected by phase-encoded
motion artifacts (rectangle). Only two directions of line-shaped structuring
elements are used for the segmentation (arrows).
best segmentation candidate, we will introduce here the “higher level”
algorithm that performs this selection.
As each proﬁle operator produces a diﬀerent segmentation can-
didate, the ﬁnal result is obtained by selecting the most round and large
enough candidate region. The region is a connected component in the
segmented image, which is deﬁned by a seed point generated from the
intersection of the calculated aortic centerline and the image plane (po-
sitioned in 3-D space). The advantage of this approach is that the seg-
mentation method is not constrained by an assigned predeﬁned shape
of the aorta. Instead, our algorithm is capable of segmenting various
aortic shapes by generating candidate regions, from which the most ap-
propriate aortic region is later selected. Since the TrueFISP images have
clearly diﬀering vessel regions in comparison to surrounding tissues, we
use only two directions of line-shaped SEs, as illustrated in Fig. 7.7.
The user speciﬁed seed point is required only in case all data sets are
being processed in parallel. Otherwise, the calculated centerline is used
for the seed point initialization. To insure the smoothness of the ﬁnal
segmentation, morphological opening of the whole segmented volume is
performed after the candidate selection. Segmented TrueFISP images
are depicted in Fig. 7.8, where the segmented modulus sequence is repre-
sented as a 3-D volume, enabling us to easily observe the evolution and
movement of the aortic wall at the given level over time. From the seg-
mented aorta the aortic distensibility can be calculated using measured
diﬀerence in the maximum and minimum aortic area and by a remotely
controlled sphygmomanometer used to measure blood pressure during
each of the TrueFISP scans.
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Figure 7.8: Segmented regions of the ascending and descending aorta on a
single TrueFISP data set, where the models represent the variation of a 2-D
region over time. The ascending aortic region varies in position and area, while
the descending aorta has only a small variation in its area.
Optionally, the region of interest can be deﬁned to limit the
volume of the image processed by our algorithm. The default value of
the ROI is set to 50mm, which is higher than the normal diameter of
the aorta, insuring that the region of the aorta falls inside the ROI.
7.2.4 Pulse wave propagation
The method described in this subsection is represented as the right col-
umn of the block diagram in Fig. 7.3. After the successful segmenta-
tion of modulus images, we calculate the pulse wave for each of the
aortic positions as an average value of pixels of phase-contrast images
masked by the corresponding segmented modulus regions (see Fig. 7.1).
In our case the pulse wave consist of 40 samples for each aortic position
(forty 2-D slices of CMR images), as depicted in Fig. 7.9, where full
lines represent pulse waves at the ascending, descending, diaphragmal
and abdominal position. It should be noticed that diﬀerent time inter-
vals exist between the observed pulse waves, which will (in combination
with calculated lengths of the aorta) deﬁne the speed of the pulse wave
(the pulse wave velocity). During the transition the pulse wave is de-
formed [Westenberg 98] (e.g. compare the ascending and the abdominal
wave in Fig. 7.9), which raises a question on how to determine the exact
moment when the wave passes through a given aortic position.
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Figure 7.9: The pulse wave propagation. Full lines represent pulse waves and
dashed lines their corresponding impulse representations. The time interval
between the pulse waves is calculated as the time interval between the start of
the ﬁrst slopes of their corresponding impulses.
We will now examine existing algorithms for pulse wave analy-
sis, which determine the time interval between the deformed pulse waves.
Algorithms based on ﬁnding the maximum (or the minimum) velocity
of the pulse wave depend on the assumption that the sampling rate at
which the images were taken is suﬃciently high to accurately capture
the peak of the wave. However, this assumption is not always fulﬁlled,
which can lead to inaccurate results. Similar approach is to deﬁne the
wave arrival moment as the time instant in which the wave reaches its
mid-range value (the average of the minimum and the maximum value).
Besides requiring the suﬃcient sampling rate to accurately determine
the extreme positions of the wave, this approach can be inﬂuenced by
turbulence in the aorta, which produces strange wave shapes and cor-
rupts real extremes of the pulse wave. The experience has shown that
the steepest slopes (especially, the upslope) are the wave characteris-
tics that are the least inﬂuenced by the wave deformation [Dogui 11],
resulting in the impulse representation of the pulse wave. The impulse
representation can be intuitively deﬁned as an impulse that best illus-
trates the start and end of the pulse wave, consisting of steepest slopes
and a constant “base” value, where the intersection of the steepest slope
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Figure 7.10: The impulse representation of the pulse wave. The wave mini-
mum value m, the steepest slopes (s1 and s2) and their intersections M1 and
M2 are determined. The base value b is the average of all samples outside the
range of projected intersections (tM1 and tM2). The impulse start instance B1
is determined by an intersection of the ﬁrst steepest slope s1 and the base value
b.
and the base value deﬁnes the starting point of the impulse (see Fig. 7.9).
Obviously, the impulse start instant depends on the calculation of the
base value, for which various approaches exist (e.g. some methods take
the median value of the whole pulse wave or the average of a predeﬁned
number of its last samples). However, the listed approaches often highly
depend on the number of total samples or the number of samples taken
into account.
We propose a new approach to calculate the arrival time of the
pulse wave. Our method uses the steepest slopes and introduces a novel
approach for determining the base of the impulse representation. The
steepest slopes are determined as the largest diﬀerence in consecutive
wave values for the rising and the falling edge. We deﬁne the base of
the impulse representation as the average value of all wave samples that
do not belong to the range of the slopes, determined by intersections
of the steepest slopes with the wave minimum (or the maximum) value
(see Fig. 7.10). The algorithm starts by calculating the steepest slopes
s1, s2 and the wave minimum value m. The average of all samples that
are not in the interval of projected intersections of steepest slopes and
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Figure 7.11: The segmentation and aortic centerline extraction of the HASTE
MRI data. (a) MiaLite [Wang 11] (b) ITK-SNAP [Yushkevich 06], (c) robust
statistics driven active contours from 3D Slicer [Gao 12], (d) our proposed
centerline extraction method.
minimum value on the x axis (tM1 and tM2) are used to obtain the
base value b. The intersection of the ﬁrst steepest slope s1 and the base
value b determines the impulse start instant B1. Fig. 7.9 shows the ob-
tained pulse waves at diﬀerent aortic positions and their corresponding
impulse representations. The time interval needed for the pulse wave to
pass from one aortic position to another is determined as a time shift
between the impulse representations of the corresponding pulse waves.
A good property of our approach is its invariance to the number of wave
samples, constituting a robust method for creating impulse representa-
tions. Another advantage of this method is that it uses both steepest
slopes in the calculation, thus taking into account the deformation of
the pulse wave during transition.
The last step of our proposed algorithm calculates the PWV
values from obtained time intervals and lengths of aortic segments.
7.3 Results and discussion
In order to demonstrate the need for a robust centerline extraction
method for HASTE MRI images, we compare the obtained centerline
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with the results of various aorta segmentation methods, as shown in
Fig. 7.11. The method of [Wang 11] (MiaLite application) is optimized
for the segmentation of the abdominal aorta and uses a modiﬁed sparse
ﬁeld level set method, with a periodic monotonic speed function, re-
sulting in coherent propagation of the contour boundary. Although
the method is fast, the results are not satisfactory even with select-
ing six seed and blocking points. The resulting segmented aortic region
is either not connected (see Fig. 7.11(a)) or “leaks” into neighboring
regions. The ITK-SNAP application [Yushkevich 06] implements two
well-known 3-D active contour segmentation methods: Geodesic Active
Contours [Caselles 95] and Region Competition [Zhu 96]. The segmen-
tation result obtained using ITK-SNAP in Fig. 7.11(b), shows an incom-
plete segmentation result of the aorta, although six seed points have been
placed to cover each aortic region. Setting higher parameters for contour
boundary movement created “leakages” (although smoothness parame-
ter was increased to prevent leaking). The method of [Gao 12] (imple-
mented in 3D Slicer) uses seed points to extract the local robust statistics
to describe the object features. It evolves several active contours simul-
taneously with their interactions being motivated by the principles of
action and reaction. With this principle the contours interact and con-
verge to equilibrium at the desired positions of multiple objects. The
segmentation result of this method depicted in Fig. 7.11(c), shows rela-
tively small “leak” regions (however, the leak regions are large enough to
inﬂuence accurate centerline calculation), where six seed points and ﬁne
contour parameter tuning were needed to obtain the segmentation. None
of the described segmentation methods yield suﬃciently good segmen-
tation result for an accurate centerline extraction. Finally, Fig. 7.11(d)
shows the aortic centerline extracted using our proposed method. The
centerline is accurate due to positioning grid nodes to valid positions
and interconnecting them.
We perform a sensitivity analysis by shifting the initial sam-
pling grid by half of the grid size in x and y directions (see Fig. 7.12).
The largest obtained diﬀerence in the aortic centerline length is 5.1mm
(423.3mm compared to 428.4mm) in case the length of the whole aorta
is measured, which is small enough, proving that the suﬃciently dense
sampling grid was used.
We compare the calculated lengths between the given aortic
levels obtained using our method with the aortic lengths of manually
determined centerlines by an expert (centerlines were drawn in the 3-
D application of the Siemens MR workstation). The results presented
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Figure 7.12: The obtained centerline in case of shifting the sampling grid
by half of the grid size (red) compared with the originally obtained centerline
(green). The lengths of the shown aortic centerlines are 423.3mm and 428.4mm,
which yields the largest centerline length diﬀerence of 5.1mm.
in Table 7.1 show the average values and standard deviations for all
22 HASTE data sets. The results show good correspondence between
measured and manually determined lengths, where the highest average
diﬀerence of 7mm was obtained for the aortic segment between the de-
scending and diaphragmal aorta, while the diﬀerences in lengths of other
segments are signiﬁcantly smaller.
We compare our modulus image segmentation results with the
manually determined expert segmentation for images of the ascending
aorta where phase-encoded motion artifacts were present. For this pur-
pose we use the Dice coeﬃcient [Dice 45], deﬁned as :
s(A,B) = 2|A ∩B||A|+ |B| , (7.5)
where one set represents the set of segmented pixels and the other one
the set of ground truth pixels. The results of the comparison are given
in Table 7.2 for 8 TrueFISP data sets containing severe phase-encoded
motion artifacts in the region of the ascending aorta. High Dice coeﬃ-
cient values (all above 0.85, except one) indicate high accuracy of our
segmentation method. The radius of the aorta was estimated through
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Table 7.1: HASTE MRI centerline length comparison
Centerline lengths (mm) mean st. dev.
Asc-Desc manually det. 115.81 22.13
Asc-Desc our method 110.47 20.13
Desc-Diaph manually det. 107.13 17.08
Desc-Diaph our method 99.76 17.52
Diaph-Abd manually det. 173.22 19.23
Diaph-Abd our method 179.48 19.24
Table 7.2: The ascending level TrueFISP image segmentation under inﬂuence
of phase-encoded motion artifacts. Comparison of the Dice coeﬃcients, radii
estimated from aortic areas of expert and our segmentation and the ratios of
the given radii.
n Dice our r (mm) expert r (mm) r ratio
1. 0.91 16.43 17.79 0.92
2. 0.89 11.56 12.8 0.9
3. 0.93 15.8 16.9 0.93
4. 0.91 11.5 12.49 0.92
5. 0.64 15.17 16.62 0.91
6. 0.91 13.2 14.5 0.91
7. 0.86 11.86 13.54 0.87
8. 0.85 11.1 12.8 0.86
the calculated aortic area, where the circular aortic wall shape is as-
sumed. The radii of the aorta calculated using our proposed method
and the manual segmentation by an expert diﬀer in approximately 1mm
and the ratio of these values is almost constant in all examined cases.
This makes it possible to estimate the radius measured by an expert
by multiplying the radius value obtained using our algorithm with the
average calculated ratio that equals 0.9 (this is possible even in the case
of the lowest calculated Dice coeﬃcient, since the ratio of radii in that
case is 0.91). The aortic area and radii results obtained on the TrueFISP
images of healthy volunteers are presented in Table 7.3 for all aortic lev-
els. The results compare average values of aortic area a, circumference
c and radii estimated from the aortic area ra and circumference rc. It
should be noted that all values decrease from the ascending to the ab-
dominal level, which is in accordance with the expected results, showing
the correctness of the proposed segmentation method. The aortic region
area and radii results obtained on modulus images of Marfan syndrome
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Table 7.3: The segmentation of the aortic region for healthy volunteers. Com-
parison of measured areas, circumference and radii estimated from the area and
the circumference.
Aortic level a (mm2) c (mm) ra (mm) rc(mm)
Ascending 676.18 117.43 14.67 18.69
Descending 402.56 90.24 11.32 14.36
Diaphragmal 322.35 80.85 10.13 12.87
Abdominal 155.96 56.03 7.04 8.92
Table 7.4: The segmentation of the aortic region for Marfan syndrome pa-
tients. Comparison of measured areas, circumference and radii estimated from
the area and the circumference.
Aortic level a (mm2) c (mm) ra (mm) rc(mm)
Ascending 490.750 99.875 12.5 15.9
Descending 396.125 86.875 11.23 13.83
Diaphragmal 268.875 73.375 9.25 11.68
Abdominal 218.000 64.250 8.33 10.23
patients are presented in Table 7.4.
Finally, in order to validate the measured pulse wave velocities,
we compare our PWV results to the validated software QFlow and an
in-house developed and validated PWV calculation tool (LUMC, Leiden,
Netherlands). The aortic centerlines of healthy volunteers (black-blood
HASTE MRI images) were manually delineated by an expert in the 3-
D application of the Siemens MR workstation. The expert used a few
methods for the analysis of the pulse wave in the PWV tool application
(see Section 7.2.4) in order to obtain the most realistic values of PWV.
The comparison of obtained PWV values of 22 healthy volunteers for
diﬀerent aortic segments using the validated software and our application
are presented in Table 7.5 with scatter plots in Fig. 7.13. The comparison
of PWV results for 8 Marfan syndrome patients are presented in Table
7.6 with scatter plots in Fig. 7.14.
Our calculated PWV values correspond very well to the calcu-
lated PWV values of the validated software. Moreover, the calculated
values fall inside the range of expected values of PWV for each of the
aortic segments of healthy volunteers [Mattace-Raso 10], proving the
correctness of the proposed method. The calculated PWV values for
Marfan syndrome patients show higher values (in comparison to healthy
volunteers) in the part of the aorta between descending and diaphrag-
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Figure 7.13: Results of PWV calculations on healthy volunteers for LUMC
and our method for each of the aortic regions.
Table 7.5: Healthy volunteers PWV comparison
PWV (m/s) mean st. dev.
Asc-Desc LUMC 5.14 2.51
Asc-Desc our method 5.3 2.47
Desc-Diaph LUMC 6.92 5.55
Desc-Diaph our method 6.14 6.58
Diaph-Abd LUMC 6.71 3.69
Diaph-Abd our method 6.8 2.14
Asc-Abd LUMC 5.23 1.45
Asc-Abd our method 5.45 1.42
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Figure 7.14: Results of Marfan Syndrome PWV calculations for LUMC and
our method for each of the aortic regions.
mal level, as well as slightly higher values for the part of the aorta
between diaphragmal and abdominal level. The expected PWV values
for Marfan syndrome patients are higher than in the case of healthy vol-
unteers [Hirata 91], which again veriﬁes the correctness of the proposed
method.
To determine the pulse wave propagation times, we use impulse
representation method that takes into account both steepest slopes of
the pulse wave (see Section 7.2.4). It is well known that the downslope
(the second slope) of the pulse wave is often aﬀected by wave reﬂec-
tions. However, this does not signiﬁcantly aﬀect the impulse modeling
in our approach because the second slope of the impulse is only used to
determine the range of values that are not included for calculation of
the impulse representation base value. Independently of the quantity of
wave reﬂections, the end of the second slope always deﬁnes the range
of values where the wave goes into “relaxation”, which is an important
factor in the calculation of the impulse representation base value. The
upslope (the ﬁrst steepest slope) and the base value deﬁne the start of
the modeled impulse, where the upslope is not signiﬁcantly aﬀected by
reﬂected waves [Stevanov 01]. Hence, our proposed method of impulse
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Table 7.6: Marfan syndrome PWV comparison
PWV (m/s) mean st. dev.
Asc-Desc LUMC 5.06 1.85
Asc-Desc our method 6.3 1.34
Desc-Diaph LUMC 13.66 14.96
Desc-Diaph our method 10.99 12.47
Diaph-Abd LUMC 8.58 7.47
Diaph-Abd our method 8.26 7.23
Asc-Abd LUMC 6.37 2.2
Asc-Abd our method 6.38 2.33
modeling is robust to wave reﬂections.
In our case the TrueFISP scans use a much shorter acquisition
window than the acquisitions for phase-contrast images, which often im-
plies that lumen area in modulus images is over-estimated. This can be
observed by mapping the aortic regions of modulus images to the corre-
sponding phase-contrast images. Hence, the aortic region in TrueFISP
image needs to be slightly under-segmented (a smaller region needs to be
taken into account) in order to map well to the aortic region in the phase-
contrast image. This has been solved by our segmentation method using
projections (line-shaped SEs) with selecting the most circular aortic re-
gion candidate as the ﬁnal segmentation result (see Section 7.2.3). Due
to the radial positioning of projections (line-shaped SEs) when observed
from the currently processed pixel, our approach gives priority to circular
objects while excluding its edges. This means that the obtained aortic
region from the TrueFISP image is slightly under-segmented, which is a
beneﬁt when mapping to phase-contrast image for velocity calculation.
This is supported by the measurements in Table 7.2, where the expert
aortic region segmentation area is always slightly larger than in the case
of our proposed method.
The performance of our algorithm was tested on a 2GHz CPU.
The calculation of centerlines and the length measurement last approxi-
mately 1.5 minutes for the HASTE data set of dimensions 120×180×256.
The segmentation of modulus images depends on the size of the aortic
region that is being segmented and the volume deﬁned by the region
of interest, lasting from 0.5 to 2 minutes (the average time is approxi-
mately 1.3 minutes) for series of forty slices (dimensions 192×256). Note
that the segmentation can be performed in parallel for each aortic level,
while the method would beneﬁt from implementation on a graphics pro-
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cessing unit (GPU). It should be emphasized that our algorithm and
application are capable of processing aortic data sets consisting of an
arbitrary number of CMR series with any plane position and orienta-
tion. For the future work, the method should be tested with intra-aortic
catheterization procedure. Although the catheterization is considered
the gold standard for validating the PWV, it can change cardiovascular
conditions, since the subjects are sedated at that time. Another future
possibility is to design an aortic phantom, where we would be able to
control the important ﬂow parameters.
7.4 Conclusion
We introduced in this chapter a novel tool for the aortic pulse wave ve-
locity (PWV) measurements on magnetic resonance (MR) images. We
have designed an eﬀective segmentation and centerline extraction algo-
rithm, with an optional use of a predeﬁned aortic model. The segmenta-
tion of modulus aortic images is robust to intense phase-encoded motion
artifacts. The extracted centerlines and segmented aortic regions were
compared to the expert segmentation, proving the accuracy of our pro-
posed methods. We introduced a novel method for analysis of the pulse
wave by taking into account the steepest slopes and deformation of the
pulse wave over time in order to obtain a robust automatic method. The
pulse wave velocity measurement on 22 healthy volunteers shows good
correspondence to the results obtained by validated PWV measurement
software (QFlow and LUMC PWV tool). The calculated PWV values
fall in the range of values that are expected in case of healthy volun-
teers. The PWV measurements on 8 Marfan syndrome patients also
correspond to the measurements performed with the validated software,
while showing other range of values compared to the healthy volunteers.
8
Conclusions
This thesis dealt with the analysis of cardiovascular images by develop-
ing segmentation and skeletonization methods for quantifying vascular
structures and functions. The goal was to aid a physician in decision
making for diagnostics and treatment of problems in connection to vas-
cular structures: quantifying the aortic stiﬀness and accurate AVM de-
composition for the embolization procedure. The main problem was
ﬁnding an eﬃcient way to accurately extract the clinically relevant in-
formation from vascular images.
In case of the aortic stiﬀness we needed to allow for pulse wave
velocity and distensibility calculation (to estimate the aortic stiﬀness).
We developed methods required to extract the aortic centerline and mea-
sure its length, to segment the aortic wall and analyze propagation of
pulse waves. In case of the AVM decomposition we required methods
for complete cerebral blood vessel tree analysis to aid in the AVM em-
bolization procedure. The methods had to allow for segmentation of the
cerebral blood vessels tree, extraction of vessel centerlines, calculating
best paths through the vessel tree for diﬀerent criteria and extracting
the AVM region with its decomposition to arteries, veins and the nidus.
In Chapter 4 we introduced a novel method of generalized pixel
proﬁling and comparative segmentation with an application to segmen-
tation of 3-D CTA images of arteriovenous malformation. The experi-
ments were conducted using circular RSEs, which proved promising for
delineation of ﬁne vessel structures in low resolution images. For vali-
dation purposes we created a digital 3-D phantom model of randomly
intertwined tubular structure with varying radii to which noise and CT
artifacts were added. The results on the phantom and real CTA data
demonstrate the eﬀectiveness of the proposed method, especially on low
resolution images with high intensity variations. Using the presented
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proﬁling method we have designed an application for segmenting the
inner structure of the AVM. The obtained segmentation results gave a
nice insight into the structure of the AVM, clearly delineating between
feeding arteries, the draining vein and the nidus.
Besides the introduction of multiple operators, our novelty was
the use of structuring elements (SE) controlled by two parameters. The
main advantage of this approach was the possibility to create broader
range of shapes. The (2-D) ring-shaped SE proved the best for ﬁne
delineation of AVM vessels when compared to other 2-D and 3-D SEs.
That means that for the purpose of AVM segmentation, the 3-D analysis
is not necessarily better than the 2-D approach. We concluded that
this was because the 2-D ring-shaped SE contains less pixels than the
other SEs. This means that constructing the SEs with even fewer pixels
might be interesting in the future. The experiments using the 2-D SE
showed that the direction of slice processing (transversal, sagittal or
coronal) inﬂuences the result of the segmentation. The best results were
obtained for slice-by-slice approach in transversal direction. This is the
case because the resolution of typical 3-D CTA images is not isotropic.
A 3-D CTA image is composed of 2-D transversal slices, which often
diﬀer from one another in terms of present artifacts, noise and signal
level.
The number of pixels contained in the ring-shaped SE plays
an important role also when the thickness (parameter n) is increased.
This increases the outer radius of the SE. The results concur with our
previous conclusions: the ring-shaped SE containing a smaller number of
pixels is better for segmentation of ﬁne details, but with lower robustness
to noise. Therefore, the segmentation method using thicker SEs will
be more robust to noise, but the resulting segmentation will be less
detailed. In general, our conclusion is that larger SEs should be used for
the segmentation of larger vessels (or those vessels where less detail is
needed), while smaller SEs should be used for delineating between ﬁne
details in the segmentation.
In Chapter 5 we introduced line-shaped proﬁling with an ap-
plication to segmentation of 3-D CTA images of brain blood vessels.
The goal was to segment the cerebral blood vessel tree together with an
AVM, while achieving high computational eﬃciency (which is reduced
when multiscale SEs are used). The main novelty was the introduc-
tion of line-shaped SEs, which yields a multiorientation approach and
signiﬁcantly shortens execution times when compared to classical SE
shapes. Another major novelty was the combination of base operators
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to form more complex second order proﬁle operators. Their strength
comes from combining the use of both local proximate (close) and a
wider neighborhood of the processed pixel. The results on phantom
data sets for various noise and artifact levels showed high robustness of
the proposed method. The validation was performed by comparison of
the segmented AVM regions with the segmented images of the onyx cast
after an embolization procedure. The obtained results on real CTA data
are nicely smoothed vessels.
In some cases the diﬀerence between the highest and the lowest
pixel gray values in the vessel region is too large (sometimes, the lowest
gray values fall under 5% of the value of the highest gray values), and the
vessels containing the lowest gray values do not get segmented. Although
this happens only at the vessels with the low concentration of contrast
agent (vessel structures that are most often no longer at the region of
interest), the future work should be directed towards segmentation of
all vessel structures.
In Chapter 6 we designed an eﬀective inner AVM structure de-
lineation method based on the ordered skeletonization principle. The
goal was to classify vessels of an AVM into draining veins, feeding arter-
ies and the nidus. We introduced an advanced method for distance cal-
culation to obtain a higher accuracy of ordered skeletonization in terms
of structure representation. Moreover, we proposed two approaches for
creating a graph-type skeleton structure from skeletonized images and
use advantages of these approaches to extract main AVM vessels. Us-
ing the proposed skeleton structures, we introduced a new method for
automatic AVM detection and extraction. In order to extract the drain-
ing vein, we designed methods for determining the highest metric path
in the skeleton graph and a stub link removal principle. Based on the
delineated nidus and the draining vein, feeding arteries were extracted
from the remaining part of the data set by the best path calculation.
The AVM detection and delineation method was validated on three cases
of cerebral vessels containing AVMs, where the onyx cast images were
acquired after the embolization procedure. In each case, our method
was able to accurately determine the position of the AVM with slightly
over-estimating the AVM volume, which is needed for the vein extraction
procedure.
For validating our vein extraction algorithm we generated three
3-D phantom data sets. Each phantom data set is comprised of the AVM
phantom (generated as a tube intertwined in a random way, with ran-
domly varying radii) and the vein phantom (constructed as a part of a
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binary tree with the random branch distribution, shape and thickness).
The vein model was merged with the AVM model to obtain a single ves-
sel tree phantom. The results indicate high accuracy of our delineation
method in terms of lengths and volumes of delineated vein. To demon-
strate the robustness of our AVM and vein extraction approach, we
performed the AVM delineation on real CTA data set segmented using
three diﬀerent segmentation algorithms. The results of this comparison
showed high robustness of our method in terms of the Dice coeﬃcient,
calculated volume and the distance between the located AVM centers.
The future work on the topic will be adjusting the algorithm for use on
cerebral aneurysms.
In Chapter 7 we introduced a tool for the aortic pulse wave ve-
locity (PWV) measurements on magnetic resonance (MR) images. The
goal was to estimate aortic stiﬀness by analysis of CMR images. The
main problem was that various image segmentation (and signal process-
ing) methods had to be used to analyze the images. We have designed
an eﬀective segmentation and centerline extraction algorithm, with an
optional use of a predeﬁned aortic model. Our novel method for the seg-
mentation of modulus aortic images is robust to intense phase-encoded
motion artifacts. The extracted centerlines and segmented aortic regions
were compared to the expert segmentation, proving the accuracy of our
proposed methods. We introduced a novel method for analysis of the
pulse wave by taking into account the steepest slopes and deformation of
the pulse wave over time in order to obtain a robust automatic method.
The results of pulse wave velocity measurement on 22 healthy volun-
teers show good correspondence to the results obtained by validated
PWV measurement software (QFlow and LUMC PWV tool). The cal-
culated PWV values fall in the range of values that are expected in case
of healthy volunteers. Our results of PWV measurements on 8 Marfan
syndrome patients also correspond to the measurements performed with
the validated software, while showing other range of values compared to
the healthy volunteers.
To summarize, this research has resulted in following main ves-
sel analysis contributions:
1. The method of generalized proﬁling used for the detailed segmen-
tation of arteriovenous malformations [Babin 12a].
2. The method of line-shaped proﬁles used for the segmentation of
cerebral blood vessel system containing arteriovenous malforma-
tions [Babin 13b].
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3. The vessel skeletonization method to automatically locate an AVM
in the blood vessel tree and decompose it into constituting vessels
(arteries, veins and the nidus) [Babin 13c,Babin 14].
4. The method for the aortic pulse wave ﬂow analysis comprising of
the method for segmentation of cardiac magnetic resonance images
and the pulse wave analysis method [Babin 13a].
5. AVM and blood vessel tree phantoms used for validation of the
segmentation and skeletonization results.
6. The aortic centerline extraction and segmentation method
[Babin 12b,Babin 09b].
In terms of clinical use, the listed methods have been imple-
mented for two cases:
1. The application for complete cerebral blood vessel tree analysis
with an emphasis on aiding in the AVM embolization procedure.
It performs extraction of the AVM region and decomposes it to its
main vessels.
2. The application for aortic pulse wave velocity (PWV) and aortic
distensibility calculation to estimate stiﬀness of the aorta.
In terms of publications, so far this work resulted in two A1-
publications [Babin 12a, Babin 13b], with three other A1-papers that
are currently in review: [Babin 13c, Babin 13a, Devos 13]. Next to
that, six publications were published in the proceedings of international
peer-reviewed conferences: [Babin 08, Babin 09b, Babin 10, Babin 11c,
Babin 12b, De Vylder 12] and three publications and abstracts in na-
tional conferences [Babin 09a,Babin 11a,Babin 11b].
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