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Abstract
In this paper we propose a completely new approach to the problem of covariate selection in
linear regression. It is intuitive, very simple, fast and powerful, non-frequentist and non-Bayesian.
It does not overfit, there is no shrinkage of the least squares coefficients, and it is model-free. A
covariate or a set of covariates is included only if they are better in the sense of least squares than
the same number of Gaussian covariates consisting of i.i.d. N(0, 1) random variables. The degree to
which they are better is measured by the P-value which is the probability that the Gaussian covariates
are better. This probability is given in terms of the Beta distribution, it is exact and it holds for the
data at hand whatever this may be. The idea extends to a stepwise procedure, the main contribution
of the paper, where the best of the remaining covariates is only accepted if it is better than the best
of the same number of random Gaussian covariates. Again this probability is given in terms of the
Beta distribution, it is exact and it holds for the data at hand whatever this may be. We use a version
with default parameters which works for a large collection of known data sets with up to a few
hundred thousand covariates. The computing time for the largest data sets was about four seconds,
and it outperforms all other selection procedures of which we are aware. The paper gives the results
of simulations, applications to real data sets and theorems on the asymptotic behaviour under the
standard linear model. An R-package gausscov is available.
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1 Introduction
Given an observation vector y ∈ Rn with covariates xi, i = 1, . . . , q, the problem is to decide
which covariates if any to include in the regression. To illustrate our method we start with the
simplest case of just one covariate, q = 1. The classical approach is to assume a linear model
y = β1x1 + σε with ε consisting of i.i.d. N(0, 1) random variables and then to test the null
hypothesis H0 : β1 = 0. The test is typically based on the F distribution and yields a P-value
PF which is the basis for the decision as to whether to include x1 or not. Instead of formulating
the null hypothesis H0 which requires a model, we ask whether x1 is better than noise. More
precisely we replace x1 by a random Gaussian covariate Z1 consisting of i.i.d. N(0, 1) random
variables and ask whether Z1 is better than x1 as measured by the sums of the squared residuals.
This is the case if (y>Z1)2/‖Z1‖2 > (y>x1)2/‖x1‖2 where here and below ‖ · ‖ denotes the
standard L2-norm. This is equivalent to
(y>Z1)2/(‖y‖2‖Z1‖2) > (y>x1)2/(‖y‖2‖x1‖2)
The Gaussian covariate method is based on the first surprising fact that
(y>Z1)2/(‖y‖2‖Z1‖2) ∼ B1/2,(n−1)/2
independently of y. The probability that x1 is worse than random Gaussian noise or, equivalently,
that Gaussian noise is better than x1 is then
IP(RSS < rss) = B(n−1)/2,1/2(rss/rss0)
which we define as the Gaussian P-value PG of x1. Here RSS denotes the sum of squared residuals
based onZ1, rss the sum of squared residuals based onx1 and rss0 = ‖y‖2. The second surprising
fact is that the two P-values are equal, PF = PG. This follows from
PG = B(n−1)/2,1/2(rss/rss0) = 1− F1,n−1
((n− 1)(rss0 − rss)
rss
)
= PF (1)
where Ba,b(·) denotes the c.d.f. of the beta distribution with parameters a, b > 0 and Fk,`(·)
denotes the c.d.f. of the Fisher’s F with k and ` degrees of freedom. A proof of this and a general
result is given in the Appendix.
Although the two P-values are equal the situations are very different. Firstly, the sources
of randomness are different. For PF it derives from the randomness of the error term ε in the
model. For PG it derives from the randomness of the covariate Z1, the data (y1,x1) could be
deterministic. The P-value PF has a frequentist interpretation as the truth of H0 cannot be cor-
rectly determined on the basis the data alone. The P-value PG holds for the given data, it is not
frequentist.
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To use the Gaussian covariate method for covariate selection all the statistician has to do is to
specify a cut-off value α for the inclusion of a covariate. This is not a regularization parameter, it
is, so to speak, an output or selection parameter: a covariate is selected if and only if the probability
that it is better than random noise is at least 1−α or, equivalently, if the probability that Gaussian
noise is better is at least α. The value of α can be interpreted as the probability of a false positive.
This is discussed in Section 5 and supports the claim in the abstract that the Gaussian selection
method does not overfit.
A first attempt at using random covariates in the context of covariate selection is to be found on
page 279 of [Davies, 2014]. There the random covariate was chosen to mimic the actual covariate,
for example, binomial random variables for 0-1-covariates. Eventually it was recognized that the
‘correct’ method was to use Gaussian covariates which lead to this paper.
In Section 10.2 we consider eight different real data sets, the red wine and Boston housing data
sets, the dental data set (a three-way ANOVA), two sets on gene expression, the leukemia and os-
teoarthritis data sets, the number of sunspots and the Melbourne daily temperatures data sets and a
data set using USA economic data. Depending on the data we consider all subsets, the stepwise se-
lection, repeated stepwise selection, the inclusion of interactions, determining periodicities, lagged
data and the construction of dependency graphs. Apart from the construction of dependency
graphs the largest data set, the Boston housing data set with interactions (n, q) = (506, 203490)
requires about four seconds computing time. The construction of a dependency graph with 38415
edges for the 48802 covariates of the osteoarthritis data took 85 minutes.
We give a running comparison with lasso which is one of the most used, if not the most used,
covariate selection method. The original paper by Tibshirani [Tibshirani, 1996] is listed by the
Royal Statistical Society as its third most cited Series B publication with 3,693 citations. The ver-
sion we use is the default version of cv.glmnet in the R package glmnet ([Friedman et al., 2017]).
Here the value of the regularization parameter lambda is chosen by 10-fold cross-validation. The
package offers various plots, but it is not clear, at least to us, how these help to select covariates.
Instead we suggest that the covariates be selected by their P-values.
The remainder of this paper is organized as follows. In the short Section 2 we state a theorem
on the equality of the two P-values (1) for the general case of several covariates. Section 3 starts
with the derivation of the the P-value (2) which is the basis of everything in the paper. The
remaining two subsections use this P-value to derive covariate selection procedures. The first of
these in Section 3.2 considers all possible subsets and is only possible if q is not too large. For
large q and in particular for the case q >> n a step-wise procedure is defined in Section 3.3.
This is probably the more important one for practical use.In Section 4 we discuss post selection
4
analysis and give a new interpretation of a standard confidence region for the model-free approach.
Section 5 considers the problem of false positives and Section 6 the problem of false negative. The
construction of dependency graphs is discussed in Section 7. Extensions to M -regression, non-
linear regression and the Kullback-Leibler discrepancy and the use of the L1 norm are described
in Section 8. Some asymptotic results on the behaviour of the step-wise procedure are given
in Section 9. These are stronger than asymptotic consistency as the value of α is fixed. Some
simulation results and applications to real data sets are presented in Section 10. In Section 11 we
give some simulations which indicate that the cross-validation version of lasso is very sensitive to
correlated errors and the exact signal in the non-parametric situation. We indicate how this can
be overcome by using the P-values as in the Gaussian covariate procedure. Proofs of theoretical
results and technical details are deferred to appendices.
2 Exact probabilities for the model-free approach
Suppose that k ≤ min(q, n − 1) and that the standard model y = ∑ki=1 βixi + σε holds. Let
1 ≤ k0 < k and put k1 = n − k0. We use the standard F test to test the null hypothesis
H0 : βk0+1 = . . . = βk = 0. The resulting P-value is
PF = 1− Fk−k0,n−k
((rss0 − rss)/(k − k0)
rss/(n− k)
)
where rss denotes the sum of squared residuals for the regression based on all k covariates and
rss0 denotes the sum of squared residuals for the regression based on the first k0 covariates.
The model-free approach to the combined relevance of the covariates xi, i = k0 + 1, . . . , k
is as follows. Each such covariate xi is replaced by a random covariate Zi = Nn(0, I) and y is
regressed on the covariates x1, . . . ,xk0 ,Zk0+1, . . . ,Zk which results in a sum RSS of squared
residuals. The P-value is defined as before by
PG = IP(RSS < rss).
Theorem 1. Under the above assumptions
PG = B(n−k)/2,(k−k0)/2
( rss
rss0
)
= 1− Fk−k0,n−k
((rss0 − rss)/(k − k0)
rss/(n− k)
)
= PF .
The proof is given in the Appendix.
In a forthcoming paper [Du¨mbgen and Davies, 2020] it is shown that validity of the P-value
PF and equality with PG remains valid for any error term ε which is orthogonally invariant. Fur-
thermore the independent random covariate vectors Zi, k0 < i ≤ k, with distribution Nn(0, I)
5
may replaced by H(xi), k0 < i ≤ k, where H is uniformly distributed on the set of all orthog-
onal transformations such that H(xj) = xj for j ≤ k0. This opens the possibility to replace
the particular F test statistics with more general criteria and to utilize collinearities between the
covariate vectors.
3 Selecting covariates
3.1 The P-value
Suppose k ≥ 0 covariates have already been selected. Denote this set by M and the sum of
squared residuals when y is regressed on the covariates in M by rss0. There remain q − k co-
variates not inM. Consider one of these covariates xi and denote the sum of squared residuals
when y is regressed onM∪ xi by rssi. We now ask whether xi is better than random noise. To
do this we replace the q − k covariates by random Gaussian covariates Zj = Nn(0, I). For each
j = 1, . . . , q − k we regress y onM∪ {Zj}, denote the sum of squares residuals by RSSj and
put RSSb = minj=1,...,q−k{RSSj}. Note that the Zj are so to speak chosen anew at each stage.
The P-value of xi is defined as Pi = IP(RSSb ≤ rssi), that is the probability that at least one
of the random Gaussian covariates is better than xi. It follows from Theorem 1 that RSSj/rss0 ∼
B(n−k)/2,1/2 and hence the random variables B(n−k)/2/1/2(RSSj/rss0) are independently and
uniformly distributed over (0, 1). It follows that the P-value of xi is given by
Pi = PG,i = 1−
(
1− B(n−k)/2,1/2(rssi/rss0)
)q−k
which may be written more compactly and for further use as
Pi = B1,q−k(B(n−k)/2,1/2(rssi/rss0)). (2)
We note that this P -value depends on the number q of covariates at the statistician’s disposal.
The P-value (2) is the basis of this paper. Indeed in a certain sense it is this paper. Everything
we do is based on it, from the consideration of all subsets, to the stepwise procedure and to the
asymptotics.
Suppose the covariate xi has the P-value Pi given by (2). Then
rssi/rss0 = qbeta(qbeta(Pi, 1, q − k), (n− k)/2, 1/2)
and the corresponding standard F P-value of xi, that is the P-value of xi in a standard linear
regression based onM∪ xi, is
PF,i = 1− pf((n− k)(1/qbeta(qbeta(Pi, 1, q − k), (n− k)/2, 1/2)− 1), 1, n− k). (3)
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The two P-values can be very different. If we put (n, q) = (129, 48802) as for the osteoarthritis
data (see [Cox and Battey, 2017]) and Pi = 0.01 then PF,i = 2.059495e-07.
3.2 All subsets
Suppose q < n. The procedure considers all 2q subsets. For a subset S of size k the P-value (2)
of each individual covariate in the subset is given by (2) with k − 1 in place of k, with rss0,i,
the sum of squared residual based on Si = S \ {xi}, in place of rss0 and with rssS , the sum of
squared residuals based on S in place of rssi. All subsets are retained for which each covariate in
the subset has a P-value at most α chosen by the statistician. In a second step all subsets which
are subsets of some other retained subset are discarded. The remaining subsets are maximal in the
sense that it is not possible to include another covariate whilst still maintaining the upper bound α
for all covariates in the subset. Finally if desired the retained subsets may be ordered by the sums
of the squared residuals or the number of covariates in the subset.
3.3 The Gaussian step-wise procedure
Suppose k covariates have already been selected with sum of squared residuals rss0. There remain
q−k covariates. For any such covariate xi its P-values is given by (2). The candidate for selection
is the xi with the smallest rssi. If its P-values is less than the cut-off value α it is selected and the
procedure continues. Otherwise the procedure terminates.
At each step instead of considering just one covariate for selection one can consider a specified
kmax for example kmax = 10 . These are the first kmax chosen as above but with α > 1. All
subsets of these kmax covariates are considered as in Section 3.2. If there is no subset all of whose
P-values are less than the cut-off values of α the procedure terminates. Otherwise that subset with
the largest reduction in the sum of squared residuals is selected and the procedure continues.
No stepwise procedure is guaranteed to work but Theorems 2, 3 and 4 in Section 9 give suf-
ficient condition when considering data generated under the standard linear model with a known
correct set of covariates. These theorems differ from other theorems on consistency as they hold
for a fixed cut-off value of α. For large n the probability of not selecting the correct subset tends
to α. This supports the interpretation of α as the probability of selecting a false positive.
3.4 The repeated Gaussian step-wise procedure
In many cases interest may only centre on obtaining a good parsimonious approximation to the
data. In other cases, gene expression data being an example, one would like to determine those
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covariates which are strongly related to the dependent variable. In such cases it may be useful
to use the repeated Gaussian stepwise procedure. The covariates selected using all the data are
eliminated and the Gaussian stepwise procedure applied to the remaining data. Again the selected
covariates are eliminated and this is continued until there are no covariates left with a P-value less
than α. An example is given in Section 10.
4 Equivalence regions
Suppose the standard linear model holds with q < n covariates x = (x1, . . . ,xq) and Gaussian
errors with true vector of coefficients βtrue. Then a 1− α confidence region C(1− α) for βtrue is
given by
C(1− α) =
{
‖x(β − βls)‖2 ≤ rss0
q qf(1− α, q, n− q)
n− q
}
(4)
where βls is the least squares value of the coefficients and rss0 the sum of the squared residuals.
The interpretation is that C(1− α) contains βtrue with probability 1− α. This of course depends
on the concept of a true value which is not available for a model-free approach. Nevertheless it is
possible to derive C(1− α) in the model-free approach as follows.
We rewrite (4) as
C(1− α) =
{
β : ‖y − xβ‖2 ≤ ‖y − xβls‖2 + rss0
q qf(1− α, q, n− q)
n− q
}
. (5)
In other words C(1 − α) denotes those β for which the sum of the squared residuals is no larger
by a specified quantity than that based on βls .
We now dispense with the linear model and take (y,x) as given. A value β will be regarded
as equivalent to the least squares value βls if the sum of squared residuals ‖y−xβ‖2 is not much
larger than the minimum value ‖y−xβls‖2. It remains to specify ‘not much larger’ in the model-
free situation. We do this by regressing y − xβ on q i.i.d. Nn(0, I) random covariates. Denote
the sum of squared residuals by RSS. As before we have
RSS
‖y − xβ‖2 =
RSS
rss0 + ‖x(β − βls)‖2
∼ Beta((n− q)/2, q/2)
which gives
IP(RSS ≤ rss0) = pbeta
(
rss0/(rss0 + ‖x(β − βls)‖2), (n− q)/2, q/2
)
.
Specifying a lower value α for this probability gives
‖x(β − βls)‖2 ≤ rss0
qbeta(1− α, q/2, (n− q))/2)
1− qbeta(1− α, q/2, (n− q)/2)
= rss0
q qf(1− α, n− q)
n− q .
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Thus the equivalence region and the confidence region are the same but the first is model free
whilst the second requires a linear model. The two interpretations are entirely different and this
has consequences for post-selection inference.
Post-selection inference deals with the problem of statistical inference after a model has been
chosen, for example as in Section 3. Even if one of the models is true, the remainder are not and
so all standard P-values and confidence regions are invalidated. There is also a problem of super
efficiency. We refer to [Po¨tscher and Leeb, 2003] and [Berk et al., 2013]. Suppose now y and k
covariates xi, i = 1, . . . , k are given, a linear regression involving all k covariates is performed
and all individual P-values are stated. Suppose the covariate x1 has a P-value of 0.9. Then ‘the
probability than random Gaussian white noise is better than x1 is 0.9’ where ‘better’ means ‘gives
a smaller sum of squared residuals’. This is a correct statement no matter what the data and it
provides grounds for excluding the covariate x1. Similar arguments holds for equivalence regions.
5 False positives
In statistics a false positive is the acceptance of a null hypothesis concerning the value of a param-
eter although the hypothesis is false. The definition is free of semantics and the decision is based
on the P-value of some statistic under the null hypothesis. In the model free context of this paper
such a definition is not possible. Instead we regard a random Gaussian covariate to be a universal
irrelevant covariate and its acceptance to be a universal false positive. The word ’universal‘ is
meant to indicate that it applies to any data set. The Gaussian procedure is specifically constructed
to avoid such false positives: the probability of accepting one is at most α, the cut-off value for
the P-value. In this sense the Gaussian procedure tries to avoid a single false positive. The simula-
tions, the real data examples and the Theorems 2, 3 and 4 support this. This is much stricter than
trying to control or minimize the false discovery rate [Benjamini and Hochberg, 1995].
We consider the all subset approach with the standard P-values defined by under the situation
where there are q1 relevant covariates and q2 Gaussian covariates with q1 + q2 = q < n. Consider
now two Gaussian covariates Z1 and Z2 in a subset containing just the two Gaussian covariates.
We assume that the relevant covariates in the subset have been selected. The subset will be selected
if the P-values, p(Z1) and p(Z2) are both less than the cut-off P-value α. This probability is
IP(p(Z1) ≤ α, p(Z2) ≤ α) = IE(IP(p(Z1) ≤ α|Z2){IP(Z2) ≤ α})
= α IE({IP(Z2) ≤ α}) = α2
where we have used the fact IP(p(Z1) ≤ α|Z2) = α because Z1 and Z2 are independent and the
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P-values are model free. This extends to k2 ≤ q2 Gaussian covariates. Thus the expected number
of accepted subsets containing a Gaussian covariate is
2q1
q2∑
k2=1
(
q2
k2
)
αk2 = 2q1(1− (1 + α)q2) ≈ αq22q1 .
Expressed as a proportion of all subsets this is αq22−q2 . The P-values (2) can be used and as these
are larger the probability of including a false positive is smaller. The expressions become however
more complicated.
In the same situation but with q1 < n and q arbitrarily large the probability that the stepwise
method includes a false positive is α. See also Theorems and 2, 3 and 4.
6 False negatives
It can happen that the first P-value exceeds the cut-off value α and the procedure stops with
out selecting any relevant covariates although there may well be such. The dental data set of
[Seheult and Tukey, 2001] is such an example: it is analysed in Section 10.2.3. The problem can
be mitigated as described in Section 3.3 by setting α > 1 and kmax = k for some chosen k.
Another possibility is that the individual effects of a set of covariates are small, that is the
corresponding P-values are large, but the P-value of the R2 statistic is very small indicating that
the covariates taken as a whole do have a relevant effect. So far we have only come across this
problem in the simulations in Sections 10.1.1 and 10.1.2.
As an example we take the simulations discussed in Section 10.1.1. The parameters are
(n, q) = (1000, 1000) and 60 of the covariates have a non-zero coefficient value, namely β =
4.5/
√
1000. We use the stepwise Gaussian method to choose the 60 covariates. Of these 50 have
non-zero coefficients and of these only two were chosen by the default version of the Gaussian
method with α = 0.01. Figure 1 shows the plot of the one-step P-values and the adjusted P-values
for the 60 selected covariates. The sum of the squared residuals was 843.4. We now regress the
dependent variable Y 1000 on 1000 Gaussian covariates, choose 60 using the Gaussian stepwise
procedure and note the sum of the squared residuals. The smallest value over the 500 simulations
was 1099.1 giving a P-value so to speak of 0. Repeating this with β = 1/
√
1000 gave a P-value
of 0.2 indicating that this value of β is about the limit of detectability.
We propose the following. The default stepwise method compares the best of the remaining
covariates with the best of the same number of i.i.d. Nn(0, I) which is the first order statistic. We
weaken this by comparing the best of the remaining covariates with the νth best of the random
10
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Figure 1: The first 60 P-values with the stepwise P-values (o) and the adjusted P-values (*).
Gaussian covariates. This is accomplished by defining the P-value for xi as
Pi = Bν,q−k+1−ν(B(n−k)/2,1/2(rssi/rss0)). (6)
where we use the same notation as for (2). Again, this probability is exact. One could instead
just specify another cut-off probability instead of the default value α = 0.01 but is not easily
interpretable which is why we prefer specifying ν.
The larger ν the more likely it is that false positives will be selected. To estimate the number
of false positives we regress y ∈ Rn, any y as it is model-free, on q i.i.d. Nn(0, I) Gaussian
covariates for a given ν. Any selected covariate is a false positive. Simulations can be performed
using fsimords which is part of the gausscov R-package. As an example we put (n, q, α, ν) =
(1000, 1000, 0.01, 5) which is used in Section 10.1.1. The result of 10000 simulations is given in
Table 1. The means and standard deviations for ν = 5 and ν = 10 are (1.32,1.13) and (4.50,2.29)
respectively. Thus increasing ν from 1 to 5 will on average lead to about 1.32 false positives.
ν 0 1 2 3 4 5 6 7 8 9 10 ≥ 11
5 0.28 0.34 0.23 0.10 0.04 0.01 0.00 0.000 0.00 0.00 0.00 0.00
10 0.02 0.06 0.12 0.16 0.17 0.16 0.12 0.08 0.05 0.03 0.01 0.01
Table 1: Histogram of false positives (n, q, α) = (1000, 1000, 0.01) with ν = 5 and 10 based on
10000 simulations using fsimords.
If the increase in the number of covariates selected is much greater than this it may be deemed
reasonable to use ν = 5. Examples of this are given in the simulations in Sections 10.1.1 and
10.1.2 .
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7 Dependency graphs
A dependency graph for a set of covariates x can be calculated using fgraphst. This regresses
each covariate xi on the remaining covariates using the stepwise Gaussian covariate method. The
covariate xi is then joined to the selected covariates x`, ` ∈ Si to give the edges (i, `), ` ∈ Si. The
interpretation is that given the x` ∈ Si the covariate xi is independent of each of the remaining
covariates. Note that (i, j) has a different interpretation than (j, i) but the software gives the option
of identifying the two. The repeated stepwise procedure of Section 3.4 can also be used. Typically
it gives much larger graphs. Again given any subset x` ∈ Si resulting from the repeated procedure
the covariate xi is independent of each of the remaining covariates. When reconstructing the graph
the given value of α is by default divided by the number of covariates q. Examples are given in
Section 10.
8 Beyond least squares
We briefly consider extension to robust (M -)regression, non-linear regression and minimization
of the Kullback-Leibler discrepancy and the L1 norm instead of the sum of squared residuals.
8.1 M -regression
Let ρ by a symmetric, positive and twice differentiable convex function with ρ(0) = 0. The default
function will be the Huber’s ρ-function with a tuning constant c ([Huber and Ronchetti, 2009],
page 69) defined by
ρc(u) =
{
u2
2 , |u| ≤ c,
c|u| − c22 , |u| > c.
(7)
The default value of c will be c = 1.
For a given subsetM0 of size m0 the sum of squared residuals is replaced by
s0(ρ, σ) = min
β(M0)
1
n
n∑
i=1
ρ
(
yi −
∑
j∈M0 xijβj(M0)
σ
)
. (8)
which can be calculated using the algorithm described in 7.8.2 of [Huber and Ronchetti, 2009].
The minimizing βj(M0) will be denoted by βj(M0, lr).
For some ν /∈M0 put
sν(ρ, σ) = min
β(M0∪{ν})
1
n
n∑
j=1
ρ
(
yj −
∑
j∈M0∪{ν} xijβj(M0 ∪ {ν})
σ
)
. (9)
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Replace all the covariates not inM0 by standard Gaussian white noise, include the `th such
random covariate denoted by Z` and put
S`(ρ, σ) = min
β(M0),b
1
n
n∑
i=1
ρ
(
yi −
∑
j∈M0 xijβj(S0)− bZ`
σ
)
. (10)
A Taylor expansion gives
S`(ρ, σ) ≈ 1
2
(∑n
i=1 ρ
(1)
(
ri
σ
)
Zi
)2∑n
i=1 ρ
(2)
(
ri
σ
)
Z2i
≈ s0(ρ, σ)− 1
2
(∑n
i=1 ρ
(1)
(
ri
σ
))2∑n
i=1 ρ
(2)
(
ri
σ
) χ21 (11)
with ri = yi −
∑
j∈M0 xijβj(M0, lr). This leads to the asymptotic P -value for xν
1− pchisq
(
2s0(ρ
(2), σ)
s0(ρ(1), σ)
(s0(ρ, σ)− sν(ρ, σ))
)q−m0
. (12)
corresponding to the exact P -value for linear regression. Here
s0(ρ
(1), σ) =
1
n
n∑
i=1
ρ(1)
(ri
σ
)2
, s0(ρ
(2), σ) =
n∑
i=1
ρ(2)
(ri
σ
)
.
It remains to specify the choice of scale σ. The initial value of σ is the median absolute
deviation of y multiplied by the Fisher consistency factor 1.4826. After the next covariate has
been included the new scale σ1 is taken to be
σ21 =
1
(n− ν0 − 1)cf
n∑
i=1
ρ(1)(r1(i)/σ0)
2 (13)
where the r1(i) are the residuals based on the m0 + 1 covariates and cf is the Fisher consistency
factor given by
cf = IE(ρ
(1)(Z)2)
where Z is N (0, 1) (see [Huber and Ronchetti, 2009]). Other choices are possible.
8.2 Non-linear approximation
For a given subsetM of covariates the dependent variable y is now approximated by g(x(M)β(M))
where g is a smooth function g. Consider a subsetM0, write
ss0 = min
β(M0)
1
n
n∑
i=1
(yi − g(xi(M0)>β(M0)))2. (14)
and denote the minimizing β(M0) by β(M0, ls). Now include one additional covariate xν with
ν /∈ M0 to giveM1 =M0 ∪ {ν}, denote the mean sum of squared residuals by ssν . As before
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all covariates not inM0 are replaced by standard Gaussian white noise. Include the `th random
covariate denoted by Z` and put
SS` = min
β(M0),b
1
n
n∑
i=1
(yi − g(xi(M0)>β(M0) + bZ`))2.
Arguing as above for robust regression results in
SS1 ≈ ss0 −
∑n
i=1 ri(M0)2g(1)(xi(M0)>β(M0, ls))2∑n
i=1 g
(1)(xi(M0)>β(M0, ls))2
χ21 (15)
where
ri(M0) = yi − g(xi(M0)>β˜(M0, ls)). (16)
The asymptotic P -value for the covariate xν corresponding to the asymptotic P -value (12) for
M -regression is
1− pchisq
(
(ss0 − ssν)
∑n
i=1 g
(1)(xi(M0)>β(M0, ls))2∑n
i=1 ri(M0)2g(1)(xi(M0)>β(M0, ls))2
, 1
)q−m0
. (17)
In the case of logistic regression with g(u) = exp(u)/(1 + exp(u)) we have∑n
i=1 ri(M0)2g(1)(xi(M0)>β(M0, ls))2∑n
i=1 g
(1)(xi(M0)>β(M0, ls))2
=
∑n
i=1(yi − pi(0))2pi(0)2(1− pi(0))2∑n
i=1 pi(0)
2(1− pi(0))2 (18)
where
pi(0) =
exp(xi(M0)>β(M0, ls))
1 + exp(xi(M0)>β(M0, ls)) .
This corrects a mistake in Chapter 11.6.1.2 of [Davies, 2014] where∑n
i=1 p
3
i (1− pi)3∑n
i=1 p
2
i (1− pi)2
occurs repeatedly instead of ∑n
i=1(yi − pi)2p2i (1− pi)2∑n
i=1 p
2
i (1− pi)2
.
8.3 Kullback-Leibler and logistic regression
For integer data least squares can be replaced by minimizing the Kullback-Leibler discrepancy.
We consider the case of 0-1 data and logistic regression:
kl(y,x(M),β(M)) = −
n∑
i=1
(
yi log p(x(M)i,β(M))
+(1− yi) log(1− p(x(M)i,β(M)))
)
(19)
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where
p(xi,β) =
exp(x>i β)
1 + exp(x>i β)
.
Denoting the minimum for the subsetM0 by kl0 and the minimum forM0 ∪ {ν} by klν the
arguments of the previous two sections lead to the asymptotic P -value
1− pchisq
(
2
∑n
i=1 pi(0)(1− pi(0))∑n
i=1(yi − pi(0))2
(kl0 − klν)
)q−m0
. (20)
for the covariate xν . The pi(0) are the values of p(xi,β) giving the minimum kl0.
8.4 L1 regression
The idea extends to L1 regression but the P-values must now be obtained by simulation. This is
time consuming and yields only an upper bound for the correct P-value but it may be of interest in
certain circumstances.
9 Bounds and asymptotics
We provide some theoretical results about the stepwise choice of covariates in the model-based
framework, in Tukey’s sense a ‘challenge’. Throughout this section we assume that
y = µ+ σZ
with unknown parameters µ ∈ Rn, σ > 0 and random noise Z ∼ Nn(0, I). Moreover, we
assume without loss of generality that ‖xi‖ = 1, i = 1, i ∈ N with N = {1, . . . , q}. The set of
chosen covariates is denoted by M̂ .
We consider firstly the case of no signal, µ = 0. In this situation the correct decision is
M̂ = ∅.
Theorem 2. If µ = 0 then
IP(M̂ 6= ∅) ≤ − log(1− α).
Furthermore if q →∞ and n/ log(q)2 →∞ then for fixed α ∈ (0, 1),
IP(M̂ 6= ∅) ≤ α+ o(1)
as uniformly in (xi), i = 1, . . . , q.. In the special case of orthonormal regressors xi,
IP(M̂ 6= ∅) → α
q →∞.
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If µ 6= 0 we suppose that µ = ∑i∈M∗ βixi whereM∗ is a subset of N of size m∗ < n and
the xi, i ∈ M∗ are linearly independent. For any subsetM of N we denote the linear subspace
of Rn spanned by the xi, i ∈M by VM and the orthogonal complement of this subspace by V⊥M.
The orthogonal projection onto V⊥M is denoted by QM and for any i ∈ N \M we write
xM,i := ‖QMxi‖−1QMxi
(with 0−10 := 0).
With the above notation we have
Theorem 3 (Consistency of stepwise choice, general design). Suppose that
µ ∈ VM∗
and that the two following assumptions hold:
(A.1) min(n, q)/m∗ →∞ and log(q)2/n→ 0, and
(A.2) for some fixed τ > 2,
min
j∈M∗,M⊂M∗\{j},i∈N\M∗
|x>M,jµ| − |x>M,iµ|√
nσ2 + ‖µ‖2 ≥
√
τ log q + 2
√
m∗√
n
.
Then the stepwise procedure yields a random set M̂ ⊂ N such that
IP(M∗ ⊂ M̂) → 1 and IP(M∗ ( M̂) ≤ α+ o(1),
If the xi, i ∈M∗ are orthonormal the result can be simplified.
Theorem 4 (Consistency of stepwise choice, orthogonal design). Suppose
µ =
∑
i∈M∗
βixi
where the xi are orthonormal and that the two following conditions hold
(A.1’) q/m∗ →∞, and
(A.2’) for some fixed τ > 2,
min
i∈M∗
|βi|√
nσ2 +
∑
i∈M∗ β
2
i
≥
√
τ log q +
√
2 logm∗√
n
.
Then stepwise procedure yields a random set M̂ ⊂ N such that
IP(M∗ ⊂ M̂) → 1 and IP(M∗ ( M̂) ≤ α+ o(1).
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It is of interest to compare Theorem 4 with Theorem 1 of [Lockhart et al., 2014] for lasso
regression. There they prove (in our notation) that the first m∗ covariates entering the lasso path
are, with probability tending to 1, those inM∗. Our condition (A.2’) is replaced by the weaker
min
i∈M∗
|βi| − σ
√
2 log(q)→∞.
However their result is restricted to q < n, they use the given σ, not an estimate, and there is no
termination rule. See their Remark 1 on page 420 and their Section 6.
10 Simulations and real data
All the following were done using R version 3.3.1 (2016-06-21) and the package gausscov with
all the default values of gausscov, in particular with the default value 0.01 for alpha. There is
one exception: in Section 10.1.1 we use several values of nu chosen as described in Section 6.
The philosophy behind this is, to cite Tukey, ‘What is needed is a consumer product - something
designed by experts for innocents’. The user only has to enter the data and hit ‘return’. This is
also true for the version of lasso we use which is the default version of cv.glmnet. It uses 10-fold
cross validation to choose the value of the regularization parameter lambda.
10.1 Simulations
10.1.1 Tutorial 1
The knockoff procedure is explained in [Cande`s et al., 2018]. The tutorial in question is Tutorial
1 of
https://web.stanford.edu/group/candes/knockoffs/software/knockoff/
which gives a simulation using knockoff. The dimensions are (n, q) = (1000, 1000). The 1000
covariates are Gaussian and dependent with a Toeplitz covariance matrix Σ given by Σi,j = ρ|i−j|
with ρ = 0.25. Of the covariates p = 60 are chosen at random and denoted by Xi, i = 1, . . . , 60.
The dependent variable Y is given by
Y =
60∑
i=1
βiXi +N1000(0, I)
with all the βi = amplitude/
√
n with amplitude = 4.5. These are the particular values chosen
for the first simulation discussed below. There is a second tutorial with a binary dependent vari-
able. The results are similar and not given here but are available in [Davies, 2018] with however
α = 0.05.
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Tutorial 1
method fp fn time
lasso 76.8 1.0 8.5
knockoff 4.24 10.3 83.3
ν = 1 0.00 53.2 0.05
ν = 5 1.76 14.0 0.23
ν = 10 5.60 6.32 0.26
Table 2: Comparison of lasso, knockoff and Gaussian covariates based on 25 simulations with
(n, q, p, amplitiude, ρ) = (1000, 1000, 60, 4.5, 0.25).
The number of false positives is denoted by ‘fp’ and false negatives by ‘fn’. The total number
of covariates selected is given by 60-fn+fp. The time for each simulation is given in seconds. The
first line for lasso shows that on average it selects about 140 covariates each selection requiring
about 8 seconds. All the relevant covariates are chosen but also on average about 80 false ones.
Knockoff selects on average about 60 covariates of which 5-6 are false positives. It requires about
80 seconds for each selection.
The Gaussian covariate method with default values selects on average just 7 covariates. None
of these are false positives. Putting ν = 5 results in 60 − 16.8 + 2.76 ≈ 46 covariates being
selected. To judge how many of these are false positives we run fsimords as described in Section 6.
The result is given in Table 1 suggesting that only about two of these are false positives and
consequently about 16 are false negatives. These numbers agree with the actual values given in
Table 2. From Table 2 it is seen that the Gaussian covariate method with ν = 10 selects about
60 + 6.84 − 6.12 ≈ 61 covariates. Running fsimords with ν = 10 gives a mean of 4.62 false
positives. This suggests that of the 61 chosen covariates about 5 are on average false positives and
consequently about 4 are false negatives. This again agrees with the values in Table 2 and suggests
that in terms of minimizing the number of false decisions ν = 10 is the best choice of ν which
agrees with Table 2. We emphasize here that the choice ν = 10 results from running fsimords and
not by choosing the best value on running Tutorial 1.
It is seen that knockoff and the choice ν = 10 give about the same results in terms of the sum
fp + fn. The big difference is the running times. Whereas knockoff requires over two minutes
for each simulation the Gaussian covariate method requires less than 0.5 seconds.
Table 3 is interesting. As before we put (n, q) = (1000, 1000) but only five of the covariates
are chosen a with very large βi = 45/
√
1000. Lasso and the three versions of the Gaussian
covariate method have no false negatives. Knockoff has five false negatives no false positives
every time meaning that it selected nothing.
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Tutorial 1
method fp fn time
lasso 0.55 0.00 2.98
knockoff 0.00 5.00 77.1
ν = 1 0.05 0.00 0.047
ν = 5 1.20 0.00 0.052
ν = 10 4.150 0.00 0.066
Table 3: Comparison of lasso, knockoff and Gaussian covariates based on 25 simulations with
(n, q, p, amplitiude, ρ) = (1000, 1000, 5, 45, 0.25).
10.1.2 Random graphs
This is based on [Meinshausen and Bu¨hlmann, 2006] with (n, q) = (n, p) = (1000, 600) where
n = 1000 is the dimension of each covariate and p = 600 the number of covariates. On the last
line of page 13 the expression ϕ(d/
√
p) with ϕ the density of the standard normal distribution
and d the Euclidean distance is clearly false. It has been replaced by ϕ(23.5d) which gives about
1800 nodes compared with the 1747 of [Meinshausen and Bu¨hlmann, 2006]. The Meinshausen-
Bu¨hlmann method with alpha=0.05 and non-directed edges ((8) of their paper) resulted in 1109
edges of which two were false positives giving 640 false negatives.
One simulation of the modified (as described above) Meinshausen-Bu¨hlmann random graph
method produced 1823 edges. The default Gaussian covariate method yielded 1590 non-directed
edges of which 1 was a false positive and 234 were false negatives. Putting alpha=0.05 (compa-
rable with Meinshausen-Bu¨hlmann?) gave 1679 edges of which one was a false positive and 145
were false negatives. The time required in both cases was about 11 seconds.
Putting ν = 2 resulted 1821 edges of which five were false positives and seven false negatives.
To judge this 100,000 simulations were perform as in Section 6 with (n, q, α) = (1000, 600, 0.01/600).
Of these 99,449 resulted in no false positives, 548 in just one and 3 in two giving an average of
0.00554 false positives. Repeating this 600 times gives an average number of 3.32 false positives.
So of the 231 additional edges one can expect that only about three were false positives which
agrees well the the actual number.
One application of lasso to the same graph resulted in 2851 edges of which 774 were false
positives and 16 false negatives. The time required was 47 minutes.
10.2 Real data
In this section we make no effort to give a complete statistical analysis of the data sets which
would include for example possible outliers and an examination of residuals. The aim is simply to
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covariate Regression coef. P-values st. P-values
0 4.297 4.49e-26 4.49e-26
alcohol 0.291 9.61e-61 1.60e-61
volatile acidity -1.038 1.64e-23 2.73e-24
sulphates 0.889 7.86e-15 1.31e-15
total sulfur dioxide -0.002 1.83e-05 3.05e-06
chlorides -2.002 3.28e-06 5.46e-07
pH -0.435 1.10e-03 1.83e-04
Table 4: Red wine data: best subset.
covariate P-value rss ratio rss/rss0
0 0.00e+00 1042.2 0.02010
alcohol 0.00e+00 805.9 0.77327
volatile acidity 0.00e+00 711.8 0.88326
sulphates 2.03e-10 692.1 0.97234
total sulfur dioxide 1.03e-04 683.9 0.98813
chlorides 1.00e-04 675.9 0.98825
pH 1.10e-03 669.9 0.99124
free sulfur dioxide 8.23e-02 667.5 0.99643
citric acid 7.42e-01 667.1 0.99929
residual sugar 8.19e-01 666.8 0.99962
fixed acidity 8.50e-01 666.7 0.99984
density 4.09e-01 666.4 0.99957
Table 5: Red wine data: covariates in order of selection by the Gaussian stepwise method.
give the results of using the methods of Sections 3.2 and 3.4.
10.2.1 Red wine data
The size of the red wine data is (n, q + 1) = (1599, 12) with the 12th coordinate being the
dependent variable giving subjective evaluations of the quality of the wine. The data are available
from
UCI Machine Learning Repository: Wine Quality Data Set
Considering all possible subsets as described in Section 3.2 results in 20 linear approximations.
The best in terms of the smallest sum of squared residuals is based on the six covariates volatile
acidity, chlorides, total sulfur dioxide, pH, sulphates and alcohol. The results are given in Table 4.
The results of the stepwise method are given in Table 5. The first six are selected which agrees
with the all subsets method. Table 5 can be compared with Table 5 of [Lockhart et al., 2014].
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covariate Regression coef. P-values st. P-values
0 36.34 2.73e-12 2.73e-12
1 -0.108 3.03e-03 1.01e-03
2 0.046 2.26e-03 7.54e-04
4 2.719 4.65e-03 1.55e-03
5 -17.38 3.63e-06 1.21e-06
6 3.802 8.67e-19 2.89e-19
8 -1.493 2.05e-14 6.84e-15
9 0.300 8.99e-06 3.00e-06
10 -0.012 1.56e-03 5.21e-04
11 -0.947 2.77e-12 9.24e-13
12 0.009 1.67e-03 5.57e-04
13 -0.523 6.42e-25 2.14e-25
Table 6: Boston housing data: best subset.
covariate P-value rss ratio rss/rss0
0 0.00e+00 42716 0.143
13 0.00e+00 19472 0.456
6 0.00e+00 15439 0.793
11 1.81e-13 13728 0.889
8 1.67e-04 13229 0.964
5 4.94e-07 12469 0.943
4 2.12e-03 12141 0.974
12 5.39e-03 11868 0.978
Table 7: Boston housing data: covariates in order of selection by the Gaussian stepwise procedure.
10.2.2 Boston housing data
The size of the Boston housing data is (n, q + 1) = (506, 14) with the 14th coordinate being the
dependent variable giving median value of owner-occupied homes in multiples of 1000$. The data
are available from the R package MASS
https://CRAN.R-project.org/package=MASS
Considering all possible subsets as described in Section results in 34 linear approximations.
The best in terms of the smallest sum of squared residuals is based on all covariates except 3 and
7. The results are given in Table 6
The results of the Gaussian stepwise procedure are given in Table 7. With a cut-off P-value
of α = 0.01 the first seven are selected. The Boston housing data are considered again in Sec-
tion 10.2.6.
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10.2.3 The dental data
We transcribed this data from Table 1 of [Seheult and Tukey, 2001]. It is a 8×3×5 ANOVA table
with the dependent variable being the hardness of a dental gold filling. There were eight different
gold alloys, three different methods of preparation and five different dentists who prepared the
filling . A full description of the data is given in [Seheult and Tukey, 2001]. We can write this as a
linear regression problem with 13 covariates. The covariates 1:7 are the first seven gold alloys, the
covariate 8:9 the first two methods of preparation and the covariates 10:13 the first four dentists.
The all subsets method of Section 3.2 with adjusted P-values returns only the covariates 8 and
9 with P-values 2.60e-06 and 1.61e-07 respectively. The Gaussian stepwise procedure returns no
covariates for α = 0.05 . If we now follow Section 6 and put kmax = 10 the stepwise method
results in the covariates 1 and 5:13. Considering all subsets of these 10 covariates results in the
covariates 8 and 9.
Following [Seheult and Tukey, 2001] and [Davies, 2012] we allow interactions for the seven
observations 14, 90, 93, 96, 103, 119 and 120. The all subsets method returns the covariates 8, 9,
15:17 and 20. The stepwise method returns the covariates 15:17 and 20. It thus fails to pick up
the covariates 8 and 9. We now again set kmax = 10 in the stepwise version to end up with the
covariates 6, 8 ,9 and 14:20. Again considering all subsets we obtain the covariates 8, 9, 15:17 as
for the all subsets method.
Lasso performed well on this data set. In ten runs without the interaction terms it returned the
covariates 6-11 six times and the covariates 5-11 four times. With the interactions it resulted in
the covariates 6-19 every time.
10.2.4 Leukemia data
The dimensions of the leukemia data ([Golub et al., 1999]) are (n, q + 1) = (72, 3572). The data
are available from
http://stat.ethz.ch/˜dettling/bagboost.html
For more information about the data see [Dettling and Bu¨hlmann, 2002].
The repeated Gaussian covariate procedure gives 115 linear approximations and involving 281
covariates. The time required was 1.7 seconds. The first two linear approximations are given in
Table 8. The first column gives the number of the linear approximation, the second the covariates
included in this approximation, the third the stepwise P-values of the covariates and the fourth
the sum of squared residuals as each successive covariate is included. Columns five and six given
respectively the P-values as defined by (2) and the standard least squares P-values.
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The leukemia data repeated stepwise
approx. covariate stepwise P-value rss P-value st. P-value
1 0 4.15e-08 16.32 7.65e-21 7.65e-21
1 1182 0.00e+00 4.26 1.49e-15 4.17e-19
1 1219 8.58e-04 2.88 4.12e-04 1.16e-07
1 2888 3.58e-03 2.02 3.58e-03 1.00e-06
2 0 4.15e-08 16.32 1.73e-19 1.73e-19
2 1652 0.00e+00 4.38 7.24e-05 2.03e-08
2 979 9.36e-05 2.79 9.37e-05 2.62e-08
Table 8: The first two linear approximations for the leukemia data.
We now apply the strategy of Section 3.3 setting the number of covariates to ten, kmax = 10.
This resulted in the six additional covariates 1946, 2102, 183, 3038, 2558, 801 and 2491. The all
subset method with adjusted P-values reduces this to six covariates, the original three plus 183,
3038 and 2558. Putting kmax = 20 gives the same result. This can also be done for the repeated
stepwise procedure. It results in 75 linear approximations involving 250 covariates. The time
required was 2.5 seconds.
Five applications of lasso resulted in between 11 and 23 covariates. The time required for each
was about 0.5 second. Knockoff took six hours to produce 14 covariates. These numbers are too
large for a sample size of n = 72 but the all subsets method of Section 3.2 can be used to make a
further selection. For the lasso set of size 23 the first four subsets were
{672, 1182, 2481, 2888}, {672, 979, 2481}, {657, 672, 979}, {1182, 1219, 2888}.
The covariates are numbers 1,2,3,7,8 and 48 on the repeated Gaussian list.
10.2.5 Osteoarthritis data
The osteoarthritis data with dimensions (n, q+1) = (129, 48803) was analysed in [Cox and Battey, 2017].
The authors selected 17 covariates. The repeated Gaussian covariate method Section 3.4 gave 165
covariates forming 63 linear approximations. These included six of the 17 covariates chosen in
[Cox and Battey, 2017]. The time required was 10 seconds. The first two linear approximations
are in Table 9. If kmax is set to 10 the repeated Gaussian covariate procedure results in 56 linear
approximations involving 207 covariates. The time required was 21 seconds.
Five applications of lasso resulted in between 16 and 61 covariates. The time for each appli-
cation was about 10 seconds. This data set is much too large for knockoff.
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The osteoarthritis data repeated stepwise
approx. covariate P-value st. P-value
1 0 1.66e-21 1.66e-21
1 11499 3.85e-18 7.89e-23
1 31848 1.42e-05 2.91e-10
1 33321 6.44e-03 1.32e-07
2 0 6.03e-01 6.03e-01
2 44902 1.26e-09 2.58e-14
2 3630 8.48e-14 1.74e-18
2 43770 4.06e-03 8.33e-08
Table 9: The first two linear approximations for the osteoarthritis data.
interaction P-value rss adj. P-value st. P-value
0 0.00e+00 42716 5.29e-139 5.29e-139
64 · 12 0.00e+00 16350 3.21e-118 4.14e-123
64 · 11 · 12 · 13 0.00e+00 9930 2.33e-62 3.01e-67
5 · 64 · 8 9.42e-08 8979 4.49e-06 5.79e-11
1 · 55 · 13 7.30e-07 8184 8.52e-09 1.10e-13
12 · 4 · 9 · 113 3.84e-06 7506 1.28e-11 1.65e-16
12 · 4 · 5 · 6 · 92 1.22e-09 6668 1.22e-09 1.57e-14
Table 10: Boston housing data: interactions of order ≤ 7 in order of selection by the Gauss
stepwise procedure.
10.2.6 Interactions
We now consider the Boston housing data again but take the covariates to consist of all 77520
interactions of order at most 7. The result of the Gaussian stepwise procedure are given in Table 7.
The time required was about 1.5 seconds. Note that the first two interactions give a smaller sum of
squared residuals 9930 than all of the original 13 covariates 11078. There are 203490 interactions
of degree at most 8: the Gaussian method gives a similar result as before in about 4 seconds.
The top panel of Figure 2shows the residuals based on a standard least squares fit using the 13
covariates. The bottom panel shows the residuals based on the six interactions of Table 10. There
are two outliers (Tukey=exotic observations), the observations 369 and 372. The remaining 504
observations are reasonably well approximated.
Five applications of lasso resulted with in between 16 and 61 selected covariates. The appli-
cations took on average 80 seconds each.
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Figure 2: Top: the residuals based on the 13 covariates. Bottom: the residuals based on the 77520
interaction terms of Table 10.
10.2.7 Non-parametric regression
As mentioned in the Introduction the Gaussian stepwise can be applied to non-parametric regres-
sion with covariates of the form x` = (f`(ui))ni=1 with given basis functions f`, ` = 1, . . . .q.
What the method cannot do in this context is to take shape or other restrictions into account as
for example in [Davies and Kovac, 2001, Kovac, 2007, Du¨mbgen and Kovac, 2009]. It is however
well adapted to finding periodicities in the dependent variable by taking the basis functions to be
of the form f` = sin(pi`(1 : n)/n), cos(pi`(1 : n)/n), ` = 1, . . . , n/2 or some subset.
We consider the monthly average number of sunspots from 1749 to 2020 giving in all 3253 obser-
vations. The data are available from
Source: WDC-SILSO, Royal Observatory of Belgium, Brussels
The number of covariates is 3253 although a much smaller set would be sufficient . In all 55 co-
variates were selected. The time required was about 2.4 seconds. The first ten together with their
periods in years were
covariate 98 101 108 10 92 128 16 97 19 133
period 11.06 10.74 10.04 108.4 11.79 8.47 67.77 11.18 57.07 8.15
The top panel of Figure 3 shows the regression function based on these covariates.
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Figure 3: Top: the regression function for the sunspot data. Bottom: the regression function for
the Melbourne daily minimum temperature.
Five applications of lasso resulted on average in 730 covariates. Each application took about
18 seconds. The top panel of Figure 4 shows a plot of the mean square error against log(λ) for the
sunspot data. The numbers at the top give the number of covariates selected.
A second data set we consider is the minimum daily temperature in Melbourne from 1981-
1990. the source is
https://www.kaggle.com/paulbrabban/daily-minimum-temperatures-in-melbourne
The size is n = 3650 and again we take the covariates to be the trigonometric functions
mentioned above. The stepwise method resulted in eight covariates with periodicities in days of
365, 365, 187, 912, 182, 85, 3650 and 36. The regression function based on these covariates is
shown in the bottom panel of Figure 3.
Five applications of lasso yielded each time about 1050 covariates. Each application took about
29 seconds. The bottom panel of Figure 4 a plot plot of the mean square error against log(λ) for
the Melbourne data. The numbers at the top give the number of covariates selected.
10.2.8 Autoregressive and lagged regression
The data we considered are the USA quarterly data 1919-1941,1947-1983 available from
http://data.nber.org/data/abc/
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Figure 4: The lasso plots of the mean square error for the sunspot (top) Melbourne temperature
(bottom) data. The numbers at the top are the number of selected covariates.
covariate adj. P-value st. P-value
0 3.48e-01 3,48e-01
1 1.13e-54 7.57e-56
2 1.46e-06 9.740e-08
Table 11: The USA Gross National Product data with the first two lags.
We merged the two time intervals and used the values given in 1972$. The dependent variable was
taken to be the Gross national Product (GNP72). Taking the covariates to be the first 16 lags of
GNP72, that is, an autoregressive approach, the all subsets method results just in the lags 1 and 2.
This is also the result of the Gaussian stepwise procedure, Table 11
The following 21 further indices (see the above data source for an explanation) were included
each with lags of 1:16 giving 352 covariates in all:
CPRATE, CORPYIELD, M1, M2, BASE, CSTOCK, WRICE67, PRODUR72, NONRES72, IRES72,
DBUSI72, CDUR72, CNDUR72, XPT72, MPT72, GOVPUR72, NCSPDE72, NCSBS72, NC-
SCON72,CCSPDE72,CCSBS72
We are not economists so whether this makes sense or not we leave to the reader. The result of the
Gaussian stepwise procedure is given in Table 12.
Five applications of lasso resulted each time in the covariates lasso 1, 97, 161 and 271. The
results are given in Table 13.
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P-value st.P-value covariate
4.66e-01 4.66e-01
1.21e-315 3.45e-318 Gross National Product, lag 1
6.85e-15 1.97e-17 Commercial Paper Rate, lag 2
1.71e-04 4.8e-07 Change Business Inventories, lag 4
Table 12: The USA Gross National Product data using the first 16 lags of the 22 indices listed
above.
P-value st.P-value covariate
4.59e-02 4.59e-02
8.93e-140 2.56e-142 Gross National Product,lag1
1.00e+00 3.17e-01 Index of all Common Stocks , lag 1
7.18e-01 3.61e-03 Non-Residential Structures, lag 1
1.00e+00 2.42e-01 Imports, lag 15
Table 13: The USA Gross National Product data using the first 16 lags of the 22 indices listed
above using lasso.
We applied the R autoregressive function to the Melbourne data. It results in an AR process of
order 21. The Gaussian stepwise method allowing for lags of 400 results in the following ten lags
in order of importance: 1, 2, 342, 172, 7, 366, 350, 4, 21 and 384. Five applications of lasso gave
35 lags twice and 36 lags three times.
10.2.9 Dependency graphs
The graph for the covariates of the leukemia data resulted in 1577 directed edges in six seconds.
The number of undirected edges was 1294. The repeated Gaussian method gives 11655 edges in
about 40 seconds. Ten of the covariates had between 50 and 75 subgroups. Lasso produced 32322
in about 30 minutes.
Finally a dependency graph for the 48802 covariates of the osteoarthritis data was calculated.
It consisted of 38415 directed edges. The computing time was about 85 minutes. It was estimated
that lasso would require over 5 days.
11 Some comments onGaussian covariates, lasso and cross-validation
The above results demonstrate clearly that the Gaussian covariates method does not overfit, neither
in the simulations nor for the real data sets. The largest subset for the osteoarthritis data consisted
of eight covariates, but the largest standard P-value was 2.23e-06 and the largest P-value 8.78e-03
just less than the cut-off value 0.01. So even this subset would not qualify for overfitting in the
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signal method ρ = 0.0 ρ = 0.25 ρ = 0.5
no signal lasso 8.15 0 56 719 522 879 1449 1376 1548
Gauss 0 0 0 0 0 0 0.3 0 1
sine lasso 4.1 2 6 14.5 9 19 33 20 48
Gauss 1 1 1 1 1 1 1.25 1 2
Figure 5 lasso 646 449 814 1135 1047 1188 1410 1341 1444
Gauss 3.3 3 4 3.6 3 5 4.1 2 6
Table 14: The number of covariates selected by lasso and the Gaussian procedure for various first
order correlations and signals.
statistical sense. If you use logistic regression it can be reduced to five, but not less, and give a
perfect fit.
In contrast lasso with the cross-validation option overfits every time when the number of co-
variates is large, which here means more than 600. It overfits most spectacularly for the sunspot
and Melbourne temperature data sets as Figure 4 shows. Why this should be so is not clear. We
look at this in more detail. Firstly we note that the residuals from the Gaussian covariate fit to the
Melbourne data shown in 3 have a standard deviation of about 2.7 and a first order correlation of
about 0.5. We use these values in the simulations below. The correlations are obtained by setting
the errors εt = (Zt + γZt−1)/
√
1 + γ2 where the Zt are i.i.d. N(0, 1) and putting γ = 2 −
√
3
and 1 to give correlations of 0.25 and 0.5 respectively.
Table 14 shows the results of 20 simulations and gives in order the mean, the smallest and
the largest numbers of covariates chosen for the two procedures, lasso and Gaussian covariates.
This is done for three different values of the first order correlation of the errors in each case with
standard deviation 2.7, and for three different signals. The signals are no signal, the sine function
20 sin(2 ∗ pi ∗ 10 ∗ (1 : 3650)/3650) and the function shown in Figure 5. This is the function
obtained from the Gaussian covariate method with the number of chosen covariates set to five. It
results in the functions 40, 39, 77, 16 and 79.
The results show that lasso consistently overfits and is very sensitive to changes in the corre-
lation structure of the errors as well as to the underlying signal. We do not know why this is so. In
contrast the Gaussian procedure is very stable and accurate.
There is a simple procedure which can prevent lasso from overfitting. Each time a new co-
variate is included the P-values according to (2) are calculated and the procedure terminates with
the last subset of selected covariates where all P-values are less than the chosen threshold α. For
α = 0.01 this gives the same result as the Gaussian covariate method.
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Figure 5: The smooth regression function for the Melbourne data used in Table 14
A Appendix: Technical details and proofs
A.1 Details and Proofs for Section 2
In what follows, we utilize some basic facts about multivariate Gaussian distributions, see for
example[Mardia et al., 1979].
Special distributions. Let b1, . . . , bp be an orthonormal basis of a linear subspace V of Rn,
and let Z ∼ Np(0, I). Then Z˜ :=
∑p
i=1 Zibi has a standard Gaussian distribution on V with
‖Z‖ = ‖Z˜‖. Moreover, ‖Z‖ and U := ‖Z‖−1Z˜ are stochastically independent, where ‖Z‖2
has a chi-squared distribution with p degrees of freedom whileU is uniformly distributed on S(V).
The chi-squared distribution with p degrees of freedom coincides with Gamma(p/2, 2), where
Gamma(a, c) stands for the gamma distribution with shape parameter a > 0 and scale parameter
c > 0. The following result belongs to the statistical folklore:
Lemma 5. Let a, b, c > 0, and let Ya and Yb be independent random variables with distribu-
tions Gamma(a, c) and Gamma(b, c), respectively. Then Ya + Yb and U := Ya/(Ya + Yb) are
stochastically independent with Ya + Yb ∼ Gamma(a+ b, c) and U ∼ Ba,b.
With Ya, Yb and U as in the previous lemma, F := (Ya/a)/(Yb/b) ∼ F2a,2b. Note also that
U = (a/b)F/((a/b)F + 1) and 1− U ∼ Bb,a. In particular, for x > 0,
1− F2a,2b(x) = IP(F ≥ x) = IP
(
U ≥ (a/b)x
(a/b)x+ 1
)
= IP
(
1− U ≤ 1
(a/b)x+ 1
)
= Bb,a
( 1
(a/b)x+ 1
)
.
With a = (m−m0)/2, b = (n−m)/2 and x = (b/a)(rss0 − rss)/rss, we obtain the equation
1− Fm−m0,n−m
((rss0 − rss)/(m−m0)
rss/(n−m)
)
= B(n−m)/2,(m−m0)/2
( rss
rss0
)
,
i.e. equality two of the p-values (1).
30
Lemma 5 implies useful facts about products of beta random variables.
Lemma 6. (i) For a, b, c > 0, let U ∼ Ba,b and V ∼ Ba+b,c be stochastically independent. Then
UV ∼ Ba,b+c.
(ii) For a, δ > 0 and k ∈ N, let U1, . . . , Uk be stochastically independent random variables such
that Uj ∼ Ba+(j−1)δ,δ. Then
∏k
j=1 Uj ∼ Ba,kδ.
Proof of Lemma 6. For proving part (i), we start with independent random variables Ga ∼
Gamma(a, 1), Gb ∼ Gamma(b, 1) and Gc ∼ Gamma(c, 1). By Lemma 5,
U :=
Ga
Ga +Gb
∼ Ba,b, Ga +Gb ∼ Gamma(a+ b, 1) and Gc
are independent as well. A second application of Lemma 5 yields independent random variables
U and V :=
Ga +Gb
Ga +Gb +Gc
∼ Ba+b,c.
But then
UV =
Ga
Ga +Gb +Gc
∼ Ba,b+c,
because Ga and Gb +Gc ∼ Gamma(b+ c, 1) are independent.
Part (ii) follows from part (i) via induction.
Proof of Theorem 1 We consider firstly the case m1 −m0 = 1, put
V>0 = {x ∈ Rn : x>η for all η ∈ V0}
where V0 is the linear space spanned by the covariates xi, i ∈M0.
Let bi, i = 1, . . . , n be an orthonormal basis of Rn such that
V0 = span(b1, . . . ,bm0) and bm0+1 = (y − PM0(y))/(ss0)−1/2
where PM0 is the projection onto the subspace V0.
We now replace xν by a Gaussian covariate Zν consisting of n i.i.d. N(0, 1) random vari-
ables. By the rotational symmetry of the standard Gaussian distribution on Rn, Zj := b>j Zν
defines stochastically independent standard Gaussian random variables Z1, . . . , Zn. The orthogo-
nal projection of Zν onto V⊥0 is given by
Z˜ν :=
n∑
j=m0+1
Zjbj .
In particular
span(b1, . . . ,bm0 ,Z) = span(b1, . . . ,bm0 , Z˜)
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and as
PM1(y) = PM0(y)− (ss0)1/2
Z˜>ν bm0+1
‖Z˜ν‖2
Z˜ν
it follows that
SS1 = ss0 − ss0 (Z˜
>
ν bm0+1)
2
‖Z˜ν‖2
and hence
SS1
ss0
= 1− (Z˜ν
>bm0+1)2
‖Z˜ν‖2
=
∑n
j=m0+2
Z2j∑n
j=m0+1
Z2j
∼ Beta((n−m0 − 1)/2, 1/2)
In the general case with m1 −m0 = k > 1 the above argument may be applied inductively to
show that
SS1
ss0
=
k∏
`=1
U`
in distribution where the U1, . . . , Uk are stochastically independent with
U` ∼ Beta((n−m0 − `)/2, 1/2)
We now use the standard result that if U ∼ Beta(a, b)and V ∼ Beta(a + b, c) and U and V are
independent then UV ∼ Beta(a, b+ c). From this it follows that
SS1
ss0
∼ Beta((n− ν0 −m1)/2, (m1 −m0)/2)
which proves (i) of the theorem.
To prove (iii) we note that if χ2ν1 and χ
2
ν2 are independent chi-squared random variables with
ν1 and ν2 degrees of freedom respectively then
χ2ν1/ν1
χ2ν2/ν2
∼ Fν1,ν2
and
χ2ν1
χ2ν1 + χ
2
ν2
∼ Beta(ν1/2, ν2/2).
From this it follows that for all x > 0
pf(x, ν1, ν2) = pbeta((ν1/ν2)x/((ν1/ν2)x+ 1))
and hence (iii) of the theorem.
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A.2 Details and Proofs for Section 9
An important ingredient are bounds for the quantile functions of beta and gamma distributions.
Lemma 7. Let G be the distribution function of Gamma(1/2, 2) = χ21. Then,
B−11/2,(n−1)/2
{
≥ G−1/(n− 1 +G−1) if n ≥ 2,
≤ (n− 2)−1G−1 if n ≥ 3.
Moreover, for δ ∈ (0, 1),
G−1(1− δ) = 2 log(1/δ)− log log(1/δ)− log pi + o(1) as δ → 0.
The second part belongs to the folklore in extreme value theory, cf. for instance Chapter 2 of
[de Haan and Ferreira, 2006]. It has various implications for the maximum of squared standard
Gaussian random variables:
Lemma 8. Let Z ∈ Rq be a random vector with components Zi ∼ N(0, 1). Then
IP
(
max
1≤i≤q
Z2i ≤ 2 log q
)
→ 1
as q →∞. If Z ∼ Nq(0, I), then
max
1≤i≤q
Z2i = 2 log q − log log q − log pi + 2Xq
with a random variable Xq such that limq→∞ IP(Xq ≤ x) = exp(−e−x) for any x ∈ R.
Lemma 7 also leads to a particular approximation of beta quantiles:
Lemma 9. For integers n, q ≥ 2 and fixed α ∈ (0, 1),
nB−11/2,(n−1)/2
(
(1− α)1/q) = 2 log q − log log q − log pi − 2 log(− log(1− α)) + o(1)
as q →∞ and n/ log(q)2 →∞.
Proof of Lemma 7. Recall that B := B1/2,(n−1)/2 is the distribution function of Z21/(Z21 + S2)
with S2 =
∑n
i=2 Z
2
i and Z ∼ Nn(0, I). Then Jensen’s inequality implies that for 0 < x < 1,
B(x) = IE IP
(
Z21 ≤
S2x
1− x
∣∣∣S2) = IEG( S2x
1− x
)
≤ G
((n− 1)x
1− x
)
,
because IE(S2) = n − 1 and G is concave. Consequently, for 0 < u < 1, B−1(u) is not smaller
than the solution x of (n− 1)x/(1− x) = G−1(u), which is G−1(u)/(n− 1 +G−1(u)).
On the other hand, if n ≥ 3, then it it follows from independence of X := Z21/‖Z‖2 and
T := ‖Z‖2 with IE(T−1) = (n− 2)−1 that
G(y) = IP(TX ≤ y) = IEB(T−1y) ≤ B((n− 2)−1y)
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by Jensen’s inequality and concavity of B. Consequently, B ≥ G((n− 2)·), and this implies that
B−1 ≥ (n− 2)−1G−1.
For the reader’s convenience, a proof of the second part is provided as well. Since G′(x) =
(2pix)−1/2e−x/2, partial integration and elementary bounds yield the inequalities
21/2(pix)−1/2e−x/2(1− 2x−1) ≤ 1−G(x) ≤ 21/2(pix)−1/2e−x/2.
If we fix an arbitrary real number z and set x := 2 log(1/δ) − log log(1/δ) − log pi + z, then
x = 2 log(1/δ)(1 + o(1))→∞ and
2 log(1−G(x)) = 2 log(δ)− z + o(1)
as δ ↓ 0. This implies the asserted expansion for G−1(1− δ) as δ ↓ 0.
Proof of Lemma 9. Note first that (1−α)1/q = exp(log(1−α)/q) may be written as 1− δ with
δ := q−1α˜(1 + O(q−1)) and α˜ := − log(1 − α). Since log(1/δ) = log q − log α˜ + o(1) and
log log(1/δ) = log(log q+O(1)) = log log q+ o(1), it follows from the second part of Lemma 7
that
G−1
(
(1− α)1/q) = 2 log q − log log q − log pi − 2 log α˜+ o(1) = O(log q)
as q →∞. Then the first part of that lemma implies that
B−11/2,(n−1)/2
(
(1− α)1/q) = (n+O(log q))−1G−1((1− α)1/q)
= n−1
(
1 +O(n−1 log q)
)
G−1
(
(1− α)1/q)
= n−1
(
2 log q − log log q − log pi − 2 log α˜+ o(1))
as q →∞ and n/ log(q)2 → 0.
Proof of Theorem 2. Note first that (x>ν y)2/‖y‖2 = (x>ν Z)2/‖Z‖2 has distribution function
B = B1/2,(n−1)/2. Hence, with xn,q := B−1
(
(1− α)1/q),
IP
(
max
ν∈N
(x>ν y)2
‖y‖2 ≥ xn,q
)
≤ q(1− (1− α)1/q) ≤ − log(1− α),
because (1 − α)1/q = exp(q−1 log(1 − α)) ≥ 1 + q−1 log(1 − α). Note also that ‖Z‖2 has
expectation n and variance 2n, whence for arbitrary c > 0,
IP(‖Z‖2 ≤ n− cn1/2), IP(‖Z‖2 ≥ n+ cn1/2) ≤ 2
2 + c2
by the Tshebyshev-Cantelli inequality. Consequently,
IP
(
max
ν∈N
(x>ν y)2
‖y‖2 ≥ xn,q
)
≤ IP
(
max
ν∈N
(x>ν Z)
2 ≥ (1− cn−1/2)nxn,q
)
+
2
2 + c2
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and
IP
(
max
ν∈N
(x>ν y)2
‖y‖2 ≥ xn,q
)
≥ IP
(
max
ν∈N
(x>ν Z)
2 ≥ (1 + c−1/2)nxn,q
)
− 2
2 + c2
.
But it follow from the Gaussian inequality (cf. [Sida´k, 1967] or [Royen, 2014]) that for any number
x,
IP
(
max
ν∈N
(x>ν Z)
2 ≥ x) ≤ IP(max
ν∈N
Z2ν ≥ x
)
with independent random variables Zν ∼ N(0, 1), ν ∈ N , with equality in case of orthonormal
regressors xν , ν ∈ N . Now the claims follow from the fact that for any fixed c > 0 and α˜ :=
− log(1− α),
(1± cn−1/2)nxn,q = (1± cn−1/2)
(
2 log q − log log q − log pi − 2 log α˜+ o(1))
= 2 log q − log log q − log pi − 2 log α˜+ o(1)
by Lemma 9, and
IP
(
max
ν∈N
Z2ν ≥ 2 log q − log log q − log pi − 2 log α˜+ o(1)
)
→ 1− exp(− exp(log α˜)) = α
by Lemma 8.
Proof of Theorems 3 and 4. Note first that in case of orthonormal regressors, q ≤ n, and Condi-
tion (A.1’) implies Condition (A.1). Without loss of generality we assume that σ = 1.
At first we verify that M̂ ⊃ M∗ with asymptotic probability one. Having started stepwise
selection withM = ∅, suppose we have chosen a setM (M∗ elements. The question is whether
an additional regressor xν with ν ∈M∗ \M will be added toM, regardless of the choice ofM.
This is certainly the case if
min
M(M∗
(
max
ν∈M∗\M
|x>M,νy| − max
s∈N\M∗
|x>M,sy|
)
> 0 (21)
and
min
M(M∗
(
max
ν∈M∗\M
|x>M,νy|
‖QMy‖
− κn−#M,q−#M
)
> 0 (22)
with asymptotic probability one, where κn′,q′ :=
√
B−11/2,(n′−1)/2
(
(1− α)1/q′). Inequality (21)
can be replaced by the stronger but simpler inequality
min
ν∈M∗,M⊂M∗\{ν},s∈N\M∗
(|x>M,νy| − |x>M,sy|) > 0. (23)
Moreover, according to Lemma 9,
max
0≤m≤m∗
κn−m,q−m =
√
(2 + o(1)) log q
n
,
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and ‖QMy‖ ≤ ‖y‖. But ‖y‖2 has a noncentral chi-squared distribution with n degrees of freedom
and noncentrality parameter ‖µ‖2. In particular, it has expectation n + ‖µ‖2 and variance 2n +
4‖µ‖2, and this implies that
‖y‖ =
√
n+ ‖µ‖2 +Op(1) =
√
n+ ‖µ‖2(1 + op(1)). (24)
Hence we may replace (22) with
min
ν∈M∗,M⊂M∗\{ν}
|x>M,νy|√
n+ ‖µ‖2 >
√
τ ′ log q
n
(25)
for some τ ′ > 2.
Let us verify (23) and (25) for orthonormal regressors xν and µ =
∑
ν∈M∗ βνxν . Here
xM,ν = xν for arbitrary ν ∈ N andM⊂M∗ \ {ν}, whence the left hand side of (23) equals
min
ν∈M∗
|βν | − max
ν∈M∗
|x>ν Z| − max
s∈N\M∗
|x>s Z| ≥ min
ν∈M∗
|βν | −
√
2 logm∗ −
√
2 log q −Op(1)
≥
√
τ log q −
√
2 log q −Op(1) →p ∞,
where the second last inequality follows from Lemma 8, and the last inequality is a consequence
of Condition (A.2’). This proves (23). Similarly one can show that the left hand side of (25) is
equal to
min
ν∈M∗
|x>ν y|√
n+ ‖µ‖2 ≥ minν∈M∗
|βν | − |x>ν Z|√
n+ ‖µ‖2
≥ min
ν∈M∗
|βν | −
√
2 logm∗ −Op(1)√
n+ ‖µ‖2
≥
√
τ log q −Op(1)√
n
=
√
(τ + op(1)) log q
n
,
and the latter quantity is greater than
√
τ ′ log(q)/n with asymptotic probability one, provided that
2 < τ ′ < τ .
Now we verify (23) and (25) in the general case. On the one hand, since all vectors xM,ν with
ν ∈M∗ andM⊂M∗ \ {ν} belong to the unit ball of VM∗ ,
min
ν∈M∗,M⊂M∗\{ν}
|x>M,νy| ≥ min
ν∈M∗,M⊂M∗\{ν}
|x>M,νµ| − ‖ẐM∗‖
≥ min
ν∈M∗,M⊂M∗\{ν}
|x>M,νµ| −
√
m∗ −Op(1),
because ‖ẐM∗‖2 has a chi-squared distribution with m∗ degrees of freedom, see also the ar-
guments for (24). On the other hand, for any M ⊂ M∗ and s ∈ N \ M∗, it follows from
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V⊥M ⊃ V⊥M∗ that the vector QMxs is the sum of QM∗xs ∈ V⊥M∗ and (QM − QM∗)xs ∈
(V⊥M∗)
⊥ = VM∗ . Consequently,
xM,s = λM,svs + λ¯M,sv¯M,s
with
λM,s := ‖QM∗xs‖
/√‖QM∗xs‖2 + ‖(QM −QM∗)xs‖2 ∈ [0, 1],
vs := ‖QM∗xs‖−1QM∗xs ∈ V⊥M∗ ,
λ¯M,s :=
√
1− λ2M,s ∈ [0, 1],
v¯M,s := ‖(QM −QM∗)xs‖−1(QM −QM∗)xs ∈ VM∗ .
This implies that
max
M⊂M∗,s∈N\M∗
|x>M,sy| ≤ maxM⊂M∗,s∈N\M∗ |x
>
M,sµ|+ ‖ẐM∗‖+ max
s∈N\M∗
|v>s Z|
≤ max
M⊂M∗,s∈N\M∗
|x>M,sµ|+
√
m∗ +
√
2 log q +Op(1).
These inequalities and assumption (A.2) imply that the left hand side of (23) is not smaller than
min
ν∈M∗,M⊂M∗\{ν},s∈N\M∗
(|x>M,νµ| − |x>M,sµ|)− 2√m∗ −√2 log q −Op(1)
≥
√
τ log q −
√
2 log q −Op(1) →p ∞.
Hence (23) is satisfied with asymptotic probability one. Moreover, a second application of (A.2)
shows that the left hand side of (25) is not smaller than
min
ν∈M∗,M⊂M∗\{ν}
|x>M,νµ| − ‖ẐM∗‖√
n+ ‖µ‖2 ≥ minν∈M∗,M⊂M∗\{ν}
√
τ log q +
√
m∗ −Op(1)√
n
≥
√
(τ + op(1)) log q
n
,
and the latter quantity is greater than
√
τ ′ log(q)/n with asymptotic probability one, provided that
2 < τ ′ < τ .
So far we have shown that with asymptotic probability one, the stepwise selection will lead to
the candidateM = M∗ for M̂. But at that stage, x>M,νy = x>M∗,νZ = x>M∗,νQM∗Z for all
ν ∈ N \M∗, so
IP(M∗ ( M̂) ≤ o(1) + IP
(
max
ν∈N\M∗
(x>M∗,νQM∗Z)
2
‖QM∗Z‖2
≥ κ2n−m∗,q−m∗
)
≤ α+ o(1)
by a simple adaptation of Theorem 2.
———— References ————
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