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Introduzione alla tesi 
La maggior parte dei dati ottenuti dai produttori ufficiali di statistiche (ad esempio, 
banche centrali ed istituti di statistica) devono essere aggiustati, corretti o comun-
que elaborati per arrivare a valori affidabili, utili e pubblicabili. 
Un problema che spesso si presenta alle agenzie statistiche riguarda il bilanciamen-
to di tavole di serie storiche: gli istituti raccolgono e pubblicano serie mensili (o tri-
mestrali) che devono essere conformi alle serie annuali e, contemporaneamente, 
soddisfare vincoli espressi da relazioni contabili. Da un punto di vista formale si è in-
teressati a stimare i valori assunti dalle singole variabili, nel rispetto dei vincoli di 
aggregazione temporali e contemporanei (chiamati anche vincoli cross-sezionali). 
Nel primo capitolo viene presentato, in maniera descrittiva, il problema. I primi pa-
ragrafi descrivono le tavole di contabilità nazionale, con particolare attenzione al si-
stema dei conti nazionali, alla Matrice di Contabilità Sociale (SAM), alla tavola Input-
Output e alla Matrice di Contabilità Nazionale (NAM). Successivamente vengono in-
trodotti i concetti di bilanciamento, benchmarking e riconciliazione. 
Il bilanciamento di matrici (capitolo 2ͿĐŽŶƐŝƐƚĞŶĞůů͛ĂŐŐŝƵƐƚĂƌĞŝǀĂůŽƌŝĚĞŝƐŝŶŐŽůŝe-
lementi affinché la loro somma per riga e per colonna coincida con i totali marginali, 
rispettivamente, di riga e di colonna. Gli algoritmi che vengono presentati sono due: 
ů͛ĂůŐŽƌŝƚŵŽĚŝƐĐĂůŝŶŐZ^ĞŝůŵĞƚŽĚŽĚŝriconciliazione ai minimi quadrati introdotto 
da Stone et al. (1942). 
Il benchmarking univariato di serie storiche (capitolo 3) si applica per aggiustare le 
somme annuali di dati ad alta frequenza (tipicamente mensili o trimestrali) con i re-
lativi benchmark annuali. La procedura, sviluppata per serie univariate da Denton 
(1971), è stata successivamente ripresa da diversi autori. 6  PREMESSA 
 
 
Se gli argomenti dei due capitoli precedenti sono ormai consolidati nel loro uso, i 
problemi emergono quando i due problemi si presentano contemporaneamente: si 
è interessati a bilanciare una tavola, in cui una delle due dimensioni rappresenta il 
tempo. È il problema della riconciliazione di sistemi di serie storiche economiche 
(capitolo  4),  argomento  centrale  della  tesi.  Le  procedure  proposte  sono  due: 
ů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂĚĞůůĂƉƌŽĐĞĚƵƌĂĚŝĞŶƚŽŶ͕ĚŽǀƵƚĂĂŝ&ŽŶǌŽ͕ĐŚĞĞƐƚĞŶĚĞ
al caso multivariato la metodologia vista nel capitolo 3 e la procedura dovuta a 
Quenneville e Rancourt (2005)͕ĐŚĞƉƌĞǀĞĚĞƉƌŝŵĂů͛ĂƉƉůŝĐĂǌŝŽŶĞƵŶŝǀĂƌŝĂƚĂ;ƐĞƌŝĞ
per serie) della metodologia di Denton e quindi il bilanciamento con la procedura di 
Stone et al. (1942). 
Il capitolo 5 ƉƌŽƉŽŶĞƵŶ͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůůĞŵĞƚŽĚŽůŽŐŝĞĚŝƌŝĐŽŶĐŝůŝĂǌŝŽŶĞ͘Ripetia-
mo, con le due procedure viste al capitolo precedente, il lavoro di riconciliazione ef-
fettuato dagli esperti di Statistics Canada per aggiustĂƌĞůĞƚĂǀŽůĞĚĞůů͛ŝŶĚĂŐŝŶĞŵĞn-
sile sul commercio al dettaglio (MRTS). 
Per i non addetti ai lavori 
/ĚĂƚŝƌĂĐĐŽůƚŝ͕ĂĚĞƐĞŵƉŝŽ͕ĚĂŝƉƌŽĚƵƚƚŽƌŝƵĨĨŝĐŝĂůŝĚŝƐƚĂƚŝƐƚŝĐŚĞ;/^dd͕ĂŶĐĂĚ͛/ƚĂůŝĂ
ecc.) sono spesso rappresentati sotto forma di tavole, in cui le righe rappresentano 
una certa classificazione e le colonne un͛altra. 
Si pensi ad esempio ai dati relativi alle vendite al dettaglio di una certa nazione 
(questo esempio, con riferimento al Canada, verrà proposto nel capitolo 5). In que-
sto caso le righe possono rappresentare i settori commerciali (supermercati, vendi-
tori di auto, stazioni di servizio e così via) e le colonne diverse aree geografiche 
(province o regioni, ad esempio). I totali marginali, cioè i totali di riga e di colonna, 
rappresentano, in questo caso, il totale di ciascun settore commerciale o di ciascuna 
area geografica. Il totale complessivo, rappresenta il totale delle vendite al dettaglio 
della nazione considerata. Se questi dati provengono da fonti diverse, o sono stati 
sottoposti a trattamenti statistici (la destagionalizzazione, ad esempio), è possibile 
che non soddisfino i vincoli; cioè che i totali di riga o di colonna e/o il totale com-
plessivo non siano ottenibili come somma delle diverse righe e/o colonne. Gli uten-PREMESSA  7 
 
 
ti, invece, preferiscono disporre di dati in cui vengono soddisfatte le relazioni natu-
rali: è allora necessario aggiustare i dati, perché ciò accada. Le procedure di questo 
tipo, dette procedure di bilanciamento, sono illustrate nel capitolo 2. 
Si pensi adesso, invece, a un singolo fenomeno di interesse, di cui si hanno sia dati 
ad alta frequenza (mensili o trimestrali) che dati annuali, raccolti spesso con meto-
dologie diverse. Anche in questo caso è necessario aggiustare i dati mensili (o trime-
strali) affinché la loro somma coincida col dato annuale, senza però alterare, o fa-
cendolo il meno possibile, la dinamica temporale. Questa operazione, che chiame-
remo benchmarking, è presentata nel capitolo 3. 
Il caso concettualmente più complicato è quello di tavole, come nel primo esempio, 
in cui le righe rappresentano il tempo e le colonne un certo criterio di classificazione 
;ĂĚĞƐĞŵƉŝŽƵŶ͛ĂƌĞĂŐĞŽŐƌĂĨŝĐĂŽƵŶƐĞƚƚŽƌĞĐŽŵŵĞƌĐŝĂůĞͿ. In questo caso si devono 
aggiustare i dati affinché i totali di colonna coincidano con la somma dei valori in-
terni e i totali annuali coincidano con la somma dei dati mensili (o trimestrali), senza 
stravolgere la dinamica temporale. Questa operazione è detta di riconciliazione di 
sistemi di serie storiche economiche, e dà il titolo a questa tesi. È illustrata nel capi-
tolo 4, mentre il capitolo 5 ƉƌŽƉŽŶĞƵŶ͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůůĞĚŝǀĞƌƐĞƚĞĐŶŝĐŚĞŝůůƵƐƚƌĂƚĞ
a dati reali. 
 1 Il problema 
I problemi di bilanciamento emergono quando dei dati non soddisfano dei vincoli, 
che spesso derivano dalla natura dei dati stessi. Questi problemi sono frequenti in 
statistica economica, e più precisamente nella contabilità nazionale, dove si deve la-
vorare con tavole, spesso di dimensioni notevoli, che devono soddisfare una serie di 
vincoli contabili. Altre applicazioni si hanno in svariate altre discipline, tra cui nel 
campo dei trasporti (stima di matrici partenze-arrivi), della statistica (tabelle di con-
tingenza), della demografia (flussi migratori) e del calcolo delle probabilità (stima 
delle probabilità di transizione). 
1.1  Il sistema dei conti nazionali 
>͛Istat (2007a) definisce così il sistema dei conti nazionali: «II sistema dei conti na-
ǌŝŽŶĂůŝĚĞƐĐƌŝǀĞŝŶƚĞƌŵŝŶŝƋƵĂŶƚŝƚĂƚŝǀŝĞƐŽƚƚŽĨŽƌŵĂĐŽŶƚĂďŝůĞů͛ĂƚƚŝǀŝƚăĞĐŽŶŽŵŝĐĂĞ




le modalità di raccolta, codifica e presentazione dei dati. Per soddisfare queste esi-
ŐĞŶǌĞ͕ŶĞůϭϵϱϯ͕ů͛KEhƉƵďďůŝĐžŝůSystem of National Accounts (SNA) per i paesi ad 
economia di mercato ed il Material Product System (MPS) per i paesi ad economia 
collettivista. Lo SNA fu in seguito modificato, accogliendo il suggerimento di Stone 
di presentare i dati in forma matriciale, nel 1968.  
Introdotta,  ŶĞůů͛ĂĐĐĞǌŝŽŶĞ ĂƚƚƵĂůĞ͕ ĚĂ Stone  (1962)  ƉĞƌ ů͛ĞĐŽŶŽŵŝĂ ďƌŝƚĂŶŶŝĐĂ
ŶĞůů͛ĂŵďŝƚŽĚĞůCambridge Growth Project, la matrice di contabilità sociale (SAM, 
Social Accounting Matrix) Ăůů͛ŝŶŝǌŝŽ degli aŶŶŝ͛ϳϬƐŝĐĂƌĂƚƚĞƌŝǌǌĂƉĞƌƵŶĂƉŽƐŝǌŝŽŶĞ
antagonista rispetto allo SNA, con il quale però condivide concetti, definizioni e 
classificazioni; la SAM è infatti uno strumento flessibile che poteva essere adattato IL PROBLEMA  9 
 
 
alle diverse realtà locali, quindi non in linea con il principio di standardizzazione che 
era alla base dello SNA. 
EĞůϭϵϳϬů͛/ƐƚŝƚƵƚŽ^ƚĂƚŝƐƚŝĐŽĚĞůůĞŽŵƵŶŝƚăƵƌŽƉĞĞ;ŽŐŐŝƵƌŽƐƚĂƚͿĞůĂďŽƌžŝů^i-
stema Europeo di Conti nazionali e regionali (SEC). Il SEC è la trasposizione, più con-
ƐŽŶĂƉĞƌů͛ƵƚŝůŝǌǌŽŝŶƐĞŶŽĂůů͛hŶŝŽŶĞƵƌŽƉĞĂ͕ĚĞůůŽ^E͕ĚĂůƋƵĂůĞĚŝĨĨĞƌŝƐĐĞƉĞƌƵŶĂ
più puntuale definizione di alcune regole, utile per ridurre i problemi di interpreta-
zione ed assicurare un livello di comparabilità ancora più elevato alle statistiche 
ĚĞůů͛hŶŝŽŶĞƵƌŽpea. 
Nel corso del primo ventennio di applicazione sia SNA sia SEC hanno dimostrato di 
ĂǀĞƌĞƉĂƌƚŝƐƵƉĞƌĂƚĞĚĂŐůŝĞǀĞŶƚŝƐƚŽƌŝĐŝ;ƋƵĂůŝ͕ĂĚĞƐĞŵƉŝŽ͕ů͛ĂůƚĂŝŶĨůĂǌŝŽŶĞĞůŽ
sfruttamento intensivo di alcune risorse) e parti di controversa interpretazione o 
addirittura insoddisfacenti. Pertanto è stato redatto dalle massime autorità a livello 
ŵŽŶĚŝĂůĞ ŝŶ ŵĂƚĞƌŝĂ Ěŝ ƐƚĂƚŝƐƚŝĐĂ ;ů͛KEh͕ ŝů &ŽŶĚŽ DŽŶĞƚĂƌŝŽ /ŶƚĞƌŶĂǌŝŽŶĂůĞ͕ ůĂ
Commissione delle Comunità Europee -tramite Eurostat-͕ů͛K^ĞůĂĂŶĐĂDŽŶĚŝa-
ůĞͿƵŶ͛ƵůƚĞriore modifica dello SNA, lo SNA93, che ha portato nel 1995 alla versione 
attuale del SEC. 
Nei prossimi paragrafi sarà analizzata più nel dettaglio la matrice di contabilità so-
ciale (SAM) e altri importanti strumenti della contabilità nazionale, la tavola Input-
Output e la matrice di contabilità nazionale: è possibile vedere la SAM come il com-
pletamento della primĂĞů͛ĞǀŽůƵǌŝŽŶĞĚĞůůĂƐĞĐŽŶĚĂ͘ 
1.2  La matrice di contabilità sociale 
La matrice di contabilità sociale è una tavola a doppia entrata
1 che registra i flussi 
che intercorrono tra gli operatori di un sistema economico. Fu introdotta da Stone 
nel 1960: prima di questa data, informazioni dettagliate sul sistema economico era-
no concentrate nei conti della produzione ed assumevano la forma di tavole input-
output, anche se Đ͛ĞƌĂŶŽŐŝăƐƚĂƚĞĂůĐƵŶĞĞƐƉĞƌŝĞŶǌĞƐŝŵŝůŝƌĞůĂƚŝǀĞĂůůĂEŽƌǀĞŐŝĂĞĂŝ
WĂĞƐŝĂƐƐŝ͕ƌŝƐƉĞƚƚŝǀĂŵĞŶƚĞ͕ĚĞŐůŝĂŶŶŝ͛ϯϬĞ͛ϰϬ (Pyatt e Round, 1977). 
                                                      
1 >ĂƐƚƌƵƚƚƵƌĂĚĞůůĂƚĂǀŽůĂğƌŝƉŽƌƚĂƚĂŶĞůů͛ĂƉƉĞŶĚŝĐĞA.1. 10  IL PROBLEMA 
 
 
Nel quadro delle revisioni dei sistemi contabili, la SAM ha assunto sempre più una 
posizione di rilievo, anche nella stesura dei conti nazionali. Può essere considerata, 
infatti, un vero e proprio mezzo per creare la Contabilità Nazionale, perché i suoi 
conti sono compilati utilizzando fonti diverse e alla costruzione segue una procedu-
ra di bilanciamento che consente di pervenire ad un complesso sistematico e coe-
rente di informazioni. 
Malgrado la SAM nasca come strumento per i paesi in via di sviluppo, negli anni più 
recenti è divenuta oggetto di interesse anche per le economie sviluppate, perché 
fornisce un quadro contabile completo di un sistema economico e consente di co-
struire modelli di equilibrio economico generale partendo dalla matrice di contabili-
tà  stessa.  Altro  elemento  che  la  rende  uno  strumento  estremamente  attuale  è 
ů͛enfasi posta sulla distribuzione del reddito. Questa è al contempo causa ed effetto: 
causa del consumo e del risparmio, cioè dei comportamenti individuali, ed effetto, 
perché a sua volta influenzata dalle modifiche di variabili esogene (un aumento del-
le esportazioni influenzerà, ad esempio, la distribuzione del reddito) ed in particola-
re di alcune delle variabili strumentali (tutte le azioni di politica economica hanno 
anche un effetto redistributivo). Nessuna fonte è in grado di fornire sufficienti in-
formazioni su tutti i fenomeni di un sistema economico, quindi, la costruzione della 
SAM -che descrive appunto un sistema economico- ƌŝĐŚŝĞĚĞů͛ƵƚŝůŝǌǌŽĚŝĚŝǀĞƌƐĞĨŽn-
ti. Questo comporta la necessità di integrare dati di natura e provenienza diversa. 
>͛ŝŶƚĞŐƌĂǌione è il momento fondamentale nel processo di costruzione di una matri-
ce di contabilità sociale, e si caratterizza proprio per la capacità di valorizzare le sta-
tistiche relative a fenomeni specifici solitamente indipendenti. La SAM può essere 
considerata un vero e proprio mezzo per creare la Contabilità Nazionale. La flessibi-
lità della SAM riguarda, sostanzialmente, la possibilità di disaggregare gli intestatari 
dei conti ricorrendo, caso per caso, ai criteri classificatori più idonei; è possibile de-
cidere quali aspetti privilegiare e con che grado di dettaglio, anche in relazione ad 
un eventuale modello da utilizzare per la simulazione di politiche economiche e so-
ciali. Ha il pregio di comprendere tutte le fasi del processo economico e di eviden-
ziarne la circolarità; non si limita, inoltre, alle sole transazioni interne ad un paese, 




ƉƌŝŶĐŝƉĂůŝĚŝĨĨƵƐĞĚĂůů͛/^ddƐŽŶŽŝonti Economici Nazionali Annuali (CENA), i Conti 
ĚĞŝ^ĞƚƚŽƌŝ/ƐƚŝƚƵǌŝŽŶĂůŝĞůĂdĂǀŽůĂ/ŶƚĞƌƐĞƚƚŽƌŝĂůĞĚĞůů͛ĐŽŶŽŵŝĂ/ƚĂůŝĂŶĂ;d/ͿĐŚĞĐo-
stituiscono, in linea generale, i vincoli da rispettare. Il limite di queste fonti è di for-
nire dati solitamente aggregati per i vari fenomeni e non consentire, quindi, di en-
trare nella specificità di tematiche quali la distribuzione, il consumo ecc. Da qui il ri-
corso  ad  indagini  specifiche  come  quella  della ĂŶĐĂ Ě͛/ƚĂůŝĂ ƐƵů ƌĞĚĚŝƚŽ ŽƉƉƵƌĞ
quella Istat sul consumo. 
1.3  La tavola Input-Output e la Matrice di Contabilità Nazionale 
Altri strumenti, oltre alla SAM, descrivono le transazioni che intercorrono in un si-
stema economico, o parte di esse; questi sono la tavola Input-Output e la Matrice di 
Contabilità Nazionale (NAM). 
La tavola Input-Output (o delle interdipendenze produttive) nasce nel 1936 ad ope-
ra di Leontief. Ha una forma matriciale a doppia entrata, scomponibile in tre sotto-
matrici. La prima, incrocio branche-ďƌĂŶĐŚĞ͕ĐŽƐƚŝƚƵŝƐĐĞů͛ĞůĞŵĞŶƚŽĐĂƌĂƚƚĞƌŝǌǌĂŶƚĞ 
la tavola stessa; la seconda sub-matrice, incrocio branche-fattori produttivi, registra 
i redditi primari che remunerano i fattori produttivi impiegati nella produzione. La 
terza sub-matrice registra flussi finali, ŽƐƐŝĂů͛ŝŶĐƌŽĐŝŽƚƌĂďƌĂŶĐŚĞ e domanda finale 
(consumo privato, spesa pubblica, investimenti ed esportazioni). La tavola Input-
Output non comprende il processo distributivo e redistributivo del reddito, aspetto 
chiave, invece, nella SAM grazie Ăůů͛inclusione dei conti intestati ai settori istituzio-
nali. La SAM completa, quindi, la tavola Input-Output aggiungendo le matrici che 
consentono di chiudere il modello di Leontief, tenendo presente le relazioni tra di-
stribuzione funzionale e personale del reddito, e composizione della spesa per con-
sumo. I conti intestati ai settori istituzionali consentono di cogliere, appunto, oltre 
Ăůů͛ŝŶƚĞƌŽƉƌŽĐĞƐƐŽ ĚŝĨŽƌŵĂǌŝŽŶĞĚĞůƌĞĚĚŝƚŽĚŝƐƉŽŶŝďŝůĞ͕ů͛ĂƚƚĞŐŐŝĂŵĞŶƚŽ degli stes-
si verso consumo ed investimenti. 
Lo SNA93 prevede la rappresentazione dei conti nazionali in forma matriciale (Na-
tional Accounting Matrix, NAM). La NAM ha una struttura rigida, perché fa riferi-12  IL PROBLEMA 
 
 
mento ad una pura sequenza di conti e di tipologie di unità intestatarie degli stessi, 
come previsto in contabilità; non privilegia, inoltre, aspetti particolari. La SAM si dif-
ferenzia dalla NAM per la maggiore flessibilità che va ricercata, oltre che nella pos-
sibilità di scegliere ƋƵĂůŝĨĂƐŝĚĞůƉƌŽĐĞƐƐŽĞĐŽŶŽŵŝĐŽĞǀŝĚĞŶǌŝĂƌĞ͕ŶĞůů͛ŽƉƉŽƌƚƵŶŝƚă 
di disaggregare gli intestatari dei conti ricorrendo ai criteri classificatori più idonei 
distinguendo caso per caso; la SAM pur essendo una sequenza di conti, consente di 
enfatizzare formazione, distribuzione e redistribuzione del reddito.  
1.4  Bilanciamento, benchmarking e riconciliazione 
Si sono finora visti i più diffusi strumenti impiegati nella contabilità nazionale. Que-
sti strumenti sono utilizzati non solo con riferimento a singoli istanti temporali, ma 
sotto forma di sistemi di serie storiche.  
Le statistiche economiche sono spesso collegate da un sistema di relazioni contabili. 
Alcune restrizioni lineari sono originate dalla teoria economica (per esempio, il pro-
dotto interno lordo come saldo tra impieghi e risorse), altre sono dovute al livello di 
disaggregazione col quale sono fornite le statistiche (per esempio il valore aggiunto 
ƉĞƌů͛ĞĐŽŶŽŵŝĂƚŽƚĂůĞ͕ĐŝŽğƉĞƌŝůĐŽŵƉůĞƐƐŽĚŝƵŶŝƚăŽƐĞƚƚŽƌŝŝƐƚŝƚƵǌŝŽŶĂůŝ͕ğůĂƐŽm-
ma dei valori aggiunti delle 21 macrobranche di attività economica previste dalla 
classificazione NACE). In ogni caso, questi vincoli sono raramente soddisfatti dai dati 
raccolti: questo accade perché, ad esempio, i dati economici sono raccolti con me-
todi diversi, da campioni diversi, elaborati con tecniche diverse ed infine pubblicati 
per scopi diversi. Quindi i valori ottenuti presentano delle discrepanze rispetto ai 
vincoli che dovrebbero soddisfare; tali discrepanze creano confusione tra gli utenti e 
imbarazzo ai produttori dei dati. 
Analogamente, gli istituti sono spesso obbligati a pubblicare set di serie storiche 
consistenti per soddisfare obblighi legali o pratiche comuni nei confronti delle istitu-
zioni internazionali (Nazioni Unite, FMI, Eurostat, ecc.). 
Le restrizioni contabili possono essere di due tipi: i vincoli contemporanei, secondo 
cui un aggregato è la somma delle altre variabili in ogni istante temporale, e i vincoli IL PROBLEMA  13 
 
 
di aggregazione temporale, necessari quando le serie preliminari ad alta frequenza 
non sono in linea con i valori degli aggregati a bassa frequenza considerati noti
2. 
La struttura, la più generale, dei dati può quindi essere riassunta nel modo seguen-
te: 
   serie storiche di dati   ad alta frequenza (tipicamente trimestrali); 
   serie storiche di dati   a bassa frequenza (tipicamente annuali), che rap-
presentano i vincoli di aggregazione temporale; 
   serie storiche   ad alta frequenza, che rappresentano i vincoli di aggrega-
zione contemporanei. 
La tabella a pagina 92 aiuta a capire il problema. 
Le procedure statistiche per ripristinare la consistenza tra le variabili (between) e 
entro le variabili (within) sono molto simili, ma le due problematiche sono spesso 
trattate separatamente in letteratura. In particolare, il primo problema è noto come 
balancing problem, mentre il processo di aggiustamento nella dimensione tempora-
le è detto benchmarking (o disaggregazione temporale) di serie storiche.  
>͛ĂŐŐŝƵƐƚĂŵĞŶƚŽĚŝƵŶƐĞƚĚŝĚĂƚŝƉĞƌƐŽĚĚŝƐĨĂƌĞĞŶƚƌĂŵďŝŝƚŝƉŝĚŝǀŝŶĐŽůŽğĐŽŶŽƐĐŝu-
to come reconciliation problem͕ĐŚĞƐŝƉƵžƚƌĂĚƵƌƌĞĐŽŵĞ͞problema di riconcilia-
ǌŝŽŶĞ͘͟/l problema principale in questo caso è dovuto essenzialmente alla dimen-
ƐŝŽŶĞĚĞůůĞŵĂƚƌŝĐŝĐŽŝŶǀŽůƚĞ͗ŝŶĨĂƚƚŝ͕Ăůů͛ĂƵŵĞŶƚĂƌĞĚĞůŶƵŵĞƌŽĚŝǀĂƌŝĂďŝůŝ͕ĚĞůůĂůƵn-
ghezza delle serie o del numero di vincoli, il tempo di calcolo può diventare molto 
elevato. 
>͛ĂŐŐŝŽƌŶĂŵĞŶƚŽĞŝůďŝůĂŶĐŝĂŵĞŶƚŽ di matrici di input-output o dei conti sociali ed 
economici o il benchmarking delle serie trimestrali dei conti nazionali (QNA, Quar-
terly National AccountsͿĂŐůŝĂŐŐƌĞŐĂƚŝĂŶŶƵĂůŝƐŽŶŽ͕ĂůŐŝŽƌŶŽĚ͛ŽŐŐŝ͕ƉƌŽďůĞŵŝĂf-
frontati comunemente dalle agenzie statistiche. Più in generale, molte statistiche 
economiche pubblicate hanno superato un processo di riconciliazione. 
                                                      
2 Ovviamente anche questi valori sono frutto di rilevazioni statistiche e pertanto soggetti ad errori. 
Questi dati sono però raccolti con metodi più uniformi e con maggiori obblighi legali dai vari istituti 
nazionali di statistica e sono quindi maggiormente affidabili. 2 Il bilanciamento di matrici 
2.1  Il bilanciamento di matrici 
Sia   una matrice  , 
 
e siano   e  ͛ due vettori,   e   
rispettivamente. 
I problemi che si possono presentare più frequentemente sono: 
(1) Trovare una matrice  , di dimensione  , tale che 
 
 
(2) Posto,  , trovare una matrice   tale che 
 
2.2  Il problema del bilanciamento 
Nel primo capitolo si è discusso del problema, ora si inizia a parlare di possibili solu-
zioni. Possiamo riassumere il problema in: «data una matrice rettangolare   deter-
minare una matrice   ĐŚĞƐŝĂ͞ŝůƉŝƶǀŝĐŝŶŽ͟ƉŽƐƐŝďŝůĞĂ  e soddisfi un insieme di re-IL BILANCIAMENTO DI MATRICI  15 
 
 
strizioni lineari sui suoi valori»
1. /ůƉƌŽďůĞŵĂğŶŽƚŽĐŽŵĞďŝůĂŶĐŝĂŵĞŶƚŽ;ĚĂůů͛ŝŶŐůĞƐĞ
balancing) della matrice  . Una matrice   si dice bilanciata se soddisfa le restrizioni 
lineari che caratterizzano il problema. 
Gli algoritmi per il bilanciamento possono essere separati in due categorie: 
  gli algoritmi di scaling, come il RAS e il DSS, moltiplicano la matrice per una 
costante positiva fino a bilanciarla, 
  gli algoritmi di ottimizzazione, minimizzano una funzione di perdita (o fun-
zione criterio) che misura la distanza tra una matrice candidata ad essere la 
matrice bilanciata e la matrice originaria. Le condizioni del bilanciamento 
sono vincoli del modello di ottimizzazione: in questo modo la matrice che si 
ŽƚƚŝĞŶĞğůĂŵĂƚƌŝĐĞďŝůĂŶĐŝĂƚĂ͞ƉŝƶǀŝĐŝŶĂ͟Ă , essendo il concetto di vici-
nanza quello introdotto dalla metrica della funzione di perdita scelta. 
2.3  La procedura RAS 
La procedura RAS è un algoritmo di scaling per risolvere il primo dei due problemi 
presentati, nel quale una matrice   non negativa   deve essere aggiustata af-
finché i totali di riga e di colonna siano uguali a due vettori positivi,   e  , conside-
rati noti.  
Il metodo RAS è stato sviluppato ed utilizzato in maniera indipendente da numerosi 
ricercatori,  in  diverse  nazioni  e  per  diversi  problemi:  Kruithof  (1937)  propose 
ů͛ĂůŐŽƌŝƚŵŽĐŽůŶŽŵĞdi method of twin factors in una procedura per predire il traffi-
co telefonico; Deming e Stephan (1940) lo usarono, chiamandolo method of iterati-
ve  proportions,  per  trovare  una  soluzione  approssimata  al  problema  dei  minimi 
quadrati per stimare le frequenze di una tavola di contingenza della quale sono noti 
i totali. Si dice
2 che il nome derivi dalla matrice  , da aggiustare, e dalle matrici di 
pre e post moltiplicazione   e  , usate da Stone (1961) nei suoi appunti. 
>͛ĂůŐŽƌŝƚŵŽĨƵŶǌŝŽŶĂŶĞůŵŽĚŽƐĞŐƵĞnte: 
                                                      
1 Tradotto da Schneider e Zenios (1990). 
2 Per esempio in Lahr e De Mesnard (2004), dove si fa anche notare come il nome delle matrici di pre 
ĞƉŽƐƚŵŽůƚŝƉůŝĐĂǌŝŽŶĞƐŝĂ͕ĨŽƌƐĞŶŽŶĐĂƐƵĂůŵĞŶƚĞ͕ƵŐƵĂůĞĂůůĞŝŶŝǌŝĂůŝĚĞůů͛ĂƵƚŽƌĞ͕ZŝĐŚĂƌĚ^ƚŽŶĞ͘ 16  IL BILANCIAMENTO DI MATRICI 
 
 
1.  Input. Una matrice non negativa  ,  , e due vettori   e   di dimen-
sioni   e ( , rispettivamente. 
2.  Passo zero (Inizializzazione). Si ponga   e  . 
3.  Primo passo (Scaling per riga). Per   si definisca  
 
e si aggiorni   con   per   e  . 
4.  Secondo passo (Scaling per colonna). Per   si definisca  
 
e si definisca   con   per   e  . 
5.  Terzo passo. Si sostituisca   e si riparta dal primo passo. 
Bregman  (1967)  ha  dimostrato  che,  se  ,  la  sequenza    generata 
ĚĂůů͛ĂůŐŽƌŝƚŵŽĐŽŶǀĞƌŐĞĂůů͛ƵŶŝĐĂŵĂƚƌŝĐĞďŝůĂŶĐŝĂƚĂĐŚĞŵŝŶŝŵŝǌǌĂ 
    (2.1)   
rispettando i vincoli 
 
 
2.3.1  Limiti ed evoluzioni del RAS 
Quando è possibile applicarlo il metodo RAS ha il vantaggio di essere semplice da 
utilizzare, ma questa semplicità comporta numerosi svantaggi. Tra le critiche più 
frequentemente mosse al RAS si sottolineano ů͛ĂƐƐĞŶǌĂĚŝƐŝŐŶŝficato economico (ma 
a questo proposito si veda il paragrafo 2.4.5ͿĞů͛ŝŵƉŽƐƐŝďŝůŝƚă͗ 
(1) di bilanciare a qualcosa di diverso dai totali di riga e colonna, IL BILANCIAMENTO DI MATRICI  17 
 
 
(2) di utilizzare una qualsiasi combinazione lineare delle variabili, ma solo la loro 
somma, 
(3) di poter considerare alcuni dei valori preliminari più affidabili degli altri; 
(4) di poter essere applicato direttamente a valori negativi. 
Si noti che il quarto aspetto deriva dal secondo: se fosse possibile applicare il RAS a 
una combinazione lineare delle variabili allora lo si potrebbe applicare anche a valo-
ri negativi. 
Per superare questo grosso limite sono state proposte numerose alternative basate 
sul  metodo  RAS.  La  più  usata  consiste  nel  non  considerare  i  valori  negativi 
ŶĞůů͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůZ^͕ĞĚŝƌĞŝŶƚƌŽĚƵƌůŝŶĞůůĂŵĂƚƌŝĐĞďŝůĂŶĐŝĂƚĂ͘Questa procedu-
ra non minimizza la perdita di informazione di Kullback. Successivamente sono state 
proposte altre procedure: il GRAS da Junius e Oosterhaven (2003) e le soluzioni ba-
sate sulla minimizzazione delle differenze assolute e quadratiche di Jackson e Mur-
ray (2004). 
Oosterhaven e Talsma (2005) hanno comparato empiricamente queste alternative 
concludendo che la soluzione migliore resta quella di considerare i valori negativi 
come esogeni e reinserirli al termine del bilanciamento. hŶ͛ĂůƚƌĂƉŽƐƐŝďŝůŝƚă (Di Fon-
zo e Marini, 2007a) consiste ŶĞůů͛ĂĚĂƚƚĂƌĞĂl RAS la tecnica di aggiustamento pro-
porzionale Plus-Minus. 
2.3.2  ǯle Plus-Minus 
La  tecnica  di  Plus-Minus  proportionate  adjustment  (PMPA)  è  stata  introdotta 
ĚĂůů͛Australian Bureau of Statistics
3, ed è qui riportata nella versione adattata da Di 
Fonzo e Marini (2007a). 
Il PMPA è una procedura per bilanciare una sequenza di valori positivi e negativi a 
un certo totale che minimizza lo scostamento rispetto ai valori originari. Si basa 
ƐƵůů͛ƵƐŽĚŝĐŽĞĨĨŝĐŝĞŶƚŝĚŝĂŐŐŝƵƐƚĂŵĞŶƚŽ͗ 
                                                      
3 Australian Bureau of Statistics (1995). Demographic estimates and projections: concepts, sources 




Una volta calcolati i coefficienti è sufficiente moltiplicarli per ciascun valore. Un e-
ƐĞŵƉŝŽ ğ ƌŝƉŽƌƚĂƚŽ ŶĞůů͛ĂƉƉĞŶĚŝĐĞ  B.1.  Osservando  la  formula,  e  soprattutto 
ů͛ĞƐĞŵƉŝŽ͕ci si rende conto di come i coefficienti non siano diversi per ciascun valo-
re, ma siano soltanto due: il coefficiente di aggiustamento per valori positivi 
 
e il coefficiente di aggiustamento per valori negativi 
 
2.4  La procedura di Stone 
Il metodo di ottimizzazione ai minimi quadrati è stato introdotto da Stone (1961) e 
successivamente ripreso da Stone stesso e da Byron (1978). Si basa sulla minimizza-
zione di una funzione criterio soggetta al vincolo che esprime il problema di mini-
mizzazione. La funzione obiettivo di questi problemi di minimizzazione può assume-
re diverse forme. Si considerino ora questi due semplici criteri: 
(1) quello basato sulla minimizzazione del quadrato della distanza euclidea tra   
(la matrice che si vuole ottenere) e   (la matrice preliminare), proposto da 
Almon (1968), e 
(2) quello basato sul   di Pearson, utilizzato da Deming e Stephan (1940) e 
Friedlander (1961). 
In maniera più formale, Almon (1968) considera la funzione obiettivo 
 
mentre la quantità da minimizzare secondo Deming e Stephan (1940) e Friedlander 




Si noti come questa classe di metodi non sempre preserva il segno: può generare 
valori negativi anche se non ne sono presenti nella matrice preliminare. Si può tut-
tavia riconoscere immediatamente che, data   matrice non negativa, entrambe le 
penalty function sono funzioni da minimizzare Quadratic Positive Definite (QPD)
4 
della forma 
    (2.2)   
dove   e   sono entrambi vettori   contenenti, rispettivamente, gli elementi 
di   e  ;   nella formulazione di Almon e   nella successiva. 
Sia   un vettore   che soddisfa il sistema di vincoli contabili lineari indipen-
denti 
    (2.3)   
dove   è una matrice  , di rango  , e   è un vettore   di co-
stanti note.  
Sia   la funzione lagrangiana 
 
dove   è il vettore dei moltiplicatori di Lagrange e   è una matrice simmetrica, defi-
nita positiva. 
La soluzione che rende minima la funzione criterio, si veda ad esempio Luenberger 





(2.4)   
                                                      




In conclusione, si può scrivere 
    (2.5)   
Contrariamente al RAS, la procedura di Stone bilancia automaticamente quando i 
totali di riga e i totali di colonna sono endogeni e può essere applicata a problemi di 
bilanciamento dei conti nazionali e ad altre situazioni di interesse. Se consideriamo 
il caso di vincoli non stringenti, allora possiamo considerare   come una delle varia-
bili   e il vincolo diventa 
  .  (2.6)   
La stima ottenuta rispetta i vincoli imposti, poiché: 
 
2.4.1  Alcune note sulla matrice   
>͛ƵƐŽĚĞůůĂƉƌŽĐĞĚƵƌĂĚŝ^ƚŽŶĞƉĞƌďŝůĂŶĐŝĂƌĞĂĚƵĞǀĞƚƚŽƌŝ  e   contenenti, rispet-
tivamente, i totali di riga e i totali di colonna, è possibile tramite una scelta oppor-
tuna della matrice  , tale che il suo prodotto per il vettore   degli elementi di   sia 
il vettore   dei totali di colonna e di riga. Si consideri inizialmente la ma-
trice   che ha la forma di una matrice a blocchi; il blocco superiore è costituito da 
una matrice identità di dimensioni  , a sua volta a blocchi: gli elementi sulla 
diagonale sono vettori   ĐŽƐƚŝƚƵŝƚŝĚĂϭ͕ĞŐůŝĞůĞŵĞŶƚŝĂůů͛ĞƐƚĞƌŶŽĚĞůůĂĚŝĂŐo-
nale sono vettori nulli delle stesse dimensioni. Il blocco inferiore è invece costituito 
da un vettore   di matrici identità   Complessivamente la matrice   è 
di dimensioni   e ha la forma 




con   e   vettori   contenenti, rispettivamente, tutti 1 e 0.  
È necessario notare a questo punto che il numero di righe della matrice   è pari al 
numero di vincoli. Si ricordi tuttavia che uno degli   vincoli non è linearmente 
indipendente dagli altri: date tutte le   somme di colonna e   somme di riga, 
ů͛ƵůƚŝŵĂƐŽŵŵĂĚŝƌŝŐĂğǀŝŶĐŽůĂƚĂ͘WĞƌƋƵĞƐƚŽůĂŵĂƚƌŝĐĞ  da utilizzare è la matrice 
 ƐĞŶǌĂů͛ƵůƚŝŵĂƌŝŐĂ͘dĂůĞŵĂƚƌŝĐĞŚĂĚƵŶƋƵĞƚĂŶƚĞƌŝŐŚĞƋƵĂŶƚŝƐŽŶŽŝǀŝŶĐŽůŝůŝŶe-
armente indipendenti, ( ), e tante colonne quanti sono gli elementi di  , 
cioè  . 
Nella pratica del bilanciamento di tavole di contabilità nazionale, la matrice   è co-
stituita non solo da elementi 0 e 1, ma anche pari a -1. 
^ŝĐŽŶƐŝĚĞƌŝů͛ĞƐĞŵƉŝŽĚĞƐĐƌŝƚƚŽŶĞůů͛appendice C.1. In questo caso i totali di riga e di 
colonna vengono considerati non stringenti, quindi la matrice dei dati preliminari 
vettorizzata assume la forma  
 
dove    è  il  -esimo  vettore  colonna  della  matrice  dei  dati  preliminari 
 e   e   sono i vettori colonna dei totali di riga e di co-
lonna, rispettivamente. 
La matrice   si presenta nella forma  , dove la matrice   è quella de-
scritta ad inizio paragrafo e Ȃ  è la matrice identità moltiplicata per lo scalare  . 
2.4.2  ǯ 
^ŝĂŶĂůŝǌǌĂŽƌĂůĂƉƌŽĐĞĚƵƌĂĚŝďŝůĂŶĐŝĂŵĞŶƚŽĚŝ^ƚŽŶĞŝŶƵŶ͛ŽƚƚŝĐĂƐƚĂƚŝƐƚŝĐĂ͘^ŝĂs-
sume che i dati preliminari, contenuti nel vettore  , si distribuiscano correttamente 
attorno agli ignotŝĚĂƚŝ͞ǀĞƌŝ͗͟ 
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dove   è un vettore   di errori con media zero e matrice di covarianza   no-
ta. È stato dimostrato
5 che   ottenuto dalla (2.5) fornisce uno stimatore efficiente di 
, che appartiene alla classe degli stimatori BLUE (Best Linear Unbiased Estimator), 
che minimizza la (2.2) per   e soddisfa i vincoli (2.3): 
    (2.8)   
con 
 
Poiché il secondo termine a destra è una matrice (semi) definita positiva, vi è un 
guadagno in attendibilità. 
>͛ŝŶƚĞƌƉƌĞƚĂǌŝŽŶĞĚĞůůĂ(2.8) è che   viene bilanciata ridistribuendo gli errori di qua-
dratura commessi tra i suoi vari elementi secondo una funzione che assegna una 
ƉŽƌǌŝŽŶĞĚĞůů͛ĞƌƌŽƌĞƉƌŽƉŽƌǌŝŽŶĂůĞĂůůĂǀĂƌŝĂŶǌĂ
6. Questa caratteristica, che diffe-
renǌŝĂƋƵĞƐƚĂƉƌŽĐĞĚƵƌĂĚĂĂůƚƌŝŵĞƚŽĚŝ͕ƉĞƌĞƐĞŵƉŝŽŝůZ^͕ŚĂƵŶ͛ŝŵƉŽƌƚĂŶǌĂƉƌa-
tica notevole: permette di ottenere una matrice finale   che modifica il meno pos-
sibile gli elementi di   ĐŚĞŐŽĚŽŶŽĚŝƵŶ͛ĞůĞǀĂƚĂaffidabilità, e che effettua delle cor-
rezioni più ampie di quei dati giudicati meno attendibili. Appare chiaro quindi il ruo-
ůŽĚĞƚĞƌŵŝŶĂŶƚĞĚĞůůĂŵĂƚƌŝĐĞĚŝĐŽǀĂƌŝĂŶǌĂŶĞůů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽĚĞŝƐŝŶŐŽůŝǀĂůŽƌŝŝŶ
. 
Antonello (1989) dimostra lo stesso risultato in una prospettiva più interessante, 
perché massimizza la funzione di probabilità 
 
nel rispetto dei vincoli (2.6) ĞƐŽƚƚŽů͛ŝƉŽƚĞƐŝĚŝŶŽƌŵĂůŝƚă. Questo permette di otte-
nere stime che sono di massima verosimiglianza e possono essere applicati gli stru-
ŵĞŶƚŝƐƚĂŶĚĂƌĚĚĞůů͛ŝŶĨĞƌĞŶǌĂƐƚatistica. 
                                                      
5 Theil (1961) 
6 Lavanda et al. (1999) IL BILANCIAMENTO DI MATRICI  23 
 
 
2.4.3  Scelta della matrice   
ĂƐƐĂŝƌĂƌŽĐŚĞƐŝĂŶŽĚŝƐƉŽŶŝďŝůŝǀĂůƵƚĂǌŝŽŶŝƐƵůů͛ĂĨĨŝĚĂďŝůŝƚăĚĞůůĞƐƚŝŵĞƉƌĞůŝŵŝŶĂƌŝŽ
sulle covarianze fra di esse: gli elementi della matrice   sono quindi generalmente 
ignoti. Per questo, nella pratica, ƐŝƉŽŶĞƵŶ͛assunzione semplificatrice sui termini 
Ě͛ĞƌƌŽƌĞ͕ ipotizzando che essi siano indipendenti; in questo caso   è diagonale. 
hŶ͛ŝƉŽƚĞƐŝĚŝůĂǀŽƌŽĚŝ^ƚŽŶĞ͕ĐŽŶƐŝƐƚĞŶĞůů͛ĂƉƉƌŽƐƐŝŵĂƌĞůĂǀĂƌŝĂŶǌĂĚŝĐŝĂƐĐƵŶĂŽs-
servazione con il valore stesso, ossia 
    (2.9)   
Operativamente la (2.9) è modificata considerando, per ciascuna osservazione, un 
coefficiente di alterabilità soggettivo, indicato con  . Pertanto le singole varianze 
sono fissate pari a 
 
mentre le covarianze sono tutte nulle. Nella pratica corrente si preferisce limitare il 
range  di    (che,  teoricamente,  potrebbe  includere  tutti  i  valori  non  negativi) 
Ăůů͛ŝŶƚĞƌǀĂůůŽĐŽŵƉƌĞƐŽƚƌĂϬĞϭ͘YƵĞƐto significa che, in presenza di valori giudicati 
poco affidabili, la varianza è pari al valore stesso della stima preliminare. Allo stesso 
ƚĞŵƉŽĐŽŶǀŝĞŶĞƉƌĞƐƚĂƌĞĂƚƚĞŶǌŝŽŶĞŶĞůů͛ĂƐƐĞŐŶĂƌĞƵŶindicatore di inattendibilità 
pari a zero, per ragioni numerichĞ͗ƵŶĂǀĂƌŝĂŶǌĂŶƵůůĂ͕ƐŽƚƚŽů͛ŝƉŽƚĞƐŝĚŝĐŽǀĂƌŝĂŶǌĞ
nulle, rende singolare la matrice  . Conviene pertanto assegnare ad   valori molto 
piccoli ma diversi da zero. 
2.4.4  Problemi che possono emergere con il metodo di Stone 
La procedura descritta presenta due principali problematiche, in parte già accenna-
te: 
(1) non preserva il segno del valore del dato preliminare; 
(2) per strutture contabili complesse possono sorgere problemi computazionali 
che rendono troppo lungo, o addirittura impossibile, il calcolo diretto della 
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Una possibile soluzione al secondo problema è stata proposta da Byron (1978) e, 
successivamente, ripresa da Nicolardi (2000) e implementata in EULERO
7 per il bi-
ůĂŶĐŝĂŵĞŶƚŽĚĞůůĞŵĂƚƌŝĐŝĚŝĐŽŶƚĂďŝůŝƚăŶĂǌŝŽŶĂůĞĚĞůů͛/^dd͘ La procedura si basa 
sul metodo del gradiente coniugato che permette di ottenere una soluzione del si-
stema (2.4) che non rŝĐŚŝĞĚĞů͛ŝŶǀĞƌƐŝŽŶĞĚŝŵĂƚƌŝĐŝ attraverso un algoritmo iterati-
vo. La soluzione rispetto a   della (2.4) può essere scritta come 
    (2.10)   
con   e  . 
Ciascuna iterazione è definita da un sistema di cinque equazioni: 
 
dove  . WĞƌů͛ŝŶŝǌŝĂůŝǌǌĂǌŝŽŶĞĚĞůů͛ĂůŐŽƌŝƚŵŽƐŝƵƐĂů͛ĂƐƐƵŶǌŝŽŶĞ 
 
con   contenente un vettore di condizioni iniziali per  . La condizione di uscita 
ĚĞůů͛ĂůŐŽƌŝƚŵŽsi verifica controllando ad ogni iterazione la differenza  : quan-
do questa è inferiore ad un livello di approssimazione fissato le stime   soddisfano il 
sistema (2.4) e possono essere utilizzate per stimare  . Si dimostƌĂĐŚĞů͛ĂůŐŽƌŝƚŵŽ
converge al massimo in   iterazioni e che questo numero diminuisce notevolmente 
scalando il sistema per una opportuna matrice diagonale di pre-condizionamento. 
                                                      
7 Si tratta di un macrolinguaggio di programmazione, sviluppato come parte di un progetto finalizza-
to ISTAT, orientato alla definizione di una struttura a blocchi e caratterizzato da una sintassi sempli-
ĐĞ͘h>ZKƉĞƌŵĞƚƚĞĚŝƌĞŶĚĞƌĞů͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůŵĞƚŽĚŽĚŝďŝůĂŶĐŝĂŵĞŶƚŽŝůƉŝƶƉŽƐƐŝďŝůĞĨůĞƐƐŝďŝůĞ
ed immediata, definendo la struttura delle equazioni tramite un semplice file in formato testo. IL BILANCIAMENTO DI MATRICI  25 
 
 
2.4.5  La procedura di Stone come approssimazione del metodo RAS 
Secondo Lavanda et al. (1996), «usualmente, si ritiene che la precedente formula 
[cioè la (2.1), la formula del RAS], abbia scarso significato economico e valore stati-
stico nullo»͘,ĂŶŶŽƋƵŝŶĚŝƉƌŽƉŽƐƚŽƵŶ͛ŝŶƚĞƌƉƌĞƚĂǌŝŽŶĞĚĞůůĂƐƚĞƐƐĂĐŚĞğƐƚĂƚĂƐƵc-
cessivamente ripresa da Di Fonzo (2008). 
Partendo da una nota relazione approssimata possiamo infatti interpretare la (2.1) 






Si osservi a questo punto la terza riga: sia la prima che la seconda sommatoria sono 
costanti,  perché  corrispondono,  rispettivamente,  alla  somma  dei  vincoli  ed  alla 
somma dei dati preliminari. Ne segue che minimizzare la (2.1) equivale, approssima-
tivamente, a minimizzare 
 
ĚŽǀĞů͛ƵůƚŝŵĂĞƐƉƌĞƐƐione è la funzione obiettivo della procedura di Deming e Ste-
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2.5  La procedura DSS 
Nel primo paragrafo di questo capitolo si sono visti due problemi che si possono 
presentare nel bilanciamento di matrici; finora si è però analizzato solo il primo. Per 
completezza si fornisce ora una possibile soluzione anche alla seconda situazione, 
quando cioè si vogliano bilanciare i totali di riga e di colonna. A differenza dei pre-
cedenti, questo caso non è propedeutico per il problema centrale di questa tesi e 
viene quindi presentato molto brevemente. Per approfondimenti, si veda, ad esem-
pio, Schneider (1989a, b). 
Il metodo qui proposto è il Diagonal Similarity Scaling (DSS) ed è analogo alla pro-
ĐĞĚƵƌĂZ^ƉĞƌŝůƉƌŽďůĞŵĂϭ͘/ŶƚƵŝƚŝǀĂŵĞŶƚĞƐŝƉƵžĂĨĨĞƌŵĂƌĞĐŚĞů͛ĂůŐŽƌŝƚŵŽŝŶĚi-
vidua la coppia riga-colonna che più delle altre viola la condizione che i totali di riga 
e di colonna siano uguali. La riga e la colonna individuate sono, rispettivamente, 
moltiplicate e divise per una costante che ne rende uguali i totali, e la procedura ri-
comincia. 
>͛ĂůŐŽƌŝƚŵŽǀŝĞŶĞƉƌĞƐĞŶƚĂƚŽ͕ŝŶƚĞƌŵŝŶŝƉŝƶĨŽƌŵĂůŝ͕ŶĞůů͛appendice B.2. 
Si dimostra che, per una qualsiasi matrice non negativa  , la sequenza   genera-
ƚĂĚĂůů͛ĂůŐŽƌŝƚŵŽĐŽŶǀĞƌŐĞĂůů͛ƵŶŝĐĂŵĂƚƌŝĐĞďŝůĂŶĐŝĂƚĂ  che minimizza 
 
rispettando il vincolo 
 
 3 Il benchmarking di serie 
storiche 
In questo capitolo si introduce il problema presentando il caso più semplice, di ben-
chmarking di una serie storica. /ůƉƌŝŵŽƉĂƌĂŐƌĂĨŽƉƌĞƐĞŶƚĂů͛ĂƉƉƌŽĐĐŝŽďĂƐĂƚŽƐƵůůĂ
minimizzazione quadratica, proposto da Denton nel 1971. Il suo inserimento in que-
sta tesi ha uno scopo didattico di introduzione al problema; essendo la procedura 
ormai consolidata nella prassi. Nel secondo paragrafo verranno le varianti classiche 
della procedura di Denton; in quello successivo si considerano le versioni proporzio-
nali delle varie tecniche. Nel quarto si considera il principio di conservazione del mo-
vimento con riferimento al saggio di variazioŶĞ͘>͛ƵůƚŝŵŽƉĂƌĂŐƌĂĨŽƉƌŽƉŽŶĞƋƵŝŶĚŝ
un breve riassunto delle tecniche basate sul metodo proposto da Denton. 
3.1  ǯ 
L͛ŝĚĞĂ͕ŐŝăƉƌĞƐĞŶƚĂƚĂ͕ğƋƵĞůůĂĐŚĞŝĚĂƚŝƐƵď-annuali siano uguali, in media o in 
ƐŽŵŵĂ͕ĂůƚŽƚĂůĞĂŶŶƵĂůĞƉƌŽǀĞŶŝĞŶƚĞĚĂƵŶ͛ĂůƚƌĂƐĞƌŝĞ͕ĐŽŶƐŝĚĞƌĂƚĂŶŽƚĂ͘ Una sem-
plice soluzione può essere quella di ripartire la differenza in maniera uguale o pro-
porzionale tra i diversi periodi (mesi o trimestri); i problemi nascono se le discre-
panze non sono uniformi nei diversi anni: si crea infatti una discontinuità che non 
rispetta la dinamica della serie tƌĂů͛ƵůƚŝŵŽƉĞƌŝŽĚŽĚŝƵŶĂŶŶŽĞŝůƉƌŝŵŽĚŝƋƵĞůůŽ
successivo. 
La procedura descritta propone una soluzione basata su una minimizzazione qua-
dratica vincolata, e si deve a Denton (1971). La serie storica originaria copre   anni 
ed è dunque formata da   osservazioni, con   numero di periodi intrannuali 
(per esempio, se i dati sono trimestrali  ). I valori da aggiustare sono rappre-
sentati tramite un vettore colonna  ͖ŝƚŽƚĂůŝĂŶŶƵĂůŝĚŝƐƉŽŶŝďŝůŝ͕ĚĂƵŶ͛ĂůƚƌĂĨŽŶte, 





/ůƉƌŽďůĞŵĂĐŽŶƐŝƐƚĞŶĞůů͛ĂŐŐŝƵƐƚĂƌĞƋƵĞƐƚŝǀĂůŽƌŝƉĞƌŽƚƚĞŶĞƌĞƵŶǀĞƚƚŽƌĞ  con un 
metodo che (a) minimizzi lo scostamento dalla serie originaria e (b) soddisfi la con-
dizione che le somme annuali dei valori della nuova serie coincidano con i valori del-
la serie annuale. In maniera più formale, si può specificare una funzione criterio (o 
funzione di perdita, penalty function)   ed esprimere il problema in termini di 
scelta della   che minimizza   con il vincolo  , dove   è una matrice di 
aggregazione temporale,  , 
 
con   vettore riga  -dimensionale con tutti gli elementi uguali a 1 e   vettore riga  -
dimensionale nullo. Si consideri la classe delle funzioni di perdita rappresentate da 
, forma quadratica degli scarti tra i valori della serie temporale o-
riginale e quella corretta, con   matrice   non singolare definita in seguito.  
Come già visto per la procedura di Stone, la soluzione è la minimizzazione della fun-
zione lagrangiana 
 
Il primo addendo può essere scritto sviluppando il quadrato: 
 
e la ricerca del minimo passa attraverso la soluzione del sistema 
 
A questo punto è evidente che la soluzione generale, sempre valida, è IL BENCHMARKING DI SERIE STORICHE  29 
 
 
    (3.1)   
Se   è di pieno rango, come abbiamo assunto, sfruttando un noto lemma di inver-










La soluzione che rende minima la funzione di criterio è, come in (2.4), 
    (3.2)   
I valori aggiustati sono quindi uguali alla somma tra i valori preliminari e una combi-
nazione lineare delle differenze tra i totali annuali delle due serie. 
3.2  Scelta della matrice   
Si inizi ora a considerare la forma della matrice   e ipotizziamo, inizialmente, che M 
sia la matrice identità. Ciò significa che si minimizza la somma dei quadrati delle dif-
ferenze tra la serie originale e i valori aggiustati. Questo caso, che possiamo chiama-
re benchmarking semplice, implica che la funzione di perdita è minimizzata nel di-
stribuire le discrepanze di ogni anno in misura uguale tra i diversi periodi. La sua 
funzione criterio, espressa in forma estesa, è 30  IL BENCHMARKING DI SERIE STORICHE 
 
 
    (3.3)   
Questa funzione di perdita si limita a considerare ciascun anno isolato dagli altri e 
genera quindi degli scalini spesso ŝŶŐŝƵƐƚŝĨŝĐĂƚŝƚƌĂů͛ƵůƚŝŵŽƉĞƌŝŽĚŽĚŝƵŶĂŶŶŽĞŝů
primo di quello successivo: per questo   non è una buona specificazione. 
Pur soffrendo dello stesso problema del benchmarking semplice, il benchmarking 
pro-rata trova un utilizzo diffuso nella pratica corrente, perché consente in maniera 
semplice di distribuire la discrepanza in modo da tĞŶĞƌĞĐŽŶƚŽĚĞůů͛ŽƌĚŝŶĞĚŝŐƌĂn-
dezza di ciascun valore. La matrice   assume la forma  , dove   è la matri-
ce i cui elementi sulla diagonale sono le componenti del vettore  , La funzione di 
perdita è 
    (3.4)   
^ŝƉƌĞŶĚĂŽƌĂŝŶĐŽŶƐŝĚĞƌĂǌŝŽŶĞů͛ƵƚŝůŝǌǌŽĚŝƵŶĂpenalty function basata sulle diffe-
renze tra le differenze prime Ăůů͛ŝŶĚŝĞƚƌŽ;backward differences) della serie originale 
ed aggiustata
1: 
    (3.5)   
La matrice   assume la forma  , con 
    (3.6)   
di dimensioni  . 
La matrice   è quindi singolare e non si possono più esprimere le stime bilanciate 
secondo la (3.2)͘^ŝƵƐĂĂůůŽƌĂƵŶ͛ĂƉƉƌŽƐƐŝŵĂǌŝŽŶĞĚĞůůĂĨƵŶǌŝŽŶĞĚŝ perdita, così 
come presentato già da Denton (1971): 
                                                      
1 Secondo la notazione di Sjöberg (1982), che verrà utilizzata nel seguito, questo metodo è indicato 
con la sigla D1, mentre la sua versione proporzionale è indicata con la sigla D4. IL BENCHMARKING DI SERIE STORICHE  31 
 
 
    (3.7)   
dove   ğů͛ŽƉĞƌĂƚŽƌĞĚŝĨĨĞƌĞŶǌĂ; ). La funzione di perdita include il 
termine  , dove il pedice   ƐŝƌŝĨĞƌŝƐĐĞĂůů͛ƵůƚŝŵŽ
ƉĞƌŝŽĚŽĚĞůů͛ĂŶŶŽƉƌĞĐĞĚĞŶƚĞŝůƉƌŝŵŽĂŶŶŽĐŽŶƐŝĚĞƌĂƚŽ͘  e   sono Ăůů͛ĞƐƚĞƌŶŽ
del range nel quale la serie deve essere aggiustata: li possiamo considerare uguali e 
pertanto non effettuare alcun aggiustamento nella serie ƉĞƌŐůŝĂŶŶŝĂůů͛ĞƐƚĞƌŶŽĚĞů
range
2, da 1 (incluso) a  . /ůǀĞƚƚŽƌĞĚĞůůĞĚŝĨĨĞƌĞŶǌĞƉƌŝŵĞ;Ăůů͛ŝŶĚŝĞƚƌŽͿğŝŶĚŝĐĂƚŽ
con  , dove   è una matrice   
 
e la matrice   è  . 
La funzione di perdita può anche essere espressa in termini di differenze di ordini 
superiori: la funzione assume la forma più generale 
 
dove   ğů͛ŽƉĞƌĂƚŽƌĞĚifferenza  -esima. Eliminando dalla funzione di perdita tutti i 
valori esterni dal range considerato (supponendo cioè   per ogni  ) il vet-
tore delle differenze  -esime è dato da   applicazioni successive della matrice   e 
la matrice   assume la forma 
 
EĞůůĂƉƌĂƚŝĐĂƐŝĐŽŶƐŝĚĞƌĂůĂǀĞƌƐŝŽŶĞĚŝĨĨĞƌĞŶǌĞƉƌŝŵĞ͕ŶŽƚĂĐŽŶů͛ĂĐƌŽŶŝŵŽŝŶŐůĞƐĞ
AFD (Additive First Differences) e la versione differenze seconde (ASD, Additive Se-
cond Differences) 
                                                      
2 YƵĞƐƚŽƌĞŶĚĞǀĞƌĂů͛ŝƉŽƚĞƐŝĚŝŶŽŶƐŝŶŐŽůĂƌŝƚăĚĞůůĂŵĂƚƌŝĐĞ  e le soluzioni (approssimate) riporta-




re con questo tipo di matrici. Sia   una matrice triangolare superiore nella quale 
ogni elemento sulla e sopra la diagonale è 1, e gli elementi sotto la diagonale sono 
0.  Si  dimostra  facilmente  che    e  che  , 
, ecc. Questo permette di non dover invertire la matrice  , che essen-
do   può essere molto grande, e ĚŝŽƚƚĞŶĞƌĞů͛ŝŶǀĞƌƐĂĚŝ  in maniera molto 
semplice. Per esempio, se  ,   Ğů͛ŝŶǀĞƌƐĂğŝŵŵĞĚŝĂƚĂ͗ 
 
EĂƚƵƌĂůŵĞŶƚĞŽĐĐŽƌƌĞƉŽŝĐĂůĐŽůĂƌĞů͛ŝŶǀĞƌƐĂĚĞůůĂŵĂƚƌŝĐĞ , che ha dimen-
sioni   Questo calcolo richiede un impegno meno elevato: per esempio, nel 
caso si stesse lavorando con una serie venticinquennale di dati mensili la matrice   
sarebbe 300x300, mentre la matrice   sarebbe solo 25x25. 
Un altro importante vantaggio del lavorare con le differenze delle discrepanze tra 
serie originale e serie preliminare è quello di ovviare al problema visto nel ben-
ĐŚŵĂƌŬŝŶŐƐĞŵƉůŝĐĞ͕ĐŚĞĐƌĞĂĚĞŐůŝƐĐĂůŝŶŝŝŶŐŝƵƐƚŝĨŝĐĂƚŝƚƌĂů͛ƵůƚŝŵŽƉĞƌŝŽĚŽĚŝƵŶĂn-
no e il primo del successivo. Per questo la tecnica è nota come principio di conserva-
zione del movimento. 
3.3  La variante proporzionale 
La funzione di perdita può anche essere espressa in termini di differenze proporzio-
nali tra la serie originale e la serie aggiustata, anziché come differenze aritmetiche. 
ZŝƐƉĞƚƚŽĂƋƵĂŶƚŽƉƌŽƉŽƐƚŽƐŝŶŽƌĂůĞĚŝĨĨĞƌĞŶǌĞƉĞƌů͛ĂƉƉůŝĐĂǌŝŽŶĞƐŽŶŽŵŝŵŝŶĞ͗ğ
sufficiente considerare, anziché la matrice  , la nuova matrice  . La 
soluzione generale è: 
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La  versione  proporzionale  del  benchmarking  semplice  è  basata  sulla  matrice 
, cioè sulla funzione criterio 
    (3.8)   
mentre la variante proporzionale della versione differenze di ordine   si propone di 
minimizzare la funzione 
 
cioè nel caso  , noto come PFD (Proportional First Differences) 
    (3.9)   
 
mentre nel caso   (PSD, Proportional Second Differences) 
 
Nel suo lavoro, Denton (1971) propone un esempio, aggiustando una serie quin-
quennale di dati trimestrali (inventati). Lo stesso esempio è riportato, insieme con 
ůŽƐĐƌŝƉƚƵƐĂƚŽƉĞƌƌŝƐŽůǀĞƌůŽ͕ŶĞůů͛ĂƉƉĞŶĚŝĐĞC.2. 
3.4  Riferimento al saggio di variazione nel principio di conser-
vazione del movimento 
Finora si è fatto riferimento al principio di conservazione del movimento di Denton 
che mira ad ottenere serie aggiustate che modificano il meno possibile i livelli della 
serie preliminare. In molte situazione concrete può però risultare appropriato rife-
rirsi ad un principio di conservazione del movimento espresso in termini di saggi di 
variazione (o tassi di crescita) per ottenere delle stime aggiustate che alterino il me-
no possibile i saggi di variazione. 34  IL BENCHMARKING DI SERIE STORICHE 
 
 
Il primo criterio a cui fare riferimento è la versione basata sui tassi di crescita del cri-
terio del benchmarking semplice proporzionale, ossia  
 
Bloem et al. (2001) indicano questo criterio, seguendo Sjöberg (1982), con la sigla 
D3 e lo attribuiscono a Helfand et al. (1977). Questi ultimi hanno indicato anche una 
versione logaritmica del criterio, nota con la sigla D2, ossia: 
 
ƉƉĂƌĞĞǀŝĚĞŶƚĞĐŽŵĞŝůĐƌŝƚĞƌŝŽϮƐŝĂƵŶ͛ĂƉƉƌŽƐƐŝŵĂǌŝŽŶĞĚĞůƉƌŝŶĐŝƉŝŽĚŝĐŽŶƐĞr-
vazione del movimento espresso dal criterio D3. 
Si consideri ora la differenza relativa tra i saggi di variazione della serie aggiustata e 
preliminare, 
 
oppure la sua versione approssimata 
 
Le quantità a denominatore dei criteri possono assumere valori nulli o molto vicini 
allo zero, nel qual caso il criterio rischia di ͞ĞƐƉůŽĚĞƌĞ͟ŽĚĂƌůƵŽŐŽĂƐŽůƵǌŝŽŶŝƉŽĐŽ
accurate. 
Come misure delle discrepanze tra la dinamica delle due serie si utilizza allora lo 
scarto da 1 dei rapporti   e si minimizza la somma dei quadrati di tali 




Questo criterio, che, seguendo ancora una volta Sjöberg (1982), è indicato con D5, è 
stato proposto da Skjæveland (1985)
3. Usando la stessa logica già vista, si può ap-
prossimare il criterio D5 con il seguente criterio D5*: 
 
Tra le varianti del metodo di Denton proposte in questo paragrafo, D5* ğů͛ƵŶŝĐĂĐŚĞ
permette soluzioni in forma esplicita e quindi di immediato utilizzo. 
3.5  Conclusioni sul principio di conservazione del movimento di 
Denton 
Si sono considerate sinora molte varianti del metodo di conservazione del movi-
mento di Denton. Alcune sono state proposte da Denton stesso, altre sono state 
proposte successivamente e raccolte da Bloem et al. (2001) e da Di Fonzo (2003). 
Riassumiamo brevemente le metodologie proposte: 
  Il benchmarking semplice distribuisce le discrepanze tra la serie originale e la 
serie aggiustata; il benchmarking pro-rata distribuisce le discrepanze in ma-
niera proporzionale 
  L͛ĚĚŝƚŝǀĞ&ŝƌƐƚŝĨĨĞƌĞŶĐĞƐ;&ͿďĞŶĐŚŵĂƌŬŝŶŐ (D1) minimizza una funzione 
quadratica delle differenze nella crescita assoluta tra la serie originale e la 
serie aggiustata, cioè le differenze delle due serie differenziate di un perio-
do. Per estensione, Denton propone la versione generale, con le serie diffe-
renziate di   periodi, mentre Di Fonzo si limita a considerare il caso   
(Additive Second Differences -o ASD- benchmarking). 
  Il benchmarking semplice proporzionale, minimizza le differenze nella cresci-
ta proporzionale tra la serie originale e la serie aggiustata. 
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  Il Proportional First Differences (PFD) benchmarking (D4) è la versione pro-
porzionale di D1 e minimizza le differenze assolute negli aggiustamenti rela-
tivi di due periodi consequenziali. Nel caso di serie differenziate di 2 periodi 
si parla invece di Proportional Second Differences (PSD) benchmarking. 
6.  La formula D2 minimizza il logaritmo delle differenze relative nei tassi di cre-
scita delle due serie; mentre D3 minimizza le differenze assolute nei saggi di 
variazione. La formula D4 minimizza le differenze assolute negli aggiusta-
menti relativi di due periodi consequenziali. La formula D5 minimizza le dif-
ferenze relative nei tassi di crescita dei due periodi e D5* è la sua approssi-
mazione tramite logaritmi. 
Mentre tutte queste formule possono essere usate per il benchmarking, solo quelle 
proposte direttamente da Denton, il benchmarking pro-rata e la variante D5* hanno 
una formulazione esplicita dello stimatore, che è calcolabile immediatamente, sen-
za ricorrere a procedure iterative. 4 Riconciliazione di un sistema di 
serie storiche 
Dopo aver presentato separatamente il problema del bilanciamento di una tavola e 
quello del benchmarking di serie storiche univariate, si vuole adesso studiare la ri-
conciliazione di un sistema di serie storiche. Il primo paragrafo introduce in termini 
formali il problema, nel caso più semplice in cui vi sia un unico vincolo contempora-
neo e le stime preliminari siano collegate ad esso per somma. Nella realtà i vincoli 
possano essere più di uno, espressione di combinazioni lineari tra le variabili, e que-
sto viene illustrato nel secondo paragrafo. Il terzo e il quarto paragrafo mostrano 
ƵŶĂ ƉŽƐƐŝďŝůĞ ƐŽůƵǌŝŽŶĞ Ăů ƉƌŽďůĞŵĂ͗ ů͛ĞƐƚĞŶƐŝŽŶĞ ŵƵůƚŝǀĂƌŝĂƚĂ ĚĞůůĂ ƉƌŽĐĞĚƵƌĂ Ěŝ
Denton, dovuta a Di Fonzo; mentre il quinto paragrafo ne costituisce un approfon-
dimento, introducendo una procedura a due passi. Il sesto paragrafo presenta inve-
ce una procedura basata sul modello di regressione lineare, sviluppata da Quenne-
ville e Rancourt (2005). 
4.1  Il problema della riconciliazione 
Si consideri ora il caso in cui si vogliano stimare   vettori   di dati ad alta fre-
quenza che si riferiscono a   serie storiche di base che devono soddisfare sia il vin-
colo di aggregazione contemporanea che quello di aggregazione temporale. 
Inizialmente le informazioni considerate note di cui si dispone sono costituite da: 
(1)  , vettore   di dati aggregati contemporanei; 
(2)  ,  , vettori   di dati aggregati temporalmente. 
Sarà analizzata la situazione in cui siano disponibili   serie preliminari ad alta fre-
quenza,  ,  , dove almeno uno dei due vincoli non sia soddisfatto. 38  RICONCILIAZIONE DI UN SISTEMA DI SERIE STORICHE 
 
 
Indicando con  ,  , il vettore   di dati riconciliati che deve essere 
stimato, possiamo esprimere i vincoli contabili in maniera più formale: 
    (4.1)   
    (4.2)   
dove   è una matrice di aggregazione temporale  . Nel paragrafo 3.1 si è già 
vista una matrice di questo tipo, adesso si considera anche il caso più generale in cui 
ciascun   sia una combinazione lineare degli  , con coefficienti dati dal vettore  , 
di dimensioni  . Sia inoltre  , siano cioè disponibili dei dati preliminari 
ƌĞůĂƚŝǀŝĂůů͛ -esimo anno. La matrice   ha la forma  , dove 
  è  una  matrice  nulla  .  Nel  caso  presentato  introducendo 
ů͛ĂƉƉƌŽĐĐŝŽƵŶŝǀĂƌŝĂƚŽĚŝĞŶƚŽŶ͕  e  , quindi  . 
Si riscrivano ora i vincoli in notazione matriciale:  (4.1) può essere riscritta come 
,  essendo    un  vettore    di  1  e    il  vettore  dato  da 
. Il vincolo di aggregazione temporale (4.2) può invece es-
sere riscritto come  , con  . Sia   la ma-
trice di aggregazione   
    (4.3)   
e sia   il vettore  , contenente sia gli aggregati contemporanei che 
quelli annuali,  . 
In forma matriciale possiamo indicare tutti gli   vincoli nella forma 
    (4.4)   
La presenza contemporanea di entrambi i vincoli impliĐĂů͛ĞƐŝƐƚĞŶǌĂĚŝƵŶĂƌĞůĂǌŝŽŶĞ
tra i vincoli: 
 RICONCILIAZIONE DI UN SISTEMA DI SERIE STORICHE  39 
 
 
cioè, in forma matriciale, 
    (4.5)   
dove   è la matrice di aggregazione temporale
1 con  .  
Dalla (4.5) si può ricavare che degli   vincoli, soltanto   so-
no liberi: già intuitivamente si può comprendere che   vincoli sono ridondanti. 
Formalmente è possibile scrivere la matrice   evidenziando i vincoli di aggregazione 
temporale che collegano   a  : 
 
dove   e   sono matrici   e  , 
rispettivamente. Indicando con   la matrice     e 
con R la matrice    , si ha che   e  . 
Senza perdita di generalità, si può considerare il vettore    , che è semplice-
mente il vettore   privato delle ultime   righe. Il vincolo (4.4), espresso in funzione 
della matrice   che non è di rango pieno, può dunque essere espresso come 
    (4.6)   
Considerato che   ha rango pieno di colonna allora   è di pieno rango di riga e il 
prodotto   è di pieno rango, quindi invertibile; la (4.4) può essere riscritta nella 
forma 
    (4.7)   
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4.2  Vincoli contemporanei 
Finora si è considerato un unico vincolo contemporaneo, contenuto nel vettore  . 
e le stime preliminari sono collegate al vettore dei vincoli esclusivamente per som-
ma. 
Adesso si introduce un caso più generale, in cui i vincoli sono più di uno, ed espri-
mono una qualsiasi combinazione lineare tra le variabili. Questa complicazione non 
è un inutile esercizio di formalismo, ma risponde alle esigenze reali, come quelle di 
un complesso sistema di relazioni contabili. 
Iniziamo con un esempio scolastico. Siano A, B, C e D quattro diverse variabili di cui 
si hanno a disposizione dei valori preliminari indicati, rispettivamente, con  ,  , 
 e   e siano X e Y due variabili che costituiscono i vincoli di aggregazione con-
ƚĞŵƉŽƌĂŶĞĂ͘ŶŽƚŽĐŚĞĚĞǀ͛ĞƐƐĞƌĞ  e   per ogni i-
stante temporale  . Possiamo quindi formalizzare i vincoli in notazione 
matriciale: 
 
Sia   ůĂŵĂƚƌŝĐĞĚŝĐŽƐƚĂŶƚŝŶŽƚĞ;ŶĞůů͛Ğsempio, 0 e 1 ma possono essere anche -1 o 
pesi diversi) che definisce le relazioni tra gli  . Tale matrice ha dimensione  , 




 RICONCILIAZIONE DI UN SISTEMA DI SERIE STORICHE  41 
 
 
con  ,  ,  , vettori   di dati aggregati 
contemporanei e  . 
La (4.3) può essere riscritta come 
    (4.8)   
gli altri risultati visti al paragrafo precedente restano validi anche nel caso generale. 
4.3  La stima della serie 
Il problema diventa ora quello di stimare la serie. Si assuma che i dati disponibili 
ƐŝĂŶŽĚŝƐƚƌŝďƵŝƚŝƐĞŶǌĂĚŝƐƚŽƌƐŝŽŶĞĂƚƚŽƌŶŽĂů͞ǀĞƌŽ͟ǀĂůŽƌĞĚĞůůĂƐĞƌŝĞ͕ƐĞĐŽŶĚŽŝů
modello 
    (4.9)  
con   vettore di disturbi casuali di media zero e    , con 
 matrici   note. Considerando tutte le   relazioni (4.9) si ha il modello 
completo  , con   e  , come già visto nel modello (2.7). 
Le serie bilanciate si ottengono come soluzione del problema di minimi quadrati 
    (4.10)   
Essendo, come già detto, i vincoli (4.10) linearmente dipendenti occorre prestare 
attenzione nella soluzione del problema. Sia   la funzione lagrangiana 
 
con   vettore   di moltiplicatori di Lagrange. Come in (2.4) la soluzione 
è data da: 
 
Utilizzando un noto risultato
2 la soluzione è data da 
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    (4.11)   
dove   ŝŶĚŝĐĂů͛ŝŶǀĞƌƐĂŐĞŶĞƌĂůŝǌǌĂƚĂĚŝDŽŽƌĞ-Penrose di  . 
Una soluzione, equivalente alla (4.11)͕ĐŚĞŶŽŶƌŝĐŚŝĞĚĞů͛ŝŶǀĞƌƐŝŽŶĞĚŝƵŶĂŵĂƚƌŝĐĞ
singolare, può essere scritta in funzione degli   vincoli linearmente indipendenti. 
Usando  la  (4.7),  la  matrice    può  essere  riscritta  come 
, con   matrice   di rango pieno. 
>͛ŝŶǀĞƌƐĂŐĞŶĞƌĂůŝǌǌĂƚĂĚŝDŽŽƌĞ-Penrose può essere costruita come segue
3: 
1.  selezionando una sottomatrice   di  , di pieno rango di colonna, 
chiamata  ; 
2.  trovando una matrice  , chiamata  , tale che   
3.  ů͛ƵŶŝĐĂŝŶǀĞƌƐĂŐĞŶĞƌĂlizzata di Moore-Penrose è data da: 
 
Scegliendo  , e dunque ponendo  , si ha che 
    (4.12)   
Sostituendo la (4.12) nella (4.11) si ottiene: 
 
cioè, semplificando, 
    (4.13)   
Il bilanciamento si ottiene quindi aggiungendo ai dati originari una combinazione li-
neare delle discrepanze. Si osservi come la (4.13) ĐŽŵƉŽƌƚĂů͛ŝŶǀĞƌƐŝŽŶĞĚŝƐŽůĞŵa-
trici non singolari (evitando quindi i problemi computazionali che le inverse genera-
lizzate provocano) e soddisfa entrambi i vincoli: 
                                                      




4.4  Scelta della matrice   
Una scelta naturale per la matrice   è data dal principio di conservazione del movi-
mento di Denton (1971), già presentato Ăůů͛ŝŶŝǌŝŽĚĞůĐĂƉŝƚŽůŽ3. 
In linea con Denton e per convenienza computazionale si considera qui solo la ma-
trice delle differenze prime approssimata. Per una trattazione delle soluzioni esatte, 
che considerano cioè la matrice   
 
anziché la matrice approssimata  , si veda Di Fonzo e Marini (2006). 
Si consideri ŽƌĂů͛ĞƐƚĞŶƐŝŽŶĞĂůĐĂƐŽŵultivariato della (3.5) (nel caso additivo) e la 
sua variante proporzionale: 
 
e 
    (4.14)   
In notazione matriciale possiamo scrivere le funzioni da minimizzare nella forma 
 e  . 
Ponendo  , con   o   a seconda della situazione, il bilan-
ciamento si può ottenere risolvendo il problema di minimizzazione: 
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La soluzione, che segue dalla (4.13), è: 
 
4.5  Un approccio a due passi 
>͛ĂŐŐŝƵƐƚĂŵĞŶƚŽƐŝŵƵůƚĂŶĞŽĚŝƵŶƐŝƐƚĞŵĂĚŝƐĞrie storiche soggetto sia a vincoli 
temporanei che contemporanei può essere difficoltoso quando il numero di variabi-
li, periodi e vincoli è elevato. La capacità computazionale richiesta è infatti stretta-
mente collegata alle dimensioni delle matrici coinvolƚĞ͘hŶ͛ĂůƚĞƌŶĂƚŝǀĂĂůůĂƐŽůƵǌŝŽŶĞ
ƐŝŵƵůƚĂŶĞĂƉƵžĞƐƐĞƌĞů͛ĂƉƉƌŽĐĐŝŽĂĚƵĞƉĂƐƐŝ͘ 
Il primo passo di questa procedura è il bilanciamento delle serie ad alta frequenza 
(per esempio, trimestrali)   alle serie annuali  , per  , usando una pro-
cedura univariata. Una soluzione appropriata in questo caso può essere la formula-
zione esatta del metodo di Denton nella variante PFD. Al termine di questo proce-
dimento, si ha un insieme di dati preliminari   per i quali 
 
dove  , ma 
 
Il passo successivo è quindi dovuto alla necessità di riconciliare   con le restrizioni 
contabili del sistema. Inizialmente si pensi ad aggiustare le variabili in ciascun perio-
do, senza preoccuparsi dei vincoli temporali. Dobbiamo cioè trovare   tale che 
 
, dove   è il vettore   dei vincoli relativi Ăůů͛ -esimo istante tempo-
rale. È ora necessario formulare il problema in modo da evitare vincoli ridondanti: in 
altre parole, è necessario esprimere i vincoli di aggregazione contemporanea nella 
forma 
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, dove la matrice     e il vettore  -dimensionale   sono la forma 
Ă ƐĐĂůĂ ƉĞƌ ƌŝŐŚĞ ;ŶĞů ƐĞŐƵŝƚŽ ZZ&͕ ĚĂůů͛ŝŶŐůĞƐĞ Row-Reduced  Echelon  Form)  di 
. I vincoli dati dalla (4.15) non sono quindi ridondanti e la matrice   è di 
rango pieno, pari a  . 
Data una matrice di distanza  , con   matrice definita positiva, dalla (2.8) si 
ottiene che la stima finale è data da: 
    (4.16)   
Inoltre, se, come spesso accade,   è un vettore nullo, allora anche il vettore   è 
nullo e la (4.16) diventa 
 
Nel caso più semplice, in cui assumiamo   e   (formulazione di Almon 
della procedura di minimizzazione quadratica di Stone), si ha 
 
Se si vogliono distribuire proporzionalmente le discrepanze è sufficiente utilizzare la 
formulazione di Deming-Stephan e Friedlander, a condizione che tutti gli elementi   
siano strettamente positivi. In entrambi i casi, come già segnalato nel paragrafo 
2.4.4, non si è sicuri che i segni siano preservati: può accadere che, anche in presen-
za di valori preliminari posiƚŝǀŝ͕ů͛ŽƵƚƉƵƚĚĞůƉƌŽĐĞƐƐŽĚŝƌŝĐŽŶĐŝůŝĂǌŝŽŶĞƉƌŽĚƵĐĂƌŝƐƵl-
tati negativi. 




gli   vettori  -dimensionali (si ricorda che   è il numero di periodi intrannuali, per 
esempio   nel caso di dati trimestrali) di osservazioni per ciascuna delle   va-




Questi vettori sono vincolati dalla relazione 
 
e la stima finale con la procedura di Stone è data da 
    (4.17)   
per ogni  . 
>ĂƉƌŽĐĞĚƵƌĂƉƵžĞƐƐĞƌĞĞƐƚĞƐĂ͕ĐŽŶƐŝĚĞƌĂŶĚŽů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽƐŝŵƵůƚĂŶĞŽĚŝ  anni 
consecutivi, con  . Solo per semplicità, si supponga che   sia un divisore di 
, in modo che   sia un numero intero. Le osservazioni di ciascuna variabi-
le possono quindi essere raggruppate in   vettori: 
 
Ciascun vettore ha lunghezza  ͘>ĂĨŽƌŵĂ͞ŝŵƉŝůĂƚĂ͟;stacked form) è il vettore 
 
 
Il problema di riconciliazione è esprimibile dal vincolo 
    (4.18)   
Riformulando la (4.17) si ottiene la stima: 
 
. 
Si noti che se   allora   e il sistema (4.18) diventa uguale alla riconcilia-
ǌŝŽŶĞƐŝŵƵůƚĂŶĞĂ͘/ůǀĂŶƚĂŐŐŝŽĚŝƋƵĞƐƚĂĨŽƌŵƵůĂǌŝŽŶĞğĐŚĞů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽĚŝƉŽĐŚŝ
anni alla volta (per esempio, due o tre) riduce drasticamente il tempo computazio-
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4.6  Riconciliazione: un approccio basato sulla regressione 
Abbiamo finora visto una procedura per la riconciliazione di sistemi di serie storiche. 
hŶ͛ŝŶƚĞƌĞƐƐante alternativa si deve a Quenneville e Rancourt (2005) ed è basata sul 
modello di regressione lineare. 
Si inizi pensando a tre sole osservazioni:  ,   e   tali che la somma delle prime due 
sia uguale alla terza. Un modo per aggiustare i valori di   e   ğů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽ
pro-rata:  il  valore  aggiustato  di    è    e  quello  di    è 
. 
In chiave statistica si ponga  ,  ,  , dove   (ri-
spettivamente  ) è una variabile casuale di media nulla e varianza   (rispettiva-
mente  ). Questa modellizzazione è ridondante, e può essere semplificata elimi-
nando  :  ,  . Assumendo che   e   siano tra loro in-
correlati, il migliore stimatore lineare non distorto (BLUE) è una media pesata di   
e   i cui pesi sono inversamente proporzionali alla varianza: 
    (4.19)   
Il codice Matlab® ƌŝƉŽƌƚĂƚŽŶĞůů͛ĂƉƉĞŶĚŝĐĞC.3 mostra come il modello di regressio-
ne  ƐŝĂ ƐĞŵƉůŝĐĞŵĞŶƚĞ ƵŶŽ ƐƚƌƵŵĞŶƚŽ ƉĞƌ ĞĨĨĞƚƚƵĂƌĞ͕ ŝŶ ƉƌĂƚŝĐĂ͕ ů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽ
pro-rata. 
Anche in questo caso, la varianza può essere modificata introducendo dei coeffi-
cienti di alterabilità, che indicano quali valori siano più credibili e quindi debbano 
essere meno modificati dalla riconciliazione. Questo aspetto è molto importante, 
perché permette di considerare la riconciliazione non semplicemente come un e-
sercizio di algebra matriciale ma come una procedura che risponde alle reali esigen-
ze di chi pubblica e di chi utilizza i set di dati. 
Un  coefficiente  di  alterabilità  può  essere  associato  anche  al  vincolo,  che  perde 
quindi la caratteristica ĚŝĞƐƐĞƌĞƐƚƌŝŶŐĞŶƚĞ͘>͛ƵƐŽĚŝĐŽĞĨĨŝĐŝĞŶƚŝĚŝĂůƚĞƌĂďŝůŝƚăǀŝĐŝŶŝĂ48  RICONCILIAZIONE DI UN SISTEMA DI SERIE STORICHE 
 
 
zero per il vincolo è un artificio per avvicinarsi ad un vincolo stringente, con i van-
taggi di semplificazione di una regressione lineare senza vincoli nei parametri. 




^Ğů͛ƵƐŽĚĞůůĂƌĞŐƌĞƐƐŝŽŶĞůŝŶĞĂƌĞŶĞůĐĂƐŽĚŝƵŶƵŶŝĐĂƐĞƌŝĞĚŝĚĂƚŝ è una complica-
zione matematica inutile, le potenzialità di questa tecnica emergono quando si par-
la di sistemi di serie storiche. 
Nel caso più generale, infatti, abbiamo una tabella di dimensioni  , con dei 
vincoli non stringenti, che da luogo a un modello di regressione lineare costituito da 
 equazioni, dove le prime   sono riferite a ciascun valore interno, 
le successive   sono date dai totali di colonna e di riga, e ů͛ultima dal totale ge-
nerale. 
 
Se uno dei coefficienti di alterabilità è pari a 0, allora la relativa equazione deve es-
sere sostituita da un vincolo. In pratica può risultare computazionalmente molto 
conveniente sostituire lo 0 con un valore positivo molto piccolo. RICONCILIAZIONE DI UN SISTEMA DI SERIE STORICHE  49 
 
 
La procedura multivariata di Quenneville e Rancourt, in pratica, è una procedura a 
due passi: le serie vengono prima trattate univariatamente con la procedura di Den-
ton per preservarne la dinamica temporale, quindi si procede alla riconciliazione 
con la tecnica di bilanciamento di Stone. 5  ǯǣǯsul 
commercio al dettaglio 
Dopo aver affrontato il problema della riconciliazione statistica di sistemi di serie 
storiche dal punto di vista metodologico e tecnico, si ritiene indispensabile mostrare 
una possibile applicazione pratica delle procedure viste fin qui. Il capitolo che segue 
ŵŽƐƚƌĂ ƋƵŝŶĚŝ ů͛ĂƉƉůŝĐĂǌŝŽŶĞ ĚĞůůĞ ƉƌŽĐĞĚƵƌĞ Ěŝ ƌŝĐŽŶĐŝůŝĂǌŝŽŶĞ Ăŝ ĚĂƚŝ ŵĞŶƐŝůŝ ƐƵů
commercio al dettaglio in Canada, dal 1991 al 2003. I primi tre paragrafi introduco-
ŶŽů͛ŝŶĚĂŐŝŶĞ͕ŝůƋƵĂƌƚŽƉƌĞƐĞŶƚĂŝĚĂƚŝ͕ŝƐƵĐĐĞƐƐŝǀŝƚƌĞƉƌĞƐĞŶƚĂŶŽůĂƌŝĐŽŶĐŝůŝĂǌŝŽŶĞ
ŶĞůĐĂƐŽĚŝƵŶǀŝŶĐŽůŽĞƐŽŐĞŶŽ͘/ŶĨŝŶĞů͛ƵůƚŝŵŽƉĂƌĂŐƌĂĨŽƐŝŽĐĐƵƉĂĚŝƌŝĐŽŶĐŝůŝĂƌĞŝ
dati in presenza di un vincolo endogeno. 
5.1  Il Canada 
 




1  è  la  nazione  più  settentrionale  del  continente  americano;  coi  suoi 
9.976.140 chilometri quadrati è il secondo paese più esteso del mondo. È uno stato 
federale, retto da una monarchia costituzionale con sistema parlamentare e il go-
ǀĞƌŶŽĨĞĚĞƌĂůĞŚĂů͛ŽďďůŝŐŽĚŝĨŽƌŶŝƌĞƐĞƌǀŝǌŝŶĞůůĞĚƵĞůŝŶŐƵĞƵĨĨŝĐŝĂůŝĚĞůƉĂĞƐĞ͕
ů͛ŝŶŐůĞƐĞĞŝůĨƌĂŶĐĞƐĞ͘>ĂĐĂƉŝƚĂůĞ è Ottawa, in Ontario, ma le città principali sono To-
ronto (in Ontario) e Montreal (in Quebec), le uniche che superano il milione di abi-
tanti. 
È suddiviso in dieci province e tre territori, come mostrato in Tabella 5.1. Il territorio 
del Nunavut è stato creato nel 1999 per distaccamento dai Territori del Nord-Ovest 
ƉĞƌƌŝĐŽŶŽƐĐĞƌĞů͛ŝĚĞŶƚŝƚăĚŝƉĂƚƌŝĂĂůƉŽƉŽůŽ/ŶƵŝƚĞĚğƵŶĂĚĞůůĞĂƌĞĞŵĞŶŽĚĞŶƐa-
mente abitate al mondo. 
Codice   
Nome della 
provincia/territorio




abitanti  %  km
2  % 
RG59  P  Columbia Britannica  Victoria  4.113.487  13,01  924.815  10,26 
RG48  P  Alberta  Edmonton  3.290.350  10,41  640.045  7,10 
RG47  P  Saskatchewan  Regina  968.157  3,06  588.276  6,52 
RG46  P  Manitoba  Winnipeg  1.148.401  3,63  552.370  6,13 
RG35  P  Ontario  Toronto  12.160.282  38,47  907.574  10,06 
RG24  P  Quebec  Québec  7.546.131  23,87  1.356.367  15,04 
RG13  P  Nuovo Brunswick  Fredericton  729.997  2,31  71.355  0,79 
RG12  P  Nuova Scozia  Halifax  913.462  2,89  52.917  0,59 
RG11  P  Isola del Principe Edoardo  Charlottetown  135.851  0,43  5.684  0,06 
RG10  P  Terranova e Labrador  St. John's  505.469  1,60  370.495  4,11 
RG60  T  Yukon  Whitehorse  30.372  0,10  474.711  5,26 
RG61  T  Territori del Nord-Ovest  Yellowknife  41.464  0,13  1.140.835  12,65 
RG62  T  Nunavut  Iqaluit  29.474  0,09  1.932.255  21,43 
Totale Canada  Ottawa  31.612.897  100,00  9.017.698  100,00 
A Per comodità del lettore, quando disponibile, ci si riferirà alle località geografiche con ů͛ĞƐŽŶŝŵŽŝƚĂůŝĂŶŽĞŶŽŶ
con la denominazione ufficiale. 
B Fonte: Statistics Canada (censimento della popolazione, 2006). 




                                                      
1 >͛ŝŶĐůƵƐŝŽŶĞĚŝƋƵĞƐƚĂďƌĞǀĞŝŶƚƌŽĚƵǌŝŽŶĞŶĞůůĂƚĞƐŝğƵŶŽŵĂŐŐŝŽĚĞůů͛ĂƵƚŽƌĞĂůƉĂĞƐĞĐŚĞƐŽŐŶĂĨŝŶ
da bambino. Le informazioni contenute possono facilitare la comprensione di alcune considerazioni 




Figura 5.2 Popolazione (in alto) e superficie delle diverse province/territori. 





































Figura 5.4 Popolazione, in migliaia di abitanti, delle province/territori con meno di un milione di abitanti. 
La valuta è il Dollaro Canadese, che vale circa 0,6 euro
2͘>͛ĂŐĞŶǌŝĂŐŽǀĞƌŶĂƚŝǀĂĨĞĚe-
rale che effettua studi statistici sul paese, anche a livello delle singole province o 
territori, è Statistics Canada (Statistique Canada). 
5.2  ǯcio al dettaglio in Canada 
͞>͛ŝŶĚĂŐŝŶĞ ŵĞŶƐŝůĞ ƐƵů ĐŽŵŵĞƌĐŝŽ Ăů ĚĞƚƚĂŐůŝŽ ;Monthly  Retail  Trade  Survey, 
MRTS
3) fornisce informazioni mensili sui risultati del settore delle vendite al detta-




del commercio al dettaglio canadese. Le stime di vendita ottenute dai rivenditori 
sono un indicatore mensile chiave dei modelli di acquisto dei consumatori in Cana-
ĚĂ͘/ŶŽůƚƌĞ͕ůĞǀĞŶĚŝƚĞĂůĚĞƚƚĂŐůŝŽƐŽŶŽƵŶ͛ŝŵƉŽƌƚĂŶƚĞĐŽŵƉŽŶĞŶƚĞĚĞůWƌŽĚŽƚƚŽ/n-
terno Lordo e sono parte di molti modelli economici usati da agenzie pubbliche e 
private. La Bank of Canada si basa anche sulle stime mensili di vendita al dettaglio 
quando prende decisioni che influenzano i tassi di interesse. 
                                                      
2 Ϭ͕ϲϳϮϰΦĂůϯϭ/01/2009. Fonte: Bank of Canada. 
3 In francese Enquête sur le commerce de détail (mensuelle) (EMCD). 
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La popolazione di riferimento include tutte le unità statistiche del Registro Aziende 
di Statistics Canada (^ƚĂƚŝƐƚŝĐƐĂŶĂĚĂ͛ƐƵƐŝŶĞƐƐZĞŐŝƐƚĞƌ) classificate come appar-
teneŶƚŝĂůƐĞƚƚŽƌĞ͞ĐŽŵŵĞƌĐŝŽĂůĚĞƚƚĂŐůŝŽ͟ƐĞĐŽŶĚŽůĂĐůĂƐƐŝĨŝĐĂǌŝŽŶĞE/^;North 
American Industry Classification System). I dati raccolti non includono nessuna for-
ma di vendita diretta che esclude i punti vendita (vendita porta-a-porta, distributori 
automatici, vendite per corrispondenza, ecc.). 
5.2.1  Il campionamento 
Il campione considerato ĚĂůů͛ŝŶĚĂŐŝŶĞDZd^ğĨŽƌŵĂƚŽĚĂ 10.000 gruppi (cluster) di 
unità economiche (punti vendita al dettaglio) selezionati dal Registro Imprese di 
Statistics Canada. Un cluster di unità economiche è dato dall'insieme dei punti ven-
dita appartenenti ad una stessa impresa che operano nello stesso settore commer-
ciale e nella stessa regione geografica. 
>͛DZd^ƵƐĂƵŶĚŝƐĞŐŶŽĚŝĐĂŵƉŝŽŶĂŵĞŶƚŽƐƚƌĂƚŝĨŝĐĂƚŽ͕ĐŽŶĐĂŵƉŝŽŶĂŵĞŶƚŽĐĂƐƵĂůĞ
semplice da ciascun strato. Per ciascun settore commerciale e per ciascuna regione 
geografica viene selezionato un certo numero di punti vendita. Nella stratificazione, 
le regioni geografiche sono 16: oltre alle dieci province e ai tre territori esistono tre 
aree metropolitane statistiche (Census Metropolitan Area) corrispondenti alle tre 
principali città canadesi (Toronto, Montreal e Ottawa) e ai loro dintorni. Successi-
vamente i punti vendita vengono stratificati secondo la loro dimensione, ottenuta 
combinando dati provenienti da altre indagini e dati amministrativi (perlopiù fiscali).  
Gli strati secondo la dimensione comprendono uno strato  take-all (censimento), 
almeno  due  strati  take-some  (campionamento  parziale)  e  uno  strato  take-none 
(nessun campionamento). Lo strato take-none serve a ridurre le risposte necessarie, 
escludendo una categoria di attività commerciali che, nel loro complesso, rappre-
sentano meno del 5% delle vendite totali; anziché inviare loro i questionari questi 
dati vengono stimati da fonti amministrative. 
5.2.2  I questionari 
>͛ŝŶĚĂŐŝŶĞDZd^ğĐŽƐƚŝƚƵŝƚĂĚĂƚƌĞƐŽƚƚŽ-indagini: hE͛WW>//KE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(1) ů͛ŝŶĚĂŐŝŶĞŵĞŶƐŝůĞƐƵůĐŽŵŵĞƌĐŝŽĂůĚĞƚƚĂŐůŝŽ(Monthly Retail Trade Survey), 
(2) ů͛ŝŶĚĂŐŝŶĞDZd^ĐŽŶvalutazione delle scorte (MRTS with inventories), 
(3) ů͛ŝŶĚĂŐŝŶĞĚĞůůĞǀĞŶĚŝƚĞĞĚĞŐli inventari delle bevande alcoliche (Survey of 
Sales and Inventories of Alcoholic Beverages). 
I questionari raccolgono mensilmente dati sulle vendite al dettaglio e sul numero di 
esercizi commerciali per provincia o territorio e sulle merci immagazzinate da un 
campione di punti vendita.  
Tutti i questionari sono molto brevi (due pagine di cui una di istruzioni) e chiedono 
alcuni dati ƵƚŝůŝƉĞƌĐŽŶƚĂƚƚĂƌĞů͛ĂƚƚŝǀŝƚăĐŽŵŵĞƌĐŝĂůĞ;ŝŶĚŝƌŝǌǌŽ͕ŶŽŵĞĚĞůƌĞƐƉŽŶƐa-
bile ecc.) e: 
(1) nel primo caso il numero di punti vendita e di vendite (e altre entrate, in dol-
lari canadesi) in ciascuna regione geografica nel mese di riferimento; 
(2) nel secondo caso, oltre alle informazioni già richieste nel primo questionario, 
il valore (al costo) delle merci possedute e pronte alla vendita alla fine del 
mese di riferimento, indicando solo il totale e non dettagliate per ogni re-
gione geografica; 
(3) nel terzo caso, oltre alle informazioni richieste nei primi due questionari, si 
vogliono sapere le vendite per tipologia di cliente (cliente finale, rivenditore 
ecc.), solo per le province e i territori (e non per le tre aree metropolitane). Il 
questionario, costruito in collaborazione con gli interessati, prevede anche 
uno spazio di commento. 
5.2.3  Mancate risposte 
Nonostante gli sforzi di Statistics Canada perché i questionari vengano compilati ac-
curatamente, si hanno sempre delle mancate risposte. Affinché ƵŶ͛ƵŶŝƚăƐƚĂƚŝƐƚŝĐĂ
che ha risposto solo parzialmente al questionario venga classificata come rispon-
dente, deve soddisfare un livello di soglia minimo͕ƐŽƚƚŽĂůƋƵĂůĞů͛ƵŶŝƚăƐƚĂƚŝƐƚŝĐĂ
viene rifiutata e considerata come non rispondente. 
Le non risposte hanno due effetti sui dati: 56  hE͛WW>//KE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(1) introducono distorsione nelle stime se il gruppo dei non rispondenti presen-
ta caratteristiche diverse dai rispondenti, e 
(2) contribuiscono ad aumentare la varianza campionaria delle stime perché la 
numerosità  effettiva  del  campione è  minore  di  quella pensata  originaria-
mente. 
Per ƌŝĚƵƌƌĞů͛ŝŵƉĂƚƚŽĚĞůle non risposte Statistics Canada effettua il re-invio dei que-
stionari e telefonate alle unità del campione. Se il punto vendita non dispone anco-
ra del dato al momento richiesto, si accetta una stima approssimativa, che sarà suc-
cessivamente corretta quando sarà disponibile il dato esatto. Inoltre, per instaurare 
un rapporto di fiducia tra intervistatore e rispondente, a ciascuna unità del campio-
ne viene assegnato lo stesso intervistatore ogni mese. 
WĞƌƌŝĚƵƌƌĞŝŶǀĞĐĞů͛ĞĨĨĞƚƚŽĚĞůůĞŵĂŶĐĂƚĞƌŝƐƉŽƐƚĞĐŚĞ͕ŝŶĞǀŝƚĂďŝůŵĞŶƚĞ͕ƐŽŶŽƉƌe-
senti si ricorre a due soluzioni: 
(1) aumentare il numero di unŝƚăƐƚĂƚŝƐƚŝĐŚĞƐĞůĞǌŝŽŶĂƚĞ͕ĂƚƚƌĂǀĞƌƐŽů͛ƵƐŽĚŝƚĂƐƐŝ
di over-sampling, e 
(2) ĚŝŵŝŶƵŝƌĞŝůŶƵŵĞƌŽĚŝŶŽŶƌŝƐƉŽƐƚĞĂƚƚƌĂǀĞƌƐŽů͛ŝŵƉƵƚĂǌŝŽŶĞĚĞŝĚĂƚŝŵĂn-
canti. 
5.2.4  Raccolta dei dati 
La raccolta dei dati è effettuata dagli uffici regionali di Statistics Canada. Le unità se-
lezionate ricevono il questionario per posta o sono contattate telefonicamente per 
conoscere il valore delle loro vendite e delle merci in magazzino. Le nuove unità se-
ůĞǌŝŽŶĂƚĞƉĞƌů͛ŝŶĚĂŐŝŶĞƌŝĐĞǀŽŶŽƵŶĂůĞƚƚĞƌa di presentazione che annuncia la tele-
fonata di un intervistatore di Statistics Canada: con questa telefonata Statistics Ca-
nada ottiene conferma del tipo di attività del rispondente e inizia a raccogliere i da-
ti. 
Per ulteriori informazioni sulle procedure di raccolta dei dati, del controllo della co-
ĞƌĞŶǌĂĚĞŝĚĂƚŝ͕ĚĞůů͛ŝŵƉƵƚĂǌŝŽŶe ĚĞŝĚĂƚŝŵĂŶĐĂŶƚŝĞƐƵůů͛ŽƚƚĞŶŝŵĞŶƚŽĚĞůůĞƐƚŝŵĞ, si 
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5.3  La procedura di destagionalizzazione 
>͛ĂƉƉůŝĐĂǌŝŽŶĞƐǀŝůƵƉƉĂƚĂŶĞŝƉƌŽƐƐŝŵŝƉĂƌĂŐƌĂĨŝriguarda la riconciliazione statistica 
di dati destagionalizzati a dei benchmark temporali e contemporanei. Per questo, si 
ritiene opportuno ricordare brevemente le principali caratteristiche della procedura 
di destagionalizzazione, così come presentata da Statistics Canada (2008). 
Le serie storiche socio-ĞĐŽŶŽŵŝĐŚĞĐŽŵĞƋƵĞůůĞĚĞůů͛ŝŶĚĂŐŝŶĞDZd^ƉŽƐƐŽŶŽĂďi-
tualmente essere scomposte in cinque componenti principali, di seguito descritte. 
(1) Il ciclo-trend. Il trend rappresenta la tendenza di fondo del fenomeno consi-
derato, riferita ad un lungo periodo di tempo; il ciclo rappresenta invece le 
fluttuazioni attribuibili a fasi di crescita e fasi di declino. Spesso queste due 
componenti sono stimate insieme. 
(2) La componente stagionale, costituita da fenomeni che, per influenza di fat-
tori climatici o sociali, tendono a ripetersi in maniera pressoché analoga nel 
medesimo periodo di anni successivi. 
(3) Le variazioni di calendario. La diversa lunghezza dei mesi e la presenza di un 
diverso numero di giorni lavorativi influenzano i dati mensili. 
(4) >͛ĞĨĨĞƚƚŽĚĞůůĞǀĂĐĂŶǌĞĚŝWĂƐƋƵĂ͕ĐŚĞƉŽƌƚĂĂĚĂŶƚŝĐŝƉĂƌĞĂDĂƌǌŽŵŽůƚĞĂt-
tività di Aprile quando Pasqua cade in Marzo. 
(5) La componente irregolare, che include tutte le altre fluttuazioni, più o meno 
casuali, non comprese nelle precedenti componenti. È una componente re-
siduale  che  include  errori  di  misura  nelle  variabili  e  eventi  imprevedibili 
(scioperi, siccità, alluvioni o altri eventi inattesi che provocano variazioni nel-
le attività commerciali dei rispondenti). 
Le ultime quattro componenti disturbano la componente trend-ciclo della serie. La 
procedura di destagionalizzazione consiste nel rimuovere la componente stagionale 
e le altre componenti che presentano regolarità (variazioni di calendario e effetto 
della Pasqua). Le serie destagionalizzate, tuttavia, contengono non solo il trend-ciclo 
ma anche le componenti irregolari, che sono difficili da isolare. 58  hE͛WW>//KE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Il metodo X11-ARIMA (Bee Dagum, 1978) è usato per destagionalizzare serie mensili 
e trimestrali. È basato su un principio iterativo applicato nella stima dei diversi com-
ponenti, e le stime ad ogni passo sono effettuate usando un adeguato modello A-
RIMA. Il metodo X-11 include un tool per rilevare e correggere punti atipici, usato 
per pulire le serie prima della destagionalizzazione con i modelli ARIMA. 
/ŶĨŝŶĞů͛ĞĨĨĞƚƚŽĚĞůůĞǀĂƌŝĂǌŝŽŶŝĚŝĐĂůĞŶĚĂƌŝŽĞĚĞůůĂWĂƐƋƵĂǀŝĞŶĞƐƚŝŵĂƚŽƵƐĂŶĚŽƵŶ
modello di regressione lineare con errori ARIMA, procedendo iterativamente: stima 
delle componenti, ricerca di effetti indesiderati sulla componente irregolare, stima 
delle componenti su una serie corretta, ricerca di effetti indesiderati sulla compo-
nente irregolare ecc. 
5.4  La struttura dei dati analizzati 
/ĚĂƚŝƵƚŝůŝǌǌĂƚŝŶĞůů͛ĂƉƉůŝĐĂǌŝŽŶĞ
5 sono disponibili secondo due diverse classificazioni: 
per provincia/territorio (PR) o per settore commerciale (TG, trade group). Per cia-
scuna classificazione sono disponibili due set di dati: i dati grezzi (indicati anche 
Zt͕ĚĂůů͛ĞƋƵŝǀĂůĞŶƚĞŝŶŐůĞƐĞͿĞŝĚĂƚŝĚĞƐƚĂŐŝŽŶĂůŝǌǌĂƚŝ;^͕seasonally adjusted). 
>͛ŝŶƐŝĞŵĞĚĞŝĚƵĞƐĞƚĚŝĚĂƚŝĚŝĐŝĂƐĐƵŶĂĐůĂƐƐŝĨŝĐĂǌŝŽŶĞ͕ĞĚĞŝďĞŶĐŚŵĂƌŬĚĞƐĐƌŝƚƚŝ
nel prossimo capitolo, formano un sistema. 
Le serie mensili coprono 156 mesi, da Gennaio 1991 a Dicembre 2003, e sono ag-
gregate per le tredici province/territori in un caso (Tabella 5.2) e per i diciannove 
settori commerciali (Tabella 5.3) ŶĞůů͛ĂůƚƌŽ͘ 
Le province e i territori hanno quote di mercato (Tabella 5.2 e Figura 5.5) che ri-
specchiano il numero di abitanti: il 60% delle vendite avviene nelle due province più 
ĂďŝƚĂƚĞ;YƵĞďĞĐĞKŶƚĂƌŝŽͿ͖ůĂƉĞƌĐĞŶƚƵĂůĞƐĂůĞĂůů͛ϴϱй se si considerano anche Al-
berta e Columbia Britannica. I tre territori, nonostante si estendano per 3,5 milioni 
di chilometri quadrati, danno conto dello 0,5% delle vendite al dettaglio. 
 
                                                      
5 Il lettore interessato può richiederli contattando per e-mail ů͛autore. hE͛WW>//KE͗>͛/NDAGINE SUL COMMERCIO AL DETTAGLIO  59 
 
 







RG10  P  Terranova e Labrador  1,68% 
RG11  P  Isola del Principe Edoardo  0,43% 
RG12  P  Nuova Scozia  3,17% 
RG13  P  Nuovo Brunswick  2,49% 
RG24  P  Quebec  22,82% 
RG35  P  Ontario  37,87% 
RG46  P  Manitoba  3,33% 
RG47  P  Saskatchewan  2,98% 
RG48  P  Alberta  10,92% 
RG59  P  Columbia Britannica  13,94% 
RG60  T  Yukon  0,12% 
RG61  T  Territori del Nord-Ovest  0,18% 
RG62  T  Nunavut  0,09% 
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TG01  New Car Dealers 
Venditori di auto nuove  19,98% 
TG02  Used and Recreational Motor Vehicle and Parts Dealers 
Venditori di auto usate e di pezzi di ricambio  4,17% 
TG03  Furniture Stores 
Negozi di mobili  2,29% 
TG04  Home Furnishings Stores 
Negozi di articoli per la casa  1,08% 
TG05  Computer and Software Stores 
Negozi di computer e software  0,62% 
TG06  Home Electronics and Appliance Stores 
Negozi di elettrodomestici ed elettronica  2,37% 
TG07  Home Centres and Hardware Stores 
Ferramenta  3,42% 
TG08  Specialized Building Materials and Garden Stores 
EĞŐŽǌŝĚŝŵĂƚĞƌŝĂůĞƉĞƌů͛ĞĚŝůŝǌŝĂĞĚŝůŐŝĂƌĚŝŶĂŐŐŝŽ  1,30% 
TG09  Supermarkets 
Supermercati  18,74% 
TG10  Convenience and Specialty Food Stores 
Gastronomie e negozi di prodotti tipici  2,82% 
TG11  Beer, Wine and Liquor Stores 
Negozi di birra, vino e liquori  3,84% 
TG12  Pharmacies and Personal Care Stores 
Farmacie e negozi per la cura personale  6,82% 
TG13  Gasoline Stations 
Stazioni di servizio  8,62% 
TG14  Clothing Stores 
Negozi di abbigliamento  4,79% 
TG15  Shoe, Clothing Accessories and Jewellery Stores 
Negozi di scarpe, accessori e gioiellerie  1,73% 
TG16  Sporting Goods, Hobby, Music and Book Stores 
Negozi di articoli sportivi, di hobbistica, libri e musica  2,75% 
TG17  Department Stores 
Grandi magazzini  6,27% 
TG18  Other General Merchandise Stores 
Altri negozi generalisti  5,83% 
TG19  Miscellaneous Store Retailers 
Altri venditori al dettaglio  2,57% 
Tabella 5.3 Settori commerciali considerati ŶĞůů͛ŝŶĚĂŐŝŶĞMRTS, relativi codici identificativi e quote di mercato 




Figura 5.6 Quote di mercato medie dei diversi settori commerciali. 
Come si può osservare (Tabella 5.3 e Figura 5.6), i settori commerciali hanno quote 
di mercato medie molto diverse tra loro. I venditori di auto nuove (TG01) e i super-
mercati (TG09) sono gli unici a superare il 10% e, uniti, danno conto di quasi quattro 
dollari ogni 10 di vendite. Una seconda fascia di settori commerciali è costituita dal-
le farmacie e negozi per la cura personale (TG12), dalle stazioni di servizio (TG13), 
dai Department Stores (grandi magazzini, TG17) e da Other General Merchandise 
Store (TG18), che costituiscono singolarmente tra il 5 e il 10% delle vendite. Le altre 
13 categorie, complessivamente, rappresentano circa un terzo delle vendite in Ca-
nada. I grafici che seguono mostrano le serie storiche delle vendite (grezze e desta-
gionalizzate), sia per provincia che per settore commerciale. 
 
Figura 5.7 Vendite mensili al dettaglio in Canada da gennaio 1991 a dicembre 2003. Dati destagionalizzati indi-






























































































































Figura 5.8 Vendite mensili al dettaglio (serie grezze e serie destagionalizzate) da gennaio 1991 a dicembre 2003 
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Figura 5.9 Vendite mensili al dettaglio (serie grezze e serie destagionalizzate) da gennaio 1991 a dicembre 2003 
per settori commerciali. 
Come si nota dai grafici, i dati relativi al territorio del Nunavut sono disponibili da 
gennaio 1999, data di istituzione dello stesso. Poiché prima di quella data il Nunavut 
faceva parte dei Territori del Nord-Ovest, si spiega anche lo scalino che nello stesso 
anno si può vedere nel grafico dei Territori del Nord-Ovest. 
In una logica di sistema, volendo rappresentare le serie  in forma matriciale, ciò 
comporta che la colonna relativa al territorio del Nunavut presenti degli zeri in cor-
rispondenza dei  primi 8 anni (96 mesi). Ovviamente questi zeri sono strutturali, 
quindi devono rimanere tali anche al termine della procedura di bilanciamento. La 
presenza di anni in cui tutti i valori mensili sono nulli, deve essere tenuta in conside-
razione, quando si opera con tecniche di riconciliazione simultanea, nel definire sia 
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Come detto, le serie destagionalizzate sono ottenute da Statistics Canada usando la 
procedura X11-ARIMA. Le procedure di destagionalizzazione producono due effetti 
indesiderati: 
(i)  i totali annuali della serie destagionalizzata non corrispondono a quelli della 
serie grezza; 
(ii) le somme contemporanee mensili delle serie destagionalizzate dei due si-
stemi non coincidono tra loro (e, verosimilmente, nemmeno con la serie dei 
totali, destagionalizzata per via diretta, che però non è stata fornita da Stati-
stics Canada). 
Questi effetti non inficiano la validità della procedura, ma danno luogo a tavole che 
non soddisfano i vincoli. Gli utenti, invece, preferiscono disporre di dati in cui ven-
gono soddisfatte le relazioni contabili naturali, cioè i vincoli temporali e la corri-
spondenza tra la somma dei dati disaggregati e il totale Canada. 
Per fissare le idee, nel seguito i dati mensili grezzi  saranno utilizzati come ben-
chmark annuale ( ); si dispone inoltre delle serie disaggregate dei dati destagiona-
lizzati ma non, come detto, del totale canadese destagionalizzato per via diretta.  
Il problema è quindi quello di riconciliare i dati destagionalizzati affinché soddisfino i 
vincoli  di  cui  sopra.  In  pratica,  riproduciamo  la  stessa  operazione  affrontata 
ĚĂůů͛ŝƐƚŝƚƵƚŽƐƚĂƚŝƐƚŝĐŽĐĂŶĂĚĞƐĞƉƌŝŵĂĚĞůůĂƉƵďďůŝĐĂǌŝŽŶĞĚĞŝĚĂƚŝDZd^ĚĞƐƚĂŐŝŽŶa-
lizzati. La stessa applicazione è stata proposta in letteratura da Di Fonzo e Marini 
(2003, 2007a), che presentano ů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂĚŝĞŶƚŽŶ, e da Quenneville 
e Rancourt (2005), che presentano la procedura basata sul modello di regressione 
lineare illustrata nel paragrafo 4.5. 
Le elaborazioni sono state effettuate con Matlab® 7.7.0.471 (R2008b). 
I tempi di elaborazione, quando presenti, sono ottenuti con un PC con processore 
DƚŚůŽŶΡϲϰyϮƵĂůŽƌĞWƌŽĐĞƐƐŽƌϱϲϬϬн͕Ϯ͘ϴϰ'Śǌ͕3Gb RAM, con WindowsΡ 
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5.5  La riconciliazione del sistema MRTS per provincia/territorio 
con un vincolo esogeno 
5.5.1  Vincoli temporali e benchmark univariato 
Il primo passo consiste nel benchmark univariato di ciascuna singola serie di ciascun 
sistema. 
Il metodo utilizzato è la variante esatta del metodo Proportional First Difference 
proposto da Denton e presentato a pagina 33. La scelta di un metodo proporzionale 
appare obbligata, alla luce delle differenze di peso tra provincia e provincia (Tabella 
5.2): i tre territori, infatti, contribuiscono complessivamente allo 0,5% del totale del-
la popolazione mentre le due province più abitate e più note (Ontario e Quebec) co-
stituiscono il 60% delle vendite al dettaglio canadesi; quattro province (aggiungendo 
ĂůůĞĚƵĞƉƌĞĐĞĚĞŶƚŝŽůƵŵďŝĂƌŝƚĂŶŶŝĐĂĞůďĞƌƚĂͿĨŽƌŵĂŶŽů͛ϴϱйĚĞůƚŽƚĂůĞĐĂna-
dese. Lo stesso vale per la suddivisione in settori commerciali (Tabella 5.3): i super-
market ad esempio incidono per il 20%, mentre i negozi di computer per meno 
ĚĞůů͛ϭй͘ 
Il bilanciamento ǀŝĞŶĞŽƚƚĞŶƵƚŽŵĞĚŝĂŶƚĞů͛ƵƐŽĚŝ uno script Matlab® che applica la 
formula (3.2)͘/ůƉƌŽŐƌĂŵŵĂğƌŝƉŽƌƚĂƚŽŶĞůů͛appendice C.4. 
La Tabella 5.4 riporta le differenze tra le somme annuali delle serie destagionalizza-




1991  1992  1993  1994  1995  1996  1997  1998  1999  2000  2001  2002  2003 
PR10  1  1  0  1  0  0  0  1  0  1  0  0  0 
PR11  1  0  0  0  1  1  1  1  0  1  0  0  1 
PR12  0  -2  1  0  0  1  0  1  0  -1  1  2  0 
PR13  -2  0  0  -1  0  0  1  1  1  1  0  0  0 
PR24  1  5  2  9  11  11  7  6  9  -2  -4  6  6 
PR35  2  4  2  3  3  2  3  2  -1  -1  0  4  21 
PR46  1  0  0  -1  1  -1  1  1  -2  0  0  1  0 
PR47  1  0  0  0  2  1  0  0  -1  0  0  0  1 
PR48  2  0  1  1  0  1  2  2  1  1  1  3  1 
PR59  2  1  1  2  3  2  2  2  3  0  2  1  1 
PR60  2  2  0  2  0  1  -1  1  2  0  -1  0  -1 
PR61  -1  -1  0  -1  -1  0  1  0  0  2  3  -2  1 
PR62  *  *  *  *  *  *  *  *  0  1  2  0  1 
Tabella 5.4 Discrepanze tra i totali annuali destagionalizzati e grezzi, sistema PR (milioni di dollari). 
(*) Prima del 1999 il territorio del Nunavut (PR62) non esisteva. 
 
Figura 5.10 Discrepanze tra i totali annuali destagionalizzati e grezzi per le province che presentano le differenze 
maggiori (milioni di dollari). 
Figura 5.11 Discrepanze relative tra i totali annuali destagionalizzati e grezzi per le tredici province/territori ca-
nadesi. In evidenza le serie che presentano le discrepanze maggiori. 
In Figura 5.10 vengono mostrate le due regioni che presentano le maggiori differen-
ze (in milioni di dollari canadesi): Quebec e Ontario. Si può notare come solitamente 
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rio la discrepanza è di 21 milioni di dollari. In generale comunque le differenze sono 
praticamente irrilevanti, come si può vedere dal grafico delle discrepanze relative 
(Figura 5.13), e non sarà dedicata ulteriore attenzione alla procedura di benchmark 
univariato. Questa, pur non presentando particolari spunti di interesse teorico, è di 
estrema importanza pratica, costituendo il primo passo della procedura a due step 
che verrà proposta in seguito. 
5.5.2  Vincolo di aggregazione contemporanea esogeno 
EĞůůĂƉƌŽĐĞĚƵƌĂĚŝĚĞƐƚĂŐŝŽŶĂůŝǌǌĂǌŝŽŶĞ͕ůĂƐĞƌŝĞĚĞƐƚĂŐŝŽŶĂůŝǌǌĂƚĂƉĞƌů͛ŝŶƚĞƌĂĞĐo-
nomia canadese si può ottenere in due modi: 
(i)  per via diretta, sottoponendo alla procedura di destagionalizzazione non 
solo le   serie storiche dei dati suddivisi per provincia/territorio ma an-
che la serie grezza del totale, o 
(ii)  per via indiretta, considerando come serie destagionalizzata la somma 
delle serie destagionalizzate disaggregate. 
In questo esempio, considereremo come benchmark contemporaneo il totale otte-
nuto sommando le serie destagionalizzate della tavola TG
6, e lo applicheremo al si-
stema PR. Questo tipo di vincolo è detto esogeno, perché è esterno al sistema che si 
sta considerando. 
La Figura 5.13 mostra le differenze mensili, in livello e percentuali, tra la somma del-
le 13 serie regionali (province e territori) e il benchmark. 
Queste differenze variano, generalmente, tra il -ϭйĞů͛ϭ͕ĐŽŶĚƵĞƐŽůĞ͞ƉƵŶƚĞ͟ŝn-
ƚŽƌŶŽĂůů͛ϭ͕5% in valore assoluto, e fluttuano attorno allo zero. Il correlogramma 
empirico  della  serie  delle  discrepanze  (Figura  5.12)  evidenzia  ů͛ĞƐŝƐƚĞŶǌĂ Ěŝ ƵŶ
pattern  di  dipendenza  temporale,  confermato  dal  test  di  Ljung-Box  (
; p-value = 0) che ƌŝĨŝƵƚĂů͛ŝƉŽƚĞƐŝnulla. Potrebbe essere utile capire se da ciò 
può scaturire qualche informazione utile per una procedura di riconciliazione, ma 
                                                      
6 /ŶĞĨĨĞƚƚŝŝůďĞŶĐŚŵĂƌŬŝŶŐĐŽŶƚĞŵƉŽƌĂŶĞŽğŽƚƚĞŶƵƚŽĐŽŶů͛ĂƉƉůŝĐĂǌŝŽŶĞĚŝƵŶĂƉƌŽĐĞĚƵƌĂdi ben-
chmark  univariato  alla  somma  delle  serie  disaggregate  del  sistema  TG,  come  approfondito 
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questi approfondimenti esulano dagli obiettivi principali di questa tesi e la questio-
ne viene pertanto lasciata aperta. 
 
Figura 5.12 ƵƚŽĐŽƌƌĞůŽŐƌĂŵŵĂĞŵƉŝƌŝĐŽĚĞůůĂƐĞƌŝĞĚĞůůĞĚŝƐĐƌĞƉĂŶǌĞ͕ĐŽŶďĂŶĚĞĚŝĐŽŶĨŝĚĞŶǌĂŶĞůů͛ŝƉŽƚĞƐŝĚŝ
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Figura 5.13 Differenze mensili (in milioni di dollari, sopra, e percentuali, sotto) tra la somma delle 13 serie per 
provincia/territorio destagionalizzate e il totale nazionale destagionalizzato, ricavato dal sistema per settori 
commerciali. 
5.5.3  Procedure di riconciliazione e valutazione dei risultati 
Le procedure di riconciliazione che saranno analizzate sono: 
(1) l'estensione multivariata di Denton (si veda paragrafo  4.1), nella variante 
anno-per-anno (DENT1). La procedura è proposta anche sulle serie prelimi-
nari già riallineate alle rispettive serie annuali con Denton PFD (DENT1*). 
(2) >͛ĞƐƚĞŶƐŝŽŶĞ ŵƵůƚŝǀĂƌŝĂƚĂ simultanea  di  Denton,  proposta  sia  per  le  serie 
preliminari originarie (DENTF) che per le serie riallineate singolarmente con 
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(3) La procedura di Stone (STONE, paragrafo 2.4), che non considera la dinamica 
temporale ma si occupa di bilanciare anno-per-anno la matrice delle serie 
mensili ai totali di riga e di colonna. 
(4) La procedura di Quenneville e Rancourt (QR, paragrafo 4.5), che preserva la 
dinamica temporale applicando Denton univariato al primo step, prima di ef-
fettuare il bilanciamento secondo Stone. 
La bontà di ciascuna procedura di riconciliazione viene misurata attraverso una op-
portuna sintesi della correzione apportata dai valori riconciliati ai dati. Con riferi-
ŵĞŶƚŽĂŝƚĂƐƐŝĚŝĐƌĞƐĐŝƚĂ͕ů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽğĚĂƚŽĚĂ͗ 
    (5.1)   
Un ŝŶĚŝĐĞƐŝŶƚĞƚŝĐŽĚĞůů͛aggiustamento apportato a ciascuna serie è dato dalla radice 
ƋƵĂĚƌĂƚĂĚĞůů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽƋƵĂĚƌĂƚŝĐŽŵĞĚŝŽ;ZD^͕Root Mean Squared Adju-
stment), definito come 
    (5.2)   
con   numero di elementi diversi da 0 nella  -esima serie storica. Ad esempio, 
nel caso del sistema PR,   per     per  . 
UŶĂƐŝŶƚĞƐŝƉĞƌů͛ŝŶƚĞƌŽƐŝƐƚĞŵĂğĨĂĐŝůŵĞŶƚĞŽƚƚĞŶŝďŝůĞĐŽŵĞ 
    (5.3)   
>͛ZD^ complessivo, come si capisce facilmente dalla formula, è una media
7 ponde-
rata degli RMSAj delle singole serie. Si noti che questa media assegna uguale impor-
tanza a ciascuna serie, mentre, come abbiamo fatto precedentemente notare, sia 
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nel caso della classificazione per province sia in quello della classificazione per set-
ƚŽƌŝĐŽŵŵĞƌĐŝĂůŝ͕ů͛ŝŵƉŽƌƚĂŶǌĂƚƌĂůĞƐĞƌŝĞğŶŽƚĞǀŽůŵĞŶƚĞĚŝǀĞƌƐĂ͘ 
Per questo motivo può risultare più utile un indicatore  pesato, che tenga conto 
ĚĞůů͛ŝŵƉŽƌƚĂŶǌĂĚŝŽŐŶŝsingola serie in ciascun istante temporale, chiamato WRMSA 
(Weighted Root Mean Squared Adjustment ). Indicato con   il sistema dei pesi, 
,  ,  , ů͛ŝŶĚŝĐĞğĚĞĨŝŶŝƚŽĐŽŵĞ 
    (5.4)   
Un secondo indice della bontà di adattamento ai dati è dato dalla funzione criterio 
vista in (4.14). Ovviamente, per definizione, la procedura simultanea che generalizza 
il criterio univariato di Denton genera valori minimi per quest͛ƵůƚŝŵŽ criterio: questo 
ci permette di valutare di quanto la procedura di Quenneville e Rancourt se ne di-
scosta. 
5.5.4  Esito e confronto dei risultati 
La Tabella 5.5 mostra ŝůǀĂůŽƌĞĚĞůů͛ZD^ƉĞƌĐŝĂƐĐƵŶĂƐŝŶŐŽůĂƐĞƌŝĞ͕ĚĞůů͛ZD^ĐŽm-
plessivo e del tempo computazionale per ciascuna delle procedure di riconciliazione 
 
DENT1  DENT1*  DENTF  DENTF*  STONE  QR 
PR10  0,0312  0,0312  0,0312  0,0312  0,4234  0,4234 
PR11  0,0078  0,0078  0,0078  0,0078  0,4236  0,4236 
PR12  0,0598  0,0598  0,0591  0,0591  0,4249  0,4249 
PR13  0,0461  0,0461  0,0458  0,0458  0,4220  0,4220 
PR24  0,4158  0,4158  0,4166  0,4166  0,4170  0,4170 
PR35  0,6912  0,6912  0,6903  0,6903  0,4223  0,4223 
PR46  0,0610  0,0610  0,0610  0,0610  0,4219  0,4219 
PR47  0,0545  0,0545  0,0546  0,0546  0,4222  0,4222 
PR48  0,1974  0,1974  0,1963  0,1963  0,4236  0,4236 
PR59  0,2541  0,2541  0,2558  0,2558  0,4200  0,4200 
PR60  0,0022  0,0022  0,0022  0,0022  0,4253  0,4252 
PR61  0,0034  0,0034  0,0034  0,0034  0,4242  0,4242 
PR62  0,0010  0,0010  0,0010  0,0010  0,3401  0,3400 
Intero sistema (RMSA)  0,2490  0,2490  0,2490  0,2490  0,4202  0,4202 
Intero sistema (WRMSA)  0,4837  0,4837  0,4835  0,4835  0,4210  0,4210 
Tempo computazionale  0,0337  0,0336  0,0220  0,1573  0,0175  0,0270 
Tabella 5.5 RMSA delle serie riconciliate con diverse procedure e relativi tempi di calcolo. >͛ĂƐƚĞƌŝƐĐŽŝŶĚŝĐĂůĞ
ƉƌŽĐĞĚƵƌĞĐŚĞƉƌĞǀĞĚŽŶŽů͛ƵƐŽĚĞůůĂƚĞĐŶŝĐĂĞŶƚŽŶW&ƵŶŝǀĂƌŝĂƚŽĂůƉƌŝŵŽƐƚĞƉ;YZс^dKE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La prima, importante, nota riguarda i tempi computazionali, che sono sempre molto 
piccoli: 2/3 centesimi di secondo. Questo aspetto è molto importante: prima che 
fossero disponibili i calcolatori oggi in commercio alcune delle procedure analizzate 
nei primi capitoli di questa tesi non potevano essere applicate o, quando ciò era 
possibile, i tempi di attesi potevano essere abbastanza elevati. Un ulteriore contri-
buto al miglioramento dei tempi di elaborazione è dovuto agli algoritmi di gestione 
delle matrici sparse di Matlab, in particolare dalla versione 7.5 (commercialmente 
nota come r2007b) in poi. 
La statistica RMSA, graficamente illustrata in Figura 5.14, permette invece alcune 
considerazioni: la procedura di Stone, come ci si poteva aspettare, è quella che mo-
difica maggiormente i tassi di crescita; i risultati migliori, e anche questo è un risul-
ƚĂƚŽĂŵƉŝĂŵĞŶƚĞƉƌĞǀŝƐƚŽ͕ƐŝŽƚƚĞŶŐŽŶŽĚĂůů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂĚĞůůĂƚĞĐŶŝĐĂĚŝ
Denton (DENTF). 
Si fa notare come, a causa delle esigue discrepanze temporali, il primo step con 
Denton univariato non modifica, di fatto, i dati e quindi le procedure a due step pre-
sentano risultati identici (DENT1 con DENT1* e DENTF con DENTF*) o con differenze 
irrilevanti (STONE e QR=STONE*). 
>͛ƵůƚŝŵĂŽƐƐĞƌǀĂǌŝŽŶĞƐƵůů͛ZD^ƌŝŐƵĂƌĚĂŝǀĂůŽƌŝĚĞůů͛ZD^ĚŝĐŝĂƐĐƵŶĂǀĂƌŝĂďŝůĞ͗ŝ
tassi di crescita maggiormente modificati dalla riconciliazione ĐŽŶů͛ĞƐƚĞŶƐŝŽŶĞŵƵl-
tivariata di Denton sono quelli relativi alle serie con valori più grandi: come si può 
vedere dalla Figura 5.15 vengono infatti modificati maggiormente i dati delle pro-
vince più popolose, il che è in qualche modo controintuitivo, poiché gli esperti di 
Statistics Canada considerano proprio queste serie come più affidabili. 
Per comprendere meglio questo aspetto, consideriamo la statistica WRMSA, che, 
come detto, si ottiene ponderando ů͛ZD^ĚŝĐŝĂƐĐƵŶĂƐĞƌŝĞƉĞƌŝůƉĞƐŽĚĞůůĂƐĞƌŝĞ
stessa, dato dalle quote di mercato medie di ciascuna regione. 
Secondo questo criterio, come si può vedere anche dalla Figura 5.14, la procedura 
di Quenneville e Rancourt è quella che fornisce i risultati migliori, perché preserva 76  hE͛WW>//KE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maggiormente le serie relative alle provincie più abitate, che sono considerate mi-
gliori.  
La questione è tuttavia piuttosto delicata, e la precedente conclusione lascia spazio 
a qualche perplessità: si ritiene, infatti, che non debba essere lo strumento, ovvero 
la procedura di riconciliazione, a stabilire tout court che le serie numericamente più 
importanti siano le più affidabili, quanto piuttosto riscontri empirici derivanti, ad 
esempio,  dalla  procedura  statistica  di  stima  delle  serie  grezze  e/o  dagli  esiti 
ĚĞůů͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůůĞƚĞĐŶŝĐŚĞĚŝĚĞƐƚĂŐŝŽŶĂůŝǌǌĂǌŝŽŶĞ (ad esempio, standard error 
delle serie destagionalizzate), o -ancora- da opinioni di esperti. Questa informazio-
ne, sia pure talvolta soggettiva, può essere usata in forma di coefficienti di alterabi-
ůŝƚă͕ƐŝĂŶĞůůĂƉƌŽĐĞĚƵƌĂĚŝYƵĞŶŶĞǀŝůůĞĞZĂŶĐŽƵƌƚ͕ĐŚĞ͕ƐŽƉƌĂƚƚƵƚƚŽ͕ŶĞůů͛ĞƐƚĞŶƐŝŽŶĞ




Figura 5.14 Confronto tra i diversi RMSA. 















QR Intero sistema (RMSA): DENTF
Intero sistema (RMSA): QR Intero sistema (WRMSA): DENTF




Figura 5.15 Grafici di dispersione tra le vendite medie al dettaglio (in milioni di dollari) per province e territori e 
la sƚĂƚŝƐƚŝĐĂZD^ƐĞĐŽŶĚŽŝůƉƌŽĐĞĚŝŵĞŶƚŽĚŝYƵĞŶŶĞǀŝůůĞĞZĂŶĐŽƵƌƚ;YZͿĞů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂƐŝŵƵůƚa-
nea di Denton (DENTF). 
Per concludere la Tabella 5.6 riporta i valori della statistica PFD in corrispondenza 












































QUOTE DI MERCATO MEDIE DELLE VENDITE AL DETTAGLIO
PER PROVINCIA/TERRITORIO




DENT1  DENT1*  DENTF  DENTF*  STONE  QR 
PR10  0,000015  0,000015  0,000015  0,000015  0,002737  0,002737 
PR11  0,000001  0,000001  0,000001  0,000001  0,002735  0,002735 
PR12  0,000054  0,000054  0,000053  0,000053  0,002735  0,002735 
PR13  0,000033  0,000033  0,000032  0,000032  0,002736  0,002736 
PR24  0,002718  0,002718  0,002726  0,002726  0,002735  0,002735 
PR35  0,007332  0,007332  0,007311  0,007311  0,002735  0,002735 
PR46  0,000057  0,000057  0,000057  0,000057  0,002737  0,002737 
PR47  0,000046  0,000046  0,000046  0,000046  0,002735  0,002735 
PR48  0,000594  0,000594  0,000587  0,000587  0,002736  0,002736 
PR59  0,001002  0,001002  0,001015  0,001015  0,002738  0,002738 
PR60  0,000000  0,000000  0,000000  0,000000  0,002735  0,002735 
PR61  0,000000  0,000000  0,000000  0,000000  0,002733  0,002733 
PR62  0,000000  0,000000  0,000000  0,000000  0,000678  0,000677 
Intero sistema  0,011851  0,011851  0,011844  0,011844  0,033506  0,033505 
Tabella 5.6 Criterio PFD per diversi metodi di riconciliazione͘>͛ĂƐƚĞƌŝƐĐŽŝŶĚŝĐĂůĞƉƌŽĐĞĚƵƌĞĐŚĞƉƌĞǀĞĚŽŶŽů͛ƵƐŽ
della tecnica Denton PFD univariato al primo step (QR=STONE*). 
La prima osservazione ci porta a ripetere che, a causa delle discrepanze temporali 
praticamente irrilevanti, il primo step non provoca nessun effetto pratico, e i valori 
di DENT1 e DENT1* e di DENTF e DENTF* sono identici, mentre quelli di STONE e di 
QR (=STONE*) presentano differenze di scarsa entità. 
Žŵ͛ğŽǀǀŝŽ͕Ed&ĨĂƌĞŐŝƐƚƌĂƌĞŝůW&ĚŝƐŝƐtema più basso. DENT1 si attesta su va-
lori molto simili a quelli di DENTF, ad ulteriore conferma del fatto che, nel caso in 
questione, le due procedure portano a risultati molto simili: vanno invece rimarcate 
le differenze a livello di singola serie tra la procedura QR e quelle fondate sul princi-
pio simultaneo di Denton. Anche il criterio PFD, infatti, evidenzia come nel caso di 
DENT1  e  DENTF  le  serie  con  valori  più  grandi  siano  maggiormente  interessate 
ĚĂůů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽ͖ůĂƉƌŽĐĞĚƵƌĂYZ͕ŝŶǀĞĐĞ͕ĞĨĨĞƚƚƵĂuna ripartizione delle discre-
panze temporali sostanzialmente equidistribuita, con -ancora una volta- la solita ec-
cezione del territorio del Nunavut (PR62), dove il valore più basso non può essere 
spiegato soltanto dalla minore lunghezza della serie. 
5.6  La riconciliazione del sistema per settore commerciale con 
un vincolo esogeno 
Avendo deciso di riconciliare i dati usando il totale per settori commerciali quale 
benchmark esogeno, le discrepanze contemporanee (Figura 5.16) sono molto esi-




Figura 5.16 Differenze mensili (in milioni di dollari) tra la somma delle 19 serie per settori commerciali destagio-
nalizzate e il totale nazionale. 
WĞƌƋƵĞƐƚŽ͕ů͛ĂƉƉůŝĐĂǌŝŽŶĞŶŽŶŚĂŶĞƐƐƵŶŝŶƚĞƌĞƐƐĞƚĞŽƌŝĐŽ͕ŵĂŝn assenza della serie 
dŽƚĂůĞĂŶĂĚĂĚĞƐƚĂŐŝŽŶĂůŝǌǌĂƚĂƉĞƌǀŝĂĚŝƌĞƚƚĂ͕ƋƵĞƐƚŽŵŽĚŽĚŝƉƌŽĐĞĚĞƌĞğů͛ƵŶŝĐĂ
via ragionevole basata su un vincolo esogeno e completa la riconciliazione dei due 
sistemi. 
Le esigue discrepanze mostrano RMSA praticamente nulli per tutte le tecniche con-
siderate, mentre più interessante, perché ci permetterà confronti con le procedure 
basate su vincoli diversi, è la statistica RMSA di entrambi i sistemi. Dopo aver ricon-
ciliato singolarmente ciascuno dei due sistemi, si è formata un'unica matrice con i 
ĚĂƚŝƌŝĐŽŶĐŝůŝĂƚŝĞƵŶ͛ƵŶŝĐĂŵĂƚƌŝĐĞĚŝĚĂƚŝƉƌĞůŝŵŝŶĂƌŝĞĚğƐƚĂƚŽĐĂůĐŽůĂƚŽů͛ZD^͘ 
 
DENTF  QR 
RMSA  0,1564  0,2640 
WRMSA  0,3421  0,2977 
Tabella 5.7 RMSA e WRMSA per DENTF e QR. 
5.7  La riconciliazione in presenza di discrepanze temporali 
>͛ĞƐĞƌĐŝǌŝŽ ŵŽƐƚƌĂƚŽ ĨŝŶŽƌĂ͕ ďĂƐĂƚŽ ƐƵ ǀĞƌŝ ǀĂůŽƌŝ͕ ŶŽŶ ƉĞƌŵĞƚƚĞǀĂ ƵŶ ĐŽŶĨƌŽnto 
completo tra le procedure; in particolare non esistono differenze rilevanti tra le 
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  le serie preliminari ad alta frequenza,  , e la serie dei vincoli di aggregazione 
contemporanea,  , sono state conservate; 
  le serie a bassa frequenza,  , sono state invece sostituite con altre ottenute 
ĐŽŶ ů͛ĂƵƐŝůŝŽ ĚĞůůĂ ŐĞŶĞƌĂǌŝŽŶĞ Ěŝ ŶƵŵĞƌŽ ƉƐĞƵĚŽ-casuali  per  mezzo 
ĚĞůů͛ĞůĂďŽƌĂƚŽƌĞĞůĞttronico. Non trattandosi di un vero e proprio esercizio di 
simulazione, non si è prestata particolare attenzione nella procedura di ran-
ĚŽŵŝǌǌĂǌŝŽŶĞ͕ĚĞƐĐƌŝƚƚĂŶĞůů͛ĂƉƉĞŶĚŝĐĞ B.4. 
La Figura 5.17 mostra le differenze percentuali tra la somma annuale dei valori pre-
liminari   e il relativo benchmark,  . 
 
Figura  5.17  Discrepanze  relative  medie  tra  i  totali  annuali  destagionalizzati  e  grezzi  per  le  tredici  provin-
ce/territori canadesi. 
 
DENT1  DENT1*  DENTF  DENTF*  STONE  QR 
PR10  0,8409  0,3496  0,3496  0,3496  0,9420  0,5516 
PR11  1,1707  0,4980  0,4980  0,4980  1,2787  0,6506 
PR12  0,7358  0,3020  0,3014  0,3018  0,8148  0,5207 
PR13  0,8093  0,3559  0,3558  0,3559  1,0701  0,5496 
PR24  0,9608  0,5489  0,5417  0,5495  0,9697  0,5441 
PR35  1,0312  0,8422  0,8518  0,8412  0,9382  0,6417 
PR46  0,8352  0,3295  0,3293  0,3295  0,9203  0,5330 
PR47  1,3223  0,5506  0,5505  0,5506  1,6539  0,6954 
PR48  0,9071  0,4452  0,4425  0,4447  0,9435  0,5804 
PR59  1,2298  0,5941  0,5908  0,5948  1,2840  0,6790 
PR60  1,2236  0,5343  0,5343  0,5343  1,3701  0,6862 
PR61  1,0208  0,3945  0,3944  0,3944  1,0632  0,5821 
PR62  1,0881  0,3912  0,3912  0,3912  1,0579  0,5164 
Intero sistema (RMSA)  1,0260  0,4972  0,4973  0,4972  1,1264  0,6019 
Intero sistema (WRMSA)  1,0217  0,6559  0,6583  0,6557  1,0326  0,6116 
Tabella 5.8 RMSA delle serie riconciliate con diverse procedure͘>͛ĂƐƚĞƌŝƐĐŽŝŶĚŝĐa le procedure che prevedono 
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Rispetto a quanto già detto sinora la Tabella 5.9 ci permette di far notare come, in 
presenza di discrepanze temporali, le procedure a due step forniscano risultati mi-
gliori, seppur con differenze tra le diverse procedure. 
EĞůĐĂƐŽĚĞůů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂĚŝĞŶƚŽŶĂƉƉůŝĐĂƚĂĂŶŶŽ-per-anno (DENT1) le 
differenze sono dovute ĞƐƐĞŶǌŝĂůŵĞŶƚĞĂŐůŝƐƚĞƉĐŚĞƐŝǀĞŶŐŽŶŽĂĐƌĞĂƌĞƚƌĂů͛ƵůƚŝŵŽ
periodo di un anno e il primo periodo di quello successivo. Questo non accade nel 
ĐĂƐŽĚĞůů͛ĂƉƉůŝĐĂǌŝŽŶĞƐŝŵƵůƚĂŶĞĂĚŝĞŶƚŽŶ;Ed&Ϳ͕ĚŽǀĞůĂĚŝŶĂŵŝĐĂƚĞŵƉŽƌĂůĞ
viene preservata, per costruzione, dalla procedura stessa e le differenze sono irrile-
vanti (la statistica RMSA vale 0,493 in entrambi i casi). 
Le cose cambiano per quanto riguarda la procedura di Stone che è, in effetti, una 
procedura per il bilanciamento di tavole di aggregati che non preserva la dinamica 
temporale. Questo è confermato dal valore ĚĞůů͛ŝŶĚŝĐĞ RMSA e WRMSA, che sono 
più alti͘>͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞůƉƌŝŵŽƐƚĞƉ͕Ɖroposta da Quenneville e Rancourt, permet-
te invece di ottenere la riconciliazione di tavole di serie storiche in maniera sempli-
ce, essendo la dinamica temporale preservata proprio da Denton univariato. 
5.8  La riconciliazione dei sistemi per provincia/territorio e per 
settore commerciale con un vincolo endogeno 
5.8.1  La scelta del vincolo di aggregazione contemporanea 
Se la scelta del vincolo di aggregazione temporale di dati destagionalizzati è in qual-
che modo naturale, non così quella del vincolo contemporaneo. Tra i vincoli che 
possono essere ragionevolmente scelti abbiamo: 
  vincoli esogeni:  
o  serie di valori che vengono considerati noti e, dunque, non apparte-
nenti al sistema; 
o  ottenuti dalla destagionalizzazione diretta della serie grezza Totale 
Canada, 
  vincoli endogeni: ottenuti ponendo che la somma degli aggregati di un si-
stema sia uguale alla somma degli aggregati del secondo sistema. hE͛WW>//KE͗>͛/NDAGINE SUL COMMERCIO AL DETTAGLIO  83 
 
 
WŽŶŝĂŵŽŽƌĂů͛ĂƚƚĞŶǌŝŽŶĞĂůů͛ƵůƚŝŵŽƚŝƉŽĚŝǀŝŶĐŽůŽ͘sŽŐůŝĂŵŽcioè che i dati soddi-
sfino la relazione 
    (5.5)   
Usando una notazione matriciale, possiamo creare una matrice  , 156x32, dove le 
prime dodici colonne hanno le serie mensili, per un totale di 13 anni, relative alle 
prime dodici provincie e territori canadesi, la tredicesima, relativa al territorio del 
Nunavut che esiste a partire dal 1999, è nulla nelle prime 96 righe, e le successive 
19 sono le serie mensili per settore commerciale: 
 
La (5.5) diventa: 
    (5.6)   
Ulteriori approfondimenti sulla costruzione dei vincoli e della funzione obiettivo so-
ŶŽƌŝƉŽƌƚĂƚŝŶĞůů͛ĂƉƉĞŶĚŝĐĞB.5. 
5.8.2  Valutazione delle performance 
Nel proseguo si porrà attenzione alle due procedure che danno i risultati migliori: 
Ed&͕ĐŝŽğůĂƌŝĐŽŶĐŝůŝĂǌŝŽŶĞƐĞĐŽŶĚŽů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂƐŝŵƵůƚĂŶĞĂ di Den-
ton, e QR, la procedura a due step introdotta da Quenneville e Rancourt.  
Le conclusioni non differiscono da quelle a cui si è giunti nel caso di un vincolo eso-
geno: 
  la procedura DENTF ottiene risultati mediamente migliori (Tabella 5.9), mo-
dificando però molto di più gli aggregati numericamente più importanti; 
  la procedura QR presenta risultati tutti molto vicini alla media, introducendo 
quindi discrepanze tra i tassi di crescita più simili. Infatti, gli RMSA ponderati 
(Tabella 5.10) premiano, ancora una volta, questa procedura. 84  hE͛WW>//KE͗>͛/NDAGINE SUL COMMERCIO AL DETTAGLIO 
 
 
RMSA  DENTF  QR 
Vincolo esogeno  0,1564  0,2640 
Vincolo endogeno  0,1294  0,2107 
Tabella 5.9 Confronto tra gli RMSA ottenuti nel sistema con vincolo esogeno (riconciliazione ad una via) e nel 
sistema con vincolo endogeno (riconciliazione a due vie marginale). 
WRMSA  DENTF  QR 
Vincolo esogeno  0,3421  0,2977 
Vincolo endogeno  0,2605  0,2105 
Tabella 5.10 Confronto tra i WRMSA ottenuti nel sistema con vincolo esogeno (riconciliazione ad una via) e nel 
sistema con vincolo endogeno (riconciliazione a due vie marginale). 
La procedura con vincolo endogeno modifica i tassi di crescita in maniera minore di 
quanto faccia la riconciliazione ad una via. Questo risultato è atteso, vista la partico-
lare scelta del vincolo di aggregazione contemporanea esogeno: ponendolo uguale 
alla somma del ƐŝƐƚĞŵĂƉĞƌƐĞƚƚŽƌŝĐŽŵŵĞƌĐŝĂůŝƋƵĞƐƚ͛ƵůƚŝŵŽğ͕ĚŝĨĂƚƚŽ͕ŐŝăƌŝĐŽŶĐi-
liato, viste anche le esigue discrepanze territoriali. Tutte le discrepanze vanno inve-
ce distribuite tra gli aggregati del sistema per province/territori, provocando modifi-
che maggiori ai tassi di crescita del sistema. 
Confrontiamo adesso i vincoli implicitamente derivanti dalla riconciliazione margi-
nale a due vie con quello esogeno suggerito dagli esperti di Statistics Canada e as-
sunto come termine di paragone. Per far questo ci limitiamo ad analizzare i tassi di 
crescita con riferimento al segno assunto dagli stessi, e confrontiamo i punti di svol-
ta. 
Parleremo pertanto di corretta classificazione quando il tasso di crescita del Totale 
Canada ottenuto con vincolo endogeno ha lo stesso segno di quello del Totale Ca-
nada dato esogenamente, e di errata classificazione quando ciò non è vero. 
Qualitativamente, il profilo dinamico delle serie riconciliate non sembra essere par-
ticolarmente influenzato dalla procedura di stima/riconciliazione adottata. Sembra 
tuttavia esservi una migliore capacità di rispettare il profilo dinamico da parte di 
DENTF rispetto a QR (Tabella 5.11). hE͛WW>//KE͗>͛/NDAGINE SUL COMMERCIO AL DETTAGLIO  85 
 
 
Segni dei tassi di crescita 












Tabella 5.11 Confronto tra i punti di svolta delle serie Totale Canada data esogenamente e ottenute dalla pro-
cedura di riconciliazione con vincolo endogeno. 
A conferma della poca influenza della procedura di riconciliazione adottata, faccia-
mo notare che dei 7 tassi di crescita classificati erroneamente dalla procedura QR, 4 
sono relativi a mesi in cui anche la procedura DENTF commette un errore di segno. 
 6 Conclusione 
Le tavole di contabilità nazionale ottenute dai produttori di statistiche ufficiali spes-
so non soddisfano i vincoli di aggregazione͕ƚĞŵƉŽƌĂůŝĞĐŽŶƚĞŵƉŽƌĂŶĞŝ͕ĐŚĞů͛ƵƚĞŶƚĞ
si aspetta a seguito degli schemi contabili usati, e/o della natura delle informazioni 
e/o delle convenzioni definitorie adottate. Per risolvere questo problema e poter 
pubblicare statistiche utili devono quindi ricorrere a procedure di bilanciamento. I 
problemi sorgono quando una delle dimensioni è rappresentata dal tempo: è infatti 
opportuno che la procedura, che in questo caso chiamiamo di riconciliazione, soddi-
sfi i vincoli preservando, allo stesso tempo, il profilo dinamico delle serie coinvolte. 
Per questo la tesi inizia presentando il bilanciamento di matrici dei conti, con le due 
ƉƌŽĐĞĚƵƌĞƉŝƶĚŝĨĨƵƐĞ͗ů͛ĂůŐŽƌŝƚŵŽĚŝƐĐĂůŝŶŐZ^ĞůĂƉƌŽĐĞĚƵƌĂai minimi quadrati, 
entrambi dovuti a Stone
1. La procedura ai minimi quadrati è di particolare interesse 
perché costituisce la base della procedura di riconciliazione di Quenneville e Ran-
court (2005). 
Data  una  matrice  da  bilanciare  ,  e  indicato  con 
 la sua vettorizzazione, allora il vettore dei valori bilanciati è dato 
da 
 
dove   rappresenta il vettore dei vincoli,   la matrice di varianza-covarianza che 
Stone ipotizza essere una matrice diagonale,  , e   rappresenta la ma-
trice di aggregazione. 
Successivamente ci si è occupati del problema della riconciliazione presentando il 
caso del benchmarking univariato di una serie storica, basandosi sulla minimizzazio-
ne quadratica proposta da Denton (1971). La soluzione è data da 
                                                      
1 >͛ĂůŐŽƌŝƚŵŽZ^ğƐƚĂƚŽŝŵƉŝĞŐĂƚŽ͕ŝŶĚŝƉĞŶĚĞŶƚĞŵĞŶƚĞů͛ƵŶŽĚĂůů͛ĂůƚƌŽ͕ĚĂĚŝǀĞƌƐŝĂƵƚŽƌŝ͘Stone 




dove   è il vettore dei vincoli temporali, la matrice   caratterizza la funzione crite-
rio quadratica che si vuole minimizzare e   è la matrice di aggregazione temporale. 
Trattandosi, in entrambi i casi, di problemi di ottimizzazione lineare, non deve stupi-
re che, analiticamente, le due soluzioni sono uguali: sono le forme delle matrici 
coinvolte e il loro significato in chiave statistica o in relazione al problema che si 
vuole risolvere a differenziare i due procedimenti. 
In particolare, come detto, Stone propone la matrice diagonale  , men-
tre Denton propone, nella sua variante PFD (Proportional First Differences), la ma-
trice  , dove   è la matrice di differenziazione. 
La scelta, nella procedura univariata di Denton, della variante PFD permette di pre-
servare i tassi di crescita ricorrendo alle differenze prime e, contemporaneamente, 
di modificare le serie in maniera proporzionale al valore assunto dai singoli valori. 
Successivamente si è sviluppato il problema della riconciliazione, proponendo come 
ƐŽůƵǌŝŽŶĞů͛ĞƐƚĞŶƐŝŽŶĞŵƵůƚŝǀĂƌŝĂƚĂĚĞůůĂƉƌŽĐĞĚura di Denton, formulata da Di Fon-
zo (2002). Il vettore dei dati riconciliati è dato da 
 
dove  ,   e   rappresentano le matrici di rango pieno equivalenti a  ,   e  , ri-
spettivamente. La riconciliazione si ottiene quindi aggiungendo ai dati una combina-
zione lineare delle discrepanze. Per ridurre, in termini computazionali, il problema, 
Di Fonzo e Marini (2007a) hanno proposto un approccio a due passi della procedu-
ra: nel primo le serie vengono sottoposte a benchmarking univariato con la proce-
dura di Denton, poi vengono riconciliati   anni simultaneamente (solitamente 
). 
L͛ĂƉƉƌŽĐĐŝŽĚŝQuenneville e Rancourt (2005) è, concettualmente, un approccio a 
due passi: dopo aver preservato la dinamica temporale con la procedura univariata 
di Denton si riconcilia la serie ricorrendo alla metodologia di Stone. 88  CONCLUSIONE 
 
 
Le tecniche illustrate sono poi applicate alle serie storiche destagionalizzate prodot-
te con ů͛ŝŶĚĂŐŝŶĞŵĞŶƐŝůĞƐƵůĐŽŵŵĞƌĐŝŽĂůĚĞƚƚĂŐůŝŽŝŶĂŶĂĚĂ͕disponibili nel peri-
odo gennaio 1991 - dicembre 2003. I dati sono disponibili secondo due diverse clas-
sificazioni: per regioni (province e territori) e per settori commerciali. Il primo lo in-
dicheremo come sistema PR, il secondo come sistema TG. In tutte le procedure ab-
biamo considerato le somme annuali dei dati grezzi come benchmark temporale.  
Inizialmente si è trattato il vincolo come esogeno, ottenuto per somma contempo-
ranea degli aggregati per settore commerciale. Con questo vincolo, suggerito da 
Statistics Canada, si sono poi riconciliati entrambi i sistemi. Per quel che riguarda il 
sistema PR, questo presenta discrepanze temporali molto esigue e discrepanze con-
temporanee che variano, in genere, tra il -ϭйĞů͛ϭй͘>ĞƉŝĐĐŽůĞĚŝƐĐƌĞƉĂŶǌĞƚĞŵƉo-
rali comportano che il primo step non modifichi, di fatto, i dati. I risultati che vale la 
pena segnalare sono: 
  l͛ĞƐƚĞŶƐŝŽŶĞ ŵƵůƚŝǀĂƌŝĂƚĂ ĚĞůůĂ ƉƌŽĐĞĚƵƌĂĚŝ ĞŶƚŽŶ ;Ed&ͿĨŽƌŶŝƐĐĞ Őůo-
balmente i risultati migliori, ma si caratterizza per RMSA (indice sintetico 
ĚĞůů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽĂƉƉŽƌƚĂƚŽĂĐŝĂƐĐƵŶĂƐĞƌŝĞͿƉƌŽƉŽƌǌŝŽŶĂůŝĂůůĞĚŝŵĞŶƐŝŽŶŝ
ŵĞĚŝĞĚĞůů͛ĂŐŐƌĞŐĂƚŽ. 
  La  procedura  di  Denton  applicata  simultaneamente  un  anno  alla  volta 
(DENT1) produce risultati lievemente peggiori rispetto a DENTF. 
  La procedura di Quenneville e Rancourt (QR), invece, ottiene risultati me-
diamente peggiori ma modifica i tassi di crescita in maniera simile tra una 
ƐĞƌŝĞĞů͛ĂůƚƌĂ͘YƵĞƐƚŽğĐŽŶĨĞƌŵĂƚŽĚĂƵŶŝŶĚŝĐĞƉŽŶĚĞƌĂƚo, che sintetizza gli 
aggiustamenti apportati dalle procedure di riconciliazione ai tassi di crescita, 
che fa registrare i risultati migliori proprio per la procedura di Quenneville e 
Rancourt. 
Per evidenziare il ruolo della procedura a due step si è successivamente usato un 
vincolo esogeno, ottenuto tramite simulazione, nel quale si sono introdotte discre-
panze temporali attorno al 5%. Questo ci ha consentito di trarre tre ulteriori consi-
derazioni: CONCLUSIONE  89 
 
 
  la procedura DENTF, riconciliando i dati simultaneamente, non è influenzata 
dalla presenza del primo step e i risultati continuano ad essere molto simili; 
  la procedura DENT1, al contrario, beneficia del fatto che la dinamica tempo-
rale sia trattata preliminarmente con Denton univariato ed elimina delle dif-
ferenze cŚĞĂůƚƌŝŵĞŶƚŝƐŝĐƌĞĂŶŽƚƌĂů͛ƵůƚŝŵŽƉĞƌŝŽĚŽĚŝƵŶĂŶŶŽĞŝůƉƌŝŵŽĚŝ
quello successivo; 
  le differenze più evidenti si hanno per la procedura QR che, in questa appli-
cazione, si vede essere molto diversa dalla procedura di Stone. 
Una seconda applicazione è stata condotta con un vincolo contemporaneo di tipo 
endogeno: si vogliono riconciliare i dati in modo che la somma degli aggregati per 
provincia/territorio sia uguale alla somma degli aggregati per settore commerciale. 
Questa applicazione è giustificata da due motivazioni: 
  in assenza di un vincolo esogeno fornito dagli esperti del settore e la cui scel-
ta esula dagli obiettivi di questa tesi, un vincolo di questo tipo può sembrare, 
anche a livello intuitivo, la scelta più naturale; 
  con questa procedura valutiamo le potenzialità di applicazione della tecnica, 
che si mostra può essere estesa al caso in cui la relazione tra aggregati e vin-
colo non è semplicemente quella di somma. Se nel caso esogeno, per cia-
scun sistema, la relazione tra gli aggregati e il vincolo è infatti di somma, in 
questo caso la forma della matrice di aggregazione
2 è diversa: 
 
Il vincolo contemporaneo implicitamente ricavato dalla procedura di riconciliazione 
basata su Denton preserva il segno dei tassi di crescita meglio di quanto faccia quel-
lo della procedura di Quenneville e Rancourt, con riferimento ai tassi di crescita del 
vincolo esogeno suggerito dagli esperti di Statistics Canada che teniamo come rife-
rimento. 
                                                      
2 /ŶĞĨĨĞƚƚŝ͕ŶĞůů͛ĂƉƉůŝĐĂǌŝŽŶĞƉƌŽƉŽƐƚĂŶĞůůĂƚĞƐŝ͕ůĂŵĂƚƌŝĐĞĚŝĂŐŐƌĞŐĂǌŝŽŶĞğůĞŐŐĞƌŵĞŶƚĞĚŝǀĞƌƐĂ͕
perché deve tenere conto del fatto che il territorio del Nunavut è stato creato nel 1999 e la serie cor-
rispondente non ha valori per i primi 96 periodi (8 anni). 90  CONCLUSIONE 
 
 
Un possibile spunto di riflessione per eventuali approfondimenti futuri è rappresen-
tato dal seguente quesito: la struttura non casuale delle discrepanze contempora-
ŶĞĞƉƵžĞƐƐĞƌĞƵƚŝůŝǌǌĂƚĂƉĞƌŵŝŐůŝŽƌĂƌĞŐůŝĞƐŝƚŝĚĞůů͛ĂŐŐŝƵƐƚĂŵĞŶƚŽ͕ĐŽŶƵŶĂƉƌŽĐe-
dura di riconciliazione che ne tenga conto? 
/ŶĨŝŶĞƵŶĂĐĐĞŶŶŽĂƉƌŽƉŽƐŝƚŽĚĞůů͛ĞƐƚĞŶƐŝŽŶĞĂůĐĂƐŽĚŝƵŶĂƌŝĐŽŶĐŝůŝĂǌŝŽŶĞĂĚƵe  
vie: nella pratica si ha spesso a che fare con serie storiche raccolte secondo due di-
verse classificazioni. Ci siamo limitati a considerare in questa tesi la riconciliazione a 
ƵŶĂǀŝĂ͕ƐŝĂƉĞƌƐĞŵƉůŝĨŝĐĂƌĞů͛ĞƐƉŽƐŝǌŝŽŶĞĐŚĞƉĞƌĐŽŶǀĞŶŝĞŶǌĂƚŝƉŽŐƌĂĨŝĐĂ͘/ŶĞĨĨĞƚƚŝ͕
le procedure qui descritte possono essere estese anche al caso in cui si considerino 
contemporaneamente due diversi criteri di aggregazione. Per quanto riguarda la 
parte applicativa, invece, le difficoltà maggiori sono relative ai tempi computaziona-
li; gli algoritmi di gestione delle matrici sparse presenti in Matlab® e già usati in que-
sta tesi dovrebbero garantire comunque risultati soddisfacenti. Il lettore interessato 
ƚƌŽǀĂů͛ĂƉƉůŝĐĂǌŝŽŶĞĂŝĚĂƚŝDZd^ŝŶĐƵŝƐŝĐŽŶƐŝĚĞƌĂŶŽĐŽŶƚĞŵƉŽƌĂŶĞĂŵĞŶƚĞƐŝĂůĞ
aggregazioni per provincia/territorio che per settore commerciale in Di Fonzo e Ma-
rini (2007a). 
 Appendice A.  Presentazione dei dati 











































































































































































































































































































Tabella A.1 Struttura di una matrice di contabilità sociale.   92  PRESENTAZIONE DEI DATI 
 
 





p1,t  y01,T  ͙  pj,t  y0j,T  ͙  pM,t  y0M,T  zt 
  1  p1,1    ͙  pj,1    ͙  pm,1    zc1 
  2  p1,2    ͙  pj,2    ͙  pm,2    zc2 
  3  p1,3    ͙  pj,3    ͙  pm,3    zc3 
  4  p1,4    ͙  pj,4    ͙  pm,4    zc4 
1      zt1,1  ͙    ztj,1  ͙    ztm,1   
  ͙  ͙      ͙      ͙    ͙ 
  1  p1,4T-3    ͙  pj,4T-3    ͙  pm,4T-3    zc4T-3 
  2  p1,4T-2    ͙  pj,4T-2    ͙  pm,4T-2    zc4T-2 
  3  p1,4T-1    ͙  pj,4T-1    ͙  pm,4T-1    zc4T-1 
  4  p1,4T    ͙  pj,4T    ͙  pm,4T    zc4T 
T      zt1,T  ͙    ztj,T  ͙    ztm,T   
  ͙  ͙      ͙      ͙    ͙ 
  1  p1,4N-3    ͙  pj,4N-3    ͙  pm,4N-3    zc4N-3 
  2  p1,4N-2    ͙  pj,4N-2    ͙  pm,4N-2    zc4N-2 
  3  p1,4N-1    ͙  pj,4N-1    ͙  pm,4N-1    zc4N-1 
  4  p1,4N    ͙  pj,4N    ͙  pm,4N    zc4N 
N      zt1,N      zt0j,N      ztm,N   
  1  p1,n-1    ͙  pj,n-1    ͙  pm,n-1    zcn-1 
  2  p1,n    ͙  pj,n    ͙  pm,n    zcn 
Tabella A.2 Struttura dei dati. Appendice B.  Approfondimenti 
B.1  ǯ-Minus 
Si vogliano bilanciare, mediante uso del PMPA, questi valori affinché la loro somma 
sia pari a 20. 
       
1  30  1,044  31 
2  -50  0,957  -48 
3  35  1,044  37 
Totale  15    20 
Tabella B.1 Esempio di bilanciamento con il PMPA. 
I coefficienti si calcolano immediatamente dalle rispettive formule: 
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B.2  Algoritmo per lo scaling DSS 
^ŝƉƌĞƐĞŶƚĂŽƌĂů͛ĂůŐŽƌŝƚŵŽper la procedura DSS. 
(5) Input. Una matrice quadrata non negativa  . 
(6) Passo zero (Inizializzazione). Si ponga   e  . 
(7) Primo passo (^ĞůĞǌŝŽŶĞĚĞůů͛ŝŶĚŝĐĞ). Per   si definiscano 
 
 
Definiamo   ĐŽŵĞů͛ŝŶĚŝĐĞĐŚĞƐŽĚĚŝƐĨĂ 
 




(9) Terzo passo (Aggiornamento). Si definisca   come 
 
(10)  Quarto passo. Si sostituisca  e si riparta dal primo passo. 
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B.3  Il vincolo di aggregazione temporale e dati contradditori 
Quando si parla di vincoli stringenti, si vuole che i totali di ciascuna riga (che rappre-
sentano i diversi aggregati a un certo istante temporale) siano uguali ai totali di cia-
scuna colonna. Questo implica che i due totali siano tra loro uguali. 
Quando questa condizione non è verificata, si parla di dati contradditori [Bee Da-
gum e Cholette (2006)]. Questo è quello che accade nel caso analizzato: le somme 
annuali ĚĞůƚŽƚĂůĞƉĞƌů͛ŝŶƚĞƌĂĞĐŽŶŽŵŝĂĐĂŶĂĚĞƐĞ͕considerate il benchmark con-
temporaneo, non sono uguali al benchmark contemporaneo. 




vincoli contemporanei come esatti. 
ĨĨŝŶĐŚĠů͛ŝƉŽƚĞƐŝĚŝƉĂƌƚĞŶǌĂƐŝĂƐŽĚĚŝƐĨĂƚƚĂ͕ğƐƵĨĨŝĐŝĞŶƚĞĂƉƉůŝĐĂƌĞĂůůĂƐĞƌŝĞĚĞŝĚĂƚŝ
 la procedura di benchmarking univariato PFD di Denton, usando i totali annuali 
come benchmark. 
Al termine di questa semplice operazione si ottiene quindi una nuova serie di dati 
ŵĞŶƐŝůŝƉĞƌů͛ŝŶƚĞƌĂĞĐŽŶŽŵŝĂĐĂŶĂĚĞƐĞĐŚĞƌŝƐƉĞƚƚĂŝǀŝŶĐŽůŝƌŝĐŚŝĞƐƚŝĚĂůůĂƉƌŽĐĞĚu-
ra di bilanciamento. 
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B.4  Uso dei numeri pseudo casuali nella generazione di vincoli 
temporali 
>ŽƐĐŽƉŽĚĞůů͛ĂƉƉůŝĐĂǌŝŽŶĞĚĞƐĐƌŝƚƚĂŶĞůƉĂƌĂŐƌĂĨŽ5.7 è quello di studiare il compor-
tamento delle diverse procedure di riconciliazione in presenza di discrepanze tem-
porali non trascurabili. 
Per questo si sono modificati i totali annuali in modo tale da ottenere discrepanze 
medie del 5% (Figura 5.17). Per farlo, si sono trovati i totali annuali dei dati mensili e 
si è poi provveduto ad aumentarli di una quantità casuale, i da una variabile casuale 
uniforme di media 0,05. 
cas = (rand(169,1)); 
cas = cas./10 + 1; 
Il primo comando genera un vettore di 169 realizzazioni di una variabile casuale di 
media 0,5; il secondo comando modifica il primo vettore affinchè i dati abbiano 
media 1,05. La moltiplicazione elemento per elemento di questo vettore con il vet-
tore dei totali annuali permette di ottenere le discrepanze temporali desiderate. 
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B.5  La funzione obiettivo e le matrici di aggregazione in presen-
za di serie di lunghezza diversa. 
Quanto segue è tratto da: Di Fonzo (2009), Nota metodologica per lo script Matlab® 
ad hoc per la riconciliazione dei dati MRTS small. 
Il primo passo consiste nello scrivere gli elementi delle matrici dei dati preliminari, 





I vincoli di aggregazione, rispettivamente, contemporanea e temporale, possono es-
sere scritti in notazione matriciale nel modo seguente: 





Vincolo di aggregazione temporale 






Indicati con   la matrice   e con   il vettore  , il 
complesso dei vincoli (ridondanti) è quindi dato da 
 
Assumendo che nessun valore preliminare sia nullo, la funzione obiettivo da mini-
mizzare è 
   
Proportional First Differences 
(PFD), variante esatta 
 
Per scriverla in notazione matriciale, si considerino le matrici 
 e  , 
dove  , mentre   è la matrice   delle differenze prime 
operanti su ciascuna delle prime dodici serie e   è la matrice   delle diffe-
renze prime operanti sulla tredicesima serie, come già definite nella (3.6). 
La soluzione secondo la procedura di Denton PFD simultaneo si ottiene dunque ri-
solvendo il problema di minimizzazione quadratica vincolata  (PFD). Applicando il 
metodo dei moltiplicatori di Lagrange, il sistema da risolvere è dato da 
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in cui   è un vettore di moltiplicatori di Lagrange. Come già dettagliatamente il-
lustrato nel capitolo 4, si ricava che i valori riconciliati si ottengono risolvendo il si-
stema: 
 
in cui   e   sono vettori di quantità note, e 
 è la matrice (singolare) dei coefficienti del sistema lineare. 
Indicato quindi con   il vettore contenente i primi 4896 valori del vettore soluzione 
, il vettore contenente le serie riconciliate (y xsol) si ottiene come  . 
 Appendice C.  Alcuni script di esempio 
C.1  Bilanciamento di una matrice con il metodo Stone 
>͛ĞƐĞŵƉŝŽƋƵŝƉƌŽƉŽƐƚŽ͕tratto da Marini (2007), propone lo svolgimento di un pro-
blema di bilanciamento su una matrice di dimensioni molto piccole, per capire la so-
luzione senza soffermarsi sui problemi computazionali che emergono quando si la-
vora con dati reali, che coinvolgono matrici di dimensioni notevoli. 
Immaginiamo un sistema economico con tre imprese (A, B, C) che utilizzano tre 
prodotti (1, 2, 3) nel loro processo produttivo. La seguente tabella riassume le in-
formazioni preliminari disponibili: 
  A  B  C  Totale 
P1  131.25  168.75  75.00  400.00 
P2  200.00  405.00  180.00  850.00 
P3  78.75  101.25  45.00  250.00 
Totale  500.00  700.00  350.00   
Tabella C.1 Matrice dei dati preliminari. 
Si noti come questi dati non abbiamo un unico totale, ma tre totali differenti: la 
somma delle celle interne (quella matrice che abbiamo chiamato matrice  ) ha to-
tale 1350, le marginali di riga ( ) sommano a 1500 e le marginali di colonna ( ) a 
1550. 
I coefficienti di alterabilità associati a ciascun valore della tabella sono: 
  A  B  C  Totale 
P1  0.50  0.50  0.50  0.10 
P2  0.01  0.50  0.50  0.50 
P3  0.50  0.50  0.50  1.00 
Totale  0.50  0.10  0.50   
Tabella C.2 Matrice dei coefficienti di alterabilità. ALCUNI SCRIPT DI ESEMPIO  101 
 
 
Il vettore di stime preliminari sarà composto dai 15 elementi della matrice dei costi, 
vettorializzati nella maniera seguente: 
 
La matrice   è composta dai seguenti elementi (si riportano solo i termini sulla dia-
gonale, essendo tutti gli altri nulli): 
 
I calcoli sono stati svolti, per rapidità, con ů͛ĂŵďŝĞŶƚĞper il calcolo numerico e lin-
guaggio di programmazione Matlab®. 
p = [131.25 168.75 75 200 405 180 78.75 101.25 45] 
zr = [400 850 250] 
zc = [500 700 350] 
pz = [p zr zc] 
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a = [0.5 0.5 0.5 0.01 0.5 0.5 0.5 0.5 0.5 0.1 0.5 1 0.5 0.1 0.5] 
a=a' 
 
V = diag(a*pz') 
V = diag(V) 
 
G11 = [1 1 1 0 0 0 0 0 0; 0 0 0 1 1 1 0 0 0 ; 0 0 0 0 0 0 1 1 1] 
G12 = [eye(3) eye(3) eye(3)] 
G2 = eye(6)*(-1) 
G1 = [G11;G12] 
G = [G1 G2] 
y = pz - V*G' * (G*V*G')^(-1) * G*pz 
 
La matrice bilanciata è data da: 
  A  B  C  Totale 
P1  148.0  171.4  80.3  399.7 
P2  200.6  423.1  197.9  821.6 
P3  89.7  103.9  48.7  242.3 
Totale  438.3  698.4  326.9  1463.6 
Tabella C.3 Matrice dei dati bilanciati. 
Le seguenti tabelle mostrano le differenze tra i dati iniziali e i dati bilanciati 
  A  B  C  Totale 
P1  16.8  2.6  5.3  -0.3 
P2  0.6  18.1  17.9  -28.4 
P3  10.9  2.6  3.7  -7.7 
Totale  -61.7  -1.6  -23.1   
Tabella C.4 Matrice delle discrepanze (in valore assoluto). 
e le differenze percentuali 
  A  B  C  Totale 
P1  11.3%  1.5%  6.6%  -0.1% 
P2  0.3%  4.3%  9.0%  -3.5% 
P3  12.2%  2.6%  7.5%  -3.2% 
Totale  -14.1%  -0.2%  -7.1%   
Tabella C.5 Matrice delle discrepanze (percentuali). ALCUNI SCRIPT DI ESEMPIO  103 
 
 
Si noti come i valori a cui era stata assegnata una grande affidabilità sono rimasti 
pressoché immutati. Il totale complessivo risulta pari a 1463.6, che è una combina-
zione lineare dei tre totali di partenza. 
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C.2  Aggiustamento secondo la procedura univariata di Denton 
Per acquisire pratica con il calcolo matriciale e familiarizzare con questi concetti 
ĐŚŝĂǀĞƐŝğƌŝƉĞƚƵƚŽů͛ĞƐĞŵƉŝŽƉƌŽƉŽƐƚŽĚĂĞŶƚŽŶ͘ 
La serie originale presenta dei dati trimestrali ( ) che coprono un periodo di 
tempo di   anni, per un totale di   osservazioni. Questi dati si ripetono 
uguali ogni anno e la loro somma annuale è 400. I totali annuali ai quali la serie deve 
essere aggiustata sono 500, 400, 300, 400 e 500. 
Per facilitare i calcoli è stato realizzato un semplice script per il linguaggio open 
source R: 
aggiusta<-function(p,y0,h=0,prop="F",forw="F") { 
  # Matrice identità 
  id<-function(n){ 
  I<-matrix(0,n,n); diag(I)<-1 
  I 
  } 
   
  # Matrice di aggregazione temporale 
  at<-function(n,N){ 
  J<-matrix(0,N,n) 
  k<-n/N 
  for (R in 1:N) {a<-k*(R-1)+1; b<-k*R; J[R,a:b]<-1} 
  J 
  } 
 
  # Matrice differenze h-esime 
  md<-function(n,h=1, forw="F"){ 
  D1<-id(n) 
  for (R in 2:n) {D1[R,R-1]<-(-1)} 
  if (forw=="T") D1<-(-1)*t(D1) 
  D<-D1 
  if (h>=2) { 
    for (H in 2:h) {D<-D1%*%D} 
    } 
  D 
  } 
   
  if(h==0) M<-id(length(p)) 
  if(h>=1) { 
    D<-md(length(p),h,forw) 
    M<-t(D)%*%D 
    } 
   
  J<-at(length(p),length(y0)) 
  tJ<-t(J) 
   
  if (prop=="T") { 
    Z<-id(length(p)); 
    diag(Z)<-p; 
    M<-solve(Z)%*%M%*%solve(Z) ALCUNI SCRIPT DI ESEMPIO  105 
 
 
    } 
   
  iM<-solve(M) 
  C<-iM%*%tJ%*%solve(J%*%iM%*%tJ) 
  r<-y0-J%*%p 
  y<-p+C%*%r 
   
  as.vector(y) 
  } 





Serie aggiustate secondo le diverse funzioni di perdita 
 
naive  AFD  ASD  ATD  pro-rata  PFD  PSD  PTD 
               
1  1T  50    75  67  62  59  56  57  55  54 
  2T  100    125  127  125  123  122  124  122  120 
  3T  150    175  180  182  184  200  194  194  195 
  4T  100    125  126  130  134  122  125  129  132 
2  1T  50    50  65  70  74  50  58  61  62 
  2T  100    100  105  106  107  100  107  109  111 
  3T  150    150  145  142  141  150  146  145  144 
  4T  100    100  85  81  78  100  89  85  83 
3  1T  50    25  27  24  22  44  40  39  38 
  2T  100    75  73  72  71  78  74  73  72 
  3T  150    125  123  124  125  100  109  110  111 
  4T  100    75  78  80  81  78  77  78  79 
4  1T  50    50  37  38  39  50  53  43  43 
  2T  100    100  96  96  96  100  94  94  94 
  3T  150    150  154  155  154  150  153  154  153 
  4T  100    100  112  112  111  100  110  110  110 
5  1T  50    75  69  68  67  56  58  58  58 
  2T  100    125  124  123  123  122  123  121  122 
  3T  150    175  178  178  178  200  190  189  190 
  4T  100    125  129  132  132  122  129  131  130 
Tabella C.6 Valori originari e valori aggiustati secondo la procedura di Denton e diverse funzioni di perdita. 
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C.3  Il modello di regressione per la riconciliazione 
Quenneville e Rancourt (2005) propongono una semplice implementazione della lo-
ro idea in SAS®. Lo riproponiamo usando la funzione lse di MATLAB®, scritta da 
John ͛ƌƌŝĐŽƉĞƌůĂƐŽůƵǌŝŽŶĞĚŝƉƌŽďůĞŵŝĚŝŵŝŶŝŵŝǌǌĂǌŝŽŶĞƋƵĂĚƌĂƚŝĐĂǀŝŶĐŽůĂƚĂ. 
Questi sono i dati che utilizziamo: il vettore   dei dati preliminari, la matrice   e la 
matrice  . La somma dei valori aggiustati deve essere pari a  . 
EĞůů͛ŽƚƚŝĐĂĚĞůŵŽĚĞllo di regressione, possiamo scrivere 
          soggetta al vincolo   
 
La funzione lse minimizza la differenza tra   rispettando il vincolo imposto e 
accetta in input, rispettivamente, la matrice delle variabili dipendenti,  , quella del-
le variabili indipendenti,  , la matrice che esprime il tipo di vincolo,  , e il valore del 
vincolo  .  Infine,  il  parametro  µ\¶  indica  la  metodologia  (è  il  default),  mentre 
ů͛ƵůƚŝŵŽ è il vettore dei pesi, inversamente proporzionali alla varianza (che è suppo-
sta pari alle stime preliminari dei dati). 
X = [1 0; 0 1]; 
p = [5 25]'; 
G = ones(1,2); 





    6.6667 
   33.3333 
 
alter = [0.1 1 1]'; 
X = [1 1; 1 0; 0 1]; 
p = [40 5 25]'; 




    6.4706 








    6.6666 
   33.3332 
Un software statistico permette anche ad un utente di livello medio-basso di effet-
tuare la regressione, perché può usare i pochi comandi che già conosce (se non ad-
ĚŝƌŝƚƚƵƌĂƵŶ͛ŝŶƚĞƌĨĂĐĐŝĂŐƌĂĨŝĐĂͿƐĞŶǌĂĂĚĚĞŶƚƌĂƌƐŝŶĞůůĂĐŽƐƚƌƵǌŝŽŶĞĚŝŵĂƚƌŝĐŝ͘ŶĐo-
ra una volta la scelta è ricaduta su R, molto diffuso in ambito universitario e con e-
normi potenzialità di crescita legate sia al tipo di licenza, open source, sia alla sem-
pre maggiore disponibilità di interfacce grafiche che lo portano a essere preferito, in 
molti ambienti dove si usa la statistica senza specifiche competenze, al più noto 
SPSS. 
Purtroppo la funzione lm di R, usata per stimare modelli di regressione lineare, non 
permette di aggiungere dei vincoli al modello. Il programma può essere usato anche 
nel caso di vincoli stringenti tramite il comando solve.QP, nel pacchetto qua-
dprog. Questo però riĐŚŝĞĚĞƵŶ͛ŝŵƉŽƐƚĂǌŝŽŶĞĚŝƚŝƉŽŵĂƚƌŝĐŝĂůĞ͕ůĂƐƚĞƐƐĂƌŝĐŚŝĞƐƚĂ
in Matlab®, e contraddice lo scopo descritto al paragrafo precedente. Proponiamo 
quindi solo lo script per risolvere il problema del bilanciamento nel caso di vincoli 
ŶŽŶƐƚƌŝŶŐĞŶƚŝƚƌĂŵŝƚĞů͛Ƶso del comando lm. Il lettore interessato non troverà par-
ticolari difficoltà a riscrivere per R il codice Matlab® già riportato. 
Sia   la matrice dei dati da aggiustare: 
5  8  14 
7  4  10 
12  12  22 
Tabella C.7 Matrice dei dati preliminari. 
e siano i coefficienti di alterabilità pari a 1 per i valori interni e pari a 0,1 per i totali. 
Il codice R per ottenere la stima tramite regressione è: 
#Imputazione dei dati 
p <- matrix(c(5,8,14,7,4,10,12,12,22),ncol=3,byrow=T) 108  ALCUNI SCRIPT DI ESEMPIO 
 
 
a <- matrix(c(1,1,0.1,1,1,0.1,0.1,0.1,0.1),ncol=3,byrow=T) 
w <- 1/(a*p) 
 
#Creazione della matrice X 
creax<-function(p){ 
  n <- dim(p)[1]-1 
  m <- dim(p)[2]-1 
  a1 <- diag(1,n) 
  b1 <- matrix(c(diag(1,m),rep(1,m)),ncol=m,byrow=T) 
  x1 <- kronecker(a1,b1) 
  a2 <- matrix(c(1,1),ncol=n) 
  b2 <- diag(1,m) 
  x2 <- kronecker(a2,b2) 
  x  <- matrix(-1,nrow=nrow(x1)+n+1,ncol=ncol(x1)) 
  x[1:(nrow(x1)),] <- x1 
  x[(nrow(x1)+1):(nrow(x1)+n),] <- x2 
  x[(nrow(x1)+n+1),] <- 1 
  x 
  } 
 
aggiusta <- function(p,x=creax(p),a,w=(1/(c(p)*c(a)))) { 
  st <- lm(c(p)~x-1,weights=w)$coef 
  y0 <- matrix(st,ncol=(ncol(p)-1)) 
  y <- matrix(-1,nrow=nrow(y0)+1,ncol=ncol(y0)+1) 
  y[1:nrow(y0),1:ncol(y0)]<-y0 
  y[nrow(y0)+1,1:ncol(y0)]<-apply(y0,2,sum) 
  y[1:nrow(y0),ncol(y0)+1]<-apply(y0,1,sum) 
  y[nrow(y0)+1,ncol(y0)+1]<-sum(y0) 
  y 




Il numero di righe di codice può far credere che il procedimento sia meno semplice 
di quanto descritto. In pratica invece, una volta inseriti i dati e creata la matrice del-




          [,1]      [,2]     [,3] 
[1,]  5.304502  8.202398 13.50690 
[2,]  6.329802  3.474627  9.80443 
[3,] 11.634305 11.677026 23.31133 
La scelta di coefficienti di alterabilità molto piccoli permette di ottenere vincoli che 
si possono considerare stringenti. 
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C.4  Funzione Matlab® per il benchmarking univariato secondo la 
procedura di Denton 
Questa funzione è una modifica della funzione udenton proposta da Di Fonzo e Ma-
rini. La parte centrale della funzione, evidenziata in grassetto, è dovuta a loro. 
function [ybench,et] = udbp (prel, y0, bench, tb, aggr) 
%   UDBP  
%   Univariate Denton's benchmarking procedure 
% 
%   ---------------------------------------------------------------- 
%   [ybench,et] = udbp (prel, y0, bench, tb, aggr); 
%   ---------------------------------------------------------------- 
%  
% INPUT: 
%    prel      : preliminary series to be benchmarked (sn x m) 
%    y0        : vector of temporally aggregated constraints (n x m) 
%    bench     : benchmarking estimation 
%                  1: Denton additive first differences  
%                  2: Denton additive second differences  
%                  3: Denton proportional first differences  
%                  4: Denton proportional second differences 
%    tb        : 1: Approximate first differences matrix 
%                2: Exact first differences matrix 
%    aggr      : type of temporal aggregation 
%                  1: sum 
%                  2: average 
%                  3: sample of the last 




%    ybench    : vector of benchmarked series (sn x 1) 
%    et        : elapsed time 
%  
% REFERENCES: 
%    Denton F.T. (1971), 'Adjustment of monthly or quarterly series 
to annual totals:  
%      An approach based on quadratic minimization', Journal of the 
%      American Statistical Association, 66: 99-102. 
%  
% Version number: 0.3 
% Last update: January 13, 2008 
% ================================================================*/ 
  
% Initialize output arguments  
ybench = []; 
    et = 0; 
  
% Setting of the time counter 
 tic; 
  
 [n,m]      = size(y0);       % number of low-frequency observations 
and variables 
[sn,m_prel] = size(prel);     % number of high-frequency observa-
tions                





% Check on input variables 
%   
%  sn      must be  at least >= s*n for the program to work 
%  bench   must be  1,2,3 or 4 
%  aggr    must be  1,2,3 or 4 
%  m       must be  equal to m_prel for the program to work  
% ------------------------------------------------------------------ 
  
if (sn < s*n) 
   disp('UDBP - INPUT CHECKS FAILED'); 
   disp('Too few observations on the preliminary series.'); 
   disp('Check your data!'); 
   disp('UDBP stops'); 
   return 
end; 
  
if (bench~=1) && (bench~=2) && (bench~=3) && (bench~=4) 
   disp('UDBP - INPUT CHECKS FAILED'); 
   disp('The flag for the benchmarking technique is wrong.'); 
   disp('Check your data!'); 
   disp('UDBP stops'); 
   return; 
end; 
  
if (aggr~=1) && (aggr~=2) && (aggr~=3) && (aggr~=4); 
   disp('UDBP - INPUT CHECKS FAILED'); 
   disp('Error in the aggregation type.'); 
   disp('It must be 1, 2, 3 or 4. Check your program!'); 
   disp('UDBP stops') 




   disp('UDBP - INPUT CHECKS FAILED'); 
   disp('Number of preliminary series must be equal to number of ag-
gregated series.'); 
   disp('Check your data!'); 
   disp('UDBP stops') 
   return; 
end; 
  




prel0 = prel(:,i); 
y00 = y0(:,i); 
  
% Check if all data in a low-frequency period are zeros and remove  
alpha_hf = []; 
alpha_lf = []; 
for count = 1:n 
    start = s*(count-1) + 1; 
    stop  = count*s; 
    if (sum(abs(prel0(start:stop,1)))>0) 
        alpha_hf = [alpha_hf start:stop]; 
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    end;  
end; 
[m0, alpha_n] = size(alpha_lf); 
if (alpha_n ~= n) 
    prel0  = prel0(alpha_hf,1); 
    y00    = y00(alpha_lf,1); 
    n = alpha_n; 
    [sn,m0]= size(prel0); 
end; 
  
% Forecasts check 
if sn>s*n 
  forecast = sn-s*n; 
else 
  forecast = 0; 
end; 
  
%  C:  temporal aggregation matrix  
switch aggr 
    case 1  
      C = kron(eye(n),ones(1,s));                 % flows                      
    case 2 
      C = kron(eye(n),ones(1,s)/s);               % index                      
    case 3 
      C = kron(eye(n),[zeros(1,s-1),1]);          % end-of-period 
stock        
    case 4 
      C = kron(eye(n),[1,zeros(1,s-1)]);          % beginning-of-




   C = [C,zeros(n,forecast)]; 
end; 
  
%  First Differences matrices 
D  = eye(sn)-[[zeros(1,sn-1);eye(sn-1)],zeros(sn,1)]; % approximate 
first differences  (sn x sn) 
D1 = D(2:sn,1:sn);                                    % exact first 
differences  (sn-1 x sn)     
D2 = D(3:sn,2:sn);                                    % exact second 
differences (sn-2 x sn-1)   
  
if (tb==1)  %  Benchmarking using D (approximate first differences 
matrix) 
    switch bench 
        case 1 
            V = inv(D'*D);                        % Denton AFD 
        case 2 
            V = inv(D'*D'*D*D);                   % Denton ASD 
        case 3 
            preldiag = diag(prel0); 
            V = inv(D'*D); 
            V = preldiag*V*preldiag;              % Denton PFD 
        case 4 
            preldiag = diag(prel0); 
            V = inv(D'*D'*D*D); 
            V = preldiag*V*preldiag;    % Denton PSD 
    end; 
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    V0inv = inv(C*V*C'); 
    ybench(alpha_hf,i) = prel0+V*C'*V0inv*(y00-C*prel0); 
elseif (tb==2)  %  Benchmarking using D1 and D2 (exact first differ-
ences matrices) 
    switch bench 
        case 1                                 % Denton additive 
first differences 
            Mmat=D1'*D1; 
            sysmat = [[Mmat,C'] ; [C,zeros(n,n)]]; 
            syssol=inv(sysmat)*[Mmat*prel0 ; y00]; 
        case 2                                 % Denton additive 
second differences 
            Mmat=D1'*D2'*D2*D1; 
            sysmat = [[Mmat,C'] ; [C,zeros(n,n)]]; 
            syssol=inv(sysmat)*[Mmat*prel0 ; y00]; 
        case 3                                 % Denton proportional 
first differences 
            prel0 = prel0 ./ kron(mean(prel0)',ones(sn,1)); % scales 
the preliminary series 
            Mmat=D1'*D1; 
            preldiag = diag(prel0); 
            preldiaginv = inv(preldiag); 
            preldiag1= diag([prel0;ones(n,1)]); 
            sysmat = [ [Mmat,(preldiag*C')] ; 
[(C*preldiag),zeros(n,n)] ]; 
            syssol=preldiag1*inv(sysmat)*[zeros(sn,1) ; y00]; 
        case 4                                % Denton proportional 
second differences 
            prel0 = prel0 ./ kron(mean(prel0)',ones(sn,1)); % scales 
the preliminary series 
            Mmat=D1'*D2'*D2*D1; 
            preldiag = diag(prel0); 
            preldiag1= diag([prel0;ones(n,1)]); 
            sysmat = [ [Mmat,(preldiag*C')] ; 
[(C*preldiag),zeros(n,n)] ]; 
            syssol=preldiag1*inv(sysmat)*[zeros(sn,1) ; y00]; 
    end; 
     
    ybench(alpha_hf,i) = syssol(1:sn,:); 




% Reconciled data verification 
 [n,m]      = size(y0);       % number of low-frequency observations 
and variables 
[sn,m_prel] = size(prel);     % number of high-frequency observa-
tions                
s = floor(sn/n); 
y0_z = (kron(eye(n),ones(1,s)))*ybench; 
TA = round(sum(sum((y0-y0_z)))); 
if(TA~=0) 
    disp('Errore nel benchmarking'); 
end 
  
% Elapsed time 
et = toc; 
return  
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