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Abstract
Let  be an eigenvalue of the graph G with multiplicity m. A star complement for  in G
is an induced subgraph G−X such that jXj D m and  is not an eigenvalue of G−X. Some
general observations concerning graphs with the complete bipartite graph Kr;s .r C s > 2/ as
a star complement are followed by a complete analysis of the case r D 2, s D 5. The results
include a characterization of the Schläfli graph and the construction of all the regular graphs
which have K2;5 as a star complement. © 1999 Published by Elsevier Science Inc. All rights
reserved.
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Keywords: Graph; Eigenvalue; Eigenspace
1. Introduction
Let G be a finite simple graph with an eigenvalue  of multiplicity m; in other
words, a (0, 1)-adjacency matrix ofG has a -eigenspace of dimensionm. We write
V .G/ for the set of vertices of G, and if X  V .G/ we write NX for V .G/nX.
We say that X is a star set for  in G if jXj D m and  is not an eigenvalue of
G−X, the subgraph of G induced by NX. In this situation G−X is called a star
complement corresponding to . The basic properties of star sets are established in
[5, Chapter 7] (where, in the context of star partitions, they are called star cells).
 Corresponding author. Tel.: +44-1786-467464; fax +44-1786-464551.
E-mail address: p.rowlinson@stirling.ac.uk (P. Rowlinson)
0024-3795/99/$ - see front matter ( 1999 Published by Elsevier Science Inc. All rights reserved.
PII: S 0 0 2 4 - 3 7 9 5 ( 9 9 ) 0 0 1 3 5 - 4
10 P.S. Jackson, P. Rowlinson / Linear Algebra and its Applications 298 (1999) 9–20
In particular if q vertices of X are deleted from G.0 < q < m/ then the resulting
graph has  as an eigenvalue of multiplicity m− q . Moreover if X is a star set for
an eigenvalue  =2 f−1; 0g then NX is a location-dominating set, meaning that the NX-
neighbourhoods of vertices inX are distinct and non-empty. It follows that if j NXj D t
then jXj < 2t ; in fact it can be shown that jXj 6 12 .t − 1/.t C 4/ when t > 1 [10,
Theorem 2.1]. In any case there are only finitely many graphs with a prescribed star
complement for an eigenvalue  other than −1 or 0. This observation provides the
basis for characterizing graphs by star complements. Although the values −1 and 0
are essential exceptions [9, Section 1], such eigenvalues pose little obstruction to the
general theory – see [6] and Section 4.
The k-regular graphs with the star K1;k as a star complement were discussed in
[8]; for example if k D 5 then D 1 andG is the Clebsch graph [3, p. 35], and if k D
22 then  D 2 andG is the Higman–Sims graph [3, p. 107]. Here we discuss graphs
(not necessarily regular) with the complete bipartite graph Kr;s
.r C s > 2/ as a star complement. This enables us to characterize the complement
of the Schläfli graph [1, p. 103] as the unique maximal graph G having K2;5 as a
star complement corresponding to a multiple eigenvalue  =D −1. Thus any graph
with such a star complement (corresponding to a multiple eigenvalue  =D −1) is
an induced subgraph of G. Here the value −1 is the sole exception because 0 is an
eigenvalue of Kr;s .r C s > 2/, and in this case we give a general description of the
graphs which arise. As a consequence we are able to determine all the regular graphs
which have K2;5 as a star complement. We shall need the following result, in which
the blocks of an adjacency matrix correspond to the partitionX [ NX of V .G/.
Theorem 1.1. Let G be a graph with (0,1)-adjacency matrix
A BT
B C

;
where A has size mm and  is not an eigenvalue of C. Then  is an eigenvalue of
G of multiplicity m if and only if
I − A D BT.I − C/−1B: (1)
The ‘only if’ part of this result is just the Reconstruction Theorem [5, Theorem
7.4.1], so called because Eq. (1) shows that G is reconstructible from , a star com-
plement G−X and the edges between X and NX. For the ‘if’ part [5, Proposition
7.4.4.], note that the eigenspace of  consists of the column vectors
x
.I − C/−1Bx

where x 2 Rm.
Remark 1.2. In the case m D 1 of Theorem 1.1 we may write B D bu and G D
H C u, where H has adjacency matrix C. Then the characteristic polynomial of G
is given by Prasolov [7, Theorem 3.1.1]:
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G.x/ D xH .x/− bTu adj.xI − C/bu:
Since H ./ =D 0, Eq. (1) is equivalent to the condition G./ D 0.
The following consequence of Theorem 1.1 was noted in [10].
Theorem 1.3. Let G be a finite simple graph, and let H D G−X where X is a
set of m vertices, m > 1. Then X is a star set for  (and  is an eigenvalue of G
of multiplicity m) if and only if (i)  is not an eigenvalue of H , and (ii) for every
pair u, v of vertices in X,  is a double eigenvalue of the subgraph of G induced by
NX [ fu; vg.
In view of Theorem 1.3 we investigate conditions under which two vertices can
be added toKr;s to obtain a graph with a double eigenvalue other than 0 orprs.
Section 2 is devoted to the general case, Section 3 to the case r D 2, s D 5,  =D −1,
and Section 4 to the case r D 2, s D 5,  D −1.
2. The general case
Here we suppose that H is the complete bipartite graph on R [ S where jRj D r ,
jSj D s, r 6 s and r C s > 2. In the notation of Section 1, we take
c D

O Jr;s
Js;r O

;
where Jr;s denotes the all-1 matrix of size r  s. Note that C has characteristic
polynomial xrCs−2.x2 − rs/ and that if  is not an eigenvalue of C then
.2 − rs/.I − C/−1 D .2 − rs/I C C C C2:
As in Remark 1.2 we write H C u for a generic graph obtained from H by adding a
vertex u: if u has a neighbours in R and b neighbours in S then we say that u is of
type .a; b/.
Lemma 2.1. If  is an eigenvalue of H C u but not of H then H C u is connected
and either jj > prs or
−1
4
p
1C 4.r C s/C 1

6  6 1
4
p
1C 4.r C s/− 1

:
Proof. First, H C u is connected for otherwise u is isolated and H C u has the
same distinct eigenvalues as H . Secondly, we know from Theorem 1.1 that
2.2 − rs/ D bTu..2 − rs/I C C C C2/bu:
If  is of type .a; b/ then this equation becomes
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2.2 − rs/ D .2 − rs/.a C b/C 2abC a2s C b2r: (2)
By completing squares we may rewrite Eq. (2) as
.rs − 2/2 C .r C /2 D r.r C s − 2− 42/.rs − 2/;
where  D 2a − r C  and  D 2b − s C . Thus if 2 < rs then 42 C 2− r −
s 6 0, and the result follows. 
Next we consider a graphH C uC v, obtained fromH by adding vertices u; v of
types .a; b/, .c; d/ respectively. We suppose that is an eigenvalue ofH C uC v of
multiplicity 2, but not an eigenvalue ofH . In view of Theorem 1.1, the matrix TbujbvU
determines whether or not there is an edge between u and v: we write auv D 1 if
u  v, auv D 0 otherwise. We denote by  the number of vertices in H which are
common neighbours of u and v. On equating entries in Eq. (1), with B D TbujbvU,
we find that this matrix equation is equivalent to the three simultaneous polynomial
equations f1./ D f2./ D f3./ D 0, where
f1.x/ D x2.x2 − rs/− .x2 − rs/.a C b/− 2abx − a2s − b2r; (3)
f2.x/ D x2.x2 − rs/− .x2 − rs/.c C d/− 2cdx − c2s − d2r; (4)
f3.x/ D auvx.x2 − rs/C .x2 − rs/ C .ad C bc/x C acs C bdr: (5)
Lemma 2.2. If  is a positive double eigenvalue of H C uC v, but not an eigen-
value of H , then  < prs.
Proof. By the Interlacing Theorem [4, Theorem 0.10], H C uC v has at most
two eigenvalues greater than
p
rs. Accordingly if  >
p
rs then  is the largest
eigenvalue ofH C uC v, and so H C uC v is not connected [4, Theorem 0.3]. This
is a contradiction because H is connected and its vertices constitute a dominating
set. 
Proposition 2.3. Suppose that u and v are of the same type .a; b/ and that u is
not adjacent to v. Then 2 D a C b − ; moreover if  is not an integer then 2 −
.a C b − rs/− a2s − b2r D 0, ab D 0 and jj 6 14
(p
1C 4.r C s/− 1.
Proof. Taking .a; b/ D .c; d/ in Eq. (5), we find that f1.x/C f3.x/ D .x2 −
rs/g.x/ where g.x/ D x2 − a − b C . Hence g./ D 0. Moreover f3.x/  2abx
− h mod g.x/ where
h D 2 − .a C b − rs/− a2s − b2r:
Now suppose that is not an integer. Since is an algebraic integer, we have =2 Q,
whence ab D 0 and h D 0. Since 2 2 Z, jj is an algebraic conjugate of , hence
itself a double eigenvalue of H C uC v. The final assertion therefore follows from
Lemma 2.2. 
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Proposition 2.4. Suppose that u, v are of the same type .a; b/ and that u is adjacent
to v. Then 2 C  D a C b − ; moreover if  is not an integer then
2D1C a C b C 2ab− rs;
.1C a C b − rs/2 D 4.a2b2 C a C b − a2s − b2r/
and
−1
2
C 1
2
p
4.a C b − /C 1 6 1
4
p
1C 4.r C s/− 1

:
Proof. Here we have f1.x/C f3.x/ D .x2 − rs/g.x/, where g.x/ D x2 C x −
a − b C . Hence g./ D 0. Moreover f3.x/  px C q mod g.x/ where
p D 2 − 1− a − b − 2abC rs;
q D a C b − a2s − b2r − .1C a C b − rs − /:
If  =2 Z then p D 0, q D 0; and on eliminating  from these equations we find
that .1C a C b − rs/2 D 4.a2b2 C a C b − a2s − b2r/. Again, if  =2 Z then the
positive root of g.x/ is a double eigenvalue of H C uC v and so the final assertion
follows from Lemma 2.2. 
If u; v are of different types then the analogues of Propositions 2.3 and 2.4 be-
come even more elaborate in the case that  is not an integer. When dealing with
the specific case r D 2, s D 5 it is more efficient to calculate the roots of f1 for
the 17 possible types and thereafter identify the different types which give rise to a
common eigenvalue. In view of Remark 1.2 the calculations are equivalent to finding
the spectra of 17 different supergraphs of K2;5. The results are given in the next
section.
Finally we note two simple conditions each of which is sufficient to ensure that
 is an integer. First,  2 Z when jXj > r C s becauseG cannot then have another
(conjugate) eigenvalue of the same multiplicity as . Secondly,  2 Z when X con-
tains both adjacent and non-adjacent pairs of vertices u; v of type .a; b/; .c; d/; for
then we have solutions auv D 1;  D 1 and auv D 0;  D 0 of f3./ D 0 which
together yield  D 0 − 1.
3. The case H DK2;5
Table 1 shows the non-zero eigenvalues of the graphsH C u, whereH DK2;5; u
is of type .a; b/ =D .0; 0/; 0 6 a 6 2 and 0 6 b 6 5.
If  is a double eigenvalue of H C uC v (and not an eigenvalue of H ) then 
is an eigenvalue of both H C u and H C v. It follows from Table 1 that if u; v
are of different types .a; b/; .c; d/ then  D 1: the possibility  D 2p3 is ex-
cluded by Lemma 2.2. We show next that when u; v are of the same type then again
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Table 1
deg (u) a b Non-zero eigenvalues of H C u
1 1 0 3.2442 0.6892 −0:6892 −3:2442
0 1 3.1964 0.8849 −0:8849 −0:1964
2 2 0 2
p
3 – – −2p3
1 1 3.3874 1 −1:2097 −3:1750
0 2 3.3014 1.0493 −1:0493 −3:3014
3 2 1 3.6737 0.6543 −1 −3:3280
1 2 3.5762 1.0381 −1:4448 −3:1695
0 3 2
p
3 1 −1 −2p3
4 2 2 3.9066 0.6916 −1:3803 −3:2179
1 3 3.7948 0.9321 −1:4805 −3:2463
0 4 3.6610 0.7726 −0:7726 −3:6610
5 2 3 4.1468 0.5837 −1:5671 −3:1635
1 4 4.0231 0.7105 −1:3405 −3:3931
0 5 3.8730 – – −3:8730
6 2 4 4.3855 0.3667 −1:5571 −3:1951
1 5 4.2515 0.3285 −1 −3:5800
7 2 5 4.6185 – −1:3082 −3:3103
 D 1. This follows from Table 1 when  2 Z, and so it remains to exclude non-
integral values of . None arises when uv because we know from Proposition 2.3
that 2 2 Z and jj 6 14 .
p
29− 1/. When u  v we see from Proposition 2.4 that
2 C  D k for some non-negative integer k such that− 12 C 12
p
1C 4k 6 14 .
p
29−
1/. Hence the only possibility of a non-integral eigenvalue arises when k D 1, and
then  D − 12  12
p
5. Such values do not feature in Table 1, and so the only pos-
sible multiple eigenvalues for which K2;5 is a star complement are 1. We defer
consideration of the exceptional value −1 and suppose for the remainder of this
section that  D 1. From Table 1, each of u and v is of type (1,1) or (0,3). (These
possibilities may also be derived from the relation f1.1/ D 0.) Suppose that u is of
type .a; b/ and v is of type .c; d/. Since f1.1/ D 0 and f2.1/ D 0 we know that 1 is
a double eigenvalue of H C uC v if and only if f3.1/ D 0. It follows that there are
six different ways of adding the vertices u; v to H , as specified in Table 2.
Now consider a graphG which has the property
../ G has a star set X for the eigenvalue 1
such that jXj > C2 and G−XDK2;5:
Table 2
auv .a; b/ .c; d/ 
0 .1; 1/ .0; 3/ 1
1 .1; 1/ .0; 3/ 0
0 .1; 1/ .1; 1/ 1
1 .1; 1/ .1; 1/ 0
0 .0; 3/ .0; 3/ 2
1 .0; 3/ .0; 3/ 1
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Each vertex in X is of type (1,1) or (0,3), and there are 10 possibilities for the
H -neighbourhoods of a vertex of each type. Since X is a location-dominating set
we have jXj 6 20. We observe next that all 20 possibilities arise in Sch10, the
complement of the Schläfli graph Sch16 (where the subscript denotes the degree of
regularity). From the definition of Sch16 in terms of a root system [1, p. 103] we may
construct Sch10 as follows. The 27 vertices are 1, 2, 3, 4, 5, 6, 10; 20; 30; 40; 50; 60
together with the pairs fi; j g where 1 6 i < j 6 6. The edges are given by the
adjacencies:
i  j 0 , i =D j I fi1; j1g  fi2; j2g , fi1; j1g \ fi2; j2g D ;I
h  fi; j g , h 2 fi; j gI h0  fi; j g , h 2 fi; j g:
The spectrum of Sch10 is 101; 120; .−5/6, where superscripts denote multiplicit-
ies. For a complete bipartite subgraph K2;5 on R [ S we may take R D f1; 10g and
S D f12; 13; 14; 15; 16g, where we write ij for fi; j g. The corresponding star set
(for the eigenvalue 1) is X1 [X2 where X1 D f2; 3; 4; 5; 6g [ f20; 30; 40; 50; 60g
andX2 consists of the 10 vertices ij .2 6 i < j 6 6/. Each vertex in X1 is of type
(1,1) and each vertex in X2 is of type (0,3). The subgraph induced by X1 is K5;5
minus a perfect matching, and the subgraph induced by X2 is a Petersen graph. The
partition X1 [X2 [ R [ S determines a divisor [4, Chapter 4] with matrix0BB@
3 4 0 3
4 4 1 1
0 5 0 5
6 2 2 0
1CCA
and characteristic polynomial .x − 10/.x − 1/2.x C 5/. Note that if G is any graph
which satifies (.) thenG is a subgraph of Sch10; in other words we have proved the
following result.
Theorem 3.1. The complement of the Schläfli graph is the unique maximal graph
with a star complementK2;5 corresponding to a multiple eigenvalue other than −1.
This uniqueness property is not common to all star complements; for example
[11, Section 4] each of the graphs in Fig. 1 is a maximal graph with a 5-cycle as
a star complement for the eigenvalue 1. Vertices of the star complement are shown
circled, and in neither case can the corresponding star set be extended.
We note in passing that one consequence of the uniqueness property of Sch10 is
that its automorphism group acts transitively on the subgraphs isomorphic to K2;5.
This is because any such subgraph may be taken as a star complement for the eigen-
value 1 and as such is uniquely extendable by 20 vertices. The uniqueness property
also makes it easy to determine the regular graphs with K2;5 as a star complement.
Such graphs have more than 8 vertices and hence satisfy the condition (.). Therefore
they are all subgraphs of Sch10, and in principle those which are not line graphs can
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Fig. 1. Two maximal graphs.
be found using the computer-generated regular subgraphs of Sch16 identified in [2].
We can however find all the relevant graphs directly in terms of our construction
of Sch10. Accordingly let G be a k-regular subgraph of Sch10 (5 6 k 6 9) with
X as a star set for the eigenvalue 1, G−X D H DK2;5 and V .H/ D R [ S. Thus
X D P [Q where P D V .G/ \X2 and Q D V .G/ \X1. Counting in two ways
the edges between Q and R we have 2.k − 5/ D jQj; and counting in two ways the
edges between X and S we have jQj C 3jP j D 5.k − 2/, whence jP j D k. Any ver-
tex in X is necessarily of type (1, 1) or (0, 3) and so has the sameH -neighbourhood
in G as in Sch10. Moreover adjacency between vertices in X is determined by the
intersection of the correspondingH -neighbourhoods.ThusG is an induced subgraph
of Sch10 determined completely by P and Q. We write hP i for the subgraph of G
induced by P .
If k D 5 thenQ D ; and jP j D 5; moreover, hP i is regular of degree 2 and hence
a 5-cycle. Without loss of generality (i.e., to within an automorphism of Sch10 which
fixes R and S setwise) we have P D f23; 45; 36; 24; 56g. This is the first of eleven
possibilities listed in Table 3.
If k D 6 then jP j D 6 and jQj D 2. If the vertices in Q are adjacent then without
loss of generality Q D f2; 30g and each of 2, 30 is adjacent to three vertices of P . If
23 =2 P then we have case 2 of Table 3 with hP i a 6-cycle. If 23 2 p then without
loss of generality we have case 3 of Table 3 and hP i consists of a 5-cycle together
with a pendant edge. If the vertices in Q are non-adjacent then without loss of
generality Q D f2; 20g. Then P contains 23, 24, 25, 26 and has degree sequence
331111. Without loss of generality we have case 4 of Table 3.
If k D 7 then jP j D 7 and jQj D 4. Without loss of generality Q is one of (a)
f2; 3; 20; 30g, (b) f2; 3; 30; 40g, (c) f2; 3; 40; 50g, since each of the vertices in R has
two neighbours in Q. Here cases (a) and (b) correspond to cases 5, 6 of Table 3
with appropriate labelling. In case (c) each vertex of Q has exactly three neighbours
in P . Since the number of P–Q edges is 12 and each vertex P is adjacent to at
most two vertices ofQ, the graph hP i has degree sequence 3322222. As a subgraph
of the Petersen graph, hP i has no 3-cycles or 4-cycles, hence is determined up to
P.S. Jackson, P. Rowlinson / Linear Algebra and its Applications 298 (1999) 9–20 17
Table 3
Sets defining k-regular subgraphs of Sch10
Case k P Q
1 5 f23; 24; 36; 45; 56g ;
2 6 f24; 25; 26; 34; 35; 36g f2; 30g
3 f23; 25; 26; 34; 36; 45g f2; 30g
4 f23; 24; 25; 26; 34; 56g f2; 20g
5 7 f23; 24; 25; 26; 34; 35; 36g f2; 3; 20; 30g
6 f23; 24; 25; 34; 35; 36; 46g f2; 3; 30; 40g
7 f23; 24; 25; 26; 34; 45; 56g f2; 3; 40; 50g
8 f24; 25; 26; 34; 35; 36; 45g f2; 3; 40; 50g
9 8 f24; 25; 26; 34; 35; 36; 45; 46g f2; 3; 4; 40; 50; 60g
10 f23; 24; 25; 34; 35; 36; 45; 46g f2; 3; 4; 30; 40; 50g
11 9 f23; 24; 25; 34; 35; 36; 45; 46; 56g f2; 3; 4; 5; 30; 40; 50; 60g
isomorphism. Without loss of generality, one vertex of degree 3 in hP i is 26, and we
may take 24 as a second neighbour of 2 in P . The second vertex of degree 3 in hP i is
therefore 56 or 36, yielding cases 7 and 8 of Table 3. The two graphs which arise are
non-isomorphic because the first has fifteen triangles whilst the second has sixteen
triangles.
If k D 8 then jP j D 8 and jQj D 6. Here hP i is obtainable from the Petersen
graph by deleting two vertices and, hence has degree sequence (a) 33332222 or (b)
33322221. Note that6v2QfdP .v/C dQ.v/g D 36, where for example dP .v/ denotes
the number of neighbours of v in P . In case (a), the number of P−Q edges is 20 and
so hQi has 12 .36− 20/ D 8 edges. Without loss of generality, Q D f2; 3; 4; 40; 50;
60g and the corresponding numbers dp.v/ .v 2 Q/ are 3, 3, 4, 4, 3, 3. In particular,
P contains 24, 34, 45, 56. The remaining four vertices in P are such that they ac-
count for precisely two elements from each of the sets f23; 25; 26g, f23; 35; 36g,
f25; 35; 56g, f26; 36; 56g. Of the six elements listed here we must therefore omit
23, 56 or 25, 36 or 26, 35. Without loss of generality, P is as described in case 9
of Table 3. In case (b), the number of P−Q edges is 22 and so hQi has 7 edges.
Without loss of generality,Q D f2; 3; 4; 30; 40; 50g. Now P contains 23, 34, 35, 36,
24, 45, 46; and since the remaining vertex must be a neighbour of both 2 and 50 it is
necessarily 25. Thus we obtain case 10 of Table 3.
If k D 9 then jP j D 9, jQj D 8 and hP i is obtained from the Petersen graph by
deleting a vertex. Here there are 30 edges between P and Q, and it follows that hQi
has 13 edges. Without loss of generality Q and hence P are as described in case 11
of Table 3.
We summarize our results as follows.
Corollary 3.2. If G is a regular graph with K2;5 as a star complement for an
eigenvalue  =D −1 then  D 1 and either GD Sch10 or G is isomorphic to one
of the eleven induced subgraphs of Sch10 described in Table 3.
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4. The remaining case
Here we deal with the graphs which have K2;5 as a star complement H for −1.
We take H to be the complete bipartite graph on R [ S where R D f10; 20g, S D
f1; 2; 3; 4; 5g. From Table 1, the graph H C u has −1 as an eigenvalue if and only
if u is of type (2, 1), (0, 3) or (1, 5). Table 4 shows the feasible solutions of the
equation f3.−1/ D 0, i.e. those solutions for which the integer  is non-negative.
Table 4
auv (a, b) (c, d) 
0 (2, 1) (2, 1) 2
1 (2, 1) (2, 1) 3
0 (0, 3) (0, 3) 2
1 (0, 3) (0, 3) 3
0 (1, 5) (1, 5) 5
1 (1, 5) (1, 5) 6
0 (0, 3) (2, 1) 0
1 (0, 3) (2, 1) 1
0 (0, 3) (1, 5) 3
1 (2, 1) (1, 5) 2
Note that when .a; b/ D .c; d/ the H -neighbourhoods of u and v coincide if
and only if u  v. Thus u; v are then coduplicate vertices in the sense of [6]: in
constructing graphs with a prescribed star complement for −1 we can always add
arbitrary many pairwise adjacent coduplicate vertices. A graph without coduplicate
vertices is called coreduced [6], and it suffices to describe the coreduced sub-graphs
which remain after the elimination of coduplicate vertices. In our situation, Table 4
shows that the only constraint on adding vertices of type (2, 1), (0, 3) or (1, 5) to H
to obtain a coreduced graph is that the H -neighbourhoods of two vertices of type (0,
3) must intersect in two elements. Thus there are just two possibilities for the family
F of such neighbourhoods: without loss of generality, either (I)F is a subfamily of
ff2; 3; 4g; f1; 3; 4g; f1; 2; 4g; f1; 2; 3gg or (II)F = ff1; 2; 4g; f2; 3; 4g; f2; 4; 5gg.
This affords a complete description of the graphs with K2;5 as a star complement of
−1. We say that such a graphG is of type I or II according as its coreduced subgraph
satisfies condition (I) or (II) above.
Note that if k is a positive integer congruent to −1 mod 9 we obtain a k-regular
graph G.k/ on 139 .k C 1/ vertices by adding vertices to H as follows: for each i 2
f1; 2g we add a set Ui of 19 .4k − 5/ vertices of type (1, 5) adjacent to i 0, and for each
j 2 f1; 2; 3; 4; 5g we add a set Vj of 19 .k − 8/ vertices of type (2, 1) adjacent to j .
This example arises from the following proof that there are no other regular graphs
satisfying our conditions. Note that if Ui D Ui [ fi 0g (i D 1; 2) and V j D Vj [ fj g
(j D 1; 2; 3; 4; 5) then each of the sets Ui , V j induces a clique inG.k/; moreover
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if Y comprises one element from each of these seven sets then Y induces a subgraph
K2;5.
Theorem 4.1. IfG is a k-regular graph withK2;5 as a star complement for−1 then
k  −1 mod 9 andGDG.k/.
Proof. We partition the vertices in a star set X according to their neighbourhoods
inH D G−X. We let Ui be the set of vertices of type (1, 5) in X adjacent to i 0 (i D
1; 2), and we let Vj be the set of vertices in X of type (2, 1) in X adjacent to j (j D
1; 2; 3; 4; 5). First suppose thatG is of type I and let Th be the set of vertices inX of
type (0, 3) not adjacent to h and 5 (h D 1; 2; 3; 4). We do not exclude the possibility
that some of the sets Th, Ui , Vj are empty. We let jThj D th, jUi j D ui , jVj j D vj ,
64hD1th D t and 65jD1vj D v. We have deg .i 0/ D ui C v C 5 (i D 1; 2), deg .j/ D
u1 C u2 C t C vj − tj C 2 (j D 1; 2; 3; 4) and deg .5/ D u1 C u2 C v5 C 2.
Since G is k-regular we have u1 D u2, say u1 D u2 D u where k D uC v C 5.
Now 5k D 65jD1 deg .j/ D 10uC 3t C v C 10, whence u D 19 .4k − 5/− 13 t; vj D
1
9 .k − 8/− 13 t C tj (j D 1; 2; 3; 4/ and v5 D 19 .k − 8/C 23 t .
If the set Th is non-empty then each of its vertices has degree .th − 1/C 3C
.v − vh − v5/: this follows from Table 4, which determines adjacencies between
vertices in X. Since th − vh D − 19 .k − 8/C 13 t; v D k − 5− 19 .4k − 5/C 13 t and
v5 D 19 .k − 8/C 23 t , we find that k D − 19 .15k C 24/, yielding the contradiction k D
−1. Thus each Th is empty, vj D 13 .k − 2/ for each j and u D 19 .4k − 5/. It follows
that GDG.k/ (k  −1 mod 9).
Secondly, suppose that G is of type II. For h 2 f1; 3; 5g, let Th be the set of
vertices of type (0, 3) in X adjacent to h, 2 and 4; and let t D t1 C t3 C t5. With
ui; vj and v as before we have deg .i 0/ D ui C v C 5 .i D 1; 2/, deg .j/ D u1 C
u2 C vj C tj C 2 .j D 1; 3; 5/ and deg .j/ D u1 C u2 C vj C t C 2 .j D 2; 4/. By
k-regularity we again have u1 D u2 D u, k D uC v C 5 and 5k D v C 10uC 3t C
10. As before this leads to the contradiction k D −1, and so no group of type II
arises. This completes the proof of the theorem. 
Note that Corollary 3.2 and Theorem 4.1 together provide a complete description
of the regular graphs which have K2;5 as a star complement.
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