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ON THE MEROMORPHIC CONTINUATION OF EISENSTEIN SERIES
JOSEPH BERNSTEIN AND EREZ LAPID
Abstract. We present a proof of the meromorphic continuation of Eisenstein series
constructed from an arbitrary automorphic form. The proof, unlike previous ones, does
not use spectral theory, but only rudimentary Fredholm theory (in the number field case).
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1. Preliminaries and statement of main result
We will use some standard notation and results. We refer to the standard text [14] for
more details. (However, we will only use the first two “easy” chapters of [ibid.].)
1.1. General notation. Let G be a reductive group over a global field F with ring of
adeles A = AF . For convenience (although it is not absolutely necessary) we fix a minimal
parabolic subgroup P0 of G defined over F with a Levi decomposition P0 =M0 ⋉ U0 over
F . Denote by P the finite set of standard parabolic subgroups of G (i.e., those containing
P0) that are defined over F . Any P ∈ P admits a unique Levi decomposition P =M ⋉U
over F such that M ⊃ M0. (If P is not clear from the context, we write M = MP and
U = UP .) Set
a∗P = X
∗(P )⊗ R = X∗(M)⊗ R = X∗(ZM)⊗ R
where ZM is the center of M and X
∗(·) denotes the lattice of characters defined over F .
Denote the dual vector space by aP .
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For any P,Q ∈ P denote by Ω(P,Q) the (possibly empty) finite set of cosets wMP (F ),
w ∈ G(F ) such that wMPw
−1 = MQ. In particular, Ω = Ω(P0, P0) = NG(F )(M0)/M0(F )
is the Weyl group of G. Any w ∈ Ω(P,Q) induces a linear isomorphism aP → aQ, which
uniquely determines w.
Fix once and for all a maximal compact subgroup K of G(A) that is in a “good position”
with respect to M0 ([14, I.1.4]). In particular, for any P ∈ P, G(A) = M(A)U(A)K and
M(A) ∩ K is a maximal compact subgroup of M(A). We let HP : G(A) → aP be the
left-U(A) right-K invariant function on G(A) such that
e〈χ,HP (m)〉 = |χ(m)| , ∀m ∈M(A), χ ∈ X∗(M)
where we view χ as a homomorphism M(A)→ A∗.
1.2. Eisenstein series and intertwining operators. Write XG = G(F )\G(A), and
more generally, XP = U(A)P (F )\G(A) for any P ∈ P. Let Fumd(XG) be the space of
functions of uniform moderate growth on XG ([14, I.2.3]). (The condition “uniform” is
only relevant in the number field case.) It is a countable union of Fre´chet spaces (see
§5 below). Denote by AP the space of automorphic forms on XP ([14, I.2.17]). For any
ϕ ∈ AP and λ ∈ a
∗
P,C := a
∗
P ⊗R C set ϕλ(g) = ϕ(g)e
〈λ,HP (g)〉. We have ϕλ ∈ AP . Consider
the Eisenstein series defined by
(1.1) E(g, ϕ, λ) =
∑
γ∈P (F )\G(F )
ϕλ(γg).
(We do not include P in the notation – hopefully it will be always clear from the context.)
The series converges absolutely and locally uniformly for Re(λ) sufficiently regular in the
positive Weyl chamber of a∗P ([14, II.1.5]). For any w ∈ Ω(P,Q), the intertwining operator
M(w, λ) : AP → AQ is defined by the formula
1
[M(w, λ)ϕ]−wλ(g) =
∫
wUP (A)w−1∩UQ(A)\UQ(A)
ϕλ(w
−1ug) du.
The integral converges locally uniformly provided that Re 〈λ, α∨〉 ≫ 0 for every simple
root α ∈ ∆0 \∆
P
0 such that wα < 0 ([14, II.1.6]).
1.3. The main result.
Theorem. Let P ∈ P and ϕ ∈ AP .
(1) The Eisenstein series E(ϕ, λ), which is absolutely convergent and holomorphic for
Re 〈λ, α∨〉 ≫ 0 ∀α ∈ ∆P , extends to a meromorphic function λ 7→ E(ϕ, λ) ∈
Fumd(XG) on a
∗
P,C. Whenever regular, E(ϕ, λ) ∈ AG.
(2) For any w ∈ Ω(P,Q), the map λ 7→ M(w, λ)ϕ, taking values in a finite-dimensional
subspace of AQ, admits a meromorphic continuation to a
∗
P,C.
(3) For any w ∈ Ω(P,Q) we have the functional equation
E(M(w, λ)ϕ,wλ) = E(ϕ, λ) λ ∈ a∗P,C.
1For any unipotent group V defined over F , the Haar measure on V (A) is normalized so that
vol(V (F )\V (A)) = 1.
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(4) For any w ∈ Ω(P,Q) and w′ ∈ Ω(Q,Q′) we have
M(w′w, λ) =M(w′, wλ) ◦M(w, λ) λ ∈ a∗P,C.
(5) The singularities of M(w, λ)ϕ are along root affine hyperplanes. The same is true
for the singularities of E(ϕ, λ).
(6) If F is a function field, then E(ϕ, λ) and M(w, λ)ϕ are rational functions of λ ∈
XP = a
∗
P,C/LP where LP is a certain lattice in ia
∗
P (see §7.1) and XP is viewed as
a complex algebraic variety isomorphic to (C∗)dim aP .
When ϕ ∈ AcuspP , the theorem was proved by Langlands, at least in the number field case,
extending Selberg’s methods ([12]; see also [14, Ch. 4] and [17]). In his celebrated work,
Langlands described the discrete part of L2(G(F )\G(A)1) in terms of residues of Eisenstein
series for ϕ ∈ AcuspP and used it to extend the theorem to the case where ϕ ∈ AP is square-
integrable on M(F )\M(A)1. (These Eisenstein series furnish the continuous spectrum of
L2(G(F )\G(A)1).) In fact, the setup of Selberg and Langlands is not confined to arithmetic
lattices. We refer to [14] for a complete account of Langlands’s theory, including covering
groups, and additional references. For a general ϕ ∈ AP , the theorem follows from the
fact that every automorphic form is a derivative of cuspidal Eisenstein series – see [6] and
[14, Appendix II].
The goal here is to prove the theorem above uniformly for all ϕ ∈ AP without appealing
to either Langlands’s description of the discrete spectrum or Franke’s theorem. In fact,
one of our goals is to explain that the meromorphic continuation is an “easy” part of the
theory of Eisenstein series, in the sense that it doesn’t require spectral theory. We only
use rudimentary Fredholm theory (in the number field case). Ultimately, the proof should
greatly simplify Langlands’s proof of the spectral decomposition of L2(XG).
A key ingredient is a general principle of meromorphic continuation (Theorem 2.3 below).
The principle will reduce the theorem to two rather separate statements about automorphic
forms, which are of independent interest. The first (Theorem 4.3) is the fact that any
automorphic form is determined by its “leading cuspidal components” – namely the terms
corresponding to the cuspidal exponents whose real part is “close” to the positive Weyl
chamber. The second (Theorem 5.2) is a locally uniform finiteness result for automorphic
forms (in the number field case), which is a technical strengthening, proved along the
same lines, of the standard one, on the finite dimensionality of the space of automorphic
forms with a given K and z-type ([10, Theorem 1]). The deduction of the theorem will
be explained in §6 in the number field case and in §7 in the function field case. For the
(easier) case of SL2 the method of proof was explained in [4].
Remark. Let ξ be a unitary character of ZM(F )\ZM(A) and let A
2
P,ξ be the subspace of
AP consisting of those ϕ such that (denoting by δP the modulus function of P (A))
ϕ(zg) = δ
1
2
P (z)ξ(z)ϕ(g) ∀z ∈ ZM(A), g ∈ G(A) and
‖ϕ‖2A2
P,ξ
:=
∫
ZM (A)\XP
|ϕ(g)|2 dg <∞.
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Then, for any w ∈ Ω(P,Q), ϕ ∈ A2P,ξ and ϕ
′ ∈ A2Q,wξ we have
(M(w, λ)ϕ, ϕ′)A2
Q,wξ
= (ϕ,M(w−1,−wλ)ϕ′)A2
P,ξ
([14, II.1.8]). It follows from the theorem above thatM(w, λ) : A2P,ξ → A
2
Q,wξ is holomorphic
and unitary for λ ∈ ia∗P – cf. [14, IV.3.12]. It is also true that E(ϕ, λ) is holomorphic near
ia∗P, and this can be proved independently of Langlands’s description of the discrete spectrum
in terms of residues of Eisenstein series – cf. [13].
Acknowledgement. We would like to thank Eitan Sayag for many discussions of the
proof that led to significant simplifications of many parts of the proof (in particular, the
uniqueness property).
We would like to thank Peter Sarnak for many fruitful discussions and his input that
illuminated different ideas related to this topic, as well as for encouraging us to write up
this note.
The first-named author would like the Max Planck Institute for Mathematics, where a
large part of this work was carried out, for a very productive atmosphere.
2. A principle of meromorphic continuation
Throughout this section, M is a complex analytic manifold.
2.1. Meromorphic functions in locally convex topological vector spaces. Let E
be a complex, Hausdorff, locally convex topological vector space (LCTVS). As usual, we
denote by E′ (the dual of E) the space of continuous linear forms on E.
We say that a function f :M→ E is analytic (or holomorphic) if for every µ ∈ E′, the
scalar-valued function 〈µ, f(s)〉 :M→ C is analytic.
Let U be an open dense subset of M. We say that a holomorphic function f : U → E
is meromorphic on M if for every s0 ∈ M there exist a connected neighborhood W and
holomorphic functions 0 6≡ g : W → C and h : W → E such that g(s)f(s) = h(s) for all
s ∈ U ∩W .
The above notion of analyticity is discussed in [8, §2]. In particular, every analytic
function is continuous (cf. footnote 4(a) in the proof of [8, The´ore`me 1]). Moreover, suppose
that the closed, absolutely convex hull of any compact set in E is compact. (This holds for
any quasi-complete space, in particular for any Fre´chet space.) Then,
• If M is an open subset of Cn, then f : M → E is holomorphic ⇐⇒ f admits
partial derivatives with respect to each variable ⇐⇒ f admits a convergent power
series expansion in E around every point of M ([8, The´ore`me 1]).
• A function f : M → E is analytic if and only if it is continuous and 〈µ, f(s)〉 :
M → C is analytic for all µ in a separating subset of E′ ([8, §2, Remarque 1]).
(Recall that a subset of E′ is called separating if its annihilator in E is trivial.) This
gives a practical criterion to check whether a function is analytic.
Example. Suppose that F is a number field and let C∞c (G(A)) be the algebra (under
convolution) of compactly supported, smooth functions on G(A). As a LCTVS, it is the
strict inductive limit (cf. [5, §II.4.6]), over the compact subsets C of G(A) and the open
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subgroups K of G(Af), of the Fre´chet spaces of bi-K-invariant functions in G(A) that are
supported on C and are C∞ as a function of G(F∞). Let U(g∞) be the universal enveloping
algebra of the complexification g∞ of the Lie algebra of G(F∞).
Suppose for simplicity that M is connected. Then, a function h :M→ C∞c (G(A)) (i.e.,
a family hs, s ∈ M of smooth, compactly supported functions on G(A)) is holomorphic if
and only if the following conditions are satisfied (cf. [8, §3]).
(1) There exists a compact subset C of G(A) such that supp hs ⊂ C for all s ∈M.
(2) There exists an open subgroup K of G(Af ) such that hs is bi-K-invariant for all
s ∈M.
(3) For any g ∈ G(A), the function s 7→ hs(g) is analytic.
(4) For any X ∈ U(g∞), viewed as a differential operator on G(F∞), the function Xhs
is continuous on M×G(A).
In this case, we refer to hs as an analytic family of smooth, compactly supported functions
on G(A).
We refer the reader to [3] and the references therein for more discussion about analytic
functions and their subtleties, including some interesting counterexamples.
2.2. Analytic families of operators. Let E and F be two Hausdorff LCTVSs. For
brevity, by an operator from E to F we will always mean a continuous linear map. We
denote by L(E,F) the space of operators from E to F. Consider the pointwise con-
vergence topology on L(E,F), i.e., the coarsest topology for which the evaluation maps
ev1 : L(E,F) → F, v1 ∈ E given by A 7→ A(v1), are continuous. Equivalently, it is the
Hausdorff, locally convex topology defined by the seminorms p(A(v1)) where v1 ∈ E and p
is a continuous seminorm on F. We write Ls(E,F) for L(E,F) with this topology. As noted
in [8, §2, Remarque 2], a function A :M→ Ls(E,F) (i.e., a family of operators As : E→ F,
s ∈ M) is holomorphic if and only if for every v1 ∈ E the function s 7→ As(v1) ∈ F is
holomorphic. In this case, we will simply say that As, s ∈ M is a holomorphic family of
operators.
We may also consider the finer topology on L(E,F) of uniform convergence on bounded
sets, which is given by the seminorms supv1∈B p(A(v1)) where p is a continuous seminorm
on F and B is a bounded subset of E. We write Lb(E,F) for L(E,F) with this topology.
For instance, if E and F are Banach spaces, then Lb(E,F) is the Banach space with the
usual operator norm. Of course, if E is finite-dimensional, then Ls(E,F) and Lb(E,F)
coincide, but otherwise the topologies are different. In principle, we could have defined a
strong analytic family of operators as an analytic function from M to Lb(E,F). However,
it follows from the uniform boundedness principle (see [8, §2, Remarque 2] and [5, §III.4.3,
Corollary 1]) that any analytic family of operators from E to F is automatically analytic in
the strong sense if E is barrelled (in particular, if E is a Fre´chet space, or more generally,
an arbitrary inductive limit of Fre´chet spaces) or if E is semi-complete (i.e., every Cauchy
sequence converges). Fortunately, all LCTVSs considered in the body of the paper will be
barrelled, so we will not need to make the distinction between analytic and strong analytic
families of operators.
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If E, F, G are Hausdorff LCTVSs and As : E→ F and Bs : F→ G, s ∈ M are analytic
families of operators, then Bs ◦ As is an analytic family of operators from E to G. This
follows from Hartogs’s Theorem. A similar statement holds for strongly analytic families
(although as was just pointed out, we will not need it).
2.3. Analytic systems of linear equations.
Definition. Let E be a Hausdorff LCTVS.
(1) Let (Ei, µi, ci), i ∈ I be a (possibly infinite) family of triples consisting of
• A Hausdorff LCTVS Ei.
• An analytic family (µi)s, s ∈M of operators from E to Ei.
• An analytic function ci :M→ Ei.
We say that the system Ξ(s) of linear equations (on v ∈ E)
(µi)s(v) = ci(s), i ∈ I
depends analytically on s (or simply, is an analytic family). We denote by Sol(Ξ(s))
the set of solutions of the system Ξ(s) in E.
(2) Let As, s ∈ M be a family of subsets of E. We say that As is of finite type if
there exist a finite-dimensional vector space L and an analytic family λs, s ∈ M of
operators L→ E such that As ⊂ Imλs for all s ∈ M. We say that As is locally of
finite type if for every s0 ∈M there exists a open neighborhood W in M such that
As, s ∈ W is of finite type.
(3) Finally, we say that the family of equations Ξ = (Ξ(s))s∈M is (locally) of finite type
if the same is true for Sol(Ξ(s)).
Theorem (Principle of meromorphic continuation). Let Ξ = (Ξ(s))s∈M be an analytic
family of systems of linear equations that is of locally finite type. Let
Munq = {s ∈ M : Sol(Ξ(s)) = {v(s)}}
be the set of s ∈ M for which the system Ξ(s) has a unique solution v(s). Suppose that
M is connected and that the interior M◦unq of Munq is nonempty. Then, Munq contains
an open dense subset U of M such that v is holomorphic on U and meromorphic on M.
Remark. It is not claimed that v is holomorphic on M◦unq.
The proof, which is a simple application of Cramer’s rule, will be given in the appendix.
2.4. We conclude this section by describing the basic tool for proving that a system is
locally finite, namely Fredholm theory.
Lemma. Let B,C be Banach spaces with B having the approximation property2 and let µs,
s ∈M be an analytic family of operators from B to C. Suppose that for some s0 ∈M, µs0
is left-invertible modulo compact operators, i.e., that there exists an operator D : C → B
2Recall that this means that the space of finite-rank operators from a Banach space to B is dense in
the space of compact operators.
EISENSTEIN SERIES 7
such that K := Dµs0 − IdB : B → B is compact. Then, the homogenous system Ξ(s) (in
B) given by
µsv = 0
is locally finite near s0.
Proof. Let Xs = D(µs − µs0). Then,
Kerµs ⊂ Ker(Dµs) = Ker(Xs +K + IdB).
Let F : B→ B be a finite-rank operator such that ‖K−F‖ < 1
2
and set Ys = Xs+K−F .
Then, for s near s0 we have ‖Ys‖ < 1 and therefore, IdB+Ys is invertible and (IdB+Ys)
−1
is analytic. Since
Xs +K + IdB = Ys + F + IdB = (IdB+F (IdB+Ys)
−1)(IdB+Ys),
we have
Ker(Xs +K + IdB) = (IdB+Ys)
−1Ker(IdB+F (IdB+Ys)
−1) ⊂ (IdB+Ys)
−1(ImF ).
The lemma readily follows. 
We can extend it as follows.
Corollary (Fredholm’s criterion). Let B, C, µs, s ∈ M and Ξ(s) be as above. Suppose
that B admits a direct sum decomposition B = B1⊕B2 and let pi : B→ Bi, i = 1, 2 be the
corresponding projections. Assume that µs0|B1 is left-invertible modulo compact operators
and that the family p2(Sol(Ξ(s))) of subsets of B2 is locally finite. Then, Ξ(s) is locally
finite near s0.
Proof. By passing to a neighborhood of s0 and using the second condition, we may assume
without loss of generality that there exist a finite-dimensional space L and an analytic
family νs, s ∈ M of operators from L to B2 such that Sol(Ξ(s)) ⊂ B1 ⊕ Im(νs) for all
s ∈M. Consider the system Ξ1(s) on B1 ⊕ L given by
µs ◦ (IdB1 ⊕νs)v = 0.
By assumption, µs0 ◦(IdB1 ⊕νs0) is left-invertible modulo compact operators. Therefore, by
the lemma above, Ξ1(s) is locally finite near s0. Since Sol(Ξ(s)) = (IdB1 ⊕νs)(Sol Ξ1(s)),
it follows that Ξ(s) is locally finite near s0. 
3. The system of equations
Let us give a brief outline of how we will apply the Principle of Meromorphic Contin-
uation (Theorem 2.3) to Eisenstein series. Fix P ∈ P and ϕ ∈ AP . In §6.3 we devise a
certain holomorphic system of linear equations Ξ(λ), λ ∈ a∗P,C on ψ ∈ Fumd(XG). Roughly,
the system consists of the following three sets of equations.
(Ξ1) The K-types of ψ are contained in those of ϕ.
(Ξ2) The cuspidal support of ψ is prescribed by the cuspidal support of ϕ.
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(Ξ3) The cuspidal components of ψ differ from those of ϕλ by terms with a prescribed set
Aλ of cuspidal exponents. Moreover, if Reλ is dominant and sufficiently regular,
then the real parts of the elements of Aλ are “far” from the positive Weyl chamber.
For Reλ dominant and sufficiently regular, the Eisenstein series E(ϕ, λ) satisfies these
equations. This is clear for Ξ1, while the rest follow from the computation of the constant
term of E(ϕ, λ).
On the other hand, by standard results, any solution ψ of Ξ(λ) (for any λ) is an au-
tomorphic form. Moreover, and this is the key part, for Reλ dominant and sufficiently
regular, there is at most one automorphic form that satisfies Ξ3(λ) (Proposition 4.8). The
remaining technical issue is the local finiteness of Ξ(λ). By a result of Harish-Chandra,
any solution of Ξ(λ) is an eigenfunction (with a nonzero eigenvalue) of an integral operator
(namely, convolution by a smooth, bi-K-finite, compactly supported function on G(A),
depending holomorphically on λ). We show that this fact, together with the information
on the cuspidal exponents (which is a consequence of Ξ3(λ)), suffices for local finiteness.
This follows from Theorem 5.2 which is the technical heart of the paper.
To summarize, the system Ξ(λ) is locally finite and it admits E(ϕ, λ) as its unique
solution provided that Re 〈λ, α∨〉 ≫ 0 for all α ∈ ∆P . The principle of meromorphic
continuation will immediately imply the first part of Theorem 1.3. The other parts are
then an easy consequence.
In the function field case the situation is easier. We use an algebraic version of the
principle of meromorphic continuation which does not require local finiteness. Also, Ξ2 is
surplus to requirements.
4. Uniqueness
In this section we show that any automorphic form is determined by its cuspidal com-
ponents pertaining to the cuspidal exponents whose real parts are “not too far” from the
positive Weyl chamber. (See Theorem 4.3 for the precise statement.) This will give a sim-
ple characterization (which can serve as an alternative definition) of the Eisenstein series
E(ϕ, λ) with Reλ dominant and sufficiently regular (Proposition 4.8).
Until §7 we will assume that F is a number field.
4.1. Roots and coroots. ([14, I.1.6])
Let S0 be the maximal F -split torus in the center of M0. More generally, for any
P =M ⋉ U ∈ P let SM ⊂ S0 be the maximal split torus of ZM , so that S0 = SM0. Thus,
M = CG(SM),
a∗P = X
∗(SM)⊗ R
and
aP = X∗(SM)⊗ R
where X∗(·) is the lattice of co-characters defined over F . For simplicity write
a0 = aP0, a
∗
0 = a
∗
P0
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and H0 = HP0. We also write (a
P
0 )
∗ = X∗(SM0 )⊗R and the dual space a
P
0 = X∗(S
M
0 )⊗R
where SM0 = S0 ∩M
der, a maximal split torus in the derived group Mder of M . We have
direct sum decompositions
(4.1) a0 = a
P
0 ⊕ aP , a
∗
0 = (a
P
0 )
∗ ⊕ a∗P .
For any λ ∈ a∗0,C we write λ = λ
P
0 + λP according to this decomposition.
Let ∆0 ⊂ X
∗(S0) ⊂ a
∗
0 be the set of simple roots of S0 on U0 and let ∆
∨
0 ⊂ a0 be the
set of simple coroots. Thus, ∆0 is a basis for the vector space (a
G
0 )
∗ and ∆∨0 is a basis for
aG0 . For any α ∈ ∆0 denote by α
∨ ∈ ∆∨0 the corresponding simple coroot. For any P let
∆P0 ⊂ ∆0 be the set of simple roots of S0 on U0 ∩M = U0 ∩M
der. (Thus, ∆P0 is a basis for
(aP0 )
∗.) Denote by ∆P ⊂ a
∗
P the image of ∆0 \ ∆
P
0 under the projection a
∗
0 → a
∗
P . (This
defines a bijection between ∆0 \ ∆
P
0 and ∆P .) Similarly, ∆
∨
P is the image of ∆
∨
0 \ (∆
P
0 )
∨
under the projection a0 → aP . We continue to denote by α 7→ α
∨ the ensuing bijection
∆P → ∆
∨
P .
More generally, we denote by ΦP ⊂ X
∗(SM) ⊂ a
∗
P the set (containing ∆P ) of reduced
roots of SM on the Lie algebra of U . For any α ∈ ΦP denote by α
∨ ∈ aP the corresponding
coroot ([14, I.1.11]).
4.2. Cuspidal exponents. Let
G(A)1 = KerHG = ∩χ∈X∗(G)Ker |χ| .
The map HG : G(A) → aG admits a splitting. (This is where we use that F is a number
field.) Namely, let AG = SG(R)
0 be the connected component of the identity (in the real
topology) of SG(R) viewed as a subgroup of SG(A) by embedding R in AF via R →֒ AQ →֒
AQ ⊗ F = AF . Then,
(4.2) G(A) = AG ×G(A)
1.
In other words, the restriction HG|AG: AG → aG is an isomorphism of topological groups.
Similarly, for any P = M ⋉ U ∈ P let AP = SM(R)
0 ⊂ SM(A) . Then, the restriction
HP |AP : AP → aP is an isomorphism of topological groups.
The determinant of the adjoint representation of P on its Lie algebra is an element of
X∗(P ), which we write as 2ρP where ρP ∈ a
∗
P .
The space AP admits a left action by AP . It is advantageous however to consider the
twisted action given by
a · φ(g) = δP (a)
− 1
2φ(ag).
We decompose AP according to this action ([14, I.3.2]). Namely, we write
(4.3) AP = ⊕λ∈a∗
P,C
AP,λ
where AP,λ is the λ-generalized eigenspace of AP with respect to the twisted AP -action.
Thus, for every ϕ ∈ AP,λ there exists n ≥ 0 such that for every g ∈ G(A) the function
a ∈ AP 7→ (a · ϕ)(g)e
−〈λ,HP (a)〉 is a polynomial in HP (a) ∈ aP of degree ≤ n.
The constant term
CPφ(g) =
∫
U(F )\U(A)
φ(ug) du
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defines a linear map
AG → AP .
If Q ∈ P with Q ⊂ P , then CQ(CPφ) = CQ(φ). We denote by A
cusp
P the cuspidal part of
AP , i.e., the space of φ ∈ AP such that CQφ = 0 for all Q ( P . We have a decomposition
(4.4) AcuspP = ⊕λ∈a∗P,CA
cusp
P,λ
where AcuspP,λ = AP,λ ∩A
cusp
P . We also have a linear projection (see [14, I.3.5])
φ ∈ AP 7→ φ
cusp ∈ AcuspP
(the cuspidal projection of φ) characterized by the equalities
(φcusp, ψ)XP = (φ, ψ)XP
for any function ψ on XP (necessarily rapidly decreasing) of the form (f ◦HP ) · ψ
′ where
f ∈ C∞c (aP ) and ψ
′ ∈ AcuspP . Here,
(4.5) (f1, f2)XP =
∫
XP
f1(g)f2(g) dg
whenever the integral is absolutely convergent.
For any φ ∈ AP and Q ⊂ P let C
cusp
Q φ := (CQφ)
cusp ∈ AcuspQ be the cuspidal component
of φ along Q. Thus, we get a linear map
T cuspP : AP → ⊕Q∈PA
cusp
Q , φ 7→ (C
cusp
Q φ)Q∈P
where by convention CcuspQ φ = 0 unless Q ⊂ P .
We denote by E cuspQ (φ) ⊂ a
∗
Q,C the (finite) set of cuspidal exponents of φ along Q. Thus,
λ ∈ E cuspQ (φ) if and only if C
cusp
Q φ has a non-zero λ-coordinate with respect to the decom-
position (4.4). We write
E cusp(φ) = {(Q, λ) : Q ∈ P, Q ⊂ P, λ ∈ E cuspQ (φ)}.
The following basic fact is due to Langlands – see [14, I.3.4].
Proposition. Let φ ∈ AG be non-zero. Then, E
cusp(φ) 6= ∅. In other words, the map T cuspG
is injective.
In fact, the set E cusp(φ) determines the growth of φ ([14, I.4.1]).
4.3. Leading cuspidal components. Let
a∗0,+ = {λ ∈ a
∗
0 : 〈λ, α
∨〉 ≥ 0 for all α ∈ ∆0}
be the closed positive Weyl chamber. We say that λ ∈ a∗P,C is leading (with respect to P )
if Reλ+ ρP ∈ a
∗
0,+.
We denote by Acusp,ldP the direct sum
Acusp,ldP = ⊕A
cusp
P,λ
over the λ’s in a∗P,C that are leading with respect to P and by
pldP : A
cusp
P → A
cusp,ld
P
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the projection according to (4.4).
For any φ ∈ AG we define the leading cuspidal exponents of φ along P to be the cuspidal
exponents of φ along P that are leading with respect to P . We denote this set by E cusp,ldP (φ)
and write
E cusp,ld(φ) = {(P, λ) : P ∈ P, λ ∈ E cusp,ldP (φ)}.
We define the leading cuspidal component of φ ∈ AG along P to be p
ld
P (C
cusp
P φ). Thus, we
get a linear map
L : AG → ⊕P∈PA
cusp,ld
P
which is the composition of T cuspG with ⊕P∈Pp
ld
P .
The following result is an extension of Proposition 4.2, which will be proved in §4.5
below.
Theorem. Suppose that φ ∈ AG is non-zero. Then, E
cusp,ld(φ) 6= ∅. In other words, the
map L is injective.
4.4. We first prove the following special case of Theorem 4.3.
Lemma. Let φ ∈ AG. Assume that for every (P, λ) ∈ E
cusp(φ) the following two properties
are satisfied.
• P is a maximal parabolic subgroup of G, i.e. ∆P is a singleton.
• Writing ∆P = {α} we have Re 〈λ+ ρP , α
∨〉 < 0.
Then, φ = 0.
Proof. By [14, I.4.1], φ is bounded on G(A)1. This implies that for any P ∈ P, the constant
term CPφ is also bounded on G(A)
1. Note that by Proposition 4.2 and our assumption,
CPφ ≡ 0 for any non-maximal proper P ∈ P. If P is maximal, then CPφ is cuspidal and
for any g ∈ G(A) the function a ∈ AP ∩ G(A)
1 7→ CPφ(ag) is a polynomial exponential
function in HP (a) ∈ a
G
P with exponents λ
G + ρP , λ ∈ E
cusp
P (φ). Since by assumption
ReλG + ρP 6= 0 for every λ ∈ E
cusp
P (φ), such a function, if bounded, must be identically
0. Hence CPφ ≡ 0. It follows that φ is cuspidal. Since by assumption E
cusp
G (φ) = ∅ we
conclude that φ = 0. 
Let φ ∈ AG be non-zero. We say that a parabolic subgroup P ∈ P is minimal with
respect to φ if E cuspP (φ) 6= ∅ but E
cusp
Q (φ) = ∅ for any Q ∈ P of smaller semisimple rank
than P . Clearly, such P exists by Proposition 4.2.
For any P ∈ P and α ∈ ∆P let Pα ∈ P be such that ∆
Pα
0 = ∆
P
0 ∪{β} where β ∈ ∆0\∆P
is the unique simple root which projects to α. Thus, P is a maximal parabolic subgroup
of Pα.
Corollary. Let φ ∈ AG, (P, λ) ∈ E
cusp(φ) and α ∈ ∆P . Let Pα be as above. Assume that P
is minimal with respect to φ and Re 〈λ+ ρP , α
∨〉 < 0. Then, there exists (P1, µ) ∈ E
cusp(φ)
with the following properties.
• P1 is a maximal parabolic subgroup of Pα.
• P1 is minimal with respect to φ.
• Re 〈µ+ ρP1 , α
∨
1 〉 ≥ 0 where ∆
Pα
P1
= {α1}.
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• µPα = λPα.
Proof. We first remark that if (P1, µ) ∈ E
cusp(φ) and P1 ( Pα for some α ∈ ∆P , then P1 is
minimal with respect to φ.
By considering CPαφ, we reduce the corollary to the case that Pα = G, i.e., P is maxi-
mal. Upon subtracting the cuspidal projection of φ, we may also assume without loss of
generality that E cuspG (φ) = 0. Finally, by decomposing φ according to the action of AG (4.3)
we can assume that µG = λG for all (Q, µ) ∈ E
cusp(φ). In this case, the corollary follows
from the lemma above and the minimality of P . 
4.5. Proof of Theorem 4.3. Let 0 6≡ φ ∈ AG. Fix ̟
∨ ∈ a0 such that 〈α,̟
∨〉 > 0
for all α ∈ ∆0. Let (P, λ) ∈ E
cusp(φ) be such that P is minimal with respect to φ and
Re 〈λ + ρP , ̟
∨〉 is maximal. We claim that Reλ + ρP ∈ a
∗
0,+. Assume on the contrary
that this is not the case. Then, there exists α ∈ ∆P such that Re 〈λ+ ρP , α
∨〉 < 0. Let
(P1, µ) ∈ E
cusp(φ) be as in the Corollary 4.4 and write ∆PαP1 = {α1}. Then,
(λ+ ρP )Pα = λPα + ρPα = (µ+ ρP1)Pα
and
Re
〈
λPα + ρPαP , ̟
∨
〉
< 0 ≤ Re
〈
µPα + ρPαP1 , ̟
∨
〉
since both sides are positive multiples of Re 〈λ+ ρP , α
∨〉 and Re 〈µ+ ρP1 , α
∨
1 〉 respectively.
Thus, Re 〈λ+ ρP , ̟
∨〉 < Re 〈µ+ ρP1 , ̟
∨〉, gainsaying the assumption on λ. 
Remark. Using the coarse spectral decomposition for automorphic forms ([14, III]) we can
get additional information on the set E cusp(φ) of an automorphic φ ∈ AG as follows. (We
will not use this result in the sequel.)
Lemma. Suppose that φ ∈ AG, (P, λ) ∈ E
cusp(φ) and α ∈ ∆P are such that Re 〈λ+ ρP , α
∨〉 <
0. Let sα be the elementary symmetry corresponding to α ([14, I.1.7]). Thus, Pα is gen-
erated by P and sα, and sα ∈ Ω(P, P
′) where P ′ is a maximal parabolic subgroup of Pα.
Then, sαλ ∈ E
cusp
P ′ (φ).
To prove the lemma, we first recall the coarse spectral decomposition for automorphic
forms.
Consider the equivalence relation on pairs (P, λ), P ∈ P, λ ∈ a∗P,C given by (P, λ) ∼
(P ′, λ′) if there exists w ∈ Ω(P, P ′) such that wλ = λ′. For any ∼-equivalence class θ let
Aθ = {φ ∈ AG : E
cusp(φ) ⊂ θ}.
We have a direct sum decomposition
(4.6) AG = ⊕θAθ
where θ ranges over the equivalence classes of pairs (P, λ), λ ∈ a∗P,C ([14, III.2.6]). Thus,
if φ ∈ AG and φ =
∑
θ φθ is the corresponding decomposition, then φθ 6= 0 if and only if
λ ∈ E cuspP (φ) for some (P, λ) ∈ θ.
By considering CPαφ, we reduce to lemma to the case that P and P
′ are maximal. By
the decomposition (4.6) we can also assume that E cusp(φ) ⊂ {(P, λ), (P ′, sαλ)}. In this
case, the lemma follows from Lemma 4.4. 
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4.6. Polynomial exponential functions. The restriction of any automorphic form in
AP to AP is a simple function, namely a polynomial exponential. It will be convenient to
set some notation pertaining to this type of functions.
Let V be a finite-dimensional real vector space with dual space V ∗. As usual let V ∗C =
V ∗ ⊗R C. For any λ = (λ1, . . . , λn) ∈ (V
∗
C )
n we denote by
PV (λ)
the finite-dimensional space consisting of the polynomial exponential functions on V with
exponents in λ, such that the degree of the polynomial pertaining to an exponent µ is
smaller than #{i : λi = µ}. Equivalently, for any λ ∈ V
∗
C and v ∈ V let D
λ
v be the
difference operator
Dλvf(u) = f(u+ v)− e
〈λ,v〉f(u), u ∈ V
on functions on V . Then,
PV (λ) is the space of functions f on V such that D
λ1
v1
. . .Dλnvn f ≡ 0 ∀v1, . . . , vn ∈ V.
Of course, PV (λ) depends only on λ up to permutation of coordinates.
Note that dimPV (λ) ≥ n with equality if and only if λ1, . . . , λn are distinct or dimV = 1.
In particular, if dimV > 1, then the family PV (λ) is not flat in the parameter λ.
If f1 ∈ PV (λ) and f2 ∈ PV (µ), then f1 + f2 ∈ PV (λ ∨ µ) where λ ∨ µ denotes the
concatenation of λ and µ.
Given P ∈ P and λ ∈ (a∗P,C)
n we may define similarly the subspace
PAP (λ) = {f ◦HP |AP : f ∈ PaP (λ)}
of polynomial exponential functions on AP . Recall that the restriction of HP to AP is an
isomorphism between AP and aP .
Slightly more generally, for any λ ∈ (a∗0,C)
n we write PAP (λ) = PAP (λP ) where λP ∈
(a∗P,C)
n is obtained from λ by projecting each coordinate to a∗P,C.
Finally, we write
(4.7) AP (λ) = {φ ∈ AP : a 7→ (a · φ)(g) ∈ PAP (λ) ∀g ∈ G(A)}
and
AcuspP (λ) = AP (λ) ∩ A
cusp
P .
Any φ ∈ AP belongs to AP (µ) for some integer m ≥ 0 and µ ∈ (a
∗
P,C)
m. Moreover, if m
is the minimal such integer, then µ is unique up to permutation. We will write µ(φ) = µ
and m(φ) = m. Note that the set of coordinates of µ(CcuspP φ) is E
cusp
P (φ).
For future use we also note that by the argument of [14, p. 50] we have
(4.8) CQφ ∈ AQ(∨Q′⊂Qµ(C
cusp
Q′ φ)) for any φ ∈ AP and Q ⊂ P.
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4.7. Weyl group double cosets. Denote by ΩP the Weyl group of MP , viewed as a
subgroup of Ω. For any P,Q ∈ P let
QΩP = {w ∈ Ω : wα > 0 ∀α ∈ ∆
P
0 and w
−1α > 0 ∀α ∈ ∆Q0 }.
This is a set of representatives for ΩQ\Ω/ΩP , as well as for Q(F )\G(F )/P (F ). For any
w ∈ QΩP , the groupMP ∩w
−1MQw is the Levi subgroup of a standard parabolic subgroup
Pw of P ; likewise, MQ ∩ wMPw
−1 is the Levi subgroup of a standard parabolic subgroup
Qw of Q. Let
Ω(P ;Q) = {w ∈ Ω : wMPw
−1 ⊃MQ and wα > 0 ∀α ∈ ∆
P
0 } = {w ∈ QΩP : Qw = Q}.
Thus, if w ∈ Ω(P ;Q), then ΩQwΩP = wΩP . We may identify Ω(P,Q) with the set
{w ∈ QΩP : wMPw
−1 =MQ} = Ω(P ;Q) ∩ Ω(Q;P )
−1.
Clearly, if w ∈ QΩP , then w ∈ Ω(Pw, Qw). In particular, if w ∈ Ω(P ;Q), then w ∈
Ω(Pw, Q).
If w ∈ Ω(P,Q), then w induces a bijection ∆P0 → ∆
Q
0 .
Recall that the interior of a∗0,+ is a fundamental domain for the action of the Weyl group
on a∗0. It follows that if λ ∈ a
∗
0,+ is sufficiently regular, then wλ is far from a
∗
0,+ for any
w 6= 1, and hence there exists α ∈ ∆0 such that 〈wλ, α
∨〉 is very negative. The following
is a variant of this basic fact.
Lemma. For any c > 0 there exists c′ > 0 with the following property. Let e 6= w ∈
Ω(P ;Q) and λ ∈ a∗P,C. Suppose that Re 〈λ, α
∨〉 > c′ for all α ∈ ∆P . Then, there exists
α ∈ ∆Q such that Re 〈wλ, α
∨〉 < −c.
Proof. Since w ∈ Ω(Pw, Q) and w /∈ ΩP , there exists α ∈ ∆Pw \∆
P
Pw
such that β := wα < 0.
Then, Re 〈wλ, β∨〉 = 〈λ, α∨〉 > c′. Therefore Re 〈wλ, γ∨〉 < −c for some γ ∈ ∆Q, provided
that c′ is sufficiently large with respect to c. 
4.8. A uniqueness property of Eisenstein series. For the rest of the section we fix
ϕ ∈ AP and λ ∈ a
∗
P,C such that Re 〈λ, α
∨〉 ≫ 0 for all α ∈ ∆P . (The implied constant
depends on ϕ.) Recall the Eisenstein series ψ = E(ϕ, λ) defined in (1.1). Clearly,
(4.9) if P 6= G, then E cuspG (ψ) = ∅.
Using the notion of the leading cuspidal component (§4.3), we can characterize the Eisen-
stein series (in the range above) as follows.
Proposition. The leading cuspidal components of ψ coincide with the cuspidal components
of ϕλ, i.e.,
L(ψ) = T cuspP (ϕλ).
Moreover, by Theorem 4.3, this relation uniquely characterizes ψ.
We will prove the proposition below.
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4.9. Geometric Lemma. We recall that the constant terms of the Eisenstein series ψ =
E(ϕ, λ) are given in terms of intertwining operators. More precisely, in analogy with the
situation in the local case [2], we have
Lemma. For any Q ∈ P we have
(4.10) CQψ =
∑
w∈QΩP
EQ(M(w, λ)(CPwϕ), wλ)
where the superscript indicates that we replace the sum over P (F )\G(F ) in (1.1) by the
sum over Qw(F )\Q(F ). (Note that M(w, λ)(CPwϕ) ∈ AQw .) Each summand on the right-
hand side is a composition of three operations: taking a constant term (from AP to APw),
intertwining operator (from APw to AQw) and Eisenstein series (from AQw to AQ). The
last two operations are taken in their range of convergence.
In particular, by (4.9),
(4.11) CcuspQ ψ =
∑
w∈Ω(P ;Q)
[M(w, λ)(CPwϕ)]
cusp
wλ =
∑
w∈Ω(P ;Q)
[M(w, λ)(CcuspPw ϕ)]wλ.
This is a straightforward generalization of the computation of [14, II.1.7].
4.10. Proof of Proposition 4.8. An immediate consequence of Lemma 4.9 is the follow-
ing.
Corollary. For any Q ∈ P we have
CQψ ∈ AQ(∨w∈QΩPw(µ(CPwϕ) + λ))
(see (4.7)) and
(4.12) E cuspQ (ψ) ⊂
⋃
w∈Ω(P ;Q)
w(E cuspPw (ϕ) + λ)
where ∨ denotes concatenation in an arbitrary order and for any µ = (µ1, . . . , µn) ∈ (a
∗
0,C)
n
we write µ+ λ = (µ1 + λ, . . . , µn + λ). Moreover, for any w
′ ∈ Ω(P, P ′) we have
(4.13) CcuspQ (ψ − εQ;P ′[M(w
′, λ)ϕ]w′λ) ∈ A
cusp
Q (∨w∈Ω(P ;Q)\{w′}w(µ(C
cusp
Pw
ϕ) + λ))
where εQ;P ′ = 1 if Q ⊂ P
′ and εQ;P ′ = 0 otherwise. In particular,
(4.14) CcuspQ (ψ − εQ;Pϕλ) ∈ A
cusp
Q (∨w∈Ω(P ;Q)\{e}w(µ(C
cusp
Pw
ϕ) + λ)).
Proposition 4.8 now follows from (4.14) and Lemma 4.7. Moreover, under our standing
condition on λ,
(4.15) ψ = E(ϕ, λ) is the unique automorphic form satisfying (4.14).
It is also true and easy to show that the union on the right-hand side of (4.12) is disjoint,
although we will not use this fact.
5. Local finiteness
In this section we prove a local finiteness result (Theorem 5.2).
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5.1. Functions of moderate growth. In general, if a space of functions on G(A) is
invariant under right translation, we denote the right regular representation by δ. Often,
this action induces an action of C∞c (G(A)), or of U(g∞), which we still denote by δ.
Equip G(A) with a height function ‖·‖ as in [14, I.2.2]. For any r > 0 consider the
Banach space Fr(G(A)) of functions on G(A) such that
‖f‖r = sup
g∈G(A)
|f(g)| ‖g‖−r <∞
with the right regular representation of G(A). Let Frsm(G(A)) be its smooth part, i.e., the
space of C∞ functions on G(A) such that ‖δ(X)f‖r <∞ for all X ∈ U(g∞).
Let Fumd(G(A)) = ∪r>0F
r
sm(G(A)) be the space of functions of uniform moderate growth
on G(A) with the inductive limit topology in the category of LCTVSs. (This space does
not depend on the choice of the height function on G(A).)
For each P ∈ P let Fr(XP ) (resp., F
r
sm(XP ), Fumd(XP ) = ∪r>0F
r
sm(XP )) be the closed sub-
space of Fr(G(A)) (resp., Frsm(G(A)), Fumd(G(A))) consisting of left U(A)P (F )-invariant
functions. The constant term f 7→ CPf defines operators F
r(XG) → F
r(XP ), F
r
sm(XG) →
Frsm(XP ) and Fumd(XG)→ Fumd(XP ).
5.2. Statement. Suppose thatM is a complex manifold. For every P ∈ P, let nP ≥ 0 be
an integer and λP :M→ (a
∗
P,C)
nP a holomorphic function (i.e., an nP -tuple of holomorphic
functions on M with values in a∗P,C). Also, let I be a (possibly infinite) set and for every
i ∈ I let hi(s), s ∈M be a holomorphic family of smooth, compactly supported functions
on G(A) (see example 2.1) and ci a scalar-valued analytic function on M. In addition,
assume that for every s ∈M there exists i ∈ I such that ci(s) 6= 0.
Consider the system Ξmain(s) of equations on f ∈ Fumd(XG) given by
δ(hi(s))f = ci(s)f, i ∈ I,
a 7→ (a · CPf)(g) ∈ PAP (λP (s)) for all P ∈ P, g ∈ G(A).
By definition of the spaces PAP (µ) (see §4.6), Ξmain(s) is clearly a holomorphic system of
linear equations. In the rest of the section we will prove the following result.
Theorem. The system Ξmain(s) is locally finite.
Remark. As we will recall in §6.2 below, by a basic result of Harish-Chandra, such a
system is satisfied by Eisenstein series.
Let us briefly explain some aspects of the argument. First, it is advantageous to perform
the analysis not directly on the spaces XP themselves but instead on Siegel sets S
T0
P for
a suitable choice of T0 ∈ a0 (see §5.4). Second, instead of the sup norm we will consider
certain weighted Hilbert spaces H̟,R(ST0P ) (§5.5), since Hilbert spaces are easier to work
with. The constant terms with respect to Q ⊂ P define a commuting family of orthogonal
projections CT0P,Q on H
̟,R(ST0P ) (Lemma 5.10). In particular, we may consider the pseudo-
cuspidal part of H̟,R(ST0P )
H̟,Rc (S
T0
P ) = ∩Q(P KerC
T0
P,Q.
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Now, the convolution operator δ(h) does not make sense on H̟,R(ST0P ) but we can emulate
it by an integral operator
δ
T ′0,T0
P (h) : H
̟,R(S
T ′0
P )→ H
̟,R(ST0P )
for a suitable choice of T ′0, depending on the support of h (§5.9). Another technical in-
gredient is an extrapolation operator for polynomial exponential functions that depends
analytically on the exponents (Corollary 5.3). Using all this, we will concoct an auxiliary
system Ξ
T ′0,̟,R
aux (s) of equations on ⊕P∈PH
̟,R(S
T ′0
P ) such that locally in s, the solutions of
Ξmain(s) and their constant terms are encoded in the solutions of Ξ
T ′0,̟,R
aux (s) for suitable
parameters R,̟. This will reduce the theorem to the local finiteness of Ξ
T ′0,̟,R
aux (s). The
key for the latter is that on H̟,Rc (S
T0
P ), the composition of δ
T ′0,T0
P (h) with a certain restric-
tion operator is a Hilbert–Schmidt operator, and in particular compact (Lemma 5.13). A
simple induction using Fredholm’s criterion (Corollary 2.4) then gives the local finiteness
of Ξ
T ′0,̟,R
aux (s).
5.3. A lemma on polynomial exponential functions. Let V be a finite-dimensional
real vector space. Recall the family of finite-dimensional spaces PV (λ), λ ∈ (V
∗
C )
n of
functions on V defined in §4.6. As already remarked, this is not a flat family in λ (unless
n = 1 or dimV = 1). However, we will show that in a suitable sense, this family can be
“exhausted” locally analytically.
To make this more precise, let us introduce some general terminology. Let B and B′ be
two Banach spaces and p : B → B′ an operator. Let M be a complex analytic manifold
and for every s ∈ M let Bs ⊂ B be a subspace. We say that a holomorphic family us,
s ∈ M of operators from B′ to B is a holomorphic section for Bs with respect to p if
us ◦ p|Bs= IdBs for all s. Of course, a necessary condition for its existence is that p is
one-to-one on each Bs.
Let us go back to the situation of §4.6. Fix a norm ‖·‖ and a Haar measure dv on V .
Denote also by ‖·‖ the norm on V ∗C . For any R > 0 let H
R(V ) := L2(V, e−R‖v‖ dv) and let
FR(V ) be the Banach space of continuous functions on V such that supv∈V |f(v)| e
−R‖v‖ <
∞. V acts by translation on both HR(V ) and FR(V ). We have a continuous embedding
FR(V )→ HR
′
(V ) for any R′ > 2R.
For any integer n > 0 we endow (V ∗C )
n with the norm ‖(λ1, . . . , λn)‖ = maxi‖λi‖.
The following is a variant of [14, I.4.2].
Lemma. For any R′ > 0, an integer n > 0 and a neighborhood U of 0 in V , there exists
R0 > 0 such that for all R > R0 there exists a finite subset Y ⊂ U , such that the family
PV (λ), λ ∈ (V
∗
C )
n, ‖λ‖ < R′
of finite-dimensional subspaces of FR(V ) admits a holomorphic section with respect to the
restriction map FR(V )→ C(Y ).
Proof. We prove the lemma by induction on d = dimV .
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For V = R we can take R > R′, Y = { k
R
: k = 1, . . . , n} and the explicit holomorphic
section given by the right-hand side of [13, (7)] (which goes back to [16, §6.3]) where Γ is
the unit circle.
For the induction step, assume d > 1 and decompose V = V1⊕ V2 non-trivially. For any
functions fi on Vi, i = 1, 2 let f1 ⊠ f2 be the function on V given by (f1 ⊠ f2)(v1 + v2) =
f1(v1)f2(v2). Then, for a suitable constant c, we get a continuous map
⊠ : FR(V1)⊗ F
R(V2)→ F
cR(V )
with respect to the projective cross norm, for all R > 0.
It is elementary to check that if λ = λ1 + λ2 with λi ∈ (V ∗i )
n
C, then the image of
PV1(λ
1)⊗PV2(λ
2) under ⊠ contains PV (λ).
By induction hypothesis, for any R sufficiently large there exist finite subsets Yi ⊂ Vi,
i = 1, 2 and holomorphic sections
si(λ
i) : C(Yi)→ F
R(Vi), λ
i ∈ (Vi)
∗
C, ‖λ
i‖ < R′
for PVi(λ
i), i = 1, 2. Let Y = Y1 ⊕ Y2. Decomposing λ as λ
1 + λ2, the composition
C(Y ) = C(Y1)⊗ C(Y2)
s1(λ
1)⊗s2(λ
2)
−−−−−−−−→ FR(V1)⊗ F
R(V2)
⊠
−→ FcR(V )
is a holomorphic section for PV (λ) (say, by Hartogs’s theorem). 
Remark. In fact, the image of the holomorphic section constructed in the proof at λ is a
polynomial exponential, although it is not necessarily in PV (λ) if d > 1.
Corollary. Let BV be the ball of radius 1 in V . For any R
′ > 0 and an integer n > 0 there
exists R0 > 0 such that for any R > R0 there exists a holomorphic section for
PV (λ), λ ∈ (V
∗
C )
n, ‖λ‖ < R′
with respect to the restriction map HR(V )→ L2(BV , dv).
Indeed, if sY (λ) is a holomorphic section as in the lemma above with respect to Y ⊂
U = 1
2
BV , then we may take
[s(λ)]f(v) = vol(U)−1
∫
U
[sY (λ)(f(x+ ·))](v − x) dx.
Remark. By averaging we may impose that the holomorphic section is symmetric in the
coordinates of λ.
5.4. Reduction theory. For any P =M ⋉ U ∈ P let
ZP = P0(F )U(A)\G(A).
We have a projection pP : ZP → XP . The map H0 : G(A) → a0 descends to a map
H0 : ZP → a0. Let
aP0,+ = {X ∈ a0 : 〈α,X〉 > 0 for all α ∈ ∆
P
0 }
be the relative positive (open) Weyl chamber. For any T0 ∈ a0 let
ST0P ⊂ ZP
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be the inverse image of T0+a
P
0,+ under H0 (an open subset of ZP ). Thus, S
T0
P is essentially
a Siegel set. Let pT0P be the restriction of pP to S
T0
P . By reduction theory, the fibers of p
T0
P
are finite and their sizes are uniformly bounded (in terms of T0). Moreover, p
T0
P is surjective
provided that 〈α, T0〉 is sufficiently negative for all α ∈ ∆0. We will fix such T0 once and
for all.
Thus, for any measurable function f on XP , denoting by f˜ = f ◦ pP its pullback to ZP ,
we have∫
S
T0
P
∣∣∣f˜(g)∣∣∣ dg = ∫
ZP
∣∣∣f˜(g)∣∣∣ 1ST0
P
(g) dg =
∫
XP
|f(g)|
∑
γ∈P0(F )\P (F )
1
S
T0
P
(γg) dg,
and hence,
(5.1)
∫
XP
|f(g)| dg ≤
∫
S
T0
P
∣∣∣f˜(g)∣∣∣ dg ≤ c1
∫
XP
|f(g)| dg
with c1 depending only on T0.
For any Q ⊂ P we have a proper projection
βP,Q : ZP → ZQ.
For any integrable function f on ZQ we have∫
ZP
f ◦ βP,Q(g) dg =
∫
ZQ
f(g) dg.
Moreover, the image of ST0P under βP,Q is contained in S
T0
Q .
5.5. Weighted L2 spaces. Fix a norm ‖·‖ on a0 once and for all. For any ̟ ∈ a
∗
0,+ and
R > 0 consider the weight function
wZP (g) = w
̟,R
ZP
(g) = e〈̟
P ,H0(g)〉+R‖HP (g)‖
on ZP (which factors through H0 : ZP → a0) where ̟
P is the component of ̟ in (aP0 )
∗
under the decomposition (4.1). By a standard result, there exists a constant c ≥ 0,
depending only on T0 and ̟, such that for every g ∈ S
T0
P and γ ∈ P (F ) we have〈
̟P , H0(γg)
〉
≤
〈
̟P , H0(g)
〉
+ c
([11, 3.5.4]) and hence
(5.2) wZP (γg) ≤ e
cwZP (g).
Consider the Hilbert spaces
H̟,R(ST0P ) = L
2(ST0P ,wZP (g)
−1 dg).
We say that ̟ is R-dominant, and write ̟ ∈ a∗0,≥R if
R‖XQ‖ ≤ 〈̟,XQ〉
for every Q ⊂ P and any X ∈ aP0 such that 〈α,X〉 ≥ 0 for all α ∈ ∆
P
0 where XQ is the
image under the projection a0 → aQ. Note that if ̟ ∈ a
∗
0,+, then 〈̟,XQ〉 ≥ 0 for all X
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as above. If moreover 〈̟,α∨〉 > 0 for all α ∈ ∆0 and XQ 6= 0, then 〈̟,XQ〉 > 0. Thus,
a∗0,≥R is nonempty and invariant under translation by a
∗
0,+.
Note that if ̟ ∈ a∗0,≥R, then there exists a constant c such that for every Q ⊂ P
wZQ(βP,Q(g)) ≤ cwZP (g) ∀g ∈ S
T0
P .
Thus, the pullback by βP,Q defines a continuous map
(5.3) rT0Q,P : H
̟,R(ST0Q )→ H
̟,R(ST0P ).
5.6. A closed embedding. The weight function wZP on ZP is obviously not P (F )-
invariant, i.e., it does not descend to XP . We may however define a weight function
wXP = w
̟,R
XP
on XP by setting
wXP (x) = max
g∈p−1
P
(x)
wZP (g).
By (5.2) there exists a constant c2 ≥ 1 such that for any g ∈ S
T0
P
(5.4) wZP (g) ≤ wXP (pP (g)) ≤ c2wZP (g).
Consider the Hilbert space
H̟,R(XP ) = L
2(XP ,wXP (g)
−1 dg)
which admits right translation by G(A).
Let
ιaut,T0P : H
̟,R(XP )→ H
̟,R(ST0P )
be the pullback by pT0P . By (5.1) and (5.4) there exist (explicit) constants c3, c4 > 0 such
that
c3‖f‖H̟,R(XP ) ≤ ‖ι
aut,T0
P (f)‖H̟,R(ST0
P
)
≤ c4‖f‖H̟,R(XP ), f ∈ H
̟,R(XP ).
Thus, ιaut,T0P is a closed embedding.
This gives rise to a surjective operator
pT0,autP : H
̟,R(ST0P )→ H
̟,R(XP )
such that ιaut,T0P p
T0,aut
P is the orthogonal projection onto the image of ι
aut,T0
P .
Remark. It follows from [14, I.2.2] that for every r > 0 there exist R > 0 and ̟ ∈ a∗0,+
(without loss of generality ̟ ∈ a∗0,≥R), such that
(5.5) Fr(XP ) ⊂ H
̟,R(XP )
with a continuous embedding. In the other direction, the proof of [14, I.2.5] shows that for
any ̟ ∈ a∗0,+ and R > 0 there exists r > 0 such that for any h ∈ Cc(G(A)), δ(h) defines
an operator from H̟,R(XP ) to F
r(XP ). Let H
̟,R
∞ (XP ) be the smooth part of H
̟,R(XP ). It
is a Fre´chet space. Fix a compact open subgroup K of G(Af). By a standard argument,
the union over R > 0 and ̟ ∈ a∗0,+ (or, alternatively, over ̟ ∈ a
∗
0,≥R) of H
̟,R
∞ (XP )
K , with
the locally convex inductive limit topology, coincides with Fumd(XP )
K . (The superscript
denotes the K-fixed part of the function space.) Thus, we may formulate Theorem 5.2
equivalently for the system Ξmain on ∪R>0,̟∈a∗
0,≥R
H̟,R∞ (XG) (instead of Fumd(XG)).
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5.7. Factorization. Recall that HP : AP → aP is an isomorphism of groups. We may
identify
(5.6) ST0P = AP × Ŝ
T0
P
(using multiplication) where
ŜT0P = {g ∈ S
T0
P : HP (g) = 0}.
From the integration formula∫
ZP
f(g) dg =
∫
K
∫
P0(F )∩M(F )\M(A)1
∫
AP
f(amk)δP (a)
−1 da dm dk
we see that for any R > 0 and ̟ ∈ a∗0,+, the measure wZP (g)
−1 dg on ST0P becomes a
product measure with respect to the factorization (5.6). Hence, the bilinear map
(f1, f2) 7→ (g = ax 7→ δP (a)
1
2f1(a)f2(x), a ∈ AP , HP (x) = 0)
gives rise to an isometry of Hilbert spaces
(5.7) HR(AP )⊗ H
̟(ŜT0P ) ≃ H
̟,R(ST0P )
(tensor product of Hilbert spaces) where
H̟(ŜT0P ) = L
2(ŜT0P , e
−〈̟,H0(m)〉 dm dk)
and
HR(AP ) = L
2(AP , e
−R‖HP (a)‖ da).
5.8. Polynomial exponentials and holomorphic sections in H̟,R(ST0P ). For any λ =
(λ1, . . . , λn) ∈ (a
∗
P,C)
n let
H
̟,R
λ (S
T0
P ) = ∩a1,...,an∈AP KerD
λ1
a1
. . . Dλnan
where for any a ∈ AP and µ ∈ a
∗
P,C, D
µ
a is the operator on H
̟,R(ST0P ) given by
(5.8) Dµaf = a · f − e
〈µ,HP (a)〉f.
(These operators commute.) It is clear that under (5.7) we have
H
̟,R
λ (S
T0
P ) = PAP (λ)⊗ H
̟(ŜT0P )
provided that R is large with respect to λ (so that PAP (λ) ⊂ H
R(AP )).
Let BP = {a ∈ AP : ‖HP (a)‖ < 1} be the unit ball in AP . Let S
T0,B
P be the open subset
BP × Ŝ
T0
P of S
T0
P under the factorization (5.6). Thus,
ST0,BP = {g ∈ S
T0
P : ‖HP (g)‖ < 1}.
Let H̟,R(ST0,BP ) denote the subspace of H
̟,R(ST0P ) consisting of functions essentially sup-
ported in ST0,BP . Thus, under (5.7)
H̟,R(ST0,BP ) = H
R(BP )⊗ H
̟(ŜT0P )
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where HR(BP ) denotes the subspace of H
R(AP ) consisting of functions essentially supported
in BP . (Of course as a LCTVS, H
R(BP ) is independent of R.)
Let nP ≥ 0 be an integer. It follows from Corollary 5.3 that for any compact subset Λ
of (a∗P )
nP there exists R0 > 0 such that for any R > R0 and ̟ ∈ a
∗
0,+ the subspaces
H
̟,R
λ (S
T0
P ), λ ∈ Λ,
admit a holomorphic section
S
T0,R
P (λ) : H
̟,R(ST0,BP )→ H
̟,R(ST0P )
with respect to the restriction map
rT0,BP : H
̟,R(ST0P )→ H
̟,R(ST0,BP ).
5.9. Convolution. Unlike XP , the space S
T0
P is not homogeneous, so there is no right
regular representation on functions on ST0P . Hence, the convolution δ(h), h ∈ Cc(G(A)) does
not make sense on ST0P . However, we can remedy the situation by using another parameter
T ′0 (depending on T0 and the support of h). More precisely, we have the following.
Lemma. Let C be a compact subset of G(A). Suppose that T ′0 ∈ a0 is such that 〈α, T0 − T
′
0〉
is large with respect to C for all α ∈ ∆0. For any h ∈ Cc(G(A)) supported in C define
δ
T ′0,T0
P (h) : H
̟,R(S
T ′0
P )→ H
̟,R(ST0P )
by
δ
T ′0,T0
P (h)f(g) =
∫
G(A)
h(x)f(gx) dx, g ∈ ST0P .
Then, δ
T ′0,T0
P (h) is an operator whose restriction to H
̟,R(XP ) is δ(h), i.e., δ
T ′0,T0
P (h)ι
aut,T ′0
P =
ιaut,T0P δ(h) on H
̟,R(XP ).
This simply follows from the fact that ST0P C ⊂ S
T ′0
P for suitable T
′
0 and that the ratio
wZP (gx)
wZP (g)
is bounded independently of x ∈ C and g ∈ G(A), since
sup
g∈G(A),x∈C
wZP (gx)wZP (g)
−1 = sup
k∈K,x∈C
wZP (kx) <∞.
5.10. Constant terms. For any Q ⊂ P =M⋉U we may define constant term projections
CP,Q : C(ZP )→ C(ZQ) ⊂ C(ZP )
by
CP,Qf(g) =
∫
UQ(F )\UQ(A)
f(ug) du =
∫
(UQ∩M)(F )\(UQ∩M)(A)
f(ug) du, g ∈ ZP .
For any Q1, Q2 ⊂ P we have CP,Q1∩Q2 = CP,Q1 ◦ CP,Q2. (This follows from the fact that
UQ1UQ2 = UQ1∩Q2.) In particular, the operators CP,Q, Q ⊂ P pairwise commute.
These projections give rise to operators
CT0P,Q : H
̟,R(ST0P )→ H
̟,R(ST0P )
EISENSTEIN SERIES 23
and
ĈT0P,Q : H
̟(ŜT0P )→ H
̟(ŜT0P ).
Lemma. (Cf. [10, §I.3]) Let P ∈ P.
(1) For any Q ⊂ P , CT0P,Q is an orthogonal projection on the space H
̟,R
Q (S
T0
P ) of left
UQ(A)-invariant functions on S
T0
P . Similarly for Ĉ
T0
P,Q.
(2) The restriction of CT0P,Q to H
̟,R(XP ) agrees with CQ, i.e. C
T0
P,Qι
aut,T0
P = ι
aut,T0
Q CQ on
H̟,R(XP ).
(3) Under the factorization (5.7) we have CT0P,Q = IdHR(AP )⊗Ĉ
T0
P,Q for all Q ⊂ P .
(4) Let
H̟,Rc (S
T0
P ) = ∩Q(P KerC
T0
P,Q
(and similarly for H̟c (Ŝ
T0
P )). Then, the orthogonal projection p
T0,c
P : H
̟,R(ST0P ) →
H̟,Rc (S
T0
P ) is given by
∑
Q⊂P (−1)
dim aP
QCT0P,Q.
Proof. First note that
‖CT0P,Qf‖
2
H̟,R(S
T0
P
)
=
∫
S
T0
P
∣∣∣∣∣
∫
UQ(F )\UQ(A)
f(ug) du
∣∣∣∣∣
2
wZP (g)
−1 dg
≤
∫
S
T0
P
∫
UQ(F )\UQ(A)
|f(ug)|2 du wZP (g)
−1 dg = ‖f‖2
H̟,R(S
T0
P
)
.
In particular CT0P,Q is continuous. It is also clear that C
T0
P,Q is self-adjoint. The first part
follows. The second and third parts are immediate. The last part is an immediate conse-
quence. 
5.11. An auxiliary system. Our goal is to prove Theorem 5.2.
Suppose that we are given a connected complex analytic manifold M, a holomorphic
family hs, s ∈M of smooth, compactly supported functions on G(A) and for each P ∈ P
an integer nP ≥ 0 and a bounded holomorphic function λP : M→ (a
∗
P,C)
nP . Let C be a
compact subset of G(A) such that supp hs ⊂ C for all s ∈ M and let T
′
0 be as in Lemma
5.9.
Let R≫ 0 and ̟ ∈ a∗0,≥R. Define
HT
′
0,̟,R = ⊕P∈PH
̟,R(S
T ′0
P ).
Consider the holomorphic system Ξ
T ′0,̟,R
aux (s), s ∈M of equations on f = (fP )P∈P ∈ H
T ′0,̟,R
given by
δ
T ′0,T0
P (hs)fP = f
T0
P , P ∈ P,
S
T0,R
P (λP (s))r
T0,B
P f
T0
P = f
T0
P , P ∈ P,
ι
aut,T ′0
P p
T0,aut
P f
T0
P = fP , P ∈ P,
C
T ′0
P,QfP = r
T ′0
Q,PfQ, Q ⊂ P,
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where fT0P is the image of fP under the restriction map H
̟,R(S
T ′0
P ) → H
̟,R(ST0P ). Recall
that
• δ
T ′0,T0
P (h) is the integral operator defined in §5.9.
• rT0,BP and S
T0,R
P are the restriction map and section, respectively, defined in §5.8.
• ι
aut,T ′0
P and p
T0,aut
P are the closed embedding and projection, respectively, defined in
§5.6.
• C
T ′0
P,Q is the orthogonal projection of §5.10.
• r
T ′0
Q,P is the pullback by βP,Q (5.3).
Proposition. The system Ξ
T ′0,̟,R
aux (s), s ∈ M is locally finite for all R sufficiently large
and ̟ ∈ a∗0,≥R.
We will prove the proposition in §5.13 below.
5.12. Proof of Theorem 5.2. Assuming Proposition 5.11, let us explain how it implies
Theorem 5.2. First, we need a standard fact concerning estimating a function by its
constant terms.
Lemma. For every P ∈ P let nP ≥ 0 be an integer and ΛP a compact subset of (a
∗
P,C)
nP .
Then, there exists r > 0 with the following property. Suppose that f ∈ Fumd(XG) is right-
invariant under an open subgroup of G(Af) and for each P ∈ P there exists λP ∈ ΛP such
that
CPf(·g) ∈ PAP (λP )
for all g ∈ G(A). Then, f ∈ Fr(XG) (and in fact f ∈ F
r
sm(XG)).
Proof. We prove the statement by induction on the rank of G. Suppose that the statement
holds for all proper Levi subgroups of G. Then, ‖CPf‖r < ∞ for all P ( G where r
depends only on ΛP , P ( G. Also, it follows from [14, I.4.2 and I.2.2 (viii)] that there
exist r0 > 0 and a finite set Y ⊂ AG, depending on ΛG, and c0 > 0 depending only on G,
such that for all r > r0 there exists a constant c such that
‖f‖c0r ≤ c sup
g∈G(A)1,a∈Y
|f(ag)| ‖g‖−r.
On the other hand, the function
∑
P⊂G(−1)
dim aPCPf , as well as its right translate by any
a ∈ Y , is rapidly decreasing on ST0G ∩G(A)
1 (cf. [14, I.2.12]). The lemma follows. 
We now deduce Theorem 5.2 from Proposition 5.11. Let Ξmain(s) be the system on
Fumd(XG) defined in §5.2. Since the statement is local, we may assume without loss of
generality that M is connected, λP is bounded on M for all P ∈ P and that there exists
i ∈ I such that ci is nowhere vanishing on M. By the lemma above, there exists r1 > 0
such that Sol(Ξmain(s)) ⊂ F
r1(XG) for all s ∈ M. Let Ξ
T ′0,̟,R
aux (s) be the system considered
in §5.11 with hs = ci(s)
−1hi(s) for suitable R > 0 and ̟ ∈ a
∗
0,≥R (depending on r1). Let
πP : H
T ′0,̟,R → H̟,R(S
T ′0
P ), P ∈ P
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be the projection maps. Define a continuous embedding
ι : Fr1(XG)→ H
T ′0,̟,R
by πP (ιf) = ι
aut,T ′0
P (CPf), P ∈ P (5.5). It is clear that ι(Sol(Ξmain(s))) ⊂ Sol(Ξ
T ′0,̟,R
aux (s))
for all s ∈M. Indeed, if φ ∈ Sol(Ξmain(s)), then
(πP (ιφ))
T0 = ιaut,T0P (CPφ),
δ
T ′0,T0
P (hi(s))ι
aut,T ′0
P (CPφ) = ι
aut,T0
P δ(hi(s))(CPφ) = ci(s)ι
aut,T0
P (CPφ),
S
T0,R
P (λP (s))r
T0,B
P ι
aut,T0
P (CPφ) = ι
aut,T0
P (CPφ),
ι
aut,T ′0
P p
T0,aut
P ι
aut,T0
P (CPφ) = ι
aut,T ′0
P (CPφ)
for all P and
C
T ′0
P,Qι
aut,T ′0
P (CPφ) = r
T ′0
Q,P ι
aut,T ′0
Q (CQφ), Q ⊂ P.
On the other hand, the proof of [14, I.2.5] shows that there exists r2 such that δ(hi(s))
defines an analytic family of operators H̟,R(XG)→ F
r2
sm(XG).
By Proposition 5.11, we may assume without loss of generality that there exists a finite-
dimensional vector space L and an analytic family of operators µs : L → H
T ′0,̟,R, s ∈ M
such that Sol(Ξ
T ′0,̟,R
aux (s)) ⊂ µs(L) for all s ∈M. It follows that Sol(Ξmain(s)) is contained in
the image of the operator δ(hi(s))p
T ′0,aut
G πGµ(s) : L→ F
r2
sm(XG) which depends analytically
on s. Thus, Ξmain(s) is locally finite, as required.
5.13. Proof of Proposition 5.11. The key assertion is the following familiar fact due
to Gelfand and Piatetski-Shapiro (cf. [10, Theorem 2]). Recall the orthogonal projection
pT0,cP defined in Lemma 5.10.
Lemma. Let P ∈ P and h ∈ C∞c (G(A)) supported in C. Let T
′
0 be as in Lemma 5.9.
Then,
rT0,BP δ
T ′0,T0
P (h)p
T ′0,c
P : H
̟,R(S
T ′0
P )→ H
̟,R(ST0,BP )
is a Hilbert–Schmidt operator, and in particular compact.
Proof. Since the function w
1
2
ZP
belongs to H̟,R(ST0,BP ), it is enough to show that there
exists c > 0 such that for all ϕ ∈ H̟,Rc (S
T ′0
P )∣∣∣δT ′0,T0P (h)ϕ(g)∣∣∣ ≤ c‖ϕ‖wZP (g) 12 , g ∈ ST0,BP
where the norm on the right-hand side is with respect to H̟,R(S
T ′0
P ). In fact, we can replace
wZP (g)
1
2 on the right-hand side by e−〈µ,H0(g)〉 for any µ ∈ a∗0,+ (with c depending on µ).
This follows from combining two inequalities. The first (cf. [14, I.2.4–5]) is that there
exists µ ∈ a∗0,+ such that for any X ∈ U(g∞) we have a constant cX such that for all
ϕ ∈ H̟,R(S
T ′0
P ) ∣∣∣δ(X)δT ′0,T0P (h)ϕ(g)∣∣∣ ≤ cX‖ϕ‖e〈µ,H0(g)〉, g ∈ ST0,BP .
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The second (cf. [14, I.2.10–11]) is that for any µ1, µ2 ∈ a
∗
0,+ there exist X1, . . . , Xm ∈ U(g∞)
such that for any ϕ ∈ H̟,Rc (S
T0
P )
sup
g∈S
T0,B
P
|ϕ(g)| e〈µ1,H0(g)〉 ≤
m∑
i=1
sup
g∈S
T0,B
P
|δ(Xi)ϕ(g)| e
−〈µ2,H0(g)〉.
The lemma follows since δ
T ′0,T0
P (h)(H
̟,R
c (S
T ′0
P )) ⊂ H
̟,R
c (S
T0
P ). 
We can now prove Proposition 5.11. We show by induction on dimP that the family of
sets πP (Sol(Ξ
T ′0,̟,R
aux (s))), s ∈ M is locally finite. For the induction step (as well as for the
base of the induction) we may assume that this holds for all Q ( P .
We argue using Fredholm’s criterion (Corollary 2.4) with B = C = H̟,R(S
T ′0
P ), B1 =
H̟,Rc (S
T ′0
P ) and B2 = H
̟,R
c (S
T ′0
P )
⊥. By the lemma above, the restriction of the operator
IdB−ι
aut,T ′0
P p
T0,aut
P S
T0,R
P (λP (s))r
T0,B
P δ
T ′0,T0
P (hs) : B→ B
to B1 is left-invertible modulo compact operators. On the other hand, the projection
p2 : B→ B2 is given by −
∑
Q(P (−1)
dim aP
QC
T ′0
P,Q. Thus, p2(Sol(Ξ
T ′0,̟,R
aux (s))) is locally finite
since C
T ′0
P,QπP (f) = r
T ′0
Q,PπQ(f) for any f ∈ Sol(Ξ
T ′0,̟,R
aux (s)) and πQ(Sol(Ξ
T ′0,̟,R
aux (s))), Q ( P
is locally finite by induction hypothesis. Thus, Corollary 2.4 yields the induction step.
6. Conclusion of proof – the number field case
Finally, we combine the uniqueness result of §4 and the local finiteness result of §5 to
conclude the proof of the main theorem using the principle of meromorphic continuation.
6.1. Characterization of automorphic forms. Let P ∈ P. The bilinear map (f, ϕ) 7→
(f ◦HP ) · ϕ defines a linear map
(6.1) C∞c (aP )⊗A
cusp
P → C
∞(XP ).
Denote by A˜cuspP its image. Note that any function in A˜
cusp
P is rapidly decreasing on XP .
Thus, we have a sesquilinear form
(·, ·)XP : Fumd(XP )× A˜
cusp
P → C
given by (4.5). We denote by (A˜cuspP )
⊥ ⊂ Fumd(XP ) its left radical.
Let ΠP be the set of equivalence classes of admissible unitarizable irreducible represen-
tations of M(A) whose central character is trivial on ZM(F )AP . For any w ∈ Ω(P,Q) and
π ∈ ΠP let wπ ∈ ΠQ be the representation obtained from π by conjugation by w.
Let π ∈ ΠP . Denote by A
cusp
P,π the subspace of A
cusp
P consisting of the forms φ such that
for all k ∈ K the function m ∈ M(A) 7→ δ
− 1
2
P (m)φ(mk) belongs to the π-isotypic part of
the space of cuspidal automorphic forms on M(F )\M(A). Let Acusp
P,[π] ⊂ A
cusp
P be the linear
subspace spanned by f ◦HP · ϕ where f is a polynomial exponential function on aP and
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ϕ ∈ AP,π. Let A˜
cusp
P,[π] be the image of C
∞
c (aP ) ⊗ A
cusp
P,π (or equivalently, C
∞
c (aP ) ⊗ A
cusp
P,[π])
under (6.1) and let (A˜cusp
P,[π])
⊥ be the perpendicular of A˜cusp
P,[π] in Fumd(XP ). Thus,
AcuspP = ⊕π∈ΠPA
cusp
P,[π], A˜
cusp
P = ⊕π∈ΠP A˜
cusp
P,[π] and (A˜
cusp
P )
⊥ = ∩π∈ΠP (A˜
cusp
P,[π])
⊥.
For any φ ∈ Fumd(XG) and P ∈ P, we define the cuspidal support of φ along P , denoted
by ΠP (φ), to be the (possibly empty or infinite) set of π ∈ ΠP such that CPφ /∈ (A˜
cusp
P,[π])
⊥.
For any λ ∈ a∗0,C and z ∈ AP consider the difference operator
DP,λz ϕ = z · ϕ− e
〈λ,HP (z)〉ϕ
on functions on XP . (It depends only on the projection of λ to a
∗
P,C.) Note that D
P,λ
z ,
z ∈ AP , λ ∈ a
∗
0,C pairwise commute. More generally, for λ = (λ1, . . . , λn) ∈ (a
∗
0,C)
n and
z = (z1, . . . , zn) ∈ A
n
P we write
DP,λz =
n∏
i=1
DP,λizi .
(If zi = z for all i, then we simply write D
P,λ
z .)
The following is a reformulation of [14, I.3.5].
Lemma. Let φ be a K-finite function of uniform moderate growth on XG. Then, φ ∈ AG
if and only if for every P ∈ P, ΠP (φ) is finite and there exist an integer n ≥ 0 and
λ ∈ (a∗P,C)
n such that DP,λz (CPφ) ∈ (A˜
cusp
P )
⊥ for all z ∈ AnP .
6.2. A result of Harish-Chandra. We need a uniform version of a basic result of Harish-
Chandra [9, §8].
Lemma. (See [14, I.4.5]) For every P ∈ P let nP ≥ 0 be an integer and VP a finite-
dimensional subspace of AcuspP . Let Λ = ⊕P∈P(a
∗
P,C)
nP . Then, there exists an integer
d ≥ 0 and for any λ0 ∈ Λ there exist analytic functions a0, . . . , ad : Λ → C such that
a0(λ0) 6= 0, and a bi-K-finite function h ∈ C
∞
c (G(A)), with the following property. Suppose
that φ ∈ AG and λ = (λ
P
1 , . . . , λ
P
nP
)P∈P ∈ Λ are such that for every P ∈ P, C
cusp
P φ is of
the form CcuspP φ =
∑nP
i=1(ϕi)λPi for some ϕ1, . . . , ϕnP ∈ VP . Then,
d∑
i=1
ai(λ)δ(h)
iφ = a0(λ)φ.
Remark. Let C be a compact, bi-K-invariant neighborhood of 1 in G(A). Then, in the
lemma above we may choose h to be supported in C (and d is independent of C).
6.3. Proof of first part of Theorem 1.3. Fix P ∈ P and ϕ ∈ AP .
We now describe a holomorphic, locally finite system Ξfnl(λ), λ ∈ a
∗
P,C of equations on
ψ ∈ Fumd(XG) that admits E(ϕ, λ) as the unique solution for Re 〈λ, α
∨〉 ≫ 0 ∀α ∈ ∆P .
For any Q ∈ P and φ ∈ AQ let m(φ) ≥ 0 and µ(φ) ∈ (a
∗
Q,C)
m(φ) be as in §4.6.
Let e be an idempotent in the algebra of K-finite functions on K (under convolution)
such that δ(e)ϕ = ϕ. The first equation is
(6.2a) δ(e)ψ = ψ.
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Next, we require that for any Q ∈ P, ΠQ(ψ) is contained in the finite set
Π˜Q(ϕ) = ∪w∈Ω(P ;Q)wΠPw(ϕ),
i.e.,
(6.2b) CQψ ∈ (A˜
cusp
Q,[π])
⊥ ∀π ∈ ΠQ \ Π˜Q(ϕ).
Finally, for any Q ∈ P we add the non-homogenous equations
(6.2c)
∏
w∈Ω(P ;Q)\{e}
D
Q,w(µ(Ccusp
Pw
ϕ)+λ)
zw (CQ(ψ − εQ;Pϕλ)) ∈ (A˜
cusp
Q )
⊥
for any collection zw ∈ A
m(Ccusp
Pw
ϕ)
Q , w ∈ Ω(P ;Q) \ {e}. Recall that εQ:P = 1 if Q ⊂ P and
εQ;P = 0 otherwise.
Proposition. The system Ξfnl(λ) is holomorphic and locally of finite type. In the region
Re 〈λ, α∨〉 ≫ 0 ∀α ∈ ∆P , it admits ψ = E(ϕ, λ) as its unique solution.
Proof. The system Ξfnl(λ) is clearly holomorphic.
In the region Re 〈λ, α∨〉 ≫ 0 ∀α ∈ ∆P , the Eisenstein series ψ = E(ϕ, λ) clearly satisfies
(6.2a), while the equations (6.2b) and (6.2c) follow from (4.11) and (4.14) respectively.
Suppose that ψ ∈ Sol(Ξfnl(λ)) for some λ ∈ a
∗
P,C. The equation (6.2a) implies that ψ is
K-finite. The equations (6.2c) imply that for every Q ∈ P
(6.3)
∏
w∈Ω(P ;Q)
D
Q,w(µ(Ccusp
Pw
ϕ)+λ)
zw (CQψ) ∈ (A˜
cusp
Q )
⊥
for any collection zw ∈ A
m(Ccusp
Pw
ϕ)
Q , w ∈ Ω(P ;Q). Thus, by Lemma 6.1 and the equations
(6.2b), ψ is an automorphic form. Hence, the equation (6.2c) is now equivalent to (4.14). It
follows from (4.15) that E(ϕ, λ) is the unique solution of Ξfnl(λ) provided that Re 〈λ, α
∨〉 ≫
0 for all α ∈ ∆P .
It remains to show that the system Ξfnl(λ) is locally of finite type. We will show that
the solutions of Ξfnl(λ) satisfy a system of the type considered in §5.2. First, by (6.3) and
(4.8), for any ψ ∈ Sol(Ξfnl(λ)), λ ∈ a
∗
P,C and Q ∈ P we have∏
Q′⊂Q
∏
w∈Ω(P ;Q′)
D
Q,w(µ(Ccusp
Pw
ϕ)+λ)
zw,Q′ (CQψ) ≡ 0
for any collection zw,Q′ ∈ A
m(Ccusp
Pw
ϕ)
Q , Q
′ ⊂ Q, w ∈ Ω(P ;Q′). Next, we claim that there
exists a family of pairs (hi, ci), i ∈ I consisting of a holomorphic family hi(λ), λ ∈ a
∗
P,C
of smooth, compactly supported functions on G(A) (which are in fact bi-K-finite), and a
holomorphic function ci : a
∗
P,C → C, such that
(1) δ(hi(λ))ψ = ci(λ)ψ for any ψ ∈ Sol(Ξfnl(λ)) and i ∈ I.
(2) For any λ0 ∈ a
∗
P,C there exists i ∈ I such that ci(λ0) 6= 0.
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Indeed, for every Q ∈ P let
nQ =
∑
w∈Ω(P ;Q)
m(CcuspPw ϕ), Q ∈ P,
and let VQ ⊂ A
cusp
Q be the finite-dimensional vector space spanned by the functions of
the form g 7→ f(HQ(g))ϕ
′(g) where f is a polynomial on aQ of degree < nQ and ϕ
′ ∈
⊕π∈Π˜Q(ϕ)A
cusp
Q,π with δ(e)ϕ
′ = ϕ′. Then, the claim above follows from Lemma 6.2 by taking
λ = (∨w∈Ω(P ;Q)w(µ(C
cusp
Pw
ϕ) + λ))Q∈P ∈ ⊕Q∈P(a
∗
Q)
nQ .
Hence, by Theorem 5.2, the system Ξfnl(λ) is locally of finite type, as required. 
We can therefore invoke the principle of meromorphic continuation (Theorem 2.3) to the
system Ξfnl(λ) to conclude the meromorphic continuation of E(ϕ, λ), i.e., the first part of
Theorem 1.3.
6.4. Proof of second part of Theorem 1.3. Let P ∈ P. Denote by DP the set of data
d = (nQ, λQ,ΣQ)Q⊂P
consisting of an integer nQ ≥ 0, a tuple λQ ∈ (a
∗
Q,C)
nQ and a finite subset ΣQ of ΠQ for
each Q ⊂ P .
For each such d ∈ DP let A
d
P be the subspace of AP consisting of the forms φ such
that CcuspQ φ ∈ ⊕π∈ΣQA
cusp
Q,[π] ∩ AQ(λQ) for every Q ⊂ P . Note that by (4.8) we have
CQφ ∈ AQ(∨Q′⊂QλQ′) for all φ ∈ A
d
P and Q ⊂ P .
If w ∈ Ω(P,Q), then w induces an obvious bijection, denoted d 7→ wd, between DP and
DQ. (After all, DP descends to M .)
Fix d ∈ DP and an idempotent e in the algebra of K-finite functions on K. Let A
d,e
P be
the finite-dimensional space of forms φ ∈ AdP such that δ(e)φ = φ.
Proposition. For any w ∈ Ω(P,Q) the intertwining operator M(w, λ) extends to a mero-
morphic function in λ ∈ a∗P,C with values in the finite-dimensional space HomC(A
d,e
P ,A
wd,e
Q ).
Proof. Let ϕ ∈ AdP and consider the constant term CQE(ϕ, λ) given by (4.10). For any
w′ ∈ QΩP we have
CPw′ϕ ∈ APw′ (∨P ′⊂Pw′λP ′)
and hence
EQ(M(w′, λ)(CPw′ϕ), w
′λ) ∈ AQ(∨P ′⊂Pw′w
′(λP ′ + λ)).
Fix a regular element a of AQ (i.e., such that 〈β,HQ(a)〉 6= 0 for all β ∈ ΦQ) and consider
the difference operator
D(λ) =
∏
w′∈QΩP \{w},P ′⊂Pw′
DQ,w
′(λP ′+λ)−wλ
a .
Then, for any w′ ∈ QΩP \ {w}
D(λ)(EQ(M(w′, λ)(CPw′ϕ), w
′λ)−wλ) ≡ 0
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and hence by (4.10) we have
D(λ)((CQE(ϕ, λ))−wλ) = D(λ)(M(w, λ)ϕ).
On the other hand, it is easy to see that since a is regular, w′−1a /∈ w−1a + aP0 for every
w′ ∈ QΩP \ {w}. Hence, the restriction D˜(λ) of D(λ) to A
wd
Q is invertible for generic
λ ∈ a∗P,C (namely, outside finitely many root affine hyperplanes). Thus,
M(w, λ)ϕ = D˜(λ)−1(D(λ)((CQE(ϕ, λ))−wλ))
and this provides meromorphic continuation of M(w, λ). 
Remark. For Q = P and w = e, the argument above shows that
(6.4) the operator ϕ ∈ Ad,eP 7→ E(ϕ, λ) is injective for generic λ ∈ a
∗
P,C.
6.5. Proof of remaining parts of Theorem 1.3. Let w′ ∈ W (P, P ′) and suppose that
Re 〈w′λ, α∨〉 ≫ 0 for all α ∈ ∆P ′. Then, on the one hand, by Proposition 4.8, we have
L(E(M(w′, λ)ϕ,w′λ)) = T cuspP ′ ((M(w
′, λ)ϕ)w′λ).
On the other hand, by Lemma 4.7 (applied to w′λ and ww′−1 ∈ Ω(P ′;Q)) and (4.13) we
have
L(E(ϕ, λ)) = T cuspP ′ ((M(w
′, λ)ϕ)w′λ).
Therefore, the functional equation E(M(w′, λ)ϕ,w′λ) = E(ϕ, λ) follows from Theorem 4.3.
Finally, if w ∈ Ω(P, P ′) and w′ ∈ Ω(P ′, P ′′), then
E(M(w′w, λ)ϕ,w′wλ) = E(ϕ, λ) = E(M(w, λ)ϕ,wλ) = E(M(w′, wλ)M(w, λ)ϕ,w′wλ).
Thus, M(w′w, λ) =M(w′, wλ)M(w, λ) by (6.4).
Note that if w is an elementary symmetry sα for some α ∈ ∆P , then as a function of
λ ∈ a∗P,C, M(w, λ) depends only on 〈λ, α
∨〉. In general, by decomposing w into elementary
symmetries [14, I.1.8] and using the multiplicativity of intertwining operators, it follows
that the singularities of M(w, λ) are of the form 〈λ, β∨〉 = c for some β ∈ ΦP such that
wβ < 0 and c ∈ C.
On the other hand, the singularities of E(ϕ, λ) are precisely those of its cuspidal com-
ponents [14, I.4.10]. It follows from (4.11) that the singularities of E(ϕ, λ) are also along
root affine hyperplanes.3
This concludes the proof of Theorem 1.3 in the number field case. In fact, the proof
shows the following (ostensibly) slightly stronger statement.
Corollary. For any bounded open subset U of a∗P,C, there exists r > 0 such that λ 7→
E(ϕ, λ) is a meromorphic function on U , with singularities along finitely many root affine
3Note however, that this argument by itself does not imply that E(ϕ, λ) is holomorphic on ia∗
P
in case
ϕ ∈ A2
P
since the cuspidal components of E(ϕ, λ) involve intertwining operators applied to the cuspidal
components of ϕ rather than ϕ itself.
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hyperplanes, into the Fre´chet space Frsm(XG). Thus, for any λ0 ∈ a
∗
P,C there exist r > 0
and an integer k ≥ 0 such that around λ0( ∏
β∈ΦP
〈λ− λ0, β
∨〉
k )
E(ϕ, λ)
admits a convergent power series expansion in Frsm(XG).
7. The function field case
Finally, we prove Theorem 1.3 in the case where F is a function field.
7.1. We first need to slightly modify some of the notation used in the previous sections.
Recall that S0 is the maximal F -split torus in the center of M0. Identify S0 with G
d
m
where d = dimS0. As in [14, I.2.1], fix once and for all a place v0 of F and a uniformizer
̟ of Fv0 and let A0 be the image of (̟
Z)d in S0(Fv0). Then, A0 is a Ω-invariant lattice of
rank d.
Now let P ∈ P. We set AP = A0 ∩ SM(A). Note that the decomposition (4.2) does not
necessarily hold. However, the group HP (G(A)) = HP (M(A)) is a lattice in aP [14, I.1.4].
Let LP be 2πi times the dual lattice of HP (M(A)) in a
∗
P . Thus, LP is a lattice in ia
∗
P. The
subgroup HP (AP ) ⊂ HP (M(A)) is of finite index, hence also a lattice in aP . Let L˜P be 2πi
times the dual lattice of HP (AP ) in a
∗
P . Thus, LP is a finite index subgroup of L˜P . Note
that L˜P , unlike LP , depends on the choice of v0 but this will not be very important.
The quotient XP = a
∗
P,C/LP is isomorphic to the group of quasi-characters of the lattice
M(A)/M(A)1 ≃ HP (M(A)). It is a complex algebraic variety isomorphic to (C
∗)dim aP .
Similarly for X˜P = a
∗
P,C/L˜P , which is isomorphic to the group of quasi-characters of AP .
We have an algebraic covering map XP → X˜P , corresponding to restriction of quasi-
characters. Clearly, for any ϕ ∈ AP and λ ∈ a
∗
P,C the function ϕλ depends only on the
image of λ in XP . Note that the map Re : X˜P → aP is well defined.
Next, we turn to the results of §4. The decompositions (4.3) and (4.4) are now over
λ ∈ X˜P instead of λ ∈ a
∗
P,C. Likewise, the set of cuspidal exponents with respect to P is a
subset of X˜P rather than a
∗
P,C. In §4.6, the spaces PAP (λ), λ ∈ (a
∗
P,C)
n, and consequently
AP (λ) and A
cusp
P (λ), depend only on the image of each coordinate of λ in X˜P . Hence,
m = m(φ) and µ(φ) ∈ X˜mP are well-defined (up to permutation). With these conventions,
the results of §4 continue to hold.
As for §6.1, the space A˜cuspP is defined exactly the same, but now it consists of compactly
supported functions on XP , because cusp forms are compactly supported modulo the center
in the function field case [14, I.2.9]. The annihilator (A˜cuspP )
⊥ is taken in the space of all
functions on XP that are right invariant under some open subgroup of G(A) (smooth
functions) – there is no need to restrict to functions of moderate growth. The operators
DP,λz , z ∈ AP depend only on the image of λ in X˜P . Similarly for D
P,λ
z .
Lemma 6.1 simplifies in the function field case to the following statement which is proved
as in [14, I.3.5–6].
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Proposition. A a smooth function φ on XG is automorphic if and only if for every P ∈ P
there exist an integer n ≥ 0 and λ ∈ (X˜P )
n such that DP,λz (CPφ) ∈ (A˜
cusp
P )
⊥ for all z ∈ AnP .
7.2. For any P ∈ P let Csm(XP ) be the space of smooth functions on XP and let C
sm
c (XP )
be the subspace of compactly supported functions. We can identify Csm(XP ) with the
smooth part of the dual of Csmc (XP ) by the pairing
(ψ, φ) =
∫
XP
ψ(g)φ(g) dg, ψ ∈ Csm(XP ), φ ∈ C
sm
c (XP ).
For any φ ∈ Csmc (XP ) and g ∈ G(A) the sum∑
γ∈P (F )\G(F )
φ(γg)
has only finitely many non-zero terms and it gives rise to a G(A)-equivariant linear map
θP : C
sm
c (XP )→ C
sm
c (XG)
whose dual is the constant term map
CP : C
sm(XG)→ C
sm(XP ).
Moreover, by the argument of [14, II.1.12]
Csmc (XG) =
∑
P∈P
θP (A˜
cusp
P ).
Equivalently, a function φ ∈ Csm(XG) is identically 0 if and only if CPφ ∈ (A˜
cusp
P )
⊥ for all
P ∈ P (cf. [14, I.3.4]).
For any compact open subgroup K of G(A) denote by Cc(XG)
K the space of compactly
supported right K-invariant functions on XG, i.e., the K-fixed part of C
sm
c (XG), and by
A˜cusp,KP be the K-fixed part of A˜
cusp
P . Then,
(7.1) Cc(XG)
K =
∑
P∈P
θP (A˜
cusp,K
P ).
We will need another simple fact.
Lemma. For any P ∈ P, an integer n ≥ 0 and a compact open subgroup K of G(A) there
exists a finite subset B ⊂ G(A) such that for any λ ∈ X˜nP , the restriction map φ 7→ φ|B
is injective on the K-invariant part of AcuspP (λ). Dually, there exists a finite-dimensional
subspace U of A˜cusp,KP such that for any λ ∈ X˜
n
P we have
A˜cusp,KP = U +
∑
a∈An
P
DP,λa (A˜
cusp,K
P ).
Indeed, the lemma immediately reduces to the analogous statement about functions on
the lattice AP , which is elementary.
By (7.1), we conclude
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Corollary. For any compact open subgroup K of G(A) and an integer n ≥ 0 there exists
a finite-dimensional subspace U of Cc(XG)
K such that
Cc(XG)
K = U +
∑
P∈P,a∈An
P
θP (D
P,λ
a (A˜
cusp,K
P )).
7.3. We state an algebraic version of the principle of meromorphic continuation, which
has already been used many times in the literature (see [7, p. 127] or [1, §1]).
We first introduce some terminology. Let V be a vector space over C, V ∗ its dual space,
D an affine variety over C and C[D] its ring of regular functions. Let V [D] = V ⊗ C[D].
For any λ ∈ D, the evaluation at λ homomorphism C[D] → C gives rise to a linear map
V [D]→ V which we denote by µ 7→ µ(λ).
A regular family Ξ of linear systems of equations on V ∗ is a family of elements µi ∈ V [D],
νi ∈ C[D], i ∈ I. For each λ ∈ D it gives rise to a linear system of equations Ξ(λ) on
v∗ ∈ V ∗ given by
〈v∗, µi(λ)〉 = νi(λ), i ∈ I.
Theorem. In the above setup, suppose that V has countable dimension and D is irre-
ducible. Let C(D) be the field of fractions of C[D]. Suppose that we are given a regular
family of linear systems Ξ of equations on V ∗ as above. Assume that there exists a non-
empty, open (in the Hausdorff topology) subset D′ of D such that for all λ ∈ D′ the system
Ξ(λ) has a unique solution. Then, there exists a unique element
A ∈ HomC[D](V [D],C(D)) = HomC(V,C(D))
such that A(µi) = νi for all i ∈ I. Moreover, for all λ ∈ D outside the union of countably
many hypersurfaces, Av ∈ C(D) is regular in λ for all v ∈ V and (v 7→ Av(λ)) ∈ V ∗ is the
unique solution of Ξ(λ).
7.4. Let ϕ ∈ AP . Fix a compact open subgroup K of G(A) such that ϕ is right K-
invariant. Using Theorem 7.3 we prove that the Eisenstein series E(ϕ, λ) is a rational
functions on λ ∈ XP .
Consider the space V = Cc(XG)
K and its dual space V ∗ of all right K-invariant functions
on XG. The system Ξ(λ), λ ∈ XP consisting of the linear equations (6.2c) is a regular family
of linear systems on V ∗, since A˜cuspQ consists of compactly supported functions.
Any solution of Ξ(λ) satisfies (6.3) and hence, by Proposition 7.1, it is an automorphic
form. As in the number field case, by (4.15) E(ϕ, λ) is the unique solution of Ξ(λ) in the
regime Re 〈λ, α∨〉 ≫ 0 for all α ∈ ∆P . We deduce from Theorem 7.3 that for any g ∈ G(A)
the function E(g, ϕ, λ) is a rational function on XP . (Note that we do not need to use the
equations (6.2b) or §5, the local finiteness part.)
We claim that in fact there exists a polynomial p on XP such that p(λ)E(g, ϕ, λ) is a
polynomial on XP for all g ∈ G(A).
Indeed, by (6.3), we have
(E(ϕ, λ), θQφ)XG = 0
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for any Q ∈ P,
φ ∈
∏
w∈Ω(P ;Q)
D
Q,w(µ(Ccusp
Pw
ϕ)+λ)
zw (A˜
cusp
Q )
and any collection zw ∈ A
m(Ccusp
Pw
ϕ)
Q , w ∈ Ω(P ;Q). Hence, by Corollary 7.2, there exists
a finite-dimensional subspace U of V such that if p is a polynomial on XP such that
p(λ)(E(ϕ, λ), φ)XG is a polynomial on XP for all φ ∈ U , then p(λ)(E(ϕ, λ), φ)XG is a
polynomial on XP for all φ ∈ V .
7.5. Finally, the rationality of the intertwining operators, the functional equations and
the other statements of Theorem 1.3 are deduced exactly as in the number field case. More
precisely, fix an open subgroup K of G(A). For any P ∈ P denote by DP the set of data
d = (nQ, λQ)Q⊂P
consisting of an integer nQ ≥ 0 and a tuple λQ ∈ (X˜Q)
nQ for each Q ⊂ P .
For each such d ∈ DP let A
d,K
P be the subspace of AP consisting of the right K-invariant
forms φ such that CcuspQ φ ∈ A
cusp
Q (λQ) for every Q ⊂ P .
Proposition. For any w ∈ Ω(P,Q) and d ∈ DP the intertwining operator M(w, λ) is a ra-
tional function in λ ∈ XP with values in the finite-dimensional vector space HomC(A
d,K
P ,A
wd,K
Q ).
This finishes the proof of Theorem 1.3.
Appendix A. Proof of Principle of Meromorphic Continuation (Theorem
2.3)
We may write Ξ(s) equivalently as
〈ν, [µi(s)]v〉 = 〈ν, ci(s)〉 , i ∈ I, ν ∈ E
′
i.
Thus, we may assume without loss of generality that Ei = C for all i ∈ I. Hence, µi(s),
s ∈ M is an analytic family of continuous linear functionals on E (with respect to the
weak topology on E′) and ci is a scalar-valued analytic function on M.
We will show that for every s0 ∈ M◦unq there exists an open, connected neighborhood
W of s0 in M, a non-zero holomorphic function f on W such that Munq ⊃ Wf := {s ∈
W : f(s) 6= 0}, and a holomorphic function u : W → E such that u(s) = f(s)v(s) for all
s ∈ Wf (and in particular, v is holomorphic on Wf ). It would then follow, in particular,
that M◦unq is open, and hence (since M is connected) M
◦
unq =M. We then take U to be
the union of Wf as we vary over all s0 ∈ M.
By assumption, there exist an open neighborhood W of s0, a finite-dimensional vector
space L and an analytic family of operators λs : L→ E, s ∈ W such that Sol(Ξ(s)) ⊂ Imλs
for all s ∈ W . We may assume of course that W is connected. (We recall that in this
case, Wf is connected for any non-zero holomorphic function f on W .) Let s1 ∈ W
be such that k = dim Imλs1 is maximal, and let L0 be a k-dimensional subspace of L
such that Imλs1 = λs1(L0). Choose a basis ξ1, . . . , ξk of L0 and let ν1, . . . , νk ∈ E
′ be
such that det(〈νi, λs1(ξj)〉)i,j=1,...,k 6= 0. (These exist by the Hahn–Banach Theorem.)
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Let D1 be the analytic function on W given by D1(s) = det(〈νi, λs(ξj)〉)i,j=1,...,k and let
W1 = {s ∈ W : D1(s) 6= 0}. Then, s1 ∈ W1, and if s ∈ W1, then λs|L0 is injective and
hence, by maximality of k, λs(L0) = λs(L) ⊃ Sol(Ξ(s)).
Let Ξ˜(s), s ∈ W be the analytic system on L0 obtained from Ξ(s) by precomposing with
λs. Since λs(L0) ⊃ Sol(Ξ(s)) for all s ∈ W1, we have
(A.1) Sol(Ξ(s)) = λs(Sol(Ξ˜(s))), s ∈ W1.
In particular, for s ∈ W1 ∩Munq, Sol(Ξ˜(s)) = {v˜(s)} is unique and v(s) = λs(v˜(s)). Note
thatW1∩M
◦
unq 6= ∅ sinceW1 is dense inW andW∩M
◦
unq 6= ∅. Fix s2 ∈ W1∩M
◦
unq. We can
extract from Ξ˜ a subsystem Ξˆ consisting of k equations (with indices n1, . . . , nk ∈ I, say)
such that Ξˆ(s2) admits v˜(s2) as its unique solution. LetD2(s) = det(〈µni(s), λs(ξj)〉)i,j=1,...,k
be the determinant of the coefficients of the system Ξˆ(s), s ∈ W . Let W2 = {s ∈ W :
D2(s) 6= 0}. Then, s2 ∈ W2, and if s ∈ W2, then Sol(Ξˆ(s)) = {vˆ(s)} is unique. A fortiori,
Sol(Ξ˜(s)) ⊂ {vˆ(s)} for all s ∈ W2. Thus, v˜(s) = vˆ(s) for all s ∈ W1∩W2∩Munq. Moreover,
by Cramer’s rule D2(s)vˆ(s) is holomorphic on W , and in particular vˆ(s) is holomorphic
on W2. Since W1 ∩W2 ∩M
◦
unq is open and nonempty, vˆ(s) ∈ Sol(Ξ˜(s)) for all s ∈ W2.
Thus, Sol(Ξ˜(s)) = {vˆ(s)} for all s ∈ W2. It follows from (A.1) that Munq ⊃ W1 ∩ W2
and v(s) = λs(vˆ(s)) for any s ∈ W1 ∩W2. Thus, λs(D2(s)vˆ(s)) is holomorphic on W and
coincides with D2(s)v(s) on W1 ∩W2. Our claim follows by taking f = D1D2. 
We thank Herve´ Jacquet for his comments on the appendix.
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